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1 Introduction {#sec001}
==============

The evolution of social networking platforms has led to a crucial need to understand how millions of online users behave, including their online and real life behaviors, patterns and predispositions \[[@pone.0209372.ref001]\]. Apart from studying social relations and online activity, information spreading processes are among the phenomenas with high attention from both researchers and practitioners. In a number of cases, as a result of information spreading, viral marketing seems to produce better results than traditional advertising campaigns \[[@pone.0209372.ref002]\]. There is an increase in the number of online marketers using this opportunity to place even greater efforts in the engagement of potential consumers to benefit from their services and products by propagating information. Due to an increased trustworthiness of communications within a social network that has ties that are particularly strong, recommendations that are socially oriented have a greater impact on the targeted consumers than traditional commercial messages \[[@pone.0209372.ref003]\]. The research that is related to diffusion of marketing content takes into consideration the factors that lead to campaigns that are successful \[[@pone.0209372.ref004]\] \[[@pone.0209372.ref005]\], factors affecting usersÔÇÖ participation during information spreading \[[@pone.0209372.ref006]\], the initial seed sets that are selected for the initialization of the campaign \[[@pone.0209372.ref007]\] \[[@pone.0209372.ref008]\], as well as using epidemic models to analyze diffusion processes \[[@pone.0209372.ref009]\]. Other studies emphasize the role of different centrality measures used for the selection of initial influencers \[[@pone.0209372.ref010]\], the impact of homophily for successful selection of the initial network nodes \[[@pone.0209372.ref011]\], the role of the content and network structures \[[@pone.0209372.ref012]\], user motivation to forward content \[[@pone.0209372.ref005]\], the role of emotions \[[@pone.0209372.ref013]\] \[[@pone.0209372.ref014]\] and other factors \[[@pone.0209372.ref015]\]. Apart from static networks and single layer structures, multilayer networks \[[@pone.0209372.ref016]\] and the spreading of information in temporal networks have been studied in the more recent research \[[@pone.0209372.ref017]\].

Many earlier studies were focused on theoretical and empirical approaches increasing the number of reached customers within a network \[[@pone.0209372.ref007]\] \[[@pone.0209372.ref018]\]. While it is an important metric of the campaign success, several other factors should also be taken into account \[[@pone.0209372.ref019]\]. Apart from coverage, they include the campaign's costs and duration, number of initial seeds and their selection strategies \[[@pone.0209372.ref020]\] \[[@pone.0209372.ref021]\].

This study proposes and examines the framework for a multi-objective evaluation of information spreading processes. The presented framework can be used for strategic planning of information spreading processes in order to help selecting the appropriate strategy for selection of the initial nodes within the network and adjusting the number of activated nodes in the seeding process. While viral marketing processes can be based on increasing the motivation of content forwarding, the evaluation of the potential of available approaches creates another areas of applications of the multi-objective methods. The main contribution of the presented study is the framework for multi-objective selection of methods influencing campaign dynamics and coverage with the use of several evaluation criteria. In practical terms, an evaluation model was created with the use of the PROMETHEE II method and agent-based simulations were performed with sensitivity analysis used.

The remainder of this paper provides the methodological background and the conceptual framework in Section 2. This is followed by the example planning process in Section 3, data evaluation and searching for alternatives in Section 4 with conclusions in Section 5.

2 Materials and methods {#sec002}
=======================

2.1 Information spreading in complex networks {#sec003}
---------------------------------------------

Social network marketing strategies are geared to motivating users to pass the advertised product information to their friends and contacts within their social networks. With its interdisciplinary approach, the research that has been done in this field attracts sociologists, physicists, computer scientists and marketers with a wide range of approaches and research goals \[[@pone.0209372.ref007]\] \[[@pone.0209372.ref009]\] \[[@pone.0209372.ref003]\]. The prior research in this field implemented a macroscopic approaches to analyze the quantity of customers acquired using the diffusion of innovations' mechanics \[[@pone.0209372.ref022]\] \[[@pone.0209372.ref023]\]. The processes at the level of social networks, as well as their participants, are monitored at a detailed level, offering a microscopic view. The identification and assessment of those who send and receive messages make the detailed monitoring of the processes involved in the distribution of information possible \[[@pone.0209372.ref024]\].

The methodological background on network structures evolved simultaneously, yet separately, on various disciplines \[[@pone.0209372.ref025]\]. In this paper, network G is defined as a set of nodes (vertices) *V*(*G*) interconnected with the set of edges *E*(*G*), which can be represented with the following mathematical notation: *G*(*V*, *E*). A path in graph G is a set of edges {{*v*~1~, *v*~2~}, {*v*~2~, *v*~3~}, ..., {*v*~*n*−1~, *v*~*n*~}}, where the end of the {*v*~*i*~, *v*~*i*+1~} edge is the beginning of the {*v*~*i*+1~, *v*~*i*+2~} edge for every *i* = 0, ..., *n* − 2, and where every node and edge are unique. The length of a path is the number of edges it comprises of. The distance *d*(*i*, *j*) from node *i* to node *j* is the length of the shortest path from *i* to *j*.

The current research done in the field can be identified as taking different directions. The dedicated solutions like linear threshold \[[@pone.0209372.ref022]\] and independent cascades model \[[@pone.0209372.ref026]\], as well as epidemic research models are implemented to model the way information is spread \[[@pone.0209372.ref009]\]. A large number of studies relate to the initiation of the information distribution processes and network node selection \[[@pone.0209372.ref007]\]. The most of the seeding strategies use network centrality measures for obtaining the nodes' ranking and initiating the seeding process, assuming an increased potential to distribute information resulting from the top nodes, having a vital role in the network structures. One of the most fundamental characteristics of a graph's node is its degree, i.e. the number of edges incident to this node, denoted *deg*(*v*), where *v* ∈ *V*. In case of information spreading, the higher the node's degree, the more nodes the information can be potentially propagated to. The degree distribution *P*(*k*) of a network represents the fraction of the nodes in the network which have degree equal to *k*. Other measures based on closeness, betweenness or eigenvector centralities are used as well. The closeness of a node is a measure of its centrality in a network, calculated as the sum of the lengths of the shortest paths between the node and all other nodes in the network: $$\begin{array}{r}
{C\left( i \right) = \frac{1}{\sum_{j}\mspace{360mu} d\left( j,i \right)}} \\
\end{array}$$ The smaller the closeness value, the more central position in the network the node has, thus allowing to reach every other node in fewer steps. For every pair of vertices (*v*~*i*~, *v*~*j*~) in graph G, there exists at least one shortest path between *v*~*i*~ and *v*~*j*~ with the number of edges on the path minimized. The betweenness of a vertex *v*~*k*~ is the ratio of the number of such shortest paths that pass through *v*~*k*~ to all such shortest paths. The higher the betweenness value of a node, the more nodes can be accessed through that node.

Eventually, the eigenvector centrality is a measure of influence of a node in a network. Each node in a network obtains a relative score based on a concept that connections from the high-scored nodes contribute to the node's score more than connections from the low-scoring ones. Therefore, a high eigenvector centrality value means that a node has more influence on the other nodes in the network.

These approaches tend to be used despite the fact that they require computational resources that are limited and that they fail in the delivery of an optimal seed set. Better results are obtained from solutions that are more sophisticated, like greedy-based selection, along with extensions it may have, however, the computational costs are substantial and it is not easily implemented on networks that are very complex \[[@pone.0209372.ref026]\].

Structural measures are used to improve optimization, so that nodes in the same network segments are not selected to allow a better seed allocation. These types of solutions are based more on better use of processes of natural diffusion and use sequential seeding \[[@pone.0209372.ref027]\], avoid nodes from within the same communities with intra connections that are close by using target communities \[[@pone.0209372.ref028]\], use dynamic rankings with sequential seeding \[[@pone.0209372.ref029]\] and use mechanisms for voting that have lower weights once activated nodes have been detected \[[@pone.0209372.ref030]\]. Apart from basic centrality measures, the central nodes in networks can be detected using a k-shell based approach \[[@pone.0209372.ref031]\]. Alternative approaches use bio-inspired algorithms to select the initial set of nodes \[[@pone.0209372.ref032]\].

The majority of earlier approaches are based on networks that are static, while the more recent studies account for networks that are dynamic. They have temporal characteristics and more reality-based specifics, as opposed to static snapshots \[[@pone.0209372.ref017]\]. The other research paths took base on the multi-layer networks and processes of information spreading that are intra layer \[[@pone.0209372.ref016]\]. There have been attempts to use other knowledge about the on-going processes to obtain better results by using adaptive seeding, even though the majority of solutions are geared to the seed set initiated processes \[[@pone.0209372.ref033]\]. Other approaches account for numerous campaigns that are on-going, as well as how they interrelate \[[@pone.0209372.ref034]\].

Unfortunately, the knowledge about the social network in which the campaign is going to be performed is often limited to some basic characteristics. Moreover, the number of nodes and edges in a real social network is often immense, which makes advanced simulations infeasible. The research takes into account simulations within synthetic networks to investigate phenomena within different network structures. While collecting information about real networks is difficult, synthetic networks based on theoretical models can be used. Moreover, the structure of synthetic networks can be adjusted during the generation process, thus allowing the researchers to perform a more profound analysis of the processes in complex networks. Simulation studies often use networks based on the free-scale model proposed by Barabasi-Albert (BA) \[[@pone.0209372.ref035]\], small world model proposed by Watts-Strogatz (WS) \[[@pone.0209372.ref036]\] and random graph model introduced by Erdos-Renyi (ER) \[[@pone.0209372.ref037]\]. For example \[[@pone.0209372.ref038]\] used WS, ER and BA synthetic networks for modeling interacting processes, \[[@pone.0209372.ref012]\] analyzed the role of structures of ER, BA, and WS networks on campaign performance, \[[@pone.0209372.ref039]\] proposed a framework to analyze multiple spreading processes and verified it with the use of BA networks, \[[@pone.0209372.ref040]\] used WS networks for cooperative epidemic modeling.

The characteristics BA and WS theoretical models are close to real systems. The Barabasi-Albert network model was first created in 1999, as a result of a study of the at-the-time structure of the WWW. The construction of BA networks is based on two complementary mechanisms: network growth and the mechanism of preferential attachment. The BA model is similar to several natural and human-made systems, such as the Internet, WWW, citation networks or social networks, to name just a few, where several selected nodes (hubs) have unusually high degree compared to the remaining nodes of the network. [Fig 1a](#pone.0209372.g001){ref-type="fig"} presents an example of a Barabasi-Albert network and the chart on [Fig 1d](#pone.0209372.g001){ref-type="fig"} depicts the degree distribution of a sample BA model. The Erdos-Renyi network model was first described in 1959 and is constructed on the assumptions that at first the number N of nodes is defined and, subsequently, from all $\begin{pmatrix}
N \\
2 \\
\end{pmatrix}$ pairs of nodes, random E pairs are selected between which the edges are created. A sample ER model and degree distribution of a sample ER model is presented on [Fig 1b and 1e](#pone.0209372.g001){ref-type="fig"} respectively. The ER model offers a simple and powerful model with many applications, but might be inappropriate for modeling some real-life phenomena, due to the fact it does not generate local clustering of nodes. Therefore, in 1998 the Watts-Strogatz model was created to addresses this issue. The WS model accounts for clustering, but keeps the short average path lengths from the ER model. [Fig 1c](#pone.0209372.g001){ref-type="fig"} presents an example of a WS network and the chart on [Fig 1f](#pone.0209372.g001){ref-type="fig"} depicts the degree distribution of a sample WS model.

![Graph representation of example 16-node synthetic networks: a) BA, b) ER, c) WS; and degree distribution charts of example 2000-node synthetic networks: d) BA, e) ER, f) WS.](pone.0209372.g001){#pone.0209372.g001}

2.2 MCDA foundations of the proposed approach {#sec004}
---------------------------------------------

In case of a viral marketing campaign in a social network, the ordering party might be interested not only in maximizing the coverage of the campaign, but also in affecting its dynamics, as well as keeping the campaign cost within a reasonable budget. All these aspects need to be considered before launching the campaign. Therefore, planning a viral marketing campaign in social network is a multi-criteria problem, which can be presented as [(2)](#pone.0209372.e003){ref-type="disp-formula"} \[[@pone.0209372.ref041]\]: $$\begin{array}{r}
{max\mspace{360mu}\left\{ c_{1}\left( a \right),c_{2}\left( a \right),\ldots,c_{k}\left. \left( a \right) \middle| a \in A \right. \right\},} \\
\end{array}$$ where *A* is a finite set of possible campaign strategies {*a*~1~, *a*~2~, ..., *a*~*n*~}, whereas {*c*~1~(⋅), *c*~2~(⋅), ..., *c*~*k*~(⋅)} is a set of evaluation criteria. Some of the criteria might be maximized and others minimized. The criterial performance of each strategy regarding each criterion can be expressed in a form of a performance table. Intuitively, it is expected from the decision maker (DM) to identify the strategy that optimizes all criteria. However, usually there exists no alternative that optimizes all criteria simultaneously.

Let us consider an example viral marketing campaign, for which multiple alternative strategies were prepared. The strategies are characterized by three criteria: seeding fraction, propagation probability and the potential coverage that can be obtained. The coverage is a very important criterion, however, generally a strategy that obtains 100% coverage is not always chosen, as it would require infecting a massive number of initial seeds in the network or providing multiple incentives to increase the propagation probability in the network. On the other hand, if a strategy with minimal seeding fraction and minimal propagation probability is chosen, it cannot be expected to cover the complete network. Therefore, a compromise solution between the strategies should be chosen.

It is important to note that the solution to a multi-criteria problem depends not only on the criterial performance of each alternative, but also on the campaign ordering party itself. There is no absolute best strategy for all campaigns and the best compromise strategy depends on the preferences of the DM.

Three natural dominance relations can be associated to a decision problem of the multi-criteria nature presented in [(2)](#pone.0209372.e003){ref-type="disp-formula"}: indifference, preference and incomparability. Let us consider two alternatives *a* and *b*. If for every criterion *c*~*i*~ *a* is as good as *b*, then the two strategies are indifferent (*aIb*). If for every criterion *c*~*j*~ *a* is as good or equal to *b* and there exists at least a single criterion *c*~*k*~ for which *a* is better than *b*, then *a* is preferred to *b* (*aPb*).

Finally, if there is a criterion *c*~*m*~ for which *a* is better than *b*, but there also exists a criterion *c*~*n*~ for which *b* is better than *a*, then the two strategies are incomparable (*aRb*). Strategies which are best at each criterion are rare and, therefore, usually most strategies are incomparable without additional information from the campaign ordering party. This information can include inter alia the weights expressing the relative importance of each criterion or preferences associated to each pairwise comparison of strategies when each criterion is considered on its own \[[@pone.0209372.ref041]\].

Multiple multi-criteria decision analysis methods have been invented in order to reduce the number of incomparabilities (*R*) in the decision graph between the considered viral marketing campaign strategies. The MCDA attempts to handle this task can be generally divided into two approaches, the so-called American and European MCDA schools. The former is based on aggregating all the decision-making problem criteria into a single criterion---a utility function. Such approach has the benefit of providing the possibility to produce a complete ranking of strategies with a precise score given to each one. However, such approach largely transforms the structure of the decision problem. On the other hand, Roy \[[@pone.0209372.ref042], [@pone.0209372.ref043]\] proposed to construct outranking relations by enriching the dominance relation between the alternatives where possible. In such an approach (European MCDA school), not all incomparabilities are eliminated, however, a reliable selection of the best alternative is possible.

Presently, the literature review allows to observe a number of approaches (MCDA methods) based on the above American and European approaches \[[@pone.0209372.ref044]\]. Discussions about the up-to-date MCDA methods can be found inter alia in \[[@pone.0209372.ref045], [@pone.0209372.ref046]\]. The AHP, TOPSIS and Electre methods are often indicated as popular and widely used in the problems of evaluation and ranking creation \[[@pone.0209372.ref047], [@pone.0209372.ref048]\]. The selection of the aggregation technique (the utilized MCDA method) may influence the quality of the obtained modeling results \[[@pone.0209372.ref049]--[@pone.0209372.ref052]\] and requires justification in the context of the modeling aspects adapted in the paper \[[@pone.0209372.ref053], [@pone.0209372.ref054]\].

When analyzing the characteristics of the data and the environment of the constructed MCDA model, it should be noted that the input data of the model has a quantitative character and is expressed on the cardinal scale. It was decided that the weights of the individual criteria should be taken into account and that they should be expressed using explicitly specified numerical values \[[@pone.0209372.ref055]\]. Thus, the result is expected to be expressed on a quantitative scale \[[@pone.0209372.ref053]\]. The modeling process also assumed the natural imprecision of the preference information, which in practice, in MCDA methods, takes the form of complex preferential functions (e.g. pseudo-criteria) \[[@pone.0209372.ref042]\]. Additionally, the construction and usage (decision problematic) of the model, should result in a ranking of variants (strategies) \[[@pone.0209372.ref043]\]. The obtained ranking is expected to provide a complete order of the strategies \[[@pone.0209372.ref056]\]. None of the popular MCDA methods (AHP, TOPSIS, Electre) meet all of the indicated requirements at once. Based on a set of 56 MCDA methods discussed in \[[@pone.0209372.ref045]\] and the MCDA taxonomy contained there, it is easy to show that these assumptions are fully implemented only by the PROMETHEE II method. Therefore, it was decided to use this method in the next steps of the data analysis.

PROMETHEE is a family of MCDA methods that use pairwise comparison and outranking flows to produce a ranking of best decision variants \[[@pone.0209372.ref057]\]. The weights expressing the relative importance of each criterion need to be specified by the decision maker. This is a complicated process based on the DM's priorities and perceptions. The actual values of the criteria weights can be freely selected by the campaign ordering party. Fortunately, multi-criteria decision analysis provides tools such as sensitivity and robustness analyses, which allow to verify the effects the chosen values have on the resulting rankings and to sequentially adjust the weights.

When the PROMETHEE methods are used for viral marketing campaign strategy selection, all strategies are compared pairwise. The preference for one alternative over another is studied under each criterion. For a small difference *d* in evaluations of the two compared strategies, a small preference *P* would be assigned to the better one, or no preference at all, if the difference is negligible. On the other hand, the larger the difference *d* between alternatives, the higher the preference *P*. The preference *P* between strategies *a* and *b* under criterion *c*~*j*~ is expressed as real numbers *P*~*j*~(*a*, *b*) and is in the range between 0 and 1. The actual preference value assigned depends on the preference function in the DM's brain. The authors of the PROMETHEE methods propose six preference functions to express the preference function of the DM: usual criterion, U-shape criterion, V-shape criterion, level criterion, V-shape with indifference criterion, Gaussian criterion (see [Fig 2](#pone.0209372.g002){ref-type="fig"} and [Table 1](#pone.0209372.t001){ref-type="table"}) \[[@pone.0209372.ref041], [@pone.0209372.ref043], [@pone.0209372.ref058]\]. The three variables presented in [Table 1](#pone.0209372.t001){ref-type="table"}, i.e. *p*, *q* and *s* require an explanation. The *p* preference threshold is the smallest difference between two alternatives that would result in a full preference of one alternative over the other. The *q* indifference threshold is the largest difference between two alternatives that the DM considers negligible. Parameter *s* denotes the inflection point of the Gaussian preference function and should be selected as a value between *q* and *p*.

![Visual representation of the six preference functions used in the PROMETHEE methods: a) usual criterion, b) U-shape criterion, c) V-shape criterion, d) level criterion, e) V-shape with indifference criterion, f) Gaussian criterion.](pone.0209372.g002){#pone.0209372.g002}
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###### Formulae for the six preference functions used in the PROMETHEE methods \[[@pone.0209372.ref041]\].

![](pone.0209372.t001){#pone.0209372.t001g}

  ------------------------------------------------ ------------------------------------------------ ------------------------------------------------
  **a) usual**                                     **b) U-shape**                                   **c) V-shape**
  $P\left( d \right) = \left\{ \begin{array}{ll}   $P\left( d \right) = \left\{ \begin{array}{ll}   $P\left( d \right) = \left\{ \begin{array}{ll}
  0 & {d \leq 0} \\                                0 & {d \leq q} \\                                0 & {d \leq 0} \\
  1 & {d > 0} \\                                   1 & {d > q} \\                                   \frac{d}{p} & {0 \leq d \leq p} \\
  \end{array}\operatorname{} \right.$              \end{array}\operatorname{} \right.$              1 & {d > p} \\
                                                                                                    \end{array}\operatorname{} \right.$
  **d) level**                                     **e) V-shape with *q***                          **f) Gaussian**
  $P\left( d \right) = \left\{ \begin{array}{ll}   $P\left( d \right) = \left\{ \begin{array}{ll}   $P\left( d \right) = \left\{ \begin{array}{ll}
  0 & {d \leq 0} \\                                0 & {d \leq 0} \\                                0 & {d \leq 0} \\
  \frac{1}{2} & {q \leq d \leq p} \\               \frac{d - q}{p - q} & {q \leq d \leq p} \\       {1 - e^{- \frac{d^{2}}{2s^{2}}}} & {d > 0} \\
  1 & {d > p} \\                                   1 & {d > p} \\                                   \end{array}\operatorname{} \right.$
  \end{array}\operatorname{} \right.$              \end{array}\operatorname{} \right.$              
  ------------------------------------------------ ------------------------------------------------ ------------------------------------------------

It was decided in the process of preference modeling to use two of the six preference functions: V-shape and Gaussian. Their choice was dictated by the possibility of including the natural imprecision of the preference information of the decision maker into the modeling process \[[@pone.0209372.ref041], [@pone.0209372.ref043]\]. The form of the V-shape function, being the most complex structure of the preference function, is based on the concepts of strong and weak preferences, as well as indifference \[[@pone.0209372.ref043]\]. It is directly related to the concept of a pseudo-criterion, i.e. criterial function with the thresholds of indifference and weak and strong preference. This, in contrast to pre-criterion, quasi-criterion and real criterion, allows to effectively model the areas of information uncertainty of the decision-maker and, consequently, also to examine the robustness of the model in a wider scope, instead of simply generating a ranking \[[@pone.0209372.ref053]\]. Complementary, for comparative purposes, the Gaussian form was used as the second preferential function. In this research, contrary to the classic tasks of the MCDA methods, where only a small number of variants is being ordered \[[@pone.0209372.ref058]\], the obtained sample is fairly complex. It was assumed that the distribution of preferences is based on the Gauss function and, thus, reflects the normal distribution. Such representation allows to build, based on the given sample, a softer form of the preferential function (when compared to the linear form of the V-shape function). It is worth noting that this form of the preference function is based exclusively on the concepts of weak preference and indifference.

For each viral marketing campaign strategy, an aggregated preference index can be computed with the formula [(3)](#pone.0209372.e010){ref-type="disp-formula"}: $$\begin{array}{r}
{\left\{ \begin{array}{l}
{\pi\left( a,b \right) = \sum\limits_{j = 1}^{k}P_{j}\left( a,b \right)w_{j}} \\
{\pi\left( b,a \right) = \sum\limits_{j = 1}^{k}P_{j}\left( b,a \right)w_{j}} \\
\end{array} \right.\operatorname{}} \\
\end{array}$$ where *w*~*j*~ denotes the weight assigned to the *C*~*j*~ criterion. *π*(*a*, *b*) ∼ 0 implies a weak global preference, whereas *π*(*a*, *b*) ∼ 1 implies a strong global preference of *a* over *b*.

The obtained indices are then used to calculate the positive and negative outranking flows with [(4)](#pone.0209372.e011){ref-type="disp-formula"} and [(5)](#pone.0209372.e012){ref-type="disp-formula"} \[[@pone.0209372.ref041]\]: $$\begin{array}{r}
{\phi^{\! +}\left( a \right) = \frac{1}{n - 1}\sum\limits_{x \in A}\pi\left( a,x \right)} \\
\end{array}$$ $$\begin{array}{r}
{\phi^{\! -}\left( a \right) = \frac{1}{n - 1}\sum\limits_{x \in A}\pi\left( x,a \right)} \\
\end{array}$$

The *ϕ*^+^(*a*) value indicates the *strength* of alternative *a*, i.e. how well it is outranking other alternatives. On the other hand, the *ϕ*^−^(*a*) value represents how the alternative *a* is outranked by other alternatives, thus showing its *weakness*. The PROMETHEE I method uses the *ϕ*^+^ and *ϕ*^−^ values to produce a partial ranking of the alternatives \[[@pone.0209372.ref041]\]. The usage of the PROMEHTEE II method, in turn, would allow to obtain the complete ranking of the campaign strategies based on the net outranking flow [(6)](#pone.0209372.e013){ref-type="disp-formula"}: $$\begin{array}{r}
{\phi\left( a \right) = \phi^{\! +}\left( a \right) - \phi^{\! -}\left( a \right)} \\
\end{array}$$

For two strategies *a* and *b*, if *ϕ*(*a*) \> *ϕ*(*b*) then *aPb*. Contrarily, if *ϕ*(*a*) = *ϕ*(*b*) then *aIb*.

If the criterion *c*~*j*~ is given the weight of 100% while the rest of the criteria is given the weight of 0%, a single criterion net flow for each strategy *a* is obtained: *ϕ*~*j*~(*a*). When all single criterion net flows for all *k* criteria and *n* strategies are known, then all strategies can be represented as points in a *k*-dimensional space. Since the decision problems usually consist of more than two criteria, the *n* points from the *k*-dimensional space need to be projected to a plane.

The family of PROMETHEE methods comes with the GAIA visual modeling. A GAIA plane is a plane on which the alternatives and the criteria unit vectors are projected, for which as much information as possible is preserved after projection. The quantity of information that was preserved by the projection is denoted as *δ*. The GAIA plane can successfully support the decision problem analysis if *δ* \>= 50%. The GAIA plane allows the analyst to learn the information about the criteria and alternatives in a decision problem \[[@pone.0209372.ref041]\]:

-   the length of the criterion vector on the plane represents how discriminating the criterion is. The longer the vector, the more effect the criterion has on the final decision;

-   the vectors of criteria similar in terms of preference are pointed in similar directions;

-   the vectors of criteria conflicting in terms of preference are pointed in opposite directions;

-   the vectors of criteria not related to each other in terms of preference are pointed orthogonally;

-   alternatives with similar performance are grouped closely together;

-   alternatives supported by a particular criterion are located in the direction pointed by this criterion's vector.

An example GAIA plane for a sample viral marketing strategy campaign selection problem with four possible strategies and three criteria (*c*~1~---maximization of coverage, *c*~2~---minimization of the number of iterations, *c*~3~---minimization of the seeding fraction) is presented on [Fig 3](#pone.0209372.g003){ref-type="fig"}. The analysis of the example allows to observe that, since the *c*~1~ and *c*~3~ vectors are pointing in opposite directions, the preference for maximizing the coverage is in conflict with the preference for minimizing the seeding fraction. On the other hand, the *c*~2~'s orthogonal direction compared to *c*~1~ and *c*~3~ implies that the preference for minimization the number of iterations is not related to the preference for maximizing the coverage or minimizing the seeding fraction. The lengths of the criteria's vectors suggest that the maximization of coverage (*c*~1~) is most discriminating in this decision problem. The alternatives *a*~1~ and *a*~4~ are grouped together at the location pointed by the vector *c*~1~, therefore, it can be assumed that they both are similar to each other and mostly supported by the coverage maximization criterion. On the other hand, they are located in a direction opposite to the direction of the *c*~3~ vector, which implies that they fail to use a small seeding fraction.

![Example GAIA plane representing a viral marketing campaign strategy selection with four possible strategies and three criteria: *c*~1~---Maximization of coverage, *c*~2~---Minimization of the number of iterations, *c*~3~---Minimization of the seeding fraction.](pone.0209372.g003){#pone.0209372.g003}

2.3 Conceptual framework and evaluation criteria {#sec005}
------------------------------------------------

The selection of the best strategy for a viral marketing campaign in social networks is a complex decision-making problem based on multiple criteria. Moreover, running simulations on a real network is most often time consuming and sometimes impossible. Therefore, in the presented approach (see [Fig 4](#pone.0209372.g004){ref-type="fig"}) the authors propose to run the planning process on a synthetic model, which has similar properties to the target real network, yet allows to perform multiple simulations resulting in data for the performance table as an input to the strategy evaluation process.

![Proposed framework based on five stages: Analysis of real network (I), synthetic network selection process (II), simulations within synthetic network (III), campaign planing (IV) and multi-criteria campaign evaluation(V).](pone.0209372.g004){#pone.0209372.g004}

In order to obtain such a synthetic model resembling the target real network, the authors propose to generate a set of BA, ER and WS networks with various parameters and number of nodes equal to 10%, 20%, ... 100% of the real network. Subsequently, KullbackÔÇôLeibler divergence \[[@pone.0209372.ref059]\] can be used to learn which of the generated networks is closest to the real one. Criteria affecting the complexity of simulations, such as number of nodes and edges, can also be considered. Additional criteria can also be added to the decision process, depending on the analyst's needs. When the performance table is created for all synthetic networks and all criteria, the most preferred one should be selected based on the gathered data with the use of MCDA methods.

The next element of the proposed framework is the decision model structuring process, during which the decision criteria for evaluating the possible campaign strategies are chosen. In the authors' approach, the criteria can be divided into two groups. The first group contains the input criteria for constructing a strategy---Par1, Par2, ..., Par*m*. The second group contains the strategy performance evaluation criteria Eff1, Eff2, ..., Eff*n*, whose values are based on achieved effects and can be obtained by simulating each strategy. Nevertheless, the proposed framework assumes the decision-maker's freedom in selection of the decision criteria and in grouping them into clusters, depending on the campaign ordering party requirements.

After the criteria have been selected and the decision model has been structured, the chosen synthetic network should be used to perform a complete set of simulations required to obtain the performance table containing the evaluations of each strategy. For simulations independent cascades model (IC) \[[@pone.0209372.ref026]\] was implemented. Information spreading process is initiated by a set of nodes activated by seeding. Spreading is based on propagation probability *PP*(*a*, *b*) that node *a* activates node *b* in the step *t* + 1 under condition that node *a* was activated at time *t* by other node or was selected as a seed \[[@pone.0209372.ref060]\]. The main reason for selecting this model was a relatively small number of seeds needed to induce diffusion what can be important for small networks. In linear threshold model (LT) small number of activated nodes would have no effect \[[@pone.0209372.ref026]\].

Subsequently, the obtained performance table is used to perform MCDA analysis of the possible strategies with the use of PROMETHEE II. The analysis includes the following aspects:

-   generation of a complete ranking of the viral marketing campaign strategies, based on various preference functions;

-   usage of the GAIA plane to verify how each criterion affects the strategy selection;

-   performing sensitivity analysis to verify the stability intervals of the rankings of the leading campaign strategies.

It should be noted that during the analysis, the preference modeling step is repeated multiple times. The initial preference weights of the criteria can be subsequently modified to verify the robustness of the obtained strategy selection problem solution. Eventually, the analyst provides the recommendation which strategy, i.e. campaign parameters, should be used to run the campaign on the target real network. Last, but not least, the authors' proposed framework can also be used to monitor the results of the executed campaign, as well as to perform a multi-criteria evaluation of the campaign strategies on a real network.

The conceptual framework proposes a model in a generalized form with Par1,Par2,...,Par*m* criteria related to campaign settings treated as input variables and Eff1,Eff2,...,Eff*n* evaluation metrics related to campaigns results understood as output variables. The generalized model can be parametrized for campaigns with different mechanics, used strategies and goals. Like it was discussed in \[[@pone.0209372.ref019]\], criteria can vary across different campaigns, sectors, strategies and available resources. Therefore, a set of multi-criteria decisions needs to be made at the planning stage of the viral marketing campaign, based on the campaign objectives and available budget. It leads us to framework verification with the use of parameters mapping initial viral campaigns parameters and settings into the parameters of the simulation model. For the model validation we propose a set of criteria discussed in earlier studies and the specifics of the used simulation with the independent cascade model and the agent based approach presented in [Table 2](#pone.0209372.t002){ref-type="table"}.

10.1371/journal.pone.0209372.t002

###### Mapping viral campaign characteristics into simulation model parameters and outputs.
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  Criteria   Type     Viral campaign                                       Model parameter                                                                     Symbol
  ---------- -------- ---------------------------------------------------- ----------------------------------------------------------------------------------- --------
  Par1       Input    Number of initial customers                          Percentage of network nodes activated during seeding process (seeding fraction)     SF
  Par2       Input    Motivation to spread the content                     Propagation probability                                                             PP
  Par3       Input    Initial customers selection                          Computing node rankings and selection of nodes with highest propagation potential   R
  Eff4       Output   Time required to reach assumed number of customers   Number of simulation steps                                                          S
  Eff5       Output   Number of reached customers                          Number of activated nodes within the network                                        C

### 2.3.1 The number of initial customers and seeding fraction (Par1) {#sec006}

The process of information spreading in viral marketing campaign in social networks is initialized with seeding the advertising content to a group of people (initial set of nodes). The fraction of nodes that are selected from the network for seeding can be adjusted according to the campaign objectives and it is affecting the dynamics and coverage of the process. The earlier research usually uses fixed ranges of seeding percentage as a parameter \[[@pone.0209372.ref007]\]. The activation of the initial seeds is recognized as the main cost of viral marketing campaigns \[[@pone.0209372.ref061]\]. The cost can be growing for highly influential nodes, while they attract high attention from marketers and the users from their direct and indirect connections. Other research focuses on minimization of the seed set to reduce the initial costs with probabilistic coverage guarantee \[[@pone.0209372.ref062]\]. The cost-effectiveness can decrease when more nodes are added to the seeding \[[@pone.0209372.ref063]\]. If too many users are targeted, an overexposure effect takes place \[[@pone.0209372.ref064]\]. While the activation of large fraction of network nodes as the seed set can result in high number of nodes reached within the network, it requires high activation costs. The goal can be to use the smallest possible seed set delivering satisfactory results \[[@pone.0209372.ref065]\] \[[@pone.0209372.ref062]\]. To include the above factors, we define criterion Par1 representing the fraction of nodes used as the initial seeds denoted as seeding fraction (SF) within the simulation model.

### 2.3.2 Spreading the content and propagation probability (Par2) {#sec007}

In order to motivate the network members to pass the information further, some financial investments need to be made. As a result, the propagation probability is directly related to the campaign costs. From the practical point of view, the propagation probability can be increased with coupons and other incentives \[[@pone.0209372.ref066]\]. Authors discuss the role of incentives for increasing the camping dynamics and the costs of incentives is related to the degree of the target nodes \[[@pone.0209372.ref067]\]. The proposed approach minimizes the cost while guarantees the number of reached users. One of the strategies is enforcing the propagation dynamics without the use of additional seeds and users with high centrality measures which are expensive to reach \[[@pone.0209372.ref061]\]. Activation of early adopters and increasing their propagation probabilities may require higher incentives \[[@pone.0209372.ref068]\]. Multi-scale incentives can be used for users from different target groups to further boost the diffusion rate \[[@pone.0209372.ref069]\]. The top influential nodes, such as a popular user, may require more incentives to be recruited as a Seed \[[@pone.0209372.ref070]\]. To generalize the aforementioned factors, we use Par2 as the main result of the increased motivation and propagation probability (PP) during the simulations.

### 2.3.3 Selection of initial customers and nodes ranking method (Par3) {#sec008}

The nodes for seeding are selected based on their ranks computed from various centrality measures, such as degree, betweenness, closeness or eigenvector centrality. Each centrality measure requires some level of effort, indirectly related to a third kind of cost. Intuitively, if the seeding fraction is high and the network members are motivated to increase their propagation probability, the process of information diffusion should execute dynamically and achieve high network coverage. However, the budget for the campaign can be limited. Moreover, the aim of the campaign might not be to achieve high coverage very fast, but to keep the campaign slowly crawling for a longer amount of time. Computational cost of choosing seeds was analyzed earlier in relation to greedy algorithm \[[@pone.0209372.ref071]\]. Another study discusses computational costs and propose upper-bound estimation based algorithm to accelerate the computing speed \[[@pone.0209372.ref072]\]. Authors with the same approximation ratio like greedy algorithm \[[@pone.0209372.ref026]\]. The authors of \[[@pone.0209372.ref073]\] emphasize that the earlier approaches use impractical assumptions that any seed user can be acquired with the same cost and the same is the benefit obtained when influencing each user. Study \[[@pone.0209372.ref073]\] proposes cost-aware targeted viral marketing focused mainly on of selecting a node. Costs may represent the degree of difficulty with which people accept specific information \[[@pone.0209372.ref074]\]. From the perspective of network analysis, the centrality measures like page rank can represent costs because they are usually proportional to social influence. They can be used for mapping the corresponding cost values to all users in a given social network. Positive correlation between degree centrality and the success of viral marketing is observed \[[@pone.0209372.ref007]\]. To include above factors within the model, we assume different costs for different rankings methods. Nodes selection costs are represented by parameter Par3 within the model. For example they are lower for degree and higher for betweenness computations during simulations.

### 2.3.4 Campaign duration and number of simulation steps (Eff4) {#sec009}

While Par1-Par3 are related to the model inputs and key factors affecting campaign performance like number of initial customers, budges, incentives and other forms of customer motivation, the proposed approach assumes monitoring of the campaign effects and assigning to them the preferences of the decision maker. The campaign cognitive goals can be based on reach, awareness and knowledge, behavioral goals are represented by number of actions and rate at which creatives are transferred \[[@pone.0209372.ref019]\]. From the perspective of the decision maker, the time when the assumed number of messages is received can be crucial. One of the goals can be minimizing the time in which assumed coverage is achieved \[[@pone.0209372.ref075]\]. Other authors emphasize the velocity and the speed of transmission, persistence and mental barriers \[[@pone.0209372.ref020]\]. Another study minimizes the complete influence time with cost represented by a fuzzy variable \[[@pone.0209372.ref021]\]. The role of time was emphasized in terms of campaigns with limited time (eg. political campaigns) \[[@pone.0209372.ref076]\]. In the proposed model, the duration of the campaign is represented by evaluation criteria Eff4 and (in simulations) as the number of simulation steps until the process is finished.

### 2.3.5 Campaign coverage and the total number of activated nodes (Eff5) {#sec010}

Another measured result is related to the network coverage and is represented by criterion five (Eff5). It is the most common effect taken into consideration. Most of research focuses on maximizing reach and number of infected nodes and is treated as the main goal of a campaign \[[@pone.0209372.ref018]\]. The ability to reach a large number of customers with limited advertising budget is the key feature of the viral marketing \[[@pone.0209372.ref002]\]. From the perspective of algorithms, total coverage is the key evaluation factor used for influence maximization problem and seed selection algorithms evaluation \[[@pone.0209372.ref026]\]. It is represented by the number of activated nodes within the network used during simulations.

3 Planning a viral marketing campaign with the use of synthetic networks {#sec011}
========================================================================

The empirical study has been divided into two subsections---planning and evaluation. In the former, a substantially smaller synthetic network was chosen to facilitate the planning of a viral marketing campaign. In the latter, an evaluation of marketing strategies in a real network \[[@pone.0209372.ref077]\] was presented.

3.1 Synthetic network selection {#sec012}
-------------------------------

In the empirical research, the authors used the proposed framework to plan a viral marketing campaign for a real network \[[@pone.0209372.ref077]\]. The real network is based on 7610 nodes, 15751 edges with average values of main metrics: total degree D = 4.14, closeness C = 0.0004, PageRank PR = 0.0001, EigenVector EV = 0.003, clustering coefficient CC = 0.49 and betweenness B = 13478.93. The degree distribution of the network is presented on the chart on [Fig 5a](#pone.0209372.g005){ref-type="fig"}. In order to approximate the real network, a set of 150 synthetic networks was generated. This set was built by combining three network models (BA, ER and WS) with the following parameters: percentage of nodes of the real network---10%, 20%, ..., 100%, i.e. 761, 1522, ..., 7610 nodes; out-degree parameters with values 1,2,3,4 and 5 for the BA networks; number of edges in graph equal to 100%, 200%, 300%, 400% and 500% for the ER networks and neighborhood within which the vertices of the lattice will be connected with values 1,2,3,4,5 with rewiring probability 0.5 for the WS networks.

![Degree distribution chart of A) the real network, B) the selected synthetic network.](pone.0209372.g005){#pone.0209372.g005}

Kullback-Leibler divergence (KLD) \[[@pone.0209372.ref059]\] was used to evaluate the similarity of the synthetic networks to the real network. The results are visually presented on [Fig 6](#pone.0209372.g006){ref-type="fig"}. The analysis of [Fig 6](#pone.0209372.g006){ref-type="fig"} allows to observe that the ER and WS synthetic networks are moderately similar to the real network, regardless of the size of the network or parameters selected. On the other hand, in case of the BA networks the similarity to the real network depends on the number of nodes and parameters chosen. The more nodes and edges, the closer its degree distribution is to the degree distribution of the real network. The lowest KLD value was observed for the BA network with 7610 nodes and 38035 edges. However, selection of such a network provides little computational benefit compared to the original real network. Therefore, the actual network for the campaign planning was selected with the use of MCDA analysis of all the 150 potential synthetic networks based on the following criteria: K1---number of nodes, K2---number of edges and K3---KLD value; with the preference of the minimum values for all criteria and equal weights of all the criteria. As the result of the analysis, the BA network containing 10% nodes of the original network (761) and 3034 edges with network metrics degree D = 7.97, closeness C = 0.3211, PageRank PR = 0.0013, EigenVector EV = 0.086, clustering coefficient CC = 0.040 and betweenness B = 812.03 was selected. The degree distribution of the selected synthetic network is presented on the chart on [Fig 5b](#pone.0209372.g005){ref-type="fig"}.

![Visual representation of the 150 synthetic networks used to approximate the \[[@pone.0209372.ref077]\] real network.](pone.0209372.g006){#pone.0209372.g006}

3.2 Overview of the simulations in the synthetic network {#sec013}
--------------------------------------------------------

In order to ascertain repeatability of the results regardless of the simulated parameters, ten simulation scenarios were generated, in which for each node a random value from the range of \< 0, 1 \> was assigned. This value was later used in the simulations to decide if the particular node passes the information through (the drawn value was smaller than the simulated propagation probability) or if the propagation stops (the drawn value was higher than the simulated propagation probability).

During the simulation stage, a total of 400 sets of parameters was tested, as a Cartesian product of the following parameter values:

-   Par1---0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.10

-   Par2---0.01, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90

-   Par3---degree \[0.0060\], betweenness \[0.0110\], closeness \[0.0085\], eigenvector centrality \[0.0090\]---the values assigned to each measure were obtained based on the actual time of ranking generation based on each measure.

Each simulation was repeated for all 10 scenarios, thus resulting in 4000 simulation runs. After each simulation run, the iteration of the last infection, as well as the achieved coverage was registered. Their averaged values were then saved as the empirically measured performance values of the Eff4 and Eff5 criteria.

3.3 PROMETHEE II analysis {#sec014}
-------------------------

After the simulations finished, the output from subsection 3.2 was used to create performance tables for the PROMETHEE II analysis. Initially, a V-shape preference function was used to model the comparison preferences, with the indifference threshold *q* = 0 (no uncertainty taken into consideration) and preference threshold *p* equal to the standard deviation value for each criterion Par1-Eff5. The preference direction for the cost criteria Par1-Par3 were minimized and for the dynamics and coverage criteria Eff4-Eff5 maximized. Initially, every criterion was assumed to be equally important and, therefore, the weights of all criteria were set to 1 (see [Table 3a](#pone.0209372.t003){ref-type="table"}).

10.1371/journal.pone.0209372.t003

###### PROMETHEE II parameters for the synthetic network.

![](pone.0209372.t003){#pone.0209372.t003g}

                    Par1                      Par2    Par3     Eff4    Eff5
  ----------------- ------------------------- ------- -------- ------- --------
                    **Statistics**                                     
  Minimum           0.01                      0.01    0.0010   1       1.05%
  Maximum           0.1                       0.9     0.0110   10.40   100%
  Average           0.06                      0.45    0.0086   5.19    75.91%
  Standard Dev.     0.03                      0.29    0.0019   2.09    32.76%
  **a)**            **V-shape, q = 0**                                 
  Q: indifference   0                         0       0        0       0
  P: preference     0.03                      0.29    0.0019   2.09    32.76%
  weights           1                         1       1        1       1
  **b)**            **V-shape, q = 50% SD**                            
  Q: indifference   0.015                     0.145   0.0009   1.045   16.38%
  P: preference     0.03                      0.29    0.0018   2.090   32.76%
  weights           1                         1       1        1       1
  **c)**            **Gaussian**                                       
  S: Gaussian       0.06                      0.45    0.0086   5.19    75.91%
  weights           1                         1       1        1       1

The first 10 strategies from the ranking obtained with the PROMETHEE II method are presented in [Table 4](#pone.0209372.t004){ref-type="table"} and on [Fig 7a](#pone.0209372.g007){ref-type="fig"}. It can be observed, that all strategies from the list were based on the fastest (and therefore cheapest) degree measure. The leading alternatives A9 and A13, having a difference between their *ϕ* values equal to only 0.003 are very similar. Both use the smallest possible seeding factor of 0.01, whereas the propagation probability is equal to 0.2 and 0.3 for A9 and A13 respectively. As a result of the strategy A9, the campaign took averagely 10.4 iterations and covered 58.37% of the network, whereas for the strategy A13, the campaign was more dynamic (averagely 7.9 iterations) and covered more network (averagely 81.13%). The A17 strategy, ranked third, also uses the seeding factor of 0.01, but the propagation probability was increased to 0.4. It can be observed, that while the process averagely took 7 iterations, the coverage increased intensely to the level of 91.83%. The A5 strategy, ranked 4, uses the computationally cheapest parameters---seeding factor and average propagation probability set to 0.01 and the degree measure used. While the propagation process averagely lasted long, i.e. 9.7 iterations, the obtained coverage was merely 16.89% on average. It can be observed, that the alternatives A17 and A57, ranked 3 and 7 respectively, obtained the same coverage, with equal propagation probability and very similar dynamics of the process. However, in case of A17 the seeding fraction was equal to 0.01 and in case of A57 it was twice as much, i.e. 0.02, for which fact the latter was penalized in the overall ranking. The observation of [Fig 7a](#pone.0209372.g007){ref-type="fig"} allows to observe that for the best 10 strategies, the coverage grew along with the propagation probability, but that caused shortening of the process due to its high dynamics.

![Visual representation of the 10 best strategies in PROMETHEE II rankings for the synthetic (a-c) and real (d-f) networks, based on V-shape preference function with no indifference threshold (a,d), V-shape preference function with indifference threshold (b,e) and Gaussian preference function (c-f).](pone.0209372.g007){#pone.0209372.g007}

10.1371/journal.pone.0209372.t004

###### Results of the PROMETHEE II method analysis on the synthetic network: a) V-shape preference, b) V-shape preference with indifference threshold, c) Gaussian preference.
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  Action   *ϕ*                       *ϕ*^+^   *ϕ*^−^   Rank   SF     PP    Measure       Last Iter.   Coverage
  -------- ------------------------- -------- -------- ------ ------ ----- ------------- ------------ ----------
  **a)**   **V-shape, q = 0**                                                                         
  A9       0.5106                    0.6656   0.155    1      0.01   0.2   degree        10.4         58.37%
  A13      0.5103                    0.6205   0.1102   2      0.01   0.3   degree        7.9          81.13%
  A17      0.4833                    0.5832   0.0999   3      0.01   0.4   degree        7            91.83%
  A5       0.4762                    0.6489   0.1727   4      0.01   0.1   degree        9.7          16.89%
  A53      0.4758                    0.5943   0.1185   5      0.02   0.3   degree        7.7          81.13%
  A49      0.4736                    0.6365   0.1629   6      0.02   0.2   degree        9.3          58.52%
  A57      0.447                     0.5566   0.1096   7      0.02   0.4   degree        6.8          91.83%
  A89      0.4361                    0.613    0.1768   8      0.03   0.2   degree        9            58.83%
  A21      0.4226                    0.5433   0.1207   9      0.01   0.5   degree        6.2          96.95%
  A45      0.4225                    0.6054   0.183    10     0.02   0.1   degree        8.2          20.18%
  **b)**   **V-shape, q = 50% SD**                                                                    
  A13      0.5266                    0.5686   0.042    1      0.01   0.3   degree        7.9          81.13%
  A9       0.5005                    0.6349   0.1344   2      0.01   0.2   degree        10.4         58.37%
  A53      0.4982                    0.5415   0.0433   3      0.02   0.3   degree        7.7          81.13%
  A17      0.4745                    0.5324   0.0579   4      0.01   0.4   degree        7            91.83%
  A49      0.4686                    0.6029   0.1343   5      0.02   0.2   degree        9.3          58.52%
  A5       0.4508                    0.6112   0.1604   6      0.01   0.1   degree        9.7          16.89%
  A93      0.4482                    0.5019   0.0538   7      0.03   0.3   degree        7.1          81.13%
  A57      0.4473                    0.5072   0.0599   8      0.02   0.4   degree        6.8          91.83%
  A89      0.437                     0.5782   0.1411   9      0.03   0.2   degree        9            58.83%
  A133     0.4081                    0.4819   0.0738   10     0.04   0.3   degree        7.1          81.13%
  **c)**   **Gaussian**                                                                               
  A9       0.1919                    0.2103   0.0184   1      0.01   0.2   degree        10.4         58.37%
  A11      0.1792                    0.1996   0.0204   2      0.01   0.2   closeness     10.4         58.37%
  A12      0.1734                    0.1948   0.0214   3      0.01   0.2   ev            10.2         58.37%
  A10      0.1679                    0.1975   0.0296   4      0.01   0.2   betweenness   10.4         58.37%
  A49      0.1554                    0.174    0.0186   5      0.02   0.2   degree        9.3          58.52%
  A52      0.1503                    0.1721   0.0217   6      0.02   0.2   ev            9.8          58.37%
  A13      0.1486                    0.1581   0.0096   7      0.01   0.3   degree        7.9          81.13%
  A5       0.1447                    0.2064   0.0617   8      0.01   0.1   degree        9.7          16.89%
  A51      0.1426                    0.1633   0.0207   9      0.02   0.2   closeness     9.3          58.52%
  A16      0.1372                    0.1497   0.0125   10     0.01   0.3   ev            8.1          81.13%

3.4 GAIA analysis {#sec015}
-----------------

The basic PROMETHEE II analysis was followed by the GAIA analysis, which allows to study the relations between criteria, as well as shows which criteria support which strategies. A set of GAIA planes for the PROMETHEE decision problem specified in subsection 3.3 is presented on [Fig 8](#pone.0209372.g008){ref-type="fig"}. [Fig 8a](#pone.0209372.g008){ref-type="fig"} represents the decision problem with individual criteria and all strategies visible, whereas on [Fig 8b](#pone.0209372.g008){ref-type="fig"} the strategies were hidden for better visibility of the criteria vectors. A *δ* = 61.9% quality of the projection was obtained for this GAIA plane. The analysis of [Fig 8a](#pone.0209372.g008){ref-type="fig"} allows to observe a very unnatural distribution of the points on the chart. As a matter of fact, this synthetic arrangement of points results from the strategies' simulative origin and creates a comprehensive grid of possible evaluations of the strategies.

![Synthetic network's GAIA analysis of individual criteria with visible (a) and hidden (b) strategies. GAIA analysis of grouped criteria (c).](pone.0209372.g008){#pone.0209372.g008}

It can be noticed from [Fig 8](#pone.0209372.g008){ref-type="fig"} that the lengths of all criteria vectors is similar, which confirms their similar importance in the evaluation. If one of the vectors was significantly longer, it would mean that the related criterion is more discriminating. The layout of the vectors' directions allow to note that the cost criterion of the average propagation probability (Par2) is in strong conflict with the average coverage criterion (Eff5) in terms of preference. This confirms an intuitive thesis that the preference for reducing the cost of motivating the members of the social network for passing the seeded information further is in conflict with the preference for maximizing the achieved network coverage. On the other hand, all the cost criteria Par1-Par3 are perpendicular to each other, which means they are generally not related in terms of preference. Last, but not least, the vector representing criterion Eff4 (average last infection iteration) is slightly angled in the direction of both the the vectors representing criterion Par1 (seeding fraction cost) and Par2 (average propagation probability). This means, that the preference for increasing the duration of the campaign may result in selecting similar strategies to the ones in case of the preference for minimizing the costs related to the seeding fraction or the average propagation probability.

One of the advantages of the PROMETHEE methods is their ability to aggregate data into groups and clusters. [Fig 8c](#pone.0209372.g008){ref-type="fig"} provides the GAIA analysis for a scenario where the three cost criteria Par1-Par3 were aggregated into a single Cost group, Eff4 into Dynamics group and Eff5 into Coverage group. The *δ* for [Fig 8c](#pone.0209372.g008){ref-type="fig"} is very high (90.9%), proving this projection to be very reliable. The analysis of this figure allows to confirm the strong conflict between the Coverage maximization group preference with the Cost minimization preference, however, there is no clear relation between the preferences for the Dynamics and Coverage maximization groups.

3.5 Sensitivity analysis {#sec016}
------------------------

In the scenario analyzed in subsection 3.3, the weights of all criteria were equally set to 1. However, with such a dense grid of alternatives as presented on [Fig 8a](#pone.0209372.g008){ref-type="fig"}, it is easy to anticipate that if these preference weights were to change, the ranking of the best strategies would change. For this very reason, MCDA methods provide a tool called sensitivity analysis, which allows to verify the stability of the ranking and to learn how the positions of the alternatives would change if the change in preferences would occur. The results of the performed sensitivity analysis are presented in Tables [5](#pone.0209372.t005){ref-type="table"} and [6](#pone.0209372.t006){ref-type="table"} for grouped and individual criteria respectively.

10.1371/journal.pone.0209372.t005

###### Stability intervals for criteria groups in the PROMETHEE II ranking with V-shape preference function with no indifference threshold for the synthetic network.
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  Group      Min Weight   Max Weight   Interval
  ---------- ------------ ------------ ----------
  Cost       59.82%       75.15%       15.33%
  Dynamics   19.90%       100.00%      80.10%
  Coverage   10.14%       20.06%       9.92%

10.1371/journal.pone.0209372.t006

###### Stability intervals for individual criteria in the PROMETHEE II ranking with V-shape preference function with no indifference threshold for the synthetic network.
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  Ranks   1        2         3                                                         
  ------- -------- --------- --------- -------- --------- --------- -------- --------- --------
  Par1    0.00%    100.00%   100.00%   0.00%    100.00%   100.00%   15.24%   100.00%   84.76%
  Par2    19.88%   33.51%    13.63%    19.88%   26.70%    6.82%     19.88%   20.99%    1.11%
  Par3    1.08%    100.00%   98.92%    1.12%    100.00%   98.88%    4.99%    100.00%   95.01%
  Eff4    19.90%   100.00%   80.10%    19.90%   31.17%    11.27%    19.90%   21.39%    1.49%
  Eff5    10.14%   20.06%    9.92%     16.21%   20.06%    3.85%     19.43%   20.06%    0.63%

In case of the grouped criteria ([Table 5](#pone.0209372.t005){ref-type="table"}), the initial weights were 60% for the Cost group and 20% each for the Dynamics and Coverage groups. A very wide stability interval, equal to 80.10% can be observed for the Dynamics group, which means that the weight of this criterion can be largely increased and the leading alternative would not change its position. On the other hand, if the weight of the Dynamics group dropped by as little as 0.10%, a change in the ranking leader would occur. Much narrower stability interval is observed for the Cost and Coverage criteria groups, equal to 15.33% and 9.92% respectively. There is possibility to increase the Cost's weight or decrease the Coverage's weight slightly without the change of the ranking leader.

If the individual criteria Par1-Eff5 are taken into consideration, wide stability intervals can be observed for the first rank, and, therefore, the ranking stability was also performed for ranks 2 and 3. No changes in the weight of Par1 can cause a change in the rank of the first and second alternative. Only if the Par1 weight drops to below 15.24%, the strategy on rank 3 would be replaced. Similarly, the stability interval for the first three ranks of the Par3 criterion is equal to 95.01%. In case of the Eff4 and Eff5 criteria, the stability intervals for the first rank are the same as in [Table 5](#pone.0209372.t005){ref-type="table"}. For the two leading ranks, the stability interval drops from 80.10% and 9.92% to 11.27% and 3.85% for Eff4 and Eff5 respectively. To sum up, the sensitivity analysis allows to notice that the criteria Par2, Eff4 and Eff5 are most discriminating to the final rankings of the viral advertising strategies for the selected synthetic network.

3.6 Uncertainty analysis {#sec017}
------------------------

The strategies' evaluations in subsections 3.3 and 3.5 were based on certain data, i.e. on situations that the analyst was always able to specify their preference of one strategy over another regarding to individual criteria. However, such differentiation might not always be possible, especially if the difference between the criteria evaluation values are negligibly small. Therefore, in the subsequent section of the analysis, an uncertainty analysis was performed with the use of the PROMETHEE II method. The evaluation model from subsection 3.3 was modified to use the V-shape preference function with indifference area. Therefore, apart from the *p* threshold, which remained unchanged, the values of the *q* indifference threshold were set to 50% of the standard deviation value for each criterion Par1-Eff5.

The results of the PROMETHEE II analysis with uncertainty taken into account are presented in [Table 4b](#pone.0209372.t004){ref-type="table"}. The analysis of the results allow to observe that strategy A13 overranked the previously leading strategy A9, whereas strategy A17, previously ranked 3, obtained position 4, while position 3 was taken by the strategy 57, previously ranked 5. Strategy A49 advanced from rank 6 to rank 5, whereas the rank of strategy A5 was reduced from 4 to 6. The rank of the strategies A57 and A89 was reduced by one, i.e. from 7 and 8 to 8 and 9 respectively. Two strategies A93 and A133, previously outside the set of the top ten strategies, advanced to ranks 7 and 10 respectively, when uncertainty was taken into consideration. The 10 leading strategies are presented on the chart on [Fig 7b](#pone.0209372.g007){ref-type="fig"}.

3.7 Gaussian preference function {#sec018}
--------------------------------

In the final step of the PROMETHEE II analysis, the sharp V-shaped preference function was replaced with a much softer Gaussian preference function, with its *s* parameter equal to the mean value of each criterion Par1-Eff5. The obtained ranking varies substantially from the ones obtained in subsections 3.3 and 3.6. The first visible difference is that only four of the strategies from the original ranking remained in the top ten positions of the new ranking: A9, A13, A5 and A49 on positions 1, 7, 8 and 5 respectively (see [Table 4c](#pone.0209372.t004){ref-type="table"} and [Fig 7c](#pone.0209372.g007){ref-type="fig"}). The remaining ranks were were distributed between strategies based on different centrality measures: closeness (A11, A51), eigenvector centrality (A12, A52, A16) and betweenness (A10). The sensitivity analysis of the newly obtained ranking is presented in [Table 7](#pone.0209372.t007){ref-type="table"}. The analysis of the table allows to observe that Par1 is the least and Eff5 is the most discriminating criterion to the final ranking.

10.1371/journal.pone.0209372.t007

###### Stability intervals for individual criteria in the PROMETHEE II ranking with Gaussian preference function.
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  Ranks   1       2         3                                                       
  ------- ------- --------- --------- ------- --------- --------- ------- --------- ---------
  Par1    0.00%   100.00%   100.00%   0.00%   100.00%   100.00%   0.00%   100.00%   100.00%
  Par2    0.00%   47.86%    47.86%    0.00%   42.45%    42.45%    0.00%   39.60%    39.60%
  Par3    0.00%   100.00%   100.00%   0.00%   41.76%    41.76%    9.55%   35.88%    26.33%
  Eff4    1.33%   100.00%   98.67%    7.66%   100.00%   92.34%    9.23%   37.17%    27.94%
  Eff5    1.82%   43.84%    42.02%    7.49%   38.45%    30.96%    9.86%   35.64%    25.78%

4 Evaluation of viral marketing campaign strategies in a real network {#sec019}
=====================================================================

4.1 Overview of the simulations in the real network {#sec020}
---------------------------------------------------

In the second stage of the empirical research, the proposed framework was used to evaluate the viral marketing campaign strategies within a real network \[[@pone.0209372.ref077]\]. Similarly to the study in subsection 3.2, ten simulation scenarios were generated for the network, in order to ascertain the repeatability of the results regardless of the simulated parameters, as well as 400 various sets of parameters for the criteria Par1-Par3 as in subsection 3.2 were tested in the simulations. In case of the real network, the values of the Par3 criterion were as follows: degree \[0.0200\], betweenness \[3.6900\], closeness \[2.1200\], eigenvector centrality \[0.030\]. The output of the simulations was used to obtain the average performance values for Eff4 and Eff5 criteria for each of the 400 sets of parameters.

4.2 PROMETHEE II analysis {#sec021}
-------------------------

The results of simulations from subsection 4.1 were used to build the performance table for the PROMETHEE II analysis. As in section 3.3, V-shape preference function was used for modeling the comparison preferences, with the indifference threshold *q* = 0 and the preference threshold *p* equal to the standard deviation value for each criterion Par1-Eff5. The direction of the preference functions were as in subsection 3.3, to allow comparison of the results on the synthetic network and the real network (see [Table 8a](#pone.0209372.t008){ref-type="table"}). The ten strategies which ranked highest are presented in [Table 9a](#pone.0209372.t009){ref-type="table"} and [Fig 7d](#pone.0209372.g007){ref-type="fig"}.

10.1371/journal.pone.0209372.t008

###### PROMETHEE II parameters for the real network.

![](pone.0209372.t008){#pone.0209372.t008g}

                    Par1                      Par2    Par3     Eff4   Eff5
  ----------------- ------------------------- ------- -------- ------ --------
                    **Statistics**                                    
  Minimum           0.01                      0.01    0.02     1      1.00%
  Maximum           0.1                       0.9     3.69     21     74.79%
  Average           0.06                      0.45    1.4650   9.48   44.53%
  Standard Dev.     0.03                      0.29    1.5433   3.80   24.14%
  **a)**            **V-shape, q = 0**                                
  Q: indifference   0                         0       0        0      0
  P: preference     0.03                      0.29    1.5433   3.80   24.14%
  weights           1                         1       1        1      1
  **b)**            **V-shape, q = 50% SD**                           
  Q: indifference   0.015                     0.145   0.0009   1.90   12.07%
  P: preference     0.03                      0.29    0.0018   3.80   24.14%
  weights           1                         1       1        1      1
  **c)**            **Gaussian**                                      
  S: Gaussian       0.06                      0.45    1.4650   9.48   44.53%
  weights           1                         1       1        1      1

10.1371/journal.pone.0209372.t009

###### Results of the PROMETHEE II method analysis on the real network: a) V-shape preference, b) V-shape preference with indifference threshold, c) Gaussian preference.
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  Action   *ϕ*                       *ϕ*^+^   *ϕ*^−^   Rank   SF     PP    Measure   Last Iter.   Coverage
  -------- ------------------------- -------- -------- ------ ------ ----- --------- ------------ ----------
  **a)**   **V-shape, q = 0**                                                                     
  A17      0.493                     0.6396   0.1466   1      0.01   0.4   degree    16.2         43.74%
  A13      0.4694                    0.6273   0.1579   2      0.01   0.3   degree    15.3         30.92%
  A21      0.4645                    0.6033   0.1387   3      0.01   0.5   degree    13.8         53.73%
  A57      0.4567                    0.6109   0.1542   4      0.02   0.4   degree    15.4         43.84%
  A9       0.4483                    0.6123   0.1641   5      0.01   0.2   degree    15           15.75%
  A61      0.4227                    0.5715   0.1488   6      0.02   0.5   degree    13.2         53.82%
  A25      0.4224                    0.5671   0.1446   7      0.01   0.6   degree    12.3         61.16%
  A53      0.4218                    0.5897   0.1679   8      0.02   0.3   degree    14.1         31.21%
  A29      0.4202                    0.5678   0.1476   9      0.01   0.7   degree    12.6         66.82%
  A97      0.4085                    0.5783   0.1699   10     0.03   0.4   degree    14.5         43.94%
  **b)**   **V-shape, q = 50% SD**                                                                
  A17      0.478                     0.5942   0.1162   1      0.01   0.4   degree    16.2         43.74%
  A21      0.452                     0.5481   0.0961   2      0.01   0.5   degree    13.8         53.73%
  A57      0.4463                    0.5625   0.1162   3      0.02   0.4   degree    15.4         43.84%
  A13      0.446                     0.5774   0.1314   4      0.01   0.3   degree    15.3         30.92%
  A9       0.4227                    0.5607   0.138    5      0.01   0.2   degree    15           15.75%
  A61      0.4164                    0.5142   0.0978   6      0.02   0.5   degree    13.2         53.82%
  A25      0.4057                    0.5055   0.0999   7      0.01   0.6   degree    12.3         61.16%
  A97      0.403                     0.5267   0.1237   8      0.03   0.4   degree    14.5         43.94%
  A53      0.4029                    0.5355   0.1325   9      0.02   0.3   degree    14.1         31.21%
  A20      0.3922                    0.5585   0.1663   10     0.01   0.4   ev        17.6         43.73%
  **c)**   **Gaussian**                                                                           
  A12      0.2372                    0.2934   0.0562   1      0.01   0.2   ev        21           14.87%
  A20      0.2182                    0.2432   0.025    2      0.01   0.4   ev        17.6         43.73%
  A16      0.2092                    0.2433   0.0341   3      0.01   0.3   ev        17.3         30.78%
  A17      0.2041                    0.2291   0.025    4      0.01   0.4   degree    16.2         43.74%
  A60      0.1978                    0.2231   0.0253   5      0.02   0.4   ev        17.1         43.74%
  A24      0.1922                    0.2188   0.0267   6      0.01   0.5   ev        15.1         53.73%
  A52      0.1902                    0.2464   0.0562   7      0.02   0.2   ev        18.1         15.08%
  A13      0.19                      0.2241   0.0341   8      0.01   0.3   degree    15.3         30.92%
  A56      0.1859                    0.2204   0.0345   9      0.02   0.3   ev        16.5         30.81%
  A21      0.1816                    0.2086   0.027    10     0.01   0.5   degree    13.8         53.73%

The analysis of [Table 9a](#pone.0209372.t009){ref-type="table"} allows to observe that similarly to the strategies obtained on the synthetic network, all 10 best strategies are based on the cheapest ranking measure, i.e. degree. The leading strategy A17 is based on a low seeding fraction (0.1), and mediocre propagation probability (0.4), which leads to very long process (16.2 iterations), but mediocre coverage (43.74%). The strategies A13 and A21 obtained a very close *ϕ* values, 0.4694 and 0.4645 respectively. The analysis of [7](#pone.0209372.g007){ref-type="fig"} shows that whilst having the same seeding fraction (0.1), they differ in the propagation probability and obtained duration and coverage. The higher-ranked strategy A13 uses lower propagation probability (0.3 compared to 0.5) and lasts longer (averagely 15.3 iterations compared to 13.8 iterations), but results in much lower coverage (30.92% compared to 53.73%). A further analysis of [Fig 7d](#pone.0209372.g007){ref-type="fig"} allows to observe that for the 10 leading strategies, increasing the propagation probability results in the increase of the coverage and in the reduction of the count of the propagation process iterations.

It can be observed that six of the strategies, i.e. A17, A13, A21, A57, A9 and A53 also occurred on the top 10 positions of the ranking obtained from the synthetic network in subsection 3.3. A further comparison of the results allows to note that the both rankings of strategies are highly correlated, with the Pearson correlation coefficient equal to 0.7589. The high correlation can be visually confirmed on the chart on [Fig 9](#pone.0209372.g009){ref-type="fig"}. The chart shows the positions of each strategy obtained in the ranking based on the synthetic network (x axis) and on the real network (y axis). The closer the strategy is plotted to the diagonal line on the chart, the more similar was the rank of the strategy in each ranking. The analysis of the figure clearly shows a similarity of the evaluations of strategies in both rankings.

![Comparison of the ranks of strategies obtained based on a synthetic and a real network \[[@pone.0209372.ref077]\].](pone.0209372.g009){#pone.0209372.g009}

4.3 GAIA analysis {#sec022}
-----------------

The basic PROMETHEE II analysis was followed by the GAIA analysis. A set of GAIA planes for the PROMETHEE decision problem specified in subsection 4.2 is presented on [Fig 8](#pone.0209372.g008){ref-type="fig"}. [Fig 10a](#pone.0209372.g010){ref-type="fig"} represents the decision problem with individual criteria and all strategies visible, whereas on [Fig 10b](#pone.0209372.g010){ref-type="fig"} the strategies were hidden for better clarity of the criteria vectors' analysis. A *δ* = 69.1% quality of the projection was obtained for this GAIA plane. The analysis of [Fig 10a](#pone.0209372.g010){ref-type="fig"} allows to observe that although the grid structure of the strategies similar to the one from subsection 3.4 is still noticeable, much more randomness can be observed, especially in the II and III quadrants, i.e. where the Eff4 and Eff5 preference vectors point to. This higher randomness level in the grid results from the fact that here the values of the the Eff4 and Eff5 criteria are taken from the empirical measurement based on a real network, as opposed to the synthetic network in subsection 3.4.

![Real network's GAIA analysis of individual criteria with visible (a) and hidden (b) strategies. GAIA analysis of grouped criteria (c).](pone.0209372.g010){#pone.0209372.g010}

The analysis of [Fig 10b](#pone.0209372.g010){ref-type="fig"} shows that again the preference for the Par2 criterion (average propagation probability) is in strong conflict with the preference for the Eff5 criterion (average coverage). On the other hand, the vectors for criteria Par1, Par3 and Eff4 are pointing similar directions which indicates similarity in preference of these three criteria. In contrast to what was observed in subsection 3.4, the vectors of Par1 and Par3 criteria (seeding fraction and ranking generation measure) are no longer perpendicular to each other. Instead, they point the same direction, thus demonstrating a similarity in preference of reducing the cost of both these criteria. This can be caused by a considerably higher value of the standard deviation for the values of the criterion Par3 for the real network compared to the synthetic network. Moreover, it is significant to keep in mind that the action of generating the rankings of network nodes before seeding is strongly related to the action of seeding limited fraction of the best nodes from such obtained ranking.

When the criteria Par1-Eff5 are aggregated into three groups again, i.e. Cost, Dynamics and Coverage (see [Fig 10c](#pone.0209372.g010){ref-type="fig"} with *δ* = 94.0%), a very similar relation of the groups to the one obtained in subsection 3.4 can be observed (compare with [Fig 8c](#pone.0209372.g008){ref-type="fig"}). There is a strong conflict between the Cost minimization and Coverage maximization criteria, but the Coverage and Dynamics maximization criteria are not highly related in terms of preference. This time, however, a very minute similarity between the preference for the Dynamics maximization and Cost minimization criteria can be observed.

4.4 Sensitivity analysis {#sec023}
------------------------

Similar to subsection 3.5, a sensitivity analysis was performed also for the real network. The results of the performed analysis are presented in Tables [10](#pone.0209372.t010){ref-type="table"} and [11](#pone.0209372.t011){ref-type="table"} for grouped and individual criteria respectively.

10.1371/journal.pone.0209372.t010

###### Stability intervals for criteria groups in the PROMETHEE II ranking with V-shape preference function with no indifference threshold for the real network.
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  Group      Min Weight   Max Weight   Interval
  ---------- ------------ ------------ ----------
  Cost       37.17%       69.97%       32.80%
  Dynamics   7.00%        62.99%       55.99%
  Coverage   12.86%       27.85%       14.99%

10.1371/journal.pone.0209372.t011

###### Stability intervals for individual criteria in the PROMETHEE II ranking with V-shape preference function with no indifference threshold for the real network.
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  Ranks   1        2         3                                                        
  ------- -------- --------- --------- -------- --------- -------- -------- --------- --------
  Par1    0.00%    100.00%   100.00%   11.58%   100.00%   88.42%   15.03%   100.00%   84.97%
  Par2    8.98%    27.97%    18.99%    19.01%   27.52%    8.51%    19.01%   22.09%    3.08%
  Par3    2.69%    100.00%   97.31%    7.96%    100.00%   92.04%   8.99%    100.00%   91.01%
  Eff4    7.00%    62.99%    55.99%    17.22%   49.18%    31.96%   17.22%   23.88%    6.66%
  Eff5    12.86%   27.85%    14.99%    13.60%   20.74%    7.14%    18.36%   20.74%    2.38%

In case of the grouped criteria ([Table 10](#pone.0209372.t010){ref-type="table"}), the initial weights were 60% for the Cost group and 20% each for the Dynamics and Coverage groups. The widest stability interval, equal to 55.99% can be observed for the Dynamics group, which means that the weight of this criterion can be decreased by 13% or increased by 42.99% and the leading alternative would not change its position. A narrower stability interval can be observed for the Cost criteria group, equal to 32.80%. The weight of this group can be increased by 9.97% or decreased by 22.83% without the change of the leader strategy. For the Coverage criteria groups, the stability interval is equal to 14.99% and its weight can be reduced to 12.86% or increased to 27.85% without a change of the leader strategy. When compared to the results obtained for the strategies based on the synthetic network (see [Table 5](#pone.0209372.t005){ref-type="table"}), a 0.9292 correlation coefficient is obtained for the intervals. However, the Dynamics cluster interval is narrower, yet the Cost and Coverage cluster intervals are wider.

If the individual criteria Par1-Eff5 are taken into consideration, wide stability intervals can be observed for the first rank, and, therefore, the ranking stability was also performed for ranks 2 and 3. No changes in the weight of Par1 can cause a change in the rank of the first strategy, however, if the Par1 weight drops to below 11.58%, the strategy on rank 2 would be replaced. Similarly, the stability interval for the first three ranks of the Par3 criterion is equal to 91.01%. In case of the Eff4 and Eff5 criteria, the stability intervals for the first rank are the same as in [Table 10](#pone.0209372.t010){ref-type="table"}. If two leading ranks were considered instead of a single leading rank, the stability interval would drop from 55.99% and 14.99% to 49.18% and 20.74% for Eff4 and Eff5 respectively. Again, as in subsection 3.5, the sensitivity analysis allows to notice that the criteria Par2, Eff4 and Eff5 are most discriminating to the final rankings of the viral advertising strategies. When the results for the real network are compared with the results for the synthetic network, correlation indexes of 0.9217, 0.4928 and 0.3546 are obtained respectively for the stability intervals for up to 1, up to 2 and up to 3 leading strategies.

4.5 Uncertainty analysis {#sec024}
------------------------

An uncertainty analysis similar to the one in subsection 3.6 was also performed for the real network. Again, the *q* indifference threshold for all criteria was set to 50% of their standard deviation values (see [Table 8b](#pone.0209372.t008){ref-type="table"}). The results of the uncertainty analysis are presented in [Table 9b](#pone.0209372.t009){ref-type="table"}.

The analysis of the results allow to observe that even when the uncertainty is taken into account, strategy A17 remains the leading one for the real network. The order of the subsequent strategies changes from A13, A21 and A57 to A21, A56 and A13 on ranks 2 to 4. Strategies A9, A61 and A25 remained unchanged on positions 5 to 7. Strategy A53 was degraded from rank 8 to rank 9, whereas the rank 8 was given to the previously 10th strategy A97. When the uncertainty was taken into consideration, strategy A20, previously outside of the set of the top ten strategies, obtained rank 10. The ten leading strategies are presented on the chart on [Fig 7e](#pone.0209372.g007){ref-type="fig"}.

4.6 Gaussian preference function {#sec025}
--------------------------------

In the final step of the analysis, the sharp V-shaped preference function was replaced with the Gaussian preference function, with its *s* parameter equal to the mean value of each criterion Par1-Eff5. In contrast to the rankings from subsections 4.2 and 4.5, the obtained ranking contains mostly strategies based on the eigenvector centrality measure. The only three strategies based on the degree measure are A17, A13 and A21 (ranks 4, 8 and 10 respectively). The analysis of [Fig 7f](#pone.0209372.g007){ref-type="fig"} shows that the highest-appraised strategy A12 is based on a small value of seeding fraction (0.01 for Par1) and long duration (21 iterations in Eff4), however the obtained coverage is very small (14.87% for Eff5).

The results of the sensitivity analysis for the ranking is presented in [Table 12](#pone.0209372.t012){ref-type="table"}. It can be observed, that the Par3 criterion is the least discriminating one when the Gaussian preference function is used and its weight can be vastly modified (up to 86.12%) without considerable changes in ranking. However, if the weight of the Eff5 criterion grew by 5.17%, the leading strategy in the ranking would change.

10.1371/journal.pone.0209372.t012

###### Stability intervals for individual criteria in the PROMETHEE II ranking with Gaussian preference function for the real network.
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  Ranks   1        2         3                                                         
  ------- -------- --------- --------- -------- --------- --------- -------- --------- --------
  Par1    0.00%    100.00%   100.00%   0.00%    100.00%   100.00%   5.85%    100.00%   94.15%
  Par2    10.63%   59.54%    48.91%    10.63%   27.19%    16.56%    15.23%   27.19%    11.96%
  Par3    0.00%    97.48%    97.48%    0.00%    94.34%    94.34%    0.00%    86.12%    86.12%
  Eff4    11.05%   100.00%   98.95%    11.05%   60.75%    49.70%    11.92%   44.57%    32.65%
  Eff5    0.00%    25.17%    25.17%    13.53%   25.17%    11.64%    13.53%   23.27%    9.74%

5 Conclusions {#sec026}
=============

Recently, marketers have put more and more efforts to perceive the positive user experience within online platforms. While intrusive marketing techniques resulted in increased interest in software focused on blocking advertising content marketers, a new demand to focus on searching for more sustainable solutions appeared. The overall number of contacted customers can be less important than the real interest in products and a proper specification of the campaign intensity. In the area of viral marketing and information spreading processes, the highest attention was put on increasing campaign coverage with the use of seeding methods and techniques increasing the propagation probability like incentives and other ways to motivate customers to spread the content.

The approach presented in this paper shows a framework based on multi-criteria decision support, targeted on planning and evaluation of marketing campaigns with different preferences and criteria taken into account. The results showed how multi-criteria evaluation of results can affect strategies, campaign parameters and allocated budgets. The presented approach makes it possible to perform an evaluation of different scenarios within simulated environment before the campaign within a real environment begins. The empirical study showed that the characteristics of information spreading processes within the network sample selected according to network measures' distributions are similar to those observed within a real network. Various scenarios can be tested without interaction with real environments.

During the empirical study, an example viral marketing campaign was planned for an actual real network. Based on the real network parameters, a corresponding synthetic model was selected. Preference modeling and a profound multi-objective decision analysis were performed, which resulted in the selection of the best strategy in the context of the previously modeled preferences.

The research has identified possible areas of improvement and future works. First of all, the decision support system utilized in the presented framework was based on a set of five criteria. This set can be expanded to provide more precise evaluations. Secondly, future works include a more detailed evaluation of the relations between the processes within real networks and theoretical structures generated with different parameters. Another direction can be a sampling of real networks and performing simulations on samples of real networks instead of theoretical network models.
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