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La gran cantidad de datos visuales que se generan en la actualidad lleva a la 
necesidad de crear herramientas de anotación que permitan la búsqueda y la 
recuperación de la información que queramos en los vídeos. Una de las 
informaciones más importante de un vídeo es la identidad de personas. En este 
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1.1 Contextualización del proyecto 
 
La gran cantidad de datos visuales que se generan en la actualidad lleva a la 
necesidad de crear herramientas de anotación que permitan la búsqueda y la 
recuperación de la información que queramos en los vídeos. Una de las 
informaciones más importante de un vídeo es la identidad de personas. En este 
contexto, la anotación consiste en determinar quién aparece y cuando lo hace. 
 
La Universidad Politécnica de Catalunya (UPC) participa cada año en un 
proyecto europeo llamado Camomile[14]. Este proyecto tiene como finalidad 
mejorar las anotaciones automáticas que se basa en datos 3M (Multimodal, 
Multimedia y Multilenguaje), ya que puede ser útil para la ciencia de la 
informática pero también para la ciencia social. En este proyecto participan 
diferentes organizaciones internacionales, y las evaluaciones se llevan a cabo a 
través de la iniciativa MediaEval[8] (Multimodal Person Discovery in Broadcast TV 
Task). 
 
MediaEval es una iniciativa en la cual se evalúa nuevos algoritmos para obtener 
información multimedia, como por ejemplo reconocimiento de voz, análisis de 
contenido multimedia, música y audio, redes sociales, etc.  Principalmente se 
basa en aspectos humanos y sociales. Los participantes deben proporcionar 
para cada vídeo, una lista de personas que hablan y aparecen al mismo tiempo. 
La forma de identificar a estas personas es a través del audio, por ejemplo, 
mediante la transcripción de voz, o visual, por ejemplo, utilizando un 
reconocimiento óptico de caracteres. 
 
La iniciativa de MediaEval proviene de otra iniciativa llamada REPÈRE[16], que 






La diferencia entre esta iniciativa y MediaEval es que en esta última solo se 
admiten el uso de algoritmos  no-supervisados, esto quiere decir, algoritmos 
que no tengan etiquetas ni modelos ya existentes. 
 
En el primer año que comenzó esta iniciativa, en el año 2015, la Universidad 
Politécnica de Catalunya (UPC) participó por primera vez. 
 
El desarrollo que se va a realizar en este trabajo se basa en intentar mejorar la 
parte de extracción de nombres. Esta parte está dentro de un bloque (OCR + 
NER) dentro del diagrama de bloques desarrollado por la UPC. 
 
 




El objetivo de este proyecto se basa en mejorar la implementación de un sistema 
de extracción de nombres, al desarrollo ya existente. Otro de los objetivos es 
realizar pruebas de los algoritmos ya existentes en el corpus de MediaEval 




1.3 Requerimientos y Especificaciones 
 
Los requerimientos de este proyecto, como se ha especificado anteriormente 
son: 
- Diseñar e implementar nuevos algoritmos para la extracción de nombres 
de personas en emisiones de televisión. 
Por otro lado, las especificaciones de este proyecto son las siguientes: 
- Para el desarrollo de los algoritmos se utilizará el lenguaje de 
programación Python. 
- Evaluar los algoritmos implementados en el corpus de MediaEval 2015 y 
MediaEval 2016. 
- Para poder evaluar los resultados, se utilizará la métrica de evaluación 
Mean Average Precision[28] (MAP) 
 
1.4 Plan de trabajo 
 
1.4.1 Work Packages 
 
WP1. Propuesta del proyecto y redacción del plan de trabajo 
WP2. Lectura del estado del arte 
WP3. Investigación de diferentes algoritmos para la extracción de nombres 
(NER) 
WP4. Desarrollo del algoritmo Stanford NER[18] 
WP5. Desarrollo de un algoritmo a través de diferentes filtros para la extracción 
de nombres (NER) 
WP6. Evaluación de los resultados y propuesta de mejoras 









Según los resultados obtenidos hace dos años, se prioriza los bloques que tenían 
unos resultados más flojos. Por eso se ha decidido la implementación de nuevos 
algoritmos que ayuden a mejorar los resultados dentro del bloque del Named 
Entity Recognition. Durante el proyecto se intentó mejorar la detección de texto, 
e implementar un algoritmo diferente al ya implementado, pero por problemas 
externos no se pudo implementar. 
 
1.4.3 Desviaciones respecto al plan de trabajo inicial 
 
El plan de trabajo que se estableció inicialmente repartía el tiempo necesario 
para elaborar los bloques que se han especificado en los puntos anteriores. 
Cuando se comenzó a realizar las pruebas del desarrollo que ya estaba 
implementado de años anteriores, se encontró que había que realizar algunos 
cambios, ya que las estructuras tanto de carpetas como de nomenclaturas en las 
bases de datos habían cambiado. Una vez funcionando, se encontró varios 
algoritmos para comenzar a desarrollar la implementación en el bloque que 
hace referencia a la extracción de nombres.  
 
A medida que iba avanzando el proyecto, se propuso realizar una 
implementación para mejorar el bloque de detección de texto y que sustituyese 
a la técnica LOOV[29].  Se intentó utilizar unas funciones del siguiente 
repositorio de Github: Deep Video Analitycs[30].  A medida que estábamos 
probando de implementar este desarrollo, el administrador del repositorio hizo 
varios cambios en sus funciones e intentamos contactar con él para que nos 
diese una solución, pero no fue proporcionada. Este tiempo que perdimos hizo 







1.4.4 Diagrama de Gantt  
 
Este es el diagrama de Gantt que está asociado al proyecto: 
 
 











2. Estado del Arte 
 
Como se ha mencionado en puntos anteriores, desde que se inició con las 
iniciativas, en el año 2011, con REPÈRE hasta hoy con MediaEval, con el fin de 
mejorar en la investigación que se basa en la tecnología de anotación automática 
para vídeo se ha avanzado mucho. 
Las preguntas principales que se hacen en estas iniciativas son: ¿Quién aparece 
en los vídeos? ¿Quién está hablando? 
En nuestro proyecto, nos basaremos principalmente en la primera pregunta. 
Utilizaremos técnicas de aprendizaje no-supervisado para el desarrollo de 
nuevos algoritmos que ayuden a mejorar el prototipo ya existente. 
Este aprendizaje no-supervisado es un algoritmo que se basa en poder dar 
resultados a partir de un conjunto de datos que están sin etiquetar, es decir a 
medida que vamos leyendo datos vamos almacenando la información que 
queremos.  
2.1 Detección del texto 
 
Este proyecto utiliza una técnica de detección/reconocimiento de texto que ya 
se implementó en el anterior proyecto. Esta técnica es la llamada LOOV, la cual 




Esta técnica presenta un sistema OCR que detecta y reconoce los textos que 
están solapados en el vídeo. Finalmente hace un post-procesamiento para 
combinar múltiples transcripciones de la misma caja de texto. Esta técnica se 







A continuación se explica el procedimiento que utiliza para la detección de 
texto: 
 Se aplica un filtro Sobel vertical y horizontal para poder detectar los 
contornos de los caracteres. Se aplica unas cuántas iteraciones de 
dilataciones para poder reconocer los caracteres que están consecutivos. 
 Una vez realizado el primer paso, se aplica una obertura para poder 
separar cada palabra. Para poder detectar cada una de las líneas de texto 
se utiliza un método llamado proyecciones horizontales y verticales, lo que 
conlleva a una gran cantidad de falsos positivos. 
 Para poder filtrar estas falsas alarmas, se aplica una detección local. 
 Para el seguimiento temporal del texto se utiliza un filtro temporal, esta 
información temporal que da el filtro se utiliza para filtrar los falsos 
positivos y además, poder recuperar las cajas dónde la detección local 
falla. 
 
Una vez se ha detectado la localización del texto en la imagen, se realiza el paso 
de la extracción de textos. Pero antes de realizar el paso de la extracción, se 
mejora la resolución de la imagen a través de una interpolación bi-cúbica, y se 
aplica una binarización a la imagen con un umbral que se calcula a partir del 




La detección de texto basada en CTPN[26] (Connection Text Proposal Network) 
localiza con precisión líneas de texto en imágenes y vídeos. Uno de los 
problemas es detectar la longitud de la línea de texto, por lo que a continuación 






La idea principal es predecir la posición vertical del texto, por lo que utiliza un 
marco vertical que predice la ubicación de dónde se encuentra el texto, este 
marco vertical tiene una anchura fija y eso ayuda a mejorar la precisión de la 
ubicación de toda la línea de texto.  
Una vez se ha encontrado la ubicación de la línea de texto hay un proceso de 
ventanas deslizantes, y un algoritmo de construcción de las líneas de texto 
basado en gráficos para fusionar los segmentos de texto obtenidos con el marco 
vertical.  
Se basa en propuestas secuenciales que están conectadas por una red neuronal 
recurrente. 
Este método es el que utiliza el repositorio de github Deep Video Analytics.  
2.2 Extracción de nombres 
 
Para la extracción de nombres se utiliza una herramienta llamada Named Entity 
Recognition (NER), que trata de localizar y clasificar en categorías, como 
personas, organizaciones, lugares, etc, las entidades encontradas en un texto. 
 
Para el desarrollo del proyecto se han contemplado la implementación de estas 
dos herramientas: 
- Freeling[5] 




FreeLing es una biblioteca C++ que permite el análisis del lenguaje, y está 
diseñado para utilizarse como una biblioteca externa. Si se llama desde una 
aplicación/programa que esté hecho en Java o Python se debe hacer a través de 





Freeling codifica la información morfológica en etiquetas PoS (Part-os-Speech) 
que se basa en las propuestas que hace EAGLES.  
 
La propuesta que lleva a cabo EAGLES es codificar todas las características 
morfológicas de la mayoría de idiomas europeos. Lo hace de manera que todas 
las etiquetas EAGLES PoS son de longitud variable. Cada carácter corresponde a 
una característica morfológica, como en el siguiente ejemplo, para la categoría 
nombre: 
 
Ilustración 3 Análisis morfológico en el algoritmo Freeling 
 
Todo este análisis morfológico es posible gracias a alguna de las siguientes 
funciones: 
 Identificación del lenguaje 
 Tokenization 
 División de frases 
 Análisis morfológico 
o Detección de números 
o Detección de fechas 
o NER 








Los idiomas que soporta esta herramienta son los siguientes: 















Para nuestro proyecto nos centraremos en los siguientes idiomas: inglés, 
catalán, español, francés y alemán. Los diccionarios de estos idiomas consisten 
en: 
- Catalán: Contiene más de 520000 formas correspondientes a 71,000 
lemas  
- Alemán: Contiene cerca de 395000 formas correspondientes a 130000 
lemas 
- Inglés: Contiene 68000 formas correspondientes a 37000 lemas 
- Español: Contiene 555000 formas correspondientes a 76000 lemas 
- Francés: Contiene 54000 formas correspondientes a 54000 lemas 
 
2.2.2 Stanford NER 
 
Stanford NER es un reconocedor de nombres implementado en el lenguaje 
JAVA. Este reconocedor utiliza el método por etiquetas, de las cuales lleva a 









El algoritmo que utiliza es el llamado muestreo de Gibbs, lo utilizan para añadir 
dependencias que no son locales para secuenciar modelos para la extracción de 
información.  
 
Este sería un ejemplo del método: 
 
Ilustración 4 Análisis morfológico en el algoritmo de Stanford NER 
 








2.3 Evaluación de Resultados 
 
La métrica que se va a utilizar para comprobar los resultados es la llamada 
Mean Average Precision (MAP). Cuando aplicamos este método en la anotación 
de personas en la secuencia de un vídeo, el objetivo es determinar cuántas veces 
aparece una persona en una determinada secuencia. 
 
A continuación se explica en que consiste este método: 
 
Si hay m pistas que representan a una cierta persona y queremos predecir 
cuántas n apariencias pertenecen a la identidad I, entonces el Average Precision 








Dónde P(k) hace referencia a las pistas que realmente pertenecen a la identidad 
I hasta la posición k, m es la cantidad de nodos relevantes y n es el número de 
nodos predichos. 
 
Para poder entender mejor esta técnica se muestra unos cuántos ejemplos: 
Se predice un máximo de 5 apariciones de una persona en una secuencia de 
vídeo, pero en realidad solo aparece en las siguientes pistas T1, T2, T4 y T8. 
 
Ejemplo 1 
T1, T3, T4, T7, T8 
k=1 → P(1) = 1 / 1 = 1 
k=2 → P(2) = 0  (Track 3 no representa a una persona) 
k=3 → P(3) = 2 / 3 
k=4 → P(4) = 0 (Track 7 no representa a una persona) 
k=5 -->P(5) = 3 / 5 
MAP@5 = (1 +  2 / 3  + 3 / 5) / 4 = 0.57 
 
Ejemplo 2 
T1, T4, T8, T3, T7 
k=1 → P(1) = 1 / 1 = 1 
k=2 → P(2) = 2 / 2 = 1  
k=3 → P(3) = 3 / 3 = 1 
k=4 → P(4) = 0 (Track 3 no representa a una persona) 
k=5 -->P(5) = 0 (Track 7 no representa a una persona) 









El orden se ha de tener en cuenta, ya que como se puede comprobar en los dos 
ejemplos da resultados distintos. Para que la técnica MAP sea mejor, los 
resultados más relevantes deben estar en las primeras posiciones como en el 
segundo ejemplo. Este orden solo afecta si al menos hay una predicción 
incorrecta, ya que si todas son correctas no importa el orden en el que estén. Al 












3. Desarrollo del Proyecto 
 
3.1 Base de datos 
 
Los datos de entrenamiento que se utilizarán corresponden a la base de datos 
que se utilizó en la edición del año 2016, llamada 6 Months of Broadcast News de 
INA.  
Para el desarrollo del proyecto se utilizará es el subconjunto de videos 
siguientes: 
- Un subconjunto de vídeos del corpus INA formado por una 
semana completa de grabación de tres canales de la televisión 
francesa. 
- Un subconjunto de vídeos del corpus DW/EUMSSI 















Ilustración 7 Imagen de un vídeo del corpus INA 
Ilustración 6 Imagen de un vídeo del corpus de la 
televisión 3-24 




3.2 Extracción de nombres 
 
Para poder analizar/detectar si corresponde a un nombre de persona o no, la 
información extraída por el proceso que lleva a cabo la herramienta LOOV, se 
realiza diferentes pruebas con las técnicas Freeling y Stanford NER. 
 
Freeling  
Este detector de nombres se comporta de una manera muy parecida al Stanford 
NER, excepto que Freeling puede analizar texto en el lenguaje catalán. 
 
A continuación se muestra unas ilustraciones de las diferentes pruebas que se 
han realizado para comprobar el comportamiento de la herramienta: 
 
 




Ilustración 9 Ejemplo 2 Freeling 
 
 
Ilustración 10 Ejemplo 3 Freeling 
 
En el primer caso, el texto está escrito todo en mayúsculas y podemos observar 
como el resultado que indica la herramienta es que interpreta toda la frase como 
un nombre propio. [Ilustración 8] 
 
En el segundo caso, el texto está escrito como estaría en un contexto normal, es 
decir de manera que las mayúsculas y las minúsculas se utilizan de manera 
correcta. En este caso, el resultado de la herramienta indica como nombre propio 




En el tercer caso, el texto está escrito todo en minúscula, en este caso el 
resultado que indica Freeling es correcta, excepto cuando analiza el nombre, ya 
que no lo detecta como tal. [Ilustración 10] 
 
Stanford NER 
Con esta herramienta se realizan las mismas pruebas que con la herramienta 
Freeling.  
A continuación se muestra unas ilustraciones de las diferentes pruebas que se 
han realizado para comprobar el comportamiento de la herramienta: 
 
Ilustración 11 Ejemplo 1 Stanford NER 
 






Ilustración 13 Ejemplo 3 Stanford NER 
 
En el primer caso, el texto está escrito todo en mayúsculas y podemos observar 
como el resultado que indica la herramienta es correcta, y por lo tanto detecta 
bien el nombre propio. [Ilustración 11] 
 
En el segundo caso, el texto está escrito como estaría en un contexto normal, es 
decir de manera que las mayúsculas y las minúsculas se utilizan de manera 
correcta. En este caso, el resultado de la herramienta es correcta, y por lo tanto 
detecta bien el nombre propio. [Ilustración 12] 
 
En el tercer caso, el texto está escrito todo en minúscula, en este caso el 
resultado que indica es correcta, y por lo tanto detecta bien el nombre propio. 
[Ilustración 13] 
 
Una vez analizado los resultados de las pruebas que se han realizado con las 
diferentes herramientas, se puede llegar a la conclusión que la herramienta 





3.2.1 Algoritmo Stanford NER 
 
La herramienta Stanford NER, como ya se ha comentado anteriormente analiza 






En el desarrollo del proyecto se ha implementado este algoritmo dentro de un 
script llamado check_names_stanford.py, en la función llamada 
read_text_annotations_file, que hace referencia a la salida del fichero que ha 
generado la técnica del LOOV.  
 
Se llama a través de un comando JAVA, ya que es una librería externa. Este 
comando analizará un fichero de entrada, el cual ya habrá pasado por el 
proceso de normalización del texto y la salida será otro fichero en el cual cada 
palabra estará etiquetada según su categoría. 
 
Después se le aplicará un filtro para que busque solo las etiquetas que hagan 
referencias a personas y así obtener otro fichero en el cual haya únicamente 
























Grup parlamentari ERC                                                                                                                                  






Grup/O parlamentari/O ERC/O                                                                                                                                   





















Tiene entre 2 y 6 
















3.2.2 Algoritmo basado en diccionarios 
 
Este algoritmo que se ha desarrollado se basa en la mejora de diferentes bloques 
que ya existían. 
3.2.2.1 Normalización del texto 
 
En el bloque llamado text_normalization ya estaba implementado la eliminación 
o sustitución de todos los caracteres que podían llevar al error, como por 
ejemplo los acentos o en el caso del catalán la letra ç. Por lo que implementaron 
la: 
- Eliminación de todos los acentos 
- Convertir los caracteres no-ASCII a su equivalente en ASCII 
 
Se ha implementado una nueva normalización, ya que revisando los resultados 
del año anterior aparecía bastantes veces nombres con caracteres repetidos 
consecutivos. Por ejemplo:  
Joshua Mooooolina. 
 
Para normalizar este error se ha implementado una función en la cual si 
encuentra un carácter repetido más de dos veces, filtra todos los caracteres 




Joshua Mooooolina Joshua Molina 










3.2.2.2 Revisión/Mejora de diccionarios de nombres 
 
Los diccionarios que se crearon manualmente en el proyecto anterior y 
corresponden a estos nombres de ficheros: 
- First_names.txt (Nombres de personas) 
- Last_names.txt (Apellidos de personas) 
- Neg_list.txt (Estaciones del año, nombres de meses y días de la 
semana…) 
- Neutral_list.txt (Preposiciones, artículos…) 
- Pos_list.txt (Nombres de oficio) 
 
Se han revisado uno por uno. De los dos primeros ficheros de la lista han sido 
modificados muchos nombres y apellidos que eran incorrectos y se han 
actualizado de la forma correcta. En los ficheros restantes se han añadido más 














Todos los resultados que se han obtenidos han sido obtenidos a partir de los 
ficheros de referencia del proyecto Multimodal Person Discovery in BroadCast TV 
de MediaEval 2016 
Cuando se comenzó el desarrollo del proyecto, la primera prueba que se realizó 
fue cambiar uno de los parámetros llamados threshold en el script que lanzaba la 
extracción de nombres llamado extract_names.sh. El valor por defecto que tiene 
este parámetro es de 0.75, esto quiere decir que de las palabras que reconoce 
como candidato a nombre coinciden 3 de cada 4 (75%) con los diferentes 
diccionarios de nombres que tenemos. Se probó este parámetro con los 
siguientes valores: 0.6, 0.8, 0.9 y 1.  
 Con el valor 0.6 los resultados extraídos presentaban muchos falsos 
positivos, es decir, el filtro extraía demasiados resultados como nombres 
cuando en realidad no lo eran 
 Con el valor 0.8 los resultados eran igual que con el valor 0.75 
 Con el valor 0.9 y 1 los resultados extraídos presentaban muchos falsos 
negativos, es decir, el filtro no extraía la mayoría de nombres y en la 
mayoría de caso la salida de los ficheros estaba vacía 
Una vez finalizado el desarrollo de los dos algoritmos que se han mencionado 
en puntos anteriores, la métrica que se ha utilizado para evaluar los resultados 
ha sido el Mean Average Precision (MAP), que se ha explicado en el Estado del 
Arte, tanto la del año 2015 como la del año 2016. 
Se ha calculado el MAP para los resultados de los corpus DW y 3-24 que han 
sido obtenidos a partir de los dos algoritmos desarrollados: Extracción de 
nombres a partir de un nuevo filtro y basado en los diccionarios revisados, y el 










Extracción de nombres a partir de un nuevo 







Tabla 5 Resultados MAP 
 
Dado estos resultados tan bajos que no los esperábamos, se ha realizado un 
análisis más profundo que se explica a continuación: 
Primer análisis 
Se compara manualmente los ficheros OCR que pertenecen a la salida de la 
detección de texto de los distintos vídeos de las diferentes bases de datos, que 
se obtiene a través de la herramienta LOOV con los ficheros que contienen los 
resultados finales después de aplicarle los algoritmos que han sido 
desarrollados para comprobar si realmente lo que están funcionado bien o no. 
Se han analizado los 18 vídeos del corpus 3-24, 30 vídeos al azar del corpus DW, 
y 20 vídeos del corpus INA. 
A continuación se detallan los resultados obtenidos después de realizar este 
análisis:   
Para el primer algoritmo desarrollado, Extracción de nombres a partir de un nuevo 
filtro y basado en los diccionarios revisados, se ha analizado que para los vídeos del 
corpus 3-24 y DW funciona bastante bien, ya que en los resultados de estos 
vídeos se puede observar que la mayoría de resultados pertenecen a nombres 
de personas y hay pocos falsos positivos y pocos falsos negativos. Sin embargo 




A continuación se muestran una media estadística realizada manualmente de 
todos los corpus: 
Nombres extraídos Resultado (%) 
1095 filtrados totales 100% 
278 falsos positivos (aprox) 25.38% 
115 falsos negativos (aprox) 10.5% 




Tabla 6 Resultados manuales del algoritmo basado en un nuevo filtro y diccionarios  
 
Para el segundo algoritmo, Stanford NER, se ha realizado el mismo análisis que 
en el caso anterior y se ha obtenido que hace una mejor extracción de nombres 
con respecto el primer algoritmo para los tres corpus, ya que no contiene tantos 
falsos positivos. 
Nombres extraídos Resultado (%) 
1513 filtrados totales 100% 
200 falsos positivos (aprox) 13.21% 
115 falsos negativos (aprox) 7.6% 


















Se compara manualmente el fichero de referencia del año 2016 que se utiliza 
para realizar el MAP con los ficheros OCR que se han utilizado en el primer 
análisis para los tres corpus. Por lo que se ha hecho un análisis de 68 vídeos. 
Este análisis se realiza para comprobar si realmente los nombres que está 
esperando el fichero de referencia, la herramienta de detección de texto (LOOV) 
detecta  estos nombres.  
Los resultados que se han obtenido de este análisis son los siguientes: 
En primer lugar, si nos centramos en un vídeo x, en el fichero de referencia 
aparece un nombre y unas cuántas veces, por lo que en el fichero OCR de ese 
vídeo debería de aparecer ese nombre aproximadamente las veces que sale en el 
fichero de referencia, pero sin embargo este nombre y aparece muchas menos 
veces o solo una vez. 
En segundo lugar, se ha observado que en el fichero de referencia existen 
nombres que en los ficheros OCR no detectan, sobre todo para el corpus de 
INA. 
En tercer lugar, los ficheros OCR detectan más nombres de los que existen en el 
fichero de referencia. Esto afecta a que cuando se realiza la extracción de 
nombres, se va a detectar nombres que en el fichero de referencia no existen 
para ese vídeo.  
En cuarto y último lugar, se ha observado que en el fichero de referencia no se 














Horas dedicadas al desarrollo del proyecto:    600  
         Work Packages     Horas dedicadas 
 Propuesta del proyecto y plan de trabajo   30 
 Lectura del estado del arte     50 
 Investigación algoritmos      60 
 Desarrollo Stanford NER      150 
 Desarrollo de un algoritmo a través de filtraje   120 
 Evaluación de los resultados y propuesta de mejoras  100 
 Redacción de la memoria final     90 
 
Para calcular el presupuesto también se debe de tener en cuenta que el trabajo 
se ha realizado en un servidor del grupo de imagen y vídeo de la Universidad 


























Tabla 8 Detalles del servidor Imagen/Vídeo de la UPC 
 
Se ha utilizado el servidor desde que se comenzó a desarrollar el proyecto, por 
lo que se han dedicado 450h aproximadamente. 
Además se ha dedicado 1h cada semana aproximadamente para la supervisión 
del trabajo por parte del tutor, siendo 30 semanas. 
Con todos estos datos, y sabiendo que un ingeniero junior debería de cobrar 
10€/h de media, la supervisión del trabajo por parte de un ingeniero senior se 














Los objetivos que se habían marcado para la creación de este proyecto era el 
desarrollo de nuevos algoritmos que ayudaran a la mejora de extracciones de 
nombres respecto al desarrollo de años anteriores. 
Los resultados que se han obtenidos a través de la métrica MAP no son 
comparables con años anteriores, ya que el fichero que teníamos como 
referencia no contenía todos los vídeos y le faltaban muchos nombres en cada 
vídeo de los cuales en nuestros resultados sí que obteníamos. 
Después de hacer el análisis más profundo y la obtención de resultados, se 
puede comprobar que los dos algoritmos que se han desarrollado en este 
proyecto sí que realizan bien su función y por lo tanto filtran bastante bien. 
Se puede confirmar que el algoritmo de Stanford NER funciona mejor que el 
algoritmo basado en diccionarios de nombres y apellidos. 
De cara a la mejora del desarrollo de este proyecto, se puede plantear las 
siguientes ideas: 
 Mejorar las técnicas de detección de texto y probar el desarrollo que 
se ha mencionado en el apartado del estado del arte (CTPN del 
repositorio de github Deep Video Analytics). 
 
 Volver a revisar los diccionarios que pertenecen a los nombres, 
apellidos, palabras negativas y palabras neutrales. Añadiendo 
nombres y apellidos de lenguas extranjeras, sobre todos para el 
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