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Singular value decomposition is central to many problems in both engineering and scientific fields. Several
quantum algorithms have been proposed to determine the singular values and their associated singular vectors
of a given matrix. Although these quantum algorithms are promising, the required quantum subroutines and
resources are too costly on near-term quantum devices. In this work, we propose a variational quantum algorithm
for singular value decomposition (VQSVD). By exploiting the variational principles for singular values and the
Ky Fan Theorem, we design a novel loss function such that two quantum neural networks or parameterized
quantum circuits could be trained to learn the singular vectors and output the corresponding singular values. We
further conduct numerical simulations of the algorithm for singular-value decomposition of random matrices as
well as its applications in image compression of handwritten digits. Finally, we discuss the applications of our
algorithm in systems of linear equations, least squares estimation, and recommendation systems.
I. INTRODUCTION
Matrix decompositions are integral parts of many algo-
rithms in optimization [1], machine learning [2], and rec-
ommender systems [3]. One crucial approach is the singu-
lar value decomposition (SVD) of a matrix. Mathematical
applications of the SVD include computing the pseudoin-
verse, matrix approximation, and estimating the range and
null space of a matrix. SVD has also been successfully applied
to many areas of science, engineering, and statistics, such as
signal processing, image processing, and recommender sys-
tems. The goal of singular value decomposition is to de-
compose a square matrix M to UDV † with diagonal matrix
D = diag(d1, · · · , dr) and unitaries U and V .
Quantum computing is believed to deliver new technology
to speed up computation, and it promises speedups for inte-
ger factoring [4] and database search [5]. Enormous efforts
have been made in exploring the possibility of using quan-
tum resources to speed up other important tasks, including
linear system solvers [6–10], convex optimizations [11–14],
and machine learning [15–17]. Quantum algorithms for SVD
have been proposed in [18, 19], which leads to applications in
solving linear systems of equations [9] and developing quan-
tum recommender systems [18]. However, these algorithms
above are too costly to be convincingly validated for near-term
quantum devices, which only support a restricted number of
physical qubits and limited gate fidelity.
Hence, an important direction is to find useful algorithms
that could work on noisy intermediate-scale quantum (NISQ)
devices [20]. The leading strategy to solve various problems
using NISQ devices are called variational quantum algorithms
[21]. These algorithms can be implemented on shallow-depth
quantum circuits that depend on external parameters (e.g.,
angle θ in rotation gates Ry(θ)), which are also known as
parameterized quantum circuits or quantum neural networks
(QNNs). These parameters will be optimized externally by a
∗ wangxin73@baidu.com
classical computer with respect to certain loss functions. Var-
ious variational algorithms using QNNs have been proposed
for Hamiltonian ground and excited states preparation [22–
26], quantum state fidelity estimation [27], quantum Gibbs
state preparation [28–30], etc. Furthermore, unlike the strong
need of error correction in fault-tolerant quantum computa-
tion, noise in shallow quantum circuits can be suppressed via
quantum error mitigation [31–34], indicating the feasibility of
quantum computing with NISQ devices.
In this paper, we present a variational quantum algorithm
for singular value decomposition (VQSVD) that can be im-
plemented on near-term quantum computers. The core idea is
to construct a novel loss function inspired by the variational
principles and properties of singular values. We theoretically
show that the optimized quantum neural networks based on
this loss function could learn the singular vectors of a given
matrix. That is, we could train two quantum neural networks
U(α) and V (β) to learn the singular vectors of a matrix M
in the sense that M ≈ U(α)DV (β)†, where the diagonal ma-
trixD provides us the singular values. As a proof of principle,
we conduct numerical simulations to estimate the SVD of ran-
dom 8×8 matrices. Furthermore, we explore the possibility of
applying VQSVD to compress images of size 64 × 64 pixel,
including the famous MNIST dataset. Finally, we introduce
other applications of VQSVD in least squares estimation, lin-
ear systems of equations, and recommender systems.
II. MAIN RESULTS
A. Variational quantum singular value decomposition
In this section, we present a variational quantum algorithm
for singular value decomposition of n×n matrices, and it can
be naturally generalized for n×m matrices. For given n× n
matrix M ∈ Rn×n, there exists a decomposition of the form
M = UDV †, (1)
where U, V ∈ Rn×n are unitary operators andD is a diagonal
matrix with r positive entries d1, · · · , dr and r is the rank of
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2M . Alternatively, we write M =
∑r
j=1 dj |uj〉〈vj |, where
|uj〉, |vj〉, and dj are the sets of left and right orthonormal
singular vectors, and singular values of M , respectively.
A vital issue in NISQ algorithm is to choose a suitable loss
function. A desirable loss function here should be able to out-
put the target singular values and vectors after the optimiza-
tion and in particular should be implementable on near-term
devices. We design such a desirable loss function for quantum
singular decomposition (cf. Section II B), and we are going to
introduce our main algorithm. A schematic diagram can be
found in Fig. 1.
The input of our VQSVD algorithm is a decomposition of
the matrix M into a linear combination of K unitaries of the
form M =
∑K
k=1 ckAk with real numbers ck. For exam-
ple, we could assume that M can be decomposed into a lin-
ear combination of Pauli terms. After taking in the inputs,
our VQSVD algorithm enters a hybrid quantum-classical op-
timization loop to train the parameters α and β in the pa-
rameterized quantum circuits U(α) and V (β) via a designed
loss L(α,β) (cf. Section II B). This loss function can be com-
puted on quantum computers via the Hadamard tests. We
then feeds the value of the loss function or its gradients (in
gradient-based optimization) to a classical computer, which
adjusts the parameters α and β for the next round of the
loop. The goal is to find the global minimum of L(α,β),
i.e., α∗,β∗ := arg minα,β L(α,β).
In practice, one will need to set some termination condition
(e.g., convergence tolerance) on the optimization loop. Af-
ter the hybrid optimization, one will obtain values {mj}Tj=1
and optimal parameters α∗ and β∗. The outputs {mj}Tj=1
approximate the singular values of M , and approximate sin-
gular vectors of M are obtained by inputting optimal param-
eters α∗ and β∗ into the parameterized circuits U and V in
VQSVD and then applying to the orthonormal vectors |ψj〉
for all j = 1, ..., T . The detailed VQSVD algorithm is as
follows.
Algorithm 1 Variational quantum singular value decomposi-
tion (VQSVD)
1: Input: {ck, Ak}Kk=1, desired rank T , parametrized circuitsU(α)
and V (β) with initial parameters of α, β, and tolerance ε;
2: Prepare positive numbers q1 > · · · qT > 0;
3: Choose computational basis |ψ1〉, · · · , |ψT 〉;
4: for j = 1, · · · , T do
5: Apply U(α) to state |ψj〉 and obtain |uj〉 = U(α)|ψj〉;
6: Apply V (β) to state |ψj〉 and obtain |vj〉 = V (β)|ψj〉 ;
7: Compute mj = Re〈uj |M |vj〉 via Hadamard tests;
8: end for
9: Compute the loss function L(α,β) =
∑T
j=1 qjmj ;
10: Perform optimization to maximize L(α,β), update parameters
of α and β;
11: Repeat 4-10 until the loss function L(α,β) converges with tol-
erance ε;
12: Output {mj}Tj=1 as the largest T singular values, output U(α∗)
and V (β∗) as corresponding unitary operators (〈ψj |U(α∗)† and
V (β∗)|ψj〉 are left and right singular vectors, respectively).
B. Loss function
In this section, we provide more details and intuitions of
the loss function in VQSVD. The key idea is to exploit the
variational principles in matrix computation, which have great
importance in analysis for error bounds of matrix analysis .
In particular, the singular values satisfy a subtler variational
property that incorporates both left and right singular vectors
at the same time. For a given n × n matrix M , the largest
singular value of M can be characterized by
d1 = max|u〉,|v〉
|〈u|M |v〉|
‖u‖‖v‖ = max|u〉,|v〉∈S Re[〈u|M |v〉], (2)
where S is the set of pure states (normalized vectors) and Re
means taking the real part. Moreover, by denoting the optimal
singular vectors as |u1〉, |v1〉, the remaining singular values
(d2 ≥ · · · ≥ dr) can be deduced using similar methods by re-
stricting the unit vectors to be orthogonal to previous singular
value vectors.
For a given n × n matrix M , the largest singular value of
M can be characterized by
d1 = max|u〉,|v〉∈S
Re[〈u|M |v〉], (3)
where S is the set of pure states (normalized vectors) and Re[·]
means to take the real part. Moreover, by denoting the optimal
singular vectors as |u1〉, |v1〉, the remaining singular values
(d2 ≥ · · · ≥ dr) can be deduced as follows
dk = max Re[〈u|M |v〉]
s.t. |u〉, |v〉 ∈ S,
|u〉⊥span{|u1〉, · · · , |uk−1〉},
|v〉⊥span{|v1〉, · · · , |vk−1〉}.
(4)
Another useful fact (Ky Fan Theorem, cf. [35]) is that
T∑
j=1
dj = max
orthonomal {uj},{vj}
T∑
j=1
〈uj |M |vj〉. (5)
For a given matrix M , the loss function in our VQSVD
algorithm is defined as
L(α,β) =
T∑
j=1
qj × Re〈ψj |U(α)†MV (β)|ψj〉, (6)
where q1 > · · · > qT > 0 are real weights and {ψj}Tj=1 is a
set of orthonormal states.
Theorem 1 For a given matrix M , the loss function L(α,β)
is maximized if only if
〈ψj |U(α)†MV (β)|ψj〉 = dj , ∀ 1 ≤ j ≤ T, (7)
where d1 ≥ · · · ≥ dT are the largest T singular values of
M and |ψ1〉, · · · , |ψT 〉 are orthonormal vectors. Moreover,
〈ψj |U(α)† and V (β)|ψj〉 are left and right singular vectors,
respectively.
3FIG. 1. Schematic diagram including the steps of VQSVD algorithm. (a) The unitary decomposition of matrixM is provided as the first input.
This can be achieved through Pauli decomposition with tensor products of {X,Y, Z, I}. The algorithm also requires the desired number of
singular values T , orthonormal input states 〈ψi|ψj〉 = δij and two parametrized unitary matrices U(α), V (β). Finally, the weight is usually
set to be integers qj = T +1− j. The former two information will be sent to the hybrid-optimization loop in (b) where the quantum computer
(QPU) will estimate each singular value mj = Re〈ψj |U†MV |ψj〉 via Hadamard test. These estimations are sent to a classical computer
(CPU) to evaluate the loss function until it converges to tolerance ε. Once we reach the global minimum, the singular vectors {|uˆj〉, |vˆj〉} can
be produced in (c) by applying the learned unitary matrices U(α∗) and V (β∗) on orthonormal basis {|ψj〉}Tj=1 to extract the column vectors.
Proof Let assume that 〈ψj |U(α)†MV (β)|ψj〉 = mj are
real numbers for simplicity, which could be achieved after the
ideal maximization process.
Then we have
L(α,β) =
T∑
j=1
qj ×mj (8)
≤
T∑
j=1
qj ×m↓j (9)
=
n∑
j=1
(pj − pj+1)
j∑
t=1
m↓t (10)
≤
n∑
j=1
(pj − pj+1)
j∑
t=1
dt. (11)
The first inequality Eq. (9) follows due to the rearrange-
ment inequality. The second inequality Eq. (11) follows due
to property of singular values in Eq. (5). Note that the upper
bound in Eq. (11) could be achieved if and only if
∑j
t=1 dt =∑j
t=1mt for all j, which is equivalent to
mj = dj , ∀ 1 ≤ j ≤ T. (12)
Therefore, the loss function is maximized if and only if
〈ψj |U(α)†MV (β)|ψj〉 extracts the singular values dj for
each j from 1 to T . Further, due to the variational property
of singular values in Eq. (3) and Eq. (4), we conclude that the
quantum neural networks U and V learn the singular vectors
in the sense that 〈ψj |U(α)† and V (β)|ψj〉 extract the left and
right singular vectors, respectively. 
Proposition 2 The loss function L(α,β) can be estimated on
near-term quantum devices.
For M =
∑K
k=1 ckAk with unitaries Ak and real num-
bers ck, the quantity Re〈ψj |U(α)†MV (β)|ψj〉 can be de-
composed to
K∑
k=1
ck × Re〈ψj |U(α)†AkV (β)|ψj〉. (13)
To estimate the quantity in Eq. (13), we could use quantum
subroutines for estimating the quantity Re〈ψ|U |ψ〉 for a gen-
eral unitary U . One of these subroutines is to utilize the well-
known Hadamard test [36], which requires only one ancillary
qubit, one copy of state |ψ〉, and one controlled unitary op-
eration U , and hence it can be experimentally implemented
4on near term quantum hardware. To be specific, Hadamard
test (see Fig. 2) starts with state |+〉A|ψ〉W , where A denotes
the ancillary qubit, and W denotes the work register, and then
apply a controlled unitary U , conditioned on the qubit in reg-
ister A, to prepare state 1√
2
(|0〉A|ψ〉W + |1〉AU |ψ〉W ), at last,
apply a Hadamard gate on the ancillary qubit, and measure.
If the measurement outcome is 0, then let the output be 1;
otherwise, let the output be −1, and the expectation of out-
put is Re〈ψ|U |ψ〉. As for the imaginary part Im〈ψ|U |ψ〉, it
also can be estimated via Hadamard test by starting with state
1√
2
(|0〉A + i|1〉A)|ψ〉W .
|0〉A H • H
|ψ〉W / U
FIG. 2. Quantum circuit for implementing Hadamard test
III. OPTIMIZATION OF THE LOSS FUNCTION
Finding optimal parameters {α∗,β∗} is a significant part
of variational hybrid quantum-classical algorithms. Both
gradient-based and gradient-free methods could be used to do
the optimization. Here, we provide analytical details on the
gradient-based approach, and we refer to [37] for more infor-
mation on the optimization subroutines in variational quantum
algorithms. Reference about gradients estimation via quantum
devices can be found in Ref. [26, 38, 39].
A. Gradients estimation
Here, we discuss the computation of the gradient of the
global loss function L(α,β) by giving an analytical expres-
sion, and show that the gradients can be estimated by shift-
ing parameters of the circuit used for evaluating the loss func-
tion. In Algorithm 1, to prepare states |uj〉 and |vj〉, we ap-
ply gate sequences U = U`1 ...U1 and V = V`2 ...V1 in turn
to state |ψj〉, where each gate Ul and Vk are either fixed,
e.g., C-NOT gate, or parameterized, for all l = 1, ..., `1 and
k = 1, ..., `2. The parameterized gates Ul and Vk have forms
Ul = e
−iHlαl/2 and Vk = e−iQkβk/2, respectively, where αl
and βk are real parameters, andHl andQk are tensor products
of Pauli matrices. Hence the gradient of loss function L is de-
pendent on parameters (α,β) and the following proposition
shows it can be computed on near-term quantum devices.
Proposition 3 The gradient of loss function L(α,β) can be
estimated on near-term quantum devices and its explicitly
form is defined as follows,
∇L(α,β) =
(
∂L
∂α1
, ...,
∂L
∂α`1
,
∂L
∂β1
, ...,
∂L
∂β`2
)
. (14)
Ry(α1) • · · · Ry(α4D+1) •
Ry(α2) • · · · Ry(α4D+2) •
Ry(α3) • · · · Ry(α4D+3) •
Ry(α4) ×D· · · Ry(α4D+4)
FIG. 3. Variational quantum circuit used in the simulation for both
U(α) and V (β). The parameters are optimized to minimize the
loss function L(α,β). D denotes the number of repetitions of the
same block (denoted in the dashed-line box) consists of a column of
single-qubit rotations about the y-axis Ry(αj) following by a layer
of CNOT gates which only connects the adjacent qubits (hardware-
efficient). Notice the number of parameters in this ansatz increases
linearly with the circuit depth D and the number of qubits N .
Particularly, the derivatives of L with respect to αl and βk
can be computed using following formulas, respectively,
∂L
∂αl
=
1
2
L(αl,β), (15)
∂L
∂βk
=
1
2
L(α,βk), (16)
where notations αl and βk denote parameters αl =
(α1, ..., αl + pi, ..., α`1) and βk = (β1, ..., βk − pi, ..., βm).
Proof Notice that the partial derivatives of loss function are
given by Eqs. (15) (16), and hence the gradient is computed
by shifting the parameters of circuits that are used to evaluate
the loss function. Since the loss function can be estimated on
near term quantum devices, claimed in Proposition 2, thus, the
gradient can be calculated on near-term quantum devices.
The derivations of Eqs. (15) (16) use the fact that
∂θ(Rez(θ)) = Re(∂θz(θ)), where z(θ) is a parameterized
complex number, and more details of derivation are deferred
to Appendix A. 
B. Barren plateaus
It has been shown that when employing hardware-efficient
ansatzes (applying 2-qubit gates only to adjacent qubits) [40],
the global cost functions like the expectation value 〈Oˆ〉 =
Tr[OˆU(θ)ρU(θ)†] of an observable Oˆ are untrainable for
large problem sizes since they exhibit exponentially vanish-
ing gradients which makes the optimization landscape flat
(i.e., barren plateaus [41]). Such barren plateaus happens even
when the ansatz is short depth [42] and the work [43] showed
that the barren plateau phenomenon could also arise in the ar-
chitecture of dissipative quantum neural networks [44–46].
Such barren plateau issues can be avoided by either imple-
menting identity-block initialization strategy or employing the
technique of local cost [42], where the local cost function is
defined such that one firstly construct a local observable OˆL,
5FIG. 4. Distance measure between the reconstructed matrix Mre
and the original matrix M via VQSVD with different circuit depth
D = {10, 20} and compare with the classical SVD method. Specif-
ically, we plot the learning process (subspace) of selected singu-
lar values {m2,m3,m4} when using the layered hardware-efficient
ansatz illustrated in Fig. 3 with circuit depth D = 20.
calculating the expectation value with respect to each individ-
ual qubit rather than comparing them in a global sense, and
finally adding up all the local contributions. The latter strat-
egy has been verified to extend the trainable circuit depth up
to D ∈ O(poly(log(N))) where N denotes qubit number.
Moreover, one may also employ gradient-free optimization
methods [47] such as genetic algorithms and Nelder–Mead
method [48] to address the barren plateau challenges.
IV. NUMERICAL EXPERIMENTS AND APPLICATIONS
Here we numerically simulate the VQSVD algorithm with
randomly generated 8 × 8 non-Hermitian matrices as a proof
of principle. Then, to demonstrate the possibility of scaling
VQSVD to larger and more exciting applications, we simu-
late VQSVD to compress some standard gray-scale 64 × 64
images. Fig. 3 shows the variational ansatz used. We choose
the input states to be {|ψj〉} = {|0000〉, |0001〉, · · · , |1111〉}
and the circuit depth D is set to be D = 20. The parame-
ters {α, β} are initialized randomly from an uniform distribu-
tion [0, 2pi]. All simulations and optimization loop are imple-
mented via Paddle Quantum [49] on the PaddlePaddle Deep
Learning Platform [50, 51].
A. Three-Qubit example
The VQSVD algorithm described in Section II A can find
T largest singular values of matrix Mn×n at once. Here,
we choose the weight to be positive integers (q1, · · · , qT ) =
(T, T −1, · · · , 1). Fig. 4 shows the learning process. One can
see that this approach successfully find the desired singular
values and one can reconstruct the given matrix M with in-
ferred singular values and vectorsM (T )re =
∑T
j=1mj |uˆj〉〈vˆj |.
The distance between Mre and the original matrix M is taken
to be the matrix 2-norm ||An×n||2 =
√∑n
i,j=1 |aij |2 where
aij are the matrix elements. As illustrated in Fig. 4, the dis-
tance decreases as more and more singular values being used.
B. Image compression
Next, we apply the VQSVD algorithm to compress a
64× 64 pixel handwritten digit image taken from the MNIST
dataset with only 7.81% (choose rank to be T = 5) of its
original information. By comparing with the classical SVD
method, one can see that the digit #7 is successfully recon-
structed with some background noise. Notice the circuit struc-
ture demonstrated in Fig. 3 is ordinary and it is a not well-
studied topic for circuit architecture. Although we don’t know
how to load such images into quantum data at this stage, this
simulation shows the scaling potential for the VQSVD algo-
rithm. Future studies are needed to efficiently load classical
information into NISQ devices.
FIG. 5. Performance of simulated 6-qubit VQSVD for image com-
pression. (a) shows the original handwritten digit #7 and it is com-
pressed via classical SVD up to the largest 5 singular values in (b).
The performance of VQSVD is presented in (c) and (d) with the same
rank T = 5 but different circuit depth D = {20, 40}.
V. SOLUTION QUALITY ESTIMATION
After obtaining the results (singular values and vectors)
from Algorithm 1, it is natural and desirable to have a method
6to benchmark or verify the results. In this section, we fur-
ther introduce a procedure for the verification of the results.
Particularly, we propose a variational quantum algorithm for
estimating the Frobenius norm, i.e., ‖M‖F , of a matrix M ∈
Cp×q as a subroutine. In the following, we first define the
error of the inferred singular values and singular vectors, and
then show its estimation via the variational quantum algorithm
for Frobenius norm estimation (VQFNE).
Let {mj}Tj=1 denote the inferred singular values of the
matrix M that are arranged in descending order, and let
{|uˆj〉}Tj=1
({|vˆj〉}Tj=1) denote the associated inferred left
(right) singular vectors. The error of inferred singular values
is defined as follows,
d =
T∑
j=1
(dj −mj)2, (17)
where djs are the exact singular values of matrix M and also
arranged in descending order. And the error v of inferred
singular vectors is defined below,
v =
T∑
j=1
‖ H|eˆ+j 〉 −mj |eˆ+j 〉 ‖2 +
T∑
j=1
‖ H|eˆ−j 〉+mj |eˆ−j 〉 ‖2,
(18)
whereH is a Hermitian of the formH = |0〉〈1|⊗M+|1〉〈0|⊗
M†, and |eˆ±j 〉 = (|0〉|uˆj〉 ± |1〉|vˆj〉)/
√
2. It is worth pointing
out that when inferred vectors |eˆ±j 〉 approximate the eigenvec-
tors |e±j 〉 of H , i.e., v → 0, inferred singular vectors |uˆj〉 and
|vˆj〉 approximate the singular vectors |uj〉 and |vj〉 respec-
tively, and vice versa.
Now we are ready to introduce the procedure for verify-
ing the quality of the solution. To quantify the errors of the
solution, we exploit the fact that errors d and v are upper
bounded, to be more specific
d ≤
T∑
j=1
d2j −
T∑
j=1
m2j , (19)
v ≤ 2(
T∑
j=1
d2j −
T∑
j=1
m2j ), (20)
We defer the proofs for Eqs. (19), (20) to Lemma 4 in Ap-
pendix B.
Thus, we only need to evaluate the sum
∑T
j=1 d
2
j , which is
the Frobenius norm of matrixM , and the sum
∑T
j=1m
2
j inde-
pendently. The sum
∑T
j=1m
2
j can be computed from the out-
puts of VQSVD directly. The estimation of the sum
∑T
j=1 d
2
j
could be done via the variational quantum algorithm for esti-
mating the Frobenius norm in Appendix B.
VI. APPLICATIONS FOR LINEAR SYSTEMS
In this section, we discuss the applications of our algorithm
(VQSVD) to Quantum Linear System Problems (QLSP), in-
cluding least squares estimation and linear systems of equa-
tions, and Quantum Recommender Systems (QRS). In par-
ticular, we present a hybrid quantum-classical linear system
solver (cf. Algorithm 2) which uses VQSVD as a subroutine
and has applications to QLSP and QRS.
a. Quantum linear system problems Using the definition
of matrix pseudoinverse, we could apply VQSVD to solve lin-
ear system of equations, which could be done via quantum al-
gorithms like HHL [6] or variational quantum algorithms in
[52–54]. In the following, we will first recall problem of least
squares estimation, and then present the algorithm of varia-
tional quantum linear system solver (VQLSS).
The goal of least squares estimation is to find a state |x〉 ∈
RN such that |x〉 = arg min ‖ A|x〉‖A|x〉‖2 − |b〉 ‖2 for a
given matrix A ∈ RM×N and vector |b〉 ∈ RM . The so-
lution to the problem of least squares estimation is of the form
|x〉 = A+|b〉‖A+|b〉‖ , where A+ is the Moore-Penrose inverse (or
pseudoinverse of matrix A). Specifically, suppose that the
singular value decomposition of A is A =
∑r
j=1 σj |uj〉〈vj |,
where r is the rank, σjs and |uj〉 (|vj〉) are singular values and
left (right) singular vectors of A, respectively. The Moore-
Pensore inverse of A is defined as A+ =
∑r
j=1
1
σj
|vj〉〈uj |.
Then the solution |x〉 can be expressed in the following form,
|x〉 = 1
C
r∑
j=1
γj
σj
|vj〉, (21)
where γjs are the coefficients of vector |b〉 in the ba-
sis {|uj〉} and C is the normalization factor, i.e., C =√∑r
j=1 (γj/σj)
2.
Instead of directly preparing this state in Eq. (21), we de-
fine an access to state |x〉, and we show that we can employ
this access to solve QLSP. Specifically, the procedure of ac-
cessing |x〉 proceeds by first sampling a number j according
to a probability distribution which is Pr(j) ≡ γj/σj∑r
l=1 γl/σl
, and
then applying the parameterized circuit V in Algorithm 1 with
parameters β and input state |ψj〉 to prepare state |vj〉. This
procedure is implementable on near-term quantum computers,
since we store singular values σjs, coefficients γj in classical
form, and the unitary operations are performed by parameter-
ized circuits U(α) and V (β), which are taken from VQSVD.
Usually, one is interested in a quantity of the form 〈x|E|x〉
rather than |x〉 itself, where E is a linear operator and can be
implemented on quantum computers. Suppose E is a unitary
operator, then the expectation quantity 〈x|E|x〉 can be esti-
mated via the Hadamard test, if one has access to the state
|x〉. While the way we access state |x〉 can also efficiently be
used to estimate the value 〈x|E|x〉, since
〈x|E|x〉 ∝
∑
jj′
Pr(j)× Pr(j′)× 〈vj |E|vj′〉. (22)
Thus, to estimate 〈x|E|x〉, we only need to determine the
probabilities in Eq. (22), and proportional factor, as well as
value 〈vj |E|vj′〉. Generally, the value 〈vj |E|vj′〉 in Eq. (22)
can be estimated via the Hadamard test, and the proportional
7factor is easily determined. As for the probabilities, recalling
their definitions above, the coefficients γj and singular val-
ues σjs are unknown. Fortunately, we can obtain estimates
of singular values by employing the VQSVD. And we present
Algorithm 2 to determine coefficients γj .
Algorithm 2 Variational Quantum Linear System Solver
(VQLSS)
1: Input: matrixA ∈ RN×N , desired rank T , parametrized circuits
U(α) and V (β) with initial parameters of α, β, and tolerance
ε, and a circuit Ub to prepare state |b〉 ∈ RN ;
2: Run VQSVD in Algorithm 1 withA, T , U(α), V (β), , and re-
turn the optimal parametersα∗, β∗, and output {σj} as singular
values;
3: for j = 1, · · · , T do
4: Apply V (β) to state |ψj〉 and obtain |vj〉 = V (β)|ψj〉;
5: Apply Ub to state |0〉 and obtain |b〉 = Ub|0〉;
6: Compute γj = 〈vj |b〉 via Hadamard test;
7: end for
8: Output {γj} as coefficients in Eq. (21).
Solving the linear system of equations is a particular case
of the problem of least squares estimation. The reason is that
when the matrix A ∈ RN×N is invertible, the matrix pseu-
doinverse reduces to the matrix inverse. We hence employ
Algorithm 2 to solve the linear system of equations by choos-
ing rank T as N .
b. Quantum recommender systems Here we talk about
the application of VQSVD in quantum recommender sys-
tems. The goal of the recommender system is to provide good
products for user-l. Specifically, given a preference matrix
A ∈ RM×N , the quantum recommender system first finds a
matrixAk with small rank k such that ‖A−Ak‖F ≤ δ‖A‖F
with small approximation parameter δ, and then outputs a
product j ∈ [N ] for the l-th user by measuring the l-th row
of matrix Ak in computational basis.
Here we use the same idea as that of the quantum algorithm
in Ref. [18] which prepares the l-th row vector of matrix Ak
by projecting l-th row vector |b〉 of matrix A onto the row
space of matrix A, i.e., construct a new state proportional to
(A+A)σ|b〉, where (A+A)σ is an operator that projects onto
the space of right singular vectors of A whose correspond-
ing singular values are larger than σ, and the threshold σ is
determined by k and δ, (more information can be found in
Ref. [18]). To be more specific, let |bˆ〉 denote the state after
projection, and then |bˆ〉 has the form below,
|bˆ〉 = 1
G
∑
j: σj≥σ
ξj |vj〉, (23)
where ξjs are the coefficients of |b〉 in the basis of {|vj〉}, an
G is the normalization factor, and G =
√∑
j: σj≥σ(ξj)
2.
Our goal is to construct a probability distribution which
samples a number j with the same probability as measuring
state |bˆ〉 in computational basis. Hence, we only need to de-
termine the probability for each outcome of measurement j.
The probability of acquiring outcome j is
Pr(j) ≡ | 〈j| bˆ〉|2 = 1
G2
∑
l1l2
ξl1ξ
∗
l2 〈j| vl1〉 〈vl2 | j〉. (24)
Thus, determining the probabilities is equivalent to determin-
ing coefficients ξl and inner products 〈j| vl〉 for all l as well
as normalization factor G, which is a direct result of obtain-
ing ξls. It is easy to see that these values can be computed by
employing VQLSS.
c. Other applications For Hermitian matrices, the
VQSVD algorithm can be applied as an eigensolver since sin-
gular value decomposition reduces to spectral decomposition
in this case. Recently, some work has been proposed to extract
eigenvalues and reconstruct eigenvectors of Hermitian matri-
ces [55], density operators [56]. Our VQSVD algorithm may
also be applied to Schmidt decomposition of bipartite quan-
tum states since SVD is the core subroutine. We also note that
a recent work Bravo-Prieto et al. [52] introduces a quantum
singular value decomposer in the sense that it could output
Schmidt coefficients and associated orthonormal vectors of a
bipartite pure state.
VII. DISCUSSION AND OUTLOOK
To summarize, we have presented variational algorithms for
quantum singular value decomposition with NISQ devices.
We in particular have designed a loss function that could be
used to train the quantum neural networks to learn the left and
right singular vectors and output the target singular values.
Further improvements on the performance of our VQSVD al-
gorithm may be done for sparse matrices together with more
sophisticated ansatzes. We have numerically verified our al-
gorithm for singular value decomposition of random matrices
and image compression and proposed extensive applications
in solving linear systems of equations. We also expect that
the results in our work may shed light on quantum machine
learning and quantum optimization in the NISQ era.
One future direction is to develop near-term quantum algo-
rithms for non-negative matrix factorization [3] which have
various applications and broad interests in machine learning.
See [57] as an example of the quantum solution. Another in-
teresting direction is to develop near-term quantum algorithms
for higher-order singular value decomposition [58].
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Appendix A: Proof details for Proposition 3
In this section, we show a full derivation on the gradients of
the loss function in our VQSVD algorithm.
L(α,β) =
T∑
j=1
qj × Re〈ψj |U†(α)MV (β)|ψj〉 (A1)
The real part can be estimated via Hadamard test. Equiva-
lently saying that,
Re〈ψj |Oˆ|ψj〉 = 1
2
[
〈ψj |Oˆ|ψj〉+ 〈ψj |Oˆ†|ψj〉
]
(A2)
Consider the parametrized quantum circuit U(α) =
Π1i=nUi(αi) and V (β) = Π
1
j=mVj(βj). For convenience,
denote Ui:j = Ui · · ·Uj . We can write the cost function as:
L(α,β) =
1
2
T∑
j=1
qj ×
[
〈ψj |U†1:n(α1:n)MVm:1(βm:1)|ψj〉
+ 〈ψj |V †1:m(β1:m)M†Un:1(αn:1)|ψj〉
]
(A3)
Absorb most gates into state |ψj〉 and matrix M ,
L(α,β) =
1
2
T∑
j=1
qj ×
[
〈φj |U†` (α`)GVk(βk)|ϕj〉
+ 〈ϕj |V †k (βk)G†U`(α`)|φj〉
]
(A4)
where |ϕj〉 = Vk−1:1|ψj〉, |φj〉 = U`−1:1|ψj〉 and G ≡
U†`+1:nMVm:k+1. We assume U` = e
−iα`H`/2 is generated
by a Pauli product H` and same for Vk = e−iβkQk/2. The
derivative with respect to a certain angle is
∂U1:n
∂α`
= − i
2
U1:`−1(H`U`)U`+1:n (A5)
∂V1:m
∂βk
= − i
2
V1:k−1(QkVk)Vk+1:m (A6)
Thus the gradient is calculated to be
∂L(α,β)
∂α`
=
1
2
T∑
j=1
qj ×
[
i
2
〈φj |H†`U†` (α`)GVk(βk)|ϕj〉
10
− i
2
〈ϕj |V †k (βk)G†H`U`(α`)|φj〉
]
(A7)
With the following property, we can absorb the Pauli product
H` by an rotation on α` → α` + pi
U`(±pi) = e∓ipiH`/2
= cos(
pi
2
)I ∓ i sin(pi
2
)H`
= ∓iH` (A8)
Plug it back and we get,
∂L(α,β)
∂α`
=
1
4
T∑
j=1
qj ×
[
〈φj |U†` (α` + pi)GVk(βk)|ϕj〉
+ 〈ϕj |V †k (βk)G†U`(α` + pi)|φj〉
]
(A9)
This can be further simplified as
∂L(α,β)
∂α`
=
1
2
T∑
j=1
qj × Re〈ψj |U†(α` + pi)MV (β)|ψj〉
=
1
2
L(α` + pi,β) (A10)
Similarly, for βk we have
∂L(α,β)
∂βk
=
1
2
T∑
j=1
qj ×
[
i
2
〈φj |U†` (α`)GQkVk(βk)|ϕj〉
− i
2
〈ϕj |Q†kV †k (βk)G†U`(α`)|φj〉
]
(A11)
This can be further simplified as
∂L(α,β)
∂βk
=
1
2
T∑
j=1
qj × Re〈ψj |U†(α)MV (βk − pi)|ψj〉
=
1
2
L(α, βk − pi). (A12)
One can see from the above derivation that calculating the an-
alytical gradient of VQSVD algorithm simply means rotating
a specific gate parameter (angle α` or βk) by ±pi which can
be easily implemented on near-term quantum devices.
Appendix B: Supplemental results for verification of the
solution quality
In this section, we provide the necessary proofs in Sec. V
and detailed discussions on variational quantum Frobenius
norm estimation algorithm.
1. Definitions
Recall that the error of inferred singular values is defined as
follows,
d =
T∑
j=1
(dj −mj)2, (B1)
where dj are the exact singular values of matrix M and also
arranged in descending order. And the error v of inferred
singular vectors is defined below,
v =
T∑
j=1
‖ H|eˆ+j 〉 −mj |eˆ+j 〉 ‖2 +
T∑
j=1
‖ H|eˆ−j 〉+mj |eˆ−j 〉 ‖2,
(B2)
where H is a Hermitian of the form H = |0〉〈1| ⊗ M +
|1〉〈0| ⊗ M†, and |eˆ±j 〉 = (|0〉|uˆj〉 ± |1〉|vˆj〉)/
√
2. The
quantity ‖H|eˆ±j 〉 ∓ mj |eˆ±j 〉‖2 quantifies the component of
H|eˆ±j 〉 that is perpendicular to |eˆ±j 〉, which follows from
(I − |eˆ±j 〉〈eˆ±j |)H|eˆ±j 〉.
It is worth pointing out that when inferred vectors |eˆ±j 〉 ap-
proximate the eigenvectors |e±j 〉, where |e±j 〉 = (|0〉|uj〉 ±
|1〉|vj〉)/
√
2, of H , i.e., v → 0, inferred singular vectors
|uˆj〉 and |vˆj〉 approximate the singular vectors |uj〉 and |vj〉
respectively, and vice versa. On the other hand, the error
v which is used to quantify the extent that vectors |eˆ±j 〉 ap-
proximate eigenvector |e±j 〉 can quantify the extent that in-
ferred vectors {uj} and {vj} approximate the singular vec-
tors. Specifically, these distances have an equal relation,
which is depicted in the following equation.
D({|uj〉, |vj〉}, {|uˆj〉, |vˆj〉}) = D({|e+j 〉, |e−j 〉}, {|eˆ+j 〉, |eˆ−j 〉}),
(B3)
where D denotes the distance between vectors.
Here, we give the explicit forms of the distances . (B3). The
distances between {|uj〉, |vj〉} and {|uˆj〉, |vˆj〉} are defined in
the following form,
D({|uj〉, |vj〉}, {|uˆj〉, |vˆj〉}) (B4)
≡ ‖ |uj〉 − |uˆj〉 ‖2 + ‖ |vj〉 − |vˆj〉 ‖2 . (B5)
And the distances between |e±j 〉 and |eˆ±j 〉 are defined below,
D({|e+j 〉, |e−j 〉}, {|eˆ+j 〉, |eˆ−j 〉}) (B6)
≡ ‖ |e+j 〉 − |eˆ+j 〉 ‖2 + ‖ |e−j 〉 − |eˆ−j 〉 ‖2 . (B7)
Notice that both of the Right-Hand-Sides of Eqs. (B5), (B7)
are equivalent to 4 − 2(Re 〈uj | uˆj〉 + Re 〈vj | vˆj〉), and then
the relation in Eq. (B3) follows.
2. Error analysis
To quantify the quality of out solution, we show that these
error d and v are upper bounded and give the explicit form
of upper bounds. We present the derivation for upper bounds
on errors in the following lemma.
Lemma 4 Given a matrix M ∈ Cn×n, let d and v denote
the errors of the inferred singular values and singular vectors
11
in Eqs. (B1), (B2), respectively, then both of them are upper
bounded. To be more specific,
d ≤
T∑
j=1
d2j −
2∑
j=1
m2j ,
v ≤ 2(
T∑
j=1
d2j −
T∑
j=1
m2j ),
where djs are singular values of matrix M , and mjs are in-
ferred singular values from Algorithm 1.
Proof Recall the definitions of d and d in Eqs. (B1), (B2),
and notice that
d =
T∑
j=1
d2j − 2
T∑
j=1
djmj +
T∑
j=1
m2j . (B8)
Since the dot product with decreasingly ordered coefficients
is Schur-convex and {dj} majorize {mj}, i.e.,
∑`
j=1 dj ≥∑`
j=1mj for all ` = 1, ..., T , then
∑T
j=1 djmj ≥
∑T
j=1m
2
j ,
which results an upper bound on error d.
Note that the error v can be rewritten as
v =
T∑
j=1
(〈eˆ+j |H2|eˆ+j 〉+ 〈eˆ−j |H2|eˆ−j 〉 − 2
T∑
j=1
m2j , (B9)
and eigenvectors {|eˆ±j 〉} can be expanded into a basis of the
space, then we have
T∑
j=1
(〈eˆ+j |H2|eˆ+j 〉+ 〈eˆ−j |H2|eˆ−j 〉 (B10)
≤Tr(H2) = 2
T∑
j=1
d2j . (B11)

3. VQFNE
The goal of this section is to provide a Frobenius norm es-
timation algorithm, which is used in Sec. V to analyze the
accuracy of outputs of VQSVD. In the following, we mainly
show the correctness analysis of Algorithm 3. The detailed
discussions on loss evaluation and gradients estimation are
omitted, since we can employ the same methods introduced
in Ref. [59] to loss evaluation and gradients derivation. The
differences of our method from that in Ref. [59] occur in input
states. Specifically, we input computational states |ψj〉 for all
j into the circuit, while they input state |0〉. For more infor-
mation on loss evaluation and gradients derivation, we refer
the interested readers to Ref. [59].
Algorithm 3 Variational quantum Frobenius norm estimation
(VQFNE)
1: Input: {ck, Ak}Kk=1, desired rank T , parametrized circuitsU(α)
and V (β) with initial parameters of α, β, and tolerance ε;
2: Choose computational basis |ψ1〉, · · · , |ψT 〉;
3: for j = 1, · · · , T do
4: Apply U(α) to state |ψj〉 and obtain |uj〉 = U(α)|ψj〉;
5: Apply V (β) to state |ψj〉 and obtain |vj〉 = V (β)|ψj〉 ;
6: Compute oj = |〈uj |M |vj〉|2 via Hadamard test;
7: end for
8: Compute the loss function F (α,β) =
∑T
j=1 oj ;
9: Perform optimization to maximize F (α,β), update parameters
of α and β;
10: Repeat 4-10 until the loss function F (α,β) converges with tol-
erance ε;
11: Output F (α,β) as Frobenius norm.
a. Correctness analysis The validity of Algorithm 3 fol-
lows from a fact that, for arbitrary matrix, its squared singu-
lar values majorize the squared norms of diagonal elements.
Specifically, the sum of the largest T squared singular values
is larger than the sum of squared norms of the largest T di-
agonal elements. We summarize this fact in the lemma below
and further provide a proof.
Lemma 5 For arbitrary matrixM ∈ CN×N , let singular val-
ues of M be σ1, σ2,...,σN , which are arranged in descending
order. Then for any k ∈ [N ], we have the following inequality,
k∑
j=1
σ2j ≥
k∑
j=1
|D↓j |2, (B12)
where D is the diagonal vector of M , i.e., D = diag(M), the
notation ↓ means that the elements are arranged in descend-
ing order. The equality in Eq. (B12) holds if and only if M is
diagonal.
Proof The core of the proof is to build relationships between
singular values and diagonal elements, to be specific,
k∑
j=1
σ2j ≥
k∑
j=1
~M↓j , (B13)
k∑
j=1
~M↓j ≥
k∑
j=1
|D↓j |2, (B14)
where ~M is the diagonal vector of MM†.
Next, we prove inequalities in Eqs. (B13) (B14). First, re-
call that eigenvalues of a Hermitian matrix majorize its diag-
onal elements, then, for any k ∈ [N ], we have
k∑
j=1
σ2j ≥
k∑
j=1
~M↓j , (B15)
since σ2j s are the eigenvalues of MM
†.
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Second, note that that diagonal elements ofMM†, i.e., ~Mj ,
can be expressed in the following form,
~Mj =
N∑
l=1
|Mjl|2. (B16)
Then, from Eq. (B16), we can easily derive an inequality be-
low
k∑
j=1
~M↓j ≥
∑
l∈S
~Ml ≥
k∑
j
|D↓j |2, (B17)
where the first inequality is due to the rearrangement inequal-
ity and S is the index set that includes all the indices of ele-
ments appearing in
∑k
j=1 |D↓j |2.
Note that the equality in Eq. (B14) holds only when ~M↓j =
Dj which implies that matrix M is diagonal. And if the ma-
trix M diagonal, then the equality in Eq. (B13) also follows.
Overall, the equality in Eq. (B12) holds for diagonal matrices.

b. Loss evaluation We consider the evaluation of oj in
VQFNE, which can be rewritten as
oj = 〈vj |M†|uj〉〈uj |M |vj〉 (B18)
=
∑
k1,k2
ck1ck2〈uj |Ak1 |vj〉〈vj |A†k2 |uj〉. (B19)
In principle, these inner products in Eq. (B19) can be ef-
ficiently estimated via Hadamard test and a little classical
post-processing. Actually, there are other methods named
Hadamard-overlap test for estimating oj . Hadamard-overlap
test was introduced in Ref. [59] to compute a quantity of
the form 〈0|U†AlV|0〉〈0|V†A†l′U|0〉, while in VQFNE, we
substitute state |0〉 with state |ψj〉, which makes no dif-
ference in loss evaluation and gradients derivation. Partic-
ularly, instead of estimating each product 〈uj |Ak1 |vj〉 and
〈vj |A†k2 |uj〉, the values 〈uj |Ak1 |vj〉〈vj |A
†
k2
|uj〉 can be esti-
mated via Hadamard-overlap test at the espense of doubling
the number of qubits.
c. Gradients The gradient of the loss function F (α,β)
is given below,
∇F (α,β) = ( ∂F
∂α1
, ...,
∂F
∂αh1
,
∂F
∂β1
, ...,
∂F
∂βh2
), (B20)
where
∂F
∂αl
=
∑
j
∂oj
∂αl
=
∑
j
∑
k1k2
ck1ck2
∂Rj,k1,k2
∂αl
(B21)
∂F
∂βt
=
∑
j
∂oj
∂βt
=
∑
j
∑
k1k2
ck1ck2
∂Rj,k1,k2
∂βt
. (B22)
where Rj,k1,k2 = 〈uj |Ak1 |vj〉〈vj |A†k2 |uj〉.
More details on deriving gradients in Eqs. (B21), (B22) can
be found in Ref. [59].
