The paper presents closed form expressions and an algorithm for obtaining the Fisher information matrix of Gaussian single input single output (SISO) time series models. It enables the computation of the asymptotic covariance matrix of maximum likelihood estimators of the parameters. The procedure makes use of the autocovariance function of one or more autoregressive processes. Under certain conditions, the SISO model can be a special case of a vector autoregressive moving average (ARMA) model, for which there is a method to evaluate the Fisher information matrix. That method is compared with the procedure described in the paper.
I. INTRODUCTION
The Gaussian single input single output (SISO) model is a useful structure in various fields where time series data are analyzed [1, 2] . It is of interest in economic and engineering applications. The SISO model may not appear in its full generality but through special cases such as (a) the autoregressive moving average (ARMA) model [3, 4] , (b) the ARMA model with measurement error [5] , (c) the ARMAX model [5] , (d) the regression model with autocorrelated errors [6, 7] , (e) the transfer function model [3] , and (f) the polynomial distributed lag model [8] .
Various methods exist for estimating the parameters of these models in the engineering, econometric and statistical literature [9] . These methods used nowadays lead generally to consistent and asymptotically efficient (in the sense of minimum variance) estimators. They vary substantially in terms of computational complexity. Some methods are based on sample serial correlations [10, 11, 12] or recursive procedures [1, 2] which require only one pass over the data. They are used mainly in signal processing where time series are long enough. Other methods used for shorter economic time series [3, 13, 14] consist in numerically maximizing the likelihood function or some approximation of it.
Whatever the estimation method, a good appraisal of each estimate is only possible if the variance of the estimator can itself be estimated. This is not always feasible. The Fisher information matrix is an important tool for evaluating the accuracy of the parameter estimation technique. The inverse of the Fisher information matrix yields the Cramér-Rao bound which provides asymptotically a lower bound for the covariance matrix of unbiased estimators, and even the covariance matrix itself for efficient estimation methods.
The Fisher information matrix has been computed for some of the models mentioned above like (a) [15, 16] , (b) [17, 18] , (c) [20, 21] , and also for vector ARMA models [19] . However it is as useful to consider the Fisher information matrix for other types of models, e.g. (d-f) above. The estimation method based on the iterative maximization of the likelihood function very often provides the user with a very good estimate of the Hessian matrix which can be used to obtain the requested covariance matrix [3] . The faster methods used in signal processing and automatic control either give least accurate estimates of the covariance matrix or do not compute it at all.
In planning an experimental design, it is important to be able to evaluate the covariance matrix of parameter estimates. Very often, the form of the model is postulated and tentative parameter values are known. Through the methods of this paper it will be possible to compute the covariance matrix of the parameters, for large data sets. Consequently, the smallest length which ensures a given accuracy can be determined, without even having to run the experiment. A similar situation occurs when a preliminary experiment using short series provides the researcher with an hypothetical model and approximate parameter values, which allow him, in the same way as before, to select the length of the full scale experiment [22] .
In this paper we describe two approaches for the evaluation of the asymptotic information matrix of a Gaussian SISO model. In the first approach (Section III), closed form expressions are obtained as circular integrals of rational functions in the complex plane. The second approach (Section IV) is a computational algorithm which is very efficient. It is based on an algorithm for calculating the autocovariance function of a scalar ARMA process. All the models considered above can be seen as special cases of a vector mixed ARMA model. In the latter case a method is given by Newton [19] for evaluating closed form matrix expressions for the Fisher information matrix. Although the parametrization is usually not the same, it seems interesting to compare, from a computational point of view, that procedure with ours (Section V). Notations are detailed in Section II. , and E denotes the expectation. More precisely, let e r (t) be the sub-vector of
II. NOTATIONS
σ
)u (t) = H(q associated to r . The next section is devoted to the computation of the corresponding blocks of M. In the sequel of the paper abbreviated notations will sometimes be used with unit delay operator q -1 and time t being omitted. We can write having replaced y(t) and u(t) in function of w 1 (t) = e(t) and w 2 
III. FISHER'S INFORMATION MATRIX

(t) = v(t).
Let rm (q -1 ) be the (r, m)-th block of the p 2 matrix in (6), (q -1 ) say, r = 1, 2, ..., 6, m = 1, 2. Let m (q -1 ) be the m-th column of that matrix. Hence (3) can be written where
, λ
can be evaluated by where is the positively oriented unit circle and the matrices (z -1 ) (z -1 ) are shown in Tables 1 (m = 1) and 2 (m = 2).
IV. AN ALGORITHM
We consider the block M rs of the partitioned matrix M which correspond to the pair ( r , s ). Let us define the 6 2 matrices (q -1 ) and (q -1 ) whose elements are polynomials in q -1 :
The element (k, l) of is where is Kronecker's delta. This is the covariance between two ARMA processes {x rkm (t)} and {x slm (t)} defined by and built on the same white noise process {w m (t)}. Let a jm and b jm be the degrees of jm (z) and jm (z),
respectively.
An algorithm can be derived from the algorithm of Wilson [23] algorithm which is not significantly faster, see Mélard [28] . Let rsm (q -1 ) be the least common multiple of
M rs
α β β rm (q -1 ) and sm (q -1 ). Denote its degree by b rsm , and define the polynomial of degree rsm = a rsm
Let {z rsm (t)} be the AR(b rsm ) process defined by the equation and R n , its autocovariance at lag n. Then the second factor of (7) The procedure has been implemented in a computer program which is general in the sense that the numerator and denominator of the 2 6 matrix in (6) are described as character strings using the names of the polynomials (e.g. the letters A, B, etc) and the symbols +, -, 1 and 0.
V. COMPARISON WITH NEWTON'S METHOD
The algorithm of Section IV is now compared with the formula for computing the information matrix of the parameters of a n-dimensional vector autoregressive moving average process of order (a,c) developed by Newton [19] . If A(q -1 ) and C(q -1 ) are the n n matrix polynomials with the coefficients of q -k being respectively A k (r,s) and C k (r,s), the model is defined by the equation
where Y(t) is a n 1 vector, {w(t)} is a n-dimensional white noise process with zero mean vector and the covariance matrix , and A(0) = C(0) = I, the unit matrix. We need the spectral density function of (12) given by where X * is the complex conjugate transpose of matrix X. Let be the vector of all the parameters. The elements of the Fisher information matrix are given by (see Whittle [28] )
It will be easier to partition the vector into vectors and , storing the parameters contained in the matrix polynomials A(q -1 ) and C(q -1 ), respectively. The Fisher information matrix can then be partitioned as a 2 2 block matrix with blocks M 11 , M 22 and M 12 . Newton [19] has derived explicit expressions for the three different blocks of the Fisher information matrix:
where Q = C C * . It should be remarked that Equation (2.13) in [19] should have a minus sign, such as in (15) above.
Example
Let us consider the following tranfer function model :
which is a special case of (1) with ).
Let us consider the element of M corresponding with (a 11 , a 11 ) . Substitution of the polynomials (18) in the elements (1,1) of (8), given Tables 1 and 2 , immediately leads to Alternatively, Newton's method starts from (13) , where
Hence
It is easy to see that this is equivalent to the above result.
Although the calculation has been straighforward in this example, this is not always the case because Newton's method requires multiplication and inversion of matrices which are function of the frequency for computing the elements of and those of Q -1 whereas our approach is more direct. Since Newton's method leads to the same kind of circular integrals as in the SISO case, the algorithm of Section IV can also be used for the numerical evaluation of his final analytic expressions (see [30] ).
VI. CONCLUSIONS
We have presented an algorithm for computing the Fisher information matrix of SISO models. That algorithm can easily be applied to several other types of time series models since many of these models are special cases of the SISO structure. The Cramér-Rao bound for unbiased estimates of the parameters is the inverse of the information matrix so that the asymptotic covariance matrix of the estimated parameters is available. In the same way as what Friedlander and Porat [18] have done for spectral analysis, it is easy to obtain bounds for estimates from cospectral analysis. Of course, further generalization of the algorithms to
. vector SISO and multiple input single output models can be done [30] . In that case, our procedure appears as a computational algorithm for the method proposed earlier by Newton. The exact Fisher information matrix can also be obtained using much more time-consuming algorithms [18, 31] TABLES Table 1   Table 2 λ 1 (z 
