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Abstract 
Shermer, T., Computing bushy and thin triangulations, Computational Geometry: Theory and 
Applications 1 (1991) 115-125. 
Given a triangulation of a simple polygon P, let t, be the number of leaves in the dual tree of 
the triangulation. Also, define t,,,(P) and t&P) as the maximum and minimum values of tz 
over all triangulations of P. We present an O(n) time, O(n) space algorithm for finding a 
triangulation with t, = t,,,(P), assuming that we are given any triangulation of P. We also 
show a triangulation with t, = t,,,(P) can be found in O(n’) time, using O(n’) space. 
1. Introduction and notation 
A triangulation of a simple polygon is a decomposition of that polygon into 
non-overlapping triangles without the addition of new vertices. A triangulation 
can also be viewed by a set of n - 2 noncrossing diagonals in a polygon. The dual 
tree of a triangulation is the tree which has one vertex per triangle of the 
triangulation, and has an edge between vertices which correspond to triangles 
which share a diagonal in the triangulation. Fig. 1 shows a polygon, a 
triangulation of that polygon, and its dual tree. 
Finding a triangulation is an important preprocessing step in many algorithms 
for polygons, including those for finding shortest paths, computing visibility 
properties, and sythesizing images. However, it is possible that a given polygon 
can be triangulated in several ways. In this paper, we study problems of finding 
triangulations that satisfy certain extremal properties. 
Given a triangulation of a simple polygon with IZ > 3 vertices, we let to be the 
number of triangles in the triangulation that have no edges in common with the 
polygon, tl be the number of triangles that share one edge with the polygon and t2 
be the number of triangles that share two edges with the polygon. One can also 
* Supported by the Office of the President, Simon Fraser University, and the Natural Sciences and 
Engineering Research Council of Canada, grant no. OGPO046218. 
09257721/91/$03.50 0 1991 -El sevier Science Publishers B.V. 
116 T. Shermer 
Fig. 1. A polygon triangulation and dual tree. 
view to, ti, and t2 as the number of vertices of degree 3,2, and 1, respectively, in 
the dual tree of the triangulation. We wish to find triangulations of a given 
polygon which maximize or minimize these quantities. 
to, ti, tz, and II are related by the following easily-derived equations: 
to = t2 - 2, ti = n - 2t,. 
Therefore, knowing IZ, computing any one of to, ti, and f2 is equivalent to 
computing all three. Also, for a given polygon, any triangulation with a maximum 
value of t2 (over all triangulations) is also a triangulation with a maximum value 
of to and a minimum value of ti. The same is true of minimum tZ, minimum to, 
and maximum ti. We therefore consider only the problems of finding triangula- 
tions of P with the maximum and minimum of tz, which we denote by t,,,(P) and 
t,i”(P). A triangulation with t2 = t,,,(P) is called bushy, and one with t2 = t,&P) 
is called thin. Fig. 2 shows a bushy and a thin triangulation of the polygon of Fig. 
1. 
Thin triangulations are of interest in pattern recognition and computational 
morphology, where one desires a minimal representation of the structure of a 
polygon. Thin triangulations are in one sense such a representation. Bushy 
triangulations are desirable for algorithms which must find paths in the dual tree 
of a triangulation. An example of this is the geodesic distance algorithm of [5], in 
which the time taken to compute the distance between two points is proportional 
to the distance of their containing triangles in the dual tree of the triangulation. 
The quantities t,,(P) and t,in(Z’) are also of interest because there is a 
triangulation algorithm that has a time complexity that depends on t,,,(P) [12], 
and there are classes of polygons for which t,,,(P) is a constant [13, lo], or 
t,i”(p) is a constant (e.g. convex, spiral). 
In the sequel we will always assume that we are given a polygon P = {v,, 
Ul, * * * 7 v,_l} with fr vertices, and that vi means uimodn. Two vertices of a 
Fig. 2. Bushy and thin triangulations. 
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polygon are called consecutizre if there is a polygon edge joining them. In 
contrast, we call two vertices adjacent if there is a triangulation edge joining 
them. 
We let [xy] denote the closed line segment between points x and y, and dxyz 
denote the triangle that is the convex hull of x, y, and z. 
A convex vertex of a polygon is a vertex whose internal angle is ~180”; 
nonconvex vertices are called reflex vertices. We define an ear of a polygon to be 
a (necessarily convex) vertex vi such that [v~__~v~+~] lies entirely within P. Finally, 
we define a leaf tip (or simply tip) of a triangulation T of a polygon to be a vertex 
vi such that the only vertices adjacent to vi in T are vi-_1 and vi+r. Note that any 
vertex that is a tip of some triangulation must be an ear of the polygon, and that 
the number of tips is equal to tZ. 
We assume that all triangulations are given (and maintained) in a data structure 
that allows constant-time access from any edge of a face to the next (or previous) 
edge around the boundary of that face. The winged-edge [l] and quad-edge [6] 
data structures have this property. 
2. Computing busby triangulations 
In this section we give an O(n) time algorithm for computing a bushy 
triangulation of a polygon P, given any triangulation T of P. We start with 
several lemmas needed in the proof of correctness of the algorithm. 
Lemma 2.1. Given a triangulation T of a polygon P, all of the ears of P can be 
found in linear time. 
This is [lo, Theorem 41. We repeat the proof here for completeness. 
Proof. For each convex vertex vi, we mark vi as an ear if no vertex that is 
adjacent to vi in T is in AVi_1ViVi+l* If some vertex v adjacent to vi were in this 
triangle, then vi would not be an ear: if it were, then v would be a boundary point 
contained inside Av~_~V~V~+~, which is contained in P, a contradiction. 
Furthermore, if no vertex adjacent to vi was in Av~_~v~v~+~, then no vertex of P 
can be in the triangle, as the triangle is contained in the triangles incident on vi in 
T (which contain no other vertices). Therefore vi is an ear. 
Over all vertices, this check takes time proportional to the number of diagonals 
of T, which is linear. 0 
Lemma 2.2. No triangulation can have two consecutive vertices that are tips. 
Proof. Suppose that such a triangulation T did exist, with consecutive vertices vi 
and Vi+1 that are tips. Since vi is a tip, the diagonal [t~_~v~+i] must be in T, 
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therefore, vi+l is connected to a vertex that is not 2ri or ‘u~+~. Hence, vi+, is not a 
tip, so T cannot exist. El 
Lemma 2.3. A bushy triangulation of a convex polygon P can be found in linear 
time. 
Proof. As P is convex, all of its vertices are ears. Choose a subset S of size [n/2] 
of the vertices such that no two vertices in S are consecutive. This can be 
accomplished by selecting any vertex and every second one in counterclockwise 
order until the set S has the proper number of elements. 
We construct a triangulation T of P as follows: For each vertex vi E S, we put 
the diagonal v~__~v~+~ in T. This leaves a central region P’ (with [n/21 vertices) 
untriangulated. We can triangulate P’ by choosing any vertex v in P’ and 
connecting all other vertices of P’ to v (putting these connecting edges in T-see 
Fig. 3). T’ is a bushy triangulation of P, as it has a maximum number of ears 
without violating Lemma 2.2; we are done. 
Both steps (tip selection and central triangulation) can be easily accomplished 
in linear time. 0 
Lemma 2.4. Let P be a polygon of n vertices with triangulation T, and let S be a 
subset of the convex vertices of P, such that no two elements of S are consecutive. 
Given P, T and S, a triangulation T’ of P can be produced in O(n) time, such that 
no two elements of S are adjacent in T’. 
Proof. First, make a list L of the edges of T that have both of their endpoints in 
S. Mark all of the elements of L as unprocessed. 
We initialize a stack K to be empty, and process each element E = [ViVj] of L 
as follows: First, if E is marked as processed, then we are done. Otherwise, let vk 
and vI be the two vertices of T that are adjacent to both Vi and Vj. There will be 
two such vertices, as E is an internal diagonal (vi and Vj are nonconsecutive by the 
definition of S). Furthermore, name uk and v[ so that vk is clockwise about vi 
from Vj, and vl is counterclockwise. If either uk or vI is not in S, then we can 
remove the diagonal E from T and L, replacing it with the diagonal E’ = [vkv,] 
(See Fig. 4). This is possible because the quadrilateral vivkvjv[ is convex (the 
angles at vk and vI are convex by virtue of being angles of triangles in T, and the 
Fig. 3. Bushy triangulation of a convex polygon. 
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Fig. 4. Replacing a diagonal. 
angles at vi and Vj are convex because Vi and l/j are convex vertices). This new 
diagonal E’ will not connect two vertices in S; it can be marked as processed. 
If both vk and vI are in S, then we let F be the edge [ViVl], push E onto K, and 
immediately process F. After F has been processed, we pop E from K and 
process it again; this time we are guaranteed that (the new) v[ is not in S, as F 
was replaced by an edge F’ which is not between two vertices of S, and F’ has vj 
as its other endpoint. Thus, the above processing will now replace E and E’ 
between vk and the new q. 
As each edge is processed at most twice (once before stacking, once after), and 
the processing of an edge is a constant-time operation (by our assumption of a 
topological data structure), the total time taken by this process is linear. Finally, 
we note that each edge between two vertices of S is processed, and such 
processing removes the edge and replaces it with an edge that is not between two 
vertices of S, thus the resulting triangulation satisfies the lemma. Cl 
Our algorithm for computing a bushy triangulation of a polygon P, given a 








Mark each vertex of P that is an ear. 
If all vertices of P are ears, then P is convex. We find a bushy triangulation 
of P, by the method in Lemma 2.3, and stop. 
Otherwise, P is not convex. Divide the ears into maximal chains. Each 
chain is a maximal set of consecutive vertices each of which is an ear. 
For each maximal chain C, do the following: let n, be the number of 
vertices in C. Choose a set of ]q/2] ears of C (every other ear starting 
with the first one is such a set), and mark these ears as tips. 
Restructure the triangulation T, giving a triangulation T’ such that no two 
vertices that are marked as tips are adjacent in T’. 
Compute the bushy triangulation T” from T’ as follows. For each vertex Vi 
that is marked as a tip, retriangulate the polygon c. formed by the triangles 
adjacent to vi in T’: remove all diagonals from vi, join vi-r to vi+l, and 
triangulate P,f = Pi\AVi_lViVi+l (See Fig. 5). This latter triangulation can be 
done in time linear in the size of PI, using the algorithm of [14], as PI is 
weakly visible from vi--1Vi+l. 
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Fig. 5. Retriangulating Pi. 
We now prove the correctness of BUSHY TRIANGULATION. 
Theorem 2.5. Given a polygon P and a triangulation T of P, a bushy triangulation 
of P can be computed in o(n) time. 
Proof. Steps (1) and (2) each take O(n) time, by Lemmas 2.1 and 2.3. 
Steps (3) and (4) are both easily accomplished in one traversal of the boundary 
of P, so these steps each take O(n) time. 
Step (5) can be performed in O(n) time, by Lemma 2.4. Step (6) also takes 
only linear time, as the sum of the computation times for the retriangulations is 
linear in the sum of the size of the e’s, which is linear in n, as the interiors of the 
e’s are disjoint (each edge is used in at most two e’s). 
So, each step, and thus the entire algorithm, takes O(n) time. 
Furthermore, Lemma 2.3 guarantees correctness if P is convex. We must 
therefore only prove that the algorithm is correct for nonconvex polygons. First, 
we note that the structure T” is a triangulation of P; it was constructed from the 
triangulation T’ of P by retriangulating some subpolygons. 
We now show that there is no triangulation U of P with more tips (greater tz) 
than T”. Suppose such a triangulation U existed. Since tips of the triangulation 
must be ears of the polygon, there must be some maximal chain C as computed in 
Step (3) that contains more tips of U than tips of T”. This implies, by the 
pigeonhole principle, that C contains two tips that are consecutive vertices. Thus, 
by Lemma 2.2, no such U exists. Therefore T” is a bushy triangulation, and can 
computed in O(n) time from P and T. 
Furthermore, O(n) time is optimal for this problem, as the output, a 
triangulation, has linear size. q 
We note that, as simple polygons can be triangulated in linear time [2], we can 
compute a bushy triangulation of a given polygon (without a given triangulation) 
in O(n) time. 
The method given here will also find bushy triangulations of triangulated 
polygons with polygonal holes in linear time. The only modification needed is in 
the proof of Lemma 2.4, where it must be shown that no edge can appear on the 
stack more than once. This is straightforward, as the edges on the stack are a set 
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of diagonals on a single vertex (vi) in counterclockwise order. For an edge to 
appear twice on the stack, the diagonals must have wrapped 360” around vi, 
implying that vi is a hole consisting of an isolated vertex, which contradicts the 
property that holes are polygonal. 
3. Computing thin and other extremal triangulations 
In this section we present an O(n”) time, O(n’) space dynamic programming 
algorithm for computing a thin triangulation of a simple polygon. Dynamic 
programming is a standard technique in solving this type of problem, and 
algorithms similar to the one given here can be found in [8] and [9]. 
If [vivj] is a diagonal of a polygon P, then we let fi,j denote the subpolygon 
( ui~vi+17 * . . , Vj-,,Vj), and call anything in ~,j right of [ViVj]. 
We will construct two tables T(i, d) and B(i, d). The entry T(i, d) is X if vi 
does not see v~+~, and otherwise is the minimum number of leaves that a 
triangulation of Pi,i+d can have. The entry B(i, d) is the index of the vertex of 
Pi,i+d connected to both 2ri and vi+d in one of the triangulations of Pi,i+d that 
achieves T(i, d). If T(i, d) is X, then B(i, d) is also set to X. 
The following is the algorithm, which takes as input a simple polygon P. 
THIN TRIANGULATION 
(1) If P is a triangle, then exit with t,i”(P) = 1, and the only possible (trivial) 
triangulation. This takes O(1) time. 
(2) If P is convex, then select any vertex and call it vO. Otherwise, select any 
reflex vertex and call it vo. In either case, let the remaining vertices be 
labeled consecutively as we traverse the boundary of P in a counterclock- 
wise fashion. This takes O(n) time. 
(3) Compute the vertex visibility graph of P, which we denote by VG(P). This 
takes O(n’) time, by the method of [7,3]. 
(4) Fill in the first two columns of the tables. This takes O(n) time: 
For l<iSn-1 
T(i, 1) = 0 
B(i, 1) = X 
For l<iGn-2 
If (vi, Vi+2) 4 VG(P) 
T(i, 2) = X 
B(i, 2) = X 
Else ((Vi, Vi+2) E VG(P)) 
T(i, 2) = 1 
B(i, 2) = i + 1 
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(5) Compute the rest of the tables T(i, d) and B(i, d). This takes O(n3) time: 
For3<d<n-2 
ForOcicn-d, 
If (vi, vi+d) 4 VG(P) 
T(i, d) = X 
B(i, d) = 1 
Else 
min-t = 00 
min-d = X 
For lscsd-1 
If (vi, ~i+~) E VG(P) and (vi+=, ui+d) E VG(P) 
If T(i, c) + T(i + c, d - c) < min-t 
min-t = T(i, c) + T(i + c, d - c) 
min-d = i + c 
T(i, d) = min-t 
B(i, d) = min-d 
(6) Find the minimum over all diagonals on ZJ”, which takes O(n) time: 
min-t = w 
min-d =X 
For2scsn-2 
If (vw v,) E WP) 
If T(0, c) + T(c, n - c) < min-t 
min-t = T(0, c) + T(c, n -c) 
min-d = c 
Exit with t&I’) = min-t. The triangulation can easily be constructed from 
min-d and the table B(i, d), in linear time. 
We will now prove the correctness of THIN TRIANGULATION; we will only 
prove that it correctly computes t,i”(P), since the triangulation given by THIN 
TRIANGULATION will obviously have this many tips. 
Lemma 3.1. Zf P is convex, then THIN TRIANGULATION correctly computes a 
thin triangulation of P. 
Proof. If P is a triangle, then the correct triangulation is given from Step (1). If P 
is not a triangle, then t,i”(P) is 2. We prove here that THIN 
TRIANGULATION will correctly compute this value. 
We first note that every possible diagonal is in the visibility graph. Thus, Step 
(4) makes all T(i, 1) = 0 and T(i, 2) = 1, and Step (5) will make T(i, d) = 1 for all 
d 2 2. Therefore, Step (6) will always have T(0, c) = 1 and T(c, n - c) = 1, hence 
will give min-t = 2, which is the correct value. 0 
Lemma 3.2. Zf P is not convex, then THIN TRIANGULATION correctly 
computes a thin triangulation of P. 
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Proof. We will prove first that the computation of T(i, d) is correct. Precisely, 
T(i, d) is the minimum, over all triangulations of P that contain the diagonal 
(vi, t~~+~), of the number of tips (of the triangulation of P) in Pi,i+d. If no 
triangulations contain diagonal (vi, 21i+d), then T(i, d) will be X. 
Given this definition of T(i, d), we note that Step (4) correctly computes both 
T(i, 1) (always 0) and T(i, 2) (which is 1 if (tJi, u~+~) E VG(P), otherwise it is X). 
If (vi, Vi+d) $ VG(P), then no triangulation of P has diagonal (ulli, v~+~), hence 
Step (5) correctly assigns X to T(i, d). Otherwise, there is at least one 
triangulation of P using (vi, Vi+d). In each such triangulation, there is some 
triangle U = (Vi, Vi+C, Vi+d) of Pi,i+d that has (vi, Vi+d) as an edge. Since d > 2, U 
cannot be a tip of the triangulation. Therefore, the minimum number of tips in 
Pi,i+d is equal to the minimum, over all possible choices of Vi+c, of T(i, c) + 
T(i + c, d - c). This is exactly the minimum that Step (5) computes, therefore all 
of the entries T(i, d) are computed correctly. 
We note that in any triangulation, vo, being reflex, must have a diagonal 
incident on it. Therefore, the minimum number of tips in a triangulation is the 
minimum, over all possible diagonals (vo, v,) incident on vo, of the minimum 
number of tips to the left of (vo, v,) plus the minimum number of tips to the right 
of (vo, v,). This is the minimum that Step (6) computes; therefore, THIN 
TRIANGULATION is correct on nonconvex polygons. 0 
Theorem 3.3. A thin triangulation of a polygon can be computed in O(n’) time 
using O(n’) space. 
Proof. Algorithm THIN TRIANGULATION runs in 0(n3) time, uses O(n2) 
space, and by Lemmas 3.1 and 3.2 correctly computes a thin triangulation. 0 
We can also modify THIN TRIANGULATION so that it is capable of 
producing any of the thin triangulations of a polygon. We change the loops in 
Steps (5) and (6) that find min-t to keep a list of the values of min-d for which 
min-t is a minimum, rather than just the first such value. Then, we arbitrarily 
choose one of the values from the list when actually putting min-d in the table in 
Step (5) (or when finding the final min-d in Step (6)). After these modifications, 
THIN TRIANGULATION can produce any of the thin triangulations of P; 
which one is produced depends on the selection of v. in Step (2), and the 
arbitrary choices described above. 
We can also modify the algorithm to store the list of the minimum values in the 
table B(i, d); then the table and values from Step (6) would be a representation 
of all thin triangulations (for nonconvex polygons). This would, however, 
consume 0(n3) space. 
There are also several other interesting types of extremal triangulations to 
consider. Each type of triangulation gives rise to a problem of computing a 
triangulation of the given type. We list a few of these types of triangulations 
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below; modifications of the standard dynamic programming yields algorithms for 
solving the associated computation problems. 
(1) Centric/eccentric triangulations. The eccentricity of a vertex v in a graph is 
the maximum distance from u to any other point in the graph. We define the 
eccentricity of a graph to be the sum, over all vertices in the graph, of the 
eccentricities of the vertices. Finally, we define the eccentricity of a triangulation 
to be the eccentricity of the dual tree of that triangulation. A centric triangulation 
of a polygon P is then a triangulation that has eccentricity less than or equal to 
the eccentricity of every other triangulation of P. An eccentric triangulation of a 
polygon P is a triangulation that has eccentricity greater than or equal to the 
eccentricity of every other triangulation of P. 
(2) Weighted centric/eccentric triangulations. The weighted eccentricity of a 
vertex in the dual tree of a triangulation is its eccentricity multiplied by the area 
of the triangle that the vertex corresponds to. The weighted eccentricity of a 
triangulation is the sum of the weighted eccentricities of the vertices of the dual 
tree of the triangulation. Weighted centric and weighted eccentric triangulations 
are triangulations with minimum and maximum weighted eccentricities, 
respectively. 
(3) Minimum/maximum expected distance triangulations. Let x and y be two 
points chosen independently and randomly from the points of a polygon P, given 
a uniform probability density over P. A minimum expected distance triangulation 
is a triangulation that minimizes the expected distance (in the dual tree of the 
polygon) of the containing triangles of x and y. Maximum expected distance 
triangulations are defined similarly. 
4. Conclusions and further research 
We have shown that a bushy triangulation can be obtained from any 
triangulation in Q(n) time, and that a thin triangulation can be found by dynamic 
programming in O(n”) time, using O(n’) space. We have also noted that several 
other optimization problems on triangulations can be solved by the dynamic 
programming technique. 
However, dynamic programming is a rather brute-force approach, leaving open 
the question of whether or not there exist more elegant, less time-consuming 
methods for the triangulation optimization problems that we have solved using 
this method. 
We noted that our bushy triangulation algorithm can be modified to work for 
polygons with holes; it is also interesting to consider the generalization of our 
other problems to polygons with holes. In addition, one may consider the 
analogous problems on convex quadrilateralizations of orthogonal polygons. 
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