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 1．はじめに
 情報量規準を使ったデータ解析をしているとつい忘れがちにたるが，解析結果に誤差の見積
りをつけてほしいといわれる事が多い．情報量規準の立場からも避けて通ることの出来たい問
題である．
 誤差に関する議論をまぎれたく進めるためには，何のどういう意味の誤差について語ろうと
しているのかを明確にしておくことが重要である．一般に，ある確率変数Xの確率密度関数を
g（・），そのg（・）を近似する（と考えられる）パラメトリックモデルの族を！（・1・）＝
｛！。（・1θ是）：后＝1，2，．．．，K｝で表すことにしよう．
 この設定のもとでの誤差の議論には
 （1）ある標本空間上の確率分布に関して定義される汎関数μ［・］の真の分布g（・）に対す
   る値μ、＝μ［g（・）］の推定とその誤差評価について考察する場合，
 （2）あるモデル∫尾（・1θ麦）を真の分布と考えて，パラメータθ麦の推定法とその誤差評価に
   ついて議論する場合，
だとが区別される．つぎの章で情報量規準が（1）の立場での推定問題に貢献したものと持ち込
んだ問題を論じ，第3章で（2）の立場における誤差評価に新しい光をあてる．本論文の中心は
第3章にあり，分布のパラメータの推定誤差の見積りに対する情報量規準の観点からの意味付
けとその利用法を論じる．
 2．モデル選択と推定問題
 ここでは，真の分布g（・）に対するある汎関数μ［・］の値μ・＝μ［g（・）］の推定とその誤差評
価について考察する．
 μ。の推定法として最も簡単た方法は，あるモデル（∫尾としよう）を固定しておいてたんらか
の方法でそのパラメータの推定値θ尾（κ）を求め，
               ρゐ（κ）＝μげ庄（・1θ。（κ））］
をもってμ非の推定値とする場合である．あるθ麦が存在してg（・）＝九（・1θ麦）がなりたつも
のとして最尤法によってθ。を定めるのが代表的な方法である．最尤法を使った場合にみ（κ）
の推定誤差を見積る方法はよく知られている．
 つぎに推定手続きにモデル選択が組込まれた場合を考えよう．データκが領域ムに落ちた
ときにモデルムが選択され，そのモデノレのパラメータの推定値θ尾（κ）を求める手続きもあらか
じめ決められているものとする．κ∈ムとたる后を后（κ）で表す．この手続きで決められるμ、
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の推定値ρ后〔、〕（κ）をρ（κ）で表すことにする．AIC最小化法は，ムを陽に与えるものではたい
が，このクラスの推定法として代表的なものである．
 ρ（κ）の推定誤差について考えよう．モデノレみが選ばれる確率Pみは
P・一求iκ）伽
で，ρ（κ）の期待値と真値μ。のまわりの分散はそれぞれ
∫ρ（κ）・（κ）aκ一琴〃・（κ）・（κ）伽
と
∫（ρ（κ）一μ・）2・（κ）・κ一打（舳一μ・）2・（κ）励
で与えられる．
 AIC最小化法の簡単た例を見てみよう．m個の独立た測定値からなるデータκ＝（κ。，．．．，
κ、）Tにもとづいて灼（1≦ブ≦m）の分布g（・）の期待値μ、＝μ［g（・）］を推定する問題である．
2つのモデル
               MODEL（0）：κ5～M（0，1）
               MODEL（1）：灼～M（μ，1）
のAICの値は，それぞれ，
                AIco＝m1og2π十11κ112
              AIC1＝m1og2π十11κ112－m万2＋2
となる．ただしπはκ1，．．．，κ、の標本平均，またllκ112＝κ壬十κ多十…十㌶である．この例の場合
の｛∫危｝は
                  ∫。＝1κlnτ2＜2｝
                  ∫、＝｛κlmτ2》2｝
である．κ∈ムとたってMODEL（1）が選ばれた場合にはτをμ。の推定値として採用し，κ∈
∫。とたってMODEL（0）が選ばれた場合にはOと推定するのである．
 κの真の分布がM（μ。，1）であるとすると，m＝100のデータから求めたτの分布は図1上段
のようにたり（図はμ、＝0．1として描いてある），MODEL（O）が選ばれる確率は図1の中段
のグラフの面積
             R（μ非）一人。士、く、去・一1舳・励
で与えられ，μ、のAIC最小化法による推定値ρM．I。。は図1下段に図式的に示したような分布
を持つことにたる．原点の矢印はP。（μ、）の重みがここに集中していることを示す．
 ρM．I。。のμ。のまわりの分散は
        肌・1・・（μ・）一R（μ・）μ1・㍍、（1一μ・戸法・一1舳一州・・1
で計算される．μ、の変動にともなう肌。I。。（μ。）の変化は図2のようになる．
 単純にπをμ、の推定値としてそのまま採用した時の推定量ρM。。のμ、のまわりの分散
肌。。（μ、）はμ、によらずに
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であるから，肌・1・・（μ、）が㎞・・（μ幸）よりよくたる場合があることがわかる．情報量規準を使っ
たモデル選択によって。ver－fittingを避けて推定誤差を小さくできる場合があるということで
ある．単純ではあるが，情報量規準から（1）の立場での推定問題への貢献の典型的た例である．
モデル選択という手法がかたり自由に使えるようになったことの効果は大きい．
 この例は，しかしながら，（1）の場合の推定問題に情報量規準が難しい問題をもちこむ例に
もなっている．モデル選択でMODEL（0）が選ばれて，0が推定値として採用されたとき，その
誤差はどの程度と見積るべきたのだろうか？この問題は重要である．たとえば，医学的た量μ、
が1μ、1＜δである事が健康であるか否かの判断に重要た意味を持っているものとしよう．ρ（κ）
＝0である事は必ずしも1μ、1＜δを意味したい．この例の場合，図1を見て分るようにρ（κ）＝
○がほぼ確実に1μ、1＜δを意味するのはδ＞0．45の時である．この問題にたいする明確た答え
が与えられたことは無いように思われる．ここでも結論をだすつもりは無いが，おそらく，
●MODEL（1）の誤差の見積りで代用するか，
●図2のカーブの最大値を求めるか，
●μ、に適当た事前分布を想定して図2のカーブの平均値を使うか，
のいずれかであろう．ここでとりあげたようた単純な場合以外，2番目と3番目のような方法に
よる見積りはかたりたいへんた仕事にたるはずである．
 3．パラメータの誤差言甲面の意味と情報量規準
 この章では，第1章の（2）の場合におけるモデル！尾（・1θ。）のパラメータθ。の誤差評価に
ついて議論する．
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 パラメータの誤差評価のメリットの第1は，データ解析の成否の直観的た表現にある．パラ
メータの物理的な意味がはっきりしていて，その推定に関する要求が明確た場合，誤差の正確
な見積りは解析の結果が満足すべきものであるか否かの絶対的な判断基準として使える．
 パラメータの推定値に誤差幅をつけるもう一つの理由は，別の実験によるデータから得た結
果との比較を可能にするためと考えられる．あるシステムのパラメータを継続的に推定して，シ
ステムに異常が起きたか否かを監視しようとするとき，新しい推定値が以前の推定値の「誤差
幅」の中に落ちたのを見て安心するのは合理的である．
 このようた状況で，情報量規準を使うことによって，誤差幅がいらたくたるという考え方が
ある．もとのデータを残しておいて，そこに新しいデータをプールしてよいか否かを情報量規
準で判断すれば，所期の目的を達成できるからというのがその論拠である．
 ところで，最尤法によるパラメータの推定値の誤差の同時分布の分散共分散行列を
（＊） ト［票1・・ル11）ll’
で推定することが行なわれる．
 最尤推定値θ一と（＊）を将来のために記録にとどめておくということは
プ（θ）一一÷（1一∂）・γ一・（1一∂）一÷（1一∂）・「吾1…（κ11）1、（1一∂）
の関数形を記録にとどめておくことにほかならたい．つまり，θを求める時に使った対数尤度関
数のTay1or展開の2次の項を残しておく事である．こう考えると誤差評価として（＊）を残
しておくことの新しい役割が見えてくる．つまり，データが対数尤度関数の形で持っている情
報を，ある程度形がくずれることを覚悟のうえで，縮約した形で保存しておくという役割であ
る．
 たとえば，データκにもとづくパラメータの推定値θ（κ）を
                  109！（κ1θ）
の最大化で求めたとしよう．別のデータッがんと同じ分布に従っていると考えてよいか否か
を，情報量規準を使って解くには，θの次元を后として
              AIC（κ）＝一21og！（κ1θ（κ））十2尾
              AIC（ツ）＝一21og∫（y lθ（ツ））十2尾
        AIC（κ，ツ）＝一2｛1og！（κ1θ（κ，ツ））十1og！（y lθ（κ，ツ））｝十2尾
を計算する．θ（κ，ツ）は
             Z（θ；κ，y）＝1o9ル1θ）十109！（ツ1θ）
の最大化で求める．
          DAIC（κ，ツ）＝AIC（κ）十AIC（y）一AIC（κ，ツ）＜0
たらκとyは異たる分布に従っていると考える．
 さて，ツを観測した時に，κが無くなっていたら，この解析はできたい．しかし，θ（κ）と（＊），
すなわち
プ（1，1）一÷（1一∂（1））・［票1…（lll）1、、、（1一∂（κ））
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が残っていれば，AIC（κ）とAIC（κ，ツ）をr疑似AIC」
                   AIC’（κ）＝2尾
         AIC’（κ，y）＝一2プ（θ’（κ，y））一21og！（ツ1θ’（κ，y））十2尾
で代用し
          DAIC’（κ，y）＝AIC’（κ）十AIC（ツ）一AIC’（κ，y）＜0
たら，κとyは異なる分布に従っているとする方法が考えられる．ここで，θ’（κ，y）は
              プ（θ；κ，y）＝プ（θ；κ）十109！（ylθ）
の最大化で求めるのである．この方法を「最小疑似AIC法」と呼ぶことにしよう．
 数値例．回帰曲線の推定を考える．図3に示す曲線とそのまわりでのデータの散らばりの分
散の推定が問題である．測定が2回行なわれた状況を想定する．図中では2回の測定結果が‘1’
と‘2’で区別されている．実は‘2’の方は図中の曲線（2次曲線である）とはすこしずれた曲線
のまわりにちらばらせてある．‘1’と‘2’はそれぞれ30個ある．
 2組のデータが残っていればそれらをプーノレすべきか否かをAIC最小化で決められる．ここ
では，このAIC最小化法とデータ‘1’に基づく2次回帰モデル
                 ツ＝α。十α1κ十α。κ2＋ε
                   ε～M（O，σ2）
のパラメータ（σ2，α・，α・，α・）の推定値とそのr誤差共分散」行列しか情報が残っていたい場合
を比較する実験を行なった．結果を表1にまとめてある．100組のデータをシミュレーションで
発生させて2つの方法によるプーリソグに関する判定の結果を集計した分割表である．この表
は，「疑似AIC最小化法」がAIC最小化法とよく似たふるまいをすることを意味している．も
                     ともとの対数尤度関数が2次形式であれば，「疑似
                     AIC」を使ったモデル選択は本来のAICを使った
1。                ものと全く同じになるはずである．分散σ2の真値
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を既知とすれば対数尤度関数は2次形式にたる．
この例では，分散62の推定を含めたために，対数
尤度の2次近似が悪くたって表の非対角成分が0
でたくたった一と考えられる．
 この章の考えかたによると本質的なのは対数尤
度関数の最大値を与える点におけるHessianを
残しておくことであって，その逆行列にたんらか
の，たとえば「誤差共分散」といった意味を付与
する必要がたくなる．また，！（κ1θ）が真の構造を
捉えているか否かを気にする必要もなくなる．こ
のようた情報の保存が有効なのは対数尤度関数が
2次近似できる場合である．そのようた場合に，
r誤差の見積り」が意味を持つと言って良いかもし
れない．
 対数尤度関数の2次近似が良いという条件は，
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表1、「最小疑似AIC法」とAIC最小化法の比較．
DAIC’（巧ツ）＜0   DAIC’（名ツ）》0
DAIC（名ツ）〈0      69
DAIC（名ツ）≧0      4
0
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かたりきついように見えるが，たとえば，最尤推定量の漸近正規性が成立する条件のもとで，
データ数も十分にある場合には，少なくとも最尤推定量のゆらぎの範囲における対数尤度関数
の2次近似は良いと考えられるから，この章の方法が有効であるための条件は見かけほどきつ
いものではない．
 もちろん，現在のように生データの保存が比較的容易な時代には情報の保存という役割をあ
まり重要視すべぎではたいだろう．それより，生データを保存しておいて積極的たモデリング
が可能であるようにしておくことが重要である．しかし，古い論文などで，生データが失われ
て推定値とその誤差の見積りだけが与えられている場合に，前章に述べたようた方法によって
新しいデータによる結果と大雑把な比較をするといった使い道が考えられる．
4．最 後 に
 前章における
                 Z’（θ）十109！（ツ1θ）
の最大化によるθの推定は，形式的に，θに関する事前情報がベイズの意味の事前分布
・…1÷（1一∂）・［素1・・ル11）1、（1一∂）！
の形で与えられている場合の，事後分布のモードによるパラメータの推定にひとしい．
 このことはベイズモデルと情報量規準の問に新しい接点があることを示唆しているのかも知
れたい．事前分布がデータと整合するか否かを情報量規準でチェックするということが出来る
と面白い．今後の課題としたい．
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Error Estimation and Information Criterion
         Makio Ishiguro
（The Institute of Statistica1Mathematics）
   In this paper，it is shown that the estimation errors of statistica1inferences cou1d be
reduced by uti1izing a mode1se1ection proceφre based on Akaike Information Criterion，
AIC．However the eva1uation of the error of the Minimum AIC Estimate，MAICE，is
difficu工t．The use of the error covariance matrix of MLE in the context of a statistica1
ana1y§is using the AIC is discussed and a new“Quasi－AIC”is proposed・
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