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Abstract
We consider the zoo-keeper’s problem which asks for the shortest closed zoo-keeper’s path starting at a given
point of the zoo and touching all the cages in the zoo. We present an O(n logn) time algorithm for the zoo-keeper’s
problem where n is the input size. The algorithm is based on a new data structure called the floodlight tree. We
extend the approach to answer zoo-keeper’s queries where one wants to find a zoo-keeper’s path with a fixed start
point, but an arbitrary final point. We show that zoo-keeper’s queries can be answered in optimal time O(logn+K)
where K is the output size.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider the zoo-keeper’s problem introduced by Chin and Ntafos [2]. Let P be a simple polygon
representing a zoo. Let C1, . . . ,Ck be a set of k disjoint convex polygons in P such that each polygon Ci
shares an edge of P . The polygons Ci represent cages of the zoo. Let p be a vertex of P representing a
zoo-keeper’s chair. The zoo-keeper’s problem is to find the shortest closed path starting at p and touching
at least one point of each cage, see Fig. 1. Note that the zoo-keeper does not enter the cages. This path
is a shortest path that the zoo-keeper can take to feed all the animals. The zoo-keeper’s problem is an
example of Art Gallery problem [11–13].
The optimal zoo-keeper’s path must visit the cages in the order they appear along the boundary of P .
Otherwise it would cross itself and could be shortened. We assume that the cages C1, . . . ,Ck are in
clockwise order along the boundary of P and the chair p is between Ck and C0. Let Q= P \⋃ki=1 Ci
be the combined polygon consisting of all zoo and cage edges reachable from the zoo-keeper’s chair.
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Fig. 1. The zoo-keeper’s path.
Let n be the number of edges of Q. Chin and Ntafos [2] showed how to find a shortest zoo-keeper’s
path in O(n2) time under the Real RAM machine model. Hershberger and Snoeyink [7] gave an
O(n log2 n) algorithm under the same model. Jonsson [9] obtained a linear-time algorithm for computing
an approximate zoo-keeper’s route guaranteed to be at most 6 times longer than the shortest path. There
are also problems of finding shortest paths in a polygon that is not known beforehand [8].
Our approach differs from the previous ones [2,7]. Actually, we solve the more general problem where
the zoo-keeper can stop at any point in the zoo.
Zoo-keeper’s queries. Preprocess the zoo configuration including the polygon P , the cages C1, . . . ,Ck
and the chair p such that, for a query point q ∈Q= P \⋃ki=1 Ci , the shortest path from p to q touching
all the cages in the order C1, . . . ,Ck can be quickly reported.
We present an algorithm with O(n logn) preprocessing time and O(logn+K) query time under the
Real RAM machine model where K is the output size. Clearly, this allows the zoo-keeper’s problem to
be solved in O(n logn) time. Note that zoo-keeper’s queries are related to shortest path queries [5,6]. In
shortest path queries there are no cages (k = 0) but the start point is not fixed. Both shortest path queries
and zoo-keeper’s queries can be answered in optimal time.
We assume that the vertices Q are in general position: no three vertices are collinear. General position
can be simulated by perturbation of the input [4].
2. Background
The previous algorithms [2,7] are based on the following reflection principle. Let a and b be points
on the same side of a line l. The shortest path between a and b visiting the line l can be computed by
reflecting b across l to the point b′ and drawing the straight line segment [ab′]. The point where the path
touches l belongs to the segment [ab′], see Fig. 2.
In general, to find a shortest path from a to b that visits a line segment [pq] of the line l, we again use
the reflection point b′. If segments [pq] and [ab′] intersect, then the shortest path is as above. Otherwise
it touches the endpoint of [pq] closest to the intersection of l and [ab′]; for example, the shortest path in
Fig. 2 would be aq, qb.
The shortest zoo-keeper’s path touches at least one segment of each cage. Let pi be the first point of
the ith cage on the zoo-keeper’s path. Let ai be the previous turn point of the zoo-keeper path and let bi
be the next one. The reflection principle can be applied to the points ai, bi and the segment si of the cage
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Fig. 2. Reflection principle.
Ci containing the point pi . The segments s1, . . . , sk define a combinatorial type of the zoo-keeper’s path.
For any combinatorial type, the corresponding shortest path can be found using the reflection principle.
To find the combinatorial type of the shortest zoo-keeper’s path Chin and Ntafos [2] exploited a
monotonicity property of zoo-keeper’s paths. They pick one combinatorial type, find the corresponding
shortest path and modify the combinatorial type incrementally to obtain the optimal path type. They show
that the length of the best path of the current combinatorial type decreases monotonically, and that the
type changes only O(n) times before the optimal path type is found. They show that the shortest path
corresponding to a combinatorial type can be computed in linear time producing an O(n2) algorithm.
Hershberger and Snoeyink [7] improved the running time of the shortest path algorithm to O(log2 n),
producing an O(n log2 n) algorithm for the zoo-keeper problem.
3. Bounding shortest paths
We consider the zoo-keeper problem with no fixed final point. We need a data structure to answer
zoo-keeper queries. The zoo-keeper’s query is to find the shortest zoo-keeper’s path from a chair p to a
query point q ∈Q visiting all the cages C1,C2, . . . ,Ck.
The algorithm for building the data structure has two stages. Note that the zoo-keeper’s path is locally
short which means that it cannot be shorten in a neighborhood of any point. In the first stage we consider
paths that are locally short at all points except cage points (we relax the reflection principle). These paths
are generated as follows: choose a visiting point on each cage and find shortest paths in Q between
consecutive points (start point and end point is p). Let pi and qi be the endpoints of the common edge of
the polygon P and the cage Ci in clockwise order. The vertices p,p1, q1, . . . , pk, qk form a subsequence
of the vertices of P in clockwise order, see Fig. 3(a). A shortest path from p to any point of the first
cage lies between two shortest paths pp1 and pq1 in the polygon Q. In general, the shortest path between
two boundary points of the cages Ci and Ci+1 lies between two shortest paths piqi+1 and qipi+1 in the
polygon Q. We call them bounding shortest paths. In order to build the required data structure of size
O(n) time we have to know the total complexity of the bounding shortest paths. The following lemma
provides such information.
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Fig. 3. (a) Bounding paths (pp1q2p) (bold lines) and (pq1p2p) (dashed lines), (b) r participates in Π at most twice.
Lemma 1. The total complexity of the bounding shortest paths is linear.
Proof. Let the path Π = (pp1q2 . . .p2i−1q2i . . .p) be the concatenation of the bounding shortest paths
pp1,p1q2, . . . , p2i−1q2i , q2ip2i+1, . . . . We prove that each vertex of the polygon Q occurs at most two
times in the path Π . It implies that |Π | 2n and the total complexity of the bounding shortest paths is
linear.
Let a and b be any three consecutive vertices of the path Π , see Fig. 3(a). The line segment ab
splits the polygon Q into two polygons Q−ab and Q
+
ab where Q
−
ab is on the left side of ab (one of the
polygons could be degenerate, if ab is an edge of Q). For any three consecutive vertices a, b and c of
the path Π , the clockwise angle abc is less than π if and only if the edges of Q incident to b belong to
Q−ab ∪Q+bc.
Let r = p be a vertex of Π and let t1 (t2) be the previous (successive) vertex in Q in clockwise
order, see Fig. 3(b). We show that r can occur in Π at most twice. There is at most one triple r1rr2 of
consecutive vertices in Π such that the edges of Q incident to r belong to Q−ab ∪Q−bc. There is at most
one triple r ′1rr ′2 of consecutive vertices in Π such that clockwise angle r ′1rr ′2 is greater than π . It remains
to note that p occurs in Π exactly two times. Lemma follows. ✷
To find all the bounding shortest paths we can apply an algorithm for shortest path queries in a simple
polygon [5,6]. A shortest path can be found in O(logn+K) time where K is the number of edges in the
path. The data structure is based on hourglasses and can be constructed in linear time.
In the second stage we find the zoo-keeper’s path by describing all shortest paths from p to the
boundary of each cage. The algorithm processes cage by cage and the next two sections describe this
process.
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Fig. 4. All shortest paths from p to cage C1 can be represented by floodlights.
4. Floodlights
Consider all possible shortest paths from the chair p to a cage Ci visiting the cages C1,C2, . . . ,Ci−1.
The shortest paths in simple polygons are well studied [5,6]. For instance, they are known to be shaped
like a funnel [5]. To represent all these paths we use the notion of a floodlight that can be specified by
two rays emanating from the same point. For example, all the shortest paths from p to the first cage form
a funnel that is divided into floodlights, as in Fig. 4(a). Each floodlight beam is the last edge of a shortest
path. The slopes of the floodlight beams form a range or interval, for example, the second floodlight
in Fig. 4(a) has range [α0, α1] where αi is the slope of the ray pri, i = 1,2. The floodlights satisfy the
following range property.
Range property. The ranges of beam slopes of floodlights are properly disjoint and their union is a range
of slopes.
In other words, if we translate floodlights into the origin, then they illuminate a sector (or form one
floodlight) and a point can be properly illuminated by at most one floodlight, see Fig. 4(b).
How do we proceed to the second cage? It turns out that the floodlights are reflected about the cage
edges.
Lemma 2 (Floodlight reflection). Suppose the cage Ci is illuminated by m floodlights representing all
shortest paths from the chair p to Ci . The shortest paths leaving the cage Ci can be represented by at
most m+ 2ni floodlights satisfying the range property where ni is the number of vertices of Ci .
Proof. The edges of the cage Ci can be viewed as mirrors. The reflection principle is applied to
floodlights as follows. Let f be a floodlight illuminating the cage Ci . If f illuminates a part of an
edge e then the reflecting beams are represented by a mirroring floodlight, see Fig. 5(a). If f illuminates
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Fig. 5. Reflection of floodlight f is (a) floodlight f ′ and (b) 3 floodlights f ′1f3f ′2.
h, h 2 edges, then the reflecting beams are represented by 2h− 1 floodlights because each illuminated
edge or vertex generates one floodlight, see Fig. 5(b). The floodlight f is processed in three steps:
(1) we split f by vertices of the cage,
(2) each of the floodlights thus obtained is reflected about the corresponding edge of the cage, and
(3) each vertex of the cage except for pi and qi produces one floodlight, as in Fig. 5(b).
Note that the floodlights (and beams) change their order after reflection.
Fig. 6 illustrates an example where non-illuminated edges of Ci generate floodlights. Each dark edge
produces one floodlight. It gives us the upper bound m+ 2ni on the number of resulting floodlights. ✷
If the bounding shortest paths and floodlights reflected about the current cage are known, then we can
find the floodlights illuminating the next cage.
Lemma 3 (Floodlight transition). If the shortest paths leaving the cage Ci are represented by m
floodlights, then the shortest paths reaching the cage Ci+1 can be represented by at most m + n′i
floodlights where n′i is the total size of the paths piqi+1 and qipi+1.
Proof. By the range property the floodlights form a sequence s (they can be ordered by slopes). The
floodlights illuminating only the bounding shortest paths do not produce shortest paths reaching Ci+1.
They form two subsequences (possibly empty) of s, at the beginning of s and at the end of s. We delete
these floodlights, see Fig. 4(a) and 7 (the floodlights on Fig. 7 have common start point a to emphasize
floodlight changes). The first and the last floodlights (if any) need to be truncated, see the floodlights
4 and 6 on Fig. 7(a). Note that, if the paths piqi+1 and qipi+1 have common points, then none of the
floodlights remains, see Fig. 7(b). In this case, the last common vertex generates a new floodlight. In
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Fig. 6. Floodlights produced by dark edges e2, e3 and e4 of cage C1.
Fig. 7. Transition between cages. (a) Floodlights 1,2,3,7 and 8 are deleted, floodlights 4 and 6 are restricted by dashed lines.
(b) Only beam ab survives.
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general, each vertex of the paths piqi+1 and qipi+1 may introduce at most one new floodlight. More
precisely, a vertex r of (piqi+1)∪ (qipi+1) generates a floodlight in one of the following cases:
• r is the last common vertex of piqi+1 and qipi+1, or
• r is not a common vertex of piqi+1 and qipi+1 and has an incident edge that is not illuminated by
floodlights corresponding to Ci .
The total number of new floodlights is at most n′i . ✷
Lemmas 1, 2 and 3 imply that the number of floodlights is at most 4n at any time. The range property
can be strengthened:
Common ray property. Two consecutive floodlights in a floodlight sequence share a common ray.
Note that two floodlights that either correspond to the same time (see Fig. 5(b)) or different times, may
intersect.
5. Floodlight tree
To store the floodlights we use a floodlight tree T which is a balanced binary tree. The leaves of T
correspond to the floodlights. Let flood(v) denote the floodlight stored in a leaf v. With each internal
node v we associate the following information.
1. The isometry Map(v). The isometries are composed of translations, rotations and reflections. The
transformation Map(v) is useful for updating all floodlights below v. The floodlights stored in the
leaves are virtual. For a leaf v and a path v1 = v, v2, . . . , vl = vroot from v to the root, the real
floodlight is ml(ml−1(. . . (m2(m1(flood(v)) . . .) where the map mi = Map(vi) corresponds to the
node vi . Note that the composition of isometries is an isometry. The inverse transformation of an
isometry is also isometry.
2. The separating line Split(v). The line Split(v) is the oriented line separating the floodlights of the
left and right subtrees. The maps at v and below do not affect to the line Split(v). Specifically,
let u be the rightmost leaf in a left subtree of v and u′ be the leftmost leaf in a right subtree
of v. Let m1 = Map(u),m2, . . . ,mi = Map(v) be the maps of the path from u to v. Let m′1 =
Map(u′),m′2, . . . ,m
′
j = Map(v) be the maps of the path from u′ to v. The line Split(v) separates
the floodlights mi(mi−1(. . . (m1(flood(u)) . . .) and m′j (m′j−1(. . . (m′1(flood(u′)) . . .).
The following operations can be performed in O(logn) time.
• access to a floodlight. The real floodlight corresponding to a leaf v can be computed using the maps
of the nodes above v.
• insertion of a floodlight. Note that to make correct flood(v) of a new leaf v the real floodlight must
undergo the inverse maps of the nodes on the path from v to the root. The floodlight f might
participate in the separating line Split(u) for all nodes u above v only. They can be updated in
bottom-up fashion using the bounding rays of flood(v) and corresponding maps.
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Fig. 8. Update of maps. (a) Left rotation Map(u)= Map(u′)◦Map(v′), Map(v)=E, Map(c)= Map−1(v′)◦Map(c). (b) Right
rotation Map(u′)= Map(u) ◦Map(v), Map(v′)=E, Map(a)= Map−1(v) ◦Map(c).
• deletion of a floodlight f . We delete a leaf v corresponding to f and its parent u (if any). The map
of u is composed with the map of the sibling of v. We update the separating lines Split(w) for the
nodes w above v.
• split a floodlight f . The split is used in the reflection of the floodlights, see Fig. 5(b).
• locate a point q in the floodlights. Find a floodlight or a splitting line illuminating the point q. This
can be done using the binary search and the splitting lines. The location is used to compute floodlights
illuminating a cage vertex, see Fig. 4(a).
• push(v). The operation push can only be applied to an internal node v ∈ T . It changes Map(v)
to the identity transformation I and changes the transformations of the children v1, v2 of v by
Map(vi)= Map(v)◦Map(vi), i = 1,2. The splitting lines of the sons need to be changed by applying
Map−1(v). The running time of push is O(1). The operation push is not necessary, but it can be used
to simplify isometries.
• simplify(v) where v is any node of T . The goal of simplification is to make the maps of the nodes of
T above v equal the identity I . We apply push for all these nodes in top-down fashion. The operation
simplify provides another way of inserting a floodlight f : we can assign unchanged floodlight f to a
leaf v if simplify(v) is called before we do so.
Any balanced binary tree can be chosen to implement the floodlight tree. For example, the red-black
tree uses O(1) rotations per insertion/deletion. The rotations and corresponding updates of Map are
depicted on Fig. 8. Note that push can be used in rotations to set maps of v,u, v′ and u′ to be equal
the identity I .
We give below the formal description of the algorithm.
Algorithm FloodlightTree.
Input. A polygon P with cages C1, . . . ,Ck in clockwise order along the boundary of P and a chair p.
Output. The floodlight tree T .
1. Find shortest paths (pp1), (pq1), (p1q2), (q1p2), . . . , (pkp), (qkp) in P \⋃ki=1 Ci .
2. Initialize the tree T with one floodlight of angle 2π at point p.
3. for i = 1 to k do
// determine beams reaching ith cage
4. Delete floodlights whose beams stop at the edges of paths A= (pi−1qi) and B = (qi−1pi).
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5. Update leftmost and rightmost floodlights restricted by the paths A and B .
6. Insert floodlights generated by remaining edges of the paths A and B .
// reflection of the floodlights about ith cage
7. Locate the vertices of Ci in T .
8. Split each floodlight illuminating a vertex of Ci .
9. Insert the floodlight for each vertex of Ci except 2 vertices of P ∩Ci .
10. for each edge e of Ci do
11. Reflect floodlights illuminating e using canonical nodes of T .
We assume p0 = q0 = p in the line 4.
Theorem 4. The floodlight tree of floodlights reflected about all the cages can be built in O(n logn) time
under Real RAM machine model.
Proof. The algorithm FloodlightTree is correct. By Lemma 1 the line 1 takes O(n+ k logn) time
using an algorithm for shortest path queries in a simple polygon [5,6]. The total number of insertions,
locations and splits is linear O(n). Hence the number of deletions is also linear and the total running time
is O(n logn). ✷
6. Zoo-keeper’s queries
The floodlight tree can be used to answer zoo-keeper’s queries. First, we partition the polygon Q
into regions according to combinatorial types of zoo-keeper’s path. The algorithm FloodlightTree
returns the floodlights reflected about the last cage. The beams separating two consecutive floodlights
define this partition. More formally, let l be the common ray of two consecutive floodlights f and g, i.e.,
l = f ∩ g. Let t1 ∈ l be the reflection point of Ck and let t2 be the point on the boundary of P first hit
by the ray emanating from t1 in the direction of l. The segment t1t2 partition P into two subpolygons.
To compute the points where the beams hit the boundary of Q we can use ray shooting [1] which takes
O(logn) time per shoot.
The beams partition Q into subpolygons whose total complexity is linear. The polygons can be
preprocessed in O(n) time and space, so that a query point can be located in O(logn) time. The
subpolygon containing q defines a combinatorial type of the zoo-keeper’s path. To find a path Π1 of
the zoo-keeper from the last cage to a query point q we add to each polygon Pj of the decomposition
a cup which is an intersection of the floodlight corresponding to Pj and Ck , see Fig. 9. The path Π1 is
defined by the shortest path Π2 from r to q in the modified polygon. The only difference between Π1
and Π2 is that the edge of the path Π1 incident to r is clipped by the cage edge. To find the path Π2 the
shortest path algorithms of Guibas and Hershberger [5,6] can be used.
It remains to show how to find a part of the zoo-keeper’s path from the chair p to the last cage. Note
that, to solve the zoo-keeper’s problem (when q = p) we may play back all the updates of T and keep a
pointer to a current floodlight containing a segment of the zoo-keeper’s path. To make a data structure for
answering zoo-keeper’s queries we need extra effort. We store all floodlights which occur in the updates
of T . The total number of updates (insertions, deletions and splittings) is linear. We store pointers between
floodlights indicating connections between old and new floodlights. Define a generating point to be the
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Fig. 9. Cup rab, path Π1 = (r ′q) and path Π2 = (rq).
starting point for a splitting that splits a floodlights. Each generating point is either a vertex of a cage or
a vertex of a bounding shortest path. Note that the starting point of a floodlight f of T may differ from
its generating point since f can be reflected about cages after its appearance. The generating points and
the pointers between floodlights allow us to create a generating tree G. The root of G corresponds to
the generating point of the first floodlight, i.e. the point p. Every time when a new floodlight is created,
its generating point is inserted into G such that its parent corresponds to the generating point of the old
floodlight. In fact, the tree G describes all possible zoo-keeper’s paths in terms of generating points (it
may have extra paths that end before all the cages are processed since floodlights can be deleted). Each
such path is a path from the root to a leaf.
The generating points on a zoo-keeper’s path can be found using G. We show how to compute the
points between generating points. Such points may occur if a floodlight reflects about the edges of cages
several times. Let f1, f2, . . . , fm be the final floodlights. Each edge e of a cage Ci corresponds to a
sequence fj , fj+1, . . . , fj ′ (possibly empty) of the final floodlights in T , i.e. the floodlights whose zoo-
keeper’s paths visit Ci at e. It can be viewed as an index interval [j, j ′] if we associate the floodlights
with the points 1,2, . . . ,m on the real line. These intervals can be found in linear time by tracing the
updates of T in reverse order (note that the interval of an edge e is defined by indices corresponding to
the generating splitting lines introduced by e).
We store the index intervals for all the cage edges in an interval tree [3,10], which takes space
proportional to their number. A query with the index of the last floodlight returns the intervals that
correspond to visiting edges of the cages C1, . . . ,Ck. The query time in the interval tree is O(logn+K)
where K is the number of intervals that is reported. Clearly, K = k since each cage has exactly one point
where the zoo-keeper’s path leaves it. The corresponding edges of the cages form a combinatorial type of
the zoo-keeper’s path. The exact visiting points on these edges can be found using the reflection principle
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in O(1) time per edge. The reflecting points and the generating points form the zoo-keeper’s path. Hence,
we obtain the following result.
Theorem 5. A zoo with total number of n points can be preprocessed in O(n logn) time using linear
space so that zoo-keeper’s queries can be answered in O(logn+K) time where K is the output size.
Corollary 6. The zoo-keeper’s problem can be solved in O(n logn) time using linear space.
7. Conclusion
We have shown how to find the zoo-keeper’s path in O(n logn) time. We introduce a floodlight tree that
allows us to find a shortest zoo-keeper’s path with an arbitrary final point in optimal time O(logn+K).
It would be interesting to reduce the gap between the trivial linear bound and the upper bound
O(n logn) for the zoo-keeper problem.
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