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REPRESENTATION TYPE OF FINITE QUIVER
HECKE ALGEBRAS OF TYPE D
(2)
ℓ+1
SUSUMU ARIKI 1 AND EUIYONG PARK
Abstract. We give Erdmann-Nakano type theorem for the finite quiver Hecke algebras
RΛ0(β) of affine type D
(2)
ℓ+1, which tells their representation type. If R
Λ0(β) is not of wild
representation type, we may compute its stable Auslander-Reiten quiver.
Introduction
This paper is the second of our series of papers on the representation type of finite quiver
Hecke algebras. Categorification is popular in various fields of mathematics recent days.
One purpose of categorification is for deeper understanding of the objects to be categorified.
But there is another purpose: categorification is a method to relate various categories in a
systematic way. Categorification of integrable modules over a Kac-Moody Lie algebra is such
an example, and in early 1990’s, a categorification of integrable modules over an affine Kac-
Moody algebra of type A
(1)
ℓ was found to be useful for studying module categories of finite
dimensional Hecke algebras. They were studied by the first author and his collaborators.
Then, generalization of this categorification to other Lie types by using cyclotomic quiver
Hecke algebras, which are also called cyclotomic Khovanov-Lauda-Rouquier algebras, has
atrracted interests of various mathematicians in 2000’s.
In any representation theory, classification of irreducible modules is the starting point. But
remaining at that stage is not very interesting and we must handle non-semisimple modules.
To obtain a result, one studies a special kind of non-semisimple modules, and various methods
have been developed in each representation theory.
In our context, we are given new type of self-injective algebras, cyclotomic quiver Hecke
algebras, and it is worth pursuing to develop new ways of obtaining results, namely, proof
techniques that combine those categorification of integrable modules over an affine Kac-
Moody algebra with classical techniques from representation theory of finite dimensional
algebras. Indeed, we may expect that various properties of the usual Hecke algebras also
hold for the cyclotomic quiver Hecke algebras, and we may use the new proof techniques
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to prove them. The property we consider in our series of papers is the representation type.
For the classical Hecke algebras associated with the symmetric group, there is a theorem
by Erdmann and Nakano, so that we study its analogue in other affine Lie types, namely
Erdmann-Nakano type theorems for finite quiver Hecke algebras RΛ0(β). In the first paper [2]
of our series, we gave a general framework to determine the representation type, which gave a
new proof to the original Erdmann-Nakano theorem, and we showed that the representation
type in affine type A
(2)
2ℓ was also described by Lie theoretic terms.
In this paper, we study affine Lie type D
(2)
ℓ+1. We follow the general strategy established in
[2]. Recall that a key result in [2] was explicit description of irreducible RΛ0(δ−αi)-modules.
They were used to show that RΛ0(δ) is a Brauer tree algebra. The modules were homogeneous
modules. In type D
(2)
ℓ+1, a key achievement is our success in explicit description of irreducible
RΛ0(2δ−αi)-modules. The modules are no more homogeneous and their construction required
more insight than A
(1)
ℓ and A
(2)
2ℓ . Then we use the explicit description to show that R
Λ0(2δ)
is a symmetric special biserial algebra. We may determine the shape of the stable Auslander-
Reiten quiver of finite quiver Hecke algebras of tame representation type. Other parts of the
arguments in [2] may be carried out for type D
(2)
ℓ+1 with slight modifications.
The paper is organized as follows. §1 and §2 are for preliminaries. In §3 we prove explicit
dimension formulas for various spherical subalgebras of RΛ0(n). The formulas are crucial for
proving the main theorem, and they are repeatedly used in the remaining half of the paper.
In §4 we construct various modules, and then we prove our main theorem in §5.
We are grateful to Professor Skowron´ski for his advice on special biserial algebras. Using
his results [10] with Professor Erdmann in particular, we were able to determine the shape
of the stable Auslander-Reiten quiver of tame finite quiver Hecke algebras mentioned above.
1. Preliminaries
In this section, we briefly recall the combinatorial realization of the highest weight Uq(D
(2)
ℓ+1)-
crystal B(Λ0) using Young walls and the Fock space of neutral fermions in aspect of U(D
(2)
ℓ+1)-
modules. We will use them to describe the categorification theory for cyclotomic quiver Hecke
algebras of type D
(2)
ℓ+1.
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1.1. Cartan datum. Let I = {0, 1, . . . , ℓ} be an index set, and let A be the affine Cartan
matrix of type D
(2)
ℓ+1 (ℓ ≥ 2)
A = (aij)i,j∈I =

2 −2 0 . . . 0 0 0
−1 2 −1 . . . 0 0 0
0 −1 2 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 2 −1 0
0 0 0 . . . −1 2 −1
0 0 0 . . . 0 −2 2

.
When ℓ = 1, the affine Cartan matrix of type D
(2)
2 is defined to be that of type A
(1)
1 , namely
A = (aij)i,j∈I =
(
2 −2
−2 2
)
.
An affine Cartan datum (A,P,Π,Π∨) is given as
(1) A is the affine Cartan matrix as above,
(2) P is a free abelian group of rank ℓ+ 2, called the weight lattice,
(3) Π = {αi | i ∈ I} ⊂ P, called the set of simple roots,
(4) Π∨ = {hi | i ∈ I} ⊂ P
∨ := Hom(P,Z), called the set of simple coroots,
which satisfy the following properties:
(a) 〈hi, αj〉 = aij for all i, j ∈ I,
(b) Π and Π∨ are linearly independent sets.
As in [11, p.21], we fix a scaling element d which obeys the condition 〈d, αi〉 = δi0, and
assume that Π∨ and d form a Z-basis of P∨. Then, the fundamental weight Λ0 is defined by
〈hi,Λ0〉 = δi0, 〈d,Λ0〉 = 0.
We define another element d ∈ P∨ ⊗Z Q by
d =
ℓ−1∑
i=1
ihi +
ℓ
2
hℓ + 2d.
Then, it satisfies
〈d,Λ0〉 = 0, 〈d, αi〉 =
{
1 if i = 0, ℓ,
0 otherwise.
.(1.1.1)
The free abelian group Q =
⊕
i∈I Zαi is called the root lattice, and Q
+ =
∑
i∈I Z≥0αi is
the positive cone of the root lattice. For β =
∑
i∈I kiαi ∈ Q
+, set |β| =
∑
i∈I ki to be the
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height of β. Let W be the Weyl group associated with A, which is generated by {ri}i∈I acting
on P by riΛ = Λ− 〈hi,Λ〉αi, for Λ ∈ P . The null root of type D
(2)
ℓ+1 is
δ = α0 + α1 + · · ·+ αℓ−1 + αℓ.
Note that 〈hi, δ〉 = 0 and wδ = δ, for i ∈ I and w ∈ W. The standard symmetric bilinear
pairing ( | ) on P in type D
(2)
ℓ+1 is
(αi|Λ) = di〈hi,Λ〉 for all Λ ∈ P,
where (d0, d1, . . . , dℓ) = (1, 2, . . . , 2, 1).
1.2. Young walls. In this subsection, we review a combinatorics of Young walls for type
D
(2)
ℓ+1. A Young wall is a generalization of a colored Young diagram, which gives a combi-
natorial realization of crystals for basic representations of various quantum affine algebras
[11, 14, 16, 17].
A Young wall of type D
(2)
ℓ+1 is a wall consisting of the colored blocks below
0
ℓ
: unit width and half-unit height, unit thickness,
i (i = 1, . . . , ℓ− 1) : unit width and unit height, unit thickness,
built by the following rules:
(1) Blocks should be built in the pattern given below.
(2) There should be no free space to the right of any block except the rightmost column.
The pattern is given as follows:
0
1
...
ℓ−1
ℓ
ℓ
ℓ−1
...
1
0
0
1
0
1
...
ℓ−1
ℓ
ℓ
ℓ−1
...
1
0
0
1
0
1
...
ℓ−1
ℓ
ℓ
ℓ−1
...
1
0
0
1
0
1
...
ℓ−1
ℓ
ℓ
ℓ−1
...
1
0
0
1
0
1
...
ℓ−1
ℓ
ℓ
ℓ−1
...
1
0
0
1
Note that the sequence (0, 1, 2, . . . , ℓ− 1, ℓ, ℓ, ℓ− 1, . . . , 2, 1, 0) is repeated in each column.
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A full column is a column whose height is a multiple of the unit length, and a δ-column
is a column consisting of two 0-blocks, two 1-blocks, . . ., and two ℓ-blocks. The definition of
the δ-column might confuse the reader, but recall that δ-column in type D
(2)
ℓ+1 is a column
of weight 2δ. See [11, p.279]. A Young wall is called proper if none of full columns have the
same height. A column in a proper Young wall is said to have a removable δ if we may remove
a δ-column from the given Young wall and still have a proper Young wall.
Let Y(Λ0) be the set of all proper Young walls whose columns have no removable δ.
Kashiwara operators e˜i and f˜i on Y(Λ0) can be defined by considering combinatorics of
Young walls, which give a crystal structure of a quantum affine algebra Uq(g) of type D
(2)
ℓ+1
[11, 14].
Theorem 1.1 ([14, Thm.7.1]). The crystal Y(Λ0) is isomorphic to the crystal B(Λ0) of the
highest weight Uq(g)-module Vq(Λ0).
Lemma 1.2. Λ0 − 2δ + αi, for 0 ≤ i ≤ ℓ− 1, are extremal weights.
Proof. Explicit computation shows
r1r2 · · · rℓ · · · r1r0Λ0 = Λ0 − 2δ + α0,
r2 · · · rℓ · · · r2r0r1r0Λ0 = Λ0 − 2δ + α1.
Then riri+1(Λ0 − 2δ + αi) = Λ0 − 2δ + αi+1, for 1 ≤ i ≤ ℓ− 2, proves the result. 
Using the Young wall realization, one can observe the following facts:
(i) For each i ∈ I, Y(Λ0)Λ0−2δ+αi consists of the element Yi given below.
Y0 =
0
1
...
ℓ−1
ℓ
ℓ
ℓ−1
...
1
Yi = (i = 1, . . . , ℓ− 1)
0 0
...
...
i−1 i−1
...
ℓ
ℓ
...
i+1
Yℓ =
0 0
1 1
...
...
ℓ−1 ℓ−1
ℓ(1.2.1)
(ii) The Young walls Y0, . . . Yℓ−1 are extremal.
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(iii) We have εℓ(Yℓ−1) = 2 and if i, j ∈ I are such that (i, j) 6= (ℓ− 1, ℓ) then
εj(Yi) =
{
1 if j = i− 1, i+ 1,
0 otherwise.
(1.2.2)
Moreover, in the case that j is either i− 1 or i+ 1, we have e˜i(Yj) = e˜j(Yi).
(iv) We have
| Y(Λ0)Λ0−2δ | = ℓ+ 1.(1.2.3)
1.3. Shifted Young diagrams. Let λ = (λ1 > λ2 > . . . > λl > 0) be a shifted Young
diagram of depth l. We denote the depth l by l(λ) and write λ ⊢ n if λ consists of n boxes.
A tableau T of shape λ ⊢ n is a filling of boxes of λ with numbers 1, . . . , n, one for each
box. For a simple transposition sk, let skT be the tableau obtained from T by exchanging
the entries k and k + 1. A standard tableau is a tableau whose entries in rows and columns
increase from left to right and top to bottom, respectively. The canonical tableau T λ is the
standard tableau whose (i, j)-entry is (j − i) + 1 +
∑i−1
k=1 λk. We denote by ST(λ) the set of
all standard tableaux of shape λ. For example, the following are standard tableaux of shape
(5, 2):
1 2 4 6 7
3 5
1 2 3 5 7
4 6
Let λ be a shifted Young diagram. We consider the residue pattern (ℓ ≥ 1)
(1.3.1) 0 1 2 . . . ℓ− 1 ℓ ℓ ℓ− 1 . . . 2 1 0,
which repeats from left to right in each row of λ, and denote by res(i, j) the residue of the
(i, j)-box in λ. For example, if ℓ = 3 and λ = (12, 7, 3, 2), the residues are given as follows:
0 1 2 3 3 2 1 0 0 1 2 3
0 1 2 3 3 2 1
0 1 2
0 1
In this example, we have res(2, 7) = 2. Note that the residue pattern also appears in columns
of Young walls as colors (see Section 1.2).
Definition 1.3. For T ∈ ST(λ), we define the residue sequence of T by
res(T ) = (res1(T ), res2(T ), . . . , resn(T )) ∈ I
n,
where resk(T ) is the residue of the box filled with k in T , for 1 ≤ k ≤ n.
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1.4. The Fock space of neutral fermions. Let C be the Clifford algebra over C generated
by φk (k ∈ Z) with the following defining relations:
φpφq + φqφp =
{
2 if p = q = 0,
(−1)pδp,−q otherwise.
Consider the quotient space F = C/I by the left ideal I of C generated by {φk | k < 0}. For
a shifted Young diagram λ, we can write it as λ = (λ1 > λ2 > . . . > λ2r−1 > λ2r ≥ 0) for a
unique number r, where λ2r > 0 if l(λ) is even and λ2r = 0 if l(λ) is odd. Set |0〉 = 1+ I and
|λ〉 = φλ1φλ2 · · ·φλ2r |0〉.
Note that {|λ〉 | λ : shifted Young diagrams} is a linearly independent set in F.
We now define
F = SpanC{|λ〉 | λ : shifted Young diagrams} ⊆ F,
and describe the actions of the Chevalley generators fi, ei (i ∈ I) on F for the Kac-Moody
algebra g associated with A by the reduction (BKP )2ℓ+2 in [7, 12] as follows.
fi =
∑
j≥0, j≡i,−i−1
fj, ei =

e0 + 2
∑
j>0, j≡0,−1 ej if i = 0,∑
j>0, j≡i,−i−1 ej if i = 1, . . . , ℓ− 1,
2
∑
j>0, j≡ℓ,ℓ+1 ej if i = ℓ,
(1.4.1)
where all congruences are taken modulo h := 2ℓ+ 2, and
e0 = φ−1φ0, ej = (−1)
jφ−j−1φj (j ≥ 1),
f0 = φ1φ0, fj = (−1)
jφj+1φ−j (j ≥ 1).
F has the highest weight Λ0. It is straightforward to check that if λ has a row of length j+1
and does not have a row of length j (resp. λ has a row of length j and does not have a row
of length j + 1), then we have
ej |λ〉 = |ejλ〉, (resp. fj |λ〉 = |fjλ〉),(1.4.2)
where ejλ (resp. fjλ) is the shifted Young diagram obtained from λ by removing the rightmost
box of the row of length j + 1 (resp. adding a new box on the right of the row of length
j). Otherwise, we have ej |λ〉 = 0 (resp. fj|λ〉 = 0). For a shifted Young diagram λ, |λ〉 is a
weight vector whose weight is
wt(λ) := wt(|λ〉) = Λ0 −
∑
k∈res(λ)
αk,
where res(λ) is a multiset whose elements are res(i, j) for all (i, j) ∈ λ.
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2. Quiver Hecke algebras
In this section, we introduce the quiver Hecke algebras, the main object of study. Then
we review the categorification of integrable highest weight modules and crystals using their
module categories. The results in this section will be used for proving our main theorems.
Throughout the paper, k is an algebraically closed field, and algebras are unital associative
k-algebras.
Let (A,P,Π,Π∨) be the affine Cartan datum from Section 1.1, and take polynomials
Qi,j(u, v) ∈ k[u, v], for i, j ∈ I, of the form
Qi,j(u, v) =
{ ∑
p(αi|αi)+q(αj |αj)+2(αi|αj)=0
ti,j;p,qu
pvq if i 6= j,
0 if i = j,
where ti,j;p,q ∈ k are such that ti,j;−aij ,0 6= 0 and Qi,j(u, v) = Qj,i(v, u). The symmetric group
Sn = 〈sk | k = 1, . . . , n − 1〉 acts on I
n by place permutations.
Definition 2.1. Let Λ ∈ P+. The cyclotomic quiver Hecke algebra RΛ(n) associated with
polynomials (Qi,j(u, v))i,j∈I and the dominant integral weight Λ is the Z-graded k-algebra
defined by three sets of generators
{e(ν) | ν = (ν1, . . . , νn) ∈ I
n}, {xk | 1 ≤ k ≤ n}, {ψl | 1 ≤ l ≤ n− 1}
subject to the following relations:
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈In
e(ν) = 1, xke(ν) = e(ν)xk, xkxl = xlxk,
ψle(ν) = e(sl(ν))ψl, ψkψl = ψlψk if |k − l| > 1,
ψ2ke(ν) = Qνk,νk+1(xk, xk+1)e(ν),
(ψkxl − xsk(l)ψk)e(ν) =

−e(ν) if l = k and νk = νk+1,
e(ν) if l = k + 1 and νk = νk+1,
0 otherwise,
(ψk+1ψkψk+1 − ψkψk+1ψk)e(ν)
=

Qνk,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2
e(ν) if νk = νk+2,
0 otherwise,
x
〈hν1 ,Λ〉
1 e(ν) = 0.
REPRESENTATION TYPE OF FINITE QUIVER HECKE ALGEBRAS OF TYPE D
(2)
ℓ+1 9
The Z-grading on RΛ(n) is given as follows:
deg(e(ν)) = 0, deg(xke(ν)) = (ανk |ανk), deg(ψle(ν)) = −(ανl |ανl+1).
For β ∈ Q+ with |β| = n, we set Iβ = {ν = (ν1, . . . , νn) ∈ I
n |
∑n
k=1 ανk = β} and
e(β) =
∑
ν∈Iβ
e(ν),
which is a central idempotent of RΛ(n) since Iβ is invariant under the action of Sn. Define
RΛ(β) = RΛ(n)e(β).
We do not know whether RΛ(β) is indecomposable. For an RΛ(β)-moduleM , the q-character
chq(M) is defined by
chq(M) :=
∑
ν∈Iβ
dimq(e(ν)M)ν,
where dimq(N) :=
∑
i∈Z(dimNi)q
i for a graded vector space N =
⊕
i∈ZNi.
We will be interested in the special cyclotomic quiver Hecke algebra RΛ0(β) associated
with the Cartan datum of type D
(2)
ℓ+1, which we call finite quiver Hecke algebras of type D
(2)
ℓ+1.
Remark 2.2. As is explained in the introduction, we focus on finite quiver Hecke algebras
because they resemble the Hecke algebras associated with the symmetric group, and we study
how far the properties which were found for the classical Hecke algebras remain true for finite
quiver Hecke algebras. For example, we have already shown that the representation type
follows Erdmann and Nakano’s pattern in types A
(1)
ℓ , A
(2)
2ℓ and D
(2)
ℓ+1, but in the fourth paper
in our series, we will show that we may still use our method but the representation type
follows different pattern in type C
(1)
ℓ . The Erdmann and Nakano’s pattern also fails for the
level two and higher level cyclotomic Hecke algebras.
Before studying the finite quiver Hecke algebras of type D
(2)
ℓ+1, we recall results which are
valid for general RΛ(β).
Proposition 2.3 (cf. [2, Lem.2.2]). The algebra RΛ(β) is finite-dimensional and x1, . . . , xn
are nilpotent.
Proposition 2.4 (cf. [2, Prop.4.2]). The algebra RΛ(β) is a self-injective algebra.
Proposition 2.5 ([2, Cor.4.8]). For w ∈ W and k ∈ Z≥0, R
Λ(kδ) and RΛ(Λ − wΛ + kδ)
have the same number of simple modules and the same representation type.
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Let A = Z[q, q−1]. We denote by UA(g) the A-form of the quantum group Uq(g) associated
with the Cartan datum (A,P,Π,Π∨) and by VA(Λ) the A-form of highest weight Uq(g)-module
Vq(Λ), respectively.
Let us denote the direct sum of split Grothendieck groups of additive categories RΛ(β)-projZ
of finitely generated projective graded left RΛ(β)-modules by
KZ0 (R
Λ) =
⊕
β∈Q+
K0(R
Λ(β)-projZ).
Then, KZ0 (R
Λ) has an A-module structure induced by the Z-grading on RΛ(n).
Let e(ν, ν ′) be the idempotent corresponding to the concatenation of ν and ν ′. When
ν ′ = i, we simply write e(ν, i) = e(ν, (i)) and e(β, i) =
∑
ν∈Iβ e(ν, i). For β ∈ Q
+ and i ∈ I,
we define functors between categories of finitely generated graded modules as follows:
Ei : R
Λ(β + αi)-mod
Z −→ RΛ(β)-modZ, N 7→ e(β, i)N,
Fi : R
Λ(β)-modZ −→ RΛ(β + αi)-mod
Z, M 7→ RΛ(β + αi)e(β, i) ⊗RΛ(β) M.
Theorem 2.6 ([15, Thm.5.2]). Let li = 〈hi,Λ − β〉, for i ∈ I. Then one of the following
isomorphisms of endofuctors holds.
(1) If li ≥ 0, then
q−2i FiEi ⊕
li−1⊕
k=0
q2ki id
∼
−→ EiFi.
(2) If li ≤ 0, then
q−2i FiEi
∼
−→ EiFi ⊕
−li−1⊕
k=0
q−2k−2i id.
Moreover, Ei and Fi give a UA(g)-module structure to K
Z
0 (R
Λ).
Theorem 2.7 ([15, Thm.6.2]). There exists a UA(g)-module isomorphism between K
Z
0 (R
Λ)
and VA(Λ).
Specializing q → 1 on both sides of the isomorphism in Theorem 2.7, we have a g-module
isomorphism
VZ(Λ) ≃ K0(R
Λ) :=
⊕
β∈Q+
K0(R
Λ(β)-proj),(2.0.3)
where VZ(Λ) is the Kostant Z-form of the highest weight module V (Λ), and R
Λ(β)-proj is
the category of finitely generated projective RΛ(β)-modules.
By [18, Thm.3.5] and [2, Lem.3.3], the Shapovalov form ( , ) of VZ(Λ) can be understood
as dimension of the space of homomorphisms between projective modules. Namely, if u, v
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VZ(Λ)Λ−β correspond to actual projective R
Λ(β)-modules U, V ∈ K0(R
Λ(β)-proj) under the
isomorphism (2.0.3), then we have
(u, v) = dimHomRΛ(β)(U, V ).(2.0.4)
Let B(Λ) be the set of all isomorphism classes of irreducible graded RΛ(β)-modules, for all
β ∈ Q+. For i ∈ I and L ∈ B(Λ), the Kashiwara operators are defined by
e˜i(L) = Soc(EiL) and f˜i(L) = Top(FiL),
which give a Uq(g)-crystal structure on B(Λ).
Theorem 2.8 ([22, Thm.7.5]). The crystal B(Λ) is isomorphic to the crystal B(Λ) of the
highest weight Uq(g)-module Vq(Λ).
3. Dimension formula for RΛ0(β)
In this section, we give a dimension formula for finite quiver Hecke algebras RΛ0(β) in
terms of combinatorics of shifted Young diagrams. The Fock space F in Section 1.4 and the
categorication (2.0.3) in Section 2 are key ingredients for deducing the dimension formula.
For a shifted Young diagram λ,
• if we may remove a box of residue i from λ and get a new shifted Young diagram,
then we write λր i for the resulting diagram,
• if we may add a box of residue i to λ and get a new shifted Young diagram, then we
write λւ i for the resulting diagram.
Then, it follows from (1.4.1) and (1.4.2) that
ei|λ〉 =
∑
µ=λր i
m(λ, µ)|µ〉, fi|λ〉 =
∑
µ=λւ i
|µ〉,(3.0.5)
where
m(λ, µ) =
{
2 if either (wt(µ) = wt(λ) + α0 and l(λ) = l(µ)) or (wt(µ) = wt(λ) + αℓ),
1 otherwise.
The coefficients appearing in (3.0.5) are different from those in [2, (3.1.1)]. The reduction
processes using the Fock spaces for type A
(2)
2ℓ and type D
(2)
ℓ+1 give that difference, which yields
different dimension formulas for RΛ0(β).
For λ ⊢ n and ν ∈ In, we set
K(λ, ν) = |{T ∈ ST(λ) | ν = res(T )}|
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so that
|ST(λ)| =
∑
ν∈IΛ0−wt(λ)
K(λ, ν).(3.0.6)
Recall the element d defined in (1.1.1). Note that, if wt(λ) = Λ0−
∑
i∈I kiαi, then k0+ kℓ =
−〈d,wt(λ)〉. Then, the following Lemma 3.1, Theorem 3.2 and Corollary 3.3 can be proved
in the same manner as [2, Lem.3.2, Thm.3.4, Cor.3.5].
Lemma 3.1. For λ ⊢ n and ν = (ν1, ν2, . . . , νn) ∈ I
n, we obtain
eν1eν2 · · · eνn |λ〉 = 2
−〈d,wt(λ)〉−l(λ)K(λ, ν)|0〉,
fνnfνn−1 · · · fν1 |0〉 =
∑
µ⊢n
K(µ, ν)|µ〉.
Theorem 3.2. Let λ ⊢ n be a shifted Young diagram. For β ∈ Q+ with |β| = n and
ν, ν ′ ∈ Iβ, we have
dim e(ν ′)RΛ0(n)e(ν) =
∑
λ⊢n
2−〈d,wt(λ)〉−l(λ)K(λ, ν ′)K(λ, ν),
dimRΛ0(β) =
∑
λ⊢n, wt(λ)=Λ0−β
2−〈d,wt(λ)〉−l(λ)|ST(λ)|2,
dimRΛ0(n) =
∑
λ⊢n
2−〈d,wt(λ)〉−l(λ)|ST(λ)|2.
Corollary 3.3. (1) Let ν ∈ In. Then, e(ν) 6= 0 in RΛ0(n) if and only if ν may be
obtained from a standard tableau T as ν = res(T ).
(2) We have the following hook length formula.
dimRΛ0(β) =
∑
λ⊢n, wt(λ)=Λ0−β
2−〈d,wt(λ)〉−l(λ)
(
n!∏
(i,j)∈λ hi,j
)2
,
where hi,j is the hook length of (i, j) ∈ λ.
(3) For a natural number n, we have
n! =
∑
β∈Q+, |β|=n
2n−〈d,β〉 dimRΛ0(β).
Remark 3.4. When ℓ = 1, Theorem 3.2 recovers the following classical combinatorial formula.
n! =
∑
λ⊢n
2n−l(λ)|ST(λ)|2.
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The proof goes as follows. Suppose that ℓ = 1. Then, −〈d,wt(λ)〉 − l(λ) = n − l(λ) and
Theorem 3.2 implies that
dimRΛ0(n) =
∑
λ⊢n
2n−l(λ)|ST(λ)|2.
On the other hand, since D
(2)
ℓ+1 for ℓ = 1 is A
(1)
1 , there exists an isomorphism of algebras
between RΛ0(n) and the finite Hecke algebra H−1(Sn) associated with the symmetric group
Sn and the parameter q = −1 [4, 28]. Thus, dimR
Λ0(n) = n! and we are done.
Note that the proof of Corollary 3.3(3) uses the formula, so that we must avoid its use in
the above proof. For this reason, we use a different argument to relate dimRΛ0(n) and n!.
4. Representations of RΛ0(β)
In this section, we give various representations for the algebras RΛ0(δ), RΛ0(2δ − αi) and
RΛ0(2δ). Those representations will play crucial roles in proving our main theorem in §5.
We assume that ℓ ≥ 2. We also suppose that Q0,1(u, v) = u
2 + v, Qℓ−1,ℓ(u, v) = u + v
2 and
Qi,j(u, v) = 1 if ai,j = 0, for simplicity.
4.1. Representations of RΛ0(δ). We show that the algebra homomorphism
k[x]→ RΛ0(δ) : x 7→ xℓ+1
induces an isomorphism of algebras k[x]/(x2) ≃ RΛ0(δ).
Observe that the residue pattern (1.3.1) implies that λ = (ℓ + 1) is the unique shifted
Young diagram of weight Λ0 − δ, and ST(λ) consists of the standard tableau
0 1 · · · ℓ−1 ℓ
.(4.1.1)
Hence, Theorem 3.2 implies that dimRΛ0(δ) = 2. Now, it is straightforward to check that
e(ν) 7→
{
( 1 00 1 ) if ν = (0, 1, . . . , ℓ),
( 0 00 0 ) otherwise,
ψj 7→( 0 00 0 ),
xi 7→
{
( 0 10 0 ) if i = ℓ+ 1,
( 0 00 0 ) otherwise.
is a well-defined representation of RΛ0(δ). Hence, we have the algebra isomorphism
RΛ0(δ) ≃ k( 1 00 1 )⊕ k(
0 1
0 0 ) ≃ k[x]/(x
2).
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4.2. Representations of RΛ0(2δ − αi). In this subsection, we study R
Λ0(2δ − αi). A key
point here is that the irreducible RΛ0(2δ−αi)-module is unique and we may give its explicit
description, for all i ∈ I. We will use the result to determine the structure of RΛ0(2δ).
Let h = 2ℓ + 2 as before. We consider two rows partition λ(i) = (h − i − 1, i) ⊢ h − 1 of
weight Λ0−2δ+αi, for 0 ≤ i ≤ ℓ. Then the residues of the nodes of λ(i) are given as follows:
(4.2.1) λ(i) =

0 1 · · · i · · · ℓ ℓ · · · i+1
0 · · · i−1
if i = 0, 1, . . . , ℓ− 1,
0 1 · · · ℓ
0 · · · ℓ−1
if i = ℓ.
It is easy to check that T ∈ ST(λ(i)) is uniquely determined by res(T ). Let N = k2 be the
two dimensional vector space and we define
ξ1 =
(
0 1
0 0
)
, ξ2 =
(
0 −1
0 0
)
, ∂ =
(
0 0
−1 0
)
.
Remark 4.1. We have ξ1∂ − ∂ξ2 = −1 = ∂ξ1 − ξ2∂, ξ
2
1 = 0, ξ1ξ2 = ξ2ξ1 and ∂
2 = 0. These
are defining relations for the cyclotomic nilHecke algebra NH22 . Indeed, NH
2
2 is isomorphic
to Mat(2,k) [21, Prop.5.3], and N is the unique irreducible NH22 -module.
We shall define RΛ0(2δ − αi)-modules Li, for 0 ≤ i ≤ ℓ. Let
Li =
⊕
T∈ST(λ(i))
N ⊗ T
be the direct sum of copies of N such that each of the copies are labeled by ST(λ(i)).
Lemma 4.2. If 0 ≤ i ≤ ℓ− 1, we may define an RΛ0(2δ − αi)-module structure on Li by
(4.2.2)
e(ν)(v ⊗ T ) =
{
v ⊗ T if ν = res(T ),
0 otherwise,
xk(v ⊗ T ) =

ξ1v ⊗ T if k is located at (1, ℓ+ 1) ∈ λ(i),
ξ2v ⊗ T if k is located at (1, ℓ+ 2) ∈ λ(i),
0 otherwise,
ψk(v ⊗ T ) =

∂v ⊗ T if k and k + 1 are located at (1, ℓ+ 1) and (1, ℓ+ 2),
v ⊗ skT if skT is standard,
0 otherwise.
REPRESENTATION TYPE OF FINITE QUIVER HECKE ALGEBRAS OF TYPE D
(2)
ℓ+1 15
If i = ℓ, we may define an RΛ0(2δ − αℓ)-module structure on Lℓ by
(4.2.3)
e(ν)(v ⊗ T ) =
{
v ⊗ T if ν = res(T ),
0 otherwise,
xk(v ⊗ T ) =
{
ξ1v ⊗ T if k is located at (1, ℓ + 1) ∈ λ(ℓ),
0 otherwise,
ψk(v ⊗ T ) =
{
v ⊗ skT if skT is standard,
0 otherwise.
Proof. To check the defining relations on v ⊗ T , we may assume that
ν = (ν1, ν2, . . . , νh−1) = res(T ).
Then, using the residue pattern (1.3.1) and combinatorics of standard tableaux, we have
(i) If νk = νk+1, then 0 ≤ i ≤ ℓ− 1 and νk = νk+1 = ℓ.
(ii) skT is standard if and only if aνk,νk+1 = 0.
(iii) If νk = νk+2, then (νk, νk+1, νk+2) is either (0, 1, 0) or (ℓ, j, ℓ) for some j ∈ I with
aℓ,j = 0.
In the rest of the proof, we only check the relations for (ψkxl − xsk(l)ψk)e(ν), ψ
2
ke(ν) and
(ψk+1ψkψk+1 − ψkψk+1ψk)e(ν), because it is straightforward to check other relations.
Let us start with (ψkxl − xsk(l)ψk)e(ν)(v ⊗ T ). Suppose that νk = νk+1. Then (i) implies
that k and k + 1 are located at the nodes (1, ℓ+ 1) and (1, ℓ+ 2) of λ(i). If l 6= k, k + 1 then
xl(v ⊗ T ) = 0, xsk(l)ψk(v ⊗ T ) = xl(∂v ⊗ T ) = 0.
Thus, (ψkxl − xsk(l)ψk)e(ν)(v ⊗ T ) = 0 as desired. If l = k then
(ψkxk − xk+1ψk)e(ν)(v ⊗ T ) = ∂ξ1v ⊗ T − ξ2∂v ⊗ T = −v ⊗ T = −e(ν)(v ⊗ T ).
If l = k+1, the similar computation shows (ψkxk+1−xkψk)e(ν)(v⊗ T ) = e(ν)(v⊗T ). Next
we suppose that νk 6= νk+1 and prove (ψkxl−xsk(l)ψk)e(ν)(v⊗T ) = 0. If skT is not standard
then ψk(N ⊗ T ) = 0 implies the result. If skT is standard, we define
ηl(T ) = #{1 ≤ t ≤ l | rest(T ) = resl(T )}.
Then ηl(T ) is either 1 or 2 and we may write
xl(v ⊗ T ) = δℓ,resl(T )ξηl(T )v ⊗ T.
Since resl(T ) = ressk(l)(skT ) holds and νk 6= νk+1 implies ηl(T ) = ηsk(l)(skT ), we have
(ψkxl − xsk(l)ψk)e(ν)(v ⊗ T ) =
(
δℓ,resl(T )ξηl(T ) − δℓ,ressk(l)(skT )
ξηsk(l)(skT )
)
(v ⊗ skT ) = 0.
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Next we prove the relation for ψ2ke(ν). If skT is standard, then aνk,νk+1 = 0 by (ii), so that
Qνk,νk+1(xk, xk+1) = 1 and ψ
2
ke(ν)(v⊗T ) = Qνk,νk+1(xk, xk+1)e(ν)(v⊗T ) holds. If skT is not
standard, then ψ2ke(ν)(v⊗T ) = 0 and we have to verify Qνk,νk+1(xk, xk+1)e(ν)(v⊗T ) = 0. If
νk 6= ℓ and νk+1 6= ℓ, it is clear. Since skT is not standard, the remaining cases are (νk, νk+1) =
(ℓ, ℓ) or (νk, νk+1) = (ℓ, ℓ− 1), (ℓ− 1, ℓ). If (νk, νk+1) = (ℓ, ℓ) then Qνk,νk+1(xk, xk+1) = 0 and
there is nothing to prove. Suppose that (νk, νk+1) = (ℓ− 1, ℓ). Then
Qℓ−1,ℓ(xk, xk+1)e(ν)(v ⊗ T ) = (xk + x
2
k+1)(v ⊗ T ) = ξ
2
ηk+1(T )
v ⊗ T = 0.
The proof for the case (νk, νk+1) = (ℓ, ℓ− 1) is similar.
Finally, we consider (ψk+1ψkψk+1−ψkψk+1ψk)e(ν)(v⊗T ). If ψk+1ψkψk+1(v⊗T ) 6= 0 then
one of the following holds and the other does not hold.
(a) sk+1T, sksk+1T, sk+1sksk+1T are all standard.
(b) νk = νk+1 = ℓ or νk = νk+2 = ℓ or νk+1 = νk+2 = ℓ.
Similarly, if ψkψk+1ψk(v ⊗ T ) 6= 0 then one of the following holds and the other does not.
(a) skT, sk+1skT, sksk+1skT are all standard.
(b) νk = νk+1 = ℓ or νk = νk+2 = ℓ or νk+1 = νk+2 = ℓ.
Note that skT , sk+1skT , sksk+1skT are all standard if and only if sk+1T , sksk+1T , sk+1sksk+1T
are all standard. Thus, there are two cases to consider. In case (a), we have
(ψk+1ψkψk+1 − ψkψk+1ψk)(v ⊗ T ) = 0.
In case (b), i 6= ℓ and (νk, νk+1, νk+2) = (j, ℓ, ℓ), (ℓ, j, ℓ), (ℓ, ℓ, j), for some j ∈ I with j 6= ℓ.
Using (ii), we have the following.
(1) If (νk, νk+1, νk+2) = (j, ℓ, ℓ) and aj,ℓ 6= 0 then
ψk(v ⊗ T ) = 0, ψkψk+1(v ⊗ T ) = ψk(∂v ⊗ T ) = 0.
(2) If (νk, νk+1, νk+2) = (j, ℓ, ℓ) and aj,ℓ = 0 then
ψk+1ψkψk+1(v ⊗ T ) = ∂v ⊗ sk+1skT = ψkψk+1ψk(v ⊗ T ).
(3) If (νk, νk+1, νk+2) = (ℓ, j, ℓ) and aj,ℓ 6= 0 then
ψk(v ⊗ T ) = 0, ψk+1(v ⊗ T ) = 0.
(4) If (νk, νk+1, νk+2) = (ℓ, j, ℓ) and aj,ℓ = 0 then
ψk+1ψkψk+1(v ⊗ T ) = ∂v ⊗ T = ψkψk+1ψk(v ⊗ T ).
(5) If (νk, νk+1, νk+2) = (ℓ, ℓ, j) and aj,ℓ 6= 0 then
ψk+1(v ⊗ T ) = 0, ψk+1ψk(v ⊗ T ) = ψk+1(∂v ⊗ T ) = 0
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(6) If (νk, νk+1, νk+2) = (ℓ, ℓ, j) and aj,ℓ = 0 then
ψk+1ψkψk+1(v ⊗ T ) = ∂v ⊗ sksk+1T = ψkψk+1ψk(v ⊗ T ).
Therefore, we always have (ψk+1ψkψk+1 − ψkψk+1ψk)e(ν)(v ⊗ T ) = 0. Thus, it is enough to
prove that if νk = νk+2 then
Qνk,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2
(v ⊗ T ) = 0.
Suppose that νk = νk+2. Then (iii) implies that (νk, νk+1, νk+2) = (0, 1, 0) or (ℓ, j, ℓ) with
aℓ,j = 0. If (νk, νk+1, νk+2) = (0, 1, 0), then
Q0,1(xk, xk+1)−Q0,1(xk+2, xk+1)
xk − xk+2
(v ⊗ T ) = (xk + xk+2)(v ⊗ T ) = 0.
If (νk, νk+1, νk+2) = (ℓ, j, ℓ) with aℓ,j = 0, then Qℓ,j(u, v) = 1 and
Qℓ,j(xk, xk+1)−Qℓ,j(xk+2, xk+1)
xk − xk+2
(v ⊗ T ) = 0.
We have completed the proof. 
Corollary 4.3. Define
L˜ℓ =
⊕
T∈ST(λ(ℓ))
k( 10 )⊗ T.
Then L˜ℓ is an R
Λ0(2δ − αℓ)-submodule of Lℓ and we have a nonsplit exact sequence
0 −→ L˜ℓ −→ Lℓ −→ L˜ℓ −→ 0.
Proof. We prove that the exact sequence is nonsplit. The other parts are clear by (4.2.3).
By definition, all xk act as 0 on L˜ℓ. Thus, Lℓ 6≃ L˜ℓ ⊕ L˜ℓ because the action of xk is nonzero
on Lℓ. 
Lemma 4.4. (1) The modules Li, for 0 ≤ i ≤ ℓ− 1, and L˜ℓ are irreducible.
(2) For 0 ≤ i, j ≤ ℓ− 1, we have EjLi = 0 if and only if j 6= i± 1. Moreover,
EiLj ≃ EjLi
and they are irreducible if they are nonzero.
(3) EiL˜ℓ = 0 if and only if i 6= ℓ− 1, and Eℓ−1L˜ℓ is irreducible.
(4) Eℓ−1Lℓ is isomorphic to EℓLℓ−1, and there is a nonsplit exact sequence:
0 −→ Eℓ−1L˜ℓ −→ EℓLℓ−1 −→ Eℓ−1L˜ℓ −→ 0.
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Proof. We show that Li, for 0 ≤ i ≤ ℓ− 1, are irreducible. Let W be a nonzero R
Λ0(2δ−αi)-
submodule of Li. Then
W =
⊕
T∈ST(λ(i))
e(res(T ))W
and e(res(T ))W 6= 0, for some T ∈ ST(λ(i)). Noting that N is irreducible as a NH22 -module,
we may assume that 0 6= N ⊗ T ⊆ W , for some T ∈ ST(λ(i)). To conclude that W = Li, it
suffices to show the following: for any T ∈ ST(λ(i)), there is a sequence T0, T1, . . . of standard
tableaux which starts at T and ends at the canonical tableau such that Tk+1 = sikTk for
some ik. Let S be a standard tableau and suppose that 1, 2, . . . , a − 1 are on the first row,
a, a+1, . . . , b are on the second row and b+1 is on the first row again. Then we swap b and
b + 1. Repeating the procedure, we reach the stage a = b and when we swap b and b + 1,
we obtain a standard tableau such that 1, 2, . . . , a are on the first row and a + 1 is on the
second row. Hence, repeated use of the procedure starting with T gives the desired sequence
of standard tableaux.
In the same manner, we may prove that L˜ℓ and EiLj, for j = i ± 1, are irreducible. In
particular, we have proved (1).
Suppose that 0 ≤ i, j ≤ ℓ− 1. By the definition of the module structure (4.2.2), we have
chqLi = (1 + q
2)
∑
T∈ST(λ(i))
res(T ).
Thus, chq(EjLi) = chq(EiLj) 6= 0 if j = i± 1 and chq(EjLi) = 0 otherwise. Since EiLj are
irreducible if they are nonzero, (2) follows. The proof of (3) is similar.
It is clear from the definition of the modules that Eℓ−1Lℓ ≃ EℓLℓ−1. Applying the exact
functor Eℓ−1 to the exact sequence from Corollary 4.3, we obtain the exact sequence
0 −→ Eℓ−1L˜ℓ −→ EℓLℓ−1 −→ Eℓ−1L˜ℓ −→ 0.
It is nonsplit because EℓLℓ−1 is not homogeneous while Eℓ−1L˜ℓ is homogeneous. 
Remark 4.5. The irreducible modules L0, L1, . . ., Lℓ−1, L˜ℓ correspond to the Young walls
Y0, Y1, . . ., Yℓ−1, Yℓ given in (1.2.1) via the crystal isomorphism from Theorem 2.8. Hence,
some parts of Lemma 4.4 may be proved by using properties (1.2.2) of the Young walls Yi.
Proposition 4.6. The irreducible RΛ0(2δ −αi)-module is unique, for all i ∈ I, and we have
the following structure theorem.
(1) For 0 ≤ i ≤ ℓ− 1, we have an algebra isomorphism RΛ0(2δ − αi) ≃ Mat(dimLi,k),
where Li is the unique irreducible R
Λ0(2δ − αi)-module defined in (4.2.2) and
dimLi = 2
(
h− 2
i
)
− 2
(
h− 2
i− 1
)
.
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(2) We have an algebra isomorphism RΛ0(2δ − αℓ) ≃ Mat(dim L˜ℓ,k[x]/(x
2)), where L˜ℓ
is the unique irreducible RΛ0(2δ − αℓ)-module defined in Corollary 4.3 and
dim L˜ℓ =
(
h− 2
ℓ
)
−
(
h− 2
ℓ− 1
)
.
Furthermore, Lℓ is the unique indecomposable projective R
Λ0(2δ − αℓ)-module.
Proof. It follows from Lemma 1.2 and Proposition 2.5 that RΛ0(2δ −αi) is a simple algebra,
for 0 ≤ i ≤ ℓ− 1. Then Li is the unique irreducible R
Λ0(2δ − αi)-module by Lemma 4.4(1).
Thus, RΛ0(2δ − αi) ≃ Endk(Li) and the hook length formula for the number of elements in
ST(λ(i)) gives the formula for dimLi. Hence (1) follows. To prove (2), observe that
rℓ−1 · · · r1r0(Λ0 − δ) = rℓ−1 · · · r1r0(Λ0)− δ = Λ0 − 2δ + αℓ.
Then, RΛ0(2δ−αℓ) and R
Λ0(δ) have the same number of simple modules by Proposition 2.5.
As RΛ0(δ) ≃ k[x]/(x2), L˜ℓ is the unique R
Λ0(2δ − αℓ)-module by Lemma 4.4(1) again. Let
Pℓ be the indecomposable projective R
Λ0(2δ − αℓ)-module. Since
dimRΛ0(2δ − αℓ) = (dimPℓ)(dim L˜ℓ),
and Theorem 3.2 shows that dimRΛ0(2δ − αℓ) = 2(dim L˜ℓ)
2, Pℓ is the uniserial module of
length 2. As Corollary 4.3 shows that we have a surjective homomorphism Pℓ → Lℓ, we have
Pℓ ≃ Lℓ. Hence Lℓ is the unique indecomposable projective R
Λ0(2δ − αℓ)-module.
To finish the proof, we observe that the regular representation gives an algebra isomorphism
RΛ0(2δ − αℓ) ≃ EndRΛ0 (2δ−αℓ)(L
⊕ dim L˜ℓ
ℓ )
op ≃ Mat(dim L˜ℓ,EndRΛ0 (2δ−αℓ)(Lℓ)
op)
and EndRΛ0 (2δ−αℓ)(Lℓ) ≃ k[x]/(x
2). Thus, RΛ0(2δ − αℓ) ≃Mat(dim L˜ℓ,k[x]/(x
2)). 
4.3. Representations of RΛ0(2δ). In this section, we give explicit constructions of various
RΛ0(2δ)-modules using results from Section 4.2.
Lemma 4.7. By declaring that xh and ψh−1 act as 0, and e(ν), for ν ∈ I
2δ, as
e(ν)(v ⊗ T ) =
{
v ⊗ T if ν = res(T ) ∗ i,
0 otherwise,
where res(T ) ∗ i is the concatenation of res(T ) and (i), the irreducible RΛ0(2δ − αi)-module
Li extends to an irreducible R
Λ0(2δ)-module, for 0 ≤ i ≤ ℓ− 1.
Proof. We may assume that ν = res(T ) ∗ i. Then (4.2.1) tells
νh−2 6= i = νh and νh−1 = i± 1 6= νh.
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Thus, the relations for (ψh−1ψh−2ψh−1 − ψh−2ψh−1ψh−2)e(ν) and (ψh−1xl − xsk(l)ψh−1)e(ν)
hold. If νh−1 6= ℓ, then aνh−1,νh = ai±1,i 6= 0 and xh−1(v ⊗ T ) = 0 imply that
Qνh−1,νh(xh−1, xh)(v ⊗ T ) = 0.
If νh−1 = ℓ, then aνh−1,νh 6= 0 forces νh = ℓ− 1, and Qνh−1,νh(xh−1, xh)(v ⊗ T ) is equal to
Qℓ,ℓ−1(xh−1, xh)(v ⊗ T ) = (x
2
h−1 + xh)(v ⊗ T ) = ξ
2
2v ⊗ T = 0.
Thus, the relation for ψ2h−1e(ν) holds. It is easy to check the remaining defining relations. 
Definition 4.8. We denote the irreducible RΛ0(2δ)-module defined in Lemma 4.7 by Si, for
i = 0, 1, . . . , ℓ− 1.
Lemma 4.9. By declaring that ψh−1 act as 0, xh and e(ν), for ν ∈ I
2δ, as
xh(v ⊗ T ) = ξ2v ⊗ T, e(ν)(v ⊗ T ) =
{
v ⊗ T if ν = res(T ) ∗ ℓ,
0 otherwise,
Lℓ extends to a R
Λ0(2δ)-module. Further, the RΛ0(2δ−αℓ)-submodule L˜ℓ is stable under the
action of xh and e(ν), for ν ∈ I
2δ.
Proof. Let ν = res(T ) ∗ ℓ and we check the defining relations. By (4.2.1), we have
νh−2 = ℓ− 2 or ℓ and νh−1 = ℓ− 1 6= ℓ = νh.
Then, it is easy to check the defining relations except for (ψh−1ψh−2ψh−1−ψh−2ψh−1ψh−2)e(ν)
when (νh−2, νh−1, νh) = (ℓ, ℓ− 1, ℓ). In this case, we have to prove
Qℓ,ℓ−1(xh−2, xh−1)−Qℓ,ℓ−1(xh, xh−1)
xh−2 − xh
(v ⊗ T ) = 0.
But the left hand side is equal to
(xh−2 + xh)(v ⊗ T ) = (ξ1 + ξ2)v ⊗ T = 0.
Hence, we have checked all the defining relations. Finally, it is clear that L˜ℓ is stable under
the action of xh and e(ν), for ν ∈ I
2δ. 
Definition 4.10. We denote the RΛ0(2δ)-module defined in Lemma 4.9 by Ŝℓ and the unique
irreducible RΛ0(2δ)-submodule by Sℓ.
By construction, εj(Si) = δij , for 0 ≤ i, j ≤ ℓ. Hence S0, . . . ,Sℓ are pairwise non-
isomorphic RΛ0(2δ)-modules. Using Theorem 2.8, (1.2.3) and Corollary 4.3, we have the
following lemma.
Lemma 4.11. (1) The modules Si (i = 0, 1, . . . , ℓ) form a complete list of irreducible
RΛ0(2δ)-modules.
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(2) There is a nonsplit exact sequence
0 −→ Sℓ −→ Ŝℓ −→ Sℓ −→ 0.
(3) For i, j ∈ I, we have
EjSi ≃

Li if i = j 6= ℓ,
L˜ℓ if i = j = ℓ,
0 otherwise.
To determine the basic algebra of RΛ0(2δ) and its representation type, we will need a
uniserial moduleM with Top(M) ≃ Sℓ−1 and Rad(M) ≃ Ŝℓ, which we shall construct here.
Definition 4.12. For each T ∈ ST(λ(ℓ− 1)) with resh−1(T ) = ℓ, define T
∨ ∈ ST(λ(ℓ)) to be
the standard tableau obtained from T by moving the node (1, ℓ+ 2) to the node (2, ℓ + 1).
Example 4.13. The following is an example when ℓ = 3.
T =
1 2 3 5 7
4 6
, T∨ =
1 2 3 5
4 6 7
.
Lemma 4.14. We change the action of ψh−1 on the R
Λ0(2δ)-module Ŝℓ ⊕ Sℓ−1 to
ψh−1(v ⊗ T ) =
{
v ⊗ T∨ if resh−1(T ) = ℓ,
0 otherwise,
and keep the action of the other generators unchanged. Then, we obtain an RΛ0(2δ)-module.
Proof. It suffices to check the defining relations which involve ψh−1. It also suffices to check
the relations on v ⊗ T with T ∈ ST(λ(ℓ− 1)). Note that resh(T ) = ℓ− 1.
Suppose that ν 6= res(T ). If e(sh−1ν)ψh−1(v ⊗ T ) 6= 0 then we have
resh−1(T ) = ℓ, (νh, νh−1) = (resh−1(T
∨), resh(T
∨)) = (ℓ− 1, ℓ)
and νk = resk(T
∨) = resk(T ), for 1 ≤ k ≤ h− 2. It contradicts ν 6= res(T ), and we have
ψh−1e(ν)(v ⊗ T ) = e(sh−1ν)ψh−1(v ⊗ T ).
If ν = res(T ) then explicit computation for the cases resh−1(T ) 6= ℓ and resh−1(T ) = ℓ proves
ψh−1e(ν)(v ⊗ T ) = e(sh−1ν)ψh−1(v ⊗ T ).
To prove the remaining defining relations, we may assume that ν = res(T ).
Suppose that 1 ≤ k ≤ h− 3. Then the location of h− 1 in skT is the same as the location
in T . It follows that if ψh−1ψk(v ⊗ T ) 6= 0 or ψkψh−1(v ⊗ T ) 6= 0 then νh−1 = ℓ and skT is
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standard. Hence we assume that νh−1 = ℓ and skT is standard. Then explicit computation
shows ψh−1ψk(v ⊗ T ) = ψkψh−1(v ⊗ T ).
Next we consider the relation for (ψh−1xk − xsh−1(k)ψh−1)e(ν). Suppose that k 6= h− 1, h.
If ψh−1xk(v⊗T ) 6= 0 or xkψh−1(v⊗T ) 6= 0 then k is located at (1, ℓ+1) and h− 1 is located
at (1, ℓ+2). Hence we assume that k is located at (1, ℓ+1) and h− 1 is located at (1, ℓ+2).
Then direct computation shows
(ψh−1xk − xkψh−1)(v ⊗ T ) = ξ1v ⊗ T
∨ − ξ1v ⊗ T
∨ = 0.
If k = h then (ψh−1xh−xh−1ψh−1)(v⊗T ) = −xh−1ψh−1(v⊗T ) = 0. Suppose that k = h−1.
If ψh−1xh−1(v ⊗ T ) 6= 0 or xhψh−1(v ⊗ T ) 6= 0 then h − 1 is located at (1, ℓ + 2). Thus we
assume that h− 1 is located at (1, ℓ+ 2). Then, recalling the action of xh on Ŝℓ, we have
(ψh−1xh−1 − xhψh−1)(v ⊗ T ) = ξ2v ⊗ T
∨ − ξ2v ⊗ T
∨ = 0.
Hence the relation for (ψh−1xk − xsh−1(k)ψh−1)e(ν) holds.
Since ψh−1 acts as 0 on Ŝℓ, we have ψ
2
h−1(v⊗T ) = 0. On the other hand, we already know
ψ2h−1(v ⊗ T ) = Qνh−1,νh(xh−1, xh)(v ⊗ T )
holds if we replace ψh−1 with 0, because it is one of the defining relations on Sℓ−1. It implies
the relation for ψ2h−1e(ν).
Finally, we check the relation for (ψh−1ψh−2ψh−1 − ψh−2ψh−1ψh−2)e(ν). Note that ψh−2
acts as 0 on Ŝℓ. Hence (ψh−1ψh−2ψh−1−ψh−2ψh−1ψh−2)(v⊗ T ) = 0. On the other hand, we
have νh−2 = ℓ− 2 or ℓ, and νh = ℓ− 1. Hence νh−2 = νh does not occur, and the relation for
(ψh−1ψh−2ψh−1 − ψh−2ψh−1ψh−2)e(ν) holds. 
Lemma 4.15. Let M be the RΛ0(2δ)-module constructed in Lemma 4.14. Then the radical
series of M is given as follows:
M≃
Sℓ−1
Sℓ
Sℓ
Proof. Since the action of ψh−1 on M is nonzero, we have a nonsplit exact sequence
0 −→ Ŝℓ −→M −→ Sℓ−1 −→ 0.
Hence Soc(M) ⊆ Ŝℓ, and Soc(M) = Sℓ by Lemma 4.11(2). If Sℓ appeared in Top(M),
then M/Soc(M) would be a semisimple module Sℓ−1 ⊕ Sℓ. Then, ψh−1 would act as 0 on
M/Soc(M). Recall the definiton of the action:
ψh−1(v ⊗ T ) =
{
v ⊗ T∨ if resh−1(T ) = ℓ,
0 otherwise.
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It follows that the action of ψh−1 onM/Soc(M) is also nonzero. Thus, Top(M) = Sℓ−1 and
Rad(M) = Ŝℓ. Then Lemma 4.11(2) implies that Rad
2(M) = Soc(M). 
5. Representation type
In this section, we give a criterion for representation type of RΛ0(β). When ℓ = 1, the
algebra RΛ0(β) is of type A
(1)
1 . Erdmann-Nakano theorem [9] and the isomorphism theorem
by Brundan-Kleshchev [4] and Rouquier [28] and [3] for arbitrary parameters tell us that
RΛ0(β) is
(1) simple if Λ0 − β ∈WΛ0,
(2) not semisimple but of finite type if Λ0 − β ∈WΛ0 − δ,
(3) of tame type if Λ0 − β ∈WΛ0 − 2δ,
(4) of wild type otherwise.
Thus, an interesting question is to find a criterion for the representation type of RΛ0(β) when
ℓ ≥ 2. From now on, we assume that RΛ0(β) is of type D
(2)
ℓ+1 for ℓ ≥ 2.
5.1. The algebra RΛ0(δ). In Section 4.1 we showed that RΛ0(δ) is generated by xℓ+1 and
the algebra homomorphism k[x]→ RΛ0(δ) which sends x to xℓ+1 induces k[x]/(x
2) ≃ RΛ0(δ).
Thus, RΛ0(δ) is not semisimple but of finite representation type.
5.2. The algebra RΛ0(2δ). In this subsection, we show that RΛ0(2δ) is special biserial by
computing the radical series of indecomposable projective RΛ0(2δ)-modules.
Recall the RΛ0(2δ − αi)-modules Li and L˜ℓ defined in Section 4.2. We define
Pi = FiLi, for i = 0, 1, . . . , ℓ.
Proposition 4.6 tells that the RΛ0(2δ − αi)-modules Li (0 ≤ i ≤ ℓ) are projective. As the
functor Fi sends projective objects to projective objects, Pi are projective R
Λ0(2δ)-modules.
Recall the irreducibleRΛ0(2δ)-modules Si from Lemma 4.11. It follows from Lemma 4.4(1),
Lemma 4.11 and the biadjointness of Ei and Fi that
(5.2.1)
Hom(Sj ,Pi) ≃ Hom(EiSj,Li) ≃
{
k if j = i,
0 if j 6= i,
Hom(Pi,Sj) ≃ Hom(Li, EiSj) ≃
{
k if j = i,
0 if j 6= i.
Thus, Pi is indecomposable and Top(Pi) ≃ Soc(Pi) ≃ Si. In other words, Pi is the projective
cover of Si, for 0 ≤ i ≤ ℓ, and RΛ0(2δ) is weakly symmetric.
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Theorem 5.1. The radical series of Pi are given as follows:
P0 ≃ S0 S1
S0
S0
, Pi ≃ Si−1 Si+1
Si
Si
(i 6= ℓ− 1, ℓ), Pℓ−1 ≃ Sℓ−2
Sℓ
Sℓ
Sℓ−1
Sℓ−1
, Pℓ ≃
Sℓ
Sℓ−1 Sℓ
Sℓ−1
Sℓ
Sℓ
Proof. We first compute dimHom(Pi,Pj) to obtain the composition multiplicities.
Suppose that i 6= j. By the biadjointness of Ei and Fi and [15, Thm.5.1], we have
Hom(Pi,Pj) ≃ Hom(EjFiLi,Lj) ≃ Hom(FiEjLi,Lj) ≃ Hom(EjLi, EiLj),
which yields, by Lemma 4.4,
dimHom(Pi,Pj) =

2 if (i, j) = (ℓ− 1, ℓ), (ℓ, ℓ − 1),
1 if j = i± 1 and (i, j) 6= (ℓ− 1, ℓ), (ℓ, ℓ − 1),
0 otherwise.
Next we consider the case i = j. As EiLi = 0 and 〈hi,Λ0 − 2δ + αi〉 > 0, it follows from
Theorem 2.6 that
EiFiLi ≃ L
⊕〈hi,Λ0−2δ+αi〉
i .
Thus, by Lemma 4.4, we have
dimHom(Pi,Pi) = dimHom(Li, EiFiLi) =

3 if i = 0,
2 if i = 1, . . . , ℓ− 1,
4 if i = ℓ.
Therefore, we have
[P0] = 3[S0] + [S1],
[Pi] = [Si−1] + 2[Si] + [Si+1] (i = 1, . . . , ℓ− 1),
[Pℓ−1] = [Sℓ−2] + 2[Sℓ−1] + 2[Sℓ],
[Pℓ] = 2[Sℓ−1] + 4[Sℓ]
in the Grothendieck group K0(R
Λ0(2δ)-mod).
Recall that the algebra RΛ0(β) has an anti-involution which fixes all the defining generators
elementwise, and we have the corresponding duality on the category of RΛ0(β)-modules:
M 7→M∨ = Homk(M,k).
It is straightforward to check that Si are self-dual, so that Lemma 4.15 implies that
M≃
Sℓ−1
Sℓ
Sℓ
and M∨ ≃
Sℓ
Sℓ
Sℓ−1.
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Since Pi is the projective cover of Si, there are nontrivial surjective homomorphisms
Pℓ−1 ։M and Pℓ ։M
∨.
As the algebra RΛ0(2δ) is weakly symmetric, the indecomposable projective module Pi is
isomorphic to its dual. Therefore, the heart of Pi is self-dual, which yields the assertion. 
Recall that a finite dimensional algebra is a special biserial algebra if the quiver and the
relations of its basic algebra satisfy the following conditions.
(a1) For each vertex i, the number of incoming arrows is at most 2.
(a2) For each vertex i, the number of outgoing arrows is at most 2.
(b1) For each arrow α, there is at most one arrow β such that αβ 6= 0.
(b2) For each arrow α, there is at most one arrow β such that βα 6= 0.
The notion of special biserial algebras was originally introduced by Skowron´ski andWaschbu¨sch
[31] in order to characterize representation-finite algebras which has at most 2 nonprojective
indecomposable direct summands in the middle term of any almost split sequence.
If the relations of a special biserial algebra are given by monomials in arrows, the algebra
is called a string algebra, and complete classification of indecomposable modules is known [5].
The indecomposable modules are given by string modules and band modules, where strings
and bands are certain walks on the double of the quiver. As we will need some computation
of string modules and the growth rate for the number of bands, we quickly review necessary
materials.
A walk on a quiver is a closed walk if it returns to the initial vertex of the walk. We say
that closed walks w and w′ are cyclically equivalent if w = w1 · · ·wn, where wi are arrows of
the quiver, then w′ = wiwi+1 · · ·wnw1 · · ·wi−1, for some i.
Definition 5.2. Let kQ/I be a string algebra. For each arrow α in Q, we add a new arrow
α−1 with the opposite direction, and we denote the resulting quiver by Q̂.
(1) A walk w = w1 · · ·wn (n ≥ 0) on Q̂ is a string if wi+1 6= w
−1
i , for all i, and if a
subword wiwi+1 · · ·wj is a walk on Q or the inverse of a walk on Q, then the walk
on Q does not vanish in kQ/I. We say that w and w−1 = w−1n · · ·w
−1
1 are equivalent
strings.
(2) A closed walk w = w1 · · ·wn (n ≥ 1) on Q̂ is a band if all the powers w
m (m ≥ 1) are
strings and w itself is not cyclically equivalent to a power of a closed walk. If w′ is
cyclically equivalent to w or w−1, we say that w and w′ are equivalent bands.
Remark 5.3. It is more common to call the equivalence classes strings and bands.
For a string w = w1 · · ·wn (n ≥ 0), we associate an updown diagram. For example, if
w1, w2, w
−1
3 and wn are arrows in Q, then
26 SUSUMU ARIKI AND EUIYONG PARK
z0
z1 · · · · · · · · ·
z2
z3 zn−1
zn
w1
⑧⑧
⑧⑧
⑧⑧
⑧
w2
⑧⑧
⑧⑧
⑧⑧
⑧ w−13
❄
❄❄
❄❄
❄❄
wn⑧⑧
⑧⑧
⑧⑧
⑧
The updown diagram defines the string module M(w) = kz0⊕ · · · ⊕kzn. More precisely, the
action of an arrow α in Q is defined as follows.
(a) If wi is an arrow in Q then αzi = δα,wizi−1.
(b) If w−1i is an arrow in Q then αzi−1 = δα,w−1i
zi.
The action of vertices on zi is determined by the end point of wi, which is the same as the
initial point of wi+1, in the obvious manner.
Now, we begin by the following corollary of Theorem 5.1.
Corollary 5.4. The quiver of RΛ0(2δ) is given as follows. Moreover, RΛ0(2δ) is a symmetric
special biserial algebra.
◦ ◦ ◦ ◦ ◦· · · · · · · · · · · ·γ <<
α1
))
β1
ii
α2
))
β2
ii
αℓ
))
βℓ
ii δ
||
Proof. It follows from Theorem 5.1 that
dimHom(Pi,Rad(Pj)/Rad
2(Pj)) =
{
1 if j = i± 1, or i = j = 0, ℓ,
0 otherwise.
We fix lifts of Hom(Pi,Rad(Pj)/Rad
2(Pj)) to Hom(Pi,Pj) as follows.
αi = a lift of Pi−1 ։ Si−1 ⊆ Rad(Pi)/Rad
2(Pi),
βi = a lift of Pi ։ Si ⊆ Rad(Pi−1)/Rad
2(Pi−1),
γ = a lift of P0 ։ S0 ⊆ Rad(P0)/Rad
2(P0),
δ = a lift of Pℓ ։ Sℓ ⊆ Rad(Pℓ)/Rad
2(Pℓ).
Then, αi, βi, γ and δ give the quiver of the basic algebra of R
Λ0(2δ), and the relations are
γα1 = 0, β1γ = 0, γ
2 = α1β1, αℓβℓ = 0, δ
2 = 0,
βiαi = αi+1βi+1, for 1 ≤ i ≤ ℓ− 2,
αiαi+1 = 0, βi+1βi = 0, for 1 ≤ i ≤ ℓ− 1,
βℓ−1αℓ−1 = αℓδβℓ, δβℓαℓ = βℓαℓδ.
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Indeed, considering the configuration of the radical series in Theorem 5.1, γα1 = 0, β1γ = 0
and αiαi+1 = 0, βi+1βi = 0, for 1 ≤ i ≤ ℓ− 1, are clear. As FℓL˜ℓ has composition factors
[FℓL˜ℓ] = 2[Sℓ] + [Sℓ−1]
and Pℓ = FℓLℓ implies that Top(FℓL˜ℓ) ≃ Top(Pℓ) and Soc(FℓL˜ℓ) ≃ Soc(Pℓ),
FℓL˜ℓ ≃
Sℓ
Sℓ−1
Sℓ
and we have an RΛ0(2δ)-submodule of Pℓ which is isomorphic to FℓL˜ℓ. It follows that
Im(δ) = Ker(δ) ≃ FℓL˜ℓ
and we have δ2 = 0. Similarly, we have Im(αℓ) = Ker(βℓ) ≃ M and Im(βℓ) ≃ M
∨, which
implies αℓβℓ = 0. Further, explicit computation shows
Im(γ2) = Soc(P0) = Im(α1β1),
Im(βiαi) = Soc(Pi) = Im(αi+1βi+1), for 1 ≤ i ≤ ℓ− 2,
Im(βℓ−1αℓ−1) = Soc(Pℓ−1) = Im(αℓδβℓ).
Therefore, γ2, βiαi and βℓ−1αℓ−1 are nonzero scalar multiple of α1β1, αi+1βi+1 and αℓδβℓ,
respectively. By adjusting αi’s by nonzero scalar multiples, we may assume that γ
2 = α1β1,
βiαi = αi+1βi+1 and βℓ−1αℓ−1 = αℓδβℓ hold. To show that δβℓαℓ = βℓαℓδ, it is enough
to find that End(Pℓ) is commutative. Let ν0 = (0, 1, 2, . . . , ℓ) ∈ I
ℓ+1 and ν = ν0 ∗ ν0. As
e(ν)Sℓ 6= 0, we have a surjective map R
Λ0(2δ)e(ν) → Pℓ. Thus, Pℓ is a direct summand
of RΛ0(2δ)e(ν). Then, (5.3.5) below shows that End(RΛ0(2δ)e(ν)) is a commutative local
algebra, and it follows that Pℓ ≃ R
Λ0(2δ)e(ν) and End(Pℓ) is commutative. Hence, all the
relations listed above hold, and the dimension consideration proves that they give defining
relations of the basic algebra of RΛ0(2δ). In particular, the quiver of RΛ0(2δ) is as claimed,
and RΛ0(2δ) is a special biserial algebra.
Next, we construct a trace map on the basic algebra. The basic algebra is (4ℓ + 7)-
dimensional and the following elements in B1, . . . , B2ℓ+1 altogether form a basis of the basic
algebra, which we denote by B:
(1) B1 = {e0, γ, γ
2}.
(2) Bi+1 = {αi, βi}, for 1 ≤ i ≤ ℓ− 1.
(3) Bi+ℓ = {ei, αi+1βi+1}, for 1 ≤ i ≤ ℓ− 2.
(4) B2ℓ−1 = {eℓ−1, αℓδβℓ}.
(5) B2ℓ = {αℓ, βℓ, αℓδ, δβℓ}.
(6) B2ℓ+1 = {eℓ, δ, βℓαℓ, δβℓαℓ}.
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The basis B has the property that either b1b2 = 0 or b1b2 ∈ B, for b1, b2 ∈ B. We define the
trace map by values on B, and we declare that the nonzero values are
Tr(γ2) = Tr(α2β2) = · · · = Tr(αℓ−1βℓ−1) = Tr(αℓδβℓ) = Tr(δβℓαℓ) = 1.
Note that Tr(b) 6= 0, for b ∈ B, only when the source and the sink of b coincide. We consider
the matrix (Tr(b1b2))b1,b2∈B . Our task is to show that it is a nonsingular symmetric matrix.
Suppose that the source of b1 is different from the sink of b2. Then Tr(b1b2) = 0 and b2b1 = 0.
If the source of b1 equals the sink of b2, {b1, b2} ⊆ Bi, for some i. Therefore, it is enough to
show that the submatrix (Tr(b1b2))b1,b2∈Bi is a nonsingular symmetric matrix. But it can be
checked by direct computation. 
We remark that there exists an example of weakly symmetric special biserial algebras which
is not symmetric. See [32, IV.2.8].
Corollary 5.5. The algebra RΛ0(2δ) is of tame type.
Proof. Since biserial algebras have tame or finite representation type [6] (for special biserial
algebras it was already proved in [33]), we show that RΛ0(2δ) is not of finite type. But if we set
x = δ and y = βℓαℓ, where δ, αℓ, βℓ are as in Corollary 5.4, we have End(Pℓ) = k[x, y]/(x
2, y2).
The Kronecker algebra k[x, y]/(x2, y2) is of tame type, so that RΛ0(2δ) is not of finite type. 
Based on [8], [30] and [24], Erdmann and Skowron´ski has obtained detailed description of
the Auslander-Reiten quiver of a special biserial self-injective algebra [10, Thm.2.1, Thm.2.2].
In particular, [10, Thm.2.2] says that if there are infinitely many equivalence classes of bands
then its stable Auslander-Reiten quiver has finitely many nonhomogeneous tubes ZA∞/〈τ
p〉,
infinitely many homogeneous tubes, and infinitely many components of the form ZA∞∞, where
τ is the Auslander-Reiten translation. We may give more explicit result for RΛ0(2δ) in type
D
(2)
ℓ+1 (ℓ ≥ 2), as follows.
Proposition 5.6. The stable Auslander-Reiten quiver of RΛ0(2δ) has
(i) the unique nonhomogeneous tube ZA∞/〈τ
2ℓ+1〉 consisting of string modules,
(ii) one homogeneous tube consisting of string modules,
(iii) infinitely many homogeneous tubes consisting of band modules,
(iv) infinitely many components of the form ZA∞∞ consisting of string modules.
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Proof. Let A = kQ/I be the basic algebra of RΛ0(2δ) given in Corollary 5.4 and define
B = A/Soc(A). Then B is the string algebra defined by the quiver Q and the relations
γ2 = 0, γα1 = 0, β1γ = 0,
αiβi = 0, for 1 ≤ i ≤ ℓ,
βiαi = 0, for 1 ≤ i ≤ ℓ− 1,
αiαi+1 = 0, for 1 ≤ i ≤ ℓ− 1,
βi+1βi = 0, for 1 ≤ i ≤ ℓ− 1,
δβℓαℓ = βℓαℓδ = 0, αℓδβℓ = 0, δ
2 = 0.
First we show that B has infinitely many equivalence classes of bands. Then it implies
that A is not of polynomial growth by the same argument as in [29, Lem.1], and we are in
the case of [10, Thm.2.2].
We define closed walks a and b as follows. Note that βℓαℓ 6= 0 in B.
a = δα−1ℓ β
−1
ℓ , b = δα
−1
ℓ βℓ−1 · · ·α
−1
2 β1γ
−1α1β
−1
2 · · ·αℓ−1β
−1
ℓ if ℓ is even.
a = δ−1βℓαℓ, b = δ
−1βℓα
−1
ℓ−1 · · ·α
−1
2 β1γ
−1α1β
−1
2 · · ·αℓ if ℓ is odd.
We claim that 2q − 2 closed walks {x1 · · · xq | xi = a or b} \ {a
q, bq}, for a prime q, give
(2q − 2)/q equivalence classes of bands. It is clear that their powers are strings. Thus, it
suffices to show that it is not cyclically equivalent to a power of its subword. Suppose that
it is the case. Then, we may assume that the subword starts with δ or δ−1. But δ± appear
only as the first alphabet of a and b, so that the subword is of the form xixi+1 · · · xi+r−1 and
r divides q. Thus, r = 1 or r = q because q is a prime, and r = 1 does not occur because
we have excluded aq and bq. We have proved that x1 · · · xq cannot be cyclically equivalent to
a power of its subword, and we have the claim. In particular, we have constructed infinitely
many equivalence classes of bands. Since all the nonprojective indecomposable A-modules
are indecomposable B-modules and the stable Auslander-Reiten quiver of A coincides with
the Auslander-Reiten quiver of B, we consider the latter. Then, by the general result [10,
Thm.2.2], it only remains to determine the period of string B-modules in components of the
form ZA∞/〈τ
p〉, for p ≥ 1, since band B-modules belong to homogeneous tubes [5, p.165].
But string modules on the boundary of such components are known [5, p.170]. They are
{Bei/Bα | i is the end point of an arrow α}. Thus, it suffices to determine the period of
these string modules with respect to τ = DTr.
First of all, Beℓ/Bδ is exceptional and it has period 1. Indeed,
Beℓ → Beℓ ։ Beℓ/Bδ =
〈eℓ, δ, αℓ, βℓαℓ, αℓδ〉k
〈δ, αℓδ〉k
=M(βℓαℓ),
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where Beℓ → Beℓ is given by x 7→ xδ, is the projective resolution, and direct computation
shows τ(M(βℓαℓ)) ≃M(βℓαℓ).
Similarly, we compute the τ -orbit through Be0/Bγ =M(β1). Suppose that ℓ is even. The
first almost split sequence to consider is
0→M(α1)→M(β1γ
−1α1)→M(β1)→ 0
and we have τ(Be0/Bγ) = Be1/Bβ2. The rule to construct almost split sequences for the
modules of the form Bei/Bα is that if Bei/Bα = M(u) and τ(Bei/Bα) = M(v), then we
have the almost split sequence
0→M(v)→M(uα−1v)→M(u)→ 0.
We proceed further as follows.
τ(Be0/Bγ) =M(α1) = Be1/Bβ2,
· · · · · ·
τ
ℓ
2 (Be0/Bγ) =M(αℓ−1) = Beℓ−1/Bβℓ,
τ
ℓ
2
+1(Be0/Bγ) =M(δβℓ) = Beℓ−1/Bαℓ−1,
τ
ℓ
2
+2(Be0/Bγ) =M(βℓ−2) = Beℓ−3/Bαℓ−3,
· · · · · ·
τ ℓ(Be0/Bγ) =M(β2) = Be1/Bα1.
We continue the computation and obtain
τ ℓ+1(Be0/Bγ) =M(γ) = Be0/Bβ1,
τ ℓ+2(Be0/Bγ) =M(α2) = Be2/Bβ3,
· · · · · ·
τ
3
2
ℓ(Be0/Bγ) =M(αℓ−2) = Beℓ−2/Bβℓ−1,
τ
3
2
ℓ+1(Be0/Bγ) =M(αℓδ) = Beℓ/Bαℓ,
τ
3
2
ℓ+2(Be0/Bγ) =M(βℓ−1) = Beℓ−2/Bαℓ−2,
· · · · · ·
τ2ℓ(Be0/Bγ) =M(β3) = Be2/Bα2,
τ2ℓ+1(Be0/Bγ) =M(β1) = Be0/Bγ.
Therefore, the period of Be0/Bγ is 2ℓ+1, and the τ -orbit contains all the string modules of the
form Bei/Bα but Beℓ/Bδ. Suppose that ℓ is odd. Then the computation is entirely similar
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and we reach the same conclusion. We have proved that there exists unique nonhomogeneous
tube ZA∞/〈τ
2ℓ+1〉 consisting of string modules, and the unique homogeneous tube consisting
of string modules. 
By the main theorem given below, Proposition 5.6 gives the shape of stable Auslander-
Reiten quivers for finite quiver Hecke algebras of tame type in type D
(2)
ℓ+1.
5.3. The algebra RΛ0(3δ). In this subsection, we show that RΛ0(3δ) is of wild type.
Let ν0 = (0, 1, 2, . . . , ℓ) ∈ I
ℓ+1 and, for r = 0, 1, 2 and 0 ≤ s ≤ ℓ, or r = 3 and s = 0, set
νr,s = ν0 ∗ · · · ∗ ν0︸ ︷︷ ︸
r
∗(0, 1, 2, . . . , s− 1),
βr,s = rδ + α0 + α1 + · · ·+ αs−1,
where ν ∗ν ′ is the concatenation of ν and ν ′. Note that νr,s ∈ Iβ
r,s
. Using the residue pattern
(1.3.1), one can show that there exists only one standard tableau T such that res(T ) = νr,s.
Thus, by Theorem 3.2, we have
dim e(νr,s)RΛ0(βr,s)e(νr,s) = 2r.(5.3.1)
Proposition 5.7. The algebra e(ν3,0)RΛ0(3δ)e(ν3,0) is isomorphic to the quotient algebra of
k[x, y, z] by the ideal generated by x2, y2−axy and z2−bxy−cyz−dyz for some a, b, c, d ∈ k.
Proof. We set er,s = e(νr,s), for r = 0, 1, 2 and 0 ≤ s ≤ ℓ, or r = 3 and s = 0. By a direct
computation, we have
〈hs,Λ0 − β
r,s〉 =
{
1 if s = 0, . . . , ℓ− 1,
2 if s = ℓ.
Thus, Theorem 2.6 tells that there are (RΛ0(βr,s), RΛ0(βr,s))-bimodule monomorphisms
RΛ0(βr,s) →֒ e(βr,s, s)RΛ0(βr,s+1)e(βr,s, s) (0 ≤ s ≤ ℓ− 1),
1⊕
k=0
RΛ0(βr,ℓ)⊗ tk →֒ e(βr,ℓ, ℓ)RΛ0(βr+1,0)e(βr,ℓ, ℓ) (s = ℓ),
which yield (er,sRΛ0(βr,s)er,s, er,sRΛ0(βr,s)er,s)-bimodule monomorphisms
(5.3.2)
er,sRΛ0(βr,s)er,s →֒ er,s+1RΛ0(βr,s+1)er,s+1 (0 ≤ s ≤ ℓ− 1),
1⊕
k=0
(
er,ℓRΛ0(βr,ℓ)er,ℓ
)
⊗ tk →֒ er+1,0RΛ0(βr+1,0)er+1,0 (s = ℓ).
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We first consider the algebra e1,0RΛ0(β1,0)e1,0. Since RΛ0(β1,0) = RΛ0(δ) and e(ν1,0) is
the unit element of RΛ0(δ), we have
e1,0RΛ0(β1,0)e1,0 = RΛ0(δ) = k[x]/(x2), for x = xℓ+1e
1,0.
Since dim e1,sRΛ0(β1,s)e1,s = 2 by (5.3.1), the first monomorphism of (5.3.2) gives
e1,0RΛ0(β1,0)e1,0 ≃ e1,1RΛ0(β1,1)e1,1 ≃ · · · ≃ e1,ℓRΛ0(β1,ℓ)e1,ℓ,
and it follows that
e1,ℓRΛ0(β1,ℓ)e1,ℓ = k[x]/(x2), for x = xℓ+1e
1,ℓ.(5.3.3)
Let us consider the second monomorphism of (5.3.2), for r = 1. It is
1⊕
k=0
(
e1,ℓRΛ0(β1,ℓ)e1,ℓ
)
⊗ tk →֒ e2,0RΛ0(β2,0)e2,0,(5.3.4)
where f ⊗ tk, for f ∈ e1,ℓRΛ0(β1,ℓ)e1,ℓ, maps to fxk2ℓ+2e
2,0. Note that it is not only a
bimodule homomorphism but an algebra homomorpphism since xℓ+1 commutes with x2ℓ+2
and the monomorphism is induced by the algebra homomorphism
e1,ℓRΛ0(β1,ℓ)e1,ℓ ⊗ k[t] −→ e2,0RΛ0(β2,0)e2,0.
It follows from
2dim e1,ℓRΛ0(β1,ℓ)e1,ℓ = 4 = dim e2,0RΛ0(β2,0)e2,0
that the embedding (5.3.4) is an isomorphism of algebras. Therefore, using (5.3.3) and the
fact that e2,0RΛ0(β2,0)e2,0 is graded, we can conclude
e2,0RΛ0(β2,0)e2,0 = k[x, y]/(x2, y2 − axy)(5.3.5)
for some a ∈ k, where x = xℓ+1e
2,0 and y = x2ℓ+2e
2,0.
In the same manner, as dim e2,sRΛ0(β2,s)e2,s = 4 by (5.3.1), the first monomorphism of
(5.3.2) gives
e2,0RΛ0(β2,0)e2,0 ≃ e2,1RΛ0(β2,1)e2,1 ≃ · · · ≃ e2,ℓRΛ0(β2,ℓ)e2,ℓ,
which implies
e2,ℓRΛ0(β2,ℓ)e2,ℓ ≃ k[x, y]/(x2, y2 − axy).(5.3.6)
Then, because of the dimension equality
2 dim e2,ℓRΛ0(β2,ℓ)e2,ℓ = 8 = dim e3,0RΛ0(β3,0)e3,0,
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the second monomorphism of (5.3.2)
1⊕
k=0
(
e2,ℓRΛ0(β2,ℓ)e2,ℓ
)
⊗ tk →֒ e3,0RΛ0(β3,0)e3,0,
sending f ⊗ tk to fxk3ℓ+3e
3,0 (f ∈ e2,ℓRΛ0(β2,ℓ)e2,ℓ) is an isomorphism of algebras. Therefore,
the assertion follows from (5.3.6) and the fact that e3,0RΛ0(β3,0)e3,0 is graded. 
Corollary 5.8. The algebra RΛ0(3δ) is of wild type.
Proof. Let A = e(ν3,0)RΛ0(3δ)e(ν3,0). It is enough to show that A is wild. By Proposition
5.7, there is a surjective homomorphism
A։ k[x, y, z]/(x2, y2, z2, xy, yz, zx).
Since the algebra k[x, y, z]/(x2, y2, z2, xy, yz, zx) is wild [27, (1.2)], so is A. 
5.4. Representation type of RΛ0(β). In this subsection, we show our main theorem, which
tells the representation type of RΛ0(β).
Lemma 5.9 ([9, Prop.2.3]). Let A and B be finite dimensional k-algebras and suppose that
there exists a constant C > 0 and functors
F : A-mod→ B-mod, G : B-mod→ A-mod
such that, for any A-module M ,
(1) M is a direct summand of GF (M) as an A-module,
(2) dimF (M) ≤ C dimM .
Then, if A is wild, so is B.
Remark 5.10. In [9, Prop.2.3], the authors use lengths of the modules to state the result.
But they use dimensions of the modules in the proof. Let us quickly review their proof. We
prove that if B is tame then A is weakly tame. That is, we show that there are finitely many
(k[T ], A)-bimodules such that, for any indecomposable A-module M with dimM ≤ d, M
is a direct summand of one of the bimodules tensored with k[T ]/(T − λ), for some λ ∈ k.
As B is assumed to be tame, we have finitely many (k[T ], B)-bimodules such that every
indecomposable B-module with dimension at most Cd is one of the bimodules tensored with
k[T ]/(T −λ). Thus, if dimF (M) is bounded above by Cd, there are finitely many (k[T ], B)-
bimodules such that F (M) is a direct summand of one of them tensored with k[T ]/(T − λ).
By applying the functor G to the bimodules, we obtain finitely many (k[T ], A)-bimodules
with the required property. The reason the authors use lengths is that we can replace A or
B with Morita equivalent algebras freely if we use lengths, and it is good for their purposes.
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Proposition 5.11. The algebras RΛ0(kδ) (k ≥ 3) are wild.
Proof. For k ∈ Z≥0 and 0 ≤ i ≤ ℓ, we have
〈hi,Λ0 − kδ − α0 − · · · − αi−1〉 =
{
1 if i = 0, . . . , ℓ− 1,
2 if i = ℓ.
Thus, the functor Fi : R
Λ0(kδ + α0 + · · · + αi−1)-mod → R
Λ0(kδ + α0 + · · · + αi)-mod
satisfies the assumptions of Lemma 5.9 by Proposition 2.3 and Theorem 2.6. Hence, if
RΛ0(kδ + α0 + · · · + αi−1) is wild, so is R
Λ0(kδ + α0 + · · · + αi). As R
Λ0(3δ) is wild by
Corollary 5.8, the assertion follows by induction. 
Recall that a weight µ with V (Λ0)µ 6= 0 can be written as
µ = κ− kδ
for some κ ∈WΛ0 and k ∈ Z≥0 and a weight µ of the above form always satisfies V (Λ0)µ 6= 0
[13, (12.6.1)]. Note that the pair (κ, k) is determined uniquely by µ. Then, our main theorem,
Theorem 5.12 below, follows from Proposition 2.5, Corollary 5.5 and Proposition 5.11.
Theorem 5.12. For κ ∈WΛ0 and k ∈ Z≥0, the finite quiver Hecke algebra R
Λ0(Λ0−κ+kδ)
of type D
(2)
ℓ+1 (ℓ ≥ 2) is
(1) simple if k = 0,
(2) of finite representation type but not semisimple if k = 1,
(3) of tame representation type if k = 2,
(4) of wild representation type if k ≥ 3.
We give two remarks. Firstly, if k = 1 then RΛ0(Λ0 − κ + δ) is a matrix algebra over
k[x]/(x2). To prove this, observe that RΛ0(δ) = k[x]/(x2) is the Brauer tree algebra with
one edge and no exceptional vertex. Then [25, Thm.4.2] implies that RΛ0(Λ0 − κ + δ) is
Morita equivalent to the Brauer tree algebra with one edge and no exceptional vertex, which
is k[x]/(x2). Thus, if we denote the dimension of the unique irreducible RΛ0(Λ0 − κ + δ)-
module by d, we have RΛ0(Λ0 − κ+ δ) ≃ Mat(d,k[x]/(x
2)).
Secondly, if k = 2 then RΛ0(Λ0 − κ + 2δ) is a symmetric algebra by [26, Cor.5.3]. If
the results in [1] are correct, then we may conclude that RΛ0(Λ0 − κ + 2δ) is a symmetric
special biserial algebra. Note that the main results in [23] are incorrect, as is mentioned in
[3, Example A.7]. Further, RΛ0(Λ0− κ+2δ) has the same stable Auslander-Reiten quiver as
RΛ0(2δ), which is given in Proposition 5.6.
To summarize, if RΛ0(β) is not of wild representation type, then we know more than its
representation type. For example, knowing the stable Auslander-Reiten quiver implies that
we may label indecomposable modules in some sense.
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