In this work, we propose an arbitrary viewpoint visualization system for disaster response robots. Robot operation from safety areas using teleoperation is highly desirable. To provide sufficient information, it is common to employ multiple displays, however, this often reduces operability. To avoid reduced operability we integrate all acquired images into a single bird eye view. The system is also capable of moving this viewpoint to any arbitrary position for ease of operation, and to overlay a computer-generated image of the robot that is synchronized to match the real robot pose onto the generated view when necessary. Experiments confirmed pose synchronization, generation of views from arbitrary positions, as well as improved operability.
Introduction
The Great East Japan Earthquake and Tsunami, has reminded the entire world of the importance of disaster risk management. From a risk management point of view, fast response is of utmost importance, as it improves lifesaving and lifeline restoration efforts, necessary to protect peoples' lives and their properties. However, fast deployment of personnel is not always a sensible option as in some disaster scenarios there is fear that a secondary disaster may occur. In such cases, deploying disaster response robots instead of people is a more cautious decision.
With the progress of artificial intelligence, the use of autonomous robots has increased. However, in disaster areas, teleoperating is still mainly adopted. Teleoperation is still preferred in order to better deal with unexpected situations, typical in disaster areas. When teleoperating, operators need to constantly monitor the robot's environment. For this, it is common to use monitoring displays of either several different viewpoints or panoramic views. This is necessary for teleoperation while confirming the robot's safety [1] . Unfortunately, operability is reduced during teleoperation due to blind spots, fixed viewpoints, and camera failures. To lower these effects, according to Drury [2] , it is important for monitoring interfaces to obtain information from the robot surroundings and effectively convey it to the operator. First-person views often fail to convey this information, causing operability reduction. Instead of first-person views, Hashimoto and Nielsen proposed the use of a third-person view operation system [3, 4] . Hashimoto system uses cameras installed in the environment as a third-person view. However, in disaster area, we cannot install the cameras. Nielsen's proposed system requires a pre-computed 3D map of the environment as input; unfortunately, almost all disaster areas are unknown, hence the generation of this map is not trivial.
Martins proposed a first-person view teleoperation system [5] . The system synchronizes the operator's viewpoint with the robot's viewpoint using a head mounted display. The robot pose changes according to the movement of the operator's head. However, the display has blind spots. Rakita proposed a third-person view system using cameras mounted its 2 manipulators that it used for working and viewing. The system could freely move the viewpoint; however, the manipulator needed to have several degrees of freedom [6] . Kiribayashi proposed a system using a drone instead of manipulators. The drone could freely fly over the robot; however, drones are weak against strong winds, which limited its applicability [7] .
Okura proposed a monitoring system that used several cameras mounted on the robot integrated into single image [8] that could be used to monitor around the robot. However, even if a single camera broke, blind spots would appear. Therefore, we propose the method for improving the operability when teleoperation using arbitrary viewpoint visualization. The method can monitor around the robot using fisheye cameras mounted on the robot. Our approach is most similar to Okura's, however, instead of perspective cameras as used by Okura, we propose the use of fisheye cameras. Fisheye cameras field of view is wider. This causes redundant monitoring of most areas and enables us to reconstruct images from broken cameras by interpolating the information from other.
Camera setting
In this section, we explain our camera system. Regarding camera positions, the main consideration is that cameras should provide as wide field of view as possible, as this is critical for teleoperation. Hence, our cameras are installed in high positions within the robot's body. It is also important to consider the possible occlusions which can be caused by the various systems installed in the robot, as well as its two rotating arms ( Fig.1 ), which can rotate 360 degrees ( Fig.2 ). One additional consideration when choosing the appropriate cameras is their waterproof property since the robot operates outdoors. 
Camera position
The ideal location to place cameras is top of the robot, as it would provide the widest field of view, ideal for our bird eye's view system. However, in our robot, this space is reserved for housing a drone designed to take images of its surrounding environment. Another alternative is to place the cameras outside the robot's body; however, in this case, the robot arm and the cameras would interfere. Therefore, we decided to place four cameras around the robot's body, as shown in Fig. 3 . By covering the robot with multiple cameras, we can process the images and generate images as if placing an omnidirectional camera on top of the robot. Furthermore, by using multiple cameras whose fields of view overlap, our system can interpolate occluded areas. 
Camera direction
For our camera system, we selected fisheye cameras. Fisheye cameras have a wide field of view, making them ideal for our application. However, the edge of the images is affected by strong distortions. Although we can lessen the effect of these distortions by post-processing of the images, it is advisable to avoid having them in areas important for teleoperation, namely, the areas close to the robot. For this, we choose a camera direction which reduces the distortions in the close region of the robot while still providing enough information from the surroundings. If we point the camera horizontally, we maximize the information obtained from the surroundings, however, the area close to the robot would be strongly affected by distortions. If we make the camera point downward by 45 degrees as seen in Fig. 4 , the information obtained from the surroundings is still large, and the distortions around the area close to the robot are minimized. 
Water-proof property
Since the cameras are installed in the outer part of the robot, and this is expected to operate outdoors, we need to improve the Water-proof property of the cameras. We enclose the camera in an iron casing to prevent water droplets from affecting the camera using a top roof and a waterproof cap ( Fig. 5 (A) ). If we seal this enclosure completely, condensation may occur inside of i. To avoid this, we add a hole at the bottom to remove moisture ( Fig. 5 (B) ). To further prevent condensation, and since the casing is large enough, a desiccant agent is placed inside the casing.
(A) Roof and waterproof cap (B) Hole to remove moisture F igu re 5: Camera design
Arbitrary Viewpoint Visualization
In this section, we explain our proposed visualization method.
Our proposed arbitrary viewpoint visualization approach is generated as follows:
1. Camera calibration.
Generation of a 3D model of the surrounding environment
3. Integration of fisheye camera images into a bird-eye view, as in [9] . 4 . Projection of the generated image onto the 3D model.
5.
Overlay of a 3D model of the robot onto the 3D view of the environment. 6. Synchronization of the robot's 3D model and its true pose using information from an inertial measurement unit (IMU) mounted on the robot.
To eliminate any blind spots, the images captured by each of the 4 fisheye cameras used in our system are integrated into a single bird's eye view. Each fisheye image is projected onto a hemispherical 3D model of the environment. Fisheye cameras' images have strong distortions. Therefore, we first convert images into less distorted ones as proposed in [10] . The intrinsic parameters (the optical center and the fish eye lensing parameter) and the extrinsic parameters (the rotations about the world axes relative to the checkerboard calibration diagram) are obtained using the fish-eye vanishing point pair on the checkerboard. The converted images are then transformed into a vertical viewpoint image by perspective projection transformation. When the images are projected, the images are transformed. Then, the bird's eye view image is generated from the transformed images. A three dimensional point (a, b, c) in the world coordinate system is projected as a direction vector p (x, y, z) in a camera coordinate system ( Fig.  6 ). Coordinates (u, v) in the fisheye image are projected as shown in eq. (1).
F igu re 6: A fisheye camera image transformed into a 3D mesh model
Spherical coordinates (x, y, z) are obtained from the fisheye image coordinate (u, v) as a 4th order polynomial (eq. (2)), with coefficients (i = 0, 1, 2, 3, 4) being intrinsic parameters, obtained as suggested in [11] (Fig. 6) .
For projecting images onto the hemispherical model of the environment, we also need to know the relative poses of the cameras. For this, we also calibrate each camera. First, internal parameters of each camera are estimated as in [12] , then their external parameters, i.e., the pose and orientation of the local camera coordinate systems with respect to the world coordinate system, are estimated as in [13] . To integrate the images, a homography matrix is used. In this study, we define as the homography matrix to be obtained. k is a subscript distinguishing each camera.
Calibration is done using square boards placed in the common visible region of 2 cameras ( shows an example of this calibration procedure). The four corners of each square board are then used as reference points to estimate the rotation and direction of translation between local reference frames (Fig. 7) . We define , (Fig. 8) as the reference point coordinates, with i being the number of corners and j the number of boards, that is: We define temporal variable ′ , = ( ′ , , ′ , ). We define the matrix , = [ , , , , 1] . We define temporal variable matrix , = [ , , ] ≡ , . We can obtain the matrix as show in (4) .
We define ′′ , = [ ′′ , , ′′ , ] as the four coordinates in bird's eye view. We define the unit vector as
for the four coordinates in bird's eye view using the output coordinates in j=1 and j=2. We obtain each coordinate in bird's eye view as show in eqs. (7)-(10), where R is the rotation matrix of 2-dimensional coordinate, and the suffix is the rotated angle, and s is a scale factor.
To compute the total translation between the camera coordinates, it is necessary to also retrieve the scale of the translation, but this is not possible from these images. However, because the board's size is known, we can use it to find this scale and compute the total transformation between local reference frames. 
We obtain a homography matrix by minimizing eq. (11), with being the is sum of squared errors.
In order to match the reference points photographed using each camera, we obtain the rotation component in the Yaw direction. We define , as the center of the four reference points common to the two cameras,
with k being the number of the camera. We set the center point on the left side l = 1 and the right side l = 2, with N being the number of cameras.
We obtain the translation matrix and rotation matrix so that each center point overlaps. We define ′ , as the center point after movement as,
with being the simultaneous transformation matrix. We define ( in ) the sum of error as,
and set a threshold so in with ( in ) lower than the threshold are used for final homography matrix F (Fig. 9 ). = (15) Figure 9 : Transform the reference points
Our arbitrary viewpoint visualization is generated by moving the pose of the viewpoint to any location in the 3D model, with any desired orientation ( Fig. 10) . As the operator also needs to monitor the robot itself, a computer-generated (CG) model the robot is overlaid at the center of the hemispherical 3D model of the environment. The CG robot arms and body poses are synchronized with the real robot.
Figure 10: Arbitrary viewpoint visualization
In the disaster areas, the terrain slope may be steep enough to cause the robot to overturn. It is therefore essential for the operator to acquire this information for safe operation. When the operator rides on the robot, the operator has no issues sensing the slope of the terrain. However, the operator cannot sense the slope in teleoperation. To provide this information, we reflect the slope obtained from the IMU on the robot into the bird eye view. Lowering, the risk of robot overturn.
Experiments of Arbitrary Viewpoint Visualization
The experiment was performed using the robot made by Komatsu Ltd. in Fukushima robot test field. As mentioned, the robot can rotate its 2 arms through 360 degrees. During teleoperation using our proposed system, we confirmed that the real robot pose was successfully synchronized with the CG robot model. Fig. 11 shows the poses for both the CG and real robot. We also confirmed whether it is possible for the operator to monitor the environment around the robot. We set 4 pylons around the robot and counted the number of pylons observed in each frame of our reconstructed bird eye view system (Fig. 12) . The distance between the pylons and robot is 3.5m. The pylon (ID1) stands in front of the robot. The pylon (ID 2 -ID -4) stand at 45, 90, 135 degrees clockwise around the robot from the pylon (ID 1). 100 frames with different viewpoints were analyzed, resulting in all pylons being visible in all frames. 
Conclusion
In this paper, we have proposed an arbitrary viewpoint visualization system for teleoperation. The proposed system can prevent operability reduction. We have confirmed that the robot model synchronizes with the real robot, and the operator can move the viewpoint for monitoring around the robot. With this function, the system prevents operability reduction. In the future, we will improve the hemispherical 3D model for display to the model according to an actual environment.
