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toolkit of any programmer. The approach taken in this book precludes these tactics 
being mentioned, let alone explored in detail as a problem-solving technique. 
The section on validating the implementation of abstract data types is a little 
better: indeed the idea of a representation function (sometimes called a retrieve or 
abstraction relation) is nicely introduced. But nearly a decade after the publication 
of [3] it is also surprising to see a discussion of this topic which doesn’t mention 
the idea of a representation invariant. 
I share the authors’ confidence in the willingness and ability of students to 
supplement their intuitive problem-solving skills with mathematical methods of 
reasoning about the behaviour of programs: but a student who reads only this book 
might justifiably conclude that the formal validation of even the simplest of 
algorithms is insufferably tedious. If the authors had understood the true significance 
of the work of Dijkstra, Hoare, Gries, Jones et al., then they would not have written 
this book-they might also have added a bibliography containing the following: 
[I] D. Gries, The Science oj”Programming (Springer, Berlin, 1981). 
[2] C.A.R. Hoare, An axiomatic basis for computer programming, Comm. ACM 12 (1969) 576. 
[3] C.B. Jones, Softward Development: A Rigorous Approach (Prentice-Hall, Hemel Hempstead, UK, 
1980). 
Bernard SUFRIN 
Programming Research Group 
Oxford, UK 
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The book presents two mathematical theories worth teaching to undergraduate 
students of computer science: 
- the Floyd-Hoare’s logic for partial correctness of imperative programs, and 
- the A-calculus and the calculus of combinators meant as the foundation of 
functional programming. 
The two theories are followed by three commented computer programs that illustrate 
the main points raised in the theoretical parts. 
Most existing beginner courses in the Floyd-Hoare’s logic sin in one of the 
following ways: either they give the inference system with little or no justification; 
or they prove its axioms and rules as theorems after formally defining the semantics 
of commands as state/state transformations. The former approach does not allow 
to formulate the problem of soundness of an inference system and may encourage 
a student to introduce new rules for new constructs without proper care. The latter 
approach is too complicated for less mathematically oriented students and may 
contribute to their belief that this is all too theoretical to be of any use. 
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Mike Gordon’s book keeps clear of those two extremes. The rules are carefully 
justified and convincing examples are given that delimit the areas of their applicabil- 
ity, e.g. an example shows that the assignment axiom turns unsound if the assigned 
term is allowed to have side effects; other examples warn against careless creation 
of new rules, e.g. seemingly reasonable ad hoc FOR-rules are demonstrated unsound 
or incomplete (in an intuitive sense) due to their careless treatment of controlled 
variable or of variables occurring in limit terms. On the other hand, the semantics 
of commands is given only intuitively. 
I am a little worried about the lack of quantifiers in the first-order logic in which 
the pre- and post-conditions of Hoare’s specifications are to be formulated. 
Evidently, the author has wanted to avoid distinguishing between free and bound 
variables, especially when discussing the assignment axiom. This is in line with the 
general aim to make the course accessible to less mathematically inclined students. 
But a reader may soon discover his helplessness when trying to prove the correctness 
of programs other than the ones given in the book; for instance, of any nontrivial 
program with arrays (array assignments are briefly covered). 
Anyway, the distinction between free and bound variables and the substitution 
of terms for free variables are treated in the second part of the book on the A-calculus. 
My general impression is that this second part is aimed at a more advanced student 
than the first one. 
I am not quite happy about the excessive use of the fixed-point operator in Chapter 
5 on representing things in the A-calculus. The author gives the classical Church’s 
representation of natural numbers as function iterators: 
0 = AjIAx.x i.e. Of = Id 
1 = AjAx.f( x) i.e. lf=f 
2 = A$Ax.f(f(x)) i.e. 2f=fof 
3=A$Ax.f(f(f(x))) i.e. 3f=fofof 
etc. 
A student capable enough to grasp this, is likely to find out that the fixed-point 
operator is not necessary for defining multiplication, as done in the book, and that 
the following definitions are more natural: 
(sucn)fx=f (nfx) 
add m n = m sue n 
multmn=m(addn)O 
Since the definition of mult is the only application of the fixed-point operator at 
this point of the lecture, the student may wonder what is the use of the fixed-point 
operator at all. 
A programmer’s rule of thumb is that the fixed-point operator is necessary only 
where the FOR-command will not do, and where a WHILE or recursion has to be 
used. More formally, the primitive recursion over natural numbers does not require 
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the fixed-point operator since the general scheme 
_I-(% -4 = g(x*) 
f(S(x,), x2) = h(f(x, , x2), Xl 5 x2) 
may be translated to 
Ax,, xd = (x,(A(k, x).(S(k), h(x, k xd))(O, g(xd)) 12 
((x, y) J 2 is defined in the book as y). The book gives a translation of the primitive 
recursion scheme to the A-calculus using the fixed-point operator. What is then the 
use of discriminating between the primitive recursion and the general recursion? 
When discussing lists I would rather stop short of definining them as pairs because 
this creates problems with nil and commits us for ever to the untyped A-calculus. A 
good alternative is to mimic the Church’s concept of natural numbers as function 
iterators. Lists may be viewed as iterators of functions of two arguments: 
nilfx=x 
[%I fx =.6x,x 
Lx,; x*lfx =fx1(fxzx) 
Lx,; x2; x3lfx =fxlLfxfx3x)) 
. . . 
(cons x, Z)fx =fxI(lfx) 
null I = Z( Ax.Ay.false)true 
car I = Z(Ax.hy.x)l 
cdrl-.. . defined in analogy to pred of natural numbers.. . 
Again, there is no necessity for the fixed-point operator in the definitions of 
list-primitive-recursive functions, such as append. Incidentlly, the book comes very 
close to the above definition of lists in discussing the list iterator lit. 
By the way, I do not agree that the list equality cannot be defined via list iterators 
(end of Section 6.5). If one disposes of a function eq to check the equality of single 
elements of the involved lists, as assumed in that section, then the equality of lists 
may be defined as follows. First define a function filter that removes its first argument 
from the head of the list that makes its second argument, or signals an error if they 
happen to be unequal; moreover, let errors propagate: 
filter x (I, error) = (error + (I, true) 1 (eq x (car I) + (cdr Z, false) 1 (I, true))) 
When iterated over a list rev I, (rev is the list reversing function, definable by 
iterators, as shown in the book) starting from a pair (Z2, false), the function filter 
will try to recognize I, as a prefix of I, and to chop it off: 
choppref I, I, = rev I, filter ( Z2, false) 
= lit filter (rev I,) ( Z2, false) 
according to the book’s notation. 
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Two lists are equal iff chopping the shorter one off the longer one leaves (nil, false): 
equal 1, 1, = let (1, error) = 
(length 1, G length 1, + choppref I, i,I choppref Z2 1,) 
in (error + false 1 null I) 
This is clumsy, but feasible. 
Notwithstanding this technical criticism, my genera1 opinion of the book as a 
beginner course in mathematical foundations is very favourable. One must not 
overload a student with too much theoretical hair splitting; but on the other hand, 
consistent application of the you-do-not-worry-somebody-has-proved-it approach 
decreases the student’s confidence in his own judgements. Gordon presents 
numerous theoretical problems with just as much detail as to make the reader 
appreciative of a need for a deeper analysis, and then he gives solutions that appear 
plausible to a student at that stage. The text is sprinkled with well-chosen exercises 
that illustrate problems at hand. Great care is devoted to convincing the reader that 
the presented theories are not as abstract as his first impression might be. After all, 
this is not that abstract if you can program it so readily. 
I believe Mike Gordon succeeds in convincing a reader that nothing is as practical 
as a good theory. 
Stefan Sokotowskt 
Institute of Computer Science 
Polish Academy of Sciences 
Warsaw, Poland 
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Overview 
There is a deep need for a book of this kind. A book for the software practitioner 
wanting a flavour of what formal specification can do for him or her. It is a good 
first book on forma1 specification for someone with minima1 mathematical skills 
and an appreciation of software engineering problems. It provides a self-contained 
course suitable for self-study. The book provides the minimum knowledge of discrete 
mathematics to allow readers to write specifications using mathematics. The use of 
Z syntax throughout means it serves as an introductory book on the Z notation. To 
its great credit the contents are well presented, and are motivated from a software 
engineering perspective. The book is well provided with worked examples and 
