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ABSTRACT 
 In clinical psychology, contemporary classification systems for mental 
disorders assume that abnormal behaviors are expressions of latent disease entities. 
Although the latent disease model has been influential in both medicine and clinical 
psychology, there are substantive and empirical reasons for disputing its validity in 
psychiatric disorders. An alternative to the latent disease model is the network approach. 
Rather than assuming that symptoms arise from an underlying disease entity, the network 
approach posits that disorders exist as systems of interrelated elements of a network. 
Although several studies have examined the network structure of depression and related 
emotional disorders using a cross-sectional design, there has been an increasing emphasis 
on the network dynamics that underlie emotional psychopathology. Several intensive 
longitudinal studies have been conducted on affect in clinical psychology; however, none 
have attempted to characterize the network dynamics of positive and negative affect as 
they relate to objective measurements of physical activity using smartphone-based 
sensing data.  
 
 vii 
The current study examined the network dynamics of positive affect, negative 
affect, perceived stress, and physical activity in a heterogeneous clinical sample of 34 
individuals with high levels of negative affect. Participants underwent a two-week 
ecological momentary assessment phase. Results of the study revealed that in both the 
temporal and contemporaneous dynamic networks same-valence nodes exhibited positive 
associations and opposite-valence nodes evidenced negative associations. Physical 
activity exhibited significant auto-correlation, yet it was unrelated to other affect nodes in 
the network. Furthermore, critical slowing down, as indicated by temporal 
autocorrelation, in the affect and physical activity nodes were not predictive of symptom 
changes. However, momentary stressors were predictive of temporal autocorrelation in 
physical activity and affect. Baseline symptoms and maladaptive emotion regulation 
strategies were predictive of dynamics in negative affect. Finally, impulse response 
function analyses revealed that variance in negative affect nodes is accounted for largely 
by increases in negative affect, whereas variance in positive affect nodes is accounted for 
by increases in both positive and negative affect. These results provide insight into 
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In clinical psychology, contemporary classification systems for mental disorders 
assume that abnormal behaviors are expressions of latent disease entities (Guze, 1992). 
This latent disease model has been appropriated from Western medicine as a framework 
to explain the co-occurrence of symptom clusters in psychiatric disorders. According to 
traditional disease model championed in medicine, certain observable symptoms are 
more likely to co-occur with each other because a disease mechanism is causally 
responsible for their mutual expression. A hernia, for instance, can be considered the 
proximal cause of a set of symptoms, including abdominal distension, nausea, groin pain, 
and fever. Once the disease mechanism (e.g., the underlying hernia) is modelled, the 
covariance between the observable symptoms should be attenuated to zero. That is, the 
only reason symptoms such as abdominal distension and groin pain co-occur is because 
of the hernia. After accounting for the hernia, there should be no other reason why these 
symptoms would covary.  
 In an effort to emulate Western medicine, clinical psychology has adopted the 
latent disease model to inform psychiatric nosology. Whereas the traditional disease 
model in medicine aspires to identify observable disease mechanisms, the latent disease 
model in clinical psychology invokes unobservable latent variables to account for 
symptomatology. In recent decades, acrimonious debate has ensued over whether 
psychopathological disorders are better conceptualized as categorical or dimensional 




by promulgating the Research Domain Criteria (RDoC) initiative to identify dimensional, 
transdiagnostic constructs underlying higher-order psychopathology constructs. However, 
common to both positions is the assumption that observable symptoms reflect the 
presence of a latent disease mechanism, whether construed categorically or 
dimensionally. Although the latent disease model has been influential in both medicine 
and clinical psychology, there are substantive and empirical reasons for disputing its 
validity in psychiatric disorders.  
 To justify the inference that a latent variable constitutes the common cause of 
covariation between individual symptoms, there cannot be any causal connections 
between the symptoms themselves. Consistent with the axiom of local independence, the 
covariance between symptoms is eliminated if one makes them conditional on the 
presence of the disorder (Borsboom, 2008). This holds true for symptoms of a herniated 
intestine, for example, because controlling for the presence of the hernia eliminates the 
correlations among abdominal distension, groin pain, and nausea. However, the latent 
disease model fails to adequately account for psychiatric disorders such as depression, in 
which obvious causal relationships between symptoms occur. For example, people who 
ruminate will likely experience insomnia, and sleep deprivation will cause fatigue the 
following day, thereby impairing their concentration and lowering their mood (Borsboom 
& Cramer, 2013). Clearly, causal relations abide among such symptoms of depression—a 
conclusion forbidden by the psychometric requirements of both latent categorical and 
latent dimensional models of psychopathology (Borsboom & Cramer, 2013; Hofmann et 




 An alternative to the latent disease model is the complex network approach 
(Hofmann, Curtiss, & McNally, 2016; Borsboom & Cramer, 2013). Rather than assuming 
that symptoms arise from an underlying disease entity, the complex network approach 
posits that disorders exist as systems of interrelated elements of a network. A network 
comprises both nodes and edges. A node may represent a variable of interest (e.g., a 
feature of psychopathology such as sleep disturbance), and edges may be modelled 
between nodes to reveal relevant connections. Weighted edges can be specified to reflect 
statistical associations between nodes (e.g., partial correlation coefficients for undirected 
edges, partial regression coefficients for directed edges, etc.). Because network 
approaches permit estimation of direct associations between nodes, putative causal 
pathways may be specified between symptoms of psychiatric disorders without appealing 
to a latent disease entity. In light of the extensive body of research supporting the notion 
that causal relationships emerge at the symptom level, a network approach could be an 
ideal statistical framework to address current limitations in psychiatric nosology. 
 In recent years, the network approach to clinical psychology has witnessed 
widespread attention and enthusiasm. Studies utilizing network methodology have been 
published at an increasing rate, examining various empirical questions related to 
experimental psychopathology. Specifically, a number of studies have applied network 
methodologies to the study of depression and anxiety. Among these studies, two primary 
questions were to (i) identify the network structure of individual depression features and 
(ii) examine the relationship between nodes of depression and nodes of other comorbid 




isolating nodes that exhibit high levels of connectivity with surrounding nodes. That is, 
network methodology permits examination of node centrality through a number of 
centrality parameters (e.g., strength, degree, betweenness, etc.). For example, a node high 
in strength centrality possesses a larger number of edges with high magnitudes of 
association, which indicates that it is strongly connected to several other nodes.   
 Regarding network structure, Fried and colleagues (2016) conducted a network 
analysis on DSM and non-DSM criterion symptoms of major depressive disorder, 
revealing that several non-DSM symptoms exhibited higher strength centrality than 
canonical DSM symptoms. For instance, sympathetic arousal and tension were more 
central than traditional diagnostic symptoms such as self-blame, sleep disturbance, and 
suicidal ideation. Fried et al. (2016) leveraged such results to undermine the validity and 
utility of the traditional DSM conceptualization of depression. Another interpretation, 
however, could be that these highly central nodes are particularly relevant to any form of 
mental distress rather than being specific to depression. Moreover, several network 
studies have investigated comorbidity of depression with other conditions, especially 
anxiety (Curtiss & Klemanski, 2016; Beard et al., 2016; Curtiss, Ito, Takebayashi, & 
Hofmann, 2018). The collective results of these studies suggest the presence of 
substantial overlap between depression and anxiety (Curtiss & Klemanski, 2016; Curtiss 
et al., 2018).  
 Despite the burgeoning growth of network studies, critiques have been marshalled 
against common interpretations of centrality, especially in cross-sectional networks 




sectional network provides poor insights as to its causal importance. For instance, a 
highly central node might be the proximal cause of other nodes to which it is connected, 
or it could be the case that it is the terminal effect in the network caused by other nodes 
(Hofmann & Curtiss, 2018). Without encoding information regarding temporal sequence, 
centrality can only attest to general levels of connectivity. Because cross-sectional 
network studies are not adequately designed to address issues related to temporal 
precedence, alternative network methodologies emphasizing time-series data have been 
pursued.   
Dynamic Network Approach to Clinical Psychology 
 Although several studies have examined the network structure of depression and 
related emotional disorders using a cross-sectional design, there has been an increasing 
emphasis on the network dynamics that underlie emotional psychopathology.  In a 
dynamic network, nodes represent features of psychopathology (e.g., worry, low mood, 
etc.), and directed edges are estimated as partial regression coefficients. When using 
intensive time-series data, the directed edges estimated in temporal networks can be 
considered approximations of granger causality (Epskamp, Waldorp, Mottus, & 
Boorsboom, 2018). In granger causality, temporal precedence is required to claim that 
one variable “g-causes” another variable. Temporal networks can represent granger 
causality because each node is regressed onto other time lagged nodes (t-1), permitting 
estimation of temporal precedence. Several analytic approaches have been proposed for 
estimating dynamic networks. Two recently used approaches include individual vector 




Borkulo, et al., 2018). Individual vector auto-regressive analyses can estimate temporal 
networks within a single individual, and multilevel vector auto-regressive analyses can be 
used to estimate temporal networks in samples where n >1. Nevertheless, both 
approaches can provide invaluable information about individual differences in the 
network dynamics in emotional psychopathology.  
 Furthermore, dynamic networks can be decomposed into both temporal and 
contemporaneous effects. Temporal effects convey information about how a node 
predicts another node in a later time window, and contemporaneous effects pertain to the 
associations between nodes within the same time measurement window. Both types of 
effects are valuable methods of understanding network dynamics. In the current study, 
however, the temporal network will receive special emphasis, as it can provide important 
insights about patterns of temporal precedence existing between individual nodes. 
Moreover, temporal networks are well-suited to reveal individual differences in dynamic 
network structure. Relatively few studies have investigated the dynamic network 
structure of emotional psychopathology. Bringmann and colleagues (2015) estimated the 
dynamic network structure of symptoms of depression, which revealed that anhedonia 
(i.e., ‘loss of pleasure’) was the most central node exhibiting high levels of connectivity 
with other symptoms. Furthermore, the network structure revealed two communities of 
nodes, which were consistent with presentations of the melancholic and atypical subtypes 
of depression. A recent study investigating anhedonic participants with subclinical 
depression suggested that different pathways of emotional dynamics underlie low mood 




provides a rationale for individualized treatment strategies derived from personalized 
network dynamics. Such an individualized approach could be of benefit, as common 
evidence-based treatments for depression (i.e., mindfulness-based cognitive therapy and 
imipramine) do not lead to substantial changes in average node connectivity in the 
temporal network structures derived from group-level symptoms (Snippe et al., 2017).  
Dynamical Systems Approach to Clinical Psychology 
Researchers have also proposed investigating emotional disorders through a 
dynamical systems perspective, which is related to network science (van de Leemput et 
al., 2014). Specifically, the dynamical systems framework has been used to explain the 
dynamics underlying complex systems (Scheffer et al., 2009; Scheffer et al., 2012). In a 
complex system, the individual components can be very strongly connected, and such 
robust connections can influence whether the entire system remains in its current state or 
transitions to a different one. A complex system is characterized as resilient if it remains 
in its current state and resists transitions to alternative states despite the influence of 
external perturbations (Nelson, McGorry, Wichers, Wigman, & Hartmann, 2017). 
However, if external perturbations are strong enough, then the system might approach a 
tipping point, which would result in a sudden transition to an alternative state. Several 
scientific fields study phenomena that involve complex systems, and the dynamical 
systems approach has been adopted to characterize the behavior of such complex 
phenomena (Gsell et al., 2016; Rikkert et al., 2016). Likewise, in clinical psychology, 
researchers have posited that mental disorders exhibit many of the characteristics of 




systems framework (van de Leemput et al., 2014; Wichers et al., 2016). According to the 
dynamical systems approach, mental health represents a complex system that alternates 
between states of pathology and health, and such transitions can be identified using 
certain metrics. Unlike the latent disease model, which posits that states of pathology are 
observable as a result of the emergence of a latent disease mechanism, the dynamical 
systems approach emphasizes that a state of pathology arises as a consequence of an 
increasingly fragile system of interrelated symptoms that causally reinforce one another. 
Such a system gradually builds up until it reaches a sudden tipping point, resulting in a 
sudden transition to a state of pathology (Wichers et al., 2016). 
 In dynamical systems, an impending transition or tipping point can be predicted 
by critical slowing down in certain variables (Hofmann et al., 2016; Scheffer et al., 
2009). When a complex system evinces critical slowing down, then it tends to recover 
more slowly from external perturbation. As this recovery period become longer over 
time, then a single perturbation might cause a sudden transition. Applied to clinical 
psychology, a person at risk for experiencing clinically significant depression might 
require longer times to recover from life stressors. If a life stressor is significant enough, 
then it might cause an individual to transition from a state of health to a state of 
psychopathology (Nelson et al., 2017). It is also of note that critical slowing down might 
precede transitions from psychopathology to states of health, and this pattern has 
particular relevance to psychological interventions.  
 Several metrics have been identified to statistically represent critical slowing 




of critical slowing down. The advent of ecological momentary assessment (EMA) 
methodologies has encouraged researchers to examine whether increased auto-correlation 
in certain variables is associated with symptom change over time (van de Leemput et al., 
2014; Wichers et al., 2016). For instance, van de Leemput and colleagues (2014) found 
that increases in the auto-correlation of self-reported sadness and anxiety was predictive 
of worsening disorder severity among individuals diagnosed with a depressive disorder. 
Wichers et al. (2016) also found that a single depressed patient undergoing EMA for 239 
days demonstrated a critical transition in worsening depression, which was preceded by 
increased auto-correlation in a composite indicator of affect, comprising negative affect, 
positive affect, worry, unrest, and suspicion. This study offers interesting insights into the 
predictive utility of properties of time-series dynamics. Even when overall average 
depression severity was low, as defined by the SCL-90 depression score, temporal auto-
correlation in affect began increasing in the patient. After reaching a strong enough auto-
correlation threshold (r = 0.30), the patient’s SCL-90 depression score subsequently and 
suddenly increased. This suggests that auto-correlation may confer predictive information 
about future depressive states above and beyond mere aggregate levels of depression 
severity. 
The Role of Positive Affect, Negative Affect, and Physical Activity in Emotional 
Psychopathology 
 Most research examining emotional psychopathology has been circumscribed to 
DSM symptoms. However, prominent models of emotional psychopathology emphasize 




2012). Hofmann and colleagues (2012) posit that emotional psychopathology is 
characterized primarily by the dysregulation of negative affect and deficits in positive 
affect. Thus, effective treatment of emotional psychopathology might require 
interventions addressing both the reduction of negative affect and the enhancement of 
positive affect. Because positive and negative affect are dimensional constructs that are 
relevant to a variety of emotional disorders, it would be profitable to examine affect, 
rather than DSM symptoms, using a dynamic network approach.  
 Furthermore, a wealth of literature attests to the relevance of altered physical 
activity in depression and anxiety (Burton et al., 2013; Subbs et al., 2017). In general, 
cumulative evidence suggests that low levels of overall physical activity are associated 
with depression and anxiety (Burton et al., 2013; Subbs et al., 2017), and that acute levels 
of stress may confer risk for more sedentary lifestyles (Stults-Kolehmainen & Sinha, 
2014). That notwithstanding, little research has examined the role of physical activity in 
emotional disorders from a time-series perspective, which would foster a more 
idiographic understanding of physical activity as it relates to positive and negative affect. 
Of those time-series studies that have done so, physical activity was examined primarily 
at the between-subjects level. In a temporal network analysis conducted by Curtiss, 
Fulford, Hofmann, and Gershon (2019), it was found that feelings of shame prospectively 
predicted less physical activity. Additionally, another EMA study suggested that greater 
average exercise time was associated with reduced auto-correlation in anxiety (Bernstein, 
Curtiss, Wu, Barreira, & McNally, 2019). In the current study, not only will physical 




network, but it will also be examined at the individual level to investigate its idiographic 
contributions to affect. 
Idiographic Dynamics and Impulse Response Functions 
 Recent trends in time-series research and network theory have underscored the 
value of an idiographic understanding of the dynamic behavior of processes underlying 
mental disorders (Fisher et al., 2017; Hofmann, Curtiss, & Hayes, 2020; Hofmann & 
Hayes, 2019). One innovative approach for probing the dynamic behavior of time-series 
data at the individual level is impulse response function (IRF) analyses. IRF techniques 
have received extensive attention in economics and engineering, yet only recently has 
clinical psychology considered its application in modelling time-series data (Blauuw, van 
der Krieke, Emerencia, Aiello, & de Jonge, 2017). An exhaustive description of IRF 
analyses is beyond the purview of the current work, yet its most salient features warrant 
brief explanation insofar as it is relevant to the aims of the current study. 
 An IRF analysis provides insights into the dynamic behavior of time-series data 
by examining how a statistically simulated increase (i.e., a shock or impulse) in one 
variable exerts an effect on all other time-series variables (Pfaff, 2008). The impulse 
responses obtained after a shock can provide information about: 1) how many time 
windows one variable is influenced by the shock variable, and 2) how much of the 
dynamic behavior of a variable is accounted for by shocks in all other variables. 
Although IRF analyses do not allow for definitive conclusions about causality per se, 





 Specifically, IRF techniques can complement the dynamical systems approach 
because impulse responses can be modelled for each individual. In addition to examining 
structural properties of time-series networks and critical slowing down, impulse 
responses can reveal how an exogenous shock in a stressor variable conveys an effect on 
future affect states for each individual. Indeed, considerable heterogeneity might underlie 
the impulse response dynamics of each individual. This fosters a more rigorous 
examination of the core tenets of dynamic systems theory, according to which external 
perturbations or stressors are presumed to alter the dynamic behavior of affect, thereby 
precipitating a transition to a more pathological state (Scheffer et al., 2009). By revealing 
the effect of a stressor on positive and negative affect, IRFs can augment our 
understanding of the dynamic processes underlying emotional psychopathology.      
Motivation for Current Study 
In brief, the proposed study will examine the network dynamics of positive affect, 
negative affect, perceived stress, and physical activity (as assessed by mobile-based 
sensor data) in a heterogeneous clinical sample of individuals with high levels of negative 
affect.  
Motivation for this project is informed by extant network literature on emotional 
psychopathology. As mentioned before, only a few studies have investigated the network 
properties of emotional disorders using EMA. van de Leemput and colleagues (2014) 
provided evidence that increased auto-correlation in negative affect was predictive of 
worsening in depression severity, and that increased auto-correlation in positive affect 




similar pattern will emerge in the current study. Furthermore, Fisher et al. (2017) 
conducted a study on the dynamic network structure in a heterogeneous sample of 
individuals with mood and anxiety disorders. One of the key findings was that although 
both negative and positive mood were highly central in the contemporaneous network, 
the cardinal symptoms of depression and anxiety were not as influential in the temporal 
network. In fact, a positive affect node exhibited the greatest out-strength centrality. 
These results inform certain hypotheses about the current study, namely that positive 
affect nodes will evidence greater centrality than negative affect nodes. 
 Available research on the dynamic network properties of emotion 
psychopathology have primarily emphasized self-reported survey responses. The current 
will be the first study to supplement standard survey-based EMA designs with 
smartphone-based sensor metrics to assess physical activity. Prior research has suggested 
that physical activity is more strongly related to positive affect than negative affect (Clark 
& Watson, 1988; Watson, 1988, Wichers et al., 2011). In the current study, it is 
hypothesized that individual nodes of positive affect will exhibit positive relationships 
with the physical activity node, and that these relationships will be stronger in magnitude 
than the relationships between physical activity and negative affect nodes. These 
considerations provided impetus for the principal aims of the current study (Aims 1-3), 
which will be elaborated on in subsequent sections.  
A number of additional aims were also considered for the proposed study. 
Dimensional measures of depression and anxiety measured at baseline will be used to 




person variability, and instability) in each node (Aim 4). It is hypothesized that higher 
levels of symptom severity will be associated with greater auto-correlation, within-person 
variability, and instability, which would be consistent with prior literature (Bernstein et 
al., 2019; Brose, Schmiedek, Koval, & Kuppens, 2015; Houben, van den Noortgate, & 
Kuppens, 2015). The results of a comprehensive meta-analysis of time-series studies 
suggested that psychological maladjustment is associated with emotions that undergo 
more extreme changes across time (i.e., increased variability and instability) and are more 
self-predictive and inert with longer recovery delays to homeostasis (i.e., increased 
temporal auto-correlation; Houben et al., 2015).  
Although prior literature primarily underscored associations between time-series 
of emotions and disorder severity (Houben et al., 2015), the association between time-
series data and emotion regulation constructs has been less frequently explored. 
Furthermore, other constructs relevant to affective regulation such as behavioral 
inhibition have yet to be explored in relation to the dynamic behavior of affect states 
(Carver & White, 1994). Thus, another aim is to examine whether baseline characteristics 
theoretically relevant to emotional disorders (e.g., intrapersonal emotion regulation, 
interpersonal emotion regulation, and behavioral inhibition) are associated with temporal 
auto-correlation (Aim 5).  
To elucidate idiographic time-series processes in emotional psychopathology, the 
final aim is to estimate impulse response functions (IRF) for each individual to examine 




Overview of Current Study 
The current study was designed to address the several broad aims as detailed 
above. An intensive longitudinal design was adopted using ecological momentary 
assessment (EMA) to collect time-series data. The dynamic behavior of affect and 
physical activity was examined at both the collective and individual level. Participants 
were treatment-seeking individuals presenting at an anxiety clinic who satisfy criteria for 
high negative affect (i.e., defined as a score 22 on the negative affect subscale of the 
PANAS).  
All participants completed a baseline and follow-up assessments measuring 
symptoms and emotion regulation constructs. During the EMA phase, participants were 
prompted to report on their positive affect, negative affect, and distress associated with 
stressors 5 times a day each day for two weeks. Participants’ daily activity was also 
measured at each EMA time point through mobile-based sensor data.  
Primary Aims and Hypotheses 
 In the current study, the principle objectives are concerned with both the group-
level and individual-level time-series dynamics of affect and physical activity. 
Specifically, the following aims and hypotheses will be examined.  
Aim 1. Estimate the dynamic network structure of positive and negative affect in a 
heterogeneous clinical sample with high negative affect.  
Hypothesis 1. The dynamic network structure will be characterized by positive affect 




Aim 2. Examine physical activity as a node in the dynamic network structure of positive 
and negative affect. 
Hypothesis 2. The edges between positive affect nodes and physical activity will be 
stronger than the edges between the negative affect nodes and physical activity. 
Aim 3. Examine whether auto-correlation (i.e., critical slowing down) of affect variables 
and physical activity is associated with momentary stressors and pre-post changes in 
symptoms of depression and anxiety.  
Hypothesis 3a. Increases in auto-correlation of negative affect will be associated with 
worsening in depression and anxiety over time. 
Hypothesis 3b. Increases in auto-correlation of positive affect, as well as physical 
activity, will be associated with improvements in depression and anxiety over time.  
Hypothesis 3c. Increases in auto-correlation of negative affect will be associated with 
increases in momentary stressors. 
Aim 4. Examine whether time-series dynamics (i.e., auto-correlation, variability, and 
instability (mean-squared successive difference)) of negative affect are associated with 
dimensional measures of depression and anxiety at baseline. 
Hypothesis 4. Higher levels of symptom severity will be associated with greater auto-
correlation, within-person variability, and instability of negative affect. 
Aim 5. Examine whether baseline characteristics relevant to emotional disorders (e.g., 
intrapersonal emotion regulation, interpersonal emotion regulation, behavioral inhibition, 





Hypothesis 5. Maladaptive emotion regulation characteristics (e.g., suppression) at 
baseline will be associated with increased auto-correlation in negative affect. 
Aim 6. Examine impulse-response functions of the dynamic network to determine the 
impact that a stressor exerts on affect nodes and how much variance in each node is 
accounted for by other nodes. 
Hypothesis 6. Considerable heterogeneity in impulse-response functions will emerge 
across subjects’ individual networks. 
METHODS 
Participants 
 Participants were referred directly from the Boston University Center for Anxiety 
and Related Disorders (CARD) as well as from the greater Boston area. In the current 
study, there were 34 participants who completed all aspects of the study and were 
included in the final data analyses. Originally, there were 35 participants who completed 
both baseline and follow-up surveys, yet one participant’s smartphone EMA data was not 
appropriately collected by the Ethica platform due to device error. Therefore, this 
participant was omitted from the final analyses. 
Participants included 25 females, 8 males, and one individual who identified as 
non-binary. The average age was 28.97 (SD = 9.83), with a range of individuals from 18 
to 55 years old. Regarding race and ethnicity, 27 participants identified as non-Hispanic 
white, 3 participants identified as Hispanic/Latino, 2 participants identified as black, and 
2 participants identified as Asian. The majority of the participants were single (n = 25), 




(n = 3). Furthermore, the majority of the participants graduated either college (n = 18) or 
graduate school (n = 7), and the remainder of the participants had partial college 
education (n = 5), graduated from high school (n = 2), or had partial high school 
education (n = 1). One person did not provide a response.  
 The current sample was associated with diverse clinical characteristics across the 
emotional disorder spectrum. With respect to primary diagnoses, individuals presented 
with generalized anxiety disorder (GAD; n = 15), persistent depressive disorder (PDD; n 
= 6), major depressive disorder (MDD; n = 5), social anxiety disorder (SAD; n = 3), 
obsessive compulsive disorder (OCD; n = 2), panic disorder (PD; n = 1), illness anxiety 
disorder (IAD; n = 1), and obsessive compulsive personality disorder (OCPD; n = 1). The 
current sample was characterized by notable comorbidity. Secondary diagnoses included 
GAD (n = 4), PDD (n = 2), SAD (n = 2), agoraphobia (AG; n = 1), and intermittent 
explosive disorder (IED; n = 1).  
The mean baseline PANAS negative affect score was 31.76 (SD = 5.59), and the 
mean baseline PANAS negative affect score was 21.76 (SD = 5.00). These scores 
indicate that the sample had higher negative affect than 97% of the general adult 
population and lower positive affect than 90% of the general adult population (Crawford 
& Henry, 2004). The sample’s mean baseline depression and anxiety scores, as measured 
by the BDI-II and STAI, were 25.65 (SD = 8.15) and 60.82 (SD = 7.03), respectively. 
Such scores suggest that the current population exhibited symptoms of depression and 
anxiety at the 97th and 99th percentiles, respectively (Crawford et al., 2011; Spielberger, 




Sample Size Justification 
The number of participants for the current study was determined from a 
simulation power analysis using the SIMR package in R (Green & MacLeod, 2016). A 
priori power analyses revealed that for 30 subjects with 70 time points, the power would 
be at least 99.80%. The power analyses were informed by the auto-correlation 
coefficients obtained by a study from Curtiss, Fulford, Hofmann, and Gershon (2019), as 
there is no gold-standard method of estimating power for networks using a full range of 
temporal and contemporaneous regression coefficients. In the current study, 34 subjects 
were included in the final sample, and the average EMA self-report data completion rate 
was 47.03 time-points (SD = 12.26). This level of completion would still yield a 
statistical power rate of at least 95.5%, suggesting that the current study is well poised to 
adequately detect significant effects relevant to the primary analyses. 
Inclusion and Exclusion Characteristics 
Participants were included in the study if they exhibited the following 
characteristics: 1) are at least 18 years old, 2) satisfy criteria for high negative affect (i.e., 
a score  22 on the negative affect subscale of the PANAS), 3) were stable on current 
psychotropic medication for a minimum of 6 weeks and were willing to maintain stable 
dose, OR off concurrent medication for at least 2 weeks prior to first study visit, 4) were 
stable on current psychotherapy for a minimum of 6 weeks prior to first study visit, OR 
were not receiving psychotherapy, and 5) had access to a smartphone.  
Participants were not be eligible if they: 1) were unable to understand study 




neurological illness known to influence daily activity patterns (e.g., Alzheimer’s disease, 
Parkinson disease, etc), 3) had significant suicidal ideation within past 2 weeks (BDI-II 
Q9 >1), 4) had a history of head trauma causing loss of consciousness resulting in 
ongoing cognitive impairment, 5) had a history of psychotic disorder, bipolar disorder, or 
developmental disorder, 6) had a current substance abuse disorder, or 7) had significant 
personality dysfunction likely to interfere with study participation (as assessed during the 
clinical interview).  
Procedures 
 Referred individuals were asked to complete a brief phone screen to determine the 
likelihood that they were eligible for the study. During this phone screen, the participant 
was provided with information about the study including study procedures and EMA. If 
the participant appeared eligible, he/she was requested to come to CARD for a screening 
assessment to confirm eligibility. At this visit, the participant was provided with informed 
consent and requested to complete baseline questionnaires. Participants then underwent a 
2-week EMA phase, during which positive affect, negative affect, distress due to a 
stressor, and physical activity was measured 5 times per day. EMA procedures were 
implemented with the Ethica app, which was available on both IOS and Android 
platforms. Ethica permits assessment of self-reported questions and sensor-based data 
such as GPS for mobility, motion sensors for physical activity, or Bluetooth for social 
interactions. After the 2-week EMA phase, participants were asked to re-complete the 




Compensation of up to $70 was provided to each subject (i.e., $15 for baseline 
assessment, up to $35 for the EMA phase ($0.50 per question answered), and $20 for 
post-EMA questionnaires). The study design is depicted in Figure 1, and a schedule of 
assessments can be found in Table 2.  
Measures 
Screening Measure 
 Positive and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 
1988). The PANAS is a 20-item instrument that assesses positive and negative affect. 
This is the principal screening measure used for the current study. According to norms 
derived from a large population study, the mean of the negative affect scale is 16 with a 
standard deviation of 5.9 (Crawford & Henry, 2004). Eligible participants were required 
to have a score one standard deviation above the mean (i.e., a score of 22) to represent 
high negative affect. According to the normative data from Crawford and Henry (2004), a 
score of 22 indicates that an individual would have higher levels of negative affect than 
86% of a general adult population. 
Clinician Administered Measure 
Adult Anxiety Disorders Interview Schedule for DSM-5 (Adult ADIS-5; Brown 
& Barlow, 2014). The Adult ADIS-5 focuses on current symptoms and is used to 
generate current diagnoses of anxiety and mood disorders, somatoform disorders, and 
substance use disorders. This interview was used to assess emotional psychopathology 




disorder, social anxiety disorder, panic disorder, agoraphobia, obsessive-compulsive 
disorder, specific phobia, or post-traumatic stress disorder).  
Baseline and Post-EMA Measures 
Beck Depression Inventory-II (BDI-II, Beck et al., 1996) The BDI-II is a 21-item 
instrument designed to measure both the presence and severity of depressive symptoms. 
The State Trait Anxiety Inventory (STAI, Spielberger, 1983; Spielberger et al., 
1970) The STAI consists of two 20-item scales that assess state and trait anxiety in 
adults. The trait anxiety subscale was used in the current study. 
Penn State Worry Questionnaire (PSWQ, Meyer, Miller, Metzger, and 
Borkovec, 1990). The PSWQ is a 16-item inventory used to measure the generality, 
excessiveness, and uncontrollability of pathological worry. 
Ruminative Response Scale (RRS, Treynor, Gonzalez, & Nolen-Hoeksema, 
2003). The RRS measures ruminative thought processes. In the contemporary verion 
(Treynor et al., 2003), the revised RRS contains 10 items and two subscales: brooding 
and reflection. 
Emotion Regulation Questionnaire (ERQ, Gross & John, 2003). The ERQ is a 
10-item measure designed to assess individual differences in the use of two emotion 
regulation strategies: cognitive reappraisal and expressive suppression. Cognitive 
reappraisal is a form of cognitive change that involves explaining a potentially emotion-
eliciting situation in a way that changes its emotional impact. Expressive suppression is a 
form of response modulation that involves preventing ongoing emotion-expressive 




Affective Styles Questionnaire (ASQ, Hofmann & Kashdan, 2010) The ASQ is a 
20-item questionnaire that measures an individual’s propensity for using various styles of 
regulating emotions. The scale comprises three factors: 1) Concealing, which involves 
attempts to conceal or suppress affect; 2) Adjusting, which describes a general ability to 
manage, adjust, and work with emotions as needed; and 3) Tolerating, which signifies an 
accepting and tolerating attitude toward emotions.  
Interpersonal Emotion Regulation Questionnaire (IERQ, Hofmann, Carpenter, 
& Curtiss, 2016). The IERQ contains 20 items and four subscales, including Enhancing 
Positive Affect, Perspective Taking, Soothing, and Social Support. 
Behavior Inhibition System/Behavior Activation System Scale (BIS/BAS, 
Carver & White, 1994). The BIS/BAS is a 20-item instrument that assesses both 
behavioral inhibition and behavioral activation. 
EMA Measures 
 Every measure was assessed 5 times per day for the two-week duration. The 
exception is the ‘Stress Record’ item, which was assessed at the end of each day during 
the two-week period. 
 Positive and Negative Affect Items. Consistent with the van de Leemput et al. 
(2014) study, the following four nodes were used to assess positive and negative affect: 
cheerful, content, sad, and anxious. These items represent each quadrant of the affective 
space defined by valence and arousal: cheerful (positive valence, high arousal), content 




(negative valence, low arousal). They were answered on a 7-point Likert scale from not at 
all (0) to extremely (6). 
 Subjective Stress. A single item was used to assess the subjective experience of 
stress. This item is: “I am upset because I experienced a stressful situation.”, and it was 
rated on a 7-point Likert scale ranging from not at all (0) to extremely (6).  
 Stress Record. At the end of each day, participants were asked to answer the 
following question: “If a significant stressor happened today, what was it?”.  
 Social Interaction. A single item was used to assess social interaction status: 
“Are you interacting with someone right now?”. It was answered ‘yes/no’.  
 Ethica Sensor Data. Ethica is an app-based platform for IOS and Android 
smartphones that permits collection of not only survey data, but also sensor data. 
Smartphone sensors were used to obtain the following time-stamped objective data for 14 
consecutive days: (1) accelerometer (activity intensity) and (2) global positioning system. 
Data Analysis 
 The majority of the statistical analyses for the proposed project were of two kinds: 
1) graph theory analyses to estimate directed networks, and 2) extensions of multi-level 
modelling to examine the time-series dynamics of each variable. Other analyses were 
used (e.g., IRF analyses) to facilitate other substantive research questions. For each of the 
aims, the relevant analyses will be described below. 
Accomplishing Aims 1 and 2 required estimation of temporal and 
contemporaneous networks. To explore the dynamic network structure, affect items and 




affect, and physical activity using the R package mlVAR (Epskamp, Waldorp, Mottus, & 
Borsboom, 2018). Each affect item, as well as the sensor data, was a node. Edges 
between nodes reflected directed partial regression coefficients. That is, each directed 
edge reflects a unique association between two nodes controlling for all other 
relationships in the network. Temporal and contemporaneous network structures were 
modeled for two node sets: (1) positive and negative affect nodes, and (2) positive affect, 
negative affect, and physical activity nodes.  
 Specifically, temporal networks are constructed using multilevel vector 
autoregressive (VAR) analyses (Epskamp, Waldorp, et al., 2018). In these models, a 
given node at time t was regressed onto all other time lagged t-1 independent variables. 
All models were analyzed using the procedures defined by the mlVAR package. The fixed 
effect coefficients produced a weighted directed network, in which the temporal 
connections can be construed as an approximation of causality, similar to Granger 
causality (Bringmann et al., 2015; Granger, 1969). Furthermore, contemporaneous 
networks were also estimated. Contemporaneous networks estimate edges between nodes 
within the same measurement window rather than across measurement windows, as 
occurs in temporal networks. Visualizations of each network omitted non-significant 
edges to reduce superfluous detail.   
 Node centrality for temporal networks was determined by computing three 
centrality indices: instrength, outstength, and betweenness. A node’s in-strength 
parameter denotes the sum of all weighted edges that are directed toward it, whereas a 




to another node. The betweenness centrality parameter indicates the number of times that 
a node lies on the shortest path between any other pair of nodes. Node centrality for 
contemporaneous networks were determined by computing strength. 
 With respect to the specific hypotheses, the analyses applied as follows. For 
Hypothesis 1, temporal and contemporaneous networks of positive and negative affect 
were estimated. For the temporal network, the outstrength centrality parameter (i.e., a 
reflection of the degree to which a given node predicts other nodes) was estimated for 
each node. Permutation tests were used to determine whether positive affect nodes 
exhibit greater outstrength than negative affect nodes. For the contemporaneous network, 
the standard strength centrality parameter for each node was estimated, and, again, 
permutation tests was used to compare centrality across nodes of positive and negative 
affect. Hypothesis 1 would be supported if, relative to the negative affect nodes, the 
positive affect nodes exhibit greater outstrength and strength centrality parameters in the 
temporal and contemporaneous networks, respectively. 
 For Hypothesis 2, temporal and contemporaneous networks were estimated with 
nodes reflecting positive affect, negative affect, and physical activity. Bootstrapping tests 
were to be used to compare the magnitude of the edges connecting positive affect nodes 
and physical activity and the magnitude of the edges connecting negative affect nodes 
and physical activity. Stronger edges between positive affect and physical activity than 
negative affect and physical activity in both the temporal and contemporaneous networks 




 For Aims 3, 4, and 5, several multilevel models were estimated to estimate auto-
correlation and within-person variance parameters. All multilevel models were conducted 
with the lme4 package in R. Multilevel models permit decomposition of within- and 
between-person effects (Krull and MacKinnon 2001), whereby fixed effect and random 
effect components may be estimated. Person-mean centering was employed for all level 1 
predictors, which provided unambiguous decomposition of within- and between-person 
effects (Curran and Bauer 2011). 
For Aims 3 and Aim 4, temporal auto-correlation was estimated using multilevel 
models in which a given node (i.e., an affect variable or physical activity) at time t (e.g., 
ashamed at time t) was regressed on its t-1 score (e.g., ashamed at time t-1). This auto-
regression coefficient can be specified to have an interaction effect with the level 2 group 
variable (e.g., pre-post changes in anxiety or depression) or a level 1 individual variable 
(e.g., momentary stress). For Hypothesis 3, analyses followed the procedures adopted by 
van de Leemput et al. (2014) to examine critical slowing down. Specifically, for 
Hypothesis 3a, a significant and positive interaction effect would determine whether 
auto-correlation in each negative affect score (i.e., sad and anxious) is associated with 
worsening of pre-post symptom changes in depression and anxiety. For Hypothesis 3b, 
auto-correlation in each positive affect score (i.e., content and cheerful) can be specified 
to interact with pre-post symptom changes in depression and anxiety. A significant and 
positive interaction effect would support the claim that increased auto-correlation in 
positive affect is associated with improvements in depression and anxiety over time.  For 




with momentary stressors. A significant and positive interaction effect would support 
hypothesis 3c. 
For Aim 4, auto-correlation was again estimated by multilevel models. To 
estimate variability, within-person standard deviations were estimated in each group 
using intercept-only models by specifying random effects. Finally, the mean-squared 
successive differences was estimated for each affect node and physical activity across 
each group to examine differences in instability. Hypothesis 4 would be supported if 
baseline levels of depression and anxiety are associated with greater auto-correlation, as 
estimated using multilevel modelling, as well as with greater levels of within-person 
standard deviations and mean-squared successive differences, as estimated using pearson 
correlation coefficients. 
For Aim 5, multilevel models were used again to estimate temporal auto-
correlation for each node. An interaction effect was specified with the temporal auto-
correlation coefficient and baseline characteristics related to symptoms, intrapersonal 
emotion regulation, interpersonal emotion regulation, behavioral inhibition, behavioral 
activation, and rumination.  
 For Aim 6, impulse response function (IRF) analyses were conducted using the R 
package vars (Pfaff, 2008). An IRF analysis permits investigation of a within-person 
variability of a dynamic network by examining the relative impact each node exerts on 
other nodes in the network for each person. IRF analyses are an extension of vector 
autoregressive (VAR) analyses, whereby each variable is regressed onto all other time-




estimates that reflect the unique association between the outcome variable at t and the 
predictor variable at t-1, controlling for other t-1 predictor variables. These VAR models 
were estimated for each person’s time-series data individually, which facilitates a more 
idiographic examination of individual differences in time-series dynamics. Thus, the 
resulting VAR models represented the general structural relationships between each node 
or variable at the individual level.  
IRF analyses permit a more nuanced understanding of these VAR structural 
relationships by examining how the dynamic behavior of the time-series data would 
respond to a perturbation in one of the variables (or nodes). Specifically, a ‘shock’ is 
imposed on each node to ascertain how this impulse propagates to other time-lagged 
nodes in the network. Statistically, the IRF would be interpreted with respect to the effect 
that a one standard deviation increase in a node caused by a shock exerts on the other 
time-series nodes. IRF analyses facilitate answers to questions such as “How long (i.e., 
how many measurement windows) is node Y affected by an increase in node X?” and 
“Which nodes will have the largest effect on node X?” (Blauuw et al., 2017).  
With respect to the former question, a shock was imposed on the stressor variable 
(i.e., upset) to examine its impact on the other affect nodes (i.e., contentedness, 
cheerfulness, sadness, and anxiety) for up to 10 time-points. Impulse responses were 
modeled using 95% bootstrapping confidence intervals for each of the ten time-points, 
which facilitated our understanding of how many measurement windows will an affect 





With respect to the latter question, a forecast error variance decomposition 
(FEVD) was performed on IRF analyses on the affect variables, the stressor variable (i.e., 
upset), and the physical activity variable. FEVD analyses are useful supplements to 
traditional IRF analyses. Briefly, they determine how much variance in a variable at t is 
accounted for by shocks in all other variables, including itself, at t-1. This permits an 
examination into the dynamic contributions of each node in the network across several 
time windows (i.e., 10 time points for the current study). In the current study, IRF 
analyses were estimated for each individual to examine heterogeneity in the dynamic 
behavior of the time-series data. Cumulative results aggregated across all individuals 
were be presented for both the IRF analyses and the FEVD analyses. 
RESULTS 
Temporal and Contemporaneous Network Structure of Positive and Negative Affect 
In the temporal network structure, results of the mlVAR network analyses 
revealed robust directed relationships both within and between nodes of a particular 
valence (Figure 2). The node reflecting contentedness at a lag of t-1significantly 
predicted elevated levels of cheerfulness at the next measurement window ( = 0.19, p 
<0.001). Furthermore, contentedness evidenced a significant and positive auto-correlation 
coefficient ( = 0.17, p <0.01), suggesting that prior increases in contentedness are 
associated with elevations in contentedness later on. Similarly, a significant and positive 
auto-correlation was found in sadness ( = 0.26, p <0.001). The node representing 
sadness inversely and prospectively predicted the positive affect nodes contentedness ( 




predict or was significantly predicted by the other negative affect node anxiety. The only 
significant parameter associated with the node anxiety was an auto-correlation coefficient 
( = 0.26, p <0.001), suggesting higher levels of anxiety are prospectively associated 
with more anxiety at later time points.  
Regarding centrality in the temporal network, the nodes sadness (OS = 0.28) and 
contentedness (OS = 0.19) demonstrated the highest out-strength centrality parameters. 
This is sensible as the sadness node had two directed edges directed to other nodes and 
the contentedness node had one directed edge predicting another node. The node for 
cheerfulness exhibited the strongest in-strength centrality parameter (IS = 0.34), which 
suggests that this node is the one most influenced by the behavior of other nodes at earlier 
time points. None of the nodes were associated with remarkable betweenness centrality 
parameters (B = 0’s). Centrality estimates of the temporal network are presented in 
Figure 3.  
In the contemporaneous network, the structure was denser, as all nodes exhibited 
connections with each other within the same time window (Figure 4). Again, nodes 
within the same valence demonstrated positive edges, whereas nodes of opposite valence 
exhibited negative edges. The partial correlation between the positive affect nodes 
cheerfulness and contentedness (rpartial = 0.53, p <0.001), as well as that between the 
negative affect nodes sadness and anxiety (rpartial = 0.22, p <0.001), was positive and 
significant. The contemporaneous relationship was negative between sadness and both 




Likewise, a similar pattern emerged between anxiety and both contentedness (rpartial = -
0.19, p <0.001) and cheerfulness (rpartial = -0.13, p <0.01). 
Regarding centrality in the contemporaneous network, both of the positive affect 
nodes, cheerfulness and contentedness, exhibited the highest strength estimates (S = 86; S 
= 84, respectively). This indicates that both the positive affect nodes evidence the highest 
levels of connectivity in the contemporaneous network. Furthermore, the positive affect 
nodes were the only nodes associated with betweenness centrality indices above 0 (B = 
1’s). Centrality estimates of the contemporaneous network are presented in Figure 5. 
To directly address Hypothesis 1, which posited that positive affect nodes would 
exhibit greater centrality than negative affect nodes, Monte-Carlo permutation tests were 
conducted for both the temporal and contemporaneous networks. In the temporal 
network, the combined out-strength of the positive affect nodes (M = 0.09) was not 
significantly different from the combined out-strength of the negative affect nodes (M = 
0.13; Monte-Carlo permutation p = 0.33). In the contemporaneous network, the combined 
strength of the positive affect nodes (M = 0.85) was significantly greater than the 
combined strength of the negative affect nodes (M = 0.54; Monte-Carlo permutation p < 
0.001). Thus, the results afforded partial support of Hypothesis 1. Positive affect nodes 
may not exhibit higher levels of connectivity with respect to prospective associations at 
future time points, yet they do demonstrate greater connectivity with other nodes during 




Temporal and Contemporaneous Network Structure of Positive Affect, Negative 
Affect, and Physical Activity 
To examine the role of physical activity in the dynamic network structure of 
positive and negative affect, a node encoding accelerometer information from a 
smartphone-based sensor was included in the network to represent a measurement of 
physical actigraphy. Prior to including this variable in the network, the accelerometer 
data was transformed and preprocessed using principal component analysis, from which 
factor scores from the single principal component were used for analysis.  
In the temporal network, the structure exhibited a nearly identical structural 
configuration and pattern of associations as estimated in the prior temporal network not 
including physical activity (Figure 6). That is, sadness negatively predicted contentedness 
( = -0.12, p <0.01) and cheerfulness ( = -0.14, p <0.01) at the next time window. The 
positive directed edge from contentedness to cheerfulness was also significant ( = 0.19, 
p <0.001), and significant auto-correlations were found for the same affect nodes, 
including sadness ( = 0.25, p <0.001), contentedness ( = 0.16, p <0.01), and anxiety ( 
= 0.26, p <0.001). Again, anxiety was not associated with any of the other nodes in the 
network. Regarding the physical activity node, it only exhibited a significant auto-
correlation ( = 0.19, p <0.001) and was not connected with any other nodes in the 
network. 
Centrality estimates in this temporal network were congruent with the pattern of 
results obtained in the prior temporal network excluding physical activity. The nodes 




centrality parameters, and the node cheerfulness exhibited the highest ‘in-strength’ (IS = 
0.33) parameter estimate. None of the nodes exhibited a remarkable betweenness 
centrality parameter with estimates all being 0. The physical activity node was associated 
with a value of 0 for each centrality parameter estimate calculated. Please refer to Figure 
7 for the full results of the centrality estimates. 
In the contemporaneous network with physical activity, the physical activity node 
was isolated and did not exhibit any significant associations with the other affect nodes 
within the same time window (Figure 8). Yet again, the contemporaneous network was 
characterized by nodes of the same valence being positively associated with each other 
and nodes of the opposite valence being negatively associated. The partial correlation 
between the positive affect nodes cheerfulness and contentedness (rpartial = 0.53, p 
<0.001), as well as that between the negative affect nodes sadness and anxiety (rpartial = 
0.22, p <0.001), was positive and significant. The contemporaneous relationship was 
negative between sadness and both contentedness (rpartial = -0.12, p <0.01) and 
cheerfulness (rpartial = -0.20, p <0.001). Likewise, a similar pattern emerged between 
anxiety and both contentedness (rpartial = -0.19, p <0.001) and cheerfulness (rpartial = -0.13, 
p <0.01). 
Regarding centrality in the contemporaneous network with physical activity, 
results were similar to the prior contemporaneous network without physical activity.  
Both of the positive affect nodes, cheerfulness and contentedness, exhibited the highest 
strength estimates (S = 0.86; S = 0.84, respectively). The positive affect nodes were the 




physical activity node was not associated with any remarkable strength or betweenness 
centrality parameter estimate (i.e., all values were equal to 0), which suggests that 
physical activity does not exhibit much connectivity with the other nodes. Please refer to 
Figure 9 for the full centrality estimate results.  
With regard to Hypothesis 2, which predicted that physical activity would have 
stronger edges with positive affect nodes than negative affect nodes, the current results 
are unable to address that prediction. Because physical activity was isolated and not 
connected to any other nodes in either the temporal or contemporaneous networks, 
support for Hypothesis 2 cannot be obtained. 
Predicting Symptom Change with Critical Slowing Down 
To determine whether early warning signals of critical slowing down predicted 
changes in depression and anxiety symptoms, multilevel models were pursued to 
determine whether temporal auto-correlation in the affect, stressor, and physical activity 
variables were associated with symptom change.  
In the multilevel models, none of the auto-correlation coefficients in affect, 
stressor, or physical activity variables exhibited a significant interaction effect with 
depression change (p’s > 0.05). Likewise, there was no significant interaction effect 
between the auto-correlation coefficients of these variables and changes in anxiety (p’s > 
0.05). Thus, no support was obtained for Hypothesis 3a or Hypothesis 3b. These results 
are presented in Tables 3 and 4.  
Hypothesis 3c predicted that increases in auto-correlation of negative affect would 




momentary stressors is a level 1 variable, these multilevel models permit a full within-
subject design as opposed to the prior multilevel models that used symptom change 
scores as level 2 variables. The original multilevel models were estimated with random 
effects for all level 1 variables (i.e., affect variables, stressor, and the interaction term), 
yet several of the models failed to converge. Therefore, models were estimated using a 
random intercept and fixed slope specification to achieve convergence. 
Partial support was obtained for Hypothesis 3c (Table 5). The interaction term 
between the auto-correlation coefficient for sadness and the stressor variable was 
significant ( = 0.03, p <0.05), suggesting that increases in a given stressor is associated 
with increased auto-correlation in sadness. However, no significant interaction effect was 
found for the auto-correlation in anxiety and the stressor variable ( = 0.02, p =0.28).  
The stressor variable did significantly moderate the auto-correlation coefficient 
for cheerfulness ( = 0.04, p <0.05), such that increases in a stressor is associated with 
greater auto-correlation in cheerfulness. No significant moderation effect was revealed 
for auto-correlation in contentedness and stressors ( = 0.01, p =0.52).  
Finally, there was a significant interaction effect between the physical activity 
auto-correlation term and the stressor variable (i.e., upset) ( = -0.06, p <0.01). 
Specifically, this interaction term can be interpreted such that greater levels of feeling 
upset due to a stressor is associated with a smaller auto-correlation coefficient of physical 
activity. In other words, increases in stressors reduces the ability of physical activity at a 




Baseline Symptoms Predicting Time-Series Dynamics in Negative Affect 
Partial support was obtained for Hypothesis 4, which posited that higher levels of 
symptom severity would be associated with greater auto-correlation, within-person 
variability, and instability of negative affect. 
With respect to auto-correlation, greater levels of baseline trait anxiety were 
associated with increases in auto-correlation in the time-series of momentary anxiety ( = 
0.01, p <0.05). Baseline symptoms of anxiety did not predict auto-correlation in sadness 
( = 0.003, p =0.60). Likewise, baseline symptoms of depression did not predict auto-
correlation in sadness ( = -0.0001, p =0.98) or anxiety ( = 0.01, p =0.07). Please refer 
to Table 6 for full results. 
With respect to intra-individual variance and instability, baseline levels of 
depression were associated with increased variance (r = 0.43, p < 0.05) and instability (r 
= 0.44, p < 0.01) in the time-series dynamics of sadness, but not with dynamic indices of 
anxiety (p’s >0.05). Furthermore, baseline levels of anxiety were not associated with any 
time-series dynamics (Table 7). 
Of note, baseline levels of depression, but not anxiety, were also associated with 
increased variance (r = 0.47, p < 0.01) and instability (r = 0.37, p < 0.05) in the time-
series dynamics of feeling upset due to a stressor (Table 7). 
Baseline Emotion Regulation Constructs Predicting Time-Series Dynamics in 
Negative Affect 
In addition to examining whether baseline symptoms predicted time-series 




regulation constructs relevant to emotional disorders predicted auto-correlation in 
negative affect. Specifically, hypothesis 5 postulated that maladaptive emotion regulation 
strategies (e.g., suppression) would be predictive of auto-correlation in negative affect. 
Results afforded support of this hypothesis (Table 8).  
Auto-correlation in the time-series of sadness exhibited a significant interaction 
effect with baseline levels of suppression ( = -0.03, p <0.05). That is, higher levels of 
baseline suppression were associated with reduced auto-correlation in sadness, suggesting 
that levels of sadness at t-1 are less predictive of future sadness at t among individuals 
with a high tendency to suppress.  
Furthermore, auto-correlation in the time-series of anxiety demonstrated a 
significant interaction effect with baseline levels of rumination ( = 0.02, p <0.05) and 
with baseline levels of worry ( = 0.01, p <0.05). Thus, higher levels of baseline worry 
and rumination predicted higher levels of temporal auto-correlation in anxiety. 
There was no significant interaction effect between auto-correlation in negative 
affect (i.e., sadness or anxiety) and baseline levels of other emotion regulation constructs 
(e.g., reappraisal, concealing, adjusting, tolerating, behavioral inhibition, behavioral 
activation, and interpersonal emotion regulation constructs) (p’s >0.05).  
Impulse Response Function Analyses of Positive Affect, Negative Affect, and 
Physical Activity 
To further probe the dynamic behavior of positive and negative affect, impulse 
response function (IRF) analyses were conducted by simulating an increase in the stressor 




how many windows a given emotion was significantly elevated or decreased in response 
to a stressor.  
The cumulative IRF results, aggregated across all individuals, revealed that a 
simulated shock in the stressor variable resulted in an average increase in anxiety ( = 
0.40, 95% bootstrapped CI [0.08, 0.67]) and in an average decrease in contentedness ( = 
-0.32, 95% bootstrapped CI [-0.01, -0.55]) within the same time-window that occurred 
during the shock. Notably, none of the four affect variables was significantly elevated or 
decreased across the ten future time windows in response to the shock (Figure 10). This 
would suggest that at the group level a one standard deviation simulated increase in 
feeling upset due to a stressor is not associated with future increases or decreases in 
affect, but rather only contemporaneous changes in anxiety and contentedness. Such 
cumulative IRF results, however, do not adequately address the considerable individual 
differences that may emerge on a person to person basis.  
IRFs were estimated for each individual in the dataset except for one subject, for 
whom the time-series vector auto-regressive covariance matrix was non-positive definite. 
Thus, a total of 33 individual IRFs were estimated in which a shock was introduced to the 
stressor (i.e., upset) variable to examine its simulated effect on the affect variables 
(Figures 11 to 43).  
Visual observation of each of the individual IRFs yields a number of conclusions. 
Although there is some consistency in that the effect of the impulse in the stressor 
variable on affect has a relatively short duration (e.g., only one subject (Figure 32) has an 




remarkable individual variability in how these effects are propagated over time. Though 
it would not be within the scope of the current discussion to expound on the IRF of each 
subject, a selection of individual IRFs will be mentioned below to illustrate potential 
heterogeneity.  
For instance, Figure 15 depicts the IRF of patient #5, who is a 21 year-old female. 
As can be seen, a simulated increase in the stressor variable led to an immediate increase 
in anxiety and decrease in cheerfulness within the same time window, yet appeared to 
have no effect on sadness or contentedness. In next time window representing a future lag 
of t + 1, the simulated impulse of the stressor variable conveyed no significant effect on 
cheerfulness anymore, and the effect on anxiety decayed as well. On the other hand, 
contentedness was now significantly decreased at t + 1. This suggests that the presence of 
a stressor for patient #5 was associated with a unique sequence of affective events that 
unfold over time. Specifically, a stressor predicts more immediate increases in anxiety 
and reductions in cheerfulness, after which decreases in contentedness follow during the 
subsequent time window.  
The dynamic behavior of this patient’s affective experience differs greatly, for 
instance, from that of patient 22 in Figure 32, who is a 23 year-old female. For this 
individual, an increase in the simulated stressor resulted in an immediate increase in 
anxiety, just as was the case for patient 5. Yet for patient 22, this increase in anxiety was 
no longer present at the next time lag t + 1, and there was significant decrease in sadness 




22 exhibited a paradoxical response to a stressor that involved increases in both negative 
affect and positive affect that differentially emerged across time.  
Finally, the dynamic behavior of affect for patient 24, who is a 32 year-old male, 
exhibited minimal variability in response to a simulated stressor. That is, neither negative 
affect nor positive affect significantly increased or decreased at any time window in 
response to an impulse response from the stressor variable. The affective response of 
patient 24 might indicate inflexibility of emotional expression subsequent to an upsetting 
situation.  
Overall, it can be observed that the collective IRF averaged across all individuals 
(Figure 10) can differ substantially from the individual IRFs of each person. Such 
heterogeneity corroborates the Hypothesis 6, thereby motivating greater appreciation for 
more idiographic and dynamic processes of affect.   
To complement the IRF analyses, a cumulative forecast error variance 
decomposition (FEVD) was performed to identify how much variance in a variable at t is 
accounted for by shocks in all other variables, including itself, at t-1. The FEVD analyses 
were conducted for the full sample. Results indicate that the variance in any given time-
series variable was largely accounted for by a simulated shock in itself (Figure 44).  
For instance, a shock in the stressor variable (i.e., upset) at time t accounted for 
between 100% to 84% of the variance in itself across all 10 future time windows (t +1 to t 
+ 10). A similar pattern of same-variable contributions to variance was demonstrated in 




[69% to 59%], cheerfulness [66% to 58%], contentedness [46% to 39%], and physical 
activity [83% to 76%]).  
Further inspection of Figure 44 reveals differential contributions to positive and 
negative affect. Specifically, simulated shocks in positive affect contribute relatively little 
variance to negative affect variables (i.e., sad and anxious). Specifically, shocks in 
positive affect contributed between 0% to 6% variance in sadness and 0% to 4% variance 
in anxiety across the 10 time windows. The majority of the variance in sad and anxious 
was accounted for by shocks in negative affect. On the other hand, simulated shocks in 
negative affect do account for an appreciable portion of the variance in positive affect 
variables (i.e., cheerful and content). That is, 23% to 25% of the variance in cheerfulness 
and 21% to 25% of the variance in contentedness was accounted for by shocks in 
negative affect. These results provide insight into potential causal determinants of a given 
affect variable’s dynamic behavior.  
DISCUSSION 
In clinical psychology, there has been increasing interest in developing a better 
understanding of the time-series dynamics of features of emotional disorders. As 
complementary advances in intensive longitudinal methodologies emerge, more insight 
into the dynamic behavior of affect and physical activity can be accomplished. The 
current study was designed to elucidate the time-series characteristics of positive affect, 
negative affect, and physical activity using a dynamic network approach in a sample of 
treatment-seeking individuals with high negative affect. The aims of the current study 




to investigating potential causal determinants of the dynamic behavior of affect and 
physical activity at the individual level. A discussion of how the current results contribute 
to the broader literature on dynamics of affect and physical activity shall follow.  
Network Structure of Positive and Negative Affect  
In the current study, the first set of aims (i.e., Aims 1 to 2) was designed to 
elucidate the dynamic network structure of positive affect, negative affect, and physical 
activity. Results of the temporal networks were relatively consistent irrespective of 
whether physical activity was included as a node (Figures 2 and 6). The node 
representing sadness evidenced the greatest out-strength, both predicting itself and 
inversely predicting the positive affect nodes representing contentedness and 
cheerfulness. This could indicate that the overall level of sadness one has at a given time 
is highly predictive of how much positive affect one experiences at future time points. 
Notably, the node representing anxiety was not connected to other positive or negative 
affect nodes in the temporal networks. Because the temporal networks are derived from 
partial regression coefficients, which control for the influence of other nodes in the 
network, perhaps levels of anxiety do not prospectively predict other positive affect 
nodes above and beyond the contribution of sadness. Although sadness exhibited the 
greatest out-strength, there was no evidence that the combined out-strength of negative 
affect nodes was significantly greater than that of positive affect nodes in the temporal 
network. Thus, perhaps high levels of connectivity with respect to prospective 
relationships are more uniquely associated with specific forms of negative affect (e.g., 




Likewise, the contemporaneous networks exhibited remarkable consistency in the 
pattern of relationships between the nodes irrespective of whether physical activity was 
included as a node (Figures 4 and 8). In general, nodes of the same valence exhibited 
positive associations (e.g., between sadness and anxiety, etc.), and nodes of the opposite 
valence exhibited negative associations (e.g., between sadness and cheerfulness). Though 
not surprising, this result is consistent with a wealth of literature in affective science that 
attests to robust positive relationships between same-valence affect states and negative 
relationships between opposite-valence affect states at both the cross-sectional (Crawford 
& Henry, 2004; Watson, Clark, & Tellegen, 1988) and time-series level (Gill, Bos, Wit, 
& de Jonge, 2017).  
That notwithstanding, these results differ somewhat from those of a recent 
dynamic network study by Curtiss, Fulford, Hofmann, and Gershon (2019). Curtiss and 
colleagues (2019) conducted a dynamic network analysis study investigating the temporal 
network structure of positive affect, negative affect, and physical activity in a sample of 
patients diagnosed with bipolar disorder and healthy controls. One of the principal 
findings from that study was that the associations between opposite-valence affect nodes 
were characterized by more positive edges and fewer negative edges in the clinical 
sample of bipolar disorder patients. That result was contextualized in the context of 
prominent theories of positive and negative affect: the circumplex model (CM; Russel, 
1980) and the evaluative space model (ESM; Cacioppo, Garder, & Bernston, 1999; 
Norris, Gollan, Bernston, & Cacioppo, 2010). Results of Curtiss et al. (2019) suggested 




patterns permitted by the ESM than the co-inhibition patterns posited by the CM. That is, 
those results indicated that increases in positive affect could lead to increases in negative 
affect and vice versa in bipolar disorder, whereas positive affect states would inhibit the 
expression of negative affect states in healthy controls.  
In the current study, there was no support for such a co-activation mechanism of 
the dynamic behavior of affect. In all instances, opposite-valence affect states exhibited 
negative edges in both the temporal and contemporaneous networks. The ostensible 
discrepancy between these studies may be reconciled by considering the disparate patient 
populations. Patients with bipolar disorder or a history of manic episodes were excluded 
from the current study, whereas that was the primary clinical population of interest in 
Curtiss et al. (2019). Therefore, perhaps co-activation patterns of affect states are distinct 
to clinical presentations associated with more pronounced disturbances in both positive 
and negative affect. Bipolar disorder symptomatology comprises both disturbances in low 
mood and manic episodes, which is characterized by persistent positive affect that remain 
invariant to context (Gruber, 2011; Johnson & Fulford, 2009). Disorders with such severe 
expressions of emotion dysregulation may confer more risk for co-activation of opposite-
valence states of affect, whereas anxiety and unipolar depressive disorders may exhibit 
the co-inhibition patters of affect associated with less severity.  
In addition to distinctive patterns of connectivity exhibited between positive and 
negative affect nodes, there were noteworthy findings regarding the relative degree of 
connectivity positive and negative affect nodes possessed in the networks. Consistent 




negative affect nodes in the contemporaneous network. This suggests that positive affect 
nodes exhibit higher levels of connectivity with other nodes during the same time 
window.  
With respect to broader debates in the literature over the relative importance of 
positive affect versus negative affect in emotional disorders, results of the current study 
can contribute to the discrepant findings from recent studies examining this question from 
a dynamic time series approach. The results of Curtiss et al. (2019) did not demonstrate 
that positive affect nodes exhibit statistically greater strength centrality measures than 
negative affect nodes, and the strongest nodes in both the clinical and healthy control 
sample were positive and negative affect nodes (i.e., attentiveness, upset, determination, 
and shame). In another dynamic network study by Fisher et al. (2017), the primary results 
suggested that both negative and positive mood were highly central in the 
contemporaneous network, while negative mood was not very influential in the temporal 
network. Positive affect nodes exhibited the greatest centrality in the temporal network. 
The results of Fisher et al. (2017) are not in accord with those by Pe et al. (2015). Pe and 
colleagues (2015) found that negative mood nodes demonstrated greater levels of 
connectivity and density than nodes representing positive mood in a temporal network.  
Considered in light of the aforementioned literature, the results of the current 
study are noteworthy for underscoring the differential roles of both positive affect and 
negative affect in emotional disorders. The prominence of positive affect in 
contemporaneous networks may suggest that one’s affective experience at any given time 




affect. However, negative affect may play a greater role in influencing the behavior of 
future affective experiences, consistent with Pe et al. (2015). Specifically, sadness might 
contribute to future affect more so than anxiety, which would be consistent with 
longitudinal network studies suggesting that depressive symptoms are more central across 
time than anxiety symptoms (Curtiss et al., 2018).  
Although it remains to be formally testing the in context of a clinical trial, the 
current results may suggest there is differential utility in targeting positive affect and 
negative affect. Not only may there be benefit in addressing negative affect to ameliorate 
future states of affective distress, but targeting positive affect be profitable given how 
influential it is in contemporaneous affective experiences. Indeed, the emphasis on 
addressing deficits in positive affect is not novel. Contemporary models of affect for 
depressive and anxiety disorders posit that positive affect warrants more consideration 
than is often granted (Hofmann et al., 2012). Although a common objective of evidence-
based treatments is the amelioration of negative affect and symptoms (Hofmann et al., 
2012), emotional disorders are characterized by deficits in positive affect, which may be 
better addressed by therapeutic approaches, such as loving kindness meditation, that have 
promise in augmenting positive emotions (Hofmann, Grossman, & Hinton, 2011). 
Results of the current study support this basic premise. 
Network Structure of Affect and Physical Activity 
It is of note that the node representing physical activity was isolated in both the 
temporal network structure and the contemporaneous network structure, which afforded 




network structures were not substantially altered as a result of including physical activity 
as a node. In fact, the only result of interest in relation to physical activity was the 
significant auto-correlation it exhibited in the temporal network. Thus, levels of physical 
activity prospectively predicted greater levels of physical activity in the next time 
window.  
The only other study that examined the network characteristics of physical 
activity as it relates to positive and negative affect was that conducted by Curtiss et al. 
(2019). Results of the current study did not replicate the findings from Curtiss et al. 
(2019), which suggested that actigraphy-derived measurements of physical activity were 
negatively predicted by feelings of shame and positively predicted by subjective feelings 
of activeness in the temporal network. There are a number of possible explanations that 
may bear on the inconsistent role of physical activity in the dynamic network structure of 
affect.  
First, differences in the connectivity of physical activity as a node may merely be 
a consequence of differences in how physical activity was measured in each study. 
Whereas the current study recorded physical activity by means of smartphone 
accelerometers, the study by Curtiss et al. (2019) used actigraphy wrist watches that were 
worn continuously on the non-dominant hand. It may be the case that smartphone derived 
measurements of physical activity were imprecise and lacked sensitivity in recording 
more nuanced variations in movement, and therefore, there was not enough variance in 




other analyses in the current study revealed that dynamics in physical activity were 
meaningfully associated with other variables, such as feeling upset due to a stressor.  
A second explanation may be related to differences in methodological factors 
including variable selection and sampling frequency. The current study emphasized affect 
variables that represented each of the four quadrants of the CM (i.e., high arousal-
negative affect, low arousal-negative affect, high arousal-positive affect, and low arousal-
positive affect). Curtiss et al. (2019) used a broader set of positive and negative affect 
nodes derived from the PANAS scale. Perhaps the inclusion of more affect nodes in 
Curtiss et al. (2019) facilitated better detection of significant edges between physical 
activity and affect. It also warrants mentioning that in Curtiss et al. (2019) one of the two 
nodes to which physical activity was connected was a node that shared considerable 
content overlap (i.e., a subjective reporting of activeness). Discrepancies in node content 
were also compounded by differences in sampling frequency. Whereas Curtiss et al. 
(2019) recorded affect and physical activity once per day, the current study collected 
measurements more frequently (i.e., five times per day). It may be the case that physical 
activity exhibits relationships with affect states when collected as composite 
measurements over the entire day, yet such associations are attenuated when time-series 
data is collected more intensively.  
Finally, differences in population may again contribute to the role of physical 
activity in dynamic network structures of affect. It could be the case that physical activity 
plays a greater role in networks derived from samples with bipolar disorder patients than 




acknowledged, it is relevant to note that in the temporal network for bipolar disorder 
patients in Curtiss et al. (2019) physical activity was not densely connected to numerous 
nodes, but rather exhibited only a few connections. It was in the temporal network of 
healthy control individuals that physical activity exhibited more connections with other 
nodes.  
Thus, it may be the case that physical activity plays a less prominent role in affect 
dynamics in clinical samples than in non-clinical samples. Minor differences of the role 
of physical activity may emerge among different clinical populations of emotional 
disorders, yet it may be the case that physical activity has limited influence on other 
states of positive and negative affect in individuals with emotional disorders. Prior 
research has determined that clinical disorders such as depression are associated with 
concurrent and prospective levels of sedentary lifestyles and reduced physical activity 
(Roshaei-Moghaddam, Katon, & Russo, 2009). Moreover, a study examining 
relationships between voluntary exercise and the time-series dynamics positive and 
negative affect in a non-clinical community sample suggested that physical activity was 
predictive of the dynamic behavior of negative affect (Bernstein, Curtiss, Wu, Barreira, & 
McNally, 2019). It therefore may be the case that clinical status may be an important 
contextual factor that determines the extent to which physical activity exerts an influence 
on positive and negative affect. 
Critical Slowing Down and Symptom Change 
 Complementary to the network approach to clinical psychology, dynamical 




disorders (Scheffer et al., 2009; Scheffer et al., 2012). A principal tenet of dynamical 
systems theory is that transitions in pathological states may be predicted by certain 
dynamic indicators of change (Sheffer et al., 2012). The current study examined one 
particular indicator of transition known as critical slowing down, for which increases in 
temporal auto-correlation can be a signal. Prior clinical research has also examined 
temporal auto-correlation in the context of emotional inertia, and it has been found that 
increased auto-correlation in both negative and positive affect has been associated with 
poor mental health outcomes and depression (Brose, Schmiedek, Koval, & Kuppens, 
2015; Houben, van den Noortgate, & Kuppens, 2015; Koval, Kuppens, Allen, & Sheeber, 
2012; Kuppens et al., 2010). 
 Results indicated that temporal auto-correlation in affect and physical activity 
predicted neither changes in anxiety symptoms nor changes in depression symptoms, 
confirming neither Hypothesis 3a nor 3b. This contrasts with prior studies that suggested 
that temporal auto-correlation in affect was associated with changes in symptomatology 
across time (van de Leemput et al., 2014; Wichers & Groot, 2016; Curtiss et al., 2019). 
One possible explanation for the lack of effect in the current study would be the relatively 
small sample size, yet the statistical power remained strong even after accounting for 
missing responses. A more plausible explanation would be related to the time course over 
which changes in depression and anxiety symptoms were examined. The two-week 
period in the current study might not be enough time to discern a tipping point, which 
would render it improbable that indices of critical slowing down could predict 




course of at least months (van de Leemput et al., 2014; Curtiss et al., 2019) and, in one 
case, approximately a year for a single patient (Wichers & Groot, 2016). Although the 
DSM-5 definition of a major depressive episode specifies two weeks as a required time 
course, it is likely the case that a two-week period may not be adequate enough to detect 
meaningful changes in disorder severity. 
 With that noted, it is of interest that the stressor variable (i.e., upset) was 
associated with critical slowing down in positive affect (i.e., cheerfulness), negative 
affect (i.e., sadness), and physical activity. Because the stressor variable was measured as 
a level 1 time-series variable (i.e., it was collected as frequently as the affect variables), 
these results provide a more rigorous test of some of the core assumptions of dynamical 
systems theory for mental disorders. An important feature of critical slowing down is that 
a system is expected to recover more slowly from a perturbation from an external stressor 
(Scheffer et al., 2009; Scheffer et al., 2012). When applied to mental disorders, it would 
be expected that auto-correlation in affect would exhibit a significant interaction effect 
with such a ‘perturbation’ variable (Hofmann et al., 2016). To date, none of the extant 
studies examining indices of critical slowing down in mental disorders have measured 
such a perturbation variable using an intensive time-series approach. Prior studies have 
only examined whether indices of critical slowing down are associated with disorder 
recovery or symptom change (van de Leemput et al., 2014; Wichers & Groot, 2016; 
Curtiss et al., 2019). In fact, criticisms of the methodological approach of van de 
Leemput et al. (2014) in studying critical slowing down contend that their design 




whether critical slowing down is meaningfully associated with clinical phenomena. The 
current study extends our knowledge of dynamical systems by explicitly testing the 
impact of a perturbation on critical slowing down by measuring a stressor variable in a 
time-series fashion, thereby examining critical slowing down with a fully within-subjects 
design.  
 With regard to specific implications from the current study, it appears that an 
increase in a stressor variable is significantly associated with increased auto-correlation 
in sadness and cheerfulness. That is, experiencing a stressful situation renders it more 
likely that current levels of sadness will be highly indicative of future levels sadness. The 
stressful situation is associated with an increased ability of an affect state to have an 
impact on itself at future time points. This is consistent with Hypothesis 3c. Furthermore, 
the stressor variable was significantly, yet inversely, associated with auto-correlation in 
physical activity. This would indicate that increases in stress reduces the effect that 
currently levels of physical activity will contribute to future levels of physical activity. 
Indeed, comprehensive literature reviews have indicated that acute stress confers a 
deleterious effect on physical activity and fosters a more sedentary lifestyle (Stults-
Kolehmainen & Sinha, 2014). Yet to date, this represents the first study that examined 
whether a stressor impairs the ability of physical to auto-correlate with itself at future 
time points.  
Collectively, these results encourage continued inclusion of variables that 
represent a perturbation variable in EMA designs examining critical slowing down to 




whether time-series data can predict overall symptom recovery or treatment response 
measured at the between-subject level, it is also beneficial to consider whether within-
subject perturbation variables (e.g., a stressor) are associated with changes in the dynamic 
behavior of affect and symptoms. Furthering our knowledge of the dynamic behavior of 
emotional disorders from a within-subject approach will better contribute to our 
knowledge of idiographic change processes that could be targeted in interventions 
(Hofmann & Hayes, 2019; Hayes et al., 2019; Hofmann, Curtiss, & Hayes, 2020). 
Baseline Symptoms and Emotion Regulation Predicting Time-Series Dynamics of 
Negative Affect 
 Consistent with prior research that examined relationships between symptom 
severity and dynamic indices of affect (Houben et al., 2015), the current study examined 
whether baseline symptoms predicted temporal auto-correlation, temporal variability, and 
temporal instability. Broad support was confirmed for Hypothesis 4, which posited that 
baseline symptoms would be predictive of dynamic behavior of negative affect. Results 
indicated that baseline levels of anxiety predicted increased temporal auto-correlation in 
momentary experiences of anxiety, as well as that baseline levels of depression predicted 
increased instability and variability in the dynamics of sadness. This is consistent with the 
primary conclusions derived from a meta-analysis on emotion dynamics and 
psychological well-being, which determined that greater levels of symptom severity are 
associated greater auto-correlation, variability, and instability in emotion dynamics 




 In addition to replicating prior findings in the literature, the results of this study 
indicate that baseline levels of depression are associated with increased instability and 
variance in distress associated with a stressor. This may indicate that depression 
contributes to the dynamic instability of stressor experiences more so than anxiety. In 
light of the prior findings in the current study, which suggested that increases in a stressor 
predicted increased auto-correlation in affect, these results might elucidate contextual 
conditions (i.e., depression severity) under which the dynamic behavior of an external 
stressor will be especially problematic in influencing critical slowing down.  
 To further examine factors that influence the dynamic behavior of negative affect, 
it was hypothesized that maladaptive emotion regulation strategies would be associated 
with auto-correlation in negative affect (Hypothesis 5). Results supported this prediction, 
as baseline levels of suppression, rumination, and worry exhibited a significant 
interaction effect with the auto-correlation coefficients of negative affect. Specifically, 
higher levels of suppression were associated with lower levels of auto-correlation in 
sadness, and higher levels of rumination and worry were associated with greater auto-
correlation in anxiety.  
 The inverse relationship between suppression and auto-correlation in sadness 
might be surprising, as it would be sensible to assume that a maladaptive emotion 
regulation strategy such as suppression would lead to increased critical slowing down in 
sadness. Meta-analytic evidence substantiates that suppression is associated with 
increases in depression and anxiety at the aggregate level (Aldao & Nolen-Hoeksema, 




when affect states are measured with more intensive frequency. Relatively few studies 
have examined the impact of suppression on the dynamics of affective states. Dixon-
Gordon, Aldao, and De Los Reyes (2015) investigated factors that influence spontaneous 
emotion regulation and found that suppression was used to spontaneously regulate 
sadness more often that other emotions. Because suppression is designed to inhibit an 
emotional response in the more immediate future (Gross & John, 2003), it might be the 
case that, among those who regularly use suppression, levels of sadness at any given time 
are less predictive of sadness in the immediate future (e.g., within a timeframe of a 
couple of hours). Although a long-term consequence of suppression may very well be 
poorer mental health outcomes, suppression may inhibit the ability of sadness to convey 
an effect on itself in the more immediate future.  
   The fact that baseline levels of worry and rumination were associated with auto-
correlation in momentary experiences of anxiety corroborates general conclusions from 
available literature about the connection between anxiety and maladaptive emotion 
regulation strategies (Aldao & Nolen-Hoeksema, 2012). Prior research has suggested that 
worry and rumination constitute different facets of overall repetitive negative thinking, 
which is transdiagnostically associated with anxiety in addition to depression 
(Klemanski, Curtiss, McLaughlin, & Nolen-Hoeksema, 2017). These results underscore 
the relevance of repetitive negative thinking as a whole in predicting the dynamic 
behavior of anxiety, which contrasts with prior perspectives that asserted that worry was 




Collective and Idiographic Impulse Response Functions 
Capitalizing on the intensive time-series design of this study, innovative statistical 
approaches were used to investigate potential causal determinants of the dynamic 
behavior of positive and negative affect. IRF analyses revealed that, averaged across all 
individuals, a statistically simulated increase (i.e., a shock) in the stressor variable was 
associated with increased anxiety and decreased contentedness contemporaneously, yet 
not in future time windows. Results of the individual IRF analyses attested to 
considerable heterogeneity in how a stressor influences the time course of affect 
dynamics, affording support for Hypothesis 6. 
As was emphasized in the results section, the impulse response from the stressor 
variable was associated with a variety of outcomes across individual patients. For some 
patients (e.g., patient #5), there was a unique sequence of affective events that unfolded 
as different affect states became differentially increased (e.g., anxiety) and decreased 
(e.g., contentedness) over time. Other patients (e.g., patient 24) exhibited minimal 
affective variability in response to a simulated stressor.  
The only other study that examined affect dynamics by way of IRFs in a clinical 
sample also demonstrated that a high degree of individual differences emerged among 
each patient’s time-series dynamics (Bos et al., 2018). Furthermore, the current study 
replicated one of the principal findings of Bos et al. (2018), which was that a shock in 
subjective stress lead to increases in negative affect and decreases in positive affect. A 
chief difference between these studies is that the current one examine IRFs across each of 




all prospective time windows, which might obscure more nuanced impulse response 
effects.  
Complementary FEVD analyses revealed that shocks in negative affect accounted 
for the majority of variance in anxiety and sadness and a considerable amount of variance 
in cheerfulness and contentedness, whereas shocks in positive affect states primarily 
accounted for variance in themselves and very little variance in negative affect states. 
This pattern of results was robust across all ten future time windows. Considered in the 
context of the temporal network results of the current study, the FEVD analyses 
substantiates the idea that increases in negative affect conveys a stronger effect on future 
positive affect states than vice versa. Again, this would be consistent with prior network 
studies that demonstrated that negative affect accounts for future affective states more so 
than positive affect (Pe et al., 2015), as well as with time-series studies that suggest the 
dynamics of negative affect confer greater risk for poor mental health outcomes than 
dynamics of positive affect (Houben et al, 2015). What is unique about these results is 
that IRF analyses provide greater insight into potential causal determinants of an affect 
state’s dynamic behavior because the effect of simulated impulses can be examined 
instead of mere associations. 
Limitations 
 It is important to acknowledge certain limitation on this study that bear on 
interpretation of the results. First, dynamic network analyses assume stationarity, which 
necessitates that properties of the network are constant over time. Because stationarity 




time-varying multilevel network models that may better account for time trends. With 
that acknowledged, time trends often occur as the result of an exogenous influence that 
causes an overall trend in the time-series data (e.g., undergoing a treatment). An 
important inclusion criterion of the current study was treatment stability, which would 
mitigate the likelihood that novel treatment effects would impart a significant time trend.  
Second, there has been some debate about the validity of leveraging temporal 
auto-correlation to identify critical slowing down using multilevel models, with some 
critiques asserting that such an approach conflates between-subject and within-subject 
variability (Bos and De Jonge, 2014). Wichers and colleagues (2014) responded to such 
critiques by clarifying that person-mean centering unambiguously disaggregates between-
subject and within-subject effects, and they argued that the group-based approach of 
using multilevel models to investigate critical slowing down is still consistent with the 
principles of dynamic systems. The current study did employ person-mean centering to 
all multilevel models, which would disambiguate between-subject and within-subject 
effects for models that included a cross-level interaction effect between auto-correlation 
and symptom change variables. Furthermore, it is of note that this study also examined 
the effect of an intensively measured stressor variable on critical slowing down. This 
complete within-subject design provides a more rigorous test for examining the core 
tenets of dynamical systems theory.  
Third, physical activity was assessed with mobile smartphone sensors (i.e., 
accelerometer) as opposed to a more dedicated and sensitive technology that specifically 




their person for accurate recording, it could very well be the case that substantial 
windows of physical activity were not measured if participants failed to keep their 
smartphones with them. This possibility poses difficulties in determining whether a null 
result related to physical activity represents the true absence of an effect or reflects 
methodological artifact. 
Final Conclusions 
 Overall, the collective findings from this study attest to the relevance of the time-
series dynamics of affect and physical activity in emotional psychopathology. 
Implications from this work suggest that both positive affect and negative affect play an 
important role in the dynamic network structure of affect. Specifically, positive affect 
exhibits greater levels of network connectivity during contemporaneous time windows, 
and negative affect is more predictive of future affect states. Results of the impulse 
response function analyses corroborated the potentially causal contributions of negative 
affect in future affective experiences. Although critical slowing down in affect and 
physical activity was not predictive of symptom change, it was related to within-subject 
time-series dynamics in distress form an external stressor. Furthermore, substantial 
individual differences were observed in the dynamic behavior of affect. Conclusions from 
the current study provide impetus for examining idiographic change processes in 
evidence-based treatments. By embracing a dynamic network approach to mental 
disorders, more individually tailored treatment strategies might be able to be validated. 




methodology as an exciting pathway to cultivate a precision medicine approach to mental 
health treatment.   
 










Table 1. Demographic and clinical characteristics 
 Mean (SD) 
Age 28.97 (9.83) 
Gender (%, n) 
   Male 
   Female 





Race and Ethnicity (%, n) 
   White 
   Hispanic/Latino 
   Black or African American 






Marital Status (%, n) 
   Single 
   Living with Partner 





Education Status (%, n) 
   Graduate School 
   College 
   Partial College 
   High School 
   Partial High School 








Primary Diagnosis (%, n) 
   GAD 
   PDD 
   MDD 
   SAD 
   OCD 
   PD 
   IAD 










CSR 5.65 (0.77) 
PANAS-NA 31.76 (5.59) 
PANAS-PA 21.76 (5.00) 
BDI-II 25.65 (8.15) 
STAI-T 60.82 (7.03) 
Note. GAD = generalized anxiety disorder; PDD = persistent depressive disorder; MDD = major depressive 
disorder; SAD = social anxiety disorder; OCD = obsessive compulsive disorder; PD = panic disorder; IAD 
= illness anxiety disorder; OCPD = obsessive compulsive personality disorder; CSR = clinical severity 
rating; PANAS-NA = Negative Affect subscale of Positive and Negative Affect Schedule; PANAS-PA = 
Positive Affect subscale of Positive and Negative Affect Schedule; BDI-II = Beck Depression Inventory-II; 




Table 2. Schedule of assessments  
 
Measure Baseline Visit EMA  Post- EMA 
ADIS-5 X   
PANAS X  X 
BDI-II X  X 
STAI X  X 
PSWQ X  X 
RRS X  X 
ERQ X  X 
ASQ X  X 
IERQ X  X 
BIS/BAS X  X 
PA/NA  X  
Stress  X  
Stress Report  X  
Social Interaction  X  






Table 3. Auto-correlation multilevel models for depression changes 
 
Parameter Cheerful Content Sad 
Fixed Effects Estimate SE Estimate SE Estimate SE 
Intercept (00) 1.89*** 0.16 2.13*** 0.17 2.28*** 0.23 
Affect t-1 (10) 0.27*** 0.05 0.27*** 0.05 0.16*** 0.06 
Depression  (01) 0.02 0.03 0.02 0.03 -0.05 0.04 
Affect t-1  Depression  (11)  0.002 0.01 0.003 0.01 -0.01 0.01 
 Anxious Upset/Stressor Activity 
Fixed Effects Estimate SE Estimate SE Estimate SE 
Intercept (00) 2.64*** 0.19 1.25*** 0.18 -62.11*** 2.52 
Affect t-1 (10) 0.27*** 0.05 0.34*** 0.05 0.21*** 0.04 
Depression  (01) -0.03 0.03 -0.05 0.03 0.078 0.42 
Affect t-1  Depression  (11)  0.01 0.01 -0.01 0.01 -0.003 0.004 
Note. SE = Standard error;  = Change. Random effect components are omitted for ease of presentation.   





Table 4. Auto-correlation multilevel models for anxiety changes 
 
Parameter Cheerful Content Sad 
Fixed Effects Estimate SE Estimate SE Estimate SE 
Intercept (00) 1.91*** 0.15 2.17*** 0.16 1.79*** 0.23 
Affect t-1 (10) 0.27*** 0.05 0.28*** 0.05 0.29*** 0.05 
Anxiety  (01) 0.02 0.03 0.01 0.03 -0.02 0.04 
Affect t-1  Anxiety  (11)  0.01 0.01 -0.004 0.01 -0.004 0.01 
 Anxious Upset/Stressor Activity 
Fixed Effects Estimate SE Estimate SE Estimate SE 
Intercept (00) 2.60*** 0.18 1.23*** 0.17 -60.64*** 2.52 
Affect t-1 (10) 0.29*** 0.05 0.34*** 0.05 0.20*** 0.04 
Anxiety  (01) -0.03 0.03 -0.08* 0.03 0.19 0.49 
Affect t-1  Anxiety  (11)  -0.0003 0.01 -0.01 0.01 -0.002 0.01 
Note. SE = Standard error;  = Change. Random effect components are omitted for ease of presentation.   





Table 5. Auto-correlation multilevel models for stressors 
 
Parameter Cheerful Content Sad 
Fixed Effects Estimate SE Estimate SE Estimate SE 
Intercept (00) 1.94*** 0.15 2.18*** 0.16 1.75*** 0.22 
Affect t-1 (10) 0.36*** 0.03 0.33*** 0.03 0.37*** 0.03 
Upset/Stressor t-1 (20) -0.01 0.03 -0.04 0.03 0.01 0.03 
Affect t-1  Upset/Stressor t-1 
(30)  
0.04* 0.02 0.01 0.02 0.03* 0.02 
 Anxious Physical Activity 
Fixed Effects Estimate SE Estimate SE 
Intercept (00) 2.55*** 0.17 -60.61*** 2.49 
Affect t-1 (10) 0.39*** 0.03 0.17*** 0.03 
Upset/Stressor t-1 (20) 0.09** 0.03 0.18 0.26 
Affect t-1  Upset/Stressor t-1  
(30)  
0.02 0.02 -0.06** 0.02 






Table 6. Auto-correlation multilevel models for baseline anxiety and depression  
Parameter Sad Anxious 
Fixed Effects Estimate SE Estimate SE 
Intercept (00) 4.49** 1.62 -1.36 1.40 
Affect t-1 (10) 0.05 0.46 0.58 0.37 
Anxiety  (01) 0.10*** 0.03 -0.06** 0.02 
Affect t-1  Anxiety (11)  0.003 0.01 0.01* 0.01 
 Sad Anxious  
Fixed Effects Estimate SE Estimate SE 
Intercept (00) -0.71 0.56 0.87 0.49 
Affect t-1 (10) 0.29 0.18 0.03 0.14 
Depression  (01) 0.09*** 0.02 0.07*** 0.02 
Affect t-1  Depression  (11)  -0.0001 0.01 0.01 0.01 





Table 7. Correlations between baseline symptoms and time-series dynamics of affect and 
physical activity  
 
Depression Anxiety 
Sad Var 0.43* 0.27 
Anxious Var 0.26 0.10 
Upset Var 0.47** 0.17 
Sad Inst 0.44** 0.10 
Anxious Inst 0.02 -0.26 
Upset Inst 0.37* -0.06 





Table 8. Significant interaction effects for baseline emotion regulation and auto-
correlation in negative affect 
 
Parameter Sad 
Fixed Effects Estimate SE 
Intercept (00) 1.12 0.81 
Affect t-1 (10) 0.70*** 0.18 
Suppression  (01) 0.04 0.05 
Affect t-1  Suppression (11)  -0.03* 0.01 
 Anxious 
Fixed Effects Estimate SE 
Intercept (00) -1.94 1.72 
Affect t-1 (10) -0.89 0.44 
Rumination  (01) 0.06* 0.02 
Affect t-1  Rumination  (11)  0.02* 0.01 
 Anxious 
Fixed Effects Estimate SE 
Intercept (00) 0.82 0.95 
Affect t-1 (10) -0.25 0.22 
Worry  (01) 0.03 0.02 
Affect t-1  Worry  (11)  0.01* 0.003 
 
























Figure 2. Temporal network of positive and negative affect 
 
Note. All edges are directed, and non-significant edges are omitted. Thickness of edge indicates strength of 
association. Green edges denote positive associations, whereas red edges denote negative associations. 









Figure 3. Centrality of temporal network of positive and negative affect 
 
Note. Centrality parameters are denoted using raw estimates.  
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Figure 4. Contemporaneous network of positive and negative affect 
 
 
Note. Non-significant edges are omitted, and thickness of edge indicates strength of association. Green 









Figure 5. Centrality of contemporaneous network of positive and negative affect 
 
Note. Centrality parameters are denoted using raw estimates. 
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Figure 6. Temporal network of positive affect, negative affect, and physical activity 
 
Note. All edges are directed, and non-significant edges are omitted. Thickness of edge indicates strength of 
association. Green edges denote positive associations, whereas red edges denote negative associations. 
Edges connecting to the same node indicate significant auto-correlation. ActivityT refers to the transformed 










Figure 7. Centrality of temporal network of affect and physical activity 
 
Note. Centrality parameters are denoted using raw estimates. 
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Figure 8. Contemporaneous network of positive affect, negative affect, and physical 
activity 
 
Note: Non-significant edges are omitted, and thickness of edge indicates strength of association. Green 
edges denote positive associations, whereas red edges denote negative associations. ActivityT refers to the 










Figure 9. Centrality of contemporaneous network of affect and physical activity 
 
Note. Centrality parameters are denoted using raw estimates. 
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Figure 44. Forecast error variance decomposition for affect and physical activity 
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Background: Some of the most defining aspects of emotional disorders include high 
negative affect, low positive affect, and limited physical activity. However little is known 
about the inter-relatedness between these aspects and their relative importance for an 
individual’s current and future affective experience. Methods: We combined ecological 
momentary assessment data with a network approach using an intensive longitudinal 
design to examine the relationship between positive affect, negative affect, and 
smartphone-based estimates of physical activity. The sample consisted of 34 participants 
presenting with high negative affect and emotional disorders (i.e., anxiety and depression 
disorders). Participants underwent a 2-week assessment period in which they provided 
five daily ratings of affect. Estimates of physical activity were collected throughout the 
course of each day using a smartphone app. Temporal and contemporaneous network 
analyses were used to examine the network structure of affect and physical activity over 
time. Results: The temporal networks indicated that the negative affect node ‘sadness’ 
exhibited the greatest out-strength centrality. In the contemporaneous networks, the 
positive affect nodes exhibited greater overall strength centrality than negative affect 
nodes. Furthermore, physical activity, as assessed by smartphone accelerometer indices, 
was not connected to the affect nodes in either the temporal or contemporaneous 
networks. Conclusions: Positive and negative affect differentially contributes to the 
affective experience. Whereas positive affect plays a greater role in the contemporaneous 






Temporal and Contemporaneous Network Structures of Affect and Physical Activity in 
Emotional Disorders 
 In recent years, considerable interest has been devoted to the understanding 
mental disorders with models that better appreciate their complexity and dynamic 
behavior (Hofmann, Curtiss, & Hayes, 2020). Network offer a promising framework for 
modelling psychopathology (Borsboom & Cramer, 2013; Hofmann, Curtiss, & McNally, 
2016; McNally, 2016). Rather than presuming that symptoms or features of mental 
disorders are the consequence of some latent disease mechanism, network approaches 
permit models of psychopathology in which direct interactions between symptoms abide 
(Borsboom & Cramer, 2013). Features or symptoms of pathology can be represented as 
nodes in the network, and connections or associations between nodes can be modelled as 
edges in the network.  
 To date, a significant majority of the network studies on psychopathology 
employed a cross-sectional design (Bos et al., 2017; Haslbeck & Fried, 2017). Such 
cross-sectional network research has largely concerned itself with examining the 
symptom structure of individual disorders (Fried, Epskamp, Nesse, Tuerlinckx, & 
Borsboom, 2016; McNally et al. 2014), exploring comorbidity between disorders (Beard 
et al., 2016; Curtiss & Klemanski, 2016), and identifying which nodes are most central to 
the network (i.e., the extent to which a node is connected to other nodes in the network; 
Robinaugh, Millner, & McNally, 2016; Curtiss, Ito, Takebayashi, & Hofmann, 2018). 
Although cross-sectional network methodology affords advantages over traditional 




mental disorders are not easily accommodated within a cross-sectional design (Epskamp, 
Waldrop, Mottus, & Borsboom, 2018; Epskamp, van Borkulo, et al., 2018, Hofmann & 
Curtiss, 2018). 
 Contemporary theories acknowledge that mental disorders are not static entities 
that persist over time with uniform structure, but rather dynamic systems with interacting 
features that vary over time (Hofmann, Curtiss, & Hayes, 2020). Intensive time-series 
designs such as ecological momentary assessment (EMA) are necessary to model how 
features of psychopathology unfold temporally. Time-series network approaches permit 
examination of both the contemporaneous network structure (i.e., connections between 
nodes within the same time window) and temporal network structure (i.e., connections 
between nodes using time lagged regression coefficients; Epskamp, Waldrop, et al., 
2018). Consistent with recent interest in dynamic approaches and proposals to embrace 
time-series network designs (Epskamp, van Borkulo, et al., 2018; Hofmann et al., 2020), 
a few studies have recently examined the time-series characteristics of mental disorders 
from a network approach.  
 Bringmann and colleagues (2015) estimated the temporal network structure of 
symptoms of depression, which revealed that anhedonia (i.e., ‘loss of pleasure’) was the 
most central node exhibiting high levels of connectivity with other symptoms. 
Furthermore, the network structure revealed two communities of nodes, which were 
consistent with presentations of the melancholic and atypical subtypes of depression. 
Fisher et al. (2017) conducted a study on the time-series network structure in a 




findings was that although both negative and positive mood were highly central in the 
contemporaneous network, the cardinal symptoms of depression and anxiety were not 
very influential in the temporal network. In fact, a positive affect node exhibited the 
greatest out-strength centrality, which indicates that it predicts several other nodes at the 
next time point. In one of our recent studies (Curtiss, Fulford, Hofmann, and Gershon, 
2019), we examined the temporal network structure of affect and actigraphy-derived 
physical activity among patients with bipolar disorder and healthy controls. Results 
revealed no significant differences in the centrality of positive affect and negative affect 
nodes in the temporal networks in both subject groups. Furthermore, physical activity 
exhibited more connectivity in the temporal network from the healthy control participants 
than the bipolar disorder patients. 
 With few exceptions (e.g., Curtiss et al., 2019), network studies using intensive 
time-series methodology have primarily emphasized self-reported survey responses that 
measure disorder-specific symptoms. Although most research examining emotional 
psychopathology has been circumscribed to symptoms stipulated in the current version of 
the Diagnostic and Statistical Manual of Mental Disorders (5th ed.; DSM-5; American 
Psychiatric Association, 2013), prominent models of emotional psychopathology 
emphasize the importance of positive and negative affect (Hofmann, Sawyer, Fang, & 
Asnaani, 2012). Hofmann and colleagues (2012) posit that emotional psychopathology is 





 Furthermore, a wealth of literature attests to the relevance of altered physical 
activity in depression and anxiety (Burton et al., 2013; Subbs et al., 2017). In general, 
cumulative evidence suggests that low levels of overall physical activity are associated 
with depression and anxiety (Burton et al., 2013; Subbs et al., 2017), and that acute levels 
of stress may confer risk for more sedentary lifestyles (Stults-Kolehmainen & Sinha, 
2014). That notwithstanding, little research has examined the role of physical activity in 
emotional disorders from a time-series perspective, which would foster a more 
idiographic understanding of physical activity as it relates to positive and negative affect. 
Prior research has suggested that physical activity is more strongly related to positive 
affect than negative affect (Clark & Watson, 1988; Watson, 1988, Wichers et al., 2011). 
 In the current study, a time-series network approach was employed to examine the 
temporal and contemporaneous network structure of positive and negative affect, as well 
as physical activity, in a heterogeneous sample of patients with emotional disorders. One 
of the primary aims was to determine whether positive affect or negative affect nodes 
would exhibit greater centrality in the time-series networks. Another aim was to 
investigate the role of physical activity in the temporal and contemporaneous affect 
network. Consistent with prior research (Clark & Watson, 1988; Watson, 1988, Wichers 
et al., 2011), it was hypothesized that physical activity would be more strongly associated 
with positive affect than negative affect. This research represents the first study to 
examine the time-series network structure of positive affect, negative affect, and 






 Participants were referred directly from an outpatient anxiety and depression 
clinic. In the current study, there were 34 participants who completed all aspects of the 
study and were included in the final data analyses. Originally, there were 35 participants 
who completed both baseline and follow-up surveys, yet one participant’s smartphone 
EMA data was not appropriately collected by the Ethica platform due to device error. 
Therefore, this participant was omitted from the final analyses. Participants included 25 
females, 8 males, and one individual who identified as non-binary. The average age was 
28.97 (SD = 9.83), with a range of individuals from 18 to 55 years old. The current 
sample was associated with diverse clinical characteristics across the emotional disorder 
spectrum. Full demographic and clinical characteristics can be observed in Table 1.   
 The mean baseline Positive and Negative Affect Schedule (PANAS; Watson, 
Clark, & Tellegen, 1988) negative affect score was 31.76 (SD = 5.59), and the mean 
baseline PANAS negative affect score was 21.76 (SD = 5.00). These scores indicate that 
the sample had higher negative affect than 97% of the general adult population and lower 
positive affect than 90% of the general adult population (Crawford & Henry, 2004). The 
sample’s mean baseline depression and anxiety scores, as measured by the Beck 
Depression Inventory II (BDI-II; Beck et al., 1996) and trait scale of the State Trait 
Anxiety Inventory (STAI; Spielberger, 1983), were 25.65 (SD = 8.15) and 60.82 (SD = 
7.03), respectively. Such scores suggest that the current population exhibited symptoms 
of depression and anxiety at the 97th and 99th percentiles, respectively (Crawford et al., 




Inclusion and Exclusion Characteristics 
Participants were included in the study if they exhibited the following 
characteristics: 1) were at least 18 years old, 2) satisfied criteria for high negative affect 
(i.e., a score  22 on the negative affect subscale of the PANAS), 3) were stable on 
current psychotropic medication for a minimum of 6 weeks and were willing to maintain 
stable dose, OR off concurrent medication for at least 2 weeks prior to first study visit, 4) 
were stable on current psychotherapy for a minimum of 6 weeks prior to first study visit, 
OR were not receiving psychotherapy, and 5) had access to a smartphone.  
Participants were not be eligible if they: 1) were unable to understand study 
procedures or participate in informed consent process, 2) had a serious medical or 
neurological illness known to influence daily activity patterns (e.g., Alzheimer’s disease, 
Parkinson disease, etc), 3) had significant suicidal ideation within past 2 weeks (BDI-II 
Q9 >1), 4) had a history of head trauma causing loss of consciousness resulting in 
ongoing cognitive impairment, 5) had a history of psychotic disorder, bipolar disorder, or 
developmental disorder, 6) had a current substance abuse disorder, or 7) had significant 
personality dysfunction likely to interfere with study participation (as assessed during the 
clinical interview).  
Procedures 
 Referred individuals were asked to complete a brief phone screen to determine the 
likelihood that they were eligible for the study. If the participant appeared eligible, he/she 
was requested to be seen for a screening assessment to confirm eligibility. At this visit, 




questionnaires. Participants then underwent a 2-week EMA phase, during which positive 
affect, negative affect, and physical activity was measured 5 times per day. EMA 
procedures were implemented with the Ethica app, which was available on both IOS and 
Android platforms. Ethica permits assessment of self-reported questions and sensor-based 
data such as motion sensors for physical activity. After the 2-week EMA phase, 
participants were asked to re-complete the questionnaires answered at baseline.  
Measures 
Screening Measure 
 Positive and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 
1988). The PANAS is a 20-item instrument that assesses positive and negative affect. 
This is the principal screening measure used for the current study. According to norms 
derived from a large population study, the mean of the negative affect scale is 16 with a 
standard deviation of 5.9 (Crawford & Henry, 2004). Eligible participants were required 
to have a score one standard deviation above the mean (i.e., a score of 22) to represent 
high negative affect. According to the normative data from Crawford and Henry (2004), a 
score of 22 indicates that an individual would have higher levels of negative affect than 
86% of a general adult population. 
Clinician Administered Measure 
Adult Anxiety Disorders Interview Schedule for DSM-5 (Adult ADIS-5; 
Brown & Barlow, 2014). The Adult ADIS-5 focuses on current symptoms and is used to 
generate current diagnoses of anxiety and mood disorders, somatoform disorders, and 




(i.e., major depressive disorder, persistent depressive disorder, generalized anxiety 
disorder, social anxiety disorder, panic disorder, agoraphobia, obsessive-compulsive 
disorder, specific phobia, or post-traumatic stress disorder).  
Baseline and Post-EMA Measures 
Beck Depression Inventory-II (BDI-II; Beck et al., 1996) The BDI-II is a 21-
item instrument designed to measure both the presence and severity of depressive 
symptoms. 
The State Trait Anxiety Inventory (STAI; Spielberger, 1983) The STAI 
consists of two 20-item scales that assess state and trait anxiety in adults. The trait 
anxiety subscale will be used in the current study. 
EMA Measures 
 Every measure was assessed 5 times per day for the two-week duration. Several 
items were presented over the EMA phase, yet the following measures are emphasized 
for the current study. 
 Positive and Negative Affect Items. Consistent with the van de Leemput et al. 
(2014) study, the following four nodes were used to assess positive and negative affect: 
cheerful, content, sad, and anxious. These items represent each quadrant of the affective 
space defined by valence and arousal: cheerful (positive valence, high arousal), content 
(positive valence, low arousal), anxious (negative valence, high arousal), and sad 
(negative valence, low arousal). They were answered on a 7-point Likert scale from not at 




 Ethica Sensor Data. Ethica is an app-based platform for IOS and Android 
smartphones that permits collection of not only survey data, but also sensor data. 
Smartphone sensors were used to obtain the following time-stamped objective data for 14 
consecutive days: (1) accelerometer (activity intensity) and (2) global positioning systems 
(GPS). 
Data Analysis 
The primary aims required estimation of temporal and contemporaneous 
networks. To explore the network structure, affect items and sensor data scores were used 
to model the relationship between positive affect, negative affect, and physical activity 
using the R package mlVAR (Epskamp, Waldorp, Mottus, & Borsboom, 2018). Each 
affect item, as well as the sensor data, was a node. Edges between nodes reflected 
directed partial regression coefficients. That is, each directed edge reflects a unique 
association between two nodes controlling for all other relationships in the network. 
Temporal and contemporaneous network structures were modeled for two node sets: (1) 
positive and negative affect nodes, and (2) positive affect, negative affect, and physical 
activity nodes.  
 Specifically, temporal networks are constructed using multilevel vector 
autoregressive (VAR) analyses (Epskamp, Waldorp, et al., 2018). In these models, a 
given node at time t was regressed onto all other time lagged t-1 independent variables. 
All models were analyzed using the procedures defined by the mlVAR package. The fixed 
effect coefficients produced a weighted directed network, in which the temporal 




2015; Granger, 1969). Furthermore, contemporaneous networks were also estimated. 
Contemporaneous networks estimate edges between nodes within the same measurement 
window rather than across measurement windows, as occurs in temporal networks. 
Visualizations of each network omitted non-significant edges to reduce superfluous 
detail.   
 Node centrality for temporal networks was determined by computing three 
centrality indices: instrength, outstength, and betweenness. A node’s in-strength 
parameter denotes the sum of all weighted edges that are directed toward it, whereas a 
node’s out-strength parameter denotes the sum off all weighted edges that proceed from it 
to another node. The betweenness centrality parameter indicates the number of times that 
a node lies on the shortest path between any other pair of nodes. Node centrality for 
contemporaneous networks will be determined by computing strength.  
 With respect to the specific aims, the analyses will apply as follows. For the first 
aim, temporal and contemporaneous networks of positive and negative affect were 
estimated. For the temporal network, the outstrength centrality parameter (i.e., a 
reflection of the degree to which a given node predicts other nodes) was estimated for 
each node. Permutation tests were used to determine whether positive affect nodes 
exhibit greater outstrength than negative affect nodes. For the contemporaneous network, 
the standard strength centrality parameter for each node was estimated, and, again, 





 For the second aim, temporal and contemporaneous networks were estimated with 
nodes reflecting positive affect, negative affect, and physical activity. Bootstrapping tests 
were to be used to compare the magnitude of the edges connecting positive affect nodes 
and physical activity and the magnitude of the edges connecting negative affect nodes 
and physical activity. Stronger edges between positive affect and physical activity than 
negative affect and physical activity in both the temporal and contemporaneous networks 
would provide support for the proposed hypothesis. 
Results 
Temporal and Contemporaneous Network Structure of Positive and Negative Affect 
In the temporal network structure, results of the mlVAR network analyses 
revealed robust directed relationships both within and between nodes of a particular 
valence (Figure 1). The node reflecting contentedness at a lag of t-1significantly 
predicted elevated levels of cheerfulness at the next measurement window ( = 0.19, p 
<0.001). Furthermore, contentedness evidenced a significant and positive auto-correlation 
coefficient ( = 0.17, p <0.01), suggesting that prior increases in contentedness are 
associated with elevations in contentedness later on. Similarly, a significant and positive 
auto-correlation was found in sadness ( = 0.26, p <0.001). The node representing 
sadness inversely and prospectively predicted the positive affect nodes contentedness ( 
= -0.13, p <0.01) and cheerfulness ( = -0.15, p <0.01); however, it did not significantly 
predict or was significantly predicted by the other negative affect node anxiety. The only 




( = 0.26, p <0.001), suggesting higher levels of anxiety are prospectively associated 
with more anxiety at later time points.  
Regarding centrality in the temporal network, the nodes sadness (OS = 0.28) and 
contentedness (OS = 0.19) demonstrated the highest out-strength centrality parameters. 
This is sensible as the sadness node had two directed edges directed to other nodes and 
the contentedness node had one directed edge predicting another node. The node for 
cheerfulness exhibited the strongest in-strength centrality parameter (IS = 0.34), which 
suggests that this node is the one most influenced by the behavior of other nodes at earlier 
time points. None of the nodes were associated with remarkable betweenness centrality 
parameters (B = 0’s). Centrality estimates of the temporal network are presented in 
Figure 2.  
In the contemporaneous network, the structure was denser, as all nodes exhibited 
connections with each other within the same time window (Figure 3). Again, nodes 
within the same valence demonstrated positive edges, whereas nodes of opposite valence 
exhibited negative edges. The partial correlation between the positive affect nodes 
cheerfulness and contentedness (rpartial = 0.53, p <0.001), as well as that between the 
negative affect nodes sadness and anxiety (rpartial = 0.22, p <0.001), was positive and 
significant. The contemporaneous relationship was negative between sadness and both 
contentedness (rpartial = -0.13, p <0.01) and cheerfulness (rpartial = -0.21, p <0.001). 
Likewise, a similar pattern emerged between anxiety and both contentedness (rpartial = -




Regarding centrality in the contemporaneous network, both of the positive affect 
nodes, cheerfulness and contentedness, exhibited the highest strength estimates (S = 86; S 
= 84, respectively). This indicates that both the positive affect nodes evidence the highest 
levels of connectivity in the contemporaneous network. Furthermore, the positive affect 
nodes were the only nodes associated with betweenness centrality indices above 0 (B = 
1’s). Centrality estimates of the contemporaneous network are presented in Figure 4. 
To directly address the primary aim, Monte-Carlo permutation tests were 
conducted for both the temporal and contemporaneous networks. In the temporal 
network, the combined out-strength of the positive affect nodes (M = 0.09) was not 
significantly different from the combined out-strength of the negative affect nodes (M = 
0.13; Monte-Carlo permutation p = 0.33). In the contemporaneous network, the combined 
strength of the positive affect nodes (M = 0.85) was significantly greater than the 
combined strength of the negative affect nodes (M = 0.54; Monte-Carlo permutation p < 
0.001). Positive affect nodes may not exhibit higher levels of connectivity with respect to 
prospective associations at future time points, yet they do demonstrate greater 
connectivity with other nodes during the same time window. 
Temporal and Contemporaneous Network Structure of Positive Affect, Negative 
Affect, and Physical Activity 
To examine the role of physical activity in the dynamic network structure of 
positive and negative affect, a node encoding accelerometer information from a 
smartphone-based sensor was included in the network to represent a measurement of 




data was transformed and preprocessed using principal component analysis, from which 
factor scores from the single principal component were used for analysis.  
In the temporal network, the structure exhibited a nearly identical structural 
configuration and pattern of associations as estimated in the prior temporal network not 
including physical activity (Figure 5). That is, sadness negatively predicted contentedness 
( = -0.12, p <0.01) and cheerfulness ( = -0.14, p <0.01) at the next time window. The 
positive directed edge from contentedness to cheerfulness was also significant ( = 0.19, 
p <0.001), and significant auto-correlations were found for the same affect nodes, 
including sadness ( = 0.25, p <0.001), contentedness ( = 0.16, p <0.01), and anxiety ( 
= 0.26, p <0.001). Again, anxiety was not associated with any of the other nodes in the 
network. Regarding the physical activity node, it only exhibited a significant auto-
correlation ( = 0.19, p <0.001) and was not connected with any other nodes in the 
network. 
Centrality estimates in this temporal network were congruent with the pattern of 
results obtained in the prior temporal network excluding physical activity. The nodes 
sadness (OS = 0.26) and contentedness (OS = 0.19) demonstrated the highest out-strength 
centrality parameters, and the node cheerfulness exhibited the highest ‘in-strength’ (IS = 
0.33) parameter estimate. None of the nodes exhibited a remarkable betweenness 
centrality parameter with estimates all being 0. The physical activity node was associated 
with a value of 0 for each centrality parameter estimate calculated. Please refer to Figure 




In the contemporaneous network with physical activity, the physical activity node 
was isolated and did not exhibit any significant associations with the other affect nodes 
within the same time window (Figure 7). Yet again, the contemporaneous network was 
characterized by nodes of the same valence being positively associated with each other 
and nodes of the opposite valence being negatively associated. The partial correlation 
between the positive affect nodes cheerfulness and contentedness (rpartial = 0.53, p 
<0.001), as well as that between the negative affect nodes sadness and anxiety (rpartial = 
0.22, p <0.001), was positive and significant. The contemporaneous relationship was 
negative between sadness and both contentedness (rpartial = -0.12, p <0.01) and 
cheerfulness (rpartial = -0.20, p <0.001). Likewise, a similar pattern emerged between 
anxiety and both contentedness (rpartial = -0.19, p <0.001) and cheerfulness (rpartial = -0.13, 
p <0.01). 
Regarding centrality in the contemporaneous network with physical activity, 
results were similar to the prior contemporaneous network without physical activity.  
Both of the positive affect nodes, cheerfulness and contentedness, exhibited the highest 
strength estimates (S = 0.86; S = 0.84, respectively). The positive affect nodes were the 
only nodes associated with betweenness centrality indices above 0 (B = 1’s). The 
physical activity node was not associated with any remarkable strength or betweenness 
centrality parameter estimate (i.e., all values were equal to 0), which suggests that 
physical activity does not exhibit much connectivity with the other nodes. Please refer to 




With regard to primary hypothesis, which predicted that physical activity would 
have stronger edges with positive affect nodes than negative affect nodes, the current 
results are unable to address that prediction. Because physical activity was isolated and 
not connected to any other nodes in either the temporal or contemporaneous networks, 
support for the hypothesis cannot be obtained. 
Discussion 
To elucidate the time-series characteristics of positive affect, negative affect, and 
physical activity, a time-series network approach was pursued in a sample of treatment-
seeking individuals with high negative affect. The primary aims were to elucidate the 
temporal and contemporaneous network structure of positive affect, negative affect, and 
physical activity. In the temporal network, the node representing sadness evidenced the 
greatest out-strength, both predicting itself and inversely predicting the positive affect 
nodes representing contentedness and cheerfulness. This could indicate that the overall 
level of sadness one has at a given time is highly predictive of how much positive affect 
one experiences at future time points. Notably, the node representing anxiety was not 
connected to other positive or negative affect nodes in the temporal networks. Because 
the temporal networks are derived from partial regression coefficients, which control for 
the influence of other nodes in the network, perhaps levels of anxiety do not 
prospectively predict other positive affect nodes above and beyond the contribution of 
sadness. Although sadness exhibited the greatest out-strength, there was no evidence that 
the combined out-strength of negative affect nodes was significantly greater than that of 




with respect to prospective relationships are more uniquely associated with specific forms 
of negative affect (e.g., sadness) rather than negative affect as a whole.  
In the contemporaneous networks, nodes of the same valence exhibited positive 
associations (e.g., between sadness and anxiety, etc.), and nodes of the opposite valence 
exhibited negative associations (e.g., between sadness and cheerfulness). Though not 
surprising, this result is consistent with a wealth of literature in affective science that 
attests to robust positive relationships between same-valence affect states and negative 
relationships between opposite-valence affect states at both the cross-sectional (Crawford 
& Henry, 2004; Watson, Clark, & Tellegen, 1988) and time-series level (Gill, Bos, Wit, 
& de Jonge, 2017).  
That notwithstanding, these results differ somewhat from our recent network 
study investigating the temporal network structure of positive affect, negative affect, and 
physical activity in a sample of patients diagnosed with bipolar disorder and healthy 
controls (Curtiss et al, 2019). One of the principal findings from that study was that the 
associations between opposite-valence affect nodes were characterized by more positive 
edges and fewer negative edges in the clinical sample of bipolar disorder patients. That 
result was contextualized in the context of prominent theories of positive and negative 
affect: the circumplex model (CM; Russel, 1980) and the evaluative space model (ESM; 
Cacioppo, Garder, & Bernston, 1999; Norris, Gollan, Bernston, & Cacioppo, 2010). Our 
previous study (Curtiss et al., 2019) suggested that affective systems in bipolar disorder is 
more associated with the co-activation patterns permitted by the ESM than the co-




positive affect could lead to increases in negative affect and vice versa in bipolar 
disorder, whereas positive affect states would inhibit the expression of negative affect 
states in healthy controls.  
In the current study, there was no support for such a co-activation mechanism of 
the dynamic behavior of affect. In all instances, opposite-valence affect states exhibited 
negative edges in both the temporal and contemporaneous networks. The ostensible 
discrepancy between these studies may be reconciled by considering the disparate patient 
populations. Patients with bipolar disorder or a history of manic episodes were excluded 
from the current study, whereas that was the primary clinical population of interest in our 
previous study (Curtiss et al., 2019). Therefore, perhaps co-activation patterns of affect 
states are distinct to clinical presentations associated with more pronounced disturbances 
in both positive and negative affect. Bipolar disorder symptomatology comprises both 
disturbances in low mood and manic episodes, which is characterized by persistent 
positive affect that remain invariant to context (Gruber, 2011; Johnson & Fulford, 2009). 
Disorders with such severe expressions of emotion dysregulation may confer more risk 
for co-activation of opposite-valence states of affect, whereas anxiety and unipolar 
depressive disorders may exhibit the co-inhibition patters of affect associated with less 
severity.  
In addition to distinctive patterns of connectivity exhibited between positive and 
negative affect nodes, there were noteworthy findings regarding the relative degree of 
connectivity positive and negative affect nodes possessed in the networks. Positive affect 




contemporaneous network. This suggests that positive affect nodes exhibit higher levels 
of connectivity with other nodes during the same time window.  
With respect to broader debates in the literature over the relative importance of 
positive affect versus negative affect in emotional disorders, results of the current study 
can contribute to the discrepant findings from recent studies examining this question from 
a dynamic time series approach. The results of our previous study (Curtiss et al., 2019) 
did not demonstrate that positive affect nodes exhibit statistically greater strength 
centrality measures than negative affect nodes, and the strongest nodes in both the 
clinical and healthy control sample were positive and negative affect nodes (i.e., 
attentiveness, upset, determination, and shame). In another time-series network study by 
Fisher et al. (2017), the primary results suggested that both negative and positive mood 
were highly central in the contemporaneous network, while a positive affect node 
exhibited the greatest out-strength centrality in the temporal network. The temporal 
network results of Fisher et al. (2017) are not in accord with those by Pe et al. (2015). Pe 
and colleagues (2015) found that negative mood nodes demonstrated greater levels of 
connectivity and density than nodes representing positive mood in a temporal network.  
Considered in light of the aforementioned literature, the results of the current 
study are noteworthy for underscoring the differential roles of both positive affect and 
negative affect in emotional disorders. The prominence of positive affect in 
contemporaneous networks may suggest that one’s affective experience at any given time 
may be more strongly influenced by concurrent levels of positive affect than negative 




future affective experiences, consistent with Pe et al. (2015). Specifically, sadness might 
contribute to future affect more so than anxiety, which would be consistent with 
longitudinal network studies suggesting that depressive symptoms are more central across 
time than anxiety symptoms (Curtiss et al., 2018).  
It is of note that the node representing physical activity was isolated in both the 
temporal network structure and the contemporaneous network structure, which afforded 
no support for the hypothesis. The contemporaneous and temporal network structures 
were not substantially altered as a result of including physical activity as a node. In fact, 
the only result of interest in relation to physical activity was the significant auto-
correlation it exhibited in the temporal network. Thus, levels of physical activity 
prospectively predicted greater levels of physical activity in the next time window.  
The only other study that examined the time-series network characteristics of 
physical activity as it relates to positive and negative affect was our previous study 
(Curtiss et al., 2019). Results of the current study did not replicate the findings from our 
earlier study, which suggested that actigraphy-derived measurements of physical activity 
were negatively predicted by feelings of shame and positively predicted by subjective 
feelings of activeness in the temporal network. There are a number of possible 
explanations that may bear on the inconsistent role of physical activity in the dynamic 
network structure of affect. First, differences in the connectivity of physical activity as a 
node may merely be a consequence of differences in how physical activity was measured 
in each study. Whereas the current study recorded physical activity by means of 




continuously on the non-dominant hand in our previous study (Curtiss et al., 2019). A 
second explanation may be related to differences in methodological factors including 
variable selection. The current study emphasized affect variables that represented each of 
the four quadrants of the CM (i.e., high arousal-negative affect, low arousal-negative 
affect, high arousal-positive affect, and low arousal-positive affect). We earlier used a 
broader set of positive and negative affect nodes derived from the PANAS scale. Perhaps 
the inclusion of more affect nodes in our earlier study facilitated better detection of 
significant edges between physical activity and affect. It also warrants mentioning that in 
our earlier study one of the two nodes to which physical activity was connected was a 
node that shared considerable content overlap (i.e., a subjective reporting of activeness). 
Finally, differences in population may again contribute to the role of physical activity in 
dynamic network structures of affect. It could be the case that physical activity plays a 
greater role in networks derived from samples with bipolar disorder patients than samples 
with anxiety and unipolar depression patients. With that possibility acknowledged, it is 
relevant to note that in the temporal network for bipolar disorder patients in our previous 
study (Curtiss et al., 2019) physical activity was not densely connected to numerous 
nodes, but rather exhibited only a few connections. It was in the temporal network of 
healthy control individuals that physical activity exhibited more connections with other 
nodes. Thus, it may be the case that physical activity plays a less prominent role in affect 
dynamics in clinical samples than in non-clinical samples. Minor differences of the role 
of physical activity may emerge among different clinical populations of emotional 




states of positive and negative affect in individuals with emotional disorders. Prior 
research has determined that clinical disorders such as depression are associated with 
concurrent and prospective levels of sedentary lifestyles and reduced physical activity 
(Roshaei-Moghaddam, Katon, & Russo, 2009). Moreover, a study examining 
relationships between voluntary exercise and the time-series dynamics positive and 
negative affect in a non-clinical community sample suggested that physical activity was 
predictive of the dynamic behavior of negative affect (Bernstein, Curtiss, Wu, Barreira, & 
McNally, 2019). It therefore may be the case that clinical status may be an important 
contextual factor that determines the extent to which physical activity exerts an influence 
on positive and negative affect. 
 It is important to acknowledge certain limitation on this study that bear on 
interpretation of the results. First, time-series network analyses assume stationarity, 
which necessitates that properties of the network are constant over time. Because 
stationarity may not always apply to the dynamic behavior of affect, it will be beneficial 
to develop time-varying multilevel network models that may better account for time 
trends. With that acknowledged, time trends often occur as the result of an exogenous 
influence that causes an overall trend in the time-series data (e.g., undergoing a 
treatment). An important inclusion criterion of the current study was treatment stability, 
which would mitigate the likelihood that novel treatment effects would impart a 
significant time trend.  
Furthermore, physical activity was assessed with mobile smartphone sensors (i.e., 




measures actigraphy. Although participants were instructed to retain their smartphone on 
their person for accurate recording, it could very well be the case that substantial 
windows of physical activity were not measured if participants failed to keep their 
smartphones with them. This possibility poses difficulties in determining whether a null 
result related to physical activity represents the true absence of an effect or reflects 
methodological artifact. 
 Overall, the collective findings from this study attest to the relevance of the time-
series dynamics of affect and physical activity in emotional psychopathology. 
Implications from this work suggest that both positive affect and negative affect play an 
important role in the dynamic network structure of affect. Specifically, positive affect 
exhibits greater levels of network connectivity during contemporaneous time windows, 
and negative affect is more predictive of future affect states. Intensive time-series 
network studies afford promise for informing more process based treatment approaches 
(Hofmann & Hayes, 2019). Results from the current study may be able to inform 
treatments for emotional disorders by elucidating the differential role of positive and 
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Table 1. Demographic and clinical characteristics 
 Mean (SD) 
Age 28.97 (9.83) 
Gender (%, n) 
   Male 
   Female 





Race and Ethnicity (%, n) 
   White 
   Hispanic/Latino 
   Black or African American 






Marital Status (%, n) 
   Single 
   Living with Partner 





Education Status (%, n) 
   Graduate School 
   College 
   Partial College 
   High School 
   Partial High School 








Primary Diagnosis (%, n) 
   GAD 
   PDD 
   MDD 
   SAD 
   OCD 
   PD 
   IAD 










CSR 5.65 (0.77) 
PANAS-NA 31.76 (5.59) 
PANAS-PA 21.76 (5.00) 
BDI-II 25.65 (8.15) 
STAI-T 60.82 (7.03) 
Note. GAD = generalized anxiety disorder; PDD = persistent depressive disorder; MDD = major depressive 
disorder; SAD = social anxiety disorder; OCD = obsessive compulsive disorder; PD = panic disorder; IAD 
= illness anxiety disorder; OCPD = obsessive compulsive personality disorder; CSR = clinical severity 
rating; PANAS-NA = Negative Affect subscale of Positive and Negative Affect Schedule; PANAS-PA = 
Positive Affect subscale of Positive and Negative Affect Schedule; BDI-II = Beck Depression Inventory-II; 




Figure 1. Temporal network of positive and negative affect 
 
Note. All edges are directed, and non-significant edges are omitted. Thickness of edge indicates strength of 
association. Solid edges denote positive associations, whereas dashed edges denote negative associations. 









Figure 2. Centrality of temporal network of positive and negative affect 
 
Note. Centrality parameters are denoted using raw estimates.  
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Figure 3. Contemporaneous network of positive and negative affect 
 
 
Note. Non-significant edges are omitted, and thickness of edge indicates strength of association. Solid 









Figure 4. Centrality of contemporaneous network of positive and negative affect 
 
Note. Centrality parameters are denoted using raw estimates. 
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Figure 5. Temporal network of positive affect, negative affect, and physical activity 
 
Note. All edges are directed, and non-significant edges are omitted. Thickness of edge indicates strength of 
association. Solid edges denote positive associations, whereas dashed edges denote negative associations. 
Edges connecting to the same node indicate significant auto-correlation. ActivityT refers to the transformed 










Figure 6. Centrality of temporal network of affect and physical activity 
 
Note. Centrality parameters are denoted using raw estimates. 
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Figure 7. Contemporaneous network of positive affect, negative affect, and physical 
activity 
 
Note: Non-significant edges are omitted, and thickness of edge indicates strength of association. Solid 
edges denote positive associations, whereas dashed edges denote negative associations. ActivityT refers to 










Figure 8. Centrality of contemporaneous network of affect and physical activity 
 
Note. Centrality parameters are denoted using raw estimates. 
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