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A KATO’S SECOND TYPE REPRESENTATION
THEOREM FOR SOLVABLE SESQUILINEAR FORMS
ROSARIO CORSO
Abstract. Kato’s second representation theorem is generalized to solvable
sesquilinear forms. These forms need not be non-negative nor symmetric.
The representation considered holds for a subclass of solvable forms (called
hyper-solvable), precisely for those whose domain is exactly the domain of
the square root of the modulus of the associated operator. This condition
always holds for closed semibounded forms, and it is also considered by several
authors for symmetric sign-indefinite forms.
As a consequence, a one-to-one correspondence between hyper-solvable forms
and operators, which generalizes those already known, is established.
Keywords: Kato’s representation theorems, q-closed/solvable sesquilinear
forms, Radon-Nikodym-like representations.
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1. Introduction
A sesquilinear form Ω on a dense domain D of a Hilbert space H is called
q-closed if D can be made into a reflexive Banach space D[‖ · ‖Ω], continuously
embedded in H, and such that the form is bounded in it. This allows to
define a Banach-Gelfand triplet D →֒ H →֒ D×, where the arrows indicate
continuous embeddings and D× is the conjugate dual space of D[‖ · ‖Ω]. We
call Ω solvable if a perturbation of Ω with a bounded form Υ on H, defines a
bounded operator, with bounded inverse, which acts on the triplet (the set of
these perturbations is denoted by P(Ω)). These sesquilinear forms have been
studied by Di Bella and Trapani in [1] and by Trapani and the author in [2].
As proved in [1], for a solvable sesquilinear form Ω there exists a closed op-
erator T , with dense domain D(T ) ⊆ D, such that the following representation
holds
Ω(ξ, η) = 〈Tξ, η〉, ∀ξ ∈ D(T ), η ∈ D. (1.1)
This extends the representation theorems for sesquilinear forms considered by
many authors, as for instance by Kato [11], McIntosh [12], Fleige et al. [5, 6, 7],
Grubi˘sić et al. [8] and Schmitz [15] (for a more complete list see the references
of [2]).
For a non-negative closed form Ω, with positive associated operator T , Kato
also proved the so-called second representation theorem [11, Theorem VI.2.23]:
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D = D(T
1
2 ), where T is the operator appearing in (1.1), and
Ω(ξ, η) = 〈T
1
2 ξ, T
1
2 η〉, ∀ξ, η ∈ D.
In the case where Ω is a general sectorial closed form, Kato [10] generalized
the representation as
Ω(ξ, η) = 〈T
1
2 ξ, T ∗
1
2 η〉, ∀ξ, η ∈ D,
where T
1
2 and T ∗
1
2 are fractional powers of T and T ∗ (see [9]), respectively, un-
der the assumption that D = D(T
1
2 ) = D(T ∗
1
2 ). However, this latter condition
does not always hold, as shown by McIntosh [13].
McIntosh [12], Fleige et al. [4, 5], Grubi˘sić et al. [8] and Schmitz [15]
adapted the second representation theorem for symmetric sesquilinear forms
they considered. More precisely, in [4, 5, 8, 15] it is proved that, if D = D(|T |
1
2 )
and T = U |T | is the polar decomposition of T , then
Ω(ξ, η) = 〈U |T |
1
2 ξ, |T |
1
2 η〉, ∀ξ, η ∈ D.
In this paper we adapt Kato’s second representation theorem to a solvable
sesquilinear form Ω (not necessarily symmetric), represented by an operator T ,
and with domain D = D(|T |
1
2 ) (if this condition is satisfied then we say that
Ω is hyper-solvable). It emerges that the condition D = D(|T |
1
2 ) = D(|T ∗|
1
2 )
is equivalent to D = D(|T |
1
2 ) and we also prove, if Ω is hyper-solvable, that
Ω(ξ, η) = 〈U |T |
1
2 ξ, |T ∗|
1
2 η〉 = 〈|T ∗|
1
2Uξ, |T ∗|
1
2 η〉, ∀ξ, η ∈ D (1.2)
where T = U |T | is the polar decomposition of T .
The paper is organized as follows. In Section 2 we give a brief overview
on q-closed and solvable forms, while in Section 3 we introduce a so-called
Radon-Nikodym-like representation for a general q-closed/solvable form, i.e.
an expression
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D, (1.3)
where Q ∈ B(H) and H is a positive self-adjoint operator with 0 ∈ ρ(H).
Moreover, we show that Υ ∈ P(Ω) if, and only if, Q+H−1BH−1 is a bijection
of H, where B is the operator associated to Υ.
The sesquilinear forms studied in [8] are exactly defined as in (1.3) with Q
symmetric. Following [8], we can give another expression of the operator T
associated to Ω in (1.3). Indeed, the domain D(T ) of T is equal to D(T ) =
{ξ ∈ D : QHξ ∈ D} and T = HQH.
In Section 4 we prove the special Radon-Nikodym-like representation that
holds for hyper-solvable forms
Ω(ξ, η) = 〈V |T +B|
1
2 ξ, |T +B|
1
2 η〉, ∀ξ, η ∈ D,
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where B is the bounded operator associated to Υ ∈ P(Ω) and V ∈ B(H). If,
moreover, 0 ∈ ρ(T ) then there exists a unique bijection W ∈ B(H) such that
Ω(ξ, η) = 〈W |T |
1
2 ξ, |T |
1
2 η〉, ∀ξ, η ∈ D.
We also prove (1.2) and with the aid of the Radon-Nikodym-like representation
we adapt the criteria, contained in Theorem 3.2 and Lemma 3.6 of [8], to ensure
that a solvable form is hyper-solvable.
In Section 5 we consider the problem of representation to the converse
direction; that is, for an operator T with certain properties we construct a
solvable sesquilinear form (which is in particular hyper-solvable) with associ-
ated operator T . More precisely, we determine a one-to-one correspondence
between all hyper-solvable sesquilinear forms Ω and all operators T such that
D(|T |
1
2 ) = D(|T ∗|
1
2 ) and 0 ∈ ρ(T + B) for some B ∈ B(H). This correspon-
dence generalizes Theorem VI.2.7 of [11] (for symmetric forms) and Theorem
5.2 of [5].
2. Q-closed and solvable sesquilinear forms
In this paper H denotes a Hilbert space, with inner product 〈·, ·〉 and norm
‖ · ‖, and D denotes a dense subspace of H. If E is a Banach space, we will
indicate by B(E) the set of all bounded operators from E into itself.
Let Ω be a sesquilinear form defined on D. The adjoint Ω∗ of Ω is the form on
D given by
Ω∗(ξ, η) = Ω(η, ξ) ∀ξ, η ∈ D.
We say that Ω is symmetric if Ω = Ω∗ and semi-bounded if Ω(ξ, ξ) ≥ γ‖ξ‖2
for some γ ∈ R and for all ξ ∈ D (in particular Ω is non-negative if γ = 0). If
there exists M > 0 such that |Ω(ξ, η)| ≤ M‖ξ‖‖η‖ for all ξ, η ∈ D then Ω is
said bounded (in the norm of H).
We denote by ι the sesquilinear form ι(ξ, η) = 〈ξ, η〉 for all ξ, η ∈ H.
We recall some definitions and properties concerning q-closed and solvable
forms established in [1, 2].
Definition 2.1 ([1, Definition 5.2], [2, Proposition 3.2]). A sesquilinear form
Ω on D is called q-closed with respect to a norm on D which is denoted by ‖·‖Ω
if
1. there exists α > 0 such that ‖ξ‖ ≤ α‖ξ‖Ω, for all ξ ∈ D, i.e. the
embedding D[‖ · ‖Ω]→H is continuous;
2. EΩ := D[‖ · ‖Ω] is a reflexive Banach space;
3. there exists β > 0 such that |Ω(ξ, η)| ≤ β‖ξ‖Ω‖η‖Ω, for all ξ, η ∈ D, i.e.
Ω is bounded on D[‖ · ‖Ω].
If EΩ is a Hilbert space, then Ω is said to be q-closed with respect to the inner
product of EΩ.
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Let Ω be a q-closed sesquilinear form with respect a norm ‖ · ‖Ω on D. We
denote by EΩ = D[‖ · ‖Ω] and by E
×
Ω
= D×[‖ · ‖×
Ω
] the conjugate dual space of
EΩ, where ‖ · ‖
×
Ω
denotes the usual dual norm.
We indicate the value of a conjugate linear functional Λ ∈ E×
Ω
on an element
ξ ∈ EΩ by 〈Λ, ξ〉.
We denote by P(Ω) the set of bounded sesquilinear forms Υ on H, such that
1. if (Ω + Υ)(ξ, η) = 0 for all η ∈ D, then ξ = 0;
2. for all Λ ∈ E×
Ω
there exists ξ ∈ D such that
〈Λ, η〉 = (Ω + Υ)(ξ, η), ∀η ∈ D.
Definition 2.2 ([1, Definition 5.5]). If the set P(Ω) is not empty, then Ω is
said to be solvable with respect to ‖ · ‖Ω (or solvable with respect to the inner
product if ‖ · ‖Ω is a Hilbert norm).
Theorem 2.3 ([2, Theorems 3.8, 4.4]). Let Ω be a q-closed (respectively solv-
able) sesquilinear form on D with respect to a norm ‖ · ‖1 and let ‖ · ‖2 be a
norm on D. Then, Ω is q-closed (respectively solvable) with respect to ‖ · ‖2 if,
and only if, ‖ · ‖1 and ‖ · ‖2 are equivalent.
Remark 2.4. By the previous theorem and for simplicity of notation some-
times we will not specify a norm with respect to which a sesquilinear form is
q-closed or solvable (if no ambiguity may arise).
Theorem 2.5 ([2, Theorem 4.6]). Let Ω be a solvable sesquilinear form on D
with respect to a norm ‖ ·‖Ω. Then there exists a closed operator T , with dense
domain D(T ) ⊆ D in H, such that the following statements hold.
1. Ω(ξ, η) = 〈Tξ, η〉, for all ξ ∈ D(T ), η ∈ D.
2. D(T ) is dense in D[‖ · ‖Ω].
3. If Υ ∈ P(Ω) and B ∈ B(H) is the bounded operator such that Υ(ξ, η) =
〈Bξ, η〉 for all ξ, η ∈ D, then 0 ∈ ρ(T + B). In particular, if Υ = −λι,
with λ ∈ C, then λ ∈ ρ(T ), the resolvent set of T .
The operator T is uniquely determined by the following condition. Let ξ, χ ∈ H.
Then ξ ∈ D(T ) and Tξ = χ if and only if ξ ∈ D and Ω(ξ, η) = 〈χ, η〉 for all η
belonging to a dense subset of D[‖ · ‖Ω].
Remark 2.6. A densely defined and closed operator satisfying condition 1 of
Theorem 2.5 needs not verify the other properties. Indeed, with the notations
of [16, Sect. 1.3], let H = L2(a, b), D = {f ∈ H1(a, b) : f(a) = f(b)}, where
a, b ∈ R, and let S be the self-adjoint operator defined by Sf = −if ′ for f ∈ D.
Then the sesquilinear form Ω on D given by
Ω(f, g) = 〈Sf, Sg〉 =
∫ b
a
f ′(x)g′(x)dx, f, g ∈ D
is densely defined, non-negative and closed. In particular, ι ∈ P(Ω).
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Let A be the densely defined, closed and positive operator Af = −f ′′ for
f in D(A) = H20 (a, b). Hence, Ω(f, g) = 〈Af, g〉 for all f ∈ D(A), g ∈ D.
Therefore, A verifies point 1 of Theorem 2.5 but not point 3, because A is not
self-adjoint.
The operator T in Theorem 2.5 is called associated to Ω. The next result
is the converse of statement 2 of Theorem 2.5.
Theorem 2.7. Let Ω be a solvable sesquilinear form on D with associated
operator T . A bounded form Υ(·, ·) = 〈B·, ·〉 belongs to P(Ω) if, and only if,
0 ∈ ρ(T + B). In particular, Υ = −λι, with λ ∈ C, belongs to P(Ω) if and
only if λ ∈ ρ(T ), the resolvent set of T .
Proof. We only have to show one implication. Assume that B ∈ B(H) and
0 ∈ ρ(T + B). Let Λ ∈ E×
Ω
. Then, by hypothesis, there exist a bounded form
Φ ∈ P(Ω) and χ ∈ D such that 〈Λ, η〉 = (Ω+Φ)(χ, η), for all η ∈ D. Therefore,
〈Λ, η〉 = (Ω + Υ)(χ, η) + (Φ−Υ)(χ, η), ∀η ∈ D.
Since Φ−Υ is a bounded form on H and 0 ∈ ρ(T +B), there exists ξ ∈ D(T )
such that (Φ − Υ)(χ, η) = 〈(T + B)ξ, η〉 = (Ω + Υ)(ξ, η), for all η ∈ D. In
conclusion we have,
〈Λ, η〉 = (Ω + Υ)(χ+ ξ, η), ∀η ∈ D,
hence Υ ∈ P(Ω).
Corollary 2.8. Let Ω be a symmetric solvable sesquilinear form. Then −λι ∈
P(Ω) for all λ ∈ C\R.
Proof. It is a direct consequence of [2, Corollary 4.14] and Theorem 2.7.
Kato proved a representation theorem for so-called closed sectorial (densely
defined) sesquilinear forms ([11, Ch. VI]). In the symmetric case, these forms
(i.e. semi-bounded forms) coincide exactly with symmetric solvable forms.
Proposition 2.9. Let Ω be a densely defined semi-bounded form. Then, Ω is
closed in Kato’s sense if, and only if, it is solvable.
Proof. Let γ ∈ R such that Ω(ξ, ξ) ≥ γ‖ξ‖2, for all ξ ∈ D. Suppose that Ω
is solvable. Then, by [2, Corollary 4.14], the operator T associated to Ω is
self-adjoint. This implies that there exists λ ∈ ρ(T ) ∩ R such that λ < γ,
and −λι ∈ P by Theorem 2.7. Hence, the statement is proved applying [2,
Proposition 7.1].
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3. Radon-Nikodym-like representation theorem
In the next section we will introduce the Kato’s second type representation for
solvable sesquilinear forms (Theorem 4.17). A crucial hypothesis of this theo-
rem is the condition that the domain of a solvable sesquilinear form coincides
exactly with the domain of the square root of the modulus of the associated
operator.
Differently, in the present section we give a representation of general q-
closed and solvable sesquilinear forms with respect to an inner product.
We start recalling a lemma which derives from the Heinz inequality and an
application of it.
Lemma 3.1 ([3, Corollary 1.3]). If P1 and P2 are positive self-adjoint operators
on H and D(P1) = D(P2), then, for all 0 ≤ α ≤ 1,
D(Pα1 ) = D(P
α
2 ),
and the corresponding graph norms on D(Pα1 ) = D(P
α
2 ) are equivalent.
Corollary 3.2. Let T be a closed and densely defined operator on H and
B ∈ B(H). Then D(|T |
1
2 ) = D(|T + B|
1
2 ) and the graph norms of |T |
1
2 and
|T +B|
1
2 are equivalent. Moreover, if 0 ∈ ρ(T +B), then these norms are also
equivalent to the norm defined by
ξ 7→ ‖|T +B|
1
2 ξ‖, ξ ∈ D(|T |
1
2 ).
Theorem 3.3. Let H1, H2 be two positive self-adjoint operators with the same
domain D and such that 0 ∈ ρ(H1) ∩ ρ(H2). Let Q ∈ B(H) and consider the
sesquilinear form
Ω(ξ, η) = 〈QH1ξ,H2η〉, ξ, η ∈ D. (3.1)
Then, Ω is q-closed (with respect to an inner product).
Moreover, if Q is an isomorphism of H, then Ω is solvable, 0 ∈ P(Ω) and its
associated operator is T = H2QH1 defined in the natural domain D(T ) = {ξ ∈
D : QH1ξ ∈ D}.
Proof. By the closed graph theorem the norms given by
‖ξ‖′Ω = ‖H1ξ‖ and ‖ξ‖Ω = ‖H2ξ‖ ξ ∈ D
are equivalent. Hence, EΩ := D[‖ · ‖Ω] is a Hilbert space and there exists α > 0
such that ‖ξ‖ ≤ α‖ξ‖Ω, for all ξ ∈ D. Moreover, we have, for all ξ, η ∈ D,
|Ω(ξ, η)| = |〈QH1ξ,H2η〉|
≤ ‖Q‖‖H1ξ‖‖H2η‖
= ‖Q‖‖ξ‖′Ω‖η‖Ω
≤ β‖Q‖‖ξ‖Ω‖η‖Ω
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for some constant β > 0. Therefore, Ω is q-closed with respect to the norm
‖ · ‖Ω. Now assume that Q is an isomorphism. We will prove that Υ ∈ P(Ω),
where Υ = 0. Denote with 〈·, ·〉Ω the inner product which induces ‖ · ‖Ω. If
Ω(ξ, η) = 0, for all η ∈ D, i.e.
〈QH1ξ,H2η〉 = 0, ∀η ∈ D,
then QH1ξ = 0 since 0 ∈ ρ(H2), and hence ξ = 0 by the invertibility of QH1.
Let Λ ∈ E×
Ω
, then by Riesz’s Lemma there exists χ ∈ D such that 〈Λ, η〉 =
〈χ, η〉Ω, for all η ∈ D, i.e.
〈Λ, η〉 = 〈H2χ,H2η〉, ∀η ∈ D.
Since QH1 is invertible, there exists ξ ∈ D such that QH1ξ = H2χ, so we
finally have
Ω(ξ, η) = 〈QH1ξ,H2η〉 = 〈H2χ,H2η〉 = 〈Λ, η〉, ∀η ∈ D.
This proves that Ω is solvable. Put T ′ = H2QH1 on the natural domain
D(T ′) = {ξ ∈ H : QH1ξ ∈ D}. Then 0 ∈ ρ(T ′) and
Ω(ξ, η) = 〈QH1ξ,H2η〉 = 〈T
′ξ, η〉, ∀ξ ∈ D(T ′), η ∈ D.
Therefore, by Theorem 2.5, T ′ is a restriction of the operator T associated to
Ω and 0 ∈ ρ(T ). Hence, T ′ = T .
Remark 3.4. Lemma 3.1 generalizes Theorem 2.3 of [8] in which the authors
consider H1 = H2 and Q symmetric.
Corollary 3.5. Let H1, H2 be two positive self-adjoint operators with the same
domain D and such that 0 ∈ ρ(H1) ∩ ρ(H2). Let Q,B ∈ B(H) be such that
Q+H−1
2
BH−1
1
is an isomorphism of H. Then, the sesquilinear form
Ω(ξ, η) = 〈QH1ξ,H2η〉, ξ, η ∈ D,
is solvable (with respect to an inner product) and its associated operator is
T = H2QH1
defined in the natural domain D(T ) = {ξ ∈ H : QH1ξ ∈ D}.
Proof. Setting Υ(ξ, η) = 〈Bξ, η〉, for all ξ, η ∈ D, the sesquilinear form
(Ω + Υ)(ξ, η) = 〈(Q+H−1
2
BH−1
1
)H1ξ,H2η〉, ∀ξ, η ∈ D,
is solvable by Theorem 3.3. Hence, Ω is solvable, Υ ∈ P(Ω), and the operator
associated to Ω+Υ is
T ′ = H2(Q+H
−1
2
BH−1
1
)H1.
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Taking into account that H−1
2
BH−1
1
: H → D we have
D(T ′) = {ξ ∈ H : (Q+H−1
2
BH−1
1
)H1ξ ∈ D} = {ξ ∈ H : QH1ξ ∈ D}
and
T ′ = H2(Q+H
−1
2
BH−1
1
)H1 = H2QH1 +B.
Therefore, T = H2QH1 is the operator associated to Ω.
Remark 3.6. A special case of the previous corollary occurs if there exists
λ ∈ C, such that Q− λH−1
2
H−1
1
(or Q− λH−2 if, also, H1 = H2 =: H) is an
isomorphism of H. In this case −λι ∈ P(Ω).
Now we prove this converse lemma.
Lemma 3.7. Let Ω be a q-closed sesquilinear form on D with respect to an
inner product. Then one has the following.
1. There exists a positive self-adjoint operator H with domain D(H) = D
and 0 ∈ ρ(H).
2. Let H be a positive self-adjoint operator with domain D(H) = D and
0 ∈ ρ(H). Then there exists a unique Q ∈ B(H) such that
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D. (3.2)
If, in addition, Ω is solvable, Υ ∈ P(Ω) and B ∈ B(H) is the bounded
operator such that Υ(ξ, η) = 〈Bξ, η〉 for all ξ, η ∈ H, then Q+H−1BH−1
is an isomorphism of H.
Proof. 1. Let 〈·, ·〉∗ be an inner product with respect to which Ω is q-
closed. Then, 〈·, ·〉∗ is a non-negative closed sesquilinear form such that
α〈ξ, ξ〉 ≤ 〈ξ, ξ〉∗ for some α > 0 and for all ξ ∈ D. By Kato’s second
representation theorem [11, Theorem VI.2.23], there exists a positive
self-adjoint operator H with domain D and resolvent set containing 0.
2. Let H be a positive self-adjoint operator with domain D(H) = D and
0 ∈ ρ(H). Then, by the closed graph theorem, the norm induced by the
inner product
〈ξ, η〉Ω = 〈Hξ,Hη〉, ∀ξ, η ∈ D
is equivalent to the one induced by 〈·, ·〉∗. Therefore, by Theorem 2.3 Ω
is q-closed with respect to 〈·, ·〉Ω.
By the boundedness of Ω in D[〈·, ·〉Ω], we have, for some β > 0,
|Ω(ξ, ξ)| ≤ β‖Hξ‖2, ∀ξ ∈ D,
and using [11, Lemma VI.3.1], there exists Q ∈ B(H) such that
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D.
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The uniqueness of Q follows from the fact that 0 ∈ ρ(H).
Assume now that Ω is also solvable and Υ ∈ P(Ω). Let B be the operator
associated to Υ. We have
(Ω + Υ)(ξ, η) = 〈(Q+H−1BH−1)Hξ,Hη〉, ∀ξ, η ∈ D,
By the definition of solvability, Q + H−1BH−1 is an isomorphism of
H. In particular, to prove that Q + H−1BH−1 is surjective, let χ ∈
H. Then the functional 〈Λ, η〉 = 〈χ,Hη〉 is bounded on EΩ, because
|〈Λ, η〉| ≤ ‖χ‖‖η‖Ω, by Cauchy-Schwarz inequality. Then, there exists
ξ ∈ D such that 〈Λ, η〉 = (Ω + Υ)(ξ, η), for all η ∈ D, which imply
(Q+H−1BH−1)Hξ = χ.
Hence, one can formulate the following characterization.
Theorem 3.8. A sesquilinear form Ω on D is q-closed with respect to an inner
product if and only if there exist a positive self-adjoint operator H, with domain
D(H) = D and 0 ∈ ρ(H), and Q ∈ B(H) such that
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D. (3.3)
Suppose that (3.3) holds with Q and H as above. Then
1. a bounded form Υ with associated operator B belongs to P(Ω) if and only
if Q+H−1BH−1 is a bijection of H;
2. if Ω is also solvable then its associated operator is T = HQH defined on
the natural domain D(T ) = {ξ ∈ D : QHξ ∈ D}.
Definition 3.9. Let Ω be a q-closed sesquilinear form on D with respect to
an inner product. An expression like (3.3) (with Q,H as in the statement) is
called a Radon-Nikodym-like representation of Ω.
Remark 3.10. Assume that Ω is a q-closed sesquilinear form with respect to
an inner product 〈·, ·〉Ω. Then Ω is 〈·, ·〉-regular in the sense of [1] (in partic-
ular, 〈·, ·〉Ω is 〈·, ·〉-absolutely continuous by [2, Corollary 2.3]) and therefore
it admits a Radon-Nikodym representation according to [1, Theorem 3.6] as
follows
Ω(ξ, η) = 〈KY ξ,Kη〉, ∀ξ, η ∈ D, (3.4)
where K is a positive, self-adjoint operator which domain D(K) contains D
and Y is an operator from D into D(K). Moreover, 0 ∈ ρ(K), as one can see
in the proof of [1, Theorem 3.6]. According to [1, Remark 3.7], Ω admits a
representation
Ω(ξ, η) = 〈SKξ,Kη〉, ∀ξ, η ∈ D, (3.5)
where S ∈ B(H). Hence, if D(K) = D, then (3.5) is exactly a representation
(3.3). This motivates the terminology "Radon-Nikodym-like" representation.
Actually, if H is as in Lemma 3.7, then 〈·, ·〉Ω := 〈H·,H·〉 defines an inner
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product with respect to which Ω is q-closed, and following Section 6 of [2],
there exists an operator P ∈ B(EΩ), where EΩ := D[〈·, ·〉Ω], such that
Ω(ξ, η) = 〈HPξ,Hη〉, ∀ξ, η ∈ D,
which is an expression like (3.4).
Radon-Nikodym type theorems for sesquilinear forms were previously given
in the non-negative case by Sebestyén and Titkos in [17] and by Tarcsay [18].
Remark 3.11. Theorems 2.3 and 3.8 imply that a necessary and sufficient
condition for a solvable sesquilinear form Ω to have a Radon-Nikodym repre-
sentation is that Ω is solvable with respect to a norm equivalent to one induced
by an inner product.
We conclude this section with a simple relation between a sesquilinear form
and its adjoint which gives also another proof of Theorem 4.11 of [2] (in the
case of q-closed/solvable forms with respect to an inner product).
Proposition 3.12. Let Ω be a q-closed sesquilinear form on D with a Radon-
Nikodym-like representation
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D.
Then, Ω∗ has a Radon-Nikodym-like representation
Ω∗(ξ, η) = 〈Q∗Hξ,Hη〉, ∀ξ, η ∈ D.
If in addition Ω and Ω∗ are solvable, the operators HQH and HQ∗H are those
associated to Ω and Ω∗, respectively.
4. The second representation theorem
The second representation theorem holds for hyper-solvable sesquilinear forms,
in the sense of the next definition.
Definition 4.1. A solvable sesquilinear form on D with associated operator
T is said hyper-solvable if D = D(|T |
1
2 ).
Remark 4.2. Fleige et al. in [4, 5, 6, 7] use the name "regular" instead of
"hyper-solvable". We use a different terminology because we do not want to
confuse hyper-solvable forms with Θ-regular forms (see Remark 3.10).
The next result is an application of the closed graph theorem.
Proposition 4.3. If Ω is a hyper-solvable form on D with respect to a norm
‖·‖Ω, then ‖·‖Ω is equivalent to the graph norm of |T |
1
2 , where T is the operator
associated to Ω.
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Corollary 4.4. Every hyper-solvable sesquilinear form is solvable with respect
to an inner product.
Example 4.5 ([1, Example 6.1], [2, Example 5.5]). Let {αn} be a sequence of
complex numbers and let Ωα be the sesquilinear form on
D =
{
{ξn} ∈ l2 :
∞∑
n=1
|αn||ξn|
2 <∞
}
given by
Ωα({ξn}, {ηn}) =
∞∑
n=1
αnξnηn, {ξn}, {ηn} ∈ D.
The sesquilinear form Ωα is solvable. In particular, consider the sequence
β = {βn} such that βn = −αn + 2 if |αn| ≤ 1, and βn = 0 if |αn| > 1. Then,
by 0 /∈ {αn + βn}, it is easily to see that the bounded sesquilinear form
Ωβ({ξn}, {ηn}) =
∞∑
n=1
βnξnηn, {ξn}, {ηn} ∈ H
belongs to P(Ωα). The operator Mα associated to Ωα is defined on the domain
D(Mα) =
{
{ξn} ∈ l2 :
∞∑
n=1
|αnξn|
2 <∞
}
and acts as follows Mα{ξn} = {αnξn} for all {ξn} ∈ D(Mα). Clearly, D(|Mα|
1
2 ) =
D; hence Ωα is hyper-solvable.
Example 4.6. Let L be the Lebesgue measure on C, r : C→ C be a measur-
able function and Ω the sesquilinear form with domain
D :=
{
f ∈ L2(C) :
∫
C
|r(z)||f(z)|2dL <∞
}
and given by Ω(f, g) =
∫
C
r(z)f(z)g(z)dL, for all f, g ∈ D.
It is easy to see that Ω is q-closed with respect to the norm
‖f‖Ω =
(∫
C
(1 + |r(z)|)|f(z)|2dL
) 1
2
, f ∈ D.
Let Z := {z ∈ C : |r(z)| ≤ 1}, B be the bounded operator given by
(Bf)(z) = (1− r(z))χZ(z)f(z), f ∈ L
2(C), (4.1)
where χZ is the characteristic function on Z, and let
Υ(f, g) =
∫
C
(1− r(z))χZ(z)f(z)g(z)dL, f, g ∈ L
2(C). (4.2)
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Following Example 7.3 of [2], one can prove that Υ ∈ P(Ω), i.e. Ω is solvable
with respect to the norm ‖ · ‖Ω.
Now, we show that the operator T associated to Ω is the multiplication operator
M by r, (Mf)(z) = r(z)f(z), with domain
D(M) =
{
f ∈ L2(C) :
∫
C
|r(z)f(z)|2dL <∞
}
⊂ D.
Indeed, we have
Ω(f, g) =
∫
C
(Mf)(z)g(z)dL, ∀f ∈ D(M), g ∈ D,
and 0 ∈ ρ(M + B); therefore, by Theorem 2.5, T = M . Since D(|M |
1
2 ) = D,
Ω is hyper-solvable.
Remark 4.7. Examples of (symmetric) solvable sesquilinear forms which are
not hyper-solvable can be found in Example 5.4 of [5], in Example 2.11, in
Remark 3.7 and in Proposition 4.2 of [8].
Hyper-solvable sesquilinear forms have a special Radon-Nikodym-like rep-
resentation.
Theorem 4.8. Let Ω be a solvable sesquilinear form on D and T be the oper-
ator associated to Ω. Suppose, moreover, that Υ ∈ P(Ω) and B is the operator
associated to Υ.
If Ω is hyper-solvable, then there exists a unique operator V ∈ B(H) such that
Ω(ξ, η) = 〈V |T +B|
1
2 ξ, |T +B|
1
2 η〉, ∀ξ, η ∈ D.
In particular, if 0 ∈ ρ(T ), then there exists a unique bijection W ∈ B(H) such
that
Ω(ξ, η) = 〈W |T |
1
2 ξ, |T |
1
2 η〉, ∀ξ, η ∈ D. (4.3)
Proof. We have D(|T + B|
1
2 ) = D(|T |
1
2 ) = D, by Lemma 3.1. Theorem 2.5
implies that 0 ∈ ρ(T +B) and therefore 0 ∈ ρ(|T +B|
1
2 ). So, the statement is
proved by applying Lemma 3.7.
If 0 ∈ ρ(T ) then one can choose B = 0 in Theorem 2.7.
Now, basing on a Radon-Nikodym-like representation, we establish nec-
essary and sufficient conditions for a solvable sesquilinear form to be hyper-
solvable (Theorem 4.11). These conditions are inspired by those presented in
Theorem 3.2 of [8]. More precisely, the following two lemmas hold.
Lemma 4.9. Let Ω be a solvable sesquilinear form on D with respect to an
inner product and with associated operator T . Let
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D,
be a Radon-Nikodym-like representation of Ω. Suppose, moreover, that Υ ∈
P(Ω), B is the operator associated to Υ, and that T + B = UB |T + B| is the
polar decomposition of T +B. The following statements are equivalent.
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1. D(|T |
1
2 ) ⊇ D;
2. the operator X = H−1|T +B|H−1 is bounded on D(X) := HD(T );
3. the operator K1 = HUBH
−1 is bounded on H;
4. UBD ⊆ D.
Proof. Before to prove the equivalences we note some facts. First of all, 0 ∈
ρ(T + B) ∩ ρ(T ∗ + B∗) by Theorem 2.5 and, hence, UB is unitary. An inner
product with respect to which Ω is solvable can be defined as 〈·, ·〉Ω = 〈H·,H·〉.
Moreover, D(X) is dense in H. Indeed, assume that χ ∈ H and 〈Hξ, χ〉 = 0,
for all ξ ∈ D(T ). Then, there exists η ∈ D such that Hη = χ and hence
0 = 〈Hξ, χ〉 = 〈Hξ,Hη〉 = 〈ξ, η〉Ω, ∀ξ ∈ D(T ).
But D(T ) is the domain of the operator T associated to Ω, hence it is dense
in D[〈·, ·〉Ω]. It follows that η = 0 and χ = 0.
1. ⇔ 2. The operator |T+B|
1
2H−1 is densely defined on its natural domain
D′ := {ξ ∈ H : H−1ξ ∈ D(|T |
1
2 )},
because D′ ⊇ D(X) = HD(T ). Moreover, |T +B|
1
2H−1 is closed.
We have
(|T +B|
1
2H−1)∗(|T +B|
1
2H−1) ⊇ H−1|T +B|
1
2 |T +B|
1
2H−1 = X.
Taking into account that D(H) = D, by the closed graph theorem, D(|T |
1
2 ) ⊇
D implies that |T +B|
1
2H−1 is bounded and in particular that X is bounded.
Conversely, suppose that X is bounded. Therefore,
||T +B|
1
2H−1|2 = (|T +B|
1
2H−1)∗(|T +B|
1
2H−1) = X,
the closure of X, which is a bounded operator on whole H. Consequently,
|T +B|
1
2H−1 is defined on D′ = H; i.e., D(|T |
1
2 ) ⊇ D.
2. ⇔ 3. The operator K1 is closed on the natural domain D(K1) = {ξ ∈
H : UBH
−1ξ ∈ D}. We have D(X) ⊆ D(K1). Indeed, if ξ ∈ D(X) = HD(T )
then ξ = Hη with η ∈ D(T ) and, taking into account that UBD(T ) = D(T ∗)∩
R(UB) ⊆ D (see [16, Sec. 7.1]), UBH−1ξ = UBη ∈ D. Hence, ξ ∈ D(K1).
Let QB := Q + H−1BH−1. Then Q∗B is invertible with bounded inverse by
Theorem 3.8 and HQ∗BH = T
∗+B∗ by Proposition 3.12 and Theorem 4.11 of
[2]. If ξ ∈ D(X) we get
Q∗B
−1Xξ = Q∗B
−1H−1|T +B|H−1ξ
= HH−1Q∗B
−1H−1|T +B|H−1ξ
= H(T ∗ +B∗)−1|T +B|H−1ξ
= HUBH
−1ξ
= K1ξ.
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Clearly, since Q∗B ∈ B(H), ifK1 is bounded thenX is bounded too. Conversely,
assume that X is bounded. Since K1 is closed and D(X) ⊆ D(K1) is dense
(see above), K1 is a bounded operator on H.
3. ⇒ 4. It follows easily by the definition of D(K1) and by D(H) = D.
4. ⇒ 3. It is a consequence of the closed graph theorem.
Lemma 4.10. Assume the same hypotheses of Lemma 4.9. The following
statements are equivalent.
1. D(|T |
1
2 ) ⊆ D;
2. the operator Y = H|T +B|−1H on D is bounded;
3. the operator K2 = HU
∗
BH
−1 is bounded on H;
4. UBD ⊇ D.
Proof. We sketch the proof which is similar to the previous one.
1. ⇔ 2. The operator H|T + B|−
1
2 on the natural domain is closed, but
also densely defined, since D(|T |
1
2 ) ⊆ D(H|T +B|−
1
2 ). Moreover,
H|T +B|−
1
2 (H|T +B|−
1
2 )∗ ⊇ Y.
Then, Y is bounded if, and only if, D(|T |
1
2 ) ⊆ D.
2. ⇔ 3. The operator K2 = HU∗BH
−1 is defined on D(K2) = {ξ ∈ H :
U∗BH
−1ξ ∈ D} and it is closed. It results that Q∗B
−1D ⊆ D(K2). Indeed, if
ξ ∈ Q∗B
−1D then ξ = Q∗B
−1H−1χ, for some χ ∈ H, and
U∗BH
−1ξ = U∗BH
−1Q∗B
−1H−1χ = U∗B(T
∗ +B∗)−1χ = U∗Bη
with some η ∈ D(T ∗). Therefore, ξ ∈ D(K2) since U∗BH
−1ξ = U∗Bη ∈ D(T ).
Moreover, if ξ ∈ D(Y Q∗B) = Q
∗
B
−1D, then Y Q∗Bξ = K2ξ.
Taking into account that D(Y Q∗B) is dense in H (Q
∗
B is an isomorphism of H)
Y is bounded if and only if K2 is bounded.
3. ⇔ 4. By definition of D(K2) and since UB is unitary, both statements
are equivalent to U∗BD ⊆ D.
Combining Lemmas 4.9 and 4.10 we obtain the following characterization.
Theorem 4.11. Let Ω be a solvable sesquilinear form on D with respect to an
inner product and with associated operator T . Let
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D,
be a Radon-Nikodym-like representation of Ω. Suppose, moreover, that Υ ∈
P(Ω), B is the operator associated to Υ, and that T + B = UB |T + B| is the
polar decomposition of T +B. The following statements are equivalent.
1. Ω is hyper-solvable, i.e. D(|T |
1
2 ) = D;
2. the operators X = H−1|T + B|H−1 and Y = H|T + B|−1H defined on
D(X) = HD(T ) and D, respectively, are bounded;
3. the operators K1 = HUBH
−1 and K2 = HU
∗
BH
−1 are bounded on H;
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4. UBD = D.
Example 4.12. Let Ω be the solvable sesquilinear form of Example 4.6 defined
on the domain D :=
{
f ∈ L2(C) :
∫
C
|r(z)||f(z)|2dz <∞
}
and M be its asso-
ciated operator. Moreover, let B be the operator in (4.1) and Υ ∈ P(Ω) be the
sesquilinear form in (4.2). The unitary operator UB in the polar decomposition
of M +B is defined by
(UBf)(z) =
r(z)χZc(z) + χZ(z)
|r(z)χZc(z) + χZ(z)|
f(z), ∀f ∈ H,
where Z := {z ∈ C : |r(z)| ≤ 1}, χZ and χZc are the characteristic functions
of Z and of its complement Zc, respectively. It is easy to see that UBD = D.
Again we get that Ω is hyper-solvable.
The following conditions are only sufficient to ensure that a solvable sesquilin-
ear form is hyper-solvable.
Lemma 4.13. Let Ω be a solvable sesquilinear form on D with respect to an
inner product and with associated operator T . Let
Ω(ξ, η) = 〈QHξ,Hη〉, ∀ξ, η ∈ D,
be a Radon-Nikodym-like representation of Ω. Suppose, moreover, that Υ ∈
P(Ω), B is the operator associated to Υ and QB := Q+H
−1BH−1. If one of
the following statements holds, then Ω is hyper-solvable.
1. QBD = D;
2. QB is positive;
3. T +B is semibounded.
Proof. Assume the first condition. We prove that D(T ) = D(H2). Indeed,
ξ ∈ D(H2) ⊆ D(H) = D if and only if Hξ ∈ D if and only if QBHξ ∈ D, if
and only if ξ ∈ D(T + B), by the definition of domain of T + B. By Lemma
3.1 we have D(|T |
1
2 ) = D(|T +B|
1
2 ) = D(H) = D.
For the conditions 2. and 3., the statement follows by [8, Lemma 3.6].
The next lemma is a consequence of Theorem 4.11. It will be used in the
proof of Theorem 4.17 below, but it is interesting in itself.
Lemma 4.14. Let Ω be a solvable sesquilinear form on D with respect to
an inner product with associated operator T . The following statements are
equivalent.
1. D = D(|T |
1
2 ), i.e. Ω is hyper-solvable;
2. D ⊆ D(|T |
1
2 ) ∩D(|T ∗|
1
2 );
3. D ⊇ D(|T |
1
2 ) ∪D(|T ∗|
1
2 );
4. D = D(|T ∗|
1
2 ), i.e. Ω∗ is hyper-solvable.
16 ROSARIO CORSO
Proof. Let Υ ∈ P(Ω) and B be the bounded operator associated to Υ. Then
Υ∗ ∈ P(Ω∗) by [2, Theorem 4.11]. Moreover, let T + B = UB |T + B| be the
polar decomposition of T +B, then T ∗ +B∗ = U∗B |T
∗ +B∗|.
Hence, taking into account the following simple equivalences, UBD = D if and
only if, UBD ⊆ D and U∗BD ⊆ D, if and only if, UBD ⊇ D and U
∗
BD ⊇ D, if
and only if, U∗BD = D and we conclude applying Lemmas 4.9 and 4.10.
From this lemma we obtain a counterpart of Theorem 4.8.
Corollary 4.15. Let Ω be a hyper-solvable sesquilinear form on D and T be
the operator associated to Ω. Suppose, moreover, that Υ ∈ P(Ω), and B is the
operator associated to Υ.
Then, there exists a unique operator Y ∈ B(H) such that
Ω(ξ, η) = 〈Y |T ∗ +B∗|
1
2 ξ, |T ∗ +B∗|
1
2 η〉, ∀ξ, η ∈ D.
If Ω is a solvable form on D represented by a normal operator T , then an
inclusion between the subspace D and D(|T |
1
2 ) is sufficient to prove that Ω is
hyper-solvable. Therefore, the following corollary extends Proposition 2.5 of
[6] and Theorem 3.2 of [8].
Corollary 4.16. If Ω is a solvable sesquilinear form on D with respect to an
inner product and with normal associated operator T (in particular, if Ω is
symmetric), then the following statements are equivalent.
1. D = D(|T |
1
2 ), i.e. Ω is hyper-solvable;
2. D ⊆ D(|T |
1
2 );
3. D ⊇ D(|T |
1
2 ).
We now give the main result of this paper which generalizes to solvable
sesquilinear forms Kato’s second representation theorem [11, Theorem VI.2.23].
Theorem 4.17. Let Ω be a hyper-solvable sesquilinear form on D with respect
to a norm ‖ · ‖Ω and with associated operator T . Then
Ω(ξ, η) = 〈U |T |
1
2 ξ, |T ∗|
1
2 η〉, ∀ξ, η ∈ D,
Ω(ξ, η) = 〈|T ∗|
1
2Uξ, |T ∗|
1
2 η〉, ∀ξ, η ∈ D,
where T = U |T | = |T ∗|U is the polar decomposition of T , and ‖·‖Ω is equivalent
to the graph norms of |T |
1
2 and of |T ∗|
1
2 .
Proof. By Corollary 4.4 and Lemma 4.14, D = D(|T |
1
2 ) = D(|T ∗|
1
2 ). Consider
the sesquilinear form Ω′ defined as follows
Ω′(ξ, η) = 〈U |T |
1
2 ξ, |T ∗|
1
2 η〉, ξ, η ∈ D.
By the equality (see [14, Sect. 3])
|T ∗|
1
2U = U |T |
1
2 , (4.4)
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we get
T = |T ∗|U = |T ∗|
1
2 |T ∗|
1
2U = |T ∗|
1
2U |T |
1
2 . (4.5)
Hence,
Ω(ξ, η) = 〈Tξ, η〉
= 〈|T ∗|
1
2U |T |
1
2 ξ, η〉
= 〈U |T |
1
2 ξ, |T ∗|
1
2 η〉
= Ω′(ξ, η),
for all ξ ∈ D(T ), η ∈ D. The forms Ω and Ω′ are q-closed with respect to the
same norm ‖ · ‖Ω (which is equivalent to the graph norms of |T |
1
2 and of |T ∗|
1
2
by Lemma 3.1 and Proposition 4.3) and, in particular, they are bounded in
D[‖ · ‖Ω]. Since D(T ) is dense in D[‖ · ‖Ω], Ω and Ω′ coincide by continuity on
the whole D. The second equality follows by (4.4).
Corollary 4.18. Let Ω be a hyper-solvable sesquilinear form on D with asso-
ciated operator T . Then
Ω∗(ξ, η) = 〈U∗|T ∗|
1
2 ξ, |T |
1
2 η〉, ∀ξ, η ∈ D,
Ω∗(ξ, η) = 〈|T |
1
2U∗ξ, |T |
1
2 η〉, ∀ξ, η ∈ D,
where T = U |T | = |T ∗|U is the polar decomposition of T .
As a consequence, we get the following statements which generalizes The-
orem 4.2 of [5], Theorem 2.10 of [8] and Theorem 3.1 of [15].
Corollary 4.19. Let Ω be a hyper-solvable sesquilinear form on D with respect
to a norm ‖ · ‖Ω and with associated operator T . If T is normal (in particular,
if Ω is symmetric), then
Ω(ξ, η) = 〈U |T |
1
2 ξ, |T |
1
2 η〉 = 〈|T |
1
2Uξ, |T |
1
2 η〉, ∀ξ, η ∈ D,
where T = U |T | is the polar decomposition of T .
Remark 4.20. Symmetric hyper-solvable sesquilinear forms have also a for-
mulation given by the spectral theorem for self-adjoint operators (see [16, Sect.
10.2]).
Example 4.21. One can easily check that the hyper-solvable sesquilinear form
Ωα of Example 4.5 satisfies
Ωα({ξn}, {ηn}) = 〈U |Mα|
1
2 {ξn}, |Mα|
1
2 {ηn}〉 = 〈|Mα|
1
2U{ξn}, |Mα|
1
2{ηn}〉,
for all {ξn}, {ηn} ∈ D, where Mα = U |Mα| is the polar decomposition of the
operator Mα associated to Ωα. More precisely, for all {ξn} ∈ D
|Mα|
1
2{ξn} = {|αn|
1
2 ξn} and U{ξn} = {χn},
where χn =
αn
|αn|
ξn if αn 6= 0, χn = 0 otherwise.
The sesquilinear form of Example 4.6 admits similar Kato’s second type
representations.
18 ROSARIO CORSO
5. Correspondence between solvable sesquilinear forms and
operators
With the help of the results of the previous section we can give a partial answer
to the following question: which properties must an operator T have to ensure
the existence of a solvable sesquilinear form that is represented by T ?
Theorem 5.1. Let T be a densely defined, closed operator which satisfies
(a) D(|T |
1
2 ) = D(|T ∗|
1
2 );
(b) there exists B ∈ B(H) such that 0 ∈ ρ(T +B).
Then, there exists a unique hyper-solvable sesquilinear form Ω with associated
operator T .
Proof. Let T +B = UB |T +B| = |T ∗ +B∗|UB be the polar decomposition of
T +B. Setting D := D(|T |
1
2 ) = D(|T ∗|
1
2 ), then
D = D(|T +B|
1
2 ) = D(|T ∗ +B∗|
1
2 ).
We define a sesquilinear form on D by putting
ΩB(ξ, η) = 〈UB |T +B|
1
2 ξ, |T ∗ +B∗|
1
2 η〉, ξ, η ∈ D.
The hypothesis ensures that 0 ∈ ρ(|T + B|
1
2 ) ∩ ρ(|T ∗ + B∗|
1
2 ) and that UB
is unitary, hence by Theorem 3.3, ΩB is a solvable sesquilinear form with
0 ∈ P(ΩB). The operator associated to ΩB is T ′ = |T ∗ + B∗|
1
2UB |T + B|
1
2
on the natural domain D(T ′) = {ξ ∈ D : UB |T + B|
1
2 ξ ∈ D}. But, by (4.5),
T ′ = |T ∗ +B∗|UB = T +B.
The statement is proved noting that Ω := ΩB − Υ (where Υ(·, ·) = 〈B·, ·〉) is
an hyper-solvable sesquilinear form with associated operator T .
If Ω′ is a hyper-solvable sesquilinear form represented by T , then Ω = Ω′ by
Theorem 4.17.
Remark 5.2. Condition (a) above is satisfied if D(T ) = D(T ∗) and, in par-
ticular, if T is normal.
All the conditions on the operator T listed in the statement of the previous
theorem are also necessary for the existence of a hyper-solvable sesquilinear
form represented by T . Indeed, an operator S associated to a solvable form Ω
is densely defined, closed and such that 0 ∈ ρ(S +B), for some B ∈ B(H), by
Theorem 2.5. Consequently, 0 ∈ ρ(S∗ + B∗). Finally, from Lemma 4.14, if Ω
is hyper-solvable, then D(|S|
1
2 ) = D(|S∗|
1
2 ). Therefore, we can formulate the
following theorem.
Theorem 5.3. The map Ω → T defined by Theorem 2.5 establishes a one-
to-one correspondence between all hyper-solvable sesquilinear forms Ω and all
densely defined closed operators T such that D(|T |
1
2 ) = D(|T ∗|
1
2 ) and there
exists B ∈ B(H) satisfying 0 ∈ ρ(T +B).
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In the case of symmetric forms we obtain the next correspondence.
Corollary 5.4. The map Ω → T defined by Theorem 2.5 establishes a one-
to-one correspondence between all symmetric hyper-solvable sesquilinear forms
and all self-adjoint operators.
We want to emphasize that infinitely many solvable sesquilinear forms
might be represented by the same operator (see Proposition 4.2 of [8]).
Theorem 5.1 generalizes Proposition 5.1 of [5]. While using Corollary 7.6
of [2] we get Theorem 5.2 of [5] as a special case of Theorem 5.3 and Corollary
5.4.
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