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Chapter 1: Two-Photon Microscopy
Two-photon microscopy is a useful fluorescence technique that allows imaging of living
tissue. The two-photon microscopy process depends on the simultaneous absorption of two
photons. Two simultaneous lower energy photons can combine and have the same effect as one
higher energy photon. Two-photon microscopy also often utilizes near infrared excitation light
which minimizes the scattering in the tissue. The result of the multiphoton absorption process and
the use of near infrared excitation light is thus an increased penetration depth. As such the benefits
of using lower energy photons with near infrared light to achieve an increased penetration depth
proves very useful when imaging biological samples.
1.1 Two-Photon Absorption and Excitation
Two-photon excitation employs the concept of two-photon absorption, which was first
described by Maria Goeppert-Mayer in 1931 and then later observed by Wolfgang Kaiser in 1961.
The concept of two-photon excitation is based on the idea that two photons, of comparably lower
photon energy than needed for one photon excitation, can also excite a fluorophore in one quantum
event. The probability of such a quantum event taking place can be calculated by employing the
laws of quantum mechanics. For the specific case of the interaction of atomic electrons with a
classical radiation field, time-dependent perturbation theory shall be used. By the end of these
calculations it will be shown how the probability of the quantum event, known as two-photon
absorption, occurring is proportional to the square of the excitation intensity and to the molecular
cross section. (Esposito et al., 2004; Helmchen & Denk, 2005)
̂ as the sum of the
To start off with, we must establish the Hamiltonian of the system 𝐻
̂0 and the interaction energy with the applied optical field 𝑉̂ (𝑡).
unperturbed Hamiltonian 𝐻
̂= 𝐻
̂0 + 𝑉̂ (𝑡).
𝐻

(1.1)

With the interaction energy being defined as:
𝑉̂ (𝑡) = −𝜇̂ 𝐸̃ (𝑡),

(1.2)

where 𝜇̂ = −𝑒𝑟̂ , and the field is considered a monochromatic wave of the form
1

𝐸̃ (𝑡) = 𝐸𝑒 −𝑖𝜔𝑡 + 𝐸 ∗ 𝑒 𝑖𝜔𝑡 ,

(1.3)

that is turned on at 𝑡 = 0.
If we assume that the we know the wavefunctions 𝜓(𝑟⃗, 𝑡) associated with the energy
eigenstates 𝑢𝑛 (𝑟⃗) for the unperturbed system we can write (Griffiths, 2005)
𝜓𝑛 (𝑟⃗, 𝑡) = 𝑢𝑛 (𝑟⃗)𝑒 −𝑖𝜔𝑛𝑡 , where 𝜔𝑛 =

𝐸𝑛

(1.4)

ħ

With 𝑢𝑛 (𝑟⃗) satisfying the eigenvalue equation
̂0 𝑢𝑛 (𝑟⃗) = 𝐸𝑛 𝑢𝑛 (𝑟⃗).
𝐻

(1.5)

Now, the next step is to solve the time-dependent Schrödinger equation in the presence of a
time-dependent interaction potential 𝑉̂ (𝑡)

𝑖ħ

𝜕𝜓(𝑟⃗,𝑡)
𝜕𝑡

̂0 + 𝑉̂ (𝑡)) 𝜓(𝑟⃗, 𝑡)
= (𝐻

(1.6)

This equation’s solution can be expressed as a linear combination of the energy eigenstates,
given that they form a complete set
𝜓(𝑟⃗, 𝑡) = ∑𝑙 𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡 .

(1.7)

Plugging equation (1.7) into (1.6) to for 𝜓(𝑟⃗, 𝑡)
𝑖ħ

𝜕 ∑𝑙 𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙 𝑡
𝜕𝑡
𝑑𝑎𝑙

𝑖ħ ∑
𝑙

𝑑𝑡

̂0 + 𝑉̂ )(∑𝑙 𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡 )
= (𝐻

𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡 + 𝑖ħ ∑ (−𝑖𝜔𝑙 )𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡
𝑙

̂0 + 𝑉̂ ) (∑ 𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡 )
= (𝐻
𝑙

̂0 can be replaced so the equation now becomes
Referring to equation (1.5) 𝐻
𝑑𝑎𝑙
𝑖ħ ∑
𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡 + 𝑖ħ ∑ (−𝑖𝜔𝑙 )𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡
𝑑𝑡
𝑙
𝑙
= (𝐸𝑙 + 𝑉̂ ) (∑ 𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡 )
𝑙

𝑑𝑎𝑙
𝑖ħ ∑
𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡 + 𝑖ħ ∑ (−𝑖𝜔𝑙 )𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡
𝑑𝑡
𝑙
𝑙
= ∑ 𝑎𝑙 (𝑡)𝐸𝑙 𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡 + ∑ 𝑎𝑙 (𝑡)𝑉̂ 𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡
𝑙

𝑙

With 𝐸𝑙 = ħ𝜔𝑙 , the expression simplifies to
𝑑𝑎𝑙
𝑖ħ ∑
𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡 + 𝑖ħ ∑ (−𝑖𝜔𝑙 )𝑎𝑙 (𝑡)𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡
𝑑𝑡
𝑙
𝑙
= ∑ 𝑎𝑙 (𝑡)(ħ𝜔𝑙 )𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡 + ∑ 𝑎𝑙 (𝑡)𝑉̂ 𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡
𝑙

𝑙
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𝑖ħ ∑𝑙

𝑑𝑎𝑙

𝑢𝑙 (𝑟⃗)𝑒 −𝑖𝜔𝑙𝑡 = ∑𝑙 𝑎𝑙 (𝑡)𝑉̂ 𝑢𝑙 (𝑟⃗) 𝑒 −𝑖𝜔𝑙𝑡 .

𝑑𝑡

Using the orthonormality condition the equation can be simplified further
∫ 𝑢𝑚 ∗ (𝑟⃗)𝑢𝑙 (𝑟⃗)𝑑 3 𝑟 = 𝛿𝑚𝑙
𝑖ħ ∑𝑙

𝑑𝑎𝑙
𝑑𝑡

[∫ 𝑢𝑚 ∗ (𝑟⃗)𝑢𝑙 (𝑟⃗)𝑑 3 𝑟]𝑒 −𝑖𝜔𝑙𝑡 = ∑𝑙 𝑎𝑙 (𝑡)[∫ 𝑢𝑚 ∗ (𝑟⃗)𝑉̂ 𝑢𝑙 (𝑟⃗)𝑑 3 𝑟] 𝑒 −𝑖𝜔𝑙𝑡 .

Which then becomes,
𝑑𝑎𝑚
𝑑𝑡

= (𝑖ħ)−1 ∑𝑙 𝑎𝑙 (𝑡)𝑉𝑚𝑙 𝑒 −𝑖𝜔𝑙𝑚𝑡 .

(1.8)

Where 𝑉𝑚𝑙 = ∫ 𝑢𝑚 ∗ (𝑟⃗)𝑉̂ 𝑢𝑙 (𝑟⃗)𝑑 3 𝑟 are the matrix elements of the interaction Hamiltonian
𝑉̂ (𝑡) and 𝜔𝑙𝑚 = 𝜔𝑙 − 𝜔𝑚
To solve Equation (1.8) perturbation techniques must be used. To do this, an expansion
parameter 𝜆, which varies continuously between zero and one, is implemented and the following
expression is obtained for 𝑎𝑚 (𝑡) (Griffiths, 2005)
𝑎𝑚 (𝑡) = 𝑎𝑚 (0) (𝑡) + 𝜆𝑎𝑚 (1) (𝑡) + 𝜆2 𝑎𝑚 (2) (𝑡) + ⋯.

(1.9)

Substituting Eq. (1.9) into Eq. (1.8) for 𝑎𝑚 and 𝑎𝑙 , and replacing 𝑉𝑚𝑙 with 𝜆𝑉𝑚𝑙 we obtain
the equation below
𝑑𝑎𝑚 (0) (𝑡)
𝑑𝑡

+𝜆

𝑑𝑎𝑚 (1) (𝑡)
𝑑𝑡

+ 𝜆2

𝑑𝑎𝑚 (2) (𝑡)

(𝑖ħ)−1 ∑ [𝑎𝑙 (0) (𝑡) + 𝜆𝑎𝑙 (1) (𝑡) +
𝑙

+⋯=

𝑑𝑡
𝜆2 𝑎𝑙 (2) (𝑡)

+ ⋯ ]𝜆𝑉𝑚𝑙 𝑒 −𝑖𝜔𝑙𝑚𝑡

which becomes
𝑑𝑎𝑚 (𝑁) (𝑡)
𝑑𝑡

= (𝑖ħ)−1 ∑𝑙 𝑎𝑙 (𝑁−1) (𝑡)𝑉𝑚𝑙 𝑒 −𝑖𝜔𝑙𝑚𝑡 , 𝑁 = 1,2,3, …

(1.10)

Now it is possible to model absorption by modulating 𝑁. So, to model linear absorption
we set 𝑁 = 1 in Eq. (1.10) and assume that in the absence of an applied field the atom is in the
ground state, which yields (Boyd, 2008)
𝑎𝑔 (0) (𝑡) = 1,

𝑎𝑙 (0) (𝑡) = 0 𝑓𝑜𝑟 𝑙 ≠ 𝑔.

Thus Eq. (1.10) becomes,
𝑑𝑎𝑚 (1) (𝑡)
𝑑𝑡

= (𝑖ħ)−1 𝑎𝑔 (0) (𝑡)𝑉𝑚𝑔 𝑒 −𝑖𝜔𝑔𝑚𝑡 = (𝑖ħ)−1 𝑎𝑔 (0) (𝑡)𝑉𝑚𝑔 𝑒 𝑖𝜔𝑚𝑔𝑡 (1.11)

and using Eq. (1.2) and (1.3), 𝑉𝑚𝑔 can be rewritten as
𝑉𝑚𝑔 = −𝜇𝑚𝑔 (𝐸𝑒 −𝑖𝜔𝑡 + 𝐸 ∗ 𝑒 𝑖𝜔𝑡 ).
3

Replacing this term and the others we have assumed in Eq. (1.11) we obtain
𝑑𝑎𝑚 (1) (𝑡)
𝑑𝑡
𝑑𝑎𝑚 (1) (𝑡)
𝑑𝑡

= −(𝑖ħ)−1 𝜇𝑚𝑔 𝑎𝑔 (0) (𝑡)[𝐸𝑒 −𝑖𝜔𝑡 + 𝐸 ∗ 𝑒 𝑖𝜔𝑡 ]𝑒 𝑖𝜔𝑚𝑔𝑡
= −(𝑖ħ)−1 𝜇𝑚𝑔 [𝐸𝑒 𝑖(𝜔𝑚𝑔 −𝜔)𝑡 + 𝐸 ∗ 𝑒 𝑖(𝜔𝑚𝑔 +𝜔)𝑡 ].

Integrating this equation to get the probability amplitude for one-photon absorption,
𝑡

′

′

𝑎𝑚 (1) (𝑡) = −(𝑖ħ)−1 𝜇𝑚𝑔 ∫0 𝑑𝑡′[𝐸𝑒 𝑖(𝜔𝑚𝑔 −𝜔)𝑡 + 𝐸 ∗ 𝑒 𝑖(𝜔𝑚𝑔 +𝜔)𝑡 ]
𝜇𝑚𝑔 𝐸 ∗

𝜇𝑚𝑔 𝐸

𝑎𝑚 (1) (𝑡) = ħ(𝜔

𝑚𝑔

[𝑒 𝑖(𝜔𝑚𝑔−𝜔)𝑡 − 1] + ħ(𝜔
−𝜔)

𝑚𝑔 +𝜔)

[𝑒 𝑖(𝜔𝑚𝑔+𝜔)𝑡 − 1].

(1.12)

We can simplify this equation by restricting our attention to the driving frequencies 𝜔 that
are very close to the transition frequency 𝜔𝑚𝑔 , which means that the first term in equation in Eq.
(1.12) dominates and the equation becomes
𝜇𝑚𝑔 𝐸
𝑎𝑚 (1) (𝑡) =
̃ ħ(𝜔 −𝜔) [𝑒 𝑖(𝜔𝑚𝑔 −𝜔)𝑡 − 1].
𝑚𝑔

(1.13)

Now that we have Eq. (1.13) we can describe the process for one-photon absorption
depicted in figure 1.1.(Zipfel, Williams, & Webb, 2003)

Figure 1.1: One-photon absorption process
Now that we have demonstrated one-photon absorption in Eq. (1.13), we shall repeat the
process for two-photon absorption by setting 𝑁 = 2 in Eq. (1.10),
𝑑𝑎𝑛 (2) (𝑡)
𝑑𝑡

= (𝑖ħ)−1 ∑𝑚 𝑎𝑚 (1) (𝑡)𝑉𝑛𝑚 𝑒 −𝑖𝜔𝑚𝑛𝑡 = (𝑖ħ)−1 ∑𝑚 𝑎𝑚 (1) (𝑡)𝑉𝑛𝑚 𝑒 𝑖𝜔𝑛𝑚𝑡

(1.14)

where we can rewrite 𝑉𝑛𝑚 as
𝑉𝑛𝑚 = −𝜇𝑛𝑚 (𝐸𝑒 −𝑖𝜔𝑡 + 𝐸 ∗ 𝑒 𝑖𝜔𝑡 ) =
̃ − 𝜇𝑛𝑚 𝐸𝑒 −𝑖𝜔𝑡 .

(1.15)

We neglect the term 𝐸 ∗ 𝑒 𝑖𝜔𝑡 since it will not produce terms in 𝑎𝑛 (2) (𝑡) related to the
absorption of a photon. Now we can substitute Eq. (1.13) and Eq. (1.15) into Eq. (1.14) to obtain
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𝜇𝑚𝑔 𝐸
𝑑𝑎𝑛 (2) (𝑡)
= (𝑖ħ)−1 ∑ {
[𝑒 𝑖(𝜔𝑚𝑔−𝜔)𝑡 − 1]} [−𝜇𝑛𝑚 𝐸𝑒 −𝑖𝜔𝑡 ]𝑒 𝑖𝜔𝑛𝑚𝑡
𝑑𝑡
𝑚 ħ(𝜔𝑚𝑔 − 𝜔)
𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2 𝑖(𝜔 −2𝜔)𝑡
𝑑𝑎𝑛 (2) (𝑡)
−1
= −(𝑖ħ) ∑
[𝑒 𝑛𝑔
− 𝑒 𝑖(𝜔𝑛𝑚 −𝜔)𝑡 ]
𝑑𝑡
ħ(𝜔𝑚𝑔 − 𝜔)
𝑚

Now, the second term in the brackets from the equation above does not lead to two-photon
absorption as indicated by the subscripts and thus can be dropped, making the equation now
𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2 𝑖(𝜔 −2𝜔)𝑡
𝑑𝑎𝑛 (2) (𝑡)
−1
= −(𝑖ħ) ∑
[𝑒 𝑛𝑔
]
𝑑𝑡
ħ(𝜔𝑚𝑔 − 𝜔)
𝑚

Integrating this equation as we did before yields the probability amplitude for two-photon
absorption,
𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2

𝑎𝑛 (2) (𝑡) = −(𝑖ħ)−1 ∑𝑚 ħ(𝜔

𝑚𝑔 −𝜔)

𝑡

{∫0 [𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡 ]𝑑𝑡′}

𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2

𝑒 𝑖(𝜔𝑛𝑔 −2𝜔)𝑡 −1

𝑚𝑔

(𝜔𝑛𝑔 −2𝜔)

𝑎𝑛 (2) (𝑡) = ∑𝑚 ħ2 (𝜔

[
−𝜔)

].

(1.16)

To further understand Eq. (1.16) we model two-photon absorption in Figure 1.2

Figure 1.2: Two-photon absorption process
Now that we finally have a probability amplitude 𝑎𝑛 (2) (𝑡) for the quantum event of twophoton absorption as described by Eq. (1.16), we can calculate the probability 𝑝𝑛 (2) (𝑡) that the
atom is in such a state 𝑛 at time 𝑡 by normalizing 𝑎𝑛 (2) (𝑡) (Griffiths, 2005)
𝑝𝑛

(2)

(𝑡) = |𝑎𝑛

(2)

𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2

2

(𝑡)| = |∑𝑚 2
ħ (𝜔

𝑚𝑔 −𝜔)

2

𝑒 𝑖(𝜔𝑛𝑔 −2𝜔)𝑡 −1

| |

(𝜔𝑛𝑔 −2𝜔)

2

| .

To simplify this equation we can transform the numerator of the second term as
2

|𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡 − 1| = [𝑒 𝑖(𝜔𝑛𝑔 −2𝜔)𝑡 − 1][𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡 − 1]
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∗

(1.17)

2

|𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡 − 1| = 2 − 𝑒 −𝑖(𝜔𝑛𝑔−2𝜔)𝑡 − 𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡
2

|𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡 − 1| = 2 − cos(𝜔𝑛𝑔 − 2𝜔)𝑡 + 𝑖 sin(𝜔𝑛𝑔 − 2𝜔)𝑡 −
cos(𝜔𝑛𝑔 − 2𝜔)𝑡 − 𝑖 sin(𝜔𝑛𝑔 − 2𝜔)𝑡
2

|𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡 − 1| = 2(1 − cos(𝜔𝑛𝑔 − 2𝜔)𝑡)
2

|𝑒 𝑖(𝜔𝑛𝑔−2𝜔)𝑡 − 1| = 4 sin2 [

(𝜔𝑛𝑔 −2𝜔)𝑡
2

].

(1.18)

In order to apply this simplification we rewrite Eq. (1.17),
𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2

𝑝𝑛 (2) (𝑡) = |∑𝑚 ħ2 (𝜔

𝑚𝑔

2

| 𝑓(𝑡)
−𝜔)

(1.17.1)

where we define 𝑓(𝑡) as
𝑓(𝑡) =

4 sin2 [

(𝜔𝑛𝑔 −2𝜔)𝑡
2

(𝜔𝑛𝑔 −2𝜔)

]

.

2

For what we are about to do we must substitute a value of 𝑥 into this equation and have the
relation
𝑥=

(𝜔𝑛𝑔 − 2𝜔)𝑡
2

in order to obtain
𝑓(𝑡) =

𝑡 sin2 [𝑥]
(𝑥)2

.

(1.20)

By taking the limit of Eq. (1.20) we are able to see that 𝑓(𝑡) can be replaced by a Dirac
delta function. By investigation we are able to see that 𝑓(𝑡) has a peak value when 𝜔𝑛𝑔 = 2𝜔,
when considering the relation regarding 𝑥, and that the area is approximately 2𝜋𝑡.
Thus we have,
lim 𝑓(𝑡) = 2𝜋𝑡𝛿(𝜔𝑛𝑔 − 2𝜔).

𝑡→∞

Once again, we rewrite Eq. (1.17.1) to be
𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2

𝑝𝑛 (2) (𝑡) = |∑𝑚 ħ2 (𝜔

𝑚𝑔

2

| 2𝜋𝑡𝛿(𝜔𝑛𝑔 − 2𝜔).
−𝜔)

Assuming that the state 𝑛 is spread into a density of final states defined as 𝜌𝑓 (𝜔𝑛𝑔 ), where
𝜌𝑓 (𝜔𝑛𝑔 )𝑑𝜔𝑛𝑔 is the probability that the transition frequency lies between 𝜔𝑛𝑔 and 𝜔𝑛𝑔 + 𝑑𝜔𝑛𝑔 .
Averaging the probability 𝑝𝑛 (2) (𝑡) over all possible values of the transition frequency yields
𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2

𝑝𝑛 (2) (𝑡) = |∑𝑚 ħ2 (𝜔

𝑚𝑔

2

∞

| 2𝜋𝑡 ∫0 𝜌𝑓 (𝜔𝑛𝑔 )𝛿(𝜔𝑛𝑔 − 2𝜔)𝑑𝜔𝑛𝑔
−𝜔)
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𝜇𝑛𝑚 𝜇𝑚𝑔 𝐸 2

𝑝𝑛 (2) (𝑡) = |∑𝑚 ħ2 (𝜔

𝑚𝑔

2

| 2𝜋𝑡𝜌𝑓 (𝜔𝑛𝑔 = 2𝜔)
−𝜔)

Rewriting this equation in terms of a two-photon cross section we obtain,
(2)

𝑝𝑛 (2) (𝑡) = 𝜎𝑛𝑔 (𝜔)𝐼 2 𝑡

(1.21)

where 𝐼 = 2𝑛𝜖0 𝑐|𝐸|2 is the intensity of the incident beam related to the amplitude E of the electric
field and, (Jackson, 1999)
(2)

1

𝜎𝑛𝑔 (𝜔) = (2𝑛𝜖

0

𝜇𝑛𝑚 𝜇𝑚𝑔

|∑𝑚 ħ2 (𝜔
𝑐)2

𝑚𝑔

2

| 2𝜋𝜌𝑓 (𝜔𝑛𝑔 = 2𝜔)
−𝜔)

(1.22)

From Eq. (1.21) we can finally see that the probability of the two-photon absorption event
occurring is proportional to the square of the excitation intensity and to the molecular cross section.
When we discuss this molecular cross section as described in (1.22) we must consider the
typical order of magnitude of such a cross section. This is defined as 1 GM (Gӧppert-Mayer),
𝑐𝑚4 𝑠

which is 10−50 𝑝ℎ𝑜𝑡𝑜𝑛2. Considering the reason for these units, one can see that it results from the
product of two areas, one for each photon, each in 𝑐𝑚2 and a time, within which the two photons
must arrive to be able to act together. It is this magnitude of the molecular cross section that has
been measured for the most common fluorescent molecules within a wide range of wavelengths.
Furthermore, it can also be seen from Eq. (1.22) how a fluorophore should have a cross
section local maximum corresponding to double the wavelength used for the single photon
excitation. However, this is not applicable in all fluorophore scenarios given that this statement is
only held true for very symmetric molecules and there are many more complex structures that may
be observed. (Kaatz & Shelton, 1999)
The issue of the small cross section also must be addressed. In order to ensure that the
two-photon event is observed there must be high photon flux densities from the radiation source
at the focal volume. One way to achieve this is to have a high power continuous wave laser
produce the excitation beam and then tightly focus the excitation beam onto the sample. However,
this is not a favorable approach given that the thermal effect on the sample would be significant
and may result in damage to the sample. The solution to this problem is to then use a short-pulsed
laser and to combine the spatial and temporal focusing of the excitation beam. With this approach
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the short pulses from the laser allow the reduction of the average power delivered and thus
decreases the amount of damage done to the sample brought on from the incident light.
1.2 Intensity of Two-Photon Fluorescence
The intensity of two-photon fluorescence 𝐼𝑓 (𝑡) is proportional to the square of the
(2)

excitation energy 𝐼(𝑡), to the molecular cross section 𝜎𝑛𝑔 , and to the measure of the efficiency of
photon emission as defined by the ratio of the number of photons emitted to the number of photons
absorbed; which is called the quantum yield 𝑄: (Born & Wolf, 1999)
(2)

𝐼𝑓 (𝑡) ∝ 𝐼(𝑡)2 𝜎𝑛𝑔 𝑄

(1.23)

To define the excitation intensity 𝐼(𝑡) we consider the relationship between the
instantaneous power 𝑃(𝑡), the wavelength of excitation radiation 𝜆𝑒𝑥𝑐 , Planck’s constant ℎ, the
speed of light in a vacuum 𝑐, and the illumination area 𝐴. This relationship between these values
is henceforth expressed by
𝐼(𝑡) =

𝜆𝑒𝑥𝑐 𝑃(𝑡)

(1.24)

ℎ𝑐𝐴

2

𝜆

𝑒𝑥𝑐
where the illumination area is defined by the relation 𝐴 = 𝜋 [2(𝑁𝐴)
] and (𝑁𝐴) is the numerical

aperture of the objective lens used.
𝜆

𝑒𝑥𝑐
Substituting Eq. (1.24) for the excitation intensity 𝐼(𝑡) with the relation of 𝐴 = 𝜋 [2(𝑁𝐴)
]

2

in mind and introducing a proportionality constant 𝑘, Eq. (1.23) becomes
𝐼𝑓 (𝑡) = 𝑘 [

𝜆𝑒𝑥𝑐 𝑃(𝑡) 2

𝐼𝑓 (𝑡) = 𝑘 [

(2)
] 𝜎𝑛𝑔 𝑄
ℎ𝑐𝐴
2
𝜋(𝑁𝐴)2 𝜆𝑒𝑥𝑐 𝑃(𝑡)
ℎ𝑐𝜆𝑒𝑥𝑐 2
(𝑁𝐴)2 2

𝐼𝑓 (𝑡) = 𝑘 𝜋 [ℎ𝑐𝜆

𝑒𝑥𝑐

(2)

] 𝜎𝑛𝑔 𝑄
(2)

] 𝑃(𝑡)2 𝜎𝑛𝑔 𝑄

For the situation in which a pulsed laser is use, the time averaged two-photon fluorescence
intensity 𝐼𝑓 (𝑡) can be expressed in terms of the peak laser power 𝑃𝑝𝑒𝑎𝑘 (𝑡) as
(2)
〈𝐼𝑓,𝑝𝑢𝑙𝑠𝑒𝑑 〉 = 𝜎𝑛𝑔
𝑄[

𝑁𝐴2
ℎ𝑐𝜆𝑒𝑥𝑐

2

]

1

𝜏

𝑝
∫ 𝑃𝑝𝑒𝑎𝑘 (𝑡)2 𝑑𝑡.
𝑇 0

With the relationship between the peak laser power 𝑃𝑝𝑒𝑎𝑘 and the average laser power 𝑃𝑎𝑣𝑒
being defined as
𝑃

𝑃𝑝𝑒𝑎𝑘 (𝑡) = 𝜏 𝑎𝑣𝑒
,
𝑓
𝑝 𝑝
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where 𝜏𝑝 is the pulse width and 𝑓𝑝 is the pulse repetition rate.
The expression for the two-photon fluorescence intensity 𝐼𝑓 (𝑡) can thus be rewritten in
terms of the average laser power 𝑃𝑎𝑣𝑒 through substitution,
(2)
〈𝐼𝑓,𝑝𝑢𝑙𝑠𝑒𝑑 〉 = 𝜎𝑛𝑔
𝑄[
(2)
〈𝐼𝑓,𝑝𝑢𝑙𝑠𝑒𝑑 〉 = 𝜎𝑛𝑔
𝑄[

𝑁𝐴2
ℎ𝑐𝜆𝑒𝑥𝑐
𝑁𝐴2
ℎ𝑐𝜆𝑒𝑥𝑐

2

2
𝜏𝑝 𝑃𝑎𝑣𝑒
(
)
∫ 𝜏 𝑓 𝑑𝑡
𝑇 0
𝑝 𝑝

2

𝑃𝑎𝑣𝑒 2

]
]

1

𝜏𝑝 𝑓𝑝

1.3 Optical Sectioning in Two-Photon Microscopy
Since two-photon absorption is dependent on the square of the excitation intensity it gives
rise to some optical sectioning capability.

Furthermore, since two-photon fluorescence is

generated when the laser beam is tightly focused than where it is more diffuse, the excitation
volume is restricted to the tiny focal volume within a subfemtoliter. This confinement of excitation
volume is then useful to gather images of consecutive planes that are separated by a fraction of a
micrometer; given that one femtoliter 𝑓𝐿 is equivalent to a cubic micrometer (𝜇𝑚)3. The images
that are collected on these consecutive planes will henceforth be known as “z-stacks” since they
are taken along the longitudinal axis from parallel planes that have fixed x-y coordinates. From
the fluorescent signal of these parallel planes three dimensional images can be constructed from a
given sample. Collecting images in this matter is very useful when considering the applications
that this technique could have in biological research. (Svoboda, Yasuda, & Carolina, 2006)
When discussing the optical sectioning capability of two-photon microscopy, one-photon
microscopy must also be discussed for comparison. To start the analysis we must consider the
point spread function (PSF) of each of these methods which provides insight as to the distribution
of the intensity from a point source at a focal region in the longitudinal and radial coordinates.
Using the paraxial approximation we find this is defined as such for one-photon and two-photon
respectively as follows, (Diaspro, 2001)
𝐼1𝑝 (𝑣, 𝑢) = 𝐼(𝑣, 𝑢)
𝑣 𝑢

𝐼2𝑝 (𝑣, 𝑢) = 𝐼 2 (2 , 2).
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Here the quadratic dependence discussed previously for two-photon microscopy becomes
apparent. It is also necessary that in these equations we relate the radial and longitudinal optical
coordinates, denoted by the variables 𝑣 and 𝑢 respectively, to the real coordinates as shown by
𝑣 = 2𝜋𝑟
𝑢=

sin 𝛼

𝜆
8𝜋(sin 𝛼)2
𝜆

where sin 𝛼 is the numerical aperture (𝑁𝐴) of the objective. To define the theoretical intensity
distribution 𝐼(𝑣, 𝑢) we use the same approximation and come to
𝐼(𝑣, 𝑢) =

𝑖𝑢𝜌
1
|2 ∫2 𝐽0 (𝑣𝜌)𝑒 2

2

2

𝜌𝑑𝜌| .

Now that we have described the PSF we can discuss the optical sectioning capability that
arises from two-photon microscopy as compared to one-photon by utilizing a Fourier transform
on the PSF to obtain a three dimensional optical transfer function (OTF) to describe how the image
shall be formed. In this situation our focus is on the planar fluorescent layers that are obtained
along the longitudinal axis and thus we can set the transverse coordinate 𝑣 to zero and the inverse
Fourier transform of the longitudinal cross-section is calculated to obtain the intensity as a function
of 𝑢 at the focal plane. This is plotted and normalized to unity so Figure 1.3 is obtained, the red
curve describes one-photon and the blue curve describes two-photon. (Becklund et al., 1989)

Figure 1.3: Fluorescence intensity function
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From Fig. 1.3 the sharp drop in intensity as the distance from the focal plane increases in
two-photon is apparent. In contrast, one-photon has an equal fluorescence intensity in all planes
demonstrating that there is no optical sectioning in one-photon. This demonstrates that when
looking at samples in a subfemtoliter space, two-photon microscopy is a useful tool due to its
optical sectioning capability.
1.4 Absorption, Scattering and Resolution of Two-Photon Microscopy
Using a near infrared (NIR) light to obtain excited states with photons of half the necessary
excitation energy in conjunction with two-photon microscopy is a useful tool when studying
samples such as biological tissue. An advantage of using NIR light is increased penetration depth
as compared with one-photon microscopy. This is due to the fact that tissue absorption and
scattering are greatly reduce in the NIR spectrum, and it has been shown experimentally that
penetration depth increases with wavelength. (Ash, Dubec, Donne, & Bashford, 2017)
When any light is transmitted into a tissue it is either scattered or absorbed. The scattering
of the light is usually attributed to Mie scattering or Rayleigh scattering. Mie scattering occurs
when particles have a diameter much larger than the wavelength of the incident light, and Raleigh
scattering occurs when particles are much smaller than the wavelength of the incident light. For
absorption, a light wave of a given frequency strikes a material with electrons having the same or
similar vibrational frequencies and those electrons absorb the energy of the light wave and
transform it into vibrational motion, thus terminating any further photon propagation.
To first describe the absorption process, we look at the absorption of light in a homogenous
absorbing medium. This situation can be described by the Beer-Lambert extinction law, which
relates the absorption of the light to the properties of the material through which it is traveling.
This equation is as follows, (Gobrecht & Bendoula, 2015)
𝐼 = 𝐼0 𝑒 −𝜇𝑎𝑑 ,
where 𝐼 is the intensity at the depth 𝑑, 𝐼0 is the intensity of the intensity of the incident light and
𝜇𝑎 is the constant known as the absorption coefficient, which is a representative term for
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determining how far incident light of a certain wavelength penetrates a material before being
absorbed.
However, when considering the NIR spectral region, scattering is usually the more
important factor than absorption. This is due to the massive variations in the refractive index of
the constituent parts in the tissue. As discussed previously, light is scattered by Raleigh scattering
or Mie scattering. In the situation of Raleigh scattering, only the trajectory of the photons are
changed through an elastic process. In the situation of Mie scattering, the light is scattered in a
highly anisotropic manner where most of the light is scattered in the forward direction. Since
materials like biological tissues consist of both small and large components that contribute to
Raleigh and Mie scattering, an approximation can be made where scattering is inversely
proportional to wavelength. It is for this reason that the NIR spectrum is utilized in two-photon
microscopy, and thusly can penetrate deeper into a sample as compared with a one-photon
excitation wavelength.
When describing the scattering of a medium of one type of particle, we can relate the
scattering coefficient 𝜇𝑠 to the number density 𝜌, which is the number of particles per volume,
shown as
𝜇𝑠 = 𝜌𝜎𝑠 ,
where 𝜎𝑠 is the total scattering cross section of a particle, which is also known as, the effective
area presented to the incident light.
Finally, the image resolution obtained with two-photon excitation is not better than that
achieved in a well-aligned confocal microscope. If a biological structure cannot be resolved in the
confocal microscope, it will similarly not be resolved in a two-photon excitation laser-scanning
microscope.
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1.5 Two-Photon Laser-Scanning Fluorescence Microscope

Figure 1.4: Schematic of the Two-Photon Laser Scanning Fluorescence Microscope
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1.5.1 Light Source
The microscope that is utilized in our lab is based on a Spectra-Physics Mai Tai
femtosecond Ti:Sapphire (Titanium-Sapphire) laser source. This system is ideal for multiphoton
spectroscopy such as two-photon microscopy. As the name suggests, the system can generate a
pulse width of less than 100 𝑓𝑠, with a repetition rate of 80 𝑀𝑧. Furthermore, the system can
deliver peak powers of over 300 𝑘𝑊, due to the short output pulse width, while the average power
can reach above 2.5 𝑊. The wavelength selection of this system can also be utilized as the laser
provides a wide tuning range of 690 𝑛𝑚 to 1040 𝑛𝑚, for efficient excitation of all commonly used
fluorophores. The reason this system is able to excite commonly used fluorophores is because the
one-photon excitation range for commonly used fluorophores is generally 350 𝑛𝑚 to 690 𝑛𝑚. If
we convert this range of 350 𝑛𝑚 to 690 𝑛𝑚 in one-photon excitation to the wavelength required
for two-photon excitation we are transported to the near-infrared region of the spectrum that can
be generated by our laser since we use the approximation that the excitation wavelength is twice
the wavelength used for one-photon.

As previously explored, this range of near infrared

wavelengths can be useful for imaging biological specimens because the absorption coefficients
in this range are minimized. Thus, this laser source is useful for obtaining wavelengths that exhibit
low absorption and scattering, yielding greater penetration depths in biological samples.
1.5.2 Waveplate and Polarizer
When the light is produced from our laser source it is linearly polarized in the horizontal
direction. This is due to a half waveplate attached to a rotary mount placed immediately after the
source. Using this half waveplate we are allowed to shift the polarizing direction by rotating the
fast and slow axis of the waveplate. For a typical half waveplate, the phase shift introduced is 𝜋
between the polarization components. For linearly polarized light this translates into a rotation of
2𝜃, where 𝜃 is the angle formed by the polarization vector and the fast axis of the waveplate.
After the half waveplate there is a linear polarizer that splits the beam into two parts with
different linear polarization. Using this type of polarizer is suitable to use with our femtosecond
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laser since it does not need to absorb the high intensity light but instead allowing a particular
polarization direction to go through parallel in the direction of the beam while all other polarization
directions are deflected perpendicular to the beam path.
Utilizing both the combination of the half waveplate and the linear polarizer we can
effectively control the average power of the laser beam. It is common that the polarizer is kept in
a fixed position while the waveplate is rotated to adjust the average power until the desired average
power is obtained. From Malus’ law we can see how the intensity of the beam is directly
proportional to the square of the cosine of angle when a perfect polarizer is placed in its path as
expressed by
𝐼 = 𝐼0 (cos 𝛼)2
where 𝐼0 is the intensity of the laser beam before the polarizer, 𝐼 is the intensity of the laser beam
after the polarizer, and 𝛼 is the angle formed between the polarization vector coming out of the
waveplate and the axis of the polarizer. Ideally the full intensity of the laser is transmitted when
𝛼 = 0° and is completely blocked if 𝛼 = 90°.
1.5.3 Scanning Platform
The scanning mechanism and the timing circuitry involved is essential in the two-photon
microscope system. This scanning mechanism provides fast sectioning capability that is useful to
image biological samples. The current capability of this system is to image a frame of 320 𝑢𝑚 by
320 𝑢𝑚 at a rate of 30 𝑓𝑝𝑠 (frames per second). This frame rate can also be tuned to reach frame
rates of 60 to 120 𝑓𝑝𝑠. However, the field of view is decreased in the vertical direction by one
half of its full frame for 60 𝑓𝑝𝑠 and by one fourth for 120 𝑓𝑝𝑠.
The scanning platform is comprised of a galvanometer mounted mirror and a spinning
polygonal mirror that produces a unidirectional raster scan pattern. The galvanometer mounted
mirror is responsible for scanning the vertical direction, 𝑦-axis, while the spinning polygonal
mirror is responsible for scanning horizontal direction, 𝑥-axis. The spinning polygonal mirror
consists of a disk with 36 facets equally distributed along the edge and has a constant rotational
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speed of 480 𝑟𝑝𝑚 (revolutions per second). Each of the facets of the polygonal mirror corresponds
to a line in the image parallel to the 𝑥-axis. From this we can calculate the line scanning rate for
the polygonal mirror that is fixed to 17280 𝐻𝑧. The amount of lines per image calculated for each
frame are shown in Table 1.2

Table 1.2: Lines per image corresponding to each frame rate.

Frame Rate (𝐻𝑧)

Lines per Image

30

576

60

288

120

144

Since the number of lines per images are at an integer multiple of 36, the number of facets,
it is guaranteed that the same facet scans the same line of every successive frame, meaning that
vertical scrolling effects are avoided.
The galvanometer-mounted mirror can be scanned in the vertical dimension at 30, 60, or
120 𝐻𝑧, which sets the scanning rate of the microscope. Since the two components involved in
the scanning are the galvanometer and polygonal mirrors we must synchronize them. This system
to synchronize the polygonal mirror and the galvanometer mounted mirror is called the
synchronization electronic circuit. This is done with a bicell photodiode that counts the number
of facets, lines, and generates an electronic signal that is used by the circuitry to drive the
galvanometer at a specific frequency. The photodiode is able to generate the synchronization
signal by using a 650 𝑛𝑚 laser diode that shines on the polygonal scanner so that its reflection
scans across the bicell photodiode.
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1.5.5 Dichroic Mirrors and Filters
Dichroic mirrors are used to separate laser beams with different wavelengths by having the
ability to transmit a certain range of wavelengths while reflecting others. Referring back to Fig.
1.5 we can see that our microscope system contains three dichroic mirrors that area labeled a, b
and c.
The dichroic mirrors were positioned so that the angle formed between the incident light
and the mirror is close to 45°. The dichroic mirror a transmits wavelengths above 660 𝑛𝑚 while
reflecting all other wavelengths that are below it. This is so that when excitation light reaches the
objective lens the fluorescence emitted from the sample is reflected in a perpendicular direction to
the initial beam path. The dichroic mirrors b and c then separate the fluorescent signals, redirecting
the specific ranges of the wavelengths to each detector; the detector being a photomultiplier tube
(PMT). For dichroic mirror b, the wavelengths that are reflected are below 495 𝑛𝑚, which allow
the higher wavelengths, blue range, to reach the PMT designated to the blue channel. The
fluorescent signal is then transmitted through dichroic mirror c, where it is separated one more
time. For dichroic mirror c, wavelengths below 580 𝑛𝑚, containing the green spectrum, are
reflected towards the green channel PMT and the remaining wavelengths above are transmitted to
the red channel PMT.
It is by utilizing these dichroic mirrors in our system that we are able to narrow down the
range of wavelengths to help separate the red, green and blue parts of the visible spectrum. We
further selectively detect this red, green and blue fluorescence by implementing band pass filters
in front of each detector which further narrow down the range of wavelengths. These band pass
filters are labeled in Fig 1.5 as d, e, and f and are labeled 483 𝑛𝑚, Vis IR, and 542 𝑛𝑚 respectively.
1.5.6 Objective Lens
When developing a microscope for scientific observation one of the most vital components
to consider is the objective lens. The objective lens is the element that gathers light from the object
being observed and focuses the light rays to produce a real image. The two factors to consider
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when choosing an objective lens are the numerical aperture (𝑁𝐴) and the working distance. The
range of angles over which the objective lens can accept or emit light is what characterizes the
numerical aperture number. Where the numerical aperture (𝑁𝐴) is defined as,
𝑁𝐴 = 𝑛 sin 𝛽
where 𝑛 is the refractive index of the objective immersion liquid and 𝛽 is the half angle of the
maximum cone of light that can enter or exit the lens. This equation will provide a unitless 𝑁𝐴.
When considering the working distance we define it as the distance from the front lens of the
objective to the closest surface of the coverslip when the specimen is in sharp focus. Generally,
when considering both elements in tandem the objective working distance will decrease as the
magnification and 𝑁𝐴 both increase.
The object utilized in our microscope is a water immersive lens, which means that the
refractive index is going to be defined as 𝑛 = 1.33 for pure water. The working distance is 1.50 2.20mm and the 𝑁𝐴 is .7.
The characteristics of the objective lens that were previously describe will determine the
resolution of the imaging system. Since our two-photon microscope has optical sectioning to
produce three dimensional imaging, the lateral resolution of our microscope must also be
discussed. This lateral resolution can be approximated as expressed in Abbe’s equation as such,

𝑅 = .6

𝜆
𝜆
≈
(𝑁𝐴) 2(𝑁𝐴)

where 𝑅 is the minimum distance between distinguishable objects in an image and 𝜆 is the
wavelength of the light that illuminates the sample.
1.5.7 Photomultiplier Tube (PMT)
The other very critical components in the two-photon microscopes are the photomultiplier
tubes. These photomultiplier tubes have a photosensitive surface in which the absorption of an
incident photon results in the emission of an electron. When the photons generate the electronic
charges they are sensed and amplified by the PMT. Since the absorption of a photon is what causes
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the emission of an electron the output current of a PMT is proportional to the number of photons
striking the photosensitive surface. The percentage of photons that are detected is defined as the
quantum efficiency (QE) and is a function of the illumination wavelength that is dependable on
the chemical composition of the surface. For these devices, the values of the QE may range
between 20% and 40%.
The PMTs are very responsive to changes in the input photon flux, being able to detect
changes within a few nanoseconds, which is useful when detecting and recording extremely fast
events that involve quick changes in photon flux. The dynamic range of the PMTs are also
considerably wide while still making the electrical output current accurately reflect the incident
photon flux.
When considering the performance of electronic imaging sensors we usually refer to the
signal to noise ratio. For the PMTs in our system, the signal to noise ratio is usually very high
since the dark current, which arises in electronic devices in the absence of light, is considerably
low.
Along with each PMT in our system is a Hamamatsu C7950 socket that converts the smallcurrent high-impedance output of the PMT into a low-impedance voltage output with a conversion
𝑉

factor of . 3 𝜇𝐴. Furthermore, each Hamamatsu C7950 socket is also connected to a ±15𝑉 supply
and a variable power supply that ranges from 0 𝑉 𝑡𝑜 + 3.6 𝑉 for high voltage adjustments. The
variable power supply is used to adjust the gain of the amplification circuit inside each C7950.
Since the photocathode, which is the photosensitive surface, has a large area the PMT can
more efficiently detect the fluorescent signals that are being collected. For our set up the
fluorescence comes from one point in the sample at a time and each PMT is able to handle a
maximum count rate of about 1𝑀𝐻𝑧.
1.5.8 Three-Dimensional stage
From our previously described polygonal mirror and galvanometer set up description it is
already understood that we are able to obtain a two-dimensional image at a given z-position.
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However, in order to properly create a three-dimensional reconstruction from the sample it is
necessary to move in the longitudinal direction. From the motorized three-dimensional stage in
our system, a Shutter Instrument model MP-285, we are able to move and obtain images in 𝑥, 𝑦
and 𝑧. The capability of this stages makes it so that it can travel one inch on all three axes and
𝜇𝑚

𝜇𝑚

provides a low resolution of . 2 𝑠𝑡𝑒𝑝 and a high resolution of . 04 𝑠𝑡𝑒𝑝. However, the typical
separation between planes is 1𝜇𝑚 in our lab. As for the speed that the stage is capable to move
𝑚𝑚

at, that is specified to be 2.9 𝑠𝑒𝑐 , which is useful for images that require small acquisition time.
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Chapter 2: Autophagy in Plants
Autophagy, from Greek, translates to “self-eating.” It is a major catabolic process in
eukaryotic cells in which the components of the cell are collected and up taken by the lysosomes,
in animal cells, or vacuoles, in plant cells, for degradation. Autophagy plays a paramount role in
plant fitness and immunity when responding to environmental stresses that are placed on the plant.
These stresses can be induced by a variety of methods that threatens the health of the plant. In
order to combat these stresses the process of autophagy is induced to maintain homeostasis by
gathering and degrading the components in the cell that require digestion. Autophagy has also
been thought as a sort of immunological response to environmental stresses, acting as a mechanism
to promote homeostasis by allowing the plant to mobilize its defenses when needed. Currently the
work to understand the process of the autophagy has been expanding at a very fast rate with plantspecific mechanisms and functions being uncovered to better describe the specifics of this
autophagy process. (Levine, Klionsky, & Arbor, 2004)
2.1 Autophagy Process Overview
The autophagy process can be thought as a sequence of membrane-dependent events.
These membranes that are formed and found in the cell during the process of autophagy shall
highlight the way the process is conducted as a series of steps so that the description of each step
in the process can be analyzed and discussed thoroughly. The way that these membranes interact
with the plants cellular components and each other shall also be explored to better understand the
mechanisms and concepts that describe autophagy.
For starters, it must be considered what initiates the autophagy process in plants. In all
eukaryotes it is necessary to not only synthesize essential components, but also degrade harmful
or superfluous components. These harmful and superfluous components can be created when
damage is induced on the plant through stress. The stresses on the plant can be induced from a
variety of environmental factors and changes. Such examples of the environmental stresses that
may be induced on a plant can include starvation, oxidative stress, drought, salt, and pathogen
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invasion. Once these stresses have been introduced the plant will accumulate more damaged
material that needs to be gathered and degraded. In an attempt to maintain homeostasis by
removing this damaged material a plant initiates autophagy as a self-healing response. (Han, Yu,
Wang, & Liu, 2011)
Once the stress has been introduced to the plant, the autophagy process initiates by
gathering the material that is destined for degradation. This is done by first creating a doublemembrane structure known as the phagophore. The phagophore then expands, surrounds the
material that needs to be disposed of, and closes. At this stage the phagophore is now considered
a double-membraned vesicle, which is known as the autophagosome. Once the material has been
gathered in the autophagosome it is now destined for degradation. (Levine, Klionsky, & Arbor,
2004)
As more and more material is being gathered for degradation an accumulation of
autophagosomes in the plant will occur. This accumulation of autophagosomes will be proceeded
by the process of them being up taken by the component that will be responsible for the degradation
of these autophagosomes that contains the gathered cellular components. This component,
responsible for the up taking of autophagosomes, is termed the protein storage vacuole. (Jiang et
al., 2001)
The protein storage vacuole contains digestive enzymes that will facilitate the breakdown
of the autophagosomes and their cargo. Once the autophagosomes are gathered in the protein
storage vacuole the digestive enzymes will begin degrade whatever material is inside the protein
storage vacuole. As the protein storage vacuole up takes more autophagosomes the digestive
process continues to take place and as the reserves of the protein storage vacuole are broken down
by the digestive enzymes a morphological and visual color change occurs. Once the digestive
process and the degradation of all the gathered autophagosomes is complete the protein storage
vacuole now contains the remains and byproducts of the material it has collected. It is at this stage,
when the protein storage vacuole contains all of the waste of its degraded material, that it is deemed
a lytic vacuole. (Izumi, Ishida, Nakamura, & Hidema, 2017; Zheng & Staehelin, 2011)
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The lytic vacuole now contains the material that was destined for degradation when it was
first gathered. This material being the damaged parts of the plant that were initially gathered by
the autophagosomes.
The standard model for the autophagy process in plants is as described in Figure 2.1 below
(Soto-burgos, Zhuang, Jiang, & Bassham, 2018)

Figure 2.1: Process of autophagy in plants
2.2 Mechanisms Required for Autophagosome Formation
At the beginning when the phagophore is first formed it is attempting to enclose the
material destined for degradation, complete sequestration by the elongating phagophore results in
formation of the autophagosome. This step is a simple sequestration, and no degradation occurs.
The formation of the phagophore and the subsequent transition to an autophagosome is dependent
on autophagy-related (ATG) proteins. The ATG proteins are the mechanisms that drive the
process of autophagosome formation along with other autophagy processes that occur in the plant.
Over the years the identification of the roles of these ATG proteins has assisted scientists in
understanding the pathways that contribute to autophagosome formation. (Marion, Bars, & Satiatjeunemaitre, 2018)
To initiate the process of autophagy we are first introduced to several protein complexes
that are essential to phagophore formation, expansion and enclosure. Where these complexes
interact is known as the preautophagosome assembly site (PAS).
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The first complex is the ATG1 complex, comprising of ATG1, ATG13, ATG101 and an
ATG11-like protein. The ATG1 complex is known to be one the main initiators of autophagy.
The second group of proteins that is introduced is the phosphatidylinositol 3-kinase (PI3K)
complex. This group of proteins is comprised of VPS34, VPS15 and ATG6 and seems to mark
the phagophore to distinguish it from other endomembranes in the plant. ATG9 is the next
important protein complex in the system and is comprised of the proteins AT9, ATG2, and ATG18.
The ATG9 protein complex is responsible for the expansion and enclosure of the phagophore. The
purpose of the presence of the ATG9 protein complex at the PAS is to ensure nucleation of the
phagophore.
Another very important component to consider when dealing with the formation of the
autophagosome is the presence of the conjugation system. In this sense, the conjugation system
refers to the binding of proteins on the phagophore to facilitate expansion, autophagosome
maturation, and targeting. The proteins utilized in this conjugation system are ATG3, ATG4,
ATG7, and ATG8. With the end result being the ATG8 protein serving as an autophagosome
marker. As such the ATG8 protein serves as a cargo specifier by interacting with so-called cargoreceptors to assist when the autophagosomes are delivered to the protein storage vacuole for
degradation.
All of the information previously discussed can be visualized in Figure 2.2 (Marion, Bars,
& Satiat-jeunemaitre, 2018)
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Figure 2.2: Autophagosome Formation
Figure 2.2 Represents the process of creating an autophagosomes and all of its constituents
where the purple bordered stars with a yellow fill represents the material that is to be collected by
the autophagosomes, the large colored boxes are the complexes and systems that facilitate each
stage in autophagosome formation, the smaller colored boxes with the black text represents the
proteins involved and the yellow text of ATG11 represents that the protein is ATG11-like.
2.3 Protein Storage Vacuoles
During different developmental stages of the plant life cycle, vacuoles assume diverse
functions in response to the changing needs of the cell, and their morphology will be significantly
different. This is especially true for the protein storage vacuoles in plants. The presence of the
protein storage vacuole is a response to a large accumulation of material and are almost analogous
to the function of lysosomes in animal cells. As such, their role in autophagy is paramount in
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maintaining homeostasis in the plant as they serve as the final destination for the autophagosomes
that have accumulated in the tissue. (Herman & Larkins, 1999; Izumi et al., 2017)
The protein storage vacuole in the autophagy process is the site for storing the
autophagosomes, as well as the site where they will be digested as well.

Unlike the

autophagosome, which is a no degradation phagophore that is only for storing the collected
material, the protein storage vacuole has the ability to not only store components, but also has the
capability to degrade them as well. This is due to the digestive enzymes known as proteases that
are in the protein storage vacuole. As such, as the material of the protein storage vacuole is broken
down by the proteases inside the protein storage vacuole becomes more acidic. This causes the
protein storage vacuole to have a change in morphology. This change in morphology can be
described by Figure 2.3 (Zheng & Staehelin, 2011)

Figure 2.3: Change in morphology of PSV
In addition, the change in morphology and transformation of the protein storage vacuole
also constitutes the change from the protein storage vacuole becoming a lytic vacuole. As
previously stated, as the proteases in the protein storage vacuole are mobilized for the reserves
inside of the protein storage vacuoles the vacuole becomes more acidic and continues until the
digestion of the sequestered material is completed and the protein storage vacuole has now fully
transformed into a lytic vacuole. The distinction is that the protein storage vacuole that once held
the autophagosomes has now digested the material inside and has undergone a change in
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morphology, as well as color, due to the activation of the enzymes inside, resulting in a lytic
vacuole. This change can be visualized by Figure 2.4 (Zheng & Staehelin, 2011)

Figure 2.4: Continued change in morphology in PSV
Shows the still changing morphology, in addition to a pseudo color change, as the PSV
(protein storage vacuole) transitions to a LV (lytic vacuole) under continued mobilization of
reserves in PSV and proteases (Zheng & Staehelin, 2011).
2.4 Induction of Autophagy
While the process of autophagy is understood very well and all of the components are well
defined the methods of induction are also another thing to consider. Since plants undergo several
environmental stresses throughout their life cycle it is necessary to identify the stresses that directly
induce autophagy.
In order to pinpoint the type of stresses that autophagy is required to be a part of there have
been studies that induce specific stresses to induce the autophagy process and demonstrate a clear
difference in the plant response. Such is the case in drought and salinity stress.
In experiments that study autophagy through the induction of the method of salinity and
drought stress it is demonstrated that autophagy is required for tolerance of these stresses in plants.
The way this is demonstrated is by conducting three different observations on plants undergoing
salinity and drought stress in relation to specific autophagy mechanisms and processes. First, the
mRNA level of the autophagy related gene AtATG18a was found to increase during salt and
drought stress. Second, autophagy was found to be induced under these conditions, as measure by
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MDC staining and recruitment of GFP-AtATG8 to autophagosomes. Third, the growth of RNAiAtATG18a, autophagy defective, plants was more sensitive to salt and drought conditions.
Together, this evidence suggest that autophagy is involved in plant survival during exposure to
salt and drought environments (Liu et al., 2009).
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Chapter 3: Identification of the Biological Components in Arabidopsis
Thaliana Leaves
In order to follow the process of autophagy in plants the conditions to induce autophagy
needed to be meet in a model plant, Arabidopsis Thaliana, as well as an understanding of the
autofluorescent signals that are given by the plants biological components. Understanding the
biology, formation, and morphology of the chloroplasts, autophagosomes and protein storage
vacuoles as it is defined in literature provides a method of following the autophagy process in
plants by identifying these structures with the use of their intrinsic properties of fluorescence and
morphology at different critical stages of the plants when undergoing stress. It is by correlating
the traits of different biological components that an experimental procedure to analyze the leaves
of Arabidopsis Thaliana under salt and drought stress, and replicating the procedure several times
with similar results, that a two-photon microscopy view of leaves undergoing the well-known
process of autophagy has been obtained.
The first step in trying to follow the autophagy process in Arabidopsis Thaliana leaves is
to identify the various components based on their established distinct features. The components
that we will be focusing on are the chloroplasts, autophagosomes, protein storage vacuoles and the
lipofuscin-like substance that is found when a protein storage vacuole transitions to a lytic vacuole.
3.1 Chloroplast
A defining component in leaves of a plant are the chloroplasts. Chloroplasts work to
convert light energy of the Sun into sugars that can be used by cells. The defining characteristics
of this organelle is the round, oval, or disk-shaped body commonly compared to a “football” or
“lens” like morphology. This is the defining characteristic when categorizing the chloroplasts. It
is also important to note that chloroplasts sizes vary between plant species and time during growing
phase. Figure 3.1 below shows the standard structure for a chloroplasts organelle. (Castle &
Ernest, 1922)
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Figure 3.1: Chloroplast reference image
Figure 3.1 shows an SEM image of a chloroplast that is commonly referred to as the general
morphology for this plant specific organelle.

Scale Bar = 2.5 µm (Zhang, Kato, Otters,

Vothknecht, & Sakamoto, 2012).
3.2 Autophagosomes
It has already been discussed the methods by which the autophagosomes come to be formed
and their purpose of sequestering materials. What has not been discussed is the autophagosomes
specific function during chloroplast degradation. During the autophagy process that directly
involves the consumption of chloroplast material, sometimes referred to as chlorophagy, the
autophagosomes form on the chloroplast structure. This leads to punctuated autophagosomes
lining the area of the chloroplast. This is why the autophagosomes generally found on chloroplasts
in literature still maintain the general lens morphology even when the chloroplast has been
consumed by the autophagosomes. A general visualization can be seen in Figure 3.2 below. (Dong
& Chen, 2013; Izumi et al., 2017)
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Figure 3.2: Chlorophagy diagram
3.3 Protein Storage Vacuole Fluorescence
As previously discussed the protein storage vacuoles function as the reservoir for the
material that is destined for degradation. When discussing this in the context of autophagy of
Arabidopsis Thaliana leaves, the material being gathered in the PSVs are the autophagosomes and
the section of the process that deals with the protein storage vacuoles can be revisited in Figure
3.3 (Soto-burgos et al., 2018).

Figure 3.3: Autophagy section in relation to vacuole
It has also already been discussed the general color and morphological change that is
accompanied as the reserves are utilized. This can be reiterated in Figure 3.4 below.
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Figure 3.4: PSV to LV transition
Another very important component that must be considered is the autofluorescence of the
protein storage vacuoles. Autofluorescence is the natural emission of light by biological structures
when they have absorbed light, and is used to distinguish the light originating from artificially
added fluorescent markers. By taking advantage of the fact that mature or near-mature PSVs are
autofluorescent one can feasibly identify PSVs by the color they emit. The specific color that
PSVs tend to emit is in the blue-range. The autofluorescent emission spectrum can be viewed in
Figure 3.5 below (Feeney et al., 2013; Feeney, Kittelmann, Menassa, Hawes, & Frigerio, 2018;
Hunter et al., 2007)

Figure 3.5: Autofluorescence emission spectrum of the PSV
The spectrum of this emission is in the 450 to 510nm range (Hunter et al., 2007).
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Another important piece of information that is needed when looking for PSVs is the fact
that they are mobilized in a response to a large accumulation of material. The accumulation of
material that is being discussed in this context are the autophagosomes (Herman & Larkins, 1999).
3.4 Lytic Vacuoles and Lipofuscin Like Fluorescence
When discussing the transition of the PSVs to LVs it is important to consider that since
vacuoles in plant cells are analogous to lysosomes in animal cells and have the similar proteases
acting to digest material the byproducts sometimes appear similar. The byproduct that is obtained
when lysosomal proteases in animal cells are utilized is a substance called lipofuscin that has an
autofluorescent signal that is in the green range. This lipofuscin like substance has also been
observed in plant vacuoles (Düggelin, Theres, et al.,1988). As such it is worth considering the
possibility that lipofuscin like autofluorescence will be found in the leaves of Arabidopsis Thaliana
under salt and drought stress once the PSVs begin transition to the LV stage. The section of this
transition in the PSV to LV cycle is shown below (Li & Kane, 2009; Zheng & Staehelin, 2011).

Figure 3.6: PSV/LV to LV transition
In order to see if the substance that is accumulated in the LVs is a lipofuscin like component
a comparison to the autofluorescent signal of regular lipofuscin is worth noting.

The

autofluorescent signal of regular lipofuscin is documented as in the green range and its emission
spectrum is expressed in Figure 3.7 (Croce, Bottiroli, & Unit, 2014; Guardo, 2015; Yung, Klufas,
& Sarraf, 2016)
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Figure 3.7: Autofluorescence emission spectrum of lipofuscin
The spectrum of this emission is in the 480 to 700nm range (Yung et al., 2016).
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Chapter 4: Following the Autophagy Process in Arabidopsis Thaliana Leaves
with Two-Photon Microscopy
Since Arabidopsis Thaliana leaves have components that can be identified using excitation
and emission optics a two-photon microscopy system can be utilized to image these leaves as they
progress through the process of autophagy that has been induced through drought and salt stress.
The plants that were undergoing the salt and drought treatments were compared to the control to
view any significant differences and the control was constantly monitored throughout the process
to see if there were any changes that were apparent in the control plant as well.
In order to conduct this experiment Arabidopsis Thaliana plants were grown under
controlled conditions and the experiment was repeated multiple times with similar results.
4.1 Experimental Set Up
In order to ensure that the Arabidopsis Thaliana plants were in the ideal environment the
procedure called to eliminate any possible external factors that may contribute to the stress of the
plants. To that end, all treatments/pots were kept in a growth chamber (Environmental Growth
Chamber, Chagrin Falls, OH) under the conditions of 25/20 °C temperature, 14/10 h photoperiod,
65 ± 3% relative humidity, and illumination of 340 𝜇𝑚𝑜𝑙 𝑚−2 𝑠 −1 . The plants were watered with
deionized (DI) water 50ml per day.
The soil of the plants was enriched soil with organic matter (OM) 18 ± 0.8%, pH 6.8, total
dissolved solids (TDS) 1370 ± 131

𝑚𝑔
𝐿

, and electrical conductivity (EC) 2750 ± 262

4.2 Treatment Regime and Experimental Procedure
1. Arabidopsis Thaliana Seeds are obtained
2. Refrigerate for 3 days
3. Germination Process Takes Place
4. Root Shoot develops after 4 days
5. Transfer to Potting Soil
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𝜇𝑆
𝑐𝑚

.

6. After 28 Days Reached Maturity
7. Start adding stress regime for 7 Days
8. For Drought: Water was withheld
For Salt: 0.4M NaCl was added in 50ml every two days (total 3 times)
For Control: No external factors were added
9. Collected leaves of various phenotypes for multiple days that provided the same data
10. Repeated process with similar results
4.3 Growing Process and Treatment Timeline of ARABIDOPSIS THALIANA
As mentioned in the experimental procedure, the Arabidopsis Thaliana seeds first had to
be germinated. Germination is the process of seeds developing into new plants by a seedling
sprouting from a seed. This is so that the seedling is developed enough to ensure healthy growth
when planted in potted soil. For this particular experiment the seeds were germinated in a petri
dish until a root shoot was developed after 4 days. The results of the germination can be seen in
Figure 4.1 below.

Figure 4.1: Germination Process
Once the germination process takes place and the root shoot is developed the seedlings are then
transferred to the potting soil and the second phase of the growing process occurs. The growth of
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the plants can be seen in the Figure 4.2 below along with the associated days after their placement
in the potting soil.

Figure 4.2: Growth of the Arabidopsis Thaliana
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Once the plants had reached maturation the stress regime was applied for 7 days and leaves
were collected following completion of the stress treatment.

Figure 4.3: Salinity and drought stress treatment
4.4 Leaf Selection for Experimentation based on Phenotype
In order to categorize the stressed leaves of the salt and drought treatments the physical
phenotypes of the leaves were observed and organized accordingly. A healthy leaf was one in
which it maintained the greenish hue of the control and had no changes in morphology or color;
thus it was simply categorized as “green.” The second categorization was the “leaf roll” phenotype
in which the leaf would start to fold into itself indicating that it was in the first phase of stress. The
color of the leaf rolling phenotype was still similar to the green seen in the healthy “green” leaf.
In the next phase, the leaf exhibited a loss of intensity in color and took on a lighter hue of green
and thus was dubbed “light green.” It would appear that at this point the leaves were experiencing
a color change since the next identifiable phenotype was “yellow.” Finally, the last identifiable
phenotype that was observed was a loss of color in the leaf and deemed the “no color” phenotype.
These phenotypes are shown in the figure below.
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Green

Leaf Roll

Light Green

Yellow

No Color

Figure 4.4: Assorted phenotypes of leaves
4.5 Results
Once the categorization of the leaves were established to mark the progress of the salinity
and drought stress treatments two-photon microscopy images were obtained to observe the
autophagy process as the severity increased.
As is seen in the following figures, multiple morphologies and views were found to be
present in one phenotype and as such were confirmed by testing multiple leaves with identical
phenotypes to ensure that the associated morphologies and characteristics of the discussed leaves
were accurate. At the end of the leaf selection, the roots of the control, salt and control were also
imaged at day 42 of the plants growing period.
The light source is a mode-locked femtosecond Ti:Sapphire laser (Maitai HP, wavelength
690-1040 nm, 100 fs, 80 MHz, Newport, Santa Clara, California). The wavelength was set at
710nm. The laser power at the sample site was set at 250 mW with a half waveplate and a
polarizing beam splitter. PMTs were set to voltages of 1.80V, 1.80V, and .70V for the blue, green
and red channels respectively. The bandpass filters were 483 nm and 542 nm for blue and green
detection channels respectively.
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Figure 4.5: Two-Photon results for “green” phenotype
Two-Photon results for the morphologies found in the “green” phenotype leaves for the
salt, drought and control treatments labelled a, b and c respectively. The purple arrows indicate
the chloroplasts that are present throughout the sample.
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Figure 4.6: Two-Photon results for “leaf roll” phenotypes in salt
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Two-Photon results for the morphologies found in the “leaf roll” phenotype for the salt
treatment. The white arrows point to chloroplasts that are accumulating autophagosome structures,
the purple arrow points a still intact chloroplast, a purple arrow with a yellow asterisk in “a”
indicates a enlarged intact chloroplast, titled by II, the white arrows with a red asterisk indicate the
enlarged view of the chloroplasts with autophagosomes in the green channel, titled by I, the purple
asterisks indicate the protein storage vacuoles, and the purple asterisk adjacent to yellow asterisk
denotes the enlarged view of the protein storage vacuoles isolated in the blue channel, titled by II.
The associated titles for figures a, b and c are “leaf roll 1,” “leaf roll 2,” and “leaf roll 3.”
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Figure 4.7: Two-Photon results for “leaf roll” phenotype in drought
Two-Photon results for the morphologies found in the “leaf roll” phenotype for the drought
treatment. White arrows point to chloroplasts that are accumulating autophagosome structures,
purple arrows point to a still intact chloroplast, a purple arrow with a yellow asterisk in “a”
indicates a enlarged intact chloroplast, titled by II, white arrows with a red asterisk indicate an
enlarged view of chloroplasts with autophagosomes in the green channel, titled by I, purple
asterisks indicate the protein storage vacuoles, and purple asterisk adjacent to yellow asterisk
denotes the enlarged view of the protein storage vacuoles isolated in the blue channel, titled by II.
The titles for figures a, b and c are “leaf roll 1,” “leaf roll 2,” and “leaf roll 3.”
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Figure 4.8: Two-Photon results for “light green” phenotype in salt
Two-Photon results for the morphologies found in the “light green” phenotype for the salt
treatment. The white arrows point to autophagosomes, the white arrows with a red asterisk indicate
the enlarged view of the autophagosomes in the green channel, titled by I, the purple asterisks
indicate the protein storage vacuoles, and the purple asterisk adjacent to yellow asterisk denotes
the enlarged view of the protein storage vacuoles isolated in the blue channel, titled by II. The
associated titles for figures a and b are “light green 1” and “light green 2.”
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Figure 4.9: Two-Photon results for “light green” phenotype in drought
Two-Photon results for the morphologies found in the “light green” phenotype for the
drought treatment. The white arrows point to autophagosomes, the white arrows with a red asterisk
indicate the enlarged view of the autophagosomes in the green channel, titled by I, the purple
asterisks indicate the protein storage vacuoles, and the purple asterisk adjacent to yellow asterisk
denotes the enlarged view of the protein storage vacuoles isolated in the blue channel titled by II.
The associated titles for figures a and b are “light green 1” and “light green 2.”
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Figure 4.10: Two-Photon results for “yellow” phenotype in salt
Two-Photon results for the morphologies found in the “yellow” phenotype for the salt
treatment. The white arrows point to autophagosomes, the white arrows with a red asterisk indicate
the enlarged view of the autophagosomes in the green channel, titled by I, the purple asterisks
indicate the protein storage vacuoles, the orange arrows indicate the lipofuscin-like fluorescence
and the purple asterisk adjacent to yellow asterisk denotes the enlarged view of the protein storage
vacuoles, titled by II or I. The associated titles for figures a, b and c are “yellow 1,” “yellow 2,”
and “yellow 3.”
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Figure 4.11: Two-Photon results for “yellow” phenotype in drought
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Two-Photon results for the morphologies found in the “yellow” phenotype for the drought
treatment. The white arrows point to autophagosomes, the white arrows with a red asterisk indicate
the enlarged view of the autophagosomes in the green channel, titled by I, purple asterisks indicate
the protein storage vacuoles, orange arrows indicate the lipofuscin-like fluorescence and the purple
asterisk adjacent to yellow asterisk denotes the enlarged view of the protein storage vacuoles, titled
by II or I. The associated titles for figures a, b and c are “yellow 1,” “yellow 2,” and “yellow 3.”

Figure 4.12: Two-Photon results for “no color” phenotype in salt
Two-Photon results for the morphologies found in the “no color” phenotype for the salt
treatment. The purple asterisks indicate the protein storage vacuoles, and the orange arrows
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indicate the lipofuscin-like fluorescence. The associated titles for figures a and b are “no color 1”
and “no color 2.”

Figure 4.13: Two Photon results for “no color” phenotype in drought
Two-Photon results for the morphologies found in the “no color” phenotype for the drought
treatment. The purple asterisks indicate the protein storage vacuoles, and the orange arrows
indicate the lipofuscin-like fluorescence. The associated titles for figures a and b are “no color 1”
and “no color 2.”
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As mentioned, once the leaves were imaged, the roots were collected on day 42 of the
plants growth and imaged to see if there was any autophagy activity. The two-photon microcopy
images can be seen in Figure 4.14 below.

Figure 4.14: Two-Photon results for roots
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Two-Photon results for the roots of the control, salt, and drought treated plants labeled by
a, b and c respectively. The yellow arrows point to the autophagosome like structures on the root
tissue.
For the graphs below, the pixel values and measurements of the autophagosomes, protein
storage vacuoles, lipofuscin-like fluorescence and chloroplast were obtained through the
program ImageJ by analyzing and averaging the figures above.
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Figure 4.15: Average chloroplast phagophore fluorescent intensity
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Figure 4.16: Average phagophore size in leaves
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Figure 4.17: Average protein storage vacuole fluorescent intensity
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Figure 4.18: Average lipofuscin-like fluorescence intensity

52

Micrometeres (um)

Phagophore Size
2.2
2.15
2.1
2.05
2
1.95
1.9
1.85

Roots and Leaf Phenotypes of Salt and Drought

Figure 4.19: Average phagophore size in roots and leaves
4.6 Discussion
Autophagy in plants is a rapidly expanding topic of interest that warrants more exploration.
It has been shown in recent studies how autophagy can be induced in plants and how the autophagy
process plays a role in chloroplast degradation (Liu et al., 2009; Dong & Chen, 2013; Izumi et al.,
2017). Through this knowledge there is an expectation of what the autophagy process is supposed
to express itself as when viewed in a two-photon microscopy system. By identifying the
components and effects that deal with autophagy it is demonstrated in this experiment how by
having a model plant, such as Arabidopsis Thaliana, under autophagy inducing conditions that
many similarities and consistent phenomena are seen. Such phenomena including the degradation
and destabilization of chloroplast as a leaf is induced to autophagy conditions by salinity and
drought stress. The phagophore containing the same fluorescence as the material they are
gathering is possible evidence of the autophagy process as well. This implies that the green
phagophores that are gathered on the chloroplast can be interpreted as being the autophagosomes
that are seeking to gather the damaged chloroplast material for degradation.
With the autophagy process not only being linked to leaves but also to roots as well one
can see that by autophagosome like structures not only forming on the leaves, but also the roots
53

could be evidence that the plant did go through the process of autophagy (Liu & Bassham, 2012).
More experiments monitoring the root could also provide some insight to the autophagy process.
Just as well, much like how the green chloroplasts of the leaves produced green phagophores, the
roots that had blue tissue produced blue phagophores. Since the autophagosome is responsible for
the collection of the material in the plant it is possible that since the fluorescence of the phagophore
and the material that is to be collected is the same, the phagophore structure that is observed is
indeed an autophagosome. If this is to be true then it would be in correlation with the behavior of
the autophagosomes when they are seen in the protein storage vacuoles in the leaves.
Since the protein storage vacuole autofluorescence emission spectrum is observed in
succession to the accumulation of the autophagosomes it would be in line with the process of
autophagy (Herman & Larkins, 1999; W et al., 2007). This would also be an explanation as to
why once the protein storage vacuole fluorescent structures are observed the green fluorescence
of the chloroplasts in the phagophore began to lose their fluorescence as the process seems to
become more severe.

Since the function of the protein storage vacuole is to digest the

autophagosome, it would account for the decrease in fluorescence that is observed in the
phagophore structures containing chloroplast fluorescence.
While the process of autophagy in terms of the function of autophagosomes and the relation
to the protein storage vacuole has been discussed extensively in research the matter of the
fluorescence of this protein storage vacuole warrants more discussion. Through this study, while
we observed a plant under autophagy conditions there was an observation of the protein storage
vacuole that has not been fully discussed yet. This observation was the fluorescent change of the
protein storage vacuole to a lytic vacuole. While it has been discussed the morphological and color
change that is observed when a protein storage vacuole digests its material the autofluorescent
signal that is observed when a protein storage vacuole becomes a lytic vacuole is still non reported
(Li & Kane, 2009; Zheng & Staehelin, 2011). The observed autofluorescent signal was one that
resembled a substance known as lipofuscin. This lipofuscin-like fluorescence could be accounted
for given the functional and composition similarities of plant cell vacuoles and animal cell
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lysosomes. Since both plant cell vacuoles and animal cell lysosomes are responsible for the
degradation of material and contain digestive proteases it could be postulated that the byproducts
are the same. It is due to the fact that lysosomes in animal cell produce lipofuscin and that
lipofuscin-like fluorescence has been observed in plant cell vacuoles that the autofluorescent signal
observed at the end of the experiment may be one that has similar properties to lipofuscin
(Düggelin, Theres, et al.,1988).
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Chapter 5: Second Harmonic Generation in Collagen Samples with Varying
Ratios
5.1 Second Harmonic Generation in Collagen
Second harmonic generation (SHG) is a second‐order non‐linear optical process produced
in birefringent crystals or in biological tissues with non‐centrosymmetric structure. SHG signal
originates from two excitation photons which interact with the material and are “reconverted” to
form a new emitted photon with half of the wavelength. A visualization of this process can be
seen below.

Figure 5.1: Second harmonic generation process
Recently the second harmonic generation phenomenon has been used to observe the
fibrillary structure of collagen. Using this technique it provides a non-invasive and nondestructive method for quantitative analysis of collagen samples (Chen et al. 2012). In this
experiment, it is also important to consider the types of collagen that are available and their
associated properties. Among the types of collagen are Col I and Col II that form aligned fibers
that have expressed strong SHG signals (Campagnola 2011). However, Col III and Col IV are
not fibrillar and thus do not produce strong SHG signals (Cox et al. 2003). Therefore, by varying
the ratios of collagen samples that consists of both Col I and Col III it is reasonable to assume
that the SHG signal will vary accordingly to the Col I:III relation.
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5.2 Materials and Methods
5.2.1 Chemicals
3D Collagen Culture Kit containing Collagen I solution, Medium 199, and Neutralization
solution for the formation of collagen gels, was obtained from Millipore and used following the
manufacturers recommendations. 1% Penicillin-Streptomycin and EmbryoMax® L-Glutamine
Solution (100X), 200mM were obtained from Millipore (Houston, TX, USA). Fetal Bovine Serum
was obtained from Gibco. Dulbecco’s Modified Eagle’s Medium/Nutrient Mixture F-12 Ham with
15mM HEPES and sodium bicarbonate, and 0.25% trypsin-EDTA were obtained from
ThermoFisher. Acetic Acid Glacial and Purified Bovine Collagen Type III were obtained from
Fisher Scientific (Houston, TX, USA). Cell Trace Violet (CTV), proliferation kit was obtained
from Invitrogen Carlsbad, CA, USA). 4% paraformaldehyde used to fix CMs onto the surface of
collagen gels was obtained from Sigma-Aldrich (Roman et. al. 2019).
5.2.2 Preparation of Collagen Gels
As 3D scaffolds have become predominantly used to explore the effects of materials on
different cellular functions, we fabricated gels composed of varying Col I:III ratios. These include
a 3:1 ratio similar to that found in healthy individuals and a 9:1 ratio representative of individuals
suffering of cardiac disease. A gel made of 100% Col I (Col I: III = 1:0) was also fabricated as a
control for all in vitro experimental analysis (Joddar et. al. 2016). The Col I solution was formed
by mixing bovine collagen I solution, 5X M199 medium with phenol red, FBS, and adjusting the
pH with neutralization solution (COLLAGEN 3D CELL CULTURE SYSTEM, Cat. No.
ECM765, Millipore Sigma, Burlington, MS). The percentages for each constituent were as
follows: 70.2% bovine collagen solution, 17.6% 5X M199 medium with phenol red, 10% FBS,
and 2% neutralization solution. Col III solution was formed by the addition of 0.8µL of 0.5M
acetic acid (CH3COOH) for each µg of bovine collagen III powder (Purified Bovine Collagen
Type III, Cat. No. CC078, Fisher Scientific, Houston TX, USA) and stirring it overnight at 4°C.
Acetic acid was then added until the solution reached a 1µg/µL concentration and 0.5M NaOH is
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added accordingly, neutralizing the pH. The observed gel ratios were obtained by combining the
appropriate amounts of each collagen solution into a homogeneous mixture followed by incubation
at 37°C for an hour or until gelation was observed. All gels were prepared in the same manner with
the only difference being the change in ratio when adding the respective amounts of Col I and III
as shown in Table 1(Roman et. al. 2019).
Table 5.1: Collagen gel Solutions

The scheme for making solutions in table 5.1 of Collagen I and III is depicted in (a) and
(b) respectively. The scheme for forming gels is outlined in (c) for formation of gels with 100%
Collagen I, and Collagen I:III gelled together in ratios of 9:1 and 3:1 respectively. For these gels,
the Collagen III solution was immediately added to Collagen I solution with gels allowed to form
by incubation for 1 hr. at 37°C along with addition of neutralization solution added to solution of
Collagen I. (Roman et. al. 2019).
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5.2.3 Second Harmonic Generation Set Up
3-Dimensional characterization of collagen samples were observed using a home-built
second harmonic generation (SHG) microscope (Acosta et al. 2014) The light source is a modelocked femtosecond Ti:Sapphire laser (Maitai HP, wavelength 690-1040 nm, 100 fs, 80 MHz,
Newport, Santa Clara, California). The wavelength was set at 930 nm to generate SHG signal at
465 nm. The blue detection channel has a bandpass filter (417-477 nm) to selectively detect this
SHG signal. The laser power at the sample site was set at 20 mW with a half waveplate and a
polarizing beam splitter.
5.3 Results
Results allowed a comparison of the acquired SHG images of self-assembled collagen
gels which showed a similar morphology in all cases but a significantly different distribution in
intensity as the amount of Col I decreased proportionately in gels having Col I:III of 1:0 to 9:1
and in 3:1. SHG images shown in Figure 5.1 of self-assembled gels from Col I:III in the ratio of
1:0 ,9:0 and 3:1 also confirmed a similar fiber alignment in all cases yet varying image
intensities in all samples. These results confirmed the identity and constitution of the varying
ratios of the Col I:III in the assembled gels which can be visualized in Figure 5.2.
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Figure 5.2: SHG images of Col I:III
The figure above SHG images of Col I:III ratios of 1:0, 9:1 and 3:1 denoted by a, b and c
respectively.
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Figure 5.3: SHG signal intensity of Col I:III
The figure above SHG signal intensity of Col I:III ratios of 1:0, 9:1 and 3:1.
5.4 Discussion
One major benefit to using two-photon microscopy for SHG to study collagen samples is
that it is non-destructive technique that still provides visualization of the material in question.
Furthermore, there is no dependability on other labeling mechanisms to decipher the structural
information (Lacomb et al. 2009).
For this experiment in particular it was especially useful to employ the fluorescent signal
of SHG to analyze the ratios of Col I:III while simultaneously being able to observe the structure.
With the strong and weak SHG of Col I and Col III respectively the ratios that were reported in
the synthesis methods seemed to be confirmed by the SHG signals of the samples.
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