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How do we learn to establish associations between arbitrary visual cues (like a red light) 
and movements (like braking the car)? We investigated the neural correlates of visuomotor 
association learning in the mid-lateral cerebellum. Although cerebellum has been considered to be 
a motor control center involved in monitoring and correcting the motor error through supervised 
learning, in this thesis, we show that its role can also be extended to non-motor learning. 
Specifically, when primates learned to associate arbitrary visual cues with well-learned stereotypic 
movements, the simple spikes of the mid-lateral cerebellar Purkinje cells reported the monkey’s 
most recent decision’s outcome during learning. The magnitude of this reinforcement error signal 
changed with learning, finally disappearing when the association had been overlearned. We 
modeled this change in neural activity through a drift diffusion-reinforcement learning based 
model. The concurrent complex spikes, contrary to traditional theories, did not play the role of 
teaching signal, but encoded the probability of error as a function of the state of learning. They 
also encoded features that indicate the beginning of a trial. Inactivating the mid-lateral cerebellum 
significantly affected the monkey’s learning performance while it did not affect motor 
performance. This is because the mid-lateral cerebellum is in a loop with other cognitive 
processing centers of the brain including the prefrontal cortex and the basal ganglia. Finally, we 
verified that the features we identified in primate experiments can also be extended to humans, by 
studying the visuomotor association learning in humans through functional magnetic resonance 
imaging.  
In summary, through electrophysiological and causal experiments in monkeys, imaging in 
humans, computational models and an anatomical framework, we delineate mechanisms through 
which the cerebellum can be involved in reinforcement learning and specifically, learning new 
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 I was working on the visuomotor transformation in the frontal eye fields for my 
undergraduate thesis in India when my PI, Aditya Murthy and I thought it would be nice to see 
how our findings could predict the activity in the lateral inter-parietal area. So, in the May of 2015, 
I reached out to Mickey for a summer internship, to continue working on my first love, 
oculomotor/vision neuroscience. 
 I got my passport stamped for the first time, was nervous and excited! When I walked into 
Mickey’s office, he asked me “what does the cerebellum do?” As an undergrad, the only time I 
have ever heard about the functions of the cerebellum was a 2-minute mention in one of my 
systems neuroscience lectures. I thought to myself, what does this have to do with the visuomotor 
transformation in the lateral inter-parietal area? Collecting my faint, vague memory, I said, “It 
helps you correct for … errors?”. “What type of errors?” he asked. I said to myself, I am going to 
take the next flight back home because I, a jet lagged, sleep deprived mess, was being interrogated, 
on a Monday morning at 8:30 am on something that I barely knew. Still, I said, “umm … movement 
errors … right?” (please be right). The next thing I know, he rings up someone and said “Hey 
Anna! Sorry if I woke you up, I have a gift for you”. And the rest is history.  
 Little did I know, I would be working on something that could potentially help rewrite 
textbooks and revise our understanding of the cerebellum. Of course, none of this would have been 
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possible hadn’t Anna independently and serendipitously discovered that cerebellar neurons acted 
funny when her monkeys were doing a visual search task. Her perseverance to explore and 
continue what she had seen, led to this whole project! 
Still, Anna, Mickey and I were all just blind leading the blind. We didn’t have any 
cerebellum expertise. In fact, the first R21 we wrote came back with a pink slip saying “Goldberg 
does not know anything about the cerebellum” (well, neither did they!). I could have never learned 
all the secrets and all the ways of the ‘cerebellar mafia’ if it was not for the generosity of David 
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 It was the first time ever that I recorded from a monkey brain - I just helped the grad student 
I was working with, Debaleena, put the electrode in the frontal eye fields and isolated a neuron. 
And just when the monkey made a leftward saccade, I could hear a sudden pour of rain which 
reminded me of the monsoon season in India where, as a little kid, I would wake up every morning 
wishing the school was canceled that day due to rain. But that was the true moment when I 
"believed" in science because that one neuron told me where and when the monkey made a saccade 
- so just that this time, I actually wanted to go to "school" when it "rained", just to explore this 
further.  That’s when I first fell in love with neuroscience and I couldn’t be happier that my love 
has taken me so far, culminating in this thesis. Neuroscience never fails to surprise or excite me. 
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1.1 What is the Cerebellum? 
1.1.1 Cerebellum and cerebellum like structures: 
The cerebellum, taking its name from ‘little brain’, is a unique brain structure found in 
almost all vertebrates, at different levels of the phylogenic scale. The cerebellum by itself does not 
initiate movement but operates as an error-control center, that monitors, fine tunes and corrects the 
errors in commands initiated elsewhere in the brain, making it indispensable for any organism that 
displays some form of learning behavior. It is weakly developed in amphibians and reptiles and 
relatively well developed in the more agile fishes. It is much more developed in birds and 
mammals. Primates and especially humans, who possess manual dexterity far exceeding that of 
other animals, have the most complex cerebellum, where it is greatly expanded and folded. 
Although the cerebellum only constitutes ~10% of the total volume of the brain, it contains more 
than half of all its neurons.  
 
Figure 1.1 Evolution of the brain and the cerebellum (modified from (Kawakami and 
Murakami, 2017)). Here, ‘C’ represents the cerebellum, highlighted in yellow.  
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1.1.2 Cerebellar macro-anatomy: 
The cerebellum has three main anatomical regions based on differences in their sources of 
input (Fig 1.2). First, the cerebrocerebellum occupies most of the lateral cerebellar hemisphere 
and receives input from many areas of the cerebral cortex. This region of the cerebellum is 
especially well developed in primates and is involved in the regulation of highly skilled 
movements. Second, the vestibulocerebellum is the phylogenetically oldest part of the cerebellum 
and it comprises the caudal lobes of the cerebellum including the flocculus and the nodulus. It is 
primarily involved in the regulation of movements underlying posture and equilibrium. Finally, 
the spinocerebellum occupies the median and paramedian zone of the cerebellar hemispheres and 
receives input directly from the spinal cord. The lateral part of the spinocerebellum is primarily 
concerned with movements of distal muscles, such as the relatively gross movements of the limbs 
while the central part (vermis) is primarily concerned with proximal muscle movements and eye 
movements. Several fissures subdivide the cerebellum into multiple lobules (Fig 1.2) 
 
 




Three cerebellar peduncles connect the cerebellum with other parts of the nervous system. 
The superior cerebellar peduncle connects the deep cerebellar nuclei (DCN) to the upper motor 
neurons in the red nucleus, the deep layers of the superior colliculus and the dorsal thalamus, the 
primary motor and premotor areas of the cortex after a relay. The axons of the pontine nuclei cross 
the midline and enter the cerebellum via the middle cerebellar peduncle and relay information from 
the cortex to the cerebellum. Finally, the inferior cerebellar peduncle projects to the vestibular 
nuclei and the reticular formation and receives axons from the vestibular nuclei, the spinal cord, 
and several regions of the brainstem tegmentum. 
 
1.1.3 Projections to and from the cerebellum: 
The cerebellum receives input from multiple sources. The major source is the primary 
motor and pre-motor cortices of the frontal lobe, the primary and secondary somatic sensory 
cortices of the anterior parietal lobe, and the secondary visual regions of the posterior parietal lobe. 
These input sources from the cortex are indirect inputs that relay in the pontine nuclei before 
entering the cerebellum. The cerebellum also receives direct inputs from the inferior olive and the 
locus ceruleus in the brainstem.  
The cerebellar cortex projects to the DCN, which then projects to upper motor neurons in 
the cortex (via a relay in the thalamus) and in the brainstem. The only exception to this is the direct 
projection from the vestibulocerebellum to the vestibular nuclei. There are four major DCN. In 
general, the cerebrocerebellum projects to the dentate nucleus, the vestibulocerebellum projects to 
the fastigial nucleus and the spinocerebellum projects to the two interposed nuclei. Anatomical 
studies in primates using virus tract-tracking (Strick et al., 2009b) have shown that large parts of 
the lateral cerebrocerebellum forming closed loops with non-motor areas of the cortex such as the 
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prefrontal cortex. That is, a region of the cerebellum projects back to the same cortical area that 
then projects to it. These closed loops run in parallel with other open loops that mostly receive 
input from several cortical areas and send output back to upper motor neurons in motor and 
premotor cortices. 
 
1.1.4 Cerebellar microanatomy: 
The neurons in the pontine nuclei receive projections from the cerebral cortex and then 
relay this information to the contralateral cerebellar cortex. The axons from the pontine nuclei 
(mossy fibers) synapse on granule cells, in the granule cell layer of the cerebellar cortex, whose 
axons (parallel fibers) ascend to the molecular layer of the cerebellar cortex. Here, the parallel 
fibers bifurcate and relay information via excitatory synapses onto the dendritic spines of the 
Purkinje cells (P-cells). P-cells are the principle output units of the cerebellar cortex. They have 
with elaborate fan like dendrites that extend into the molecular layer in a plane perpendicular to 
the parallel fibers so that each P-cell could receive input from a large number of parallel fibers, 
and at the same time, each parallel fiber can contact a large number of P-cells. The P-cells also 
receive a direct modulatory input on their dendritic shafts from the climbing fibers which arise 
from the inferior olive. Each P-cell receives numerous synaptic contacts from a single climbing 
fiber. About 40-50 P-cells project onto each neuron in the DCN (Person and Raman, 2012), the 





Figure 1.3 Cerebellar microanatomy 
PF, parallel fibers; SC, Stellate cells; BC, basket cells ; GrC, granule cells ; P-
cells, Purkinje cells ; CF, climbing fibers ; MF, mossy fibers ; PN, pontine nucleus ; 
IO, inferior olive; DCN, deep cerebellar nucleus 
 
The output of the cerebellar cortex is inhibitory because the P-cells are GABAergic (Ito 
and Yoshida, 1966). However, the neurons in the DCN receive excitatory input from the mossy 
fibers and climbing fibers collaterals (Chan-Palay, 1977). Furthermore, inputs from several other 
local neurons modulate the inhibitory activity of P-cells. The basket cells form inhibitory 
complexes of synapses around the P-cell bodies (y Cajal, 1911). The stellate cells receive input 
from the parallel fibers and provide an inhibitory input to the P-cell dendrites (Eccles et al., 1965). 
Finally, the Golgi cells in the molecular layer receive input from the parallel fibers and provide an 
inhibitory feedback to the granule cells (D‘Angelo, 2008). 
In summary, the P-cells receive two types of excitatory input from outside of the 
cerebellum, complex spike (CS) input directly from the climbing fibers of the inferior olive and 
the other, simple spike (SS) input indirectly from the cortex via the parallel fibers of the granule 
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cells. The basket, stellate, and Golgi cells gate the information flow through the cerebellar cortex. 
The P-cells then modulate the activity of DCN, which are also driven by the direct excitatory input 
from the mossy fibers and climbing fiber collaterals. This basic circuit is repeated over and over 
throughout every ‘microzone’ or subdivision of the cerebellum and it forms the fundamental 
functional module of the cerebellum.  
 
1.1.5 Molecular variations in cerebellar microarchitecture: 
Due to the uniform microanatomy of the cerebellar cortex, traditionally, its overall 
physiological characteristics have also been considered to be uniform. However, recent evidence 
(Zhou et al., 2014) suggests local variations in this cyto-architecture at a molecular level. For 
example, the baseline spiking activity of P-cells, differs between neighboring cerebellar zones and 
correlates with their expression of the glycolytic enzyme aldolase C or zebrin. SS and CS 
frequencies are significantly higher in P-cells located in zebrin-negative compared to those located 
in zebrin-positive zones. The difference in SS frequency persisted when the synaptic input to the 
P-cells was experimentally altered. However, it did not change when the intrinsic activity of P-
cells was manipulated. Blocking TRPC3, the effector channel of a cascade of proteins that have 
zebrin-like distribution patterns, diminished the SS frequency. These results indicate that 
cerebellar zones with differential expression of zebrin operate at differential frequencies, 







1.2 Cerebellum as a motor control system 
1.2.1 Evidence for cerebellum’s involvement in motor learning: 
Much evidence shows that the cerebellum facilitates motor learning, motor gain adaptation, 
predictive grip control, and the coordination of motor performance (Koziol et al., 2013; Manto et 
al., 2012a). There is a huge amount of cerebellar physiology in animal models from mouse to 
monkey, studying well-controlled examples of gain changes, the amount of force the organism 
must exert to accomplish a given task: for example to adapt an arm movement for the change in 
gain for the control of a cursor on a screen (Ojakangas and Ebner, 1992) or to adapt saccades in 
the face of adaptation induced by intra-saccadic target steps(Robinson et al., 2002). Cerebellar P-
cell SS activity correlates with the phase of gait in the rat (Sauerbrei et al., 2015), and a linear 
model showed that this activity correlated with speed, acceleration, and head attitude but rarely 
with EMG. In monkeys doing a random arm tracking task different SS correlate with arm velocity, 
arm position, and position error. CS set the sensitivity of the SS (Streng et al., 2017). Interestingly, 
although lesions and clinical studies indicate that the cerebellum is critical for force control, 
parametric control of force exerted by a muscle or around a joint has rarely if ever been correlated 
with cerebellar activity (Ebner et al., 2011), although a weak relationship between EMG and P-
cell activity has been demonstrated (Holdefer and Miller, 2009b). 
There is also clear evidence that the lateral cerebellum also can represent the visual targets 
of hand and eye movements. P-cells respond when a reach target appears, and also when a visual 
stimulus confirms that the monkey had reached correctly (Greger and Norris, 2005). When a 
monkey makes a saccade to a reach target, some  SS show visual responses to the saccade target 
regardless of the hand involved in the reaching (Norris et al., 2004). Cerebellar neurons that are 
not selective for hand are selective for spatial location of the reach target (Greger et al., 2004).  Liu 
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et al.(Liu et al., 2003) showed that when there is a dissonance between the stimulus and the 
movement – for example when a cursor describes the opposite rather than actual position of a hand 
in a visually-guided movement task, SS describe the cursor movement, not the hand movement.   
Patients with cerebellar damage, irrespective of the causes or location, often display persistent 
errors in movement and motor control. Furthermore, these movement errors are always on the 
same side of the body as the damage to the cerebellum (since the cerebellum controls the ipsilateral 
side of the body)(Walker, 1990).  
The visual, somatic and other inputs to the cerebellum are represented topographically 
within the cerebellum (Winawer and Curtis, 2019). Due to this, the movement deficits may be very 
precise. For example, one of the most common and well-studied cerebellar syndromes is caused 
by degeneration in the anterior region of the cerebellar cortex in patients with a history of alcohol 
abuse. This specifically affects gait, that is movement in the lower limbs, which are embodied in 
the anterior spinocerebellum. This results in a wide and staggering gait, with little impairment of 
upper limb movements(Walker, 1990). This is also one of the reasons why the ability to walk in a 
straight line is compromised when drunk since the alcohol affects the cerebellum which in turn 
causes temporary deficits in gait. These pathologies suggest that normally, the cerebellum is 
capable of integrating the moment-to-moment actions of joints and muscles to ensure efficient 
motor performance through smooth execution of a full range of motor behaviors. Thus, cerebellar 
lesions primarily lead to a lack of coordination of ongoing movements. For example, damage to 
the vestibulocerebellum leads to the inability to stand upright and maintaining the direction of gaze 
(Walker, 1990). This entails nystagmus, where the eyes drift from the target and then jump back 
with a corrective saccade, because of difficulty maintaining sustained fixation. 
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Two main hypotheses have been formulated to explain the role of the cerebellum in motor 
functions: the inverse and the forward internal models. Classically, it was thought that the 
cerebellum acts as an inverse dynamic internal  model, which  transforms the desired movement 
trajectory into a motor command (HOLMES, 1917). This view was supported by early 
neurophysiological studies that showed that the neural activity of the P-cells correlated with the 
parameters of the motor command, in terms of force, torques and motor coordinates. (Holdefer 
and Miller, 2009a; Miller and Houk, 1995; Thach, 1968, 1978; Yamamoto et al., 2007). These 
views were supported by clinical studies, which showed that cerebellar patients have difficulties 
in force adaptation (Maschke et al., 2004; Smith et al., 1993). 
The other hypothesis is that is the cerebellum acts as an internal forward model, in which 
an internal representation of the inputs and the outputs of a voluntary  movement is stored  (De 
Zeeuw and Ten Brinke, 2015; Ishikawa et al., 2016; Narayanan and Thirumalai, 2019; Shadmehr 
et al., 2010). According to this view, efference copies of the motor commands directed to the spinal 
cord are used by a forward dynamic model to predict the ideal sensory consequences for 
successfully applied motor commands (Bastian, 2006; Ishikawa et al., 2016; Pasalar et al., 2006; 
Popa et al., 2019; Wolpert et al., 1998b). The connectivity between the cerebellum and the cerebral 
cortex provides the substrate of internal forward models. For instance, the anterior lateral 
cerebellar hemispheres receive the efference copy of the motor command from the motor and 
premotor areas of the frontal lobe via the pontine nuclei (Hoover and Strick, 1999; Kelly and 
Strick, 2003a; Lu et al., 2007), and the sensory feedback from the spinocerebellar tracts (Oscarsson 
and Sjölund, 1977). Another characteristic of the forward internal model is the prediction of the 
sensory consequence of a movement, and the ability to adapt to new context. According to this 
view, in a self-generated movement, the output of a well-learned forward model should be 
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relatively insensitive to sensory reafferent, as the prediction should closely match the sensory 
feedback. Indeed, neurophysiological evidence reports a lower sensory to sensory feedback of the 
DCN neurons in self-generated movements, comparted to passive movements, and when the 
movement is perturbed by external forces, the sensory response of fastigial neurons gradually 
decreases mirroring the adaptation that occurs in the movement  (Brooks et al., 2015; Brooks and 
Cullen, 2013, 2019). 
 
1.2.2 Supervised learning mechanism for motor learning: 
Marr and Albus suggested that the cerebellum might be involved in learning motor skills 
(Albus, 1971; Marr, 1969). Ito’s experiments indicated that the climbing-fiber input to P-cells 
modifies the response of the neurons to mossy fiber inputs and does so for a prolonged period of 
time (Ito, 1984). Clearly, despite the low frequency and sparse nature of their firing activity, the 
climbing fibers modulate the input of parallel fibers to P-cells by selectively inducing long-term 
depression (LTD). An important feature of LTD is that it occurs only in those parallel fiber 
synapses that are active at the same time as the climbing fibers (Suvrathan et al., 2016). Other 
parallel fiber synapses that were not activated in coincidence with the climbing fibers will undergo 
a very slight long-term potentiation (LTP). The relative weights of LTP and LTD are modulated 
in a way so that the baseline firing of climbing fibers will not shut down all the synapses eventually 
due to LTD accumulated over a long period of time.  
Altering the strength of certain synapses selectively between parallel fibers and P-cells can 
be used for supervised control of ongoing motor plans (Raymond et al., 1996; Raymond and 
Medina, 2018; Suvrathan et al., 2016). During an erroneous movement, the climbing fibers encode 
certain features of the error such as the amplitude or the direction in their firing rate(Medina and 
Lisberger, 2008), timing (Herzfeld et al., 2018). The strength of the climbing fiber effect correlates 
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with the waveform duration (Yang and Lisberger, 2014). Their firing depresses the synaptic 
strength of parallel fibers involved with those errors, thus changing the SS rate and thus behavior 




Figure 1.4 Supervised learning in the cerebellum  (taken from (Raymond and 
Medina, 2018)) 
Granule cell layer (cyan) performs feature extraction on the input signal and sends this preprocessed 
information to the cerebellar P-cell layer. Errors generated as a result of comparing the actual 
response with the desired response (orange) instruct and adjust the synaptic weight between the 




1.3 Can cerebellum process reward information? 
1.3.1 Clinical, imaging and anatomical evidence for a non-motor role of cerebellum: 
Motor control is not the only cerebellar function. In a classic review Leiner et al. argued 
that the basal ganglia, the thalamus, and the cerebellum all expanded as the primate frontal cortex 
evolved(Leiner et al., 1986b), and hypothesized that “Signals from the older part of the dentate 
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nucleus certainly help the frontal motor cortex to effect the skilled manipulation of muscles, and 
signals from the newest part of the dentate nucleus may help the frontal association cortex to effect 
the skilled manipulation of information or ideas”. Newer tract-tracing (Strick et al., 2009a) and 
fMRI connectivity(Buckner et al., 2011a) studies have provided in greater detail evidence that the 
range of cerebello-cortical connections extends far beyond purely motor areas, including pre-
frontal areas that are important in behavior but less so in the specific aspects of motor control. In 
particular, the presence of cerebellar-cortical-cerebellar anatomical loops suggest that the 
cerebellum and the cortex may work in tandem in generating complex higher order behavior 
beyond that of fine-tuning movement.   
A number of clinical studies suggest that patients with cerebellar disease have cognitive 
and psychiatric deficits (Koziol et al., 2013; Schmahmann et al., 2009).  Thus, Schmahmann has 
described a cognitive syndrome in cerebellar patients that are typical of the cortical areas to which 
the CB projects(Schmahmann et al., 2009). He described patients with frontal-like deficits: 
executive deficits in planning, set-shifting, abstract reasoning, verbal fluency, working memory, 
often with perseveration, distractibility or inattention; personality change with blunting of affect 
or disinhibited and inappropriate behavior. Other patients had parietal-like problems: visual–
spatial disorganization impaired visual–spatial memory; and difficulties with language production 
including dysprosodia, agrammatism and mild anomia. Fiez described a cerebellar patient with 
difficulty in associating verbs with nouns(Fiez, 1996). A patient with a damaged right cerebellum 
(blocked posterior inferior cerebellar artery) could not learn a word association task (Liu et al., 
2000). None of these studies were prospective, so we cannot tell if the cognitive deficits preceded 
the cerebellar damage. Cerebellar dysfunction has also been implicated in autism spectrum 
disorders: patients have a number of cerebellar-style motor deficits and post-mortem pathology 
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suggests a decrease in P-cells relative to brains of age-matched typical controls(Becker and 
Stoodley, 2012).  
There are several imaging studies that show cerebellar activities for higher order processes 
and cognitive functions, independent of motor functions. Positron emission tomography imaging 
during silent reading (without making overt speech related movements) revealed activations in the 
right lateral cerebellum (Fiez and Petersen, 1998) suggesting a role of lateral cerebellum in 
language and cognitive processing dissociated from motor control. Furthermore, the dentate 
nucleus dramatically increased in activity when subjects were required to assess sensory 
information consciously (Liu et al., 2000). Solving a pegboard puzzle involves greater lateral 
cerebellar and DCN activities than the simple motor task of moving the pegs on the board as 
observed from an fMRI experiment (Kim et al., 1994a).  
 
1.3.2 Input output characteristics for reward processing  
Recent evidence shows that both the inputs to the cerebellar P-cells, the granule cells 
(Wagner et al., 2017) and the climbing fibers (Heffley and Hull, 2019; Heffley et al., 2018; 
Kostadinov et al., 2019) encode reward information in mice. They process reward independent of 
ongoing movements. However, none of these studies investigated the SS activity while the animal 
was learning non-motor tasks. It is unclear if and how these cells encode reward related 
information with learning non-motor tasks. It is also unclear as to how the P-cells that receive 
reward related information, process and transform them to affect behavior during non-motor 




1.3.3 Visuomotor association learning 
A particularly important cerebellar function is sensorimotor association. The simplest form 
of this is the classical conditioning of the eye blink reflex. Rabbits with nucleus interpositus or 
cerebellar cortical lesions, and humans with various cerebellar lesions have deficits in this 
paradigm, which cannot be attributed to timing or motor deficits (Bellebaum and Daum, 2011). 
Cerebellar patients also have visual association deficits. In a task in which subjects had to associate 
different visual objects and respond with either a simple or a more difficult motor responses, 
cerebellar patients had deficits with visual associations independent of motor difficulty(Maschke 
et al., 2002; Timmann et al., 2002). Nixon and Passingham showed that monkeys with dentate 
lesions had a deficit in sequence learning. They also tested the monkeys on a task in which the 
monkeys had to associate a visual stimulus with a direction of hand movement.  The monkeys had 
difficulty recalling a learned association, and one of three monkeys in this study had great difficulty 
learning a new association(Nixon and Passingham, 2000b).  
There is a growing consensus that visuomotor association requires a network that includes 
the cerebellum, the prefrontal cortex, and the basal ganglia(Bédard and Sanes, 2009). Neural 
activity associated with visuomotor association has been found in the monkey prefrontal cortex 
(Chen and Wise, 1995a, b; Histed et al., 2009b; Pasupathy and Miller, 2005a),  and basal 
ganglia(Histed et al., 2009b; Pasupathy and Miller, 2005a) areas postulated to be within a loop 
shared by the cerebellum (Bédard and Sanes, 2009), but a similar function has not been found in 
cerebellar neurons in the monkey. Although the cerebellum would seem perfect to participate in 
forms of learning beyond motor control, with the exception of a recently published paper that 
comprises Chapter 4 of this thesis (Sendhilnathan et al., 2020b)  there is no neurophysiological 
literature on aspects of cerebellar function when a visual stimulus instructs the animal to make a 
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specific movement that does not target the stimulus. This is despite the fact that cerebellum projects 
to prefrontal areas that are not involved in the programmatic aspects of motor control, but rather 
are involved in associative decisions e.g. choosing how to respond to a stimulus (Strick et al., 
2009a).  
During visuomotor association learning, animals use information available in the outcome 
of the recent decision to learn that a given visual stimulus is associated with a given movement 
and report their choice through well-learned movement that does not necessarily change through 
the paradigm. Hence, this paradigm provides a convenient way to study the effects of higher order 
processing, decoupled from motor learning, over a timescale that is experimentally tractable. 
Learning a novel visuomotor association involves understanding that the presence of an arbitrary 
symbol instructs the subject to make a particular movement even though there is nothing about 
that symbol that describes the movement it instructs, just as a red traffic light instructs a driver to 
press the brake. The error signal is cognitive in nature and does not describe a mistake in the 
parameters of the movement, but rather it describes the consequence of failing to make the 
association.  
Due to the experimental and conceptual advantages this paradigm offers, we used a 
visuomotor association task to study the neural underpinnings of reinforcement learning in the 
mid-lateral cerebellum in this thesis as delineated below. 
 
1.4 Thesis organization: 
In this thesis, we start by describing the general materials and methods that we used to 
study the role of cerebellum in reinforcement learning in chapter 2. Then, we first studied the 
nature of information encoded by the SS of the primate mid-lateral cerebellum to see if they 
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encoded reward related information independent of movement in conditions where there are 
visuomotor association without changes in motor kinematics and in conditions where there were 
changes in motor kinematics without a need for non-motor learning (chapter 3). Then we studied 
the neural mechanisms by which the SS can enable reinforcement learning through trial by trial 
activity changes in activities in chapter 4. After this, in chapter 5, we studied the role of the 
concurrent CS, their interaction with SS and their effect on behavior. In chapter 6, we asked if the 
cerebellum is actually necessary for reinforcement learning or are the activities seen so far are only 
correlative, by inactivating the cerebellum through pharmacological means. Finally, we 
investigated if the signals we discovered in the primate cerebellum were also seen in the human 
cerebellum, using fMRI in chapter 7. In chapter 8, we conclude, discuss broader implications 




















Chapter 2  




Materials and methods that are common to all chapters are mentioned in this chapter. Methods 
specific to each chapter are mentioned in respective chapters. All experimental protocols were 
approved by the Animal Care and Use Committees at Columbia University and the New York 
State Psychiatric Institute, and complied with the guidelines established by the Public Health 




2.1 Experimental model: 
We used two male adult rhesus monkeys (Macaca mulatta), Barney (B) and Silas (S), 
weighing 10-11 kg each, for the experiments. We first trained the monkeys to sit in a primate chair 
using the pole and collar technique. Once the monkeys were chair trained, using standard sterile 
surgical techniques and endotracheal isoflurane general anesthesia, we implanted 10–15 titanium 
screws in the monkeys’ skull and used them to anchor an acrylic cap in which we placed a head-
fixing device and the recording chamber. We left the bone intact and made 3 mm burr holes 
through which we then could insert the electrodes. We used two recording cylinders, on the left 
hemisphere for monkey B and both hemispheres for monkey S. During testing, monkeys worked 
for their daily water intake and were supplemented with dried and fresh fruits. Monkeys weights 
and general health were monitored on a daily basis.  
 
2.2 Behavioral Data collection:  
We used the NIH REX system for behavioral control(Hays et al., 1982).  The monkey sat 
inside a dimly lit recording booth, with its head firmly fixed, in a Crist primate chair 57 mm in 
front of a back-projection screen upon which visual images were projected by a Hitachi CP-X275 
LCD projector controlled by a Dell PC running the NIH VEX graphic system. The monkeys held 
on to two manipulanda with either hand. Their licking rate, eye movements and hand movements 
were monitored by a lick meter, eye camera and a hand camera respectively (as explained in the 





Figure 2.1 Schematic of the experimental setup 
 
2.3 Behavioral tasks: 
2.3.1 Two-alternative forced-choice discrimination task for visuomotor association 
learning:  
The two-alternative forced-choice discrimination task (Fig 2.2) began with the monkeys 
grasping two bar-manipulanda, one with each hand, after which two cues (white square) appeared 
sequentially. The first one (cue 1) was briefly flashed on the top-left corner of the screen to signal 
a photocell that there was a programming change in the VEX display system. This square appeared 
at every subsequent change in the video display. The computer began to monitor whether the 
monkeys had pressed the bars 20 ms after this cue. On 97% of the trials the monkeys had pressed 
both bars during the inter-trial interval and on those after a fixed interval of 525 ms, the second 
one (cue 2, white 1° x 1° square) was flashed at the center of the screen for 800 ms. On the 
remaining 3% of the trials the monkeys waited until after cue 1 to press the bar, so there was a 
variable time between the two cues. Then one of a pair of symbols appeared briefly for 100 ms, at 
the center of gaze. There was no jitter in time between the time of cue onset and the time of symbol 








We rewarded the monkeys with a drop of juice for releasing the hand associated with that symbol 
as soon as possible. The opening of the solenoid to deliver the liquid reward was paired with a 
beep-sound feedback and they both began 1 ms after the initiation of the correct hand movement. 
From the initiation of the hand movement, there was an 800 ms delay (inter trial interval, ITI) until 
the next trial started. The monkeys were trained to only release one hand in response to the 
presented symbol; if they released both hands, the trial was automatically aborted. On wrong trials, 
we increased this ITI from 800 ms to 3000 ms (800ms ITI + 2200ms timeout), to increase the 
monkeys’ motivation to perform the task. The monkeys were free to move their eyes.  
 
 
Figure 2.2. Schematic illustration of the trial structure of the visuomotor 
association learning task. Sym: symbol, movt: movement onset, RT: reaction time, 




2.3.1.a Overtrained condition: 
 We trained the monkeys on a specific pair of symbol-hand association for over 2-3 years 
(green square with left bar release and pink square with right bar release). We call this the 
overtrained condition (OT) since this is a familiar association.  
 
2.3.1.b Symbol switch or novel condition: 
 In the novel condition (Fig 2.3A), the monkeys were presented with a new pair of novel 
symbols which they have never seen before. They were required to learn the association between 
these novel symbols and left or right hand release through trial and error. The manipulanda (that 
the monkeys held on to and released after symbol onset) remained the same throughout the task.  
 
2.3.1.c Symbol reversal condition: 
 On same sessions, after the monkeys have learned the novel association, on a randomly 
chosen trail, unannounced to the monkey, we reversed the association between the symbols and 
the hand releases (Fig 2.3B). The monkeys had to relearn this association by trial and error. Again, 
the manipulanda remained the same throughout the task. 
 
2.3.1.d Symbol retrieval condition: 
 On same sessions, after the monkeys have learned the reversal association, on a randomly 
chosen trail, unannounced to the monkey, we presented the overtrained symbols again (with the 
same overlearned association; Fig 2.3C). The monkeys had to now perform the OT task. Again, 




2.3.1.e Manipulanda switch condition: 
 Here, we began the session by presenting the monkeys with the same overtrained symbol 
pair and bar manipulanda, and after a number of trials, switched the bar manipulanda to dowel 
manipulanda (Fig 2.3D). The visuomotor association remained the same throughout the task. 
 
Figure 2.3 Different tasks conditions 
A. Symbol switch experiment: a paradigm where the symbols were changed from 
overtrained to novel symbols (left) but the manipulanda remained the same 
(middle). The monkeys’ performance decreased from close to 100% to chance 
level (broken horizontal line; right). 
B. Symbol reversal experiment: a paradigm where the symbols were reversed after 
learning (left) but the manipulanda remained the same (middle). The monkeys’ 
performance decreased from close to 100% to less than chance level (right). 
C. Symbol retrieval experiment: a paradigm where the overtrained symbols were 
brought back after learning novel symbols (left) but the manipulanda remained 
the same (middle). The monkeys’ performance did not change (right). 
D. Manipulanda switch experiment: a paradigm where the symbols were remained 
the same (left) but the manipulanda were changed from bars to dowels (middle). 
The monkeys’ performance did not change (right). 
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In all these paradigms, a correct trial was defined as the trial in which the monkey released the 
correct hand associated with the symbol. Note that since we initiated the reward 1 ms after the 
monkeys broke contact with the correct bar with the responding hand and continued to not have 
any contact for 50ms while they maintained contact with the incorrect bar (with the non-
responding hand) for the same interval, the kinematics or the dynamics of the actual hand 
movement made by the monkeys thereafter were irrelevant and did not affect the reward delivery. 
The monkeys received reward only for correct trials. We defined a wrong trial as the trial in which 
the monkey released the hand not associated with the symbol. Trials where the monkeys released 
both hands anytime during the trial, or released the hand(s) before the symbol onset or released 
the hand(s) after 2800 ms from symbol onset were considered abort trials and were neither 
rewarded nor analyzed. The aborted trials contributed to <7% of all trials.  
 
2.3.2 Stimulus-reward association task:  
The trial began with the monkeys grasping two bars, one with each hand, after which a red 
1° x 1° square appeared as a trial cue for 800 ms. We rewarded the monkeys with a drop of juice 
for not moving their hands or releasing the hand at the end of the 800 ms delay (Fig 2.4). 
 
 




 2.4 Data collection:  
2.4.1 Single unit recording:  
We introduced glass-coated tungsten electrodes with an impedance of 0.8-1.2 MOhms 
(FHC) into the left mid-lateral cerebellum of monkeys every day that we recorded using a Hitachi 
microdrive. We passed the raw electrode signal through a FHC Neurocraft head stage, and 
amplifier, and filtered through a Krohn-Hite filter (bandpass: lowpass 300 Hz to highpass 10 kHz 
Butterworth), then through a Micro 1401 system, CED electronics. We used the NEI REX-VEX 
system coupled with Spike2 (CED electronics) for event and neural data acquisition.  
 
2.4.5 Magnetic Resonance Imaging and identification of cerebellar areas:  
We recorded the activity of a task-related P-cell, removed the microdrive, and secured the 
electrode to the guide tube with a dab of acrylic. We transported the monkey to the MRI center in 
the same building as the recording lab, anesthetized him as for surgery, and held him in the 3T 
Siemens MRI scanner using a Kopf MRI compatible stereotaxic apparatus with fiducial markers 
secured to the head post of the monkeys. Then, using brainsight (rogue research), we mapped the 
MR images to the fiducials offline and then localized the mid-lateral cerebellum and the anterior 
cerebellum in both monkeys. We estimated the lobules from an adjacent slice which did not have 
the electrode artifact, and extrapolated the lobule identity.  
Later, we mapped the recorded areas to a flattened map of the cerebellum and verified that 





Figure 2.5 Anatomical localization of recording sites 
Left panel: T1 MRI of the cerebellum recording locations (yellow markers) in both 
monkeys. The first panel is the coronal slice showing the chamber location and the 
burr-hole tract (yellow). Inset shows the chamber and the burr-hole location from 
bird’s eye view. The next four panels are sagittal reconstructions showing recording 
locations (yellow markers). Right panels: Recording site locations(red) mapped on to 
flattened cerebellar maps. 
 
 
2.4.2 Hand tracking:  
We either painted a spot on the monkeys’ right hand with a UV-blacklight reactive paint 
(Neon Glow Blacklight Body Paint) prior to every session or tattooed the right hand with a spot of 
UV Black light tattoo ink (Millennium Mom's Nuclear UV Blacklight Tattoo Ink). We used a 5W 
DC converted UV black light illuminator to shine light on the spot. Then we used a high speed 
(250 fps) camera (Edmund Optics), mechanically fixed to the primate chair, to capture a video 
sequence of the hand movement while the monkeys performed the tasks. We only tracked the 





2.4.3 Licking:  
We recorded licking at a sampling rate of 1000 Hz using a capacitive touch sensor coupled 
to the metal water spout which delivered liquid water reward near the monkey’s mouth. Raw binary 
lick traces were used to generate instantaneous lick rate by trial averaging and smoothing it with a 
Gaussian kernel of sigma = 20 ms. 
 
2.4.4 Eye movements: 
  We tracked the monkey’s left eye positions at 240 Hz sampling rate with an infrared pupil 
tracker (ISCAN, Woburn, MA USA) interfaced with Spike 2 (CED electronics) where it was up-
sampled to 1000 Hz and synchronized with the event markers from NEI REX-VEX system. 
 
2.5 General data analysis: 
2.5.1 Spike sorting:  
 We first used spike2 software to spike sort waveforms into SS and CS. This software uses 
a template matching algorithm to detect spikes based on some hyperparameters including the 
threshold value, window size, minimum number of spikes required to make a template.  However, 
this presented with several limitations when it came to spike sorting P-cell waveforms due to the 
diversity in spike waveforms (especially the CS waveforms; see Fig 2.6D), poor classification of 
noise artifacts resembling spikes, occasional slow drifting changes in waveform amplitudes, etc.  
 Therefore, we developed a homemade spike sorter using semi-supervised learning, to deal 
with these issues. Briefly, we first generated a library of CS with different waveform duration and 
spikelet number. Then we applied local thresholding to obtain all raw spike waveforms and min-
max normalized them. A typical 20-minute recording session contained ~30000 SS and ~500 CS, 
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due to the inherent differences in firing rates of SS and CS. So, we generated ~10000 spikes from 
the library of CS by bootstrapping and injected this surrogate CS data into the real data. We then 
applied DBSCAN, an unsupervised algorithm for clustering on this new data containing the 
surrogate and real data. This enabled the true CS from the real data to be clustered along with the 
surrogate CS that were added and separate out from the larger SS cluster. This type of spike sorting 
produced much greater accuracy and F1 score compared to the spike2 software.  
 
2.5.2 P-cell identification:  
 We verified all recordings off-line to ensure that we had isolated P-cells (see Fig 2.6A for 
a representative recording) and that the spike waveforms had not changed throughout the course 
of each experiment. We identified cerebellar P-cells by the presence of CS online, and offline by 
the i) spike waveforms (Fig 2.6B), ii) the SS and CS inter-spike interval distribution (Fig 2.6C left 
and middle panels) (Dijck et al., 2013) and iii) a pause in SS firing after a CS (Fig 2.6C right 
panel). We analyzed the SS for the cells that passed the above criteria (N=128 cells).  
 We analyzed the CS for only those cells that passed the following criteria (N=25 cells). We 
correlated the spike waveform time series from the beginning and the end of a recording session 
using a Pearson correlation and used only those sessions that had at least a correlation of 0.85 (Fig 
2.6 E-F). Consistent with prior reports(Herzfeld et al., 2018; Yang and Lisberger, 2014), we 
identified CS with different spike duration and with different number of wavelets (Fig 2.6D). We 






Figure 2.6 Cerebellar electrophysiology 
A. Two representative raw neural signals from monkey B (top) and monkey S 
(bottom) highlighting the CS in pink. 
B. Mean SS and CS waveforms from the cells shown in A.  
C. Distribution of inter-spike intervals (ISI) for SS (left) and CS (right) for the 
same cells shown in A. Right: Conditional probabilities of spike timings.  
D. Six representative CS waveforms from different P-cells showing the diversity 
in duration of CS and number of spikelet. 
E. CS and SS waveforms from a representative recording at the beginning and 
end of recording. 
F. Correlation of CS waveforms (left) and SS waveforms (right) between the 
beginning and the end of recording for each neuron used in this study. 




2.5.3 Hand movement data analysis:  
We used the track mate Image J (Schindelin et al., 2012; Tinevez et al., 2017) and custom 
written software in MATLAB to semi-manually track the fluorescent paint spot painted on the 
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monkey’s hand. First, we used a downsampled LoG (Laplacian of Gaussian) filter, usually with 
an estimated blob diameter of 20 and a threshold of 20, to detect the fluorescent dot on the hand. 
Then we chose a range of threshold manually to detect the dot with considerable fidelity. We then 
tracked the spot using a nearest neighbor search approach. Briefly, the search algorithm relies on 
the KD-tree technique whereby the spots in the target frame are searched for the nearest neighbor 
of each spot in the source frame. If the spots found are closer than the maximal allowed distance 
(15 pixels), a link between the two spots is created and the process is repeated. We further 
confirmed the tracked path by using a linear assignment problem (LAP) tracker(Jaqaman et al., 
2008), allowing for gap filling. We manually removed spuriously detected spots from each frame 
in the tracks, during post processing. We then analyzed the tracks in MATLAB using custom 
written software. We smoothed the raw trajectories by using low pass moving filter with filter 
coefficients equal to the reciprocal of the span. We aligned all trajectories to the first instance of 
hand release from the bars. We excluded hand trajectory outliers from our data set if we could not 
reliably trace the trajectories.  
 
2.5.4 Learning behavior and the criterion for ‘learned’:  
We constructed the learning curve for every session by calculating the percent correct trials 
in a sliding window of 10% of the total number of trials in that session as the bin moved by 5% of 
the total number of trials in that session. If the monkeys reached >90% correct through the above 
method and remained above 80% for at least the next 20 trials, the associations were considered 
‘learned’. We did not use any sessions where the monkeys did not reach this criterion to analyze 
learning related trial by trial changes in activity but were retained for other analyses which did not 
require to study the activity through learning. Some of the earlier recorded sessions often did not 
start with an overtrained condition and neither did the monkeys reach the criterion for ‘learned’ 
31 
 
and were thus excluded for studies involving changes from overtrained to novel learning and 
learning related changes. If the monkeys satisfactorily reached the criterion while the neuron was 
still stable, we proceeded to the reverse paradigm.  
 
2.5.5 Statistics:  
To check if two independent distributions were significantly different from each other, we 
first performed a two-sided goodness of fit Lilliefors test, to test for normality, then used an 
appropriate t-test; or else a non-parametric Mann-Whitney U Test. All error bars and shading in 














Neural Signatures of Non-Motor Learning in the 




Does the cerebellum contribute to non-motor learning? Although the cerebellum has been 
traditionally considered to be exclusively involved in motor control and motor learning, recent 
anatomical and clinical studies suggest that it may also have a role in reward-processing, emotion 
and cognition. However, the way in which the neural activity in P-cells changes with these types 
of non-motor learning is still unclear and poorly studied. In this chapter, we studied the activity of 
SS of hand-movement related P-cells in the mid-lateral cerebellum when monkeys learned to 
associate a well-learned right or left-hand movement with one of two visual symbolic cues. The 
cells had distinctly different discharge patterns between an overtrained symbol-hand association 
and a novel symbol-hand association although the kinematics of the movement did not change 
between the two conditions. The activity change was not related to the pattern of the visual 
symbols, the hand making the movement, the monkeys’ reaction times or the novelty of the visual 
symbols. We suggest that mid-lateral cerebellum is involved in higher-order processing related to 




In this chapter, we first asked if there could be a non-motor learning role for the cerebellum. 
While monkeys were performing an already overtrained visuomotor association and while they 
actively learned new visuomotor associations, we recorded from single P-cells near crus I and II 
of the mid-lateral cerebellum of two monkeys. We found that these P-cells had different 
representations for overtrained versus a novel visuomotor association. The neurons changed their 
activity profile significantly when we changed the visuomotor association from an overtrained to 
a novel association, even though the monkeys made the precisely same hand movement to report 
their choices. This change in neural activity was independent of the kinematics of the movement, 
the hand used to report the choice, the complexity of the visual symbols, the reaction time of the 
animal or even the novelty of the visual symbols. This suggests that the mid-lateral cerebellum 
participates in higher-order cognitive processing in contexts where there is no significant change 
in the kinematics of the movements that report the monkey’s choice.   
 
3.2 Specific Methods: 
Two monkeys performed a two-alternative forced-choice discrimination task, where the 
monkeys learned to associate one of two visual symbols with a left-hand movement and the other 
symbol with a right-hand movement (see section 2.3.1).  
We developed four versions of the above task, with each version instructing changes in 
different task-related parameters. In the symbol switch experiment (section 2.3.1.b, Fig 2.3A), the 
task induced visumomotor association learning through a change in sensory information. The 
symbol reversal experiment (section 2.3.1.c, Fig 2.3B), differed from the symbol switch 
experiment in that it did not instruct a change in sensory information but nevertheless induced 
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visumomotor association learning. In the symbol retrieval experiment (section 2.3.1.d, Fig 2.3C), 
the task instructed a change in sensory information bub did not induce any learning. Finally, in the 
manipulanda switch experiment (section 2.3.1.e, Fig 2.3D), the task neither instructed a change in 
sensory information nor induced visumomotor association learning but prompted a change in hand 
movement kinematics.  
 
3.3 Results:  
3.3.1 Changes in activity profile at the switch to a new visuomotor association: 
 In the symbol switch experiment (section 2.3.1.b, Fig 2.3A), we began every recording 
session by presenting the same overtrained symbol pair (OT condition) for about 30 trials and then, 
switched the symbol pair to two fractal symbols, which the monkey had never seen before (novel 
condition). The manipulanda remained the same throughout the task. The monkeys performed the 
overtrained task with close 100% accuracy. However, once we switched the symbols to novel 
symbols, their performance dropped to chance level. Monkeys usually learned the new rules in 
~50-70 trials on an average through an adaptive learning mechanism (Fig 3.1) using a win-stay-
lose-switch strategy (Fig 3.1 inset)  
 
 
Figure 3.1. Mean learning curve of both monkeys while they learned a new 




The error signal during this visuomotor association learning paradigm describes the 
consequence of failing to make the association and not a mistake in the parameters of the 
movement itself. During the overtrained condition, most P-cells (106/128) significantly increased 




Figure 3.2. Heatmap of P-cell SS neural activity. Each row shows the z-
scored trial-averaged SS response of a single P-cell aligned on the symbol onset 
(sym) and bar-release hand movement onset (movt). Inset shows the color label. 
 We defined hand preference index (HPI) and symbol preference index (SPI) as the 
normalized difference in spiking activity between left and right hands or the two symbols presented 


























 Using the above two measures, we concluded that the movement related-cells responded 




Figure 3.3 Preference indices 
Left panel: Histogram of Symbol Preference Index (SPI) calculated for all neurons. P = 
0.3326. Right panel: Same as left, but for hand preference index (HPI). P = 0.5787; 
 
Therefore, given the prominent role of the cerebellum in motor control(Manto et al., 2012b; 
Thach, 2012), if the P-cells only encoded motor kinematics and motor error of the hand 
movements, as long as the hand movement made by the monkeys remained the same, we would 
expect the neural activity to not change when the monkeys had to learn a new visuomotor 
association. However, contrary to this, we found that when the task changed from the overtrained 
to the novel condition, the activity of 105/128 P-cells changed dramatically (P = 10-21; KS test) in 
several intervals of the trial. Across the population, the change in activity occurred at different 





Figure 3.4 Example P-cells showing changes in neural activity at symbol switch 
between overtrained (gray) and novel (green) conditions. 
 
 The change in activity for different P-cells occurred at different times in a trial. Given this 
heterogeneity in its timing, there is no way to predict the time or the magnitude of the activity 
change, a priori, for a randomly selected P-cell. Therefore, we wanted to use a method that is blind 
to the time of change, its distribution or the intrinsic property of the neuron and more importantly, 
makes no a priori predictions about their properties, in such a way that, given the input (for 
example, activity in OT and activity in N), it classifies activities as same or different across trial 
conditions. Since the change in activity could occur at any time of the trial for a given neuron, we 
used the whole trial activity (from before symbol onset through after reward) for this calculation. 
However, to avoid the trivial possibility where the two activities are different merely due to 
changes in reaction time latencies, we limited our analyses window to: -400 to 200 ms aligned to 
symbol onset, and -200 to 600 ms aligned to movement onset for each neuron. The activity aligned 
to symbol onset and movement onset of the kth trial for each condition (𝑎?7  and 𝑎?9	respectively) 
were concatenated to form single activity vectors for each trial: 𝑎? = 	 𝑎?7 𝑎?9 . 
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To quantify the change in activity pattern between two conditions A and B, we computed 
the mean distance between the two conditions’ activity vectors, where each vector was averaged 
over 10 randomly drawn trials within each condition.  
Clearly, we first identified the condition with least intra-condition variance (suppose 
condition A). We then compared the activity within the condition with the least intra-condition 
variance (A) with the activity across both conditions (A and B). To do this, first, we randomly 
sampled 10 trials each from the last 20 trials in condition A and the first 20 trials in the condition 
B and calculated the root mean squared (rms) distance between the mean of the sampled 10 
concatenated vectors (𝑎?): 














  and n is the length of 𝐴 (which is the same as length of 𝐵), 
𝑘2	denotes the index of the ith randomly chosen trial. 
We repeated this process 250 times to obtain a distribution of rms distances that compared 
the extent of change in across-condition activity profile between conditions A and B. To compare 
this distribution with the within-condition activity profile, we randomly sampled 10 trials twice 
without replacement, from condition A (defined above as the condition with the least intra-
condition variance) and repeated the same analysis to obtain another distribution of rms distances. 















 and n is the length of 𝐴 (which is the same as length of 𝐴), 
𝑘2	denotes the index of the ith randomly chosen trial. 
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We then calculated the means of each of the two rms distributions, called MRD. 
  𝑀𝑅𝐷CD = 𝑚𝑒𝑎𝑛 𝑟𝑚𝑠CD 	 and 𝑀𝑅𝐷CC = 𝑚𝑒𝑎𝑛 𝑟𝑚𝑠CC . 
Finally, we repeated this process for each P-cell and performed a statistical test between the 
population of 𝑀𝑅𝐷CD and 𝑀𝑅𝐷CC as shown in see Fig 3.5. 
 
 
Figure 3.5 MRD method 
Top: First, we randomly sampled 10 trials each from the last 20 trials in the overtrained 
condition (grey) and the first 20 trials in the novel condition (green) and calculated the 
root mean squared (rms) distance between the mean activities. We repeated this 
process 250 times to obtain a distribution of rms distances that compared the extent of 
change in across-condition activity profile in the novel condition from the activity 
profile in the overtrained condition. Bottom: To compare this distribution with a 
control null-distribution, we randomly sampled 10 trials twice without replacement 
from the overtrained condition and repeated the same analysis to obtain another 
distribution of rms distances to obtain an estimate of variability of within-condition. 
We finally compared the means (MRD) of each such pairs of distributions across all P-
cells to estimate of the amount of change between the conditions.  
 
See Fig 3.6 for validity of this method applied to Gaussian distributions and Poisson spike 
trains. We used this method to compare both neural spike density functions and movement 






Figure 3.6  Validity of MRD method 
A. Left: MRD Method applied to 50 pairs of Gaussian signals with 0 mean and 
same variance. Top panel shows one such pair. Bottom panel shows the Mean 
RMS Distance (MRD) calculated across group plotted against that calculated 
within the first group. Right: Same as before, but for 50 pairs of Gaussian 
signals with 0 mean and different variances. 
B. Left: Same as A, but for 50 pairs of mean spike density functions obtained from 
Poisson spike trains with same mean and variance (l). Right: Same as A, but for 
50 pairs of mean spike density functions obtained from Poisson spike trains 
with different means and variances (l). 
 
 
The within-condition MRD values, for the population, were significantly lower than the across-
condition MRD values indicating that the change in neural activity in the novel condition was 
significantly different from the activity in the overtrained condition (P = 10-8 Mann-Whitney U-






Figure 3.7  P-cell activity distinguished overlearned and novel symbol 
Left: Spike density plot of a representative P-cell aligned to bar-release hand 
movement onset (movt) that responded to this change in cognitive load by firing 
differently between the overtrained (gray) and novel (green) conditions. The epochs 
where this difference was significant (p<0.05, t-test) is shown by a gold line on the top.  
Right: Scatter plot of Mean RMS Distance (MRD) for within overtrained (OT) 
condition (OT-OT) vs MRD for across overtrained and novel (N) condition (OT-N), 
obtained from method described in Fig 3.5. Each open circle is a P-cell and the mean 
value is shown as a filled circle. The inset shows the mean MRD for OT-N and OT-OT 
conditions. *** means P = 10-8 Mann-Whitney U-test. 
 
 
Although the neural activity changed dramatically at the symbol switch, by monitoring the 
gross hand movement of the monkeys (Fig 3.8), we verified that the monkeys showed no 
significant difference in motor kinematics between the overtrained and novel conditions (P = 
0.3822, paired t-test.). This suggests that the P-cells changed their activity profile even when there 





Figure 3.8 Hand movement kinematics did not change at the symbol switch 
A. Schematic of the hand movement trajectory as the monkey lifted its hand off 
the bar in the overtrained (left) and novel conditions (right). The red trace 
maps the position of the green fluorescent marker in space through the hand 
movement.  
B. Position of the fluorescent marker in space and time (color indicates the time 
as in the colorbar inset). 
C. Snapshots from high-frame rate movies showing the monkey’s hand 
movement trajectory at three time points (0, 400 and 900 ms from the start of 
movement) for overtrained (top three panels) and novel (bottom three panels) 
conditions. Red circle marks the fluorescent marker.  
D. Top panel: Horizontal (H) and Vertical (V) hand trajectories for five 
continuous trials aligned on movement onset for overtrained condition. 
Bottom panel shows the H and V velocities for the same five trials. 
E. Same as Fig 3.7 right but for bar-release hand movement trajectories. n.s means 






Finally, a change in reaction time at the symbol switch did not contribute to the change in 
neural activity either: the reaction time did not change at the symbol switch on 24/105 (23%) of 
sessions even though the monkeys’ performance decreased significantly but nevertheless, the 
neural activity changed significantly in these sessions (Fig 3.9). This further suggests that the 
change in neural activity was independent of motor learning. 
 
 
Figure 3.9  Neural activity changes were independent of changes in reaction time 
A. Top: Percent of correct trials plotted as a function of trial number relative to the 
switch to novel visuomotor association. Middle: Reaction times for the same 
trials. Error bars show the standard error of the mean. Bottom: Mean percent 
correct (left) and reaction time (right) in the overtrained (OT) and novel (N) 
conditions for all the sessions with changes in reaction time (*** means P = 10-14, 
Wilcoxon rank sum test). 
B. Percent correct(top), reaction time (middle), and session averages(bottom) for 
sessions in which the manual reaction time did not change (n.s means P = 0.8151, 
Wilcoxon rank sum test) after the switch to novel visuomotor association but 
the performance did (*** means P = 10-7, Mann-Whitney U-test). Same 
convention as A.  
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C. Same data as in Fig 1c but separated into sessions with RT change (green; *** 
means P = 10-6, Mann-Whitney U-test) and no RT change (violet; ** means P = 10-
3, t-test). 
 
Next, we investigated whether this change in activity profile was merely due to a switch in 
symbols or whether it was due to a necessity to learn new associations. To do this, we reversed the 
symbol-hand association once the monkeys had learned the novel association. In this symbol 
reversal paradigm (section 2.3.1.c, Fig 2.3B), the visual cues that were available to the monkeys 
remained the same; however, the association between the symbols and the hands changed, which 
they had to eventually learn. Immediately after the reversal, as expected, the performance of the 
monkeys dropped below chance level and the monkeys took a longer time to learn the association 
(Fig 3.10A). Again, in this condition, the activity profile of the P-cells changed significantly (P < 
10-5, t-test; Fig 3.10B) suggesting that the change in activity profile depended on learning a new 
association but not merely on changes in visual cues per se. 
 
 
Figure 3.10  P-cells changed their activity profile in the symbol reversal task 
A. Left: Changing the significance of previously seen symbols from recently well-
learned to reversal learning condition but with new learning. Right: Mean behavioral 
performance in the recently learned (RL) and the reversal (RV) conditions. *** means 
P<0.001, Mann-Whitney U-test. 
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B. Scatter plot of MRD for within recently learned condition (RL-RL) vs MRD for 
across recently learned and reverse condition (RL-RV). Same convention as Fig 1E. ** 
means P<0.01, t-test.  
 
3.3.2 Neural signatures of non-motor learning: 
 Next, we studied how this transient change in neural activity profile at the beginning of 
learning propagated through learning. If cerebellum participates in learning novel visuomotor 
associations, then, we should expect to see learning related changes in neural activity over trials. 
We analyzed trial over trial changes in neural activity through learning until the monkeys learned 
the association. The P-cells changed their activities with learning in three ways: Firstly, of the P-
cells that showed an increase in firing rate after the symbol switch from the overtrained to novel 
symbols, 63% of neurons continued to increase their firing rate through learning, showing a 
‘positive state change’ (for single neuron example, see Fig 3.11A) while the rest 37% of the 
neurons eventually returned to the activity, comparable to the overtrained condition, after the initial 
increase (for single neuron example, see Fig 3.11B top panel), showing ‘no state change’. Of the 
P-cells that showed a reduction in firing rate after the symbol switch from the overtrained to novel 
symbols, 70% of neurons continued to decrease their firing rate through learning, showing a 
‘negative state change’ (for single neuron example, see Fig 3.11C) while the rest 30% of the 
neurons eventually returned to an activity profile, comparable to the overtrained condition after 
the initial decrease (for single neuron example, see Fig 3.11B bottom panel). Across the 






Figure 3.11  Learning dependent changes in neural activity 
A. Representative neuron whose activity increases at the switch to learning and 
also increases through learning, showing a positive state change. Activity was 
synchronized on the movement (dot). 
B. Top: representative neuron whose activity increases at the switch to learning 
but decreases through learning, returning to initial state, thus showing no state 
change. Bottom: representative neuron whose activity decreases at the switch to 
learning but increases through learning, returning to initial state, thus showing 
no state change. 
C. Representative neuron whose activity decreases at the switch to learning and 
also decreases through learning, showing a negative state change. 
D. Activity for trials before learning and after learning for all cells. Each dot is a 
cell. Positive state change neurons lay above the diagonal, negative state change 
neurons lied below the diagonal. No state change neurons lied on the diagonal. 
Inset: the mean firing rate for all three classes of neurons before and after 
learning. * means P<0.05, ** means P<0.01 and n.s. means not significant; t-test.  
 
 
3.3.3 P-cells did not respond to changes in motor kinematics:  
 If the neurons were truly hand-movement invariant and only changed their activity when 
the monkeys had to learn a new visuomotor association, then we should predict the neural activity 
to remain unchanged in a condition where the monkeys reported their choices of the same 
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visuomotor associations with different hand movements. To test this prediction, we changed the 
manipulanda, which forced a change in the movements associated with manipulandum release 
while keeping the visuomotor association the same (section 2.3.1.e, Fig 2.3D). We started certain 
sessions with the bars, but on a randomly chosen trial, we switched the manipulanda to a pair of 
dowels (cylindrical rods), on which the monkeys were seldom trained for a long time (Fig 3.12 A-
D).  
 
Figure 3.12  Motor kinematics during manipulanda switch experiment 
A. Schematic of the hand movement trajectory during bar lift (left) and the dowel 
release (right) conditions. The red trace maps the position of the green 
fluorescent marker in space through the hand movement.  
B. Position of the fluorescent marker in space and time (color indicates the time as 
in the color bar inset). 
C. Snapshots from high-frame rate movies showing the monkey’s hand movement 
trajectory at four time points (0, 400 and 900 and 1400 ms from the start of 
movement) for bar lift (top three panels) and dowel release (bottom three 
panels) conditions. Red circle marks the fluorescent marker. 
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D. Top panel: Horizontal (H) and Vertical (V) hand trajectories for five continuous 
trials with, bar release, aligned on movement onset. Bottom panel shows the H 
and V velocities for the same five trials.  
 
 
 Since there was no new visuomotor associative learning, the monkeys performed close to 
100% in both conditions (P = 0.7895; t-test) and the reaction times were comparable (P = 0.7696; 
t-test). Although the kinematics of the movement changed markedly (Fig. 3.13B, P = 10-32, paired 
t-test) the neural activity did not change significantly (Fig 3.13D-E; P = 0.2330, paired t-test). 
 Collectively, these reults suggest that P-cells encoded changes in association learning but 





Figure 3.13  P-cells did not respond to change in motor kinematics 
A. Top: A cartoon showing different hand movement trajectories with the change 
in manipulanda from bars (B) to dowels (D). Bottom: Actual movement 
trajectories decomposed into horizontal (H) and vertical (V) components traces 
for bars (grey) and dowels (yellow) conditions.  
B. Same as Fig 3.8E but for hand movement trajectories in bars-dowels condition. 
P <0.001, paired t-test 
C. Task in which the visuomotor association remained in the overtrained 
condition. 
D. Same representative neuron from Fig 3.7 left when the movement changed but 
the association did not. 





The cerebellum, a ‘low-level’ motor control system is reciprocally connected with a ‘high-
level’ cognitive processing system including Prefrontal cortex  and other cortical and sub-cortical 
regions (Caligiore et al., 2017). Given this anatomical substrate, how does the cerebellum 
participate in cognition related tasks? 
 Our results suggest that the mid-lateral cerebellum participates in visuomotor association 
and not the specification of the motor kinematics dictated by the task. Mid-lateral cerebellum has 
different representations for overtrained versus a novel visuomotor association: cerebellar activity 
changed at the visuomotor association switch where the movement did not change, and not when 
the required movement changed without a concurrent change in the visuomotor association.  
Nevertheless, we cannot exclude the possibility that other body movements unaccounted for by 
our tracking and analyses, including minor differences in grip intensity, movement of digits, other 
than the one we measured, and posture, could potentially contribute to the observed changes in 
neural activity. The activity change was independent of the hand used to report the choice of 
association, the symbol that was associated with the movement, the monkey’s reaction time or the 
novelty of the symbols used. We suggest that this region of the cerebellum is important in learning 
a new visual association for well-learned movements.  
Currently, evidence for a role of the cerebellum in cognitive processing only comes from 
clinical, imaging and anatomic data. A number of studies have described a cerebellar clinical 
syndrome that arises from lesions in the posterior cerebellum, including Crus I and II 
(Schmahmann, 1998; Tedesco et al., 2011; Timmann and Daum, 2007).  Hallmarks of the 
cerebellar syndrome include executive function deficits including set-shifting; impaired 
visuospatial memory; language deficits including anomia and agrammatism; and personality 
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change with flattening of affect or disinhibited behavior.  Patients exhibit these deficits even when 
there are no classical cerebellar motor signs (Tedesco et al., 2011). Imaging studies show cerebellar 
activation in tasks involving thinking of single words(Petersen et al., 1989), and solving difficult 
puzzles (Kim et al., 1994b) independent of changes in motor aspects.  However, in most imaging 
studies the set of movements that the subjects made incidental to the task were not controlled, so 
it is impossible to know if the cerebellar signals were due to the cognitive processes or to incidental 
movements. 
Peter Strick and his colleges (Kelly and Strick, 2003b) described two distinct, almost 
functionally disparate, anatomical regions of the cerebellum: One has connections to the motor 
regions of the cortex and the other to the non-motor or cognitive regions of the cortex. The area 
that we recorded from, in this study, is predominantly a hand movement region in what seems like 
the putative cognitive region of the cerebellum. Our results show that although these neurons might 
encode certain aspects of the movement when the monkeys performed an overtrained visuomotor 
association, they change their activity when the monkeys must learn a new visuomotor association 
even though the movement itself does not change.  
 The mid-lateral cerebellum lies within a loop that includes prefrontal cortex and the basal 
ganglia (Caligiore et al., 2017). Areas within this loop and other brain areas show activity related 
to visuomotor associations and have different representations for overtrained vs novel visuomotor 
associations. Changing neural activity related to novel visuomotor association has been previously 
reported in the monkey supplementary eye field (Chen and Wise, 1995c), monkey prefrontal 
cortex, and the caudate nucleus (Histed et al., 2009a; Pasupathy and Miller, 2005b) areas shown 
to be within a loop shared by the cerebellum(Caligiore et al., 2017) as well as other areas such as 
the hippocampus (Yanike et al., 2004).  However, a similar function has not been previously found 
52 
 
in cerebellar neurons in the monkey. Our result suggests that mid-lateral cerebellar P-cells have 
properties similar to the prefrontal neurons and other regions involved in higher order cognitive 
processing.  
 How could an evolutionarily ancient system such as the cerebellum be involved in 
processing higher order functions? Given a motor input, the cerebellum works as an internal 
model, helping the animal fine-tune different motor parameters to optimize motor performance 
(Wolpert et al., 1998a). Our results suggest that if the cerebellum received a ‘cognitive input’ due 
to its anatomic connections with cognitive processing areas, it could also potentially function as a 
cognitive processing toolbox, optimizing cognitive performance. We showed that the mid-lateral 
cerebellum has different representations for overtrained, extensively practiced associations versus 


















Encoding of reinforcement learning error signals in 




The role of the cerebellum in non-motor learning is poorly understood. In this chapter, we 
investigated the activity of P-cells in the mid-lateral cerebellum as the monkey learned to associate 
one arbitrary symbol with the movement of the left hand, and another with the movement of the 
right hand. During learning, but not when the monkey had learned the association, the SS responses 
of P-cells reported the outcome of the animal’s most recent decision without concomitant changes 
in other sensorimotor parameters such as hand movement, licking, or eye movement. We identified 
two populations of P-cells – wP-cells reported the most recent wrong outcome and cP-cells 
reported the most recent correct outcome. At the population level, all P-cells collectively 
maintained a memory of the most recent decision throughout the entire trial. As the monkeys 




The cerebellum is a learning machine: it uses errors in prior performance to shape behavior 
for future performance (Eccles et al., 1967; Ito, 1984; Raymond et al., 1996; Thach, 2012). The 
anatomy of the cerebellum makes it well-suited for driving reward-based associative learning 
(Sathyanesan et al., 2019; Thoma et al., 2008; Tran et al., 2017). Although there is recent 
accumulating evidence that the inputs to cerebellum carry reward related signals (Chabrol et al., 
2019; Heffley and Hull, 2019; Heffley et al., 2018; Kostadinov et al., 2019; Larry et al., 2019a; 
Wagner et al., 2017), the mechanism by which the cerebellar P-cells transform this information to 
participate in a reward-based learning is still poorly understood. Here we asked if crus I and II of 
the mid-lateral cerebellum provided neural correlates of learning of an arbitrary visuomotor 
association.  
During visuomotor association learning, animals use the outcome of the recent decision to 
learn that a given visual stimulus is associated with a given movement, even though there is 
nothing about that symbol that describes the movement it instructs, as a red traffic light instructs a 
driver to press the brake.  The animals report their choice through well-learned movements that do 
not necessarily change through the paradigm. Here, the cerebellar error signal describes a failure 
to make the correct association and does not describe a mistake in the parameters of the movement 
itself. Hence, this paradigm provides a convenient way to study the effects of higher order 
processing, decoupled from motor learning, in a timescale that is experimentally tractable. 
In this chapter, we show that the P-cells in the mid-lateral cerebellum track the learning of 
a new visuomotor association by reporting the outcome of the monkey’s most recent decision, an 
error signal that occurred when the monkey was learning new visuomotor associations 
(exploration) but not when the monkey had already learned the task (exploitation). This error signal 
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was not tied to any immediate sensorimotor event. At the population level, the P-cells collectively 
maintained a memory of the most recent decision throughout the entire trial period, updating it 
after every decision. Additionally, our results make specific inferences and predictions about 
computations upstream (granule cell layer) and downstream (DCN layer) that enable P-cells to 
participate in reward-based learning.  
 
4.2 Specific methods: 
Two monkeys performed a two-alternative forced-choice discrimination task, where the 
monkeys learned to associate one of two visual symbols with a left-hand movement and the other 
symbol with a right-hand movement (see section 2.3.1). We began each recording session with an 
overtrained association, using the same familiar symbols and visuomotor associations (see 
methods). This enabled the monkeys to exploit a pair of well-learned rules. We then changed the 
symbols to a pair of novel fractal stimuli that the monkeys had never seen before and that were 
different each session. This required the monkeys to use trial and error to explore new rules for the 
arbitrarily assigned correct symbol-hand association.  
During the overtrained condition, most P-cells (106/128) significantly increased their firing 
rate during the bar-release hand movement (Fig 3.2). The remaining 22 neurons did not show any 
significant movement-related activity. Some movement related P-cells (32/128) showed a decrease 








4.3.1 Learning Contingent Error Signal: 
The monkeys performed the overtrained task with close to 100% accuracy with occasional 
errors. These errors were not due to lack of learning but due to other reasons such as a momentary 
lapse of attention or concentration. Despite the fact that the granule cells, one synapse upstream to 
the P-cells, and one of  the input stages to the cerebellar cortex, have information about the delivery 
or omission of reward in the absence of learning (Wagner et al., 2017), the P-cells did not show 
any reward-related modulation in activity during the overtrained condition (where there was no 
learning).  Both the correct and the occasional wrong trials in the overtrained condition had similar 
neural activities (Fig 4.1A; only 61/128 sessions had at least one wrong trial in the OT condition). 
Moreover, the P-cell activity was similar in rewarded and reward-omitted correct trials (Fig 4.1B).  
 
 
Figure 4.1 Reward processing during overtrained condition 
A. Top: Spike density functions of a representative P-cell for one wrong trial (red) 
and 30 correct trials in the overtrained condition (blue) aligned to movement 
onset. Bottom: Activity in the wrong trials plotted against the activity in the 
correct trials of the overtrained condition. 
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B. Top: Spike density functions for no-reward (grey), small reward (gold) and large 
reward (brown) trials in the overtrained condition, aligned to movement onset. 
Bottom: A violin plot showing the activity across the population of n = 25 
neurons in the three trial types for the overtrained condition. Horizontal black 
line indicates the mean for each group. ns means not significant (no-small: P = 
0.9125; small-large: P = 0.8605; no-large: P= 0.9898 Mann-Whitney U-test). 
 
 
Additionally, in a stimulus-reward association task where the monkeys were rewarded 800 ms 
after the presentation of a small red cue (Fig 4.2A), the monkeys anticipated the reward by licking 
the juice spout in a manner not different from anticipatory licking in the overtrained visuomotor 
association task (Fig 4.2B), but did not make any hand movement. Nonetheless, the P-cells did not 
respond in this simple stimulus-reward association task (difference between activity in the 
visuomotor association task and the stimulus-reward association task, P = 10-7, Mann-Whitney U-
test) suggesting that the increase in neural activity prior to the reward was task dependent (hand-
movement related) and did not represent reward anticipation or the task-irrelevant licking behavior 
(Fig 4.2B-C). These results suggest that the P-cells did not represent the reward information in the 





Figure 4.2 P-cell SS response in a Pavlovian association task 
A. Stimulus-reward association task: A red square (cue for the start of the trial) 
appeared in the center of the screen for a fixed duration of 800 ms and then 
disappeared as the monkeys received a liquid reward if they made no hand 
movement. 
B. Top: The monkeys started licking the juice spout in the same way during the 
reward anticipation task (grey) as well as the visuomotor association task (gold). 
Bottom: A representative P-cell showing a movement related increase in activity 
during the hand movement in the visuomotor association task while showing 
no significant modulation in activity during a stimulus-reward association task. 
C. Baseline activity plotted against the peak firing rate in the movement epoch 
during the visuomotor association task (gold) and the stimulus-reward 
association task (grey) for all 25 P-cell. Inset shows the mean difference in peak 




However, after the symbol switch, during early learning, the only information the monkeys 
could use for learning the correct association was their success or failure on every trial. Therefore, 
according to our hypothesis the P-cells should have information about the reward outcome during 
learning. To test this, we first computed the trial-averaged activities for correct and wrong outcome 
trials (in the first 20 trials after symbol switch), from soon after the feedback on one trial through 
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the feedback in the next trial and calculated the root mean squared (rms) distance between the two 
activity traces (real condition). Then, we shuffled the ‘correct’ and ‘wrong’ outcome labels of trials 
and repeated the above procedure (shuffled condition). Finally, we compared these two rms values 
for each cell. We found 105 cells that showed a significant difference during learning (P = 2.359e-
4, Mann-Whitney U test). By repeating this analysis on prior (up to 3) and upcoming (up to 2) 
decisions, we found that the P-cells only reported the outcome of the immediately prior decision 
(Fig 4.3; P values: 3-back = 0.6411; 2-back = 0.8025; 1-back = 2.359e-4; upcoming = 0.2680; 
second upcoming = 0.9574, Mann-Whitney U test). Additionally, the cells that did not have any 
information about the trial outcome in the 1-back condition did not have any information about 
the trial outcome in 3-back, 2-back, upcoming or second upcoming trials as well. We restrict 




Figure 4.3  RMS distance between spike density functions of real vs shuffled 
correct and wrong trials for all the recorded neurons. Green: P-cells that showed 
significant difference (P>0.05; Mann-Whitney U Test) in the N-1 condition; Black: P-








Table 4.1: Distribution of P-cells with respect to hand movement selectivity, symbol selectivity 
and delta epoch 
 
H = P-cells that responded in association with hand movement 
S = P-cells that responded after the symbol presentation 
D = P-cells with a delta epoch 
























P-cell type #cells 




(S ∩ H) 32 
(H ∩ D) 88 
(D ∩ S) 34 
H ∩ S ∩ D 31 
H – ( H ∩ D) – ( H ∩ S)  + ( H ∩ S ∩ D) 17 
S – ( S ∩ D) – ( S ∩ H)  + ( H ∩ S ∩ D) 1 
D – ( H ∩ D) – ( D ∩ S)  + ( H ∩ S ∩ D) 14 
N ∩ D 16 
N – D 5 
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4.3.2 Performance Monitoring During Learning, Independent of Sensorimotor 
Origin: 
During learning, we found two populations of P-cells that reported the outcome of the most 
recent decision. First, the wrong-reporting Purkinje cells (wP-cells; N=54; Fig 4.4A) had relatively 
higher firing rates after wrong outcomes (P = 10-5 t-test) and relatively lower firing rate after 
correct outcomes compared to the overtrained activity (P = 0.0021 t-test; Fig 4.4A). In contrast, 
the correct-reporting Purkinje cells (cP-cells N=51; Fig 4.4B) had relatively higher firing rates 
after correct outcomes (P = 0.0442 t-test) and relatively lower firing rates after wrong outcomes 
compared to the overtrained activity (P = 10-4 t-test; Fig 4.4B).  
 
 
Figure 4.4 wP-cells and cP-cells 
A. Top: Spike density function of a representative wP-cell for wrong trials during 
learning (red), correct trials during learning (blue) and all trials in the 
overtrained condition (grey) aligned to movement onset. The gold bar on the 
top indicates the continuous time-period when the activity in the wrong trials 
and the correct trials were significantly different from each other (P<0.05; t-test. 
The inset on the left shows the spike waveforms for all the SS isolated for three 
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conditions. Bottom: Mean neural activity in the delta epoch of all trials in the 
overtrained condition (before; abscissa) plotted against the mean neural activity 
in the delta epoch of correct trials during learning (blue) and wrong trials during 
learning (red) for wP-cells. Broken diagonal line is the line of unity. (wP-cells: 
W-OT: P = 10-6, Mann-Whitney U Test; OT-C: P = 0.0025, Mann-Whitney U Test) 
B. Top: Same as A, but for a representative cP-cell. Bottom: Same as a, but for all 
cP-cells (W-OT: P = 0.0034, Mann-Whitney U Test; OT-C: P = 0.0021, Mann-
Whitney U Test). 
 
During learning, this difference in activity after correct and wrong outcomes did not occur 
throughout the trial but occurred only in brief epochs which we called the delta epoch. To identify 
the delta epochs, we checked for reward related signals in the P-cell SS in the continuous time 
period from soon after the feedback on one trial through the feedback in the next trial. We 
performed a t-test between pairs of time points between the mean activity traces of correct and 
wrong trials (sigma = 30 ms) in three epochs: 1) 300ms to 700 ms from the movement onset of the 
prior trial, 2) -1400 ms to 400 ms from the symbol onset of the current trial and 3) -400 ms to 300 
ms from the movement onset of the current trial.  We chose this to maximize the sampled trial 
duration taking the ITI and the reaction time into account. Clearly, the first epoch covers the entire 
ITI period. The second epoch covers the time period from the trial start (right after the end of ITI) 
until 400 ms after the symbol onset. The third epoch covers the time period from -400 ms before 
the movement onset until 300 ms (RIL time). We chose to extend epoch #2 until 400 ms after the 
symbol onset and epoch #3 from 400 ms before the movement onset to take into account the long 
reaction times (~800 ms) during early learning trials. After performing a t-test in all these three 
epochs, we then corrected for multiple comparisons using the Benjamini & Hochberg/Yekutieli 
false discovery rate control procedure (Q = 0.05). We defined the start of delta epoch as the first 
time-point where the corrected P value became significant and remained significant continuously 
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for the next 150 ms. We defined the end of the delta epoch as the first time-point when the corrected 
P value became non-significant and stayed non-significant continuously for at least the next 250 
ms.  
We have at least five lines of evidence suggesting that the delta epoch did not have a 
sensorimotor origin. First, the movement of the responding hand did not change at the symbol 
switch, or differ between correct and wrong trials in either the overtrained (P = 0.2724, Mann-
Whitney U Test) or the learning (P = 0.3474, Mann-Whitney U test) conditions (Fig 4.5 top).  The 
other hand remained quiescent in both conditions, and there was no difference in its movement 
between correct and wrong trials in either condition (OT: P = 0.9732, Mann-Whitney U test; 
learning: P = 0.9274, Mann-Whitney U test; Fig 4.5 bottom). Furthermore, there was no 
significant difference in the time at which the monkeys returned their lifted hand back to the bar 
(OT: P = 0.3663, Mann-Whitney U test; learning: P = 0.1452, Mann-Whitney U test). 
 
 
Figure 4.5 Hand movement kinematics could not explain delta epoch 
Top: The horizontal (H) and vertical (V) hand movements for correct and wrong trials 
for the hand that was used to report the choice in the overtrained (left) and learning 
(right) conditions. Bottom: The hand movements for correct and wrong trials for the 
hand that was not used to report the choice in the overtrained (left) and learning (right) 
conditions. Note that ‘movt’ here represents the time at which the other hand 




  Second, the dissociation between the reward and neural activity during the overtrained and 
reward expectation tasks already suggested that the activity during learning was not affected by 
the sensory and motor events associated with the reward, such as the click of the solenoid or the 
monkey’s licking or swallowing of the liquid reward. Additionally, in the overtrained condition, 
the monkeys licked more for correct trials than for wrong trials after making a decision (Fig 4.6 
left) while the neural activity did not differ between the two trial types (Fig 4.1). During learning, 
they licked more after they made either decision, anticipating a reward regardless of the task 
outcome and hence their licking behavior looked similar for correct and wrong trials (Fig 4.6 right) 
although the neural activity differed between two trials types (Fig 4.4). These results thus strongly 
suggest that the neural activity in the delta epoch was independent of changes in licking behavior 
or a sensory memory of the solenoid click.  
 
 
Figure 4.6 Licking behavior could not explain delta epoch: Licking behavior 
for correct and wrong trials in overtrained (left) and learning (right) conditions. 
 
 
Third, since the monkeys were free to move their eyes with no constraints, the non-task-
related eye movements made by the monkeys were highly variable across sessions and conditions, 
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although the monkeys mostly fixated at the cue and symbol (Fig 4.7A-C). The average eye 
movements following correct and wrong trials were not different from each other (P = 0.7703, 
Mann-Whitney U test; Fig 4.7D) and thus, consistent neural activity despite variable eye 
movements suggests a dissociation between the two.  
 
Figure 4.7 Eye movements could not explain delta epoch 
A. Two representative correct trials where the monkeys either simply fixated 
(top) or made a task non-relevant eye movement sometime in the trial 
(bottom). H and V are the horizontal and vertical eye positions. The left 
panel plots the decomposed eye positions with respect to time and the right 
panel plots the eye position in space.  
B. Same as above, for two representative wrong trials. 
C. Since the monkey’s eye movements were not constrained in any way, they 
made reward independent, task-non-relevant free eye movements and 
therefore, their eye movements did not have a consistent pattern for correct 
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(blue) or wrong trials (red) in overtrained (left) or learning condition (right). 
Nonetheless they tended to keep their eyes near the center of the screen  
D. Left: Average horizontal eye positions (top) and average vertical eye 
positions (bottom) aligned to symbol onset and hand movement onset for 
overtrained condition. Right: same as left, but for learning condition 
 
 
Fourth, the neural activity was not selective for the presented visual symbol (Fig 4.8A-B) or 
the hand that the monkey used to report the choice (Fig 4.8C-D); but nevertheless, differed 
between wrong and correct trials. Finally, the activity in the delta epoch was independent of 
manual reaction time: we analyzed the trial-by-trial reaction time and its correlation with neural 





Figure 4.8 Sensorimotor parameters did not affect neural activity in the delta epoch 
A. Top: Spike density functions of a representative neuron’s activity in the 
overtrained condition for symbol1 (dotted line) and symbol2 (solid line) aligned 
to symbol onset and movement onset.  Bottom: Same neuron as top left panel; 
but neural activity during learning for symbol1 and symbol2, separated into 
correct trials (blue) and wrong trial (red).  
B. Left panel: Neural activity in delta epoch of wrong trials during learning for 
symbol1 (abscissa) vs symbol2 (ordinate). Dashed line is the line of unity. Solid 
red line is the least squared fit line. Right Panel: same as left panel, for neural 
activity in delta epochs of correct trials. This indicates that the neural activity 
during learning has no symbol preference in correct (P = 0.7090; Mann Whitney 
U test) and/or wrong trials (P = 0.8178; Mann Whitney U test).  
C. Same as Fig 4.8A, but for hand preference index (HPI). P = 0.5787; t-test. This 
means the neural activity in the overtrained condition had no hand preference 
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D. Same as Fig 4.8B, for left and right hands, indicating that the neural activity 
during learning had no hand preference in correct and/or wrong trials. 
E. Reaction time for all the trials (correct: blue; wrong: red) for one representative 
session showing that the reaction time for correct and wrong trials during initial 
learning were comparable and showed a similar trend 
F. Reaction time for wrong trials (abscissa) plotted against the reaction time for 
correct trials (ordinate). Each dot is a session. Dashed line is the line of unity 
and solid grey line is the least squared fit. This means that the reaction for 
correct and wrong trials during initial learning were statistically comparable (P 
= 0.8000; Mann Whitney U test). 
G. Left: Firing rate for all cells in the delta epoch for wrong trials in the fast reaction 
time trials (abscissa) vs slow reaction time trials (ordinate). Each dot is a cell. 
Dashed line is the line of unity and solid grey line is the least squared fit. This 
means that the neural activity in wrong trials was not significantly different 
between fast and slow reaction time conditions (P = 0.7772; Mann Whitney U 
test). Right: Same as left but for neural activity in correct trials (P = 0.6306; Mann 
Whitney U test).  
 
 
Nevertheless, we cannot exclude the possibility that other body movements unaccounted for 
by our tracking and analyses, including minor differences in grip, movement of digits, minor 
postural adjustments or attempts to move a restrained head, could potentially contribute to the 
observed changes in neural activity.  
 
4.3.3 Different P-cells had delta epochs at different times. 
Although the population of P-cells fired precisely at the same time in response to the task-
related bar-release hand movement (Fig 3.2), different P-cells had delta epochs at different times, 
sprinkled throughout the trial period. The earliest time that any P-cell reported the outcome of the 
immediately preceding decision was 310 ms for wP-cells, and 330 ms for cP-cells after the reward 
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onset. This provided an approximate estimate of the reward information latency (RIL; the time 
from reward delivery to neural response for mid-lateral P-cell SSs.).  From the RIL of a given trial 
(n) through the RIL of the next trial (n+1), the P-cells only reported the most recent outcome, 
which is the outcome of the one-back decision (N-1 outcome; see Fig 4.9A), however with 
different latencies. Clearly, some neurons reported the outcome immediately, with short latency 
and hence had delta epochs during the post-reward epoch (in the inter trial interval, after the RIL; 
Fig 4.9B-C leftmost), but others reported the same outcome with longer latencies so that their 
delta epochs carried over to the next trial (Fig 4.9B-C left-center to rightmost), but all of them 
still reported the one-back decision (N-1 decision). Therefore, although the delta epochs were 
themselves brief (~250 ms), the delta epochs of all the P-cells combined, collectively tiled the 




Figure 4.9 P-cells collectively encoded one-back memory 
A. A schematic illustration of trial structure with two consecutive trials (solid lines) 
separated by the inter-trial interval (ITI, broken line) highlighting various 
epochs. RIL: reward information latency, the time taken for the reward 
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information to reach the P-cell after reward delivery. From one RIL to the next 
RIL, the P-cells maintain the memory of the most recent, one-back, decision as 
explained below.  
B. Representative wP-cells whose activities were higher after a wrong trial (red) 
relative to a correct trial (blue). The top gold line indicates the time when the 
difference in activity was continuously significant (P<0.05 t-test). The heat map 
in the bottom indicates the difference between wrong and correct traces. 
Leftmost neuron is aligned to movement onset with the delta epoch after RIL. 
The left-center neuron is aligned to symbol onset of next trial with the delta 
epoch in the cue epoch. The right-center neuron is aligned to symbol onset of 
next trial with the delta epoch in the symbol epoch. The rightmost neuron is 
aligned to movement onset of the next trial with the delta epoch in the 
movement epoch. Note that the reward was delivered 1 ms after the correct 
movement onset.  
C. Representative cP-cells whose activities were higher after a correct trial (blue) 
relative to a wrong trial (red). Same convention as B. 
D. Each row shows the difference in neural activities between trials following 
wrong and correct trials of a single P-cell aligned on the symbol onset (sym) and 
bar-release hand movement onset (movt) arranged in the increasing order of the 




The P-cell activity in the delta epoch did not predict the upcoming decision’s outcome (N+1) 
nor did it have a memory of the history of previous decisions (N-2) before the most recent decision 
(N-1) independent of other sensorimotor parameters (Fig 4.10-4.12). Thus, the population of P-
cells collectively maintained a memory of only the most recent decision from one RIL to the next, 




Figure 4.10 Delta epoch only encoded the memory of the most recent decision 
Same P-cells as in Fig 4.9B-C analyzed on activity of two back decision (N-2) (A-B), 
one back decision (N-1) (C-D) and impending decision (N+1)(E-F). Note that panel C 




Figure 4.11 Memory of a single decision's outcome 
A. Top: Movement aligned spike density function of wP-cell from Fig 4.9A leftmost 
panel, separated into two-back (N-2) and one-back (N-1) decisions.  Black rectangle 
highlights the fact that this P-cell had similar activity for N-1 decision regardless 
of the N-2 decision. Neural activity in delta epoch for CW condition was 
significantly correlated with WW condition (ho = 0.9170; P<10-10) and was not 
significantly different (P = 0.8447; Mann Whitney U test). Bottom center: Neural 
activity in delta epoch for WC condition was significantly correlated with CC 
condition (rho = 0.9729; P<10-16) and was not significantly different (P = 0.6575; 
Mann Whitney U test). Bottom right: Activity in one-back wrong trials (NW) was 
significantly higher than activity in one-back correct trials (NC). Taken together, 
the neural activity was similar for N-1 decisions regardless of the N-2 decisions. In 




B. Top: Same as Fig 4.11A, but for the w-Pcell from Fig 4.9A left center panel, 
separated into one-back (N-1) and no-back (0-N) decisions.  Black rectangle 
highlights the fact that this P-cell had similar activity for N-1 decision regardless 
of the N+1 decision. Bottom left: Neural activity in delta epoch for WC condition 
was significantly correlated with WW condition (rho = 0.9396; P<10-17) and the mean 
was not significantly different (P = 0.6276; Mann Whitney U test). Bottom center: 
Neural activity in delta epoch for the CW condition was significantly correlated 
with CC condition (rho = 0.9739; P<10-23) and was not significantly different (P = 
0.5737; Mann Whitney U test). Each marker is a neuron. Bottom right: Activity in 
one-back wrong trials (WN) was significantly higher than activity in one-back 
correct trials (CN). *** means P<0.001, t-test. Taken together, the neural activity was 
similar for N-1 decisions regardless of the 0-N decisions. In other words, P-cells 
could not predict the outcome of impending decisions. 
 
C. Top: Same as Fig 4.11A, but for the cP-cell from Fig 4.9B leftmost panel. Bottom 
left: Neural activity in delta epoch for CW condition was significantly correlated 
with WW condition (rho = 0.9124; P<10-4) and was not significantly different (P = 
0.9965; Mann Whitney U test). Bottom center: Neural activity in delta epoch for WC 
condition was significantly correlated (rho = 0.9624; P<10-5) with CC condition and 
was not significantly different (P = 0.8771; Mann Whitney U test). Bottom right: 
Activity in one-back wrong trials (NW) was significantly lower than activity in 
one-back correct trials (NC). 
 
D. Top: Same as Fig 4.11B, but for the cP-cell from Fig 4.9B right center panel. Bottom 
left: Neural activity in delta epoch for WC condition was significantly correlated 
with WW condition (rho = 0.9651; P<10-23) and was not significantly different (P = 
0.5347; Mann Whitney U test). Bottom center: Neural activity in delta epoch for CW 
condition was significantly correlated with CC condition (rho = 0.9684; P<10-24) and 
was not significantly different (P = 0.8920; Mann Whitney U test). Bottom right: 
Activity in one-back wrong trials (WN) was significantly lower than activity in 







Figure 4.12 Memory of a single decision independent of sensorimotor interaction 
A. Movement aligned spike density function of the same wP-cell from Fig 4.11A, 
separated further into two categories: match (if the two decisions were based on 
the same symbol) or no-match (if the two decisions were based on the different 
symbols). Same convention as Fig 4.11. 
B. Top: Same as Fig 4.12A, but for the wP-cell from Fig 4.11B. 
C. Top: Same as Fig 4.12A, but for the cP-cell from Fig 4.11C  
D. Top: Same as Fig 4.12B, but for the cP-cell from Fig 4.11D  
E. Leftmost panel: Mean activity in the delta epoch for WC match trials was not 
significantly different from the activity in WC no-match trials. P = 0.3406, Mann-
Whitney U Test. Left center panel: same as before but for CW trials; P = 0.9823, 
Mann-Whitney U Test; Right center panel: same as before but for CC trials, P = 
0.3596, Mann-Whitney U Test; Rightmost panel: same as before but for WW 
trials, P = 0.5916, Mann-Whitney U Test. 
F. Movement aligned spike density function of the same wP-cell from Fig 4.11A, 
separated further into two categories: match (if the two decisions were based on 
the same choice of hand) or no-match (if the two decisions were based on the 
different choice of hands). Same convention as Fig 4.11. 
G. Top: Same as Fig 4.12F, but for the wP-cell from Fig 4.11B 
H. Top: Same as Fig 4.12F, but for the cP-cell from Fig 4.11C  
I. Top: Same as Fig 4.12G, but for the cP-cell from Fig 4.11D  
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J. Leftmost panel: Mean activity in the delta epoch for WC match trials was not 
significantly different from the activity in WC no-match trials. P = 0.6283, Mann-
Whitney U Test. Left center panel: same as before but for CW trials; P = 0.4418, 
Mann-Whitney U Test; Right center panel: same as before but for CC trials, P = 
0.5494, Mann-Whitney U Test; Rightmost panel: same as before but for WW 
trials, P = 0.7363, Mann-Whitney U Test. 
 
 
4.3.4 The delta epoch was not an artifact of other aspects of the trial 
Multiple lines of converging evidence suggest that the delta epoch was an intrinsic property 
of P-cells and did not arise due to chance or threshold crossing in a population of neurons with 
similar properties. First, we randomly sampled 5 correct trials and 5 wrong trials from the first 20 
trials in the learning condition and calculated the root mean squared (rms) distance between the 
mean activities in the delta epoch that we identified as described above. We repeated this process 
250 times to obtain a distribution of rms distances that provided an estimate of the true difference 
between the neural activity due to correct and wrong trials in the identified delta epoch. We then 
shuffled the label of ‘correct’ and ‘wrong trials’ amongst the first 20 learning trials (bottom row 
to the left) and repeated the same procedure as above, 250 times, on the new correct and wrong 
trials, created during each iteration. This provided the null estimate. We then performed a test of 
statistical significance between the mean of these two distributions to check if the delta epoch was 





Figure 4.13 Delta epoch did not arise by chance 
First, we randomly sampled 5 correct trials and 5 wrong trials from the first 20 trials in 
the learning condition and calculated the root mean squared (rms) distance between 
the mean activities in the delta epoch (top row to the left). We repeated this process 250 
times to obtain a distribution of rms distances that provided an estimate of the true 
difference between the neural activity due to correct and wrong trials in the delta 
epoch (green histogram in the middle). We then shuffled the label of ‘correct’ and 
‘wrong trials’ amongst the first 20 learning trials (bottom row to the left) and repeated 
the same procedure as above, 250 times, on the new correct and wrong trials, created 
during each iteration. This provided the null estimate (grey histogram in the middle). 
A simple test of statistical significance between the mean of these two distributions 
(scatter plot to the right) would tell us if the delta epoch was a true phenomenon or 
happened due to chance. The rightmost plot shows the p value from t-test of each 
comparison in the scatter plot. 
 
 
Second, to examine the veracity of population tiling (Fig 4.9D), we first corrected for 
multiple comparisons by controlling the false discovery rate within each neuron using Benjamini 
& Hochberg/Yekutieli false discovery rate control procedure (as mentioned above; Fig 4.14). 
Furthermore, we corrected for multiple comparisons across neurons (P values in the delta epoch) 




Figure 4.14 P-value corrected delta epoch timing 
Heat map of temporally log corrected P values (Benjamini & Hochberg/Yekutieli false 
discovery rate), with the same cell row ordering as Fig 4.9D. Activity synchronized on 
reward (left of the first white gap), cue (between white gaps), and movement (right of 




Third, we cross validated the delta epochs in Fig 4.9D. We sorted the cells on half of the 
early learning trials (10 randomly selected trials from the first 20 trials of learning) and analyzed 
the data on the held out 50 % of the trial and we confirm that the delta epoch’s distribution in time 






Figure 4.15 Cross validation of delta epoch timings 
We sorted the cells by performing the same analysis as in Fig 4.9D for randomly 
chosen 50% of trials in the first 20 trials of learning (left) and analyzed the cells on 
the remaining trials (right) as a test of cross validation of the delta epochs 
 
 
Finally, on some sessions (N = 24), we reversed the symbol-hand associations once the 
monkeys had learned the novel associations (see methods for the criterion for ‘learned’).  During 
this reward-based reversal learning, the delta epochs for both  wP-cells and cP-cells occurred at 
the same time as they did during novel learning, (Fig 4.16; least square slope = 0.9831; r = 0.9709, 
P< 10-10, Pearson correlation) (Thoma et al., 2008). Thus, the time of the delta epoch was consistent 
(relative to trial events) for a given P-cell during learning, even when the there was a change in 





Figure 4.16 Timing of delta epoch was conserved in novel and reversal learning. 
A. Task in which the symbol-hand associations were reversed after the monkeys 
learned the novel associations. Right: Average learning rate for last 20 recently 
learned (RL) novel associations trials and first 20 reversal (RV) trials *** means 
P = 10-7, Mann-Whitney U-test.  
B. A representative cP- and wP-cells showing delta epoch (indicated by gold line) 




4.3.5 Double delta P-cells: 
While most P-cells (N = 87) reported the outcome of the most recent decision in a single 
epoch of the trial (Fig 4.17 upper row), we identified a population of P-cells (N = 19) that reported 
the outcome of the most recent decision in two distinct epochs: one always immediately after RIL, 
and the other delayed with a variable latency for different P-cells. However, the neural activity in 
both epochs reported the most recent decision’s outcome (i.e the one back decision). These neurons 
‘reported’ the most recent decision’s outcome in an epoch before the RIL and ‘updated’ the trial 
outcome immediately after RIL. We refer to these neurons as the ‘updater’ neurons (Fig 4.17 
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bottom row). We did not find any clear anatomical spatial segregation between reporter and 
updater P-cells in the mid-lateral cerebellum.  
 
 
Figure 4.17 Reporter and Updater P-cells 
Top: representative reporter wrong reporting P-cell (left) and a correct reporting P-cell 
(right) reported the recent trial’s outcome in just one epoch in the trail, shown as 
golden line on the top; Same neurons from Fig 4.4.  
Bottom: representative updater wrong reporting P-cell (left) and a correct reporting P-
cell (right) reported the previous trial’s outcome before the animal made a choice 
(before RIL; black vertical line) and updated the most recent trial’s outcome soon after 
a reward outcome (after RIL; black vertical line). The small black boxes around the text 
indicates the trial whose outcome the P-cells are reporting.  
 
 
This property of P-cells becomes clear when we consider pairs of consecutive trials. Below, 
we represent pairs of consecutive trials as ‘NM’ where N and M represent the outcome of the pair 
of consecutive trials (similar to the analysis in Fig 4.11). Consider the neuron whose activity is 
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shown in Fig 4.17A. Here, for a given trial N, the neural activity is shown from before the symbol 
epoch through the time after movement initiation and RIL. This P-cell had a significantly elevated 
activity for one-back wrong decision irrespective of the outcome of the two-back decision (WW 
and CW) and similarly had a significantly lower activity for one-back correct decision, irrespective 
of the outcome of the two-back decision (CC and WC). This suggests that this P-cell represented 
the information only about the most-recent (one-back decision) outcome in the delta epoch with 
higher activity for wrong decisions and lower activity for correct decisions. Now consider the 
neuron whose activity is shown in Fig 4.17C. During the movement epoch (i.e before RIL), the 
neuron had elevated activity for the one-back wrong decision (WC and WW) relative to the one-
back correct decision (CC and CW), representing the outcome of the most-recent (one-back) 
wrong decision. But after the RIL, the ‘definition’ of the most recent decision changes, now 
referring to the decision that was just made. Now, we see that the activity profile of this P-cell 
monitored this recent change in performance and switched its activity to represent this most recent 
one-back wrong decision (with elevated activity for WW and CW trials and suppressed activity 
for WC and CC trials) irrespective of the outcome of the two-back decision that it was representing 
before the RIL. Clearly, this P-cell reported the most recent decision’s outcome before the RIL 
and updated this information just after the RIL.  
The timing of delta epochs was consistent across trials in both the epochs for all the P-cells. 
More importantly, the updater P-cells reported the same type of decision outcome (either wrong 
or correct) in both epochs. That is, we did not find any neuron that reported a correct decision in 
the first epoch and a wrong decision in the second epoch and vice versa. While the reporting-delta 
epoch tiled the entire trial period, the ‘updating’ trial period strictly occurred only in a short interval 






Figure 4.18 Sparse but consistent encoding of reinforcement error 
Left: The magnitude of peak difference in activities between correct and wrong trials 
for the population of reporter P-cells tiled the entire trial interval. Right: The 
magnitude of peak difference in activities between correct and wrong trials before RIL 
for the population of updater P-cells tiled the entire trial interval. However, the 
magnitude of peak difference in activities between correct and wrong trials soon after 
RIL occurred in a temporally narrow epoch.  
 
 
 We next investigated how this transient change in activity during initial learning 
propagated through the time course of learning for updater as well as reporter P-cells. Through the 
process of learning the new visuomotor associations, the differences in neural activity in the delta 
epoch between correct and wrong outcomes decreased gradually for both classes of neurons. We 
then studied how the neural activity fluctuated trial to trial, through learning. We analyzed trial to 
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trial changes in neural activity for epochs in window length of 200 ms, shifted by 50 ms, 
throughout the trial interval, from start of learning until the monkeys learned the association and 
correlated this change in neural activity with the learning curve for each session. To do this, we 
analyzed the effect of a correct trial on the next trial in small bins of 10 trials shifted by 5 trials, 
through learning. We chose to look only at the effect of correct trials on next trials through learning 
because monkeys made errors mostly in the initial phase of learning and only occasionally through 
rest of the learning phase and hence, there was a paucity in the number of wrong trials to be 
analyzed throughout the entire learning period in a consistent way. Nevertheless, the effect of 
correct trials on the next trials was in the opposite direction to the effect of wrong trials on the next 
trials during the initial phase of learning, for both wrong preferred and correct preferred neurons, 
as expected. We followed this trial to trial change in activity through learning and we found that 
the difference between the correct trial and the next trial decreased with learning and these trial to 
trial changes in neural activity highly correlated with the learning curve only in the delta epoch 
but not for any other epoch (Fig 4.19A). Interestingly, both the delta epochs of updater neurons 







Figure 4.19 Learning related changes in performance monitoring 
A. top left:  Representative reporter P-cell (same as Fig 4.17 top left) with a 
delta epoch after RIL (indicated by gold line on the top). Bottom left: 
correlation between the trial to trial change in activity and the learning 
curve. Thick gold line segment represents when the neural activity was 
significantly correlated with the learning curve. Right: same as left, but for 
a representative updater P-cell (same as Fig 4.17 bottom left). 
B. Mean time of delta epoch (indicated by golden line in Fig 4.19A top) plotted 
against the mean time of the epoch whose trial over trial changes in neural 
activity was significantly correlated with the learning curve (thick gold line 
segments in Fig 4.19 bottom).  
 
 
4.3.6 Learning related changes in SS neural activity:  
 First, we investigated how the transient change in SS activity during initial learning 
changed through the time course of learning. In a reward-based learning framework, the monkeys 
minimize the 0-1 loss function over learning (Cashaback et al., 2017; Sutton and Barto, 1998) and 
therefore, an error signal that that could be used in learning should be maximal when the learning 
begins, and approach zero as the learning completes. As would be expected for a learning 
contingent error signal, the difference between the activity following a correct trial and wrong trial 
in the delta epoch monotonically decreased significantly for both types of neurons, as the monkeys 
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learned the association (Fig 4.20A). Importantly, only the activity in the delta epoch, but not any 
other randomly chosen epoch, changed systematically with learning (Fig 4.20B).  
 
 
Figure 4.20 Reinforcement learning related changes in neural activity 
A. Difference between wrong and correct trials before learning (OT), in the first, 
middle and last 33% of learning for wP-cells (red; first *** means P = 4.3e-5; 
second *** means 0.0021; * means P = 0.0414) and cP-cells (blue; first *** means 
P = 0.0091; second *** means 0.0111; n.s means P = 0.0633). 
B. Top: average learning error from all sessions (grey). Bottom: Average magnitude 
of the error (|wrong – correct|) calculated in the delta epoch (yellow) and from 
a random sample of 200 epochs per neuron (green) for all neurons as a function 
of learning. The shaded region in the delta epoch case is s.e.m, but the shaded 





4.3.7 A potential mechanism for reward-based learning in cerebellum 
To gain insight into a possible mechanism of reward-based learning in the cerebellum we modeled 
our data through a reinforcement learning framework combined with a drift diffusion model (Fig 
4.21A; see methods). Here, we modeled the action selection, in response to a presented symbol, 
as a race between two action choice accumulators (left and right-hand release) that drifted until 
one of them reached a threshold (Fig 4.21B).  
 
 Consider learning one symbol-action-outcome association for one symbol with two 
alternative action choices,	 𝑎W and 𝑎X corresponding to left and right hand bar-release hand 
movements respectively. We model the action selection through a race to threshold model where 
there is a race in the evidence accumulation between the action values 𝑎W and 𝑎X modeled by 
Wiener first-passage time (WFPT) distribution. This calculates the likelihood of the reaction time 
of choice i given by:  
𝑉2 𝑥 	~	𝑊𝐹𝑃𝑇	 𝜐2 𝑡  
where 𝜐 𝑡  denotes the rate of accumulation process for the trial 𝑡.	Therefore, we have two 
independent action choice accumulators for left and right action choices. The rate of accumulation 
in the overtrained (OT) condition, 𝜐2`ais assumed to be a constant that does not change with trial. 
Then, we model the evolution of 𝜐2 𝑡 , with learning as: 
𝜐2 𝑡 + 1 = 	𝜐2 𝑡 +
9
1
∆2 𝑡 	𝐼d 𝑡 	𝐼2(𝑡)    
 where 
∆2 𝑡 = 	𝑟	 𝜐2`a −	𝜐2 𝑡 	 	𝐼d 𝑡 	𝐼2 𝑡 + (	𝐼g 𝑡 +		 𝐼d 𝑡 	𝐼2hi 𝑡 	)	∆2 𝑡 − 1  
here, 𝑚	captures the rate of learning or the proportion of the error that is compensated for from 
one trial to the next trial and 0.1 ≤ 𝑚	 ≤ 0.3, meaning trial-to-trial corrections adjust for 
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approximately 10–30 % of the error. 𝑟 is the scale factor, 𝐼2 𝑡  is the indicator function describing 





𝐼g 𝑡  and 𝐼d 𝑡 are indicator functions that take the value of that P-cell population (either wP-cells 
or cP-cells) that fired at the time of interest describing the outcome of trial 𝑡, defined as follows: 
𝐼d(𝑡) = 	
		1		𝑖𝑓		𝑟𝑒𝑤𝑎𝑟𝑑(𝑡) = 	1
		0		𝑖𝑓		𝑟𝑒𝑤𝑎𝑟𝑑 𝑡 = 	0														 𝐼g(𝑡) = 	
		1		𝑖𝑓		𝑟𝑒𝑤𝑎𝑟𝑑(𝑡) = 	0
		0		𝑖𝑓		𝑟𝑒𝑤𝑎𝑟𝑑 𝑡 = 	1 
 We propose that the rate of change of the accumulation rate 𝜐2 𝑡 , given by ∆2 𝑡  is 
represented in the delta epoch of the P-cell population that fired at the time of interest. Clearly, the 
delta activity is updated as the scaled difference between the rate of accumulation in the OT 
condition and that in a given trial if the trial were correct. Else, it is not updated.  
 Similar to previous observation, the monkeys learned the two stimulus-action-reward 
association roughly independently (Fusi et al., 2007a). Therefore, we modeled acquisition of each 
stimulus-action-reward association independently with negligible interference between the 
associations. Since we only had ~30 trials in the OT condition and we had to fit the model for the 
first ~10 trials of learning condition per session to get an estimate of the initial accumulator rate, 
we pooled data across all sessions, to increase the statistical power and get enough data points to 
fit the data optimally. Furthermore, we performed 5-fold cross-validation (i.e., fit the model to 
4/5th of the data and test it on the held-out 1/5th of the data) to get the optimal values for our fit.  
We estimated the accumulator’s initial and final rates by fitting a drift-diffusion model to the 
observed RT values. To do this, first, we uniformly and coarsely sampled a range of values that 
could generate the observed RT distributions, to simulate RT distributions of 2,000 trials, using 
the following equation: 
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𝑥 𝑡 + 1 = 	𝑥 𝑡 + 𝜇 + 	𝜀 
where 𝑥 𝑡  is the level of accumulation at time 𝑡; 𝜇 is the mean drift rate and 𝜀 is a Gaussian noise 
term with mean = 0 and standard deviation that represents the noise in the input signal. We modeled 
the process to be ideal, with a time step of 1 ms, without any leak term. The stochastic nature of 
the process generates a RT distribution, that changes with 𝜇. The variability of the accumulation 
process at a given time 𝑡 is given by: 
𝜎 𝑡 = 	𝑘	𝜎F;27-	 𝑡 
where 𝜎 is the standard deviation of the process, 𝑘 is a constant scaling factor and 𝜎F;27- is 
Gaussian noise.  
 Second, we used MATLAB’s fmincon function for minimize the error between the 
generated and the empirical RT distributions (Jana et al., 2016). We applied a nonlinear constraint 
which restricted at least 70% of the simulated RT distribution to lie within the extent of the 
empirical RT distribution. We then calculated the error as the difference between inverted 
Gaussian weighted cumulative distribution function (CDF) of the empirical and simulated RT 
distributions. This enabled better fits to the tails of the RT distributions to obtain a more reliable 
estimate of the standard deviation of the distributions. Although the minimum error solution 
typically converged within <30 iterations for 𝜇 and 𝜎, we ran the minimization process multiple 
times with different starting points to ensure that we obtained the best parameters. We performed 
this process for two sections of learning: in the OT and initial learning for left and right hand RTs.  
 This process gave us estimates of 𝜐W`a = 0.0027	 ± 0.0180, 𝜐X`a = 0.0027	 ± 0.0170, 
𝜐W 0 = 0.0009	 ± 0.0270 and 𝜐X 0 = 0.0009 ± 0.0265. We then simulated the learning 
process with these values and compared the simulated learning curve and the neural activity in the 
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delta epoch to the experimental observation. This closely approximated the experimentally 
determined changes in firing rate in the delta epoch (Fig 4.21C).  
 
 
Figure 4.21 Drift diffusion reinforcement learning model 
A. Schematic of the model, a1 and a2 are the two action choices that are modeled 
as accumulators with rates ua1 and ua2 respectively, racing to threshold (bound). 
The winner takes all and consequences of the chosen action ach is evaluated by 
the activity of P-cells in the delta epoch given by D. This is used to update the 
rates of the accumulator on a trial by trial basis. 
B. Evolution of the action choice rates for each symbol-action pair. 
C. The profile of neural activity in the delta epoch with learning from experimental 
data (left) and the model (right). 
D. Learning curves of each symbol-action associative learning from experimental 
data (left) and the model (right). 





 This model also predicted the monkey’s behavior during novel visuomotor association 
learning, both the rate of learning (Fig 4.21D) and the strategy (Fig 4.21E). This model suggests 
that one mechanism by which cerebellum could contribute to reward-based learning is by 
controlling the rate of learning, which represents the magnitude of activity in the delta epoch.  
4.4 Discussion: 
 Prior to our study, reward-based learning has only been studied in a fronto-striatal 
dopaminergic network involving the striatum and the prefrontal cortex. However, the area of 
cerebellum we recorded from in this study has extensive reciprocal connections with both the basal 
ganglia and the prefrontal cortex (Caligiore et al., 2017). Given there is an anatomical substrate 
for cerebellar participation in reward-based learning, we show for the first time that the cerebellum 
actually provides a neural correlate of visuomotor association learning that occurs even though 
there is no change in the kinematics of the movements with which the monkey makes its response. 
When monkeys switched from exploiting a well-learned rule to exploring a new rule during 
learning a new visuomotor association, P-cells significantly changed their activity profile (chapter 
3). As monkeys learned the new rule by trial and error, P-cells collectively maintained a memory 
of the outcome of the monkey’s most recent decision, a learning contingent reward-based error 
signal that decreased with improving performance. Our results suggest that the mid-lateral 
cerebellum participates in visuomotor association but not the specification of the motor kinematics 
dictated by the task. We propose that this region of the cerebellum is important in learning a new 
visual association for well-learned movements and has implications for higher-order processing.   
Currently, evidence for a role of the cerebellum in cognitive processing primarily comes 
from clinical, imaging and anatomic data.  A number of studies have described a cerebellar clinical 
syndrome that arises from lesions in the posterior cerebellum, including Crus I and II 
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(Schmahmann, 1998; Tedesco et al., 2011; Timmann and Daum, 2007).  Hallmarks of the 
cerebellar syndrome include executive function deficits including set-shifting; impaired 
visuospatial memory; language deficits including anomia and agrammatism; and personality 
change with flattening of affect or disinhibited behavior.  Patients exhibit these deficits even when 
there are no classical cerebellar motor signs (Tedesco et al., 2011). Imaging studies show cerebellar 
activation in tasks involving thinking of single words (Petersen et al., 1989), and solving difficult 
puzzles (Kim et al., 1994c) independent of changes in motor aspects.  However, in most imaging 
studies, the set of movements that the subjects made incidental to the task were not controlled, so 
it is impossible to know if the cerebellar signals were due to the cognitive processes or to incidental 
movements. 
Two distinct types of cerebellar error signals have been previously discussed in the 
literature: first, a SS rate signal, which encodes the kinematic error of an effector and is used for 
feedback control of that effector (Popa et al., 2016; Raymond and Lisberger, 1998), and second, a 
CS signal, which reflects an error and changes the synaptic weights of the granule cell input to the 
P-cells (Herzfeld et al., 2018; Medina and Lisberger, 2008; Yang and Lisberger, 2014). The error 
signal that we report here is similar to the first type, in that the errors are encoded in the SS output, 
but with the critical difference that the SS output is not linked to the motor plan, but rather signals 
task-dependent, reward-based errors that are likely used by higher brain areas for learning.  
Our results make specific inferences and predictions about computations upstream (granule 
cell layer) and downstream (deep cerebellar nuclear layer) that enable P-cells to participate in 
reward-based learning. First, although granule cells have been shown to exhibit reward, reward-
omission, and reward anticipation signals in rodents performing an overtrained task (Wagner et 
al., 2017),  they have not, to our knowledge, been shown to have a learning contingent reward 
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signal similar to the one we have demonstrated here in the P-cell SSs, of monkeys. Therefore, one 
theory that needs future testing would be that the granule cells layer in crus I and II exhibit a 
learning contingent reward signals that enable P-cells to participate in signaling learning 
contingent error signals. Second, the delta epoch reports the result of the prior decision at a 
stereotyped time, which can vary from cell to cell from ~300 ms (RIL) after the feedback of the 
prior decision to shortly after the outcome of the current decision. Because ~50 P-cells synapse 
onto a single dentate nucleus neuron (Person and Raman, 2012), it is possible that the information 
carried by the P-cells in the delta epoch are integrated by the dentate neurons downstream, so that 
a single dentate neuron could describe the prior outcome from one decision to the next which they 
then relay to the cortex (Caligiore et al., 2017).  Cortical computations during working memory 
are usually encoded as a sustained response but the origin of such a sustained activity has been 
unclear. We hypothesize that the temporally integrated tonic cerebellar activity could be the basis 
of such a tonic response in the cortex (Histed et al., 2009a). 
Taken together, the cerebellum can thus function at two different levels: at one level, the 
cerebellum can send a motor error signal to the motor areas of the brain to regulate the motor 
kinematics of muscles and at another level, send a cognitive error signal to the cognitive areas of 
the brain to regulate the cognitive parameters during a learning process (Leiner et al., 1986a). In the 
absence of such cerebellar cognitive error signals, one could hypothesize that the brain would have 




















Mid-lateral cerebellar complex spikes encode multiple 





Although the cerebellum has been implicated in simple reward-based learning recently, the 
role of CS and SS, their interaction and their relationship to complex reinforcement learning and 
decision making is still unclear. In this chapter, we show that in a context where a monkey learned 
to make novel visuomotor associations, classifying CS responses based on their SS properties 
revealed distinct functional-cell-type specific encoding of the probability of failure after the 
stimulus onset and the monkey’s decision. In a different context, CS from the same cerebellar area 
also responded in a functional-cell-type and learning independent manner to the stimulus that 
signaled the beginning of the trial. Both types of CS signals were independent of changes in any 
motor kinematics and were unlikely to instruct the concurrent SS activity through an error based 
mechanism, suggesting the presence of context dependent, flexible, multiple independent channels 
of neural encoding by CS and SS. This diversity in neural information encoding in the mid-lateral 
cerebellum, depending on the context and learning state, is well suited to promote exploration and 
acquisition of wide range of cognitive behaviors that entail flexible stimulus-action-reward 




The cerebellum has been classically considered to be a center for supervised motor learning 
in the brain, where the predicted results of movement are compared with the animal’s actual 
performance, in order to correct the errors in the action that led to the mismatch (Albus, 1971; Ito, 
1984; Marr, 1969; Raymond and Medina, 2018). The cerebellar cortex has been posited to achieve 
this via its two distinct types of inputs to its principle output cells, the P-cells. First, the mossy 
fibers, relayed through the parallel fibers of the granule cells, contain a number of sensory and 
efference copy signals, which are read out as high frequency SS (Lisberger and Fuchs, 1978). 
Second, the climbing fibers, which evoke CS, signal unexpected events or errors to facilitate 
learning (Stone and Lisberger, 1990). The precisely timed relationship between the coincidence of 
CS and SS causes synaptic plasticity at the granule cell->P-cell synapse, thereby effecting learning. 
One such mechanism is LTD (Albus, 1971; Ito, 1984; Marr, 1969; Suvrathan et al., 2016). This 
flow of information and circuitry explains many simple motor learning behaviors: Connections 
that led to erroneous and undesirable behavior could be carefully pruned by the instructions 
provided by the CS.  
However, motor learning and optimization does not always entail CS activity providing a 
teaching signal for SS responses (Avila et al., 2021; Ke et al., 2009; Streng et al., 2018). 
Furthermore, recent evidence suggests that cerebellar activity is correlated with aspects of behavior 
that do not involve correcting the kinematics of movement: for example classical conditioning 
(Ohmae and Medina, 2015), stimulus prediction (Heffley et al., 2018; Kostadinov et al., 2019), 
and the magnitude of predicted reward (Heffley and Hull, 2019; Larry et al., 2019a). The 
cerebellum’s role in these aspects of reward-related learning behavior cannot be readily explained 
by the present classical error-based learning models, nor do they necessarily entail CS activity 
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affecting SS responses (Larry et al., 2019b) by an LTD mechanism. This is because, in reward 
based learning, rather than pruning connections that led to erroneous behavior, the brain must 
strengthen connections that would lead to the preferred behavior (Catz et al., 2005). 
As we saw in the previous chapter, when monkeys learn to associate arbitrary visual 
symbols with hand movement choices, the SS encode a reinforcement error signal during learning, 
which gradually diminishes through learning, and disappears once the learning is 
completed(Sendhilnathan et al., 2020b). This error signal, which could contribute significantly to 
reinforcement learning (Sendhilnathan and Goldberg, 2020), is encoded as the difference in SS 
activity between recent correct and wrong outcomes of P-cells (Sendhilnathan et al., 2020b). 
However, a) the role of concurrent CS activity, b) the interaction between SS and CS, and c) their 
relationship to complex reinforcement learning and decision making are all still unknown.  
Here, we show that while the SS carry a reinforcement learning signal that has information 
about the outcome of the monkey’s most recent decision, the concurrent CS do not carry such 
information nor do they instruct a change in SS’s activity. Instead, the CS encoded two different 
signals. First, a response to the beginning of the trial which may have predicted the possibility of 
reward given successful performance of the task, independent of both the state of reinforcement 
learning and the cell-type. Second, a functional-cell-type and learning-state specific learning 
response which occurred after two specific events: the symbol onset and the monkey’s decision, 
describing the general probability of failure but not the actual outcome of the prior or current trial. 
Neither of these types of signals correlated with any changes in the motor kinematics.  
These results show that although the mid-lateral cerebellum  contributes to reinforcement 
learning (Sendhilnathan and Goldberg, 2020), the mechanism by which this learning occurs does 
not require CS induced changes at the parallel fiber-P-cell synapse through an error based 
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mechanism. Rather, CS and SS form two independent channels of information, both encoding 
different aspects of reward-based learning depending on the context. Such differences in neural 
information encoding in the mid-lateral cerebellum and their complex interplay depending on the 
context and learning state may promote exploration and acquisition of wide range of cognitive 
behaviors that entail flexible stimulus-action-reward relationships.  
 
5.2 Specific Methods: 
Two monkeys performed a two-alternative forced-choice discrimination task where, in 
each session, the monkeys associated one of two visual symbols with a left-hand movement and 
the other visual symbol with a right-hand movement (see section 2.3.1). Here we analyzed the CS 
activity P-cells recorded in Crus I and II of the monkey cerebellum (see section 2.5.2).  
 
5.2.1 Quantitation of CS activity:  
To study the event related CS activity, we first aligned the CS responses to cue1, cue2, 
symbol and reward onset. Then, for each condition, we binned the CS responses in 1 ms bins and 
convolved this histogram with a Gaussian kernel of sigma = 20 ms to obtain spike density 
functions. Then, we quantified the firing rate and the temporal dispersion of the spike density 
function (estimated as the full width at half maximum firing rate, fwhm) in a 100 ms window (50 




5.2.2 Measurements of CS waveform properties:  
One of the authors manually made all these measurements while being blind to the 
functional type of cell or the epoch in which the CS was present. We measured each CS duration 
from the beginning of the first deflection of the extracellular potential to the time of the return to 
baseline potential. To reduce the bias in measurements, another author randomly verified the 
measurements and made independent measurements of randomly selected CS spikes, to 
crosscheck the results, while also being blind to the type of cell or the epoch in which the CS was 
present. Furthermore, random errors in measurements should not be prominent in a population 
study. 
 
5.2.3 CS selectivity to symbol and choice of hand:  
The CS responses in the symbol epoch and during movement were not selective for symbol 
or choice of hand respectively. To show this, we first calculated the selectivity index (A-B)/(A+B) 
in the symbol epoch (50-250 ms after symbol onset) for preferences between the two symbols and 
in the movement epoch (50 ms before to 250 ms after the movement onset) for preferences between 
the hand movements and the symbols. To verify if this selectivity were meaningful and not just 
due to extreme differences in sampling number and noise (due to sparseness in firing rate and low 
trial number), we generated a null distribution of spike times through a gamma distribution 
(Sendhilnathan et al., 2020a) that was matched with the parameters of the experimental data (we 
obtained the shape parameter, 𝑘, the ISI distribution fit and took the scale parameter, 𝜃, as the 
inverse of firing rate) and calculated a similar tuning function on this null distribution. We found 
that the CS responses during the symbol or the movement epochs were not statistically different 
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from a null distribution (Symbol selectivity: P = 0.5153; t-test; Choice selectivity: P = 0.4811; t-




5.3.1 P-cell CS response characteristics during the overtrained task 
During the OT condition, the SS activity significantly changed from the baseline only 
during the hand movement (Fig 5.1A). In contrast, there were significant changes in CS responses 
in three epochs: after the cue1 onset (cue1 epoch), after the symbol onset (symbol epoch) and after 
the monkey’s decision (reward epoch) (Fig 5.1B). The majority of the cells responded in more 
than one epoch. The CS responses in any of the three epochs could not be explained by any obvious 
changes in motor kinematics, such as movement of the responding hand (Fig 5.1C), the non-






Figure 5.1 SS, CS activities and motor behavior during OT condition 
A. Mean spike density function of population SS responses in the overtrained 
condition. Blue shaded region indicates the cue epoch, orange, symbol epoch 
and yellow, reward epoch. 
B. Mean spike density function of population CS responses in the OT condition. 
C. Mean horizontal (gray) and vertical (black) positions of the responding hand. 
D. Mean horizontal (gray) and vertical (black) positions of the non-responding 
hand. 
E. Mean licking activity. 
F. Mean horizontal (gray) and vertical (black) eye positions. Error bars indicate 
mean ± SEM. 
 
The CS responded only in about 20% of trials in the cue1 epoch, 21% of trials in the symbol 
epoch and in 19% of trials in the reward epoch (Fig 5.2A). Furthermore, we did not see any 
modulation in CS waveform duration (Fig 5.2B; P= 0.4017, ANOVA, 40 d.f., n=25 cells) or the 
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duration of the pause in SS firing elicited by a CS (Fig 5.2C; P = 0.1670; ANOVA, 42 d.f., n=25 
cells) among these three epochs.  
 
 
Figure 5 2 CS responses properties in the OT condition 
A. Fraction of trials with 0,1,2 or 3 CS in the cue1 (blue), symbol (red) and reward 
(yellow) epochs. 
B. Duration of CS waveforms in the cue1 (blue) and symbol (red) epochs were not 
significantly different (P = 0.2460; Mann-Whitney U test). Same was the case 
between reward (yellow) and symbol (red) epochs (P = 0.2993; Mann-Whitney U 
test) and between reward (yellow) and cue1 (blue) epochs (P = 0.8217; Mann-
Whitney U test). 
C. Duration of CS-SS pause in the cue1 (blue) and symbol (red) epochs were not 
significantly different (P = 0.9719; Mann-Whitney U test). Same was the case 
between reward (yellow) and symbol (red) epochs (P = 0.0678; Mann-Whitney U 
test) and between reward (yellow) and cue1 (blue) epochs (P = 0.1095; Mann-
Whitney U test). 
 
 
The CS responses in the symbol epoch and during hand movement were not selective for 





Figure 5.3 CS responses were not tuned to sensorimotor parameters  
A. Left: CS responses from a representative P-cell for symbol 1 (gray) and symbol 
2 (black). Shaded region shows the epoch where the CS activity was analyzed. 
Right: symbol tuning index for the P-cells (red) was not different from that of a 
null population (gray) (P = 0.5153, t-test). See methods for more details. 
B. Left: CS responses from a different representative P-cell for left (gray) and right 
(black) hand release. Shaded region shows the epoch where the CS activity was 
analyzed. Right: movement tuning index for the P-cells (yellow) was not 
different from that of a null population (gray) (P = 0.4811, t-test). See methods 
for more details. Error bars indicate mean ± SEM. 
 
 
5.3.2 CS activity after symbol onset was functional cell type specific and learning 
dependent:  
The mid-lateral cerebellar P-cell SS encode a reinforcement error signal when monkeys 
learn a new visuomotor association, by reporting the outcome of the most recent decision in short 
epochs called ‘delta epochs’ in a manner entirely independent of the kinematics of the movement 
with which the monkey made the response, or the various sensory events associated with reward 
delivery (Sendhilnathan et al., 2020b). During learning, roughly half of the P-cells were selective 
for the wrong outcome (wP-cells) and the remaining were selective for the correct outcome (cP-
cells) during these delta epochs (see chapter 4).  
We studied the learning related changes in the CS activity after the symbol presentation in 
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cP-cells (n = 14 cells) and wP-cells (n = 11 cells) separately. We analyzed the CS responses in 
four different learning states: overtrained (OT), the beginning of learning (Lbeg; the first 20 trials 
after the symbol switch), the middle of learning (Lmid; the first 40-60 trials after the symbol switch) 
and at the end of learning (Lend; 20 trials after the monkey reached the criterion for learned; see 
methods).  
The CS peak firing rate of the wP-cells changed with learning: CS increased their firing 
rate during early learning from OT (OT-Lbeg: P=0.0081; Mann-Whitney U test) and after learning, 
returned to an activity that was not different from OT (OT-Lend: P=0.2432; Mann-Whitney U test; 
Fig 5.4A-B; P <0.01, ANOVA, 31 d.f.). However, the CS peak firing rate of cP-cells did not show 
any learning related changes (P = 0.8947, Kruskal-Wallis test, 47 d.f., Fig 5.4D-E). Instead, the 
CS activity of cP-cells was more sustained or temporally dispersed (estimated as the full width at 
half maximum firing rate, fwhm) during learning, compared to the OT condition (OT-Lbeg: P<0.05; 
Mann-Whitney U test; Fig 5.4D, F). After the monkeys learned the association between symbols 
and the movements, the CS activity became temporally less dispersed (i.e. more temporally 
precise) as the symbols predicted a future reward more accurately (Lbeg -Lend: P <0.05; Mann-
Whitney U test; Fig 5.4D, F) and was no longer different from the OT condition (OT-Lend: P = 





Figure 5.4 CS activity after symbol onset was cell type specific and learning 
dependent 
A. Top panel: spike density functions in the symbol epoch for wP-cells in the OT 
condition. Bottom panel: same for wP-cells in Lbeg and Lend.  
B. Peak firing rate of wP-cells in OT, Lbeg and Lend conditions in the symbol epoch.  
C. Temporal dispersion of CS activity for wP-cells (estimated as the full width at 
half maximum firing rate) in OT, Lbeg and Lend conditions in the symbol epoch.  
D. Same as Fig 5.4A but for cP-cells.   
E. Same as Fig 5.4B but for cP-cells. 







The duration of the CS waveform also differed during learning in a cell-type dependent 
way. Although the wP-cells did not show any learning related changes in their CS waveform 
durations (P = 0.4173, Kruskal-Wallis test, 33 d.f; Fig 5.5A), the CS waveform for cP-cells was 
longer at the beginning of learning compared to the OT condition (OT-Lbeg: P <0.05 Mann-
Whitney U test; Fig 5.5A) and decreased after learning, resembling the waveform in the OT 
condition (OT-Lend: P = 0.7822 Mann-Whitney U test; Fig 5.5A; across learning: P<0.05, Kruskal-
Wallis test, 168 d.f.). The CS-SS pause was also longer only for cP-cells at the beginning of 
learning (P <0.05 Mann-Whitney U test; Fig 5.5B) and similar to the OT level at the end of learning 
(P = 0.2311 Mann-Whitney U test; Fig 5.5B; across learning: P<0.05, Kruskal-Wallis test, 138 




Figure 5 5 CS waveform duration and pause after symbol onset was cell type 
specific and learning dependent 
A. Left: duration of CS waveforms in OT, Lbeg and Lend conditions for wP-cells (left) 
and for cP-cells (right). 
B. Left: duration of CS-SS pause in OT, Lbeg and Lend conditions for wP-cells (left) 






After the symbol onset, neither type of P-cells predicted the impeding decision’s outcome 




Figure 5.6 CS activity after symbol onset did not predict the trial outcome. 
Top: CS activity during Lbeg separated into correct (blue) and wrong (red) trials for wP-
cells (left) and cP-cells (right). Bottom: Scatter plot of peak neural activity during 
correct and wrong trials for individual wP-cells (left) and cP-cells (right). Error bars 
indicate mean ± SEM, ** indicates P<0.01, * indicates P<0.05, ns indicates P>0.05. 
 
 
5.3.3 CS activity after the monkey’s decision was also functional cell type specific 
and learning dependent:  
CS activity in the reward epoch was also cell-type specific. Here, the firing rate of wP-cells 
significantly increased at the beginning of learning from OT (OT-Lbeg: P = 0.0011 t-test; Fig 5.7A, 
B) and decreased to a lower activity in the mid learning phase (Lbeg-Lmid: P = 0.0134 t-test, Fig 
5.7A, B), finally decreasing even further, comparable to the activity in the OT condition after the 
monkeys learned the task (OT-Lend: P = 0.3124 t-test, Fig 5.7A, B; across learning: P<0.05, 
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Kruskal-Wallis test, 31 d.f). There were no learning related changes in the temporal dispersion (P 
= 0.7632 Kruskal-Wallis test, 22 d.f.; Fig 5.7A, C). However, the cP-cells did not show any 
significant learning related changes either in their peak firing rate (P = 0.2936, Kruskal-Wallis test, 
47 d.f; Fig 5.7D, E) or the temporal dispersion of activity (P = 0.5707, Kruskal-Wallis test, 33 d.f.; 
Fig 5.7D, F).  
 
 
Figure 5.7 CS activity after reward was cell type specific and learning dependent 
A. Top panel: CS spike density functions in the reward epoch for wP-cells in the 
OT condition. Bottom panel: same for wP-cells in Lbeg and Lend.  
B. Peak firing rate of wP-cells in OT, Lbeg and Lend conditions in the reward epoch.  
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C. Temporal dispersion of CS activity for cP-cells (estimated as the full width at 
half maximum firing rate) in OT, Lbeg and Lend conditions in the reward epoch.  
D. Same as Fig 5.7A but for cP-cells.   
E. Same as Fig 5.7B but for cP-cells. 
F. Same as Fig 5.7C but for cP-cells. 
 
 
Consistent with learning related changes in peak firing rate for wP-cells, the duration of 
CS was longer during the beginning of learning compared to the OT condition (OT-Lbeg: P = 
0.0242 t-test, 10 d.f.; Fig 5.8A) and the duration decreased after learning and was comparable to 
OT (OT-Lend; P = 0.3352, t-test, 7 d.f.; Fig 5.8A; across learning: P <0.05, ANOVA, 52 d.f.). The 
CS waveform duration for cP-cells did not change in this epoch during learning (P=0.7795, 
Kruskal-Wallis test, 112 d.f.; Fig 5.8A). There were no learning related changes in the CS-SS 
pause for either type of P-cells (wP-cells: P=0.3297, Kruskal-Wallis test, 44 d.f., cP-cells: 0.7153, 
Kruskal-Wallis test, 101 d.f., Fig 5.8B).  
 
 
Figure 5.8 CS waveform duration and pause after reward was cell type specific and 
learning dependent 
A. Left: duration of CS waveforms in OT, Lbeg and Lend conditions for wP-cells (left) 
and for cP-cells (right). 
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B. Left: duration of CS-SS pause in OT, Lbeg and Lend conditions for wP-cells (left) 
and for cP-cells (right). 
 
 
Neither type of P-cells reported the recent decision’s outcome (Fig 5.9; cP-cell: P = 0.4839, 
paired t-test 11 d.f., and wP-cell: P = 0.9377, paired t-test, 7 d.f.), contrary to prior reports 
(Kostadinov et al., 2019).  
 
 
Figure 5.9 CS activity after reward did not predict the trial outcome 
Top: CS activity during Lbeg for correct (blue) and wrong (red) trials for wP-cells 
(left) and cP-cells (right). Bottom: Scatter plot of peak neural activity for correct and 
wrong trials for individual wP-cells (left) and cP-cells (right). Error bars indicate mean 
± SEM, ** indicates P<0.01, * indicates P<0.05, ns indicates P>0.05. 
 
 
5.3.4 CS responded to the stimulus that signaled the beginning of the trial. 
  On every trial, before we presented the symbols that instructed the hand movements, we 
presented two additional cues: cue 1 and cue2 with a fixed interval of 523 ms between them (see 
methods; Fig 5.10A). Cue 1 occurred at the beginning of the trial. After its presentation, the 
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monkey’s prediction that it would get a chance to earn a reward, would change. However, after 
the presentation of cue2, the monkey does not update his prediction since cue2 occurs after a fixed 
interval after cue1. In keeping with this, both types of P-cells only fired for cue1 but not for cue2. 
That is, for both types of P-cells, CS activity in response to cue1 was significantly higher than the 
baseline (cP-cells: P <0.001; wP-cells: P <0.001 Mann-Whitney U test; Fig 5.10B) and was 
significantly higher than that for cue 2 (cP-cells: P <0.001; wP-cells: P <0.001, Mann-Whitney U 
test; Fig 5.10B), which was not different from the baseline value (cP-cells: P = 0.2631; wP-cells: 
P = 0.2416 Mann-Whitney U test; Fig 5.10B). For both groups of P-cells, the time of occurrence 
of CS, calculated as the conditional probability of time (in this epoch) given there was a CS, i.e., 
Pr(time | CS = 1)(Herzfeld et al., 2018), was significantly high after cue1 compared to cue2 (cP-
cells: P <0.001; wP-cells: P <0.001 Mann-Whitney U test; Fig 5.10C) indicating the high temporal 




Figure 5.10 CS responded to the stimulus which signaled the beginning of the trial 
but not to a second, temporally paired stimulus 
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A. Trial structure with event prediction. 
B. Top: CS activity for cue 1 and cue 2 for cP-cells (top) and wP-cells (bottom). 
Bottom: Quantitation from top panel. 
C. Top: Conditional probability of the time of occurrence of CS (Pr(time|CS=1)) 
for cue 1 and cue 2 for cP-cells (top) and wP-cells (bottom). Bottom: 
Quantitation from top panel. 
 
 
 For both types of P-cells, there was no learning related modulation in either the peak 
activity (wP-cells: P=0.7528, Kruskal-Wallis test, 31 d.f.; Fig 5.11A, B; cP-cells: P = P=0.8947, 
Kruskal-Wallis test, 47 d.f.; Fig 5.11D,E) or temporal dispersion of activity (wP-cells: P = 
P=0.1872, Kruskal-Wallis test, 20 d.f.; Fig 5.11A,C; cP-cells: P = P=0.9550, Kruskal-Wallis test, 





Figure 5.11 CS activity after cue was neither functional cell type specific nor learning 
dependent 
A. Top panel: CS spike density functions in cue1 epoch for wP-cells in the OT 
condition. Bottom panel: same for wP-cells in Lbeg and Lend.  
B. Peak firing rate of wP-cells in OT, Lbeg and Lend conditions for cue1 epoch.  
C. Temporal dispersion of CS activity for wP-cells (estimated as the full width at 
half maximum firing rate) in OT, Lbeg and Lend conditions in the reward epoch.  
D. Same as Fig 5.11A but for cP-cells.   
E. Same as Fig 5.11B but for cP-cells. 





There were no changes in CS waveform duration (wP-cells: P=0.6087, ANOVA, 36 d.f., cP-
cells: P=0.6748, ANOVA 124 d.f., Fig 5.12A) or the CS-SS pause (wP-cells: P=0.1580, Kruskal-
Wallis test, 48 d.f., cP-cells: P=0.6572, Kruskal-Wallis test 120 d.f., Fig 5.12B) between the two 
groups or as a function of learning.  
 
 
Figure 5.12 CS waveform duration and pause after cue was neither cell type specific 
nor learning dependent 
A. Left: duration of CS waveforms in OT, Lbeg and Lend conditions for wP-cells (left) 
and for cP-cells (right). 
B. Left: duration of CS-SS pause in OT, Lbeg and Lend conditions for wP-cells (left) 
and for cP-cells (right). 
 
Finally, the CS activity in this epoch did not encode prior decision’s outcome (wP-cell: P = 





Figure 5.13 CS activity after cue did not predict the trial outcome 
Top: CS activity during Lbeg for correct (blue) and wrong (red) trials for wP-cells 
(left) and cP-cells (right). Bottom: Scatter plot of peak neural activity for correct and 
wrong trials for individual wP-cells (left) and cP-cells (right). Error bars indicate mean 
± SEM, *** indicates P<0.001, ns indicates P>0.05. 
 
 
5.3.5 CS activity was unrelated to SS activity and behavior during learning of novel 
visuomotor associations: 
Finally, we investigated whether the CS activity related to the SS activity and the behavior 
during learning. In  motor learning CS acts as a teaching signal, instructing the SS output and the 
motor behavior through an error-based supervised learning framework (Raymond and Medina, 
2018). However, we have six lines of evidence suggesting CS activity does not affect SS activity 
during learning of novel visuomotor associations:  
First, Although the SSs provided a learning-contingent error signal during the delta epoch, 
the activity of CSs was unrelated to the delta epoch.  There was no relationship between the time 
of significant modulation of CS activity and the time of the beginning, midpoint, or end of the 
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delta epoch for a given P-cell (Fig 5.14). Furthermore, the time of delta epoch was not temporally 
related with the time of CS activity in cue, symbol or reward epoch for either type of P-cells (wP-
cells: cue: P = 0.72, symbol: P = 0.42, reward: P = 0.59; cP-cells: cue: P = 0.43, symbol: P = 0.79, 




Figure 5.14 Time of CS activity was unrelated to time of delta epoch 
A. Top: Representative wP-cell SS activity during learning for correct (blue) and 
wrong (red) trials. Shaded region is the delta epoch. Bottom: CS activity from 
the same P-cell during OT condition (black) and learning (pink). Shaded region 
is the epoch in which CS was modulated significantly.  
B. Same as Fig 5.14A, but for a cP-cell. 
C. A circular plot (of the entire trial period) of time of significant CS modulation 
during learning relative to the time of beginning (left), center (middle) or end 
(right) of the delta epoch for each cell during learning for all wP-cells. Each line 
on the plot represents time of significant modulation of CS (in ms) relative to 
the trigger (beginning, center or end of delta epoch for the appropriate plot). 





Notably, P-cells with the same CS responses had delta epochs at very different times, (Fig 
5.15A-C); P-cells with delta epochs at the same times had CS responses at very different times 
(Fig 5.15B-D). Furthermore, some P-cells with delta epochs did not show any modulation in CS 




Figure 5.15 Dissociation between SS delta epoch and CS responses 
A and B: Two P-cells with similar CS responses (increased activity in symbol epoch) 
but very different SS delta epochs (gray shaded area).  
C and D: Two P-cells with similar SS delta epochs (similar duration, both cP-cells) but 
with very different CS responses. Error bars indicate mean ± SEM. 
 
 
This suggests that in contrast to the role of the cerebellum in motor learning and gain 
control (Herzfeld et al., 2018; Medina and Lisberger, 2008), there is no obvious relationship 
between SS and CS activity during reward-based learning. 
Second, in motor learning CS responses that affect SS activity are strongly temporally 
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paired to subsequent SS activity (Suvrathan et al., 2016).  Under certain circumstances CS activity 
affects SS activity in the current trial.  For example, during the roll-tilt vestibulo-ocular reflex, CS 
activity in the same trial is inversely related to SS activity (Barmack and Yakhnitsa, 2015).  To 
investigate if there were any relationship between SS activity and CS activity in the current trial, 
we compared the SS activity in the true delta epoch (calculated as the signed difference between 
SS activity in the wrong and correct trials in the delta epoch) with the SS activity in a ‘putative 
delta epoch’ (CS) identified as -175 ms to -50 ms from the onset of the CS activity (since CS 
occurrence in this time period drives the maximum plasticity in SS responses that occurred in this 
epoch during learning (Medina and Lisberger, 2008; Suvrathan et al., 2016). Both wP-cells and 
cP-cells showed significant differences in activity between real and putative delta epochs (Fig 
5.16; wP-cells, P <0.001, Mann Whitney U test, 19 d.f.; cP-cells P <0.001, paired t-test, 11 d.f.) 
suggesting that the putative delta epoch did not overlap with the true delta epoch. Our results held 
true even when we cross-validated our results: that is, we first calculated the true delta epoch values 
in odd trials and we calculated the putative delta epoch values in the remaining even trials and vice 






Figure 5.16 SS activity in the true delta epoch (activity in wrong - correct 
trials, D grey circles) was significantly different from the putative delta epoch 
identified as -175 to -50 ms from the CS epoch (DCS, pink circles) in both wP-cells 
and cP-cells. 
 
  Third, during certain types of motor learning for instance, smooth pursuit learning, CS 
activity has a profound effect on SS activity in on the next trial (Medina and Lisberger, 2008).  
That is, when monkeys learn to predict a smooth pursuit direction change, the presence of a CS in 
a given trial is associated with a decrease of SS activity 175 to 50 before the time at which the CS 
occurred in the prior trial, as if the presence of the CS depressed the response of the P-cell to the 
parallel fiber activity that had occurred during learning (Medina and Lisberger, 2008). However, 
in our reinforcement learning task, if CS were present in the previous trial during learning, the SS 
activity in the next trial 175 ms to 50 ms before the CS was not different from the SS activity in 
the same epoch for which CS was absent on the previous trial. This was true both across trial-type 
and cell-type (Fig 5.17; wP-cells: correct trials: P = 0.5414, Mann-Whitney U test; wrong trials: P 
= 0.3888; t-test, 9 d.f., slope, 0.87±0.18, 19 d.f., Pearson r = 0.8014, P<0.001; cP-cells: correct 
trials: P = 0.8852 Mann-Whitney U test; wrong trials: P = 0.6232; t-test, 10 d.f., slope, 0.93±0.07, 





Figure 5.17 CS did not affect SS in the next trial. 
 Probability that a trial (t) during learning would be correct, given there was a 
CS in the previous trial (t-1) in cP-cells (left) and wP-cells (right). 
 
Fourth, also in smooth pursuit learning, the duration of CS is longer during the instruction 
epoch compared to the fixation epoch (a task irrelevant epoch) (Yang and Lisberger, 2014).  In 
contrast, in our task, we found no changes in CS waveform duration (Fig5.18A) or the SS-CS 
pause (Fig 5.18B) at the beginning, during or end of delta epoch for either type of cells during 





Figure 5.18 CS waveform duration and pause did not explain delta epoch 
A. Duration of CS waveforms at the beginning (b), during (m) and end (e) of delta 
epoch for wP-cells (left) and cP-cells (right). 
B. Duration of SS-CS pause at the beginning (b), during (m) and end (e) of delta 




Although CS activity is frequently correlated with some aspect of the monkey’s behavior, 
we have two lines of evidence that this is not the case in reward-based visuomotor association 
learning. First, the CS activity in the prior trial could affect the behavioral performance of the 
monkey in the next trial during motor learning. For example, during smooth pursuit learning, the 
presence of a CS in a given trial was associated with a change of pursuit velocity in the next 
trial(Medina and Lisberger, 2008; Yang and Lisberger, 2014). Similarly, during a saccade 
adaptation task, the CS encoded the error in saccade amplitude and direction that allowed for 
correction of that error in the text trial, improving the behavioral performance. However, in our 
reinforcement learning task, if CS were present in the previous trial during learning, the probability 
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that the next trial would be correct was not significantly higher than chance level (cP-cells: 
Pr(correct) = 0.5567± 0.0523; P = 0.3017, Mann-Whitney U test; wP-cells: Pr(correct) = 
0.4349±0.0756; P = 0.4148, Mann-Whitney U test). This means that CS responses did not affect 
behavior through an error-based learning mechanism. 
Second, the CS had no information about the outcome of the prior trial during learning, even 
at a time in the trial when the SS reported the outcome of the prior trial (Sendhilnathan et al., 
2020b).  The CS activity at the beginning, during or end of delta epoch during learning did not 
carry information about the prior trial outcome (Fig 5.19 start of the delta epoch: cP-cells: P = 
0.4360 paired ttest, 9 d.f., wP-cells: P = 0.5189, paired ttest, 10 d.f.; middle of delta epoch: cP-
cells: P = 0.4106, paired ttest, 8 d.f. wP-cells: P = 0.8463, paired ttest, 10 d.f.; end of delta epoch 




Figure 5.19 CS did not carry prior trial's outcome 
Peak CS activity for correct (blue) and wrong (red) trials during learning at the 
beginning (left), during (middle) or the end (right) of delta epoch for cP-cells (top) and 
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wP-cells (bottom). Beginning of the delta epoch: cP-cells: P = 0.4360 paired ttest, wP-
cells: P = 0.5189, paired ttest; during delta epoch: cP-cells: P = 0.4106, paired ttest wP-
cells: P = 0.8463, paired ttest; end of delta epoch cP-cells: P = 0.3708, Mann-Whitney U 
test, wP-cells: P = 0.9899 Mann-Whitney U test 
 
 
All these provide strong converging evidence that CS were unlikely to instruct a change in 
SS activity through the classical error-based learning framework (Larry et al., 2019b). This 
furthermore suggests that the CS neural activity is entirely unrelated to SS activity.  
 
 
5.4 Discussion:  
A comprehensive role for the cerebellum in reinforcement learning is not well understood. 
Several recent studies show cerebellar activity correlated with reward-based paradigms (Heffley 
and Hull, 2019; Heffley et al., 2018; Kostadinov et al., 2019; Larry et al., 2019a; Sendhilnathan et 
al., 2020b). However, all these reinforcements learning based studies have focused primarily on 
only one aspect of neural encoding in the cerebellum (either SS or CS). In this study, we show that 
when a monkey learns a new visuomotor association, classifying CS responses based on their SS 
properties (depending on whether the SS preferentially encoded success on the prior trial, cP-cells, 
or failure, wP-cells) (Sendhilnathan et al., 2020b)  revealed distinct cell-type specific encoding of 
the probability of failure after the symbol onset and the monkey’s decision, but not the decision’s 
outcome (which is encoded by SS). CS from both functional cell types, from the same cerebellar 
area also responded to the symbol that signaled the beginning of the trial. Importantly, all these 
CS signals were independent of changes in any motor kinematics. The CS did not instruct changes 




5.4.1 Multiple channels of information encoding in the cerebellum during 
reinforcement learning: 
 Unlike studies of motor learning (Herzfeld et al., 2018; Medina and Lisberger, 2008) and 
in contrast to the classic Marr-Albus model of the cerebellum, we did not find any relationship 
between the learning properties of CS activity and that of SS activity. One might have expected 
that a CS signal could have served as a teaching signal for the delta epoch of SS during learning if 
the classical error correcting framework were to apply to non-motor learning(Raymond and 
Medina, 2018). This was not at all the case. There are several reasons why CS signals are unlikely 
to play the role of a teaching signal in our experiment. First, at the symbol switch between the 
overtrained and learning conditions, the SS suddenly express large differences in activity in the 
delta epoch (~ 30 sp/s). It is unlikely that this difference in the SS rate could have been caused 
solely by synaptic depression elicited by CS which has only been shown to cause a maximum of 
8-10 sp/s changes in SS activity (with the longest CS waveforms) (Medina and Lisberger, 2008; 
Yang and Lisberger, 2014). In addition, if the CS were causing the delta epochs, we should have 
seen a tight temporal relationship between the two, but we did not. It may be that CS only provide 
error signals during certain types of motor learning, and not for other types of learning. For 
example, the CS in the flocculus signal both the expected amount of reward and the motor 
properties (Larry et al., 2019a).  
During our reinforcement learning task, SS encode the magnitude of the reinforcement 
learning error, reporting the result of the most recent decision, while CS encode the probability of 
failure without having information about the result of the most recent decision. Both these signals 
disappear with learning. This is in contrast with the recent reports in mice where the CS activity 
persists after learning, either reporting the trial outcome (Heffley and Hull, 2019; Kostadinov et 
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al., 2019) or predicting the reward (Heffley et al., 2018). The role of concurrent SS in these studies 
is unclear. Furthermore, in our task, the SS and CS signals form two distinct channels of neural 
information encoding during reinforcement learning as they do not seem to interact at the level of 
the cerebellar cortex. However, they could impact downstream processing at the level of DCN 
neurons. 
Apart from the reward-based, learning dependent and cell-type dependent signals encoded 
by CS after symbol and the monkey’s decision, the CS also encoded a learning- and functional 
cell-type-invariant response to the cue1 that signaled the beginning of the trial which was also the 
first of a series of temporally paired stimuli. Because cue1 occurred at different times after correct 
or wrong trials (due to an additional timeout of 2200 ms after wrong trials, see methods), it could 
have not been a late response to the termination of the hand movement in the prior trial (Khilkevich 
et al., 2018). The response was unlikely to be just a visual response to cue1: the same stimulus (as 
cue1) re-appeared along with cue2, but the P-cells did not respond to it. Every cell that responded 
to cue1 also responded to the symbol and/or after the monkey’s decision.  The stimulus evoking 
the cue 1 response appeared after the symbol but not after the decision, which shows that the 
stimulus per se was not necessary for the response. Because of the mostly fixed timing between 
cue1 and the symbol appearance, it is possible that this was a learned response to a stimulus, which 
was similar to the conditioned stimulus of a classical Pavlovian association, in this case the 
appearance of the symbols.  This is consistent with a temporal difference error signal (Ohmae and 
Medina, 2015), although the signal was not linked to the presence of reward, but rather to the 
possibility of performing a task to earn a reward. Since we performed electrophysiological 
recordings months after training both monkeys with repeated presentation of temporally paired 
stimuli, we could not confirm if both the cues originally evoked a CS response which migrated 
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eventually to cue1. Nevertheless, since the appearance of cue 1 always preceded the symbols (that 
instructed the hand movement), it could also serve as an alerting response preparing the monkey 
for the trial. 
Together, these results show that individual CS in the same cerebellar area are flexible in 
that they can encode very different non-motor signals, depending on the context- a reinforcement 
learning dependent and cell type dependent signal when the monkey learns to make a decision, 
and a reinforcement learning independent and cell-type independent response to the stimulus that 
signaled the beginning of the trial, consistent with a temporal difference error during classical 
conditioning. This mixed selectivity suggests new and general roles for CS signals that are 
disparate from classical error-based supervised learning.  
 
5.4.2 A cerebellar circuitry that contributes to reinforcement learning: 
 The reinforcement learning signal encoded by the SS could be a transformation of the 
reward signals provided by the granule cells (Wagner et al., 2017) which in turn receive convergent 
reward and sensory input from diverse brain areas. However, if the CS also carry reward related 
information, where could this information come from? One such key source of input to the IO is 
the meso-diencephalic junction (MDJ) (De Zeeuw et al., 1998), a midbrain region composed of 
multiple nuclei, some of which integrate deep cerebellar nuclear (DCN) output and project to either 
downstream neurons in the IO (Onodera, 1984). The MDJ also integrates descending input from 
cortical pyramidal tract neurons (Veazey and Severin, 1982), thus allowing the IO to represent 




While CS activity in cP-cells showed both activity related to the probability of failure after 
both the symbol onset and decision, CS activity in wP-cells only showed the latter. The waveform 
duration of CS and the pause after a CS also mirrored these changes. If different types of P-cells 
(cP-cells and wP-cells) projected to different types of DCN cells, and this segregation were 
maintained in the projection from the DCN to the IO, the IO neurons could maintain this functional 
difference as well. Therefore, just like there are cP-cells and wP-cells, we suggest that there may 
be cIO-cells and wIO-cells that project to these respective P-cell populations (Fig 5.20).  
 
 
Figure 5.20 A distributed circuit involving the cerebellum to drive reinforcement 
learning 
cP-cells (blue) and wP-cells (red) in the cerebellar cortex process reward related 
information in their SS and collectively inhibit the deep cerebellar nucleus (DCN). 
Neurons from the inferior olive (IO) also project to the cerebellar cortex and DCN. The 
output from DCN is conveyed to the VTA neurons which then project to the striatum 





However, unlike SS, the climbing fiber activity did not carry information about the most 
recent decision during learning. Extracellular recording in the monkey cannot provide information 
about functional or molecular segregation of P-cells. This is unlike the mouse, where functional 
differences in P-cells could be reflected in molecular expression of different proteins (Adolase or 
antigen, Zebrin) (Hawkes and Herrup, 1995) or differences in anatomical location (microzones) 
(Kostadinov et al., 2019). However, the neural basis of this functional differences in IO cells is yet 
unknown. Interestingly, although both these cell types responded to the stimulus that signaled the 
beginning of the trial in the same way in both the overtrained and learning contexts, they encoded 
different information during learning, suggesting that the information about the trial-beginning 
stimulus could be projected onto both cell types from an upstream to the IO. 
Both the climbing fiber and ~50 P-cells (Person and Raman, 2012) project to a single DCN 
neuron. The two information channels (SS and CS) carrying different information (as discussed 
above) could sculpt the information encoded in the deep cerebellar nuclei (DCN) (Fig 5.20). The 
DCN is connected to the striatum (Hoshi et al., 2005) and the PFC (Middleton and Strick, 2001) 
through the thalamus and is monosynaptically connected to the ventral tegmental area (VTA) 
(Beier et al., 2015). Optogenetic stimulation of the DCN reliably evokes postsynaptic responses in 
both GABAergic as well as dopaminergic VTA neurons, contributing to reward related behavior 
and social behavior (Carta et al., 2019). Suppressing this connection is sufficient to abolish social 
behavior in mice. VTA dopaminergic neurons have two key downstream targets: the ventral 
striatum (Kelley, 2004) and the prefrontal cortex (Tzschentke, 2000) both of which have been 
shown to be critically involved in reward processing (Histed et al., 2009a; Pasupathy and Miller, 
2005b). Lesions in prefrontal cortex of the monkey eliminates the ability of monkeys to learn a 
new visuomotor association and impairs their ability to retain associations learned preoperatively 
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(Bussey et al., 2001). Combined lesions of basal ganglia and PFC prevent monkeys from retaining 
associations learned preoperatively, but does not affect their ability to learn new associations 
(Nixon and Passingham, 2000a). Consistent with this anatomy, only the inactivation of the mid-
lateral cerebellum, but not a more anterior region, which is more closely involved with motor 
learning (Strick et al., 2009b), caused a deficit in reinforcement learning behavior (Sendhilnathan 
and Goldberg, 2020).  
The reinforcement learning error signal encoded in the SS, that appears when the monkey 
has to learn a new visuomotor association and decreases as the monkey learns the task, could 
provide the bulk of the neural substrate for learning that is no longer present under muscimol 
inactivation (Sendhilnathan and Goldberg, 2020).  Although it is clear from our results that the CS 
do not inform the SS about the results of the prior trial, other cerebellar structures might.  The SS 
synapse, affected by the CS in motor learning, is not the only modifiable synapse in the cerebellum 
(De Zeeuw et al., 2021).  For example, the calcium responses of molecular layer interneurons 
become selective for the rewarded odorant as mice learn which of a pair of odorants is associated 
with a reward, and which with a punishment (a brief timeout) and optogenetic inactivation of these 
cells slows the learning process (Ma et al., 2020)  
The question then arises whether the different signals encoded by the CS, at the beginning 
of the trial and the probability of failure, which have no relationship to trial-by-trial error or reward, 
could also contribute to the process of visuomotor association learning.  One mechanism by which 
they could is to provide a parallel motivational signal through the cerebellar projections to the 
dopaminergic system via the DCN. The DCN neurons project to several dopaminergic areas, 
including the ventral tegmental area (VTA) (Carta et al., 2019) and the substantia nigra pars 
compacta (Watabe-Uchida et al.). Dopamine neurons are not exclusively related to reward. 
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Different dopamine neurons respond to alerting and motivating signals as well as reward 
(Bromberg-Martin et al., 2010). The CS responses that we have discovered could, via the direct 
projection of the climbing fibers to the DCN, excite the midbrain dopamine system, providing a 
cerebellar contribution to behavior entirely independent from associative learning. A lack of this 
signal to the basal ganglia could contribute to the learning deficit caused by mid-lateral cerebellar 
inactivation. Our results suggest  that the SS and CS in the cerebellum have signals which could 
be useful for two different networks in the brain, a traditional error signal in the SS which project 
to the sensorimotor network, and, possibly, a motivational or arousing signal from the CS, which 
projects to the dopaminergic system. This synergy between the sensorimotor and motivational 
contributions of cerebellar processes may provide the flexibility necessary for sophisticated 





















Reversible inactivation of mid-lateral cerebellum 




Although we found evidence implicating cerebellum in non-motor learning, its causal role is 
unclear. To investigate if the cerebellum is actually involved in learning visuomotor associations, 
we reversibly inactivated the mid-lateral cerebellum of two primates with muscimol while they 
learned to associate arbitrary symbols with hand movements. In this chapter, we show that 
cerebellar inactivation impaired the monkey’s ability to learn new associations, although it had no 
effect on the monkeys’ performance on a task with overtrained symbols. Cerebellar inactivation 
affected the reaction time, but there were no deficits in any motor kinematics such as the hand 
movement, licking or eye movement. There was no deficit in learning visuomotor associations 
when we inactivated a more anterior region of the cerebellum that is implicated in motor control. 
We suggest that the inactivation of mid-lateral cerebellum (which provides a reinforcement 




Although the Leiners and collegues first suggested that the cerebellum might be involved 
in higher order cognitive function as well as motor function (Leiner et al., 1986a), evidence has 
only recently begun to accumulate to support that idea: the cerebellum has been shown to process 
reward (Heffley and Hull, 2019; Ohmae and Medina, 2015; Wagner et al., 2017), reward prediction 
(Heffley et al., 2018; Kostadinov et al., 2019; Larry et al., 2019b) and evidence accumulation 
(Deverett et al., 2018) in mice. Clinical studies suggest that cerebellar lesions cause a frontal-like 
cognitive deficit in human patients (Schmahmann, 1998). Anatomical studies have shown mid-
lateral cerebellar connections to cortical areas more related to cognitive than to motor processing 
(Buckner, 2013; Koziol et al., 2014; Koziol et al., 2012).  
In particular, studies in monkeys have investigated the extent of the interaction between 
mid-lateral cerebellum and the prefrontal cortex. Kelly and Strick (2003) proposed that cerebro-
cerebellar connections are organized as closed-loop circuits. They demonstrated a structural 
arrangement for a motor circuit with the arm area of the primary motor cortex and for a non-motor 
circuit with area 46 of the PFC. Specifically, area 46 sends projections to Crus II and is a target of 
output from Crus II (Kelly and Strick, 2003b). Other areas of the PFC send inputs to the cerebellar 
cortex via the pons (Glickstein et al., 1985) and are known targets of outputs from the dentate 
nucleus (Middleton and Strick, 2001). However, besides area 46, what other regions of the PFC 
send projections to Crus II? Are connections between these regions of the PFC and Crus II also 
organized as closed-loop circuits? To answer these questions, Bostan and Strick identified the 
neocortical regions that send significant inputs to Crus II and then verified the closed-loop 




First, they injected the N2c strain of rabies virus (RV) into Crus II of the lateral cerebellar 
cortex in three cebus monkeys (Fig 6.16) setting the survival time to allow retrograde transport of 
RV to first-order neurons that project to the cerebellar cortex (neurons in the pontine nuclei) and 
then, retrograde transneuronal transport of RV from the first-order neurons to second-order 
neurons in the cerebral cortex. Then they injected the N2c strain of RV into the prePMd and 9L of 
the lateral prefrontal cortex in three cebus monkeys to determine whether these regions receive 
projections back from Crus II, setting the survival time to allow retrograde transport of RV to first-
order neurons in the thalamus that project to the cerebral cortex, retrograde transneuronal transport 
of RV from first-order neurons to second-order neurons in the deep cerebellar nuclei, and 
retrograde transneuronal transport of RV from the deep cerebellar nuclei to third-order neurons (P-
cells) in the cerebellar cortex. This resulted in a large numbers of P-cells beinf labeled with RV in 
Crus II, after injections into both the prePMd and area 9L.  
Together with previous findings (Kelly and Strick, 2003b), these results support the 
hypothesis that regions of the cerebral cortex with dense inputs to the cerebellum are also targets 
of cerebellar output. Furthermore, distinct regions within Crus II appear to target different areas of 
the lateral PFC. Overall, these results indicate that distinct closed-loop circuits interconnect Crus 
II of the lateral cerebellum with regions of the lateral PFC. Other studies in monkeys show that the 
mid-lateral cerebellum, the basal ganglia and the prefrontal cortex are reciprocally connected and 
are a part of a closed loop, distributed cortical network (Bostan et al., 2013; Caligiore et al., 2017), 
which does not project to motor and premotor cortex, suggesting that the mid-lateral cerebellum 





Furthermore, we have shown in the previous chapters that when a monkey learns to 
associate an arbitrary symbol with a well-learned movement, the SSs of P-cells in mid-lateral 
cerebellum (Crus I and II) produce an error signal, which could be used for reinforcement learning, 
unrelated to the kinematics of the movement, or to reward outside the context of learning. The 
magnitude of this error signal approaches zero as the monkey learns this task (Sendhilnathan et 
al., 2020b).  
Given all these ways in which cerebellum has been implicated in reward processing, here 
we asked if the non-motor error signals encoded by the cerebellum actually contribute to 
reinforcement learning. We injected muscimol, a GABAA agonist, to inactivate the mid-lateral 
cerebellum transiently. We found that muscimol impaired the monkey’s ability to learn new 
visuomotor associations, although it had no effect on the monkeys’ performance on a well-learned 
association.  Mid-lateral cerebellar inactivation affected the reaction time during learning, but there 
were no deficits in any motor kinematics such as the hand movement, licking or eye movement. 
There was no impairment in reinforcement learning in our visuomotor association task when we 
inactivated a more anterior region of the cerebellum that is implicated in motor control. These data 
suggest that the reinforcement learning error signal encoded by the mid-lateral participates in the 
network that drives visuomotor association learning in primates.  
6.2 Specific methods: 
6.2.2 Task design:  
 Two monkeys performed a two-alternative forced-choice discrimination task where, the 
monkeys associated one of two visual symbols with a left-hand choice and the other, with a right-
hand choice (see section 2.3.1). We created a new library of 16 pairs of novel fractal symbols with 
varying levels of fractal image complexity per symbol and varying levels of similarities between 
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the symbols in each pair (Fig 6.1). The monkeys had to learn the associations between each of 
these symbol pairs and hand choices through trial and error, during the experiment. We call this 
the learning condition. On each session, the monkeys first performed ~30 trials of the overtrained 
condition with the familiar symbols and after this, we presented them with one of the novel symbol 
pairs from the library and tracked their learning. 
 
Figure 6.1  Library of symbols 
Overtrained symbols are shown on the top followed by 16 pairs of novel symbols. 
All these 16 pairs were used for monkey B. Only the 9 pairs marked by * were used 
for monkey S. The numbers to the right indicate the acquisition difficulty rate for 





Since different symbol pairs in the library had different levels of complexities and 
similarities, the time each monkey took to learn the association differed among the different 
symbol pairs. To get a robust estimate of the difficulty of each novel pair we recorded the monkeys’ 
performance for each symbol pair (Monkey B- 16 pairs, Monkey S- 9 pairs) at least three times, 
spread over several weeks, presented in random order (Fig 6.2A). To prevent the monkeys from 
relying on their previous experience with the same symbol pair to re-learn their associations when 
we presented the same symbol pairs again, we either presented a given symbol pair again only 
several days after its prior presentation, with intervening presentations of other symbol pairs or 
random pairs not from the library (Fig 6.2A; symbol pair highlighted in yellow), or we reversed 
the symbol-hand association the next time we presented the same pair (Fig 6.2A; symbol pair 
highlighted in red). We calculated the trial when they reached 90% correct for each repetition of 
each symbol pair and called it the acquisition-difficulty level for that symbol pair, for that monkey. 
The acquisition-difficulty levels were not significantly different for each presentation of a given 
symbol pair, nor was there a trend for learning between the first and third presentations (Fig 6.2B; 
Monkey B: P = 0.9008, ranksum test; Monkey S: P = 0.9023, ranksum test) suggesting that the 
monkeys forgot their prior experience with a given symbol pair during each additional re-learning. 
 
 
Figure 6.2 Task structure and acquisition difficulty 
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A. Trial session organization. On a given experimental day monkeys performed 3-
10 sessions; Each session began with ~30 trials using the overtrained symbols. 
We then switched the symbol pair to one of the library pairs and presented them 
until the monkeys learned the symbols. Sessions marked with a yellow 
rectangle indicate presentation of the same symbol pairs with same visuomotor 
associations as the last time the symbols were presented. Sessions marked with 
red rectangle indicate repeated presentation of the same symbol pairs but with 
reversed visuomotor association.  We never repeated the same symbol pair with 
the same association on a given day. 
B. Acquisition-difficulty (trial number at 90% correct) for each symbol pair 
(colored lines) per repetition, for both monkeys. Acquisition-difficulty for the 
second learning of the same symbol pair was not different from the first 
learning for either monkeys (monkey B: P = 0.8608; monkey S: P = 0.5489 paired 
t-test). Similarly, Acquisition-difficulty for the third learning was not different 
from the second learning for either monkeys (monkey B: P = 0.2640; monkey S: 
P = 0.5228 paired t-test). 
 
 
6.2.2 Analysis of the learning behavior:  
 We constructed the learning curve for every session by calculating the percent correct trials 
in a sliding window of 10 trials as the bin width moved by 5 trials. Then, we averaged the learning 
curves across repeated sessions for each symbol pair and separately for each monkey (16 for 
monkey B and 9 for monkey S) to obtain a total of 25 learning curves. We estimated when the 
performance first reached above 90% and referred to it as the acquisition-difficulty level for each 
session. We repeated this for both saline-control condition and the muscimol-inactivation 
condition. If the monkeys reached >90% correct through the above method and remained above 
80% for at least the next 20 trials, the associations were considered ‘learned’. Monkeys usually 
performed about 100-125 trials in total. They often tended to lose motivation after this and started 
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to make errors. Therefore, in this study, we only report the first 100 trials of learning novel 
symbols.  
 
6.2.3 Infusion protocol:  
 At the beginning of each day, we lowered a cannula filled with 10 µL of either saline or 10 
µg/µL muscimol (diluted in 1X phosphate buffered saline solution), in a track selected on the basis 
of previous recordings near crus I and II of the mid-lateral cerebellum (Fig 6.3). We slowly infused 
the solution using a syringe pump (Harvard Apparatus) through a direct line to the cannula at a 
constant rate (0.2-0.5 µL/min for 20-30 min). We delivered a total mass of 4-10 µg of muscimol 
in each session. Infusions (10 for Monkey B and 4 for Monkey S in mid-lateral cerebellum and 1 
for Monkey B and 3 for Monkey S in the anterior cerebellum) were typically made at different 
depths within a single track (total span of ~ 5 mm) to increase the diffusion radius of the chemical. 
The same tracks were used for saline injections. After infusion, the cannula was left for at least 
20-30 min in situ. We started behavior recordings for the day only after 30-40 minutes after the 
injection. Occasionally, we lowered an electrode in the same track at the same depth after the 
chemical infusion to confirm silencing of neurons. We only injected either saline or muscimol on 
a given day and never both on the same day. Furthermore, after each muscimol injection, we waited 
at least 24-36 hours before another injection (of saline or muscimol) so that muscimol is 
completely cleared off from the body. Previous studies have reported that muscimol diffuses and 
hence functionally inactivates the neurons in an estimated span of 2-3 mm of spherical radius 
(Arikan et al., 2002; Liu et al., 2010). Since the distance between our injection sites in the 
cerebellar cortex and the deep nuclei is about 4-5 mm, the probability, that the deep cerebellar 
nuclei could have been inactivated in our experiments, is very low. This is corroborated by the fact 
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that we did not see any major movement deficits after the inactivation as discussed in the following 
sections.  
 We mapped the injections sites on to a flattened map and confirmed our target locations.  
Mid-lateral cerebellar inactivation often presented with slower reaction times and anterior 
cerebellar inactivation presented with nystagmus in addition to modestly slower reaction times. 
Saline injections did not silence the neurons nor produced perceivable changes in behavior. 
 
 
Figure 6.3 Injection sites 
T1 MRI of the cerebellum infusion locations (black markers) in the coronal view (left) 
and sagittal view (right) for monkeys B and S. Yellow shading region surrounding the 
black markers represent the extent of Muscimol diffusion-spread per injection. The 
region marked by the white broken line is the estimated region to contain P-cells that 






6.3.1 Mid-lateral cerebellar inactivation impaired novel visuomotor association 
learning: 
To test if the mid-lateral cerebellum participates in the network that learns novel 
visuomotor associations, we infused 4-10 µl of a 10 mg/ml solution of muscimol, a GABAA 
agonist that hyperpolarizes cell bodies without affecting fibers of passage, near crus I and II of the 
mid-lateral cerebellum of two monkeys in the same location where we recorded task-dependent P-
cells (see section 6.2.2). As a control, we infused saline on the days in between muscimol 
injections, in the same location as the muscimol injections. On a given day, we only injected either 
saline or muscimol (never both) at the start of the experiment and began recording multiple 
behavioral sessions 30-40 minutes after the injection (see methods). The monkeys performed about 
3-10 sessions (where each session is ~30 trials of overtrained condition followed by ~100 trials of 
novel condition).  
During saline-control sessions, the monkeys typically learned the novel association in 50-
70 trials (Fig 6.4A). Mid-lateral cerebellar inactivation significantly impaired the learning for the 






Figure 6.4 Learning curves under saline and muscimol treatments 
A. Behavioral performance for both monkeys for each session during novel 
learning condition for control-saline (gray) 
B. Behavioral performance for both monkeys for each session during novel 
learning condition for mid-lateral cerebellar inactivation (yellow) condition. 
 
 
Since different symbol pairs had different acquisition-difficulty levels (Fig 6.1), we 
compared the learning behavior between the same pairs of symbols in saline and muscimol 
conditions. To do this, for each presentation of a symbol pair, we computed the learning curves 
for muscimol and saline injections. and identified three trials which bracketed 50%, 60%, 70 %, 
80 %, 90 % and 100% correct in the saline condition, and then measured the percent correct in the 
inactivation sessions for the same symbol pairs on these same trials identified from the saline 
sessions (see methods). Therefore, for each given quantile of performance during saline-control 
condition, this measure tells us the performance during inactivation condition on the same trials 
for the same symbol pairs.  
For each symbol pair, we identified the first 3 trials whose average the probability of 
learning was 𝑝 where 𝑝 ~ 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0. We denote this as 𝑃𝑟(𝐿7 = 𝑝), where 𝐿7 
is the random variable associated with learning under saline condition. We then measured the 
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probability of learning in the inactivation sessions for the same symbol pairs on these same set of 
trials identified from the control sessions. That is, we calculated the conditional probability of 
learning in the inactivation sessions, given the probability of learning in the control sessions 
(𝑃𝑟(𝐿9	|	𝐿7 = 𝑝).  Therefore, for each given quantile of performance during control condition, 
this measure tells us the performance during inactivation condition on the same trials for the same 
pairs. For mid-lateral cerebellar inactivation, as the performance of the monkeys improved during 
control sessions, the performance of the monkeys also improved during inactivation sessions, but 




Figure 6.5 Muscimol inactivation affected reinforcement learning 
A. Probability of learning in muscimol condition given the probability of learning 
in the saline condition, 𝐏𝐫 𝐋𝐦 𝐋𝐬 = 𝐩). plotted againts the probability of 
learning in the saline condition 𝐏𝐫(𝐋𝐬 = 𝐩). Each marker is a session. 
B. Same as A, but mean values. *** denote p < 0.001 compared with choices at the 
beginning of learning. 
 
This analysis shows that when the monkeys performed at 50% correct during control 
sessions, their performance was also close to 50% during inactivation sessions. However, as the 
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performance of the monkeys improved during control sessions, the performance of the monkeys 
also improved during inactivation sessions, but at a much slower rate. In particular, when the 
monkeys’ performance was about 100% during control sessions, their performance was only ~65% 
during inactivation session. Since this performance was significantly lower than that of the control 
condition (P<0.001, t-test) but at the same time above chance level (P <0.001, t-test) this suggests 
that the inactivation of mid-lateral cerebellum significantly impaired learning novel visuomotor 
associations but did not eliminate it.   
The learning performance during cerebellar inactivation was independent of the rate of 
learning of a symbol pair in the control session for both monkeys. That is, when the cerebellum 
was inactivated, the monkeys had difficulty learning even the association that had the least 
acquisition difficulty (Fig 6.6 A-B). In stating this result, it is critical to rule out the possibility that 





Figure 6.6 Performance under inactivation was independent of learning rate 
A. Left: heat plot of learning curves (each row) for the behavioral performaces of 
16 pairs of symbols, arranged in the increasing oder of acquisation difficulty 
during the saline-control condition. Grey tick marks indicate the trial at which 
recording was stopped. Right: heat plot of learning curves (each row) for the 
behavioral performaces of the same16 pairs of symbols (in the same oder of left 
panel) during cerebellar inactivation. The color scale is shown below the panel. 
B. Same as A, but for monkey S. Error bars indicate mean ± SEM. 
 
 
The symbol library (Fig 6.1) contained symbols with varying image complexities. The 
monkeys did not perform more than 80% even on symbol pairs with very low fractal image 
complexities (for example, one or two hues dominating the entire image). Furthermore, we verified 
our injections sites offline and we ruled out the possibility that the muscimol injections caused any 
visual deficits by leaking into the visual cortex directly above the cerebellum, thereby affecting 
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the monkey’s performance (see methods). The monkeys did not develop any choice bias during 
the cerebellar inactivation sessions (Fig 6.7).  
 
 
Figure 6.7 Lack of choice bias during inactivation 
The choice index was calculated as (L-R/L+R) where L is the number of left choices and 
R is the number of right choices, in a moving window of 10 trials shifted by 10 trials 
for control (left) and inactivation (right) sessions. Values close to 0 indicate a lack of 
choice bias and values close to ±1 indicate strong choice bias. 
 
One potential concern with our injections was that our treatment could have affected the 
visual cortex right above the cerebellum leading to visual deficits, resulting in monkeys’ poor 
performance. However, this is unlikely to be the case. First, the multiple penetrations into the 
cerebellum resulted in hemorrhages through the overlying visual cortex (as seen from the MRIs in 
Fig 6.3). This part of the cortex represents the inferior 2 – 20 degrees of the contralateral visual 
field. Although the hemorrhages occurred well before we began the anterior injections, 
inactivation of anterior cerebellum, which occasionally caused nystagmus and leg ataxia did not 
affect the monkeys’ ability to learn new visuomotor associations.  The ipsilateral visual field was 
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intact, and the monkeys were not forced to fixate, so the deficit (even if it had occurred) would not 
have been a problem for the monkeys to see the symbols. Furthermore, the monkeys did perfectly 
well when the muscimol was injected anteriorly, even though the hemorrhages were still present. 
Although diffusion above the needle track is always possible, it was unlikely that the muscimol 
would have diffused into the brain above the tentorium cerebelli, because the guide-tube track 
went through the cistern overlying the cerebellum, and would have diffused into cisterns, which 
has less barrier to diffusion than brain tissue. Finally, if muscimol had diffused into the hemorrhage 
sites it was highly unlikely that it would have further diffused into active visual cortex. 
To see if muscimol inactivation affected the monkey’s learning of a simpler version of the 
task, on additional N=8 experimental sessions (N = 3 pairs for monkey B and N = 5 pairs for 
monkey S), we used an error-correction strategy: repeating the same symbol on the next trial when 
the monkey made an error until the monkey gets it right. This significantly improved the monkeys’ 
rate of learning under saline-control session as expected (P <0.01; paired t-test) but did not improve 
the rate of learning during cerebellar inactivation (P = 0.1117; paired t-test) for the same number 






Figure 6.8 Repetition of symbols after error trials during learning significantly 
improved the performance during control-saline condition but not during mid-lateral 
cerebellar inactivation 
A. Task paradigm for repetition of symbols: If the monkey got a trial wrong, the 
same symbol was presented again in the next trial; but if the monkey got the 
trial right, one of the two symbols was presented with equal probabilities in the 
next trial.  
B. Beeswarm plot of the probability of repetition of the same symbol after a wrong 
trial, in the normal task (left) and the repeat task (right). P = 1.9603e-08; Mann-
Whitney U test.  
C. Mean learning curve (from both monkeys) for saline-control (S), saline-control 
with repeat (S(r)), muscimol (M) and muscimol with repeat (M(r)) conditions. 
D. Quantitation from C in the trial window of 10-20 trials, for individual sessions, 
for two monkeys separately (circles are Monkey B; squares are Monkey S). 
Repetition of symbols during learning significantly improved the performance 
(rate of learning) during control-saline condition (P = 0.0029; paired t-test, N=8) 
but not during cerebellar inactivation (P = 0.1117; paired t-test, N=8) Error bars 






Additionally, we did not observe any systematic relationship between the concentration of 
the infused muscimol or saline and the deficit in learning behavior. However, relatively higher 
concentrations of muscimol impaired the learning slightly more. 
Finally, although the mid-lateral cerebellar inactivation impaired learning new 
associations, it did not alter the monkeys’ behavioral performance on the overtrained condition: 
The monkeys continued to perform close to 100% accuracy when the mid-lateral cerebellum was 
inactivated, similar to their performance during the saline-control condition (Monkey B: P = 
0.2110; Mann-Whitney U test; Monkey S: P = 0.5015; Mann-Whitney U test). We verified that 
the performance modulations across sessions, within a day, did not confound our observation (Fig 
6.9). More importantly, since the monkeys performed the overtrained condition, with an accuracy 
close to 100%, between consecutive novel conditions, we suggest that the learning deficiency 
observed during novel condition could not be due to changes in the effect of the muscimol injection 





Figure 6.9 Performance for different learning sessions, within days 
A. Behavioral performance for monkey B during saline-control condition for each 
session within days, for overtrained (OT), beginning of learning (Lbeg) and end 
of learning (Lend).  
B. Same as A, but during mid-lateral cerebellar inactivation condition. 
C. Same as A, but for monkey S.  
D. Same as B, but for monkey S 
 
 
6.3.2 Inactivation of the mid-lateral cerebellum did not affect motor behavior:  
Although inactivation of the mid-lateral cerebellum prevented the monkeys from learning 
the visuomotor association, it did not affect the gross motor kinematics of hand movement: In both 
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control and inactivation conditions, the monkeys performed the task with well-stereotyped hand 
movements similar to those in the OT (Fig 6.10A; Monkey B: P = 0.7342; Mann-Whitney U test; 
Monkey S: P = 0.5286; paired t-test) and during learning (Fig 6.10B; Monkey B: P = 0.8703; 
paired t-test; Monkey S: P = 0.3195; paired t-test). It should be noted that in this case, the exact 
kinematics of the hand movement made by the monkeys did not affect reward probability and was 
task irrelevant as mentioned above (also see methods).  
 
 
Figure 6.10 Hand movement kinematics were unaffected by muscimol inactivation 
A. Left: Mean horizontal (H) and vertical (V) hand positions across sessions for 
monkey B, during overtrained for control-saline (gray) and muscimol-
inactivation (yellow) conditions. Right: Quantitation of the amplitude of hand 
movement for monkey B (left; circle markers; P = 0.7342, Mann-Whitney U test) 
and monkey S (right, square markers; P = 0.5286; paired t-test). S: saline, M: 
muscimol. 
B. Same as A; but during learning. Right panel, monkey B (left; circle markers; P = 
0.8703, paired t-test) and monkey S (right, square markers; P = 0.3195; paired t-
test).    
 
 
The licking behavior was also not different between the control and inactivation conditions 
for the overtrained conditions (Fig 6.11A; Monkey B: P = 0.7631; paired t-test; Monkey S: P = 
0.9965; paired t-test) or during learning (Fig 6.11B; Monkey B: P = 0.4413; paired t-test; Monkey 





Figure 6.11 Licking behavior was unaffected by muscimol inactivation 
A. Left: Mean licking activity across sessions and monkeys during overtrained for 
control-saline (gray) and muscimol-inactivation (yellow) conditions. Right: 
Quantitation for monkey B (left; circle markers; P = 0.7631, paired t-test) and 
monkey S (right, square markers; P = 0.9965; paired t-test).    
B. Same as C; but during learning. Right panel, monkey B (left; circle markers; P = 
0.4413, paired t-test) and monkey S (right, square markers; P = 0.4217; paired t-
test).    
 
 
Although monkeys generally tended to explore their environment more during learning 
than during the overtrained conditions, there were no systematic differences in their eye 
movements between the control and inactivation conditions during the overtrained conditions (Fig 
6.12A; Monkey B: P = 0.2280; Mann-Whitney U test; Monkey S: P = 0.7311; paired t-test) or 
during learning Fig 6.12B; Monkey B: P = 0.1127; Mann-Whitney U test; Monkey S: P = 0.6665; 






Figure 6.12 Eye movements were unaffected by muscimol inactivation 
A. Left: X and Y raw eye movement positions, from a representative session during 
overtrained for control-saline (gray) and muscimol-inactivation (yellow) 
conditions. Right: Quantitation of radius of visual exploration from all sessions 
(rexp; see methods) for monkey B (left; circle markers; P = 0.2280, Mann-Whitney 
U test) and monkey S (right, square markers; P = 0.7311; paired t-test).    
B. Same as E; but during learning. Right panel, monkey B (left; circle markers; P = 
0.1127, Mann-Whitney U test) and monkey S (right, square markers; P = 0.6665; 
Mann-Whitney U test).    
 
 
Additionally, under cerebellar inactivation, the motor kinematics for correct and wrong 





Figure 6.13 Mid-lateral cerebellar inactivation did not have differential effects on 
motor parameters for correct and wrong trials during learning 
A. Amplitude of hand position on correct trials, overtrained, Monkey B (left): P = 
0.9849; Mann-Whitney U test; monkey S (right), P = 0.5362; paired t-test, N=25. 
B. Amplitude of hand position on correct trials, learning, Monkey B (left): P = 
0.4614; paired t-test; Monkey S (right): P = 0.5307; Mann-Whitney U test, N=25. 
C. Probability of licking on correct trials, overtrained, Monkey B (left): P = 0.9176; 
paired t-test; Monkey S (right): P = 0.6318; paired t-test, N=25. 
D. Probability of licking on correct trials, learning, Monkey B (left): P = 0.6636; t-
test; Monkey S (right): P = 0.7334; paired t-test, N=25. 
E. Visual exploration on correct trials, overtrained, Monkey B: P = 0.9527; Mann-
Whitney U test; Monkey S: P = 0.9999; Mann-Whitney U test, N=25. 
F. Visual exploration on correct trials, learning, Monkey B: P = 0.9098; Mann-
Whitney U test; Monkey S: P = 0.4624; paired t-test, N=25. 
G. Hand position on wrong trials, overtrained, Monkey B (left): P = 0.6509; Mann-
Whitney U test; Monkey S (right): P = 0.5833; paired t-test, N=25. 
H. Hand position on wrong trials, learning, Monkey B (left): P = 0.1989; ranskum 
test; Monkey S (right): P = 0.5877; Mann-Whitney U test, N=25. 
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I. Probability of licking on wrong trials, overtrained, Monkey B (left): P = 0.6208; 
Mann-Whitney U test; Monkey S (right): P = 0.9908; t-test, N=25. 
J. Probability of licking on wrong trials, learning, Monkey B (left): P = 0.2711; t-
test; Monkey S (right): P = 0.8054; paired t-test, N=25. 
K. Visual exploration on wrong trials, overtrained, Monkey B: P = 0.5932; Mann-
Whitney U test; Monkey S: P = 0.6048; Mann-Whitney U test, N=25. 
L. Visual exploration on wrong trials, learning, Monkey B: P = 0.2424; ranskum 
test; Monkey S: P = 0.1058; paired t-test, N=25 
 
 
Furthermore, in a few additional experiments (N= 3 pairs for monkey B, N = 3 pairs for 
monkey S) when we switched the manipulanda from bars to dowels, which required the monkeys 
to make entirely different hand movement to report the same choices, mid-lateral cerebellar 







Figure 6.14 Mid-lateral cerebellar inactivation did not impair the ability to 
make different hand movements 
A. Top left: Hand position in space and time (color indicates the time as in the color 
bar inset) for a representative trial during saline condition. Right: Snapshots 
from high-frame rate movies showing the monkey’s hand movement trajectory 
at four time points (0, 200 and 450 and 700 ms from the start of movement) for 
bar release. Red circle highlights the fluorescent marker. Bottom: same as top, 
but for a representative trial during Muscimol condition. 
B. Same as A, but for dowel release condition.  
C. Left: Average horizontal (H) and vertical (V) hand trajectories for bar release, 
aligned on movement onset during saline (grey) and Muscimol (yellow) 
conditions. Right: Same as left but for dowels condition. 
D. Behavioral performance of monkeys (monkey B: circles, monkey S: squares) 
during overtrained condition for bars vs dowels under Muscimol (left; P = 
0.3744; paired t-test, N=6); and between dowels for saline and Muscimol (right; 





The mid-lateral cerebellar inactivation had no effect on the monkey’s reaction time (the 
time from symbol onset to hand movement onset) at the beginning of learning (Monkey B: P = 
0.1011; Monkey S, P = 0.2826; paired t-test; Fig 6.15 A-C). However, under inactivation, the 
reaction time did not decrease during learning, consistent with the monkey’s failure to learn the 
symbol associations (Monkey B: P = 3.1909e-04 paired t-test; Monkey S: P = 0.0021 paired t-test; 
Fig 6.15 A-C). Given that there were no changes in any aspect of the movements that we tracked, 
which the monkeys signaled their decision with, we inferred that inactivating the mid-lateral 
cerebellum interfered with the monkeys’ ability make a decision about the association than their 




Figure 6.15 Inactivation affected the reaction time 
A. Mean reaction time (RT) profile during overtrained and learning across sessions 
and monkeys for control-saline (gray) and inactivation (yellow) conditions.   
B. Quantitation from Fig 3G for two monkeys separately. Lbeg : beginning of 
learning and Lend : end of learning. Left: Monkey B, OT: P = 0.4774; paired t-test; 
Lbeg: P = 0.1011; paired t-test; Lend: P = 3.1909e-04 paired t-test. Right: Monkey S, 
OT: P = 0.3028; paired t-test; Lbeg: P = 0.2826; paired t-test; Lend: P = 0.0021 paired 
t-test. 
C. Reaction time during control (gray) and inactivation (yellow) conditions for 





6.3.3 Anterior cerebellar inactivation did not impair novel visuomotor association 
learning: 
Finally, to test if the effect of muscimol inactivation were limited to the mid-lateral 
cerebellum, we made similar muscimol injections into more anterior parts of the cerebellum in 
both monkeys (lobule V, an area thought to be involved in motor control (Snider and Eldred, 
1952)) (Fig 6.16A). We again recorded the monkeys’ performance for a few of the same symbol 
pairs from the library, used for prior experiments (Monkey B- 5 pairs, Monkey S- 4 pairs). 
Inactivation of the anterior cerebellum had no effect on the monkey’s ability to learn new 
visuomotor associations (Monkey B: P = 0.7083, paired t-test; Monkey S: P = 0.4211, paired t-
test; Fig 6.16B-C) or to perform the overtrained condition (Monkey B: P = 0.3851, paired t-test; 
Monkey S: P = 0.3830, paired t-test). The conditional probability of learning in the inactivation 
session given the probability of learning in the saline condition was comparable to the probability 
of learning in the control session (Fig 6.16D-E). That is, (𝑃𝑟 𝐿9	|	𝐿7 = 𝑝 = 	𝑃𝑟 𝐿7 = 𝑝 	∀𝑝 ∈
[0.5, 1.0] suggesting that the anterior cerebellar inactivation did not significantly affect visuomotor 
association learning. However, it slightly reduced the monkeys’ reaction time (Monkey B: P = 




Figure 6.16 Anterior cerebellum inactivation did not affect                                   
visuomotor association learning 
A. T1 MRI showing injection regions in the mid-lateral cerebellum (yellow) and 
anterior cerebellum (green) for monkey B (top) and monkey S (bottom).  
B. Behavioral performace of both monkeys during novel learning sessions for 
control-saline (gray) condition. 
C. Behavioral performace of both monkeys during novel learning sessions for 
anterior cerebellar inactivation (green) condition.  
D. Same analaysis as Fig 6.9A but for anterior cerebellum inactivation condition. 
E. Same as Fig 6.9B but for anterior cerebellum inactivation condition. 
F. Reaction time vs % error for saline injections (S; gray), for muscimol injections 
in the mid-lateral cerebellum (Mml; yellow) and for anterior cerebellum (Ma; 
green). Each maker is an individual session (for one repetition of association 
learning). Triangles with error bars are means and s.e.m.  
G. Left: The % error between saline (S) and muscimol in mid-lateral cerebellum 
(Mml) was significant (1.1441e-10; Mann-Whitney U test) and so was between 
muscimol in anterior cerebellum (Ma) and muscimol in mid-lateral cerebellum 
(Mml) (2.0153e-09; Mann-Whitney U test) but not between S and Ma (0.1217; 
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Mann-Whitney U test). Right: The reaction time between S and Mml was 
significant (1.5543e-04; Mann-Whitney U test) and so was between Ma and Mml 
(0.0159; Mann-Whitney U test) but not between S and Ma (0.8732; Mann-
Whitney U test) Error bars indicate mean ± SEM. 
 
 
6.4 Discussion:  
The mid-lateral cerebellum, but not more anterior regions, lies within a closed loop network 
for non-motor learning, due to its anatomical connections with the basal ganglia and the prefrontal 
cortex (Bostan and Strick, 2018; Caligiore et al., 2017; Kelly and Strick, 2003b; Strick et al., 
2009b).  Neurons in the prefrontal cortex (Histed et al., 2009a; Pasupathy and Miller, 2005b) the 
globus pallidus internal segment (Inase et al., 2001), and the caudate nucleus (Pasupathy and 
Miller, 2005b) report the progress of visuomotor association (Pasupathy and Miller, 2005b). 
Lesions in prefrontal cortex of the monkey eliminated the ability of monkeys to learn a new 
visuomotor association and impaired their ability to retain associations learned 
preoperatively(Bussey et al., 2001).  Combined lesions of basal ganglia and premotor cortex 
prevented monkeys from retaining associations learned preoperatively, but did not affect their 
ability to learn new associations (Nixon and Passingham, 2000a).    
In chapter 4, we showed that the SS of P-cells in the mid-lateral cerebellum encode a 
reinforcement error signal during visuomotor association learning (Sendhilnathan et al., 2020b). 
The magnitude of this error signal is greatest at the beginning of learning, and approaches zero as 
the monkey learns the task, which is what is expected of a reinforcement learning error signal. The 
error signal does not occur during the overtrained condition even on the few trials in which the 
monkeys make an error. Because of its anatomical connections to areas involved in visuomotor 
association learning, and its neuronal activity appropriate for a role in visuomotor association 
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learning, here we asked if inactivation of the part of the cerebellum that has a reinforcement error 
signal, actually affected visuomotor learning.  We found that reversible inactivation of this area 
impairs the ability of the monkey to learn new associations without eliminating it, but does not 
affect their ability to remember the overtrained association. That is, the inactivation affects 
exploration but not exploitation. Inactivation increases the reaction time of the hand movement, 
but the absence of any other kinematic effect suggests that this increase in reaction time arises 
from a difficulty the monkeys have in making a decision, rather than a motor deficit per se. 
These results now suggest that impairment of each node in the cortical-basal-gangliar-
cerebellar network for visuomotor association can affect a monkey’s ability to learn new 
visuomotor associations. In a task in which monkeys learned to associate a foveal cue with a 
particular direction of saccade, neurons in the medial and lateral prefrontal cortex became selective 
for saccade direction, cue, or both.  The neurons selective for saccade direction discharged before 
every saccade in their selected direction, whether the monkey made an error or a correct saccade.  
However, as the monkey learned the task the time after the cue presentation at which the neurons 
predicted saccade direction decreased, from ~700 ms after cue presentation to ~250 ms after cue 
presentation. These data suggest that activity in prefrontal cortex correlates with the actual decision 
the monkey makes.  In order to facilitate learning the brain must have information about reward 
on the prior trial.  Both the caudate nucleus and the prefrontal cortex have neurons selective for 
reward or failure on the prior trial.  However, these cells do not change their activity with learning, 
unlike the mid-lateral cerebellum, whose reward- or error- selective P-cells have their responses 
approach zero as the monkey learns the task (Sendhilnathan et al.).  Single neurons in the prefrontal 
cortex and the caudate exhibit a sustained reward signal (Histed et al.), as opposed to P-cells which 
have prior-reward information in epochs of 250 ms.  However, the epochs of different neurons tile 
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the entire time from one reward to the next. Because approximately 50 P-cells synapse on a single 
dentate neuron, the dentate neurons could have a sustained signal as a result of these multiple 
inputs.  Because midlateral cerebellar inactivation significantly impairs the ability of monkeys to 
learn a new visuomotor association, we suggest that the role of the cerebellum in the frontal-basal 
gangliar-cerebellar network may well be to provide the reinforcement error signal necessary for 
learning. It is not yet clear whether the cerebellum initiates this error signal or merely relays a 
signal computed elsewhere.  
Unlike cerebellar inactivation, prefrontal lesions affect the ability of monkeys to remember 
previously learned visuomotor associations as well as novel ones (Bussey et al.). A similar 
dissociation between short-term and chronic learning has been demonstrated in the motor system.  
Cats exposed to 60 minutes of exposure to .25x miniaturizing spectacles reduce the gain of their 
vestibuloocular reflex to 0.75 - 0.8 from 1(Kassardjian et al., 2005).  Injection of CQNX, an 
antagonist of the glutamate AMPA and kainite receptors into the flocculus, the 
vestibulocerebellum, eliminated this gain reduction.  If the cats wore the spectacles for 3 days, and 
had three hour-long training sessions, their gain fell to 0.65, but CQNX injection increased it only 
slightly, to 0.75. These data implied that the long-term gain reduction was not exclusively 
dependent upon the cerebellum, but migrated elsewhere as learning proceeded. In the case of the 
vestibuloocular reflex, this extracerebellar locus is the medial vestibular nucleus (Lisberger, 1998).  
In the case of reinforcement learning, the synaptic changes associated with learning manifest in 
the cerebellum might migrate to the prefrontal cortex, the basal ganglia, or both (Strick et al., 






























Understanding reinforcement learning in humans 
through fMRI of mid-lateral cerebellum 
 
 
So far, we studied the role of primate mid-lateral cerebellum in reinforcement learning. In this 
chapter, we explored the role of mid-lateral cerebellum in humans. We found activations in crus I 
and crus II in human mid-lateral cerebellum and the prefrontal cortex corroborating our findings 




In the preceding chapters, we have explored the neural correlates of visuomotor association 
learning in macaque cerebellum. There are at least two critical differences between reward 
processing and cognitive control in macaques and humans. First, while in macaque brains the 
cerebellum receives more projections from the motor cortex compared to the prefrontal cortex, by 
contrast, in the human brain, the largest contribution comes from the prefrontal cortex and not the 
motor cortex suggesting that in humans, as would be expected from the expansion of the prefrontal 
cortex in the humans (Buckner, 2013; Buckner et al., 2011b; Ramnani et al., 2006). Second, 
specifically in visuomotor association learning, macaques and humans have different strategies 
during the same reinforcement learning paradigm: while macaques adaptively learn the 
associations through trial error over a few trials, humans learn it in a single step or very few trials. 
One could hypothesize that this could be due to the difference in volume of projections into the 
cerebellum from the PFC or that humans use a verbal strategy inaccessible to macaques. Hence, 
studying the cerebellar-cortical interaction in humans, in a reinforcement learning task is critical. 
One of the standard ways to do this would be through recording functional magnetic resonance 
imaging (fMRI) in healthy humans while they perform a visuomotor association learning task.  
In human neuroimaging, many groups have studied the neural correlates of visuomotor 
association learning in the cortex using methods including positron emission tomography and 
fMRI. Learning related changes in the blood oxygenation level—dependent (BOLD) signal have 
been identified in the temporal and prefrontal areas (Toni et al., 2001), in the frontal and parietal 
networks (Duverne and Koechlin, 2017), and in the prefrontal-basal ganglia pathways (Rouault et 
al., 2019). Furthermore, BOLD changes reflecting the probability of correct response have been 
found in the medial temporal lobe as well as in the cingulate cortex and frontal lobe (Brovelli et 
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al., 2008). These studies have shown that visuomotor association learning engages a large and 
distributed network in the brain including the fronto-parietal system, the basal ganglia, and medial 
temporal structures.  
However, the neural computations mediating the acquisition of new arbitrary visuomotor 
relations are not fully understood especially, cerebellar contribution to visuomotor association 
learning in humans and its interaction with the prefrontal cortex. To address this issue, we used a 
modified version of visuomotor association learning paradigm that we used for primates. We found 
that the crus I and crus II showed activation during learning, corroborating our findings in primate 
electrophysiology.   
 
 
7.2 Specific methods: 
7.2.1 Subjects:  
We recruited 26 subjects (13 males and 12 females, aged 20–35 years and right-handed), 
who volunteered to participate to the study. Participants had no general medical, neurological, 
psychiatric or addictive history as assessed by medical examinations. Participants provided written 
informed consent, and the present study was approved by the French National Ethics Committee. 
Participants were paid for their participation. Each participant was tested in one MRI session which 
lasted for about 1 hour. One participant was excluded for fMRI analyses because of technical 





7.2.2 Behavioral protocol: 
Participants were asked to associate button press choices and visual stimuli. Each visual 
stimulus was uniquely associated with one button press and the participants were required to learn 
this stimulus-button association through trial and error. The symbol (one of the following shapes: 
triangle, square, star or circle) appeared on the screen for 0.5 s. After a 0.1s + jitter, the symbol 
disappeared and signaled the subject to press a button with either one of their index, middle or ring 
fingers. The time between the symbol disappearance and the button press was the subject’s reaction 
time. If the button were pressed earlier than the symbol disappearance, the trial was aborted 
immediately. If the button were pressed later than 1.2s after the symbol disappearance, the trial 
was considered a time out trial. After the button press during the allowed period, there was a 
0.1s+jitter delay and then a visual feedback appeared on the screen for 0.5 s. The feedback was 
either an image of a 1€ coin if the trial were correct or an image of a crossed out 1€ coin if the trial 
were wrong. This was followed by an inter-trial interval of 0.5s + jitter (Fig 7.1). 
 
 




We set a reward probability of 87% per stimulus. That is, each trial showed true feedback 
(correct trials showing correct feedback and wrong trials showing wrong feedback) 87% of the 
time and each trial showed a false feedback (correct trials showing wrong feedback and wrong 
trials showing correct feedback) in the remaining 13% of the time. This was to ensure that the 
subjects did not learn the task too quickly.  
We had two conditions of the task (referred to as blocks). In the ‘successive block’, we 
presented the same symbols successively for 15 trials before presenting the next symbol. In the 
‘shuffled block’, we presented different symbols in shuffled pseudorandom order, although we 
presented each symbol 15 times over the course of the block (Fig 7.2). Order of symbols 
presentation was counterbalanced across participants.  
 
 
Figure 7.2 Successive and shuffled block design 
 
Each session comprised 360 trials. Each session was broken down in four scanning runs 
separated by short 2-4 minute breaks and each run had two blocks: shuffled and successive. In 
total, we had 15 trials per stimulus, 3 stimuli per block, 2 blocks per run and 4 runs per session. 
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Additionally, participants were instructed that after each session, five trials will be 
randomly drawn and the monetary rewards received during these trials will be added to their final 
pay-offs. Finally, participants were trained on the task before their session. The training protocol 
was identical to the experimental protocol, except that it includes only 18 trials (3 trials per 
stimulus, 3 stimuli per block, 2 blocks and 1 run). Thus, participants could familiarize and learn 
the protocol contingencies. All experimental and training sessions were administered using the 
MATLAB PsychToolBox (Brainard, 1997). 
 
7.2.3 fMRI data acquisition and pre-processing. 
 The fMRI volumes were acquired on a 3T Siemens Trio at the Centre de Neuroimagerie 
de Recherche (CENIR) in hospital La Pitié Salpêtrière, Paris, France. fMRI images were acquired 
with the following parameters: TR = 2s, TE = 25ms, Nb of repetitions/run = 431, Nb slices = 39, 
thickness = 2 mm, flip angle 75°, voxel size = 2.5 mm3. We acquired two TR of baseline recording, 
before the first trial, for subsequent slice-timing correction. Echo planar images were 30° tilted in 
order to minimize signal drop around the orbitofrontal cortex (Deichmann et al., 2003). We 
projected all stimuli on a mirror settled on a 32-channels head coil. We also acquired T1 anatomical 
images before functional acquisitions. We preprocessed MRI data and analyzed it using SPM8 
software package (http://www.fil.ion.ucl.ac.uk) using standard slice-timing, spatial realignment, 
normalization to Montreal Neurological Institute echo planar imaging template (images resampled 
at 3 mm3) and Gaussian spatial smoothing (isotropic 6-mm kernel). We estimated temporal 
correlations using restricted maximum likelihood estimates of variance components using a first-
order autoregressive (AR, p =1) model. We used the resulting non-sphericity to form maximum 
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likelihood estimates of the activations. Only head movements below 3–5 mm or 3–5° were 
accepted. 
 
7.2.4 fMRI statistical analyses: 
We computed statistical parametric maps of local brain activations for every subject using 
the standard general linear model (GLM). This model included separate event-related regressors, 
which convolved a series of delta functions with the canonical hemodynamic response function 
(HRF) that estimated BOLD responses at stimulus and feedback onsets. In addition, regressors of 
no interest comprised trials with no responses (0.1% of all trials), six motion parameters from the 
realignment procedure, along with regressors modeling each run.  
All parametric modulations were z-scored to ensure between-regressors and between-
subjects comparability of regression coefficients. We ensured that the variance inflation factor 
assessing collinearity between all parametric modulators were small enough (less than 10) (Hair 
et al., 2006) to allow proper dissociations. Thus, the shared variances (coefficient of determination 
R2) between state beliefs and normalized utilities for linear and quadratic expansions were 0.17 
and 0.02 respectively. Notably, GLMs were performed in complete full variance with no 
orthogonalization, so that all shared variance across regressors were placed in residuals and 
observed activations were specific to each parametric modulation. We systematically performed 
control analyses for reaction times: in all GLMs, we also included an additional parametric 
regressor factoring out reaction times along with regressors of interest. However, all results 
reported remained unchanged when including this additional regressor. Following the standard 
SPM method, we then obtained second-level parametric maps for each contrast over the group of 
participants. We identified activated voxels using a significance voxel-wise threshold set at p < 
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0.05 (t-test) corrected for family-wise errors for multiple comparison over the search volumes. We 
based the statistical inferences on cluster level, by identifying significant activations as clusters of 
activated voxels with significance cluster-wise threshold set at p < 0.05. We removed selection 
biases from all post hoc analyses performed from activation clusters using a leave-one-out 
procedure (Kriegeskorte et al., 2009): for every GLM, the partial correlation coefficients (betas) 
of each participant were averaged over activation clusters identified in the N-1 remaining 
participants (using the significance thresholds indicated above); these coefficients were then 
entered in post hoc analyses across the sample of  participants.  
 
7.3 Results: 
7.3.1 Brain activations during novel visuomotor association learning: 
The subjects learned the associations between the symbols and the fingers in less than 15 
trials for both successive and shuffled blocks. As expected, their performance was slightly better 
in the successive compared to the shuffled block (Fig 7.3).  
 
Figure 7.3 Learning performance for all subjects in two block conditions.  
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The thin gray curves represent learning curves for individual symbols and the thick 




We developed a GLM model that had regressors for symbol, reaction time, choice of 
fingers and the reward (feedback). We confirmed that our GLM and the collected data were reliable 
by first searching for activations in expected areas. This included activations in the motor cortex 
during the button press epoch and activation in the anterior cingulate gyrus and the basal ganglia 
during the reward epoch. In addition, we found significant activations in the crus I/II regions of 






Figure 7.4 fMRI activation in the crus I and crus II of the human mid-lateral 









7.4 Discussion:  
Anatomical track tracing studies using viral vectors (Kelly and Strick, 2003b) as well as 
electrophysiological studies (Naveen Sendhilnathan, 2018; Sendhilnathan and Goldberg, 2020; 
Sendhilnathan et al., 2019; Sendhilnathan et al., 2020b) in primates provide evidence for the 
cerebellum to be involved in reinforcement learning and specifically visuomotor association 
learning.  
 However, the direct correlates of reinforcement learning in human cerebellum is unclear. 
The human cerebellum is subdivided into a discrete set of regions, reflecting distinct functional 
contributions across diverse task domains (King et al., 2019). By recording fMRI from the 
cerebellum on humans performing a task very similar to the one we used to study in primates 
(chapter 2), we verified that the same regions (crus I and II) we identified through our primate 



























“The function of the hemispheres of the cerebellum is still mysterious. They lessen in size as we 
descend the scale of animals, until they disappear in birds, in which the whole cerebellum 
corresponds to the middle lobe of man. They are connected chiefly with those parts of the cortex 
of the cerebrum which chiefly subserve psychical processes. With these parts, moreover, the 
cerebellar hemispheres have this in common, that simple loss of substance causes no definite and 
recognizable loss of any function of the brain. The loss can apparently be compensated by other 
parts. Hence it seems possible that the old theory may be correct which assumes that the cerebellar 
hemispheres are in some way connected with the psychical processes.” 




Traditional theories suggest three different learning mechanisms operate within the brain: 
unsupervised learning, supervised learning, and reinforcement learning. The cerebral cortex is 
regarded as the locus for unsupervised learning due to its Hebbian learning mechanisms. It uses 
this form of learning to couple and uncouple features and thus generates a mapping of the statistical 
regularities of the perceived environment (Hinton and Sejnowski, 1999). The cerebellum is 
considered the seat of supervised learning in the brain due to its LTD mechanism. Here, an internal 
neural module or an external agent sets a desired output pattern that a network has to produce in 
response to a given input pattern. The error in realizing this desired pattern is used towards 
learning, by minimizing this error over multiple iterations (Knudsen, 1994). Finally, reinforcement 
learning aims at maximizing the value of expected future reward by choosing the best action in 
every state. Each action outcome is then evaluated on the basis of the reward or punishment it 
eventually produces. The agent learns to select the action depending on this reward contingencies 
(Sutton and Barto, 1998). The basal ganglia, with temporal difference learning and reward 
prediction error encoded by the dopamine system, has thought to be the locus of reinforcement 
learning in the brain (Niv, 2009; Schultz et al., 1997) 
Although the cerebellum has been traditionally considered to be supervised learning center 
exclusively involved in motor control and motor learning, recent anatomical and clinical studies 
suggest that it may also have a non-motor role, in reward-processing, emotion and cognition. 
However, the mechanism through which the neural activity in the cerebellar P-cells changes in 
these types of non-motor learning has been unclear and poorly studied. In this thesis, we studied 
the activity of SS of hand-movement related P-cells in the mid-lateral cerebellum when monkeys 
learned to associate a well-learned right or left-hand movement with one of two visual symbolic 
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cues. The P-cells had distinctly different discharge patterns between an overtrained symbol-hand 
association and a novel symbol-hand association although the kinematics of the hand movement 
did not change between the two conditions. The activity change was not related to the pattern of 
the visual symbols, the hand making the movement, the monkeys’ reaction times or the novelty of 
the visual symbols. So, we suggested that the mid-lateral cerebellum is involved in higher-order 
processing related to learning a new visuomotor association, and that these neurons encoded not 
for the limb-specific movement kinematics, but for the goal of the action, irrespective of the 
mechanism by which it could be achieved. 
Furthermore, during learning, but not when the monkey had learned the association, the SS 
responses of the P-cells reported the outcome of the animal’s most recent decision without 
concomitant changes in other sensorimotor parameters such as hand movement, licking, or eye 
movement. We identified two populations of P-cells that reported the most recent decision’s 
outcome during learning. At the population level, all P-cells collectively maintained a memory of 
the most recent decision throughout the entire trial. As the monkeys learned the association, the 
magnitude of this reward-related error signal approached zero, finally vanishing while performing 
a overtrained task.  
Next, we studied the role of concurrent CS, the interaction between SS and CS, and their 
relationship to reinforcement learning. Classifying CS responses based on their SS properties 
revealed distinct cell-type specific encoding of the probability of failure after the stimulus onset 
and the monkey’s decision. In a different context, CS from the same cerebellar area also responded 
in a cell-type and learning independent manner to the stimulus that signaled the beginning of the 
trial. Both these types of CS signals were independent of changes in any motor kinematics and 
were unlikely to instruct the concurrent SS activity through an error based mechanism, suggesting 
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the presence of context dependent, flexible, multiple independent channels of neural encoding by 
CS and SS. This diversity in neural information encoding in the mid-lateral cerebellum, depending 
on the context and learning state, is well suited to promote exploration and acquisition of wide 
range of cognitive behaviors that entail flexible stimulus-action-reward relationships but not 
necessarily motor learning.  
To investigate if the cerebellum is actually involved in learning visuomotor associations, 
we reversibly inactivated the mid-lateral cerebellum of two primates with muscimol while they 
learned to associate arbitrary symbols with hand movements. Cerebellar inactivation impaired the 
monkey’s ability to learn new associations, although it had no effect on the monkeys’ performance 
on a task with overtrained symbols. Cerebellar inactivation also affected the reaction time, but 
there were no deficits in any motor kinematics such as the hand movement, licking or eye 
movement. There was no deficit in learning visuomotor association when we inactivated a more 
anterior region of the cerebellum that is implicated in motor control. We suggest that the 
inactivation of mid-lateral cerebellum (which provides a reinforcement learning error signal), 
affects exploration but not exploitation of reward based learning behavior.  
Finally, we explored the role of mid-lateral cerebellum in humans. We found activations 
in crus I and crus II in human mid-lateral cerebellum and the prefrontal cortex corroborating our 
findings from primate electrophysiology and anatomical tracking experiments. 
 Our results, taken together provides a mechanism for visuomotor association learning in 
the mid-lateral cerebellum and provide evidence that cerebellum, rather than being regarded just 
as a motor control system, could be a generalized learning system, essential in non-motor learning 
as well as motor learning and adaptation. Put differently, we learn from both our successes 
(reinforcement learning) and our failures (supervised learning). These two learning mechanisms 
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were previously thought to operate in distinct brain structures, but our results blur these conceptual 
and mechanistic boundaries and suggests the presence of long-range interactions among several 
brain areas in shaping our behavior through our experience.  
 
8.2 Proposed model  
Broadly, our results and several other works (De Zeeuw et al., 2021; Strick et al., 2009b) 
suggest the presence of two parallel closed loops in the brain: one for processing motor related 
information, and another for processing reward related information. 
In the reward processing loop (Fig 8.1A) involving the cerebellum, the reinforcement 
learning signal encoded by the SS (Sendhilnathan et al., 2020b) could be a transformation of the 
reward signals provided by the granule cells (Wagner et al., 2017) which in turn receive convergent 
reward and sensory input from diverse brain areas. As explained in chapter 5, we suggest the 
presence of reward related IO cells that receive this reward related input information from the 
meso-diencephalic junction (MDJ) (De Zeeuw et al., 1998), a midbrain region composed of 
multiple nuclei, some of which integrate DCN output and project to either downstream neurons in 
the IO (Onodera, 1984). Both the climbing fibers and ~50 P-cells (Person and Raman, 2012) 
project to a single DCN neuron. The two information channels (SS and CS) carrying different 
information could modulate the information encoded in the DCN. The DCN is connected to the 
striatum (Hoshi et al., 2005) and the PFC area 46 (Middleton and Strick, 2001) through the 
thalamus. This loop is closed by the projections that the pons receives from the PFC and the 
striatum (Strick et al., 2009b). Note that due to the discovery of separate correct preferring and 
wrong preferring neurons in several nodes in the loop including the granule cells (Wagner et al., 
2017), P-cells (Sendhilnathan et al., 2020b), striatum (Histed et al., 2009a) and the PFC (Histed et 
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al., 2009a), we hypothesize the presence of two parallel reward processing sub-loops maintaining 
the information about the animal’s most recent correct or wrong outcome separately, throughout 
the learning process (Fig 8.1A). Currently the reason for this segregation in information flow is 
unclear and further experiments are required to study this.  
However, there are several things to note here. First, the Wagner et al. study about reward 
processing in granule cells was studied during an overtrained task. It is unclear how these granule 
cells process reward during learning. On the contrary, the study by Histed at al. studied the reward 
processing in striatum and PFC during learning (specifically reversal learning) and it is unclear 
how these neurons process reward under overtrained conditions. However, there is one more key 
difference: The granule cells show tonic responses while the striatal and PFC cells show phasic 
responses sustained throughout the inter-trial interval at individual neuronal level. Our results from 
chapter 4 could explain this difference and bridge these two studies very well. First, we show that 
at an individual neuronal level, similar to the granule cell input, the P-cells process reward in a 
tonic manner during learning but at the population level, if integrated by downstream DCN 
neurons, this could result in phasic activity (which is the input to the striatal and PFC neurons). 
Although the P-cells responses are tonic, they are temporally distributed across the trial (Fig 4.9). 
It is currently unclear how this transformation happens from temporally consistent tonic granule 
cell input to temporally distributed P-cell output. Second, we show that the P-cells only process 
reward information during learning (similar to striatal and PFC neurons) but not during the 
overtrained condition unlike the granule cell input.  
In contrast to this reward processing loop, in the motor processing loop (Fig 8.1B), the P-
cells receive a copy of the ongoing motor plan from the granule cells that integrate and pre-process 
convergent sensory and motor related information from the motor cortices. The climbing fibers 
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from the IO provide a teaching signal representing the mismatch in the information about the 
expected and the actual motor outcome. The P-cells process this information and then send their 
output to the DCN neurons, which then project back to the motor cortices via the thalamus. Finally, 





Figure 8.1 Two parallel loops involving the cerebellum to drive reinforcement learning (A) 
and motor learning (B) 
PN, pontine nucleus; Gr, granule cells; P-cells, Purkinje cells; CB, cerebellum; IO, inferior 
olive; MDJ, meso-diencephalic junction; DCN, deep cerebellar nucleus; Th, thalamus; PFC, 
prefrontal cortex. Blue and red markers represent cells that process information about correct 




8.3 Future directions 
From the current research work, a number of testable predictions can be generated that will 
further increase our understanding of the role of cerebellum, and brain circuit that it is part of, in 
reinforcement learning. Here, I will outline some experiments that could serve as “next steps” to 
further validate the hypotheses in this body of work, some of which are already at work. 
 
8.3.1 Neural geometry during reward processing:  
Our preliminary results indicate that the response properties of the P-cells are diverse, rich and 
temporally highly variable. Selectivity is not an inherent property of the neuron but it is modulated 
by several key factors. The diversity of the responses can be explained by assuming that each P-
cell responds to multiple variables in a non-linear way through mixed selectivity (Fusi et al., 2016; 
Rigotti et al., 2013). This is an important component particularly in cognitive tasks. Indeed, it is a 
signature of the high dimensionality of the neural representations, which is very important for 
flexible cognitive behavior. Moreover, mixed selectivity is critical for producing rich dynamics 
and solving complex tasks, as indicated by recent theoretical studies on neural network models 
(Fusi et al., 2016). Studying mixed selectivity involves an approach to data analysis that goes 
beyond just studying single neuron selectivity since it considers the distributed information in a 
population of neurons. For all these above reasons, we will need to adopt and further develop some 
of the analytical tools that we already used in our previous studies on prefrontal cortex and 
hippocampus to study the cerebellar dynamics. Specifically, we will use linear and non-linear 
decoders to assess whether the sensory stimuli, the motor responses and the error signals are 
encoded in populations of P-cells (Bernardi et al., 2018),(Rigotti et al., 2013), (Saez et al., 2015).  
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Another possible way to analyze and study the neural representations based on mixed 
selectivity is to consider the positions of the points that represent the population responses in 
different conditions (e.g. the responses to different sensory stimuli) in the firing rate space. The 
spatial arrangement of these points defines the geometry of these representations. The methods for 
analyzing the geometry of neural representations proposed in (Bernardi et al., 2018) go beyond 
variable encoding and instead emphasize the importance of determining if a representation reflects 
a process of abstraction. For example, we could study if the error signal, which seems to be 
encoded in the cerebellum, is an abstract variable in the sense that it would generalize across 
different experimental condition. In particular, if we train a decoder to discriminate between 
correct and incorrect trials for one stimulus, would that decoder generalize to the conditions in 
which the other stimulus is presented? The ability to decode a variable does not put strong 
constraints on the nature of the neural representation. The analysis of the geometry of neural 
representations has already proved essential to reveal that context representations are represented 
in an abstract form in the pre-frontal cortex. Moreover, it has been shown that the context was not 
the only abstract variable that was encoded, but also the action and the value of the previous trial 
were represented in an abstract format in prefrontal cortex. Therefore, the abstraction analysis 
could reveal important functional differences between the brain areas of the cerebellar cortex, 
dentate, prefrontal cortex and basal ganglia. These differences may not be evident from a decoding 
analysis alone or from an analysis of single neuron response properties. 
Finally, we will study how the geometry of neural representations vary during a trial and, even 
more importantly, during the learning process in all these recorded brain areas. We will decode all 
the relevant variables and we will perform the abstraction analysis of Bernardi et al (2018) in 
different time bins of the trial to determine which areas first encode each variable (Saez et al., 
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2015)). This analysis can reveal whether the task relevant variables are represented in different 
brain areas at different times during the trial (e.g. the error signal might be represented in the 
cerebellum before it becomes decodable in prefrontal cortex). Then, we will develop a model based 
on recurrent neural networks that reproduces the observed geometry of the neural representations 
(see Bernardi et al, 2018 for more details). We will start from the model proposed in (Fusi et al., 
2007b) to reproduce some of the aspects of the monkey behavior observed in a visuomotor 
association task. We will extend the model to represent explicitly the error signals right away, as 
in standard reinforcement learning models. We will then introduce multiple modules that represent 
different brain areas and we will tune the couplings and the synaptic rule to reproduce the activity 
recorded in the experiments. This step might  require the introduction of neurons that increase the 
dimensionality of the neural representations (Rigotti et al., 2010). Finally, we will generate 
recurrent networks that can reproduce the observed behavior. We will divide the networks in 
modules that can be mapped on different brain areas and we will characterize the geometry of their 
representations. We will compare the two modeling approaches to the real data.  The predictions 
generated by the models will be used to design new experiments or to direct our attention to 
specific aspects of the geometry of the recorded neural representations. 
 
8.3.2 Optogentic inactivation with spatio-temporal precision: 
In chapter 6, we showed that the pharmacological inactivation of mid-lateral cerebellum 
but not anterior cerebellum affects learning of novel visuomotor associations in primates. 
However, pharmacological inactivation has several limitations. They cannot be temporally or 
spatially controlled. That is, we cannot turn the inactivation on and off during specific phases of 
learning to better understand the precise mechanisms of learning. Since we inject muscimol into 
the cerebellar cortex, we are not only inactivating the cerebellar P-cells but we also inactivate the 
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Golgi cells and to certain extent, the granule cells as well as molecular layer interneurons. We 
cannot achieve precise spatial accuracy through this inactivation and thus we cannot study the 
effect of inactivating a specific type of neurons in a specific zone of the cerebellum. To tackle both 
these issues, we can use optogenetics. Recently, optogenetic tools to selectively and precisely 
control the activity of cerebellar P-cells in primates have been developed (El-Shamayleh et al., 
2017). Using this to understand the mechanisms of reinforcement learning would provide much 
more clarity. 
 
8.3.3 DCN recordings: 
 In chapter 4, we showed that individual P-cells encode the information about most recent 
trial’s outcome sparsely in time-space as tonic activity. There, we made a prediction that the DCN 
neurons that integrate ~40-50 P-cell activities downstream (Person and Raman, 2012) would 
encode a phasic, sustained response. This needs to be tested by recording from DCN neurons.  
 
8.3.4 Simultaneous recordings across cerebellum and cortex: 
 We showed through fMRI experiments (section 7.2) that the mid-lateral cerebellum is 
anatomically and functionally connected with the prefrontal cortex. To understand the mechanisms 
of reinforcement learning at a circuit level, it is necessary to first record from the prefrontal cortical 
areas where the neurons from mid-lateral cerebellum project to (Fig 6.19), Then record 
simultaneously from both the mid-lateral cerebellum and the prefrontal cortex and finally, 





8.3.5 Integration of consecutive trial memories: 
 In chapter 7, we did preliminary analysis using fMRI to show that the mid-lateral 
cerebellum was activated during reinforcement learning. Next, we should study the differences 
between the successive and shuffled paradigms to answer how is the memory of outcomes 
integrated across trials. That is, is cerebellum involved in integrating events that happen in close 
temporal proximity (successive block) or can cerebellum be involved in integrating events that 


























Through this thesis, we have demonstrated that the mid-lateral cerebellum is a necessary 
node in a larger brain circuit involving the prefrontal cortex and other reward processing centers 
in the brain, that is involved in reinforcement learning. The cerebellum can thus function at two 
different hierarchical levels: at a lower level, the cerebellum can send signals to the cortical motor 
areas to regulate the motor kinematics of muscles and at a higher level, send signals to prefrontal 
areas to regulate the ‘cognitive kinematics’ during learning. Depending on the input/output 
characteristics, if the input information is from a motor cortical area, the information processed 
through the internal model would lead to an optimized motor output, essential in motor rule 
learning whereas an input from a cognitive cortical area would result in an optimized cognitive 
output, essential in cognitive rule learning. In the absence of such cerebellar signals, the frontal 
and prefrontal cortices would have to perform these procedures less rapidly and optimally resulting 
in behavioral deficiencies. This extends the 50-year-old hypothesis of cerebellum being a pure 
motor control system into more generalized error monitoring system, necessary for motor as well 
as non-motor learning. We believe these data would shed light on the mechanisms the brain uses 
during exploration and exploitation of behaviors. 
Through our body of work and the increasing evidence for non-motor role of cerebellum, 
I hope the chapter on cerebellum gets rescued from the “movement” section of Kandel’s Principles 
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