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HANKEL OPERATORS ON THE BERGMAN SPACES OF REINHARDT DOMAINS
AND FOLIATIONS OF ANALYTIC DISKS
TIMOTHY G. CLOS
ABSTRACT. Let Ω ⊂ C2 be a bounded pseudoconvex complete Reinhardt domain with a
smooth boundary. We study the behavior of analytic structure in the boundary of Ω and obtain
a compactness result for Hankel operators on the Bergman space of Ω.
1. INTRODUCTION
Let Ω ⊂ Cn for n ≥ 2 be a bounded domain. We let dV be the (normalized) Lebesgue
volumemeasure on Ω. Then L2(Ω) is the space of measurable, square integrable functions on
Ω. Let OΩ be the collection of all holomorphic (analytic) functions on Ω. Then the Bergman
space A2(Ω) := OΩ ∩ L
2(Ω) is a closed subspace of L2(Ω), a Hilbert space. Therefore, there
exists an orthogonal projection P : L2(Ω) → A2(Ω) called the Bergman projection. Then the
Hankel operator with symbol φ ∈ L∞(Ω) is defined as
Hφ f := (I − P)(φ f )
where I is the identity operator and f ∈ A2(Ω).
2. PREVIOUS WORK
Compactness of Hankel operators on the Bergman spaces of bounded domains and its rela-
tionship between analytic structure in the boundary of these domains is an ongoing research
topic. In one complex dimension, Axler in [Axl86] completely characterizes compactness
of Hankel operators with conjugate holomorphic, L2 symbols. There, the emphasis is on
whether the symbol belongs to the little Bloch space. This requires that the derivative of the
complex conjugate of the symbol satisfy a growth condition near the boundary of the domain.
The situation is different in several variables for conjugate holomorphic symbols. In [Clo17],
the author completely characterizes compactness of Hankel operator with conjugate holo-
morphic symbols on convex Reinhardt domains in Cn if the boundary contains a certain
class of analytic disks. The proof relied on using the analytic structure in the boundary to
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show that a compact Hankel operator with a conjugate holomorphic symbol must be the
zero operator, assuming certain conditions on the boundary of the domain. In particular, the
symbol is identically constant if certain conditions are satisfied. An example of a domain
where these conditions are satisfied is the polydisk in Cn (as seen in [Le10] and [Clo17]).
In [cZ16] the authors studied the compactness of Hankel operators with symbols continu-
ous up to the closure of bounded pseudoconvex domains via compactness multipliers. They
showed if φ ∈ C(Ω) is a compactness multiplier then Hφ is compact on A2(Ω). The authors
of [cZ16] approached the problem using the compactness estimate machinery developed in
[Str10].
Hankel operators with symbols continuous up to the closure of the domain is also studied
in [CˇS¸09] and [Cc18]. The paper [CˇS¸09] considered Hankel operators with symbols that are
C1-smooth up to the closure of bounded convex domains in C2. The paper [Cc18] considered
symbols that are continuous up to the closure of bounded convex Reinhardt domains in C2.
Thus the regularity of the symbol was reduced at the expense of a smaller class of domains.
Many of these results characterize the compactness of these operators by the behavior of
the symbol along analytic structure in the domain. For bounded pseudoconvex domains in
C
n, compactness of the ∂-Neumann operator implies the compactness of Hankel operators
with symbols continuous up to the closure of the domain. See [FS01] and [Str10] for more
information on compactness of the ∂-Neumann operator. For example the ball in Cn has
compact ∂-Neumann operator and hence any Hankel operator with symbol continuous up
the closure of the ball is compact on the Bergman space of the ball. The compactness of the
∂-Neumann operator on the ball in Cn follows from the convexity of the domain and absence
of analytic structure in the boundary of the domain. See [Str10].
As shown in [CˇS¸18], the existence of analytic structure in the boundary of bounded convex
domains is an impediment to the compactness of the ∂-Neumann operator. It is therefore
natural to ask whether the Hankel operator with symbol continuous up to the closure of the
domain can be compact if the ∂-Neumann operator is not compact. As we shall see, the an-
swer is yes. On the polydisk in Cn, [Le10] showed that the answer to this question is yes,
despite the non-compactness of the ∂-Neumann operator. For bounded convex domains in
Cn for n ≥ 2, relating the compactness of the Hankel operator with continuously differen-
tiable symbols to the geometry of the boundary is well studied. See [CˇS¸09]. They give a
more general characterization than [Le10] for symbols that are C1-smooth up to the closure
of the domain. For symbols that are only continuous up to the closure of bounded convex
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Reinhardt domains in C2, there is a complete characterization in [Cc18].
3. THE MAIN RESULT
In this paper we investigate the compactness of Hankel operators on the Bergman spaces
of smooth bounded pseudoconvex complete Reinhardt domains. These domains may not be
convex as in [Cc18] but are instead almost locally convexifiable. That is, for any (p1, p2) ∈ bΩ
and if (p1, p2) are away from the coordinate axes, then there exists r > 0 so that
B((p1, p2), r) := {(z1, z2) ∈ C
2 : |z1 − p1|
2 + |z2 − p2|
2
< r2}
and a biholomorphism T : B((p1, p2), r) → C
2 so that B((p1, p2), r) ∩ Ω is a domain and
T(B((p1 , p2), r) ∩Ω) is convex. We will use this fact along with a result in [CˇS¸09] to localize
the problem. We then analyze the geometry on analytic structure in the resulting convex
domain. Then we perform the analysis on the boundary of this convex domain using the
boundary geometry previously established to show the main result.
Theorem 1. Let Ω ⊂ C2 be a bounded pseudoconvex complete Reinhardt domain with a smooth
boundary. Then φ ∈ C(Ω) so that φ ◦ f is holomorphic for any holomorphic f : D → bΩ if and only
if Hφ is compact on A
2(Ω).
We will assume φ ◦ f is holomorphic for any holomorphic function f : D → bΩ and show
that Hφ is compact on A
2(Ω), as the converse of this statement appears as a corollary in
[CCS].
4. ANALYTIC STRUCTURE IN THE BOUNDARY OF PSEUDOCONVEX COMPLETE REINHARDT
DOMAINS IN C2
We fill first investigate the geometry of non-degenerate analytic disks in the boundary of
Reinhardt domains. We define the following collection for any bounded domain Ω ⊂ Cn.
ΓΩ :=
⋃
f∈A(D)∩C(D) , f non-constant
{ f (D)| f : D → bΩ}
Let Ω ⊂ Cn for n ≥ 2 be a domain. We say Γ ⊂ bΩ is an analytic disk if there exists
F : D → Cn so that every component function of F is holomorphic on D and continuous up
to the boundary of D and F(D) = Γ.
One observation is for any Reinhardt domain Ω ⊂ Cn, if F(D) ⊂ bΩ is an analytic disk
where F(ζ) := (F1(ζ), F2(ζ), ..., Fn(ζ)), then for any (θ1, θ2, ..., θn) ∈ R
n, G(D) ⊂ bΩ is also an
4 TIMOTHY G. CLOS
analytic disk where
G(ζ) := (eiθ1F1(ζ), e
iθ2F2(ζ), ..., e
iθnFn(ζ)).
We say an analytic disk f (D) where f = ( f1, f2, ..., fn) is trivial or degenerate if f j is iden-
tically constant for all j ∈ {1, 2, ..., n}. Otherwise, we say an analytic disk is non-trivial or
non-degenerate.
Let Ω ⊂ C2 be a bounded pseudoconvex complete Reinhardt domain with a smooth
boundary. If g(D) ⊂ bΩ is an analytic disk so that g(D) ∩ {z2 = 0} 6= ∅ or g(D) ∩ {z1 =
0} 6= ∅, then g(ζ) = (g1(ζ), 0) or g(ζ) = (0, g2(ζ)), respectively.
They are possibly infinitely many continuous families of non-trivial analytic disks in the
boundary of bounded complete Reinhardt domains Ω in C2. Hence by compactness of the
boundary of Ω, there are subsets of bΩ that are accumulation sets of families of analytic disks.
This next lemma gives us some insight on the structure of these accumulation sets.
Lemma 1. Suppose Ω ⊂ C2 is a bounded complete Reinhardt domain and {Γj}j∈N ⊂ bΩ is a
sequence of pairwise disjoint, continuous families of analytic disks so that Γj → Γ0 as j → ∞, where
Γ0 = {e
iθF(D) : θ ∈ [0, 2pi]}. Then, there exists c1, c2 ∈ C so that F ≡ (c1, c2).
Proof. Let σ be the Lebesgue measure on the boundary. Without loss of generality, we may
assume Γj are families of non-degenerate analytic disks and so we may assume σ(Γj) > 0 for
all j ∈ N. If σ(Γ0) > 0, then we consider the sequence of indicator functions on Γj, called χΓj .
By assumption, χΓj → χΓ0 pointwise as j → ∞. Hence an application of Lebesgue dominated
convergence theorem shows that σ(Γj) → σ(Γ0), and so σ(Γj) ≥ δ > 0 for sufficiently large
j ∈ N. Since Γj are pairwise disjoint and Ω is bounded, this is a contradiction. So σ(Γ0) = 0.
Now assume Λj(ζ) := ( f j(ζ), gj(ζ)) where f j, gj are holomorphic on D and continuous up
to the boundary of D. Furthermore,
Γj = {e
iθΛj : θ ∈ [0, 2pi]}.
Then, there exists f , g so that
sup{dist((( f j(ζ), gj(ζ)), f (ζ), g(ζ))) : ζ ∈ D} → 0
as j → ∞. Therefore, one can show f j → f and gj → g uniformly on D as j → ∞. So f and
g are holomorphic on D and continuous on D. To show f and g are constant it suffices to
show they are constant on some open subset of D. Assume f is not identically constant. If
g is constant then by open mapping theorem, F(D) is open in C×R and also σ(F(D)) = 0,
which cannot occur by the open mapping theorem. So, we assume both F and g are not
identically constant, so the zeros of f ′ and g′ have no accumulation point in D. Then by a
holomorphic change of coordinates, there exists an open simply connected set D ⊂ D so that
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F(D) is biholomorphic to a subset K of {z1 ∈ C} × {0}. Hence again by the open mapping
theorem, f is constant on K since K has measure zero and so f is constant on D by the identity
principle.

Lemma 2. Let Ω ⊂ C2 be a bounded pseudoconvex complete Reinhardt domain with a smooth
boundary. Suppose f : D → bΩ and g : D → bΩ are holomorphic functions on D and continuous
on D. Assume that f (D) ∩ g(D) 6= ∅. Furthermore, assume f (D) ∩ ({z1 = 0} ∪ {z2 = 0}) = ∅
and g(D) ∩ ({z1 = 0} ∪ {z2 = 0}) = ∅. Then, f (D) and g(D) are biholomorphically equivalent
to analytic disks contained in a unique complex line.
Proof. Let ζ0 ∈ D and ζ1 ∈ D be such that f (ζ0) = g(ζ1). Without loss of generality, by
composing with a biholomorphism of the unit disk that sends ζ0 to ζ1, we may assume
f (ζ0) = g(ζ0). Then, there exists r > 0 and a biholomorphism T : B( f (ζ0), r) → C
2 so
that f−1(B( f (ζ0), r) ∩ f (D)) ⊂ D and g
−1(B( f (ζ0), r) ∩ g(D)) ⊂ D and T(B( f (ζ0), r) ∩Ω)
is convex. Then, A := f−1(B( f (ζ0), r) ∩ f (D)) ∩ g
−1(B( f (ζ0), r) ∩ g(D)) is an open, non-
empty, simply connected, and bounded. By the Riemann mapping theorem, there exists a
biholomorphism R : D → A. Then, T ◦ f ◦ R and T ◦ g ◦ R are analytic disks in the bound-
ary of a bounded convex domain. Hence they are contained in a complex line by [CˇS¸09,
Lemma 2]. In fact, they are contained in the same complex line because both disks have
closures with non-empty intersection and the domain has a smooth boundary. That is, if
Lα := {(a1ζ + bα, c1ζ + dα) : ζ ∈ C} and Lβ := {(a2ζ + bβ, c2ζ + dβ) : ζ ∈ C} are one pa-
rameter continuous (continuously depending on the parameter) families of complex lines de-
pending on parameters α and β that locally foliate the boundary, with (Lα0 ∩ Lβ0) ∩ bΩ 6= ∅,
then a1 = a2. The argument uses the fact that boundary normal vectors must vary smoothly.
Furthermore, one can conclude Lα0 = Lβ0 since one can show bα0 = bβ0 and dα0 = dβ0 .

Proposition 1. Let Ω ⊂ C2 be a smooth bounded convex domain. Let {Γj}j∈N be a collection of
analytic disks in bΩ so that
∇ :=
⋃
j∈N
Γj
is connected. Then there exists a convex set S and a non-constant holomorphic function F : D → bΩ
so that F is continuous up to D, F(D) = S and ∇ ⊂ S.
Proof. By Lemma 2, there exists a complex line L = C×{0} so that∇ ⊂ L and by convexity of
the domain, L∩Ω = ∅. Then the convex hull of∇, calledH(∇), is contained in L∩Ω. Since
∇ contains a non-trivial analytic disk, the interior ofH(∇) is non-empty. We denote this non-
empty interior as I. Assume I 6= H(∇). Let z0 ∈ H(∇) \ I . Then there is a positive Euclidean
distance from z0 to I. Let L denote the collection of all line segments from z0 to bI, called K.
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Then K has non-empty interior, which contradicts the convexity of H(∇). Therefore, I is a
non-empty simply connected bounded open set in C, so there is biholomorphism from D to
I that extends continuously to D by smoothness of the boundary of Ω.

Then Lemma 2 implies that any disk in the boundary of a bounded pseudoconvex com-
plete Reinhardt domain in Ω ⊂ C2 is contained in a continuous family of analytic disks,
called Γ. Furthermore, this continuous family can be represented as
Γ = {(eiθF1(ζ), e
iθF2(ζ)) : θ ∈ [0, 2pi] ∧ ζ ∈ D}
since bΩ is three (real) dimensional and Γ locally foliates bΩ.
5. LOCALLY CONVEXIFIABLE REINHARDT DOMAINS IN C2
Lemma 3. Let Ω ⊂ Cn be a bounded pseudoconvex complete Reinhardt domain. Then, Ω is al-
most locally convexifiable. That is, for every (p1, p2, ..., pn) ∈ bΩ \ ({z1 = 0} ∪ {z2 = 0} ∪ ... ∪
{zn = 0}) there exists r > 0 and there exists a biholomorphism L on B((p1, p2, ..., pn), r) so that
L(B((p1 , p2, ..., pn), r) ∩Ω) is convex.
Our understanding of analytic structure in the boundary of bounded convex domains is a
crucial part of the proof the Theorem 1. The following proposition is proven in [CˇS¸09].
Proposition 2 ([CˇS¸09]). Let Ω ⊂ Cn be a bounded convex domain. Let F : D → bΩ be a non-
constant holomorphic map. Then the convex hull of F(D) is an affine analytic variety.
We note there are no analytic disks in the boundary of B((p1, p2, ..., pn), r) because of con-
vexity and the fact that Property (P) (see [Cat84]) is satisfied on the boundary.
We define the following directional derivatives. We assume φ ∈ C(Ω). Let ~U = (u1, u2) be
a unit complex tangential vector at p := (p1, p2) ∈ bΩ. Then if they exist as pointwise limits,
∂
~U,p
b φ := limt→0
φ(p1 + tu1, p2 + tu2)− φ(p1, p2)
t
and
∂
~U,p
b φ := lim
t→0
φ(p1 + tu1, p2 + tu2)− φ(p1, p2)
t
The following lemma uses these directional derivatives to characterize when a continuous
function φ is holomorphic ’along’ analytic disks in the boundary of the domain.
Lemma 4. Let Ω ⊂ C2 be a bounded pseudoconvex complete Reinhardt domain with a smooth
boundary. Suppose φ ∈ C(Ω). Then φ ◦ g is holomorphic for any non-constant holomorphic g :
D → bΩ if and only if for every p ∈ g(D) and ~U tangent to bΩ at p,
∂
~U,p
b φ
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exists as a pointwise limit and
∂
~U,p
b φ = 0
Proof. Suppose φ ◦ f is holomorphic for any f : D → bΩ holomorphic. The first case to
consider is if f (D) intersects either coordinate axis.
If f (D) intersects either coordinate axis, then by smoothness of bΩ, f (D) is contained in
an affine analytic variety and is either vertical or horizontal. That is, f (D) is contained in the
biholomorphic image of D. And so one can show ∂
~U,p
b φ exists and ∂
~U,p
b φ = 0.
That is, we may assume f := ( f1, f2) : D → bΩ is holomorphic and neither f1 nor f2
is identically constant. This implies f (D) is away from either coordinate axis. Then f (D) is
contained in a family of analytic disks Γ which foliate the boundary near f (D). Let p ∈ f (D).
By Lemma 3 and Proposition 2, there exists a biholomorphism T : B(p, r) → C2 so that
T( f (D)) ⊂ C × {α} for some α ∈ [−1, 1]. Furthermore, we may assume T ◦ f := g where
g = (g1, α) and g1 : D → C is a biholomorphism with a continuous extension to the unit
circle. We may assume g1 is a biholomophism by Proposition 1.
Let φ ◦ T−1 = φ˜. We will first show the tangential directional derivative ∂
~U,p
b φ˜ and the
conjugate tangential directional derivative ∂
~U,p
b φ˜ exists on T(Γ) ⊂ {(z1, α) : z1 ∈ C ∧ α ∈
[−1, 1]} and ∂
~U,p
b φ˜ = 0 on T(Γ) if and only if φ˜ ◦ g is holomorphic for any holomorphic
g so that g(D) ⊂ T(Γ). First we suppose φ˜ ◦ g is holomorphic and g(D) ⊂ T(Γ). Then
we consider a unit vector ~U = (u, 0) so that ~U is tangent to g(D). We may consider the
restriction of φ to T(Γ) to be a function of (z1, z1, α). That is,
φ|
T(Γ)
= φ(z1, z1, α).
Then for (p1, α) ∈ g(D) we chose t0 ∈ R \ {0} so that for all t, |t0| > |t| > 0 we have
(p1 + tu, α) ∈ g(D). Then using the fact that φ˜ ◦ g is holomorphic, we have
φ˜(p1, p1 + tu, α)− φ˜(p1, p1, α)
t
=
φ˜(g1 ◦ g
−1
1 (p1), g1 ◦ g
−1
1 (p1 + tu), α)− φ˜(g1 ◦ g
−1
1 (p1), g1 ◦ g
−1
1 (p1), α)
t
→
∂(φ ◦ g ◦ g−11 )
∂z1
= 0
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as t→ 0 and at (p1, α) ∈ g(D). By a similar argument, it can be shown that
∂
~U,p
b φ˜ := limt→0
φ˜(p1 + tu, α)− φ˜(p1, α)
t
exists and is finite on T(Γ).
Next we assume
∂
~U,p
b φ˜ := lim
t→0
φ˜(p1 + tu, α)− φ˜(p1, α)
t
= 0
on T(Γ) and
∂
~U,p
b φ˜ := limt→0
φ˜(p1 + tu, α)− φ˜(p1, α)
t
exists and is finite on T(Γ).
Then
∂(φ˜ ◦ g)(ζ)
∂ζ
= ∂
~U,p
b φ˜
∂g
∂ζ
+ ∂
~U,p
b φ˜
∂g
∂ζ
= 0
so by composing φ˜ with T, we have that φ ◦ f is holomorphic.

Proposition 3. Let Ω ⊂ C2 be a bounded pseudoconvex complete Reinhardt domain with a smooth
boundary. Suppose φ ∈ C(Ω) is such that φ ◦ f is holomorphic for any holomorphic f : D → bΩ.
Let Γ ⊂ bΩ be a continuous family of non-trivial analytic disks so that Γ is disjoint from the closure
of any other non-trivial family of analytic disks in bΩ. Then there exists {ψn}n∈N ⊂ C
∞(Ω) so that
the following holds.
(1) φn → φ uniformly on Γ as n → ∞.
(2) φn ◦ f is holomorphic for any holomorphic f so that f (D) ⊂ Γ
Proof. Let ∇ ⊂ bΩ be a non-degenerate analytic disk so that f (D) = ∇ where f = ( f1, f2) is
holomorphic and continuous up to D. Furthermore, assume ∇ is away from the coordinate
axes. By Lemma 2 and Proposition 2, there is a local holomorphic change of coordinates T so
that T(∇) is contained in an affine analytic variety. By Proposition 1, we may assume T(∇)
is convex and T(∇) ⊂ T(Γ) where Γ is the continuous family of disks containing f (D) and
away from the closure of any other non-degenerate analytic disk. Then the restriction φ|Γ =
φ(z1, α) where z1 ∈ (T(U ∩ bΩ)) ⊂ {(z1, z2) ∈ C
2 : z2 = 0} and α ∈ [−1, 1]. Without loss of
generality, extend φ as a continuous function on C2. As notation, D 1
n
:= {z ∈ C : |z| < 1n}.
We let χ ∈ C∞0 (D) so that 0 ≤ χ ≤ 1, χ is radially symmetric, and
∫
C
χ = 1.
Similarly, we let χ˜ ∈ C∞0 (−1, 1), 0 ≤ χ˜ ≤ 1, and radially symmetric so that
∫
R
χ˜ = 1.
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Then we define the smooth mollifier {χn}n∈N ⊂ C
∞
0 (D 1
n
×
(
− 1n ,
1
n
)
) as
χn(z1, α) := n
3χ(nz1)χ˜(nα).
Then, there exists a holomorphic change of coordinates H : V → C2 so that T(Γ) ⊂ V and
H(T(Γ)) = Ds × (−1, 1) for some fixed radius s > 0. For every n ∈ N, chose 0 < rn < 1 so
that
−1 < rn(α− β) < 1
and
|rn(z1 − λ)| < s
for every (z1, α) ∈ Ds × (−1, 1) and for all
(λ, β) ∈ D 1
n
×
(
−
1
n
,
1
n
)
.
Then we define the convolution of φ ◦ T−1 with {χn} in the following manner.
ψn(z1, α) :=
∫
C×R
φ ◦ T−1(rn(z1 − λ), rn(α− β))χn(λ, β)dA(λ)dβ.
Let us extend ψn trivially to C
2 and denote this trivial extension as ψn, abusing the notation.
Now, we have everything we need to show ψn ◦ g are holomorphic for g : D → T(Γ)
holomorphic.
Using Lemma 4, for every n ∈ N,
lim
t→0
φ ◦ T−1(rn(z1 + tu− λ), rn(α− β))− φ ◦ T
−1(rn(z1 − λ), rn(α − β))
t
= 0
pointwise and
lim
t→0
φ ◦ T−1(rn(z1 + tu− λ), rn(α− β))− φ ◦ T
−1(rn(z1 − λ), rn(α− β))
t
exists and is finite for every (λ, β) ∈ D 1
n
× (− 1n ,
1
n ). Therefore, using the fact that χn are
compactly supported and using the Lebesgue dominated convergence theorem, we have
that
∂
~U,p
b ψn = 0
for any unit vector ~U tangent to T(Γ) for all p ∈ T(Γ), and for all n ∈ N. Furthermore,
∂
~U,p
b ψn
exists for any unit vector ~U tangent to T(Γ), p ∈ T(Γ), and n ∈ N. Therefore by Lemma 4,
ψn are holomorphic along analytic disks in T(Γ).
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Furthermore, it can be shown that ψn ◦T → φ uniformly on Γ as n→ ∞. Now if Γ intersects
the coordinate axes, then the analytic disks are horizontal or vertical by smoothness of bΩ.
So, we perform the convolution procedure as in [Cc18] without using a holomorphic change
of coordinates.

For a linear operator T : G → H between Hilbert spaces, we define the essential norm as
‖T‖e := inf{‖T − K‖ ,K : G → H compact}
Proposition 4 ([Cc18]). Let Ω ⊂ Cn be a bounded convex domain. Suppose ΓΩ 6= ∅ is de-
fined as above. Assume {φn}n∈N ⊂ C(Ω) so that φn → 0 uniformly on ΓΩ as n → ∞. Then,
limn→∞ ‖Hφn‖e = 0
The next proposition is similar to the theorem in [CˇS¸09], with one major difference, namely
they assumed smoothness of the boundary. Here, we assume the boundary is piecewise
smooth.
Proposition 5. Let Ω ⊂ C2 be a bounded convex domain so that the boundary of Ω contains no an-
alytic disks except for one continuous family, called ΓΩ. Let φ ∈ C
∞(Ω) so that φ ◦ f is holomorphic
for any holomorphic f : D → bΩ. Then, Hφ is compact on A
2(Ω).
Proof. Without loss of generality, we may assume
ΓΩ ⊂ {(z1, α) : z1 ∈ C , α ∈ (−1, 1)}.
Assuming φ ◦ f is holomorphic for any f : D → bΩ, one can show that the tangential
directional derivative ∂bφ exists along ΓΩ. Furthermore
∂φ
∂z1
= 0 on ΓΩ. We wish to construct
smooth function ψ ∈ C∞(Ω) so that ψ ≡ φ on ΓΩ and ∂(ψ) = 0 on ΓΩ. To do this, we will use
the idea of a defining function. There exists a smooth function ρ ∈ C∞(C2) so that ρ ≡ 0 on
{(z1, α) : z1 ∈ C , α ∈ (−1, 1)} and |∇ρ| > 0 on {(z1, α) : z1 ∈ C , α ∈ (−1, 1)}. Furthermore,
by scaling the tangential and normal vector fields on {(z1, α) : z1 ∈ C , α ∈ (−1, 1)}, we may
assume
∂ρ
∂z1
|
{(z1,α):z1∈C ,α∈(−1,1)}
= 0
and
∂ρ
∂z2
|
{(z1,α):z1∈C ,α∈(−1,1)}
= 1.
Now we define
ψ := φ− ρ
(
∂φ
∂z2
)
.
Then ∂ψ = 0 on ΓΩ and also ψ = φ on ΓΩ. Then by Proposition 4, ‖Hφ−ψ‖e = 0 and so Hφ−ψ
is compact on A2(Ω). To show Hψ is compact we use the fact that ∂ψ = 0 on ΓΩ together
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with the same argument seen in [CˇS¸09] that shows H
β˜
is compact if ∂β˜ = 0 on ΓΩ. Therefore
we conclude Hφ is compact.

6. PROOF OF THEOREM 1
The idea is to use the following result which will allow us to localize the problem.
Proposition 6 ([CˇS¸09]). Let Ω ⊂ Cn for n ≥ 2 be a bounded pseudoconvex domain and φ ∈ L∞(Ω).
If for every p ∈ bΩ there exists an open neighbourhood U of p such that U ∩Ω is a domain and
HU∩ΩRU∩Ω(φ)RU∩Ω
is compact on A2(Ω), then HΩφ is compact on A
2(Ω).
We will also use the following lemma appearing in [CˇS¸09].
Lemma 5 ([CˇS¸09]). Let Ω1 and Ω2 be bounded pseudoconvex subsets of C
n. Suppose φ ∈ C∞(Ω1)
so that Hφ is compact on A
2(Ω1). Let T : Ω2 → Ω1 be a biholomorphism with a smooth extension to
the boundary. Then Hφ◦T is compact on A
2(Ω1).
As we shall see, this collection of all non-constant analytic disks in bΩ will play a crucial
role in our understanding of the compactness of Hankel operators on various domains in Cn
for n ≥ 2. There are several cases to consider depending on where p ∈ bΩ is located.
(1) p ∈ ΓΩ ⊂ bΩ but away from the coordinate axes.
(2) p ∈ bΩ \ ΓΩ.
(3) p ∈ {z1 = 0} ∪ {z2 = 0}
We will first consider the case where p is away from ΓΩ. We let p := (p1, p2) ∈ bΩ and
assume p ∈ bΩ \ ΓΩ. So there exists an r > 0 sufficiently small so that the ball b(B(p, r) ∩Ω)
contains no analytic disks. Furthermore, there exists a biholomorphism T : B(p, r) → C2 so
that T(B(p, r) ∩ Ω) is a convex domain. Therefore, since any analytic disk in bT(B(p, r) ∩
Ω) must be the image (under T) of a disk in b(B(p, r) ∩ Ω), there are no analytic disks in
bT(B(p, r) ∩ Ω). By convexity and compactness of the ∂-Neumann operator, the Hankel
operator
H
T(B(p,r)∩Ω)
φ◦T−1
is compact on A2(T(B(p, r) ∩ Ω)). And so this proves HU∩Ω
RU∩Ω(φ)
is compact on A2(U ∩ Ω)
where U := B(p, r).
If p ∈ ({z1 = 0} ∪ {z2 = 0}) ∩ bΩ, then by smoothness of the domain, either p is con-
tained in an analytic disk, p is a limit point of a sequence of analytic disks, or p is contained
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in part of the boundary satisfying property (P). If p ∈ bΩ is contained in a non-degenerate
analytic disk, then locally the analytic disks are horizontal or vertical, by smoothness of the
domain. Without loss of generality, assume the family of analytic disk is vertical. So, using
the argument in [Cc18], we can approximate the continuous symbol φ uniformly on ΓU∩Ω for
some ball U centered at p with a sequence of smooth functions ψn so that ψn is holomorphic
along any analytic disk contained in b(U ∩Ω). As in [Cc18], we use [CˇS¸09] and the uniform
approximation on ΓU∩Ω to conclude that H
U∩Ω
φ|U∩Ω
is compact on A2(U ∩Ω).
Note that if p ∈ bΩ is contained in part of the boundary satisfying property (P) (see
[Cat84]), then the local ∂-Neumann operator NU∩Ω1 is compact since there exists a convex
neighbourhood U of p so that U ∩Ω is convex, and so HU∩Ω
φ|U∩Ω
is compact on A2(U ∩Ω).
Lastly, if p ∈ bΩ \ ({z2 = 0} ∪ {z1 = 0}) and p ∈ ΓΩ. We will first assume p is contained
in a limit set of a discrete sequence of families of analytic disks. We may assume discreteness
due to Lemma 2, Proposition 1, and smoothness of the boundary of Ω. Then by Lemma 1,
this limit set exactly equals {p}. We will first assume p is not contained in the closure of a
single non-trivial analytic disk.
Let U := B(p, r) chosen so that U ∩ Ω is a domain and T(U ∩ Ω) is convex for some bi-
holomorphism T : U → C2. Denote this discrete collection of continuous families of analytic
disks as {Γj}j∈N ⊂ b(U ∩Ω). Furthermore, we may assume
ΓT(U∩Ω) =
⋃
j∈N
Γj.
Then {T(Γj)}j∈N is a discrete collection of families of affine analytic disks. Then for each
j ∈ N there exists open pairwise disjoint neighborhoods Vj with a strongly pseudoconvex
boundary so that T(Γj) ⊂ Vj. Let ρj be smooth cutoff functions so that ρj ≡ 1 on a neighbor-
hood of T(Γj) and ρj are compactly supported in Vj. Define
φ˜j := ρj(φ ◦ T
−1− φ(p1, p2)).
We wish to show Hφ˜j are compact on A
2(T(U ∩Ω)) for all j ∈ N. By Lemma 5 and Propo-
sition 3, we approximate φ ◦ T−1 − φ(p1, p2) with a sequence {ψ
j
n}n∈N ⊂ C
∞(C2) so that
ψ
j
n → φ ◦ T
−1 − φ(p1, p2) uniformly on T(Γj) as n → ∞ and ψ
j
n are holomorphic along
T(Γj). Then, ρjψ
j
n are holomorphic along any analytic disk in bT(U ∩Ω) for all j, n ∈ N and
ρjψ
j
n ∈ C
∞(C2). Fix j, n ∈ N. Then, there exists a function δj,n ∈ C
∞(C2) so that
(1) ∂δj,n = 0 on ΓT(U∩Ω).
(2) δj,n = ρjψ
j
n on ΓT(U∩Ω).
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Therefore by an argument similar to the proof of Proposition 5, H
T(U∩Ω)
δj,n
, H
T(U∩Ω)
ρjψ
j
n−δj,n
, and
therefore H
T(U∩Ω)
ρjψ
j
n
are compact on A2(T(U ∩Ω)) for all j, n ∈ N.
Furthermore,
ρjψ
j
n → φ˜j
uniformly on ΓT(U∩Ω) as n → ∞. Then by convexity of T(U ∩Ω) and Proposition 4, Hφ˜j are
compact on A2(T(U ∩Ω)) for all j ∈ N. One can show that
αN :=
N
∑
j=1
φ˜j
converges uniformly to φ ◦ T−1 − φ(p1, p2) on ΓT(U∩Ω) as N → ∞. Also, HαN are compact
on A2(T(U ∩Ω)) for all N ∈ N as the finite sum of compact operators. Furthermore, αN ∈
C∞(T(U ∩Ω)) for all N. Then by Lemma 5, HαN◦T are compact on A
2(U ∩Ω) for all N and
so HU∩Ω
φ|U∩Ω
is compact on A2(U ∩Ω).
So, we have the following. For all p := (p1, p2) ∈ bΩ there exists r > 0 so that B(p, r) ∩Ω
is a domain and
H
B(p,r)∩Ω
φ|U∩Ω
is compact on A2(B(p, r)∩Ω). Then by composingwith the restriction operator R : A2(Ω) →
A2(B(p, r) ∩Ω), we have that
H
B(p,r)∩Ω
φ|U∩Ω
R
is compact on A2(Ω). Then by Proposition 6, Hφ is compact on A2(Ω).
Next, we assume there exists a non-trivial analytic disk Γ0 ∈ bT(U ∩Ω) so that p ∈ Γ0 and
{p} is the limit set of {Γj}j≥1. Then we can represent
ΓU∩Ω =
⋃
j≥0, θ∈[0,2pi]
{eiθΓj}.
For 0 < r < 1 we define
Γr :=
⋃
f (D)⊂ΓU∩Ω, θ∈[0,2pi]
{eiθ f (rD)}
By convolving φ with a mollifier in [0, 2pi], there exists {τn}n∈N ⊂ C(Ω) so that τn → φ
uniformly on Γr as n → ∞, and for every (z1, z2) ∈ Γr and ~T complex tangent to bU ∩Ω at
(z1, z2) the directional derivative of τn in the direction of ~T at (z1, z2) exists. Furthermore,
by the smoothness of τn in the θ variable, the directional derivative in the complex normal
direction at (z1, z2) also exists. Thus τn satisfies the compatibility condition for the Whitney
extension theorem. See [Ste70] and [Mal68] for more information on the Whitney extension
theorem. Therefore, there exits τ˜n ∈ C1(Ω) so that τ˜n ≡ τn on Γr and both tangential and
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normal directional derivatives of τ˜n agree with τn. That is, τn ◦ f are holomorphic on D for
any n ∈ N and f (D) ⊂ ΓU∩Ω. Thus Hτn is compact on A
2(Ω) by [CˇS¸09] and Proposition 4.
And so using Proposition 4 again and letting r → 1−, we conclude Hφ|U∩ΩRU∩Ω is compact
on A2(Ω). And so by Proposition 6, Hφ is compact on A2(Ω).
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