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Abstract. As opposed to Monte Carlo integration the quasi-Monte Carlo method 
does not allow for an (consistent) error estimate from the samples used for the inte-
gral approximation. In addition the deterministic error bound of quasi-Monte Carlo 
integration is not accessible in the setting of computer graphics, since usually the 
integrands are of unbounded variation. The structure of the high dimensional func-
tionals tobe computed for photorealistic image synthesis implies the application of 
the randomized quasi-Monte Carlo method. Thus we can exploit low discrepancy 
sampling and at the same time we can estimate the variance. The resulting tech-
nique is much more efficient than previous bidirectional path tracing algorithms. 
1 Introduction 
The global illumination problem consists in rendering a photorealistic image 
of a virtual scene and camera description. A very basic algorithm for the 
solution of this light transport problem is the bidirectional path tracing algo-
rithm [LW93,VG94], which in the context of the quasi-Monte Carlo method 
has been investigated in [Kel98b] . We generalize this work by introducing 
multiple importance sampling for the quasi-Monte Carlo method. 
Numerical experiments show that the deterministic quasi-Monte Carlo 
method is superior to random sampling, but no (consistent) error estimate 
is available for the deterministic method. However , an error estimate would 
allow for adaptive sampling making the rendering much more efficient. Using 
randomized quasi-Monte Carlo the variance and thus the error can be esti-
mated by sacrificing only a little bit performance. By numerical experiments 
we analyze different randomized quasi-Monte Carlo approaches and illustrate 
how they smoothly blend between the pure Monte Carlo and the quasi-Monte 
Carlo case. 
2 Bidirectional Path Tracing 
We briefly recall the global illumination problem and its path integral formu-
lation. Applied to that formulation multiple importance sampling yields the 
bidirectional path tracing algorithm. Furthermore we address the problem of 
insuffi.cient techniques that is inherent with multiple importance sampling. 
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2.1 The Global Illumination Problem 
The light transport in vacuum is governed by a second kind Fredholm integral 
equation. By 
L(y-+ z) = Le(Y -+ z) + l L(x-+ y)f5 (x-+ y-+ z)G(x +-t y)dA(x) (1) 
we denote the radiance leaving a point y E S towards the point z E S, where 
S is the boundary of the scene geometry. Light sources are defined by their 
emittance Le. The bidirectional scattering distribution function f 5 describes 
the surface properties. A is the area measure and 
G( ) ·-V( )JcosBxJJcosByJ X H y .- X H y J 12 x-y 
the geometry term, where Bx is the angle between the surface normal in x 
and the vector between x and y, By is defined analogously, and the visibility 
function is 
V( ) ·= { 1 if x and y are mutually visible x+-ty. 01 · e se 
The global illumination problem consists in computing functionals 
Ii = { W~il(x-+ y)L(x-+ y)G(x +-t y)dA(y)dA(x) (2) 
ls xs 
of the solution of the above integral equation for given detector functionals 
w~j)) which formalize the camera description. 
2.2 Path Integral Formulation of the Global Illumination 
Problem 
A light path x is characterized by its interaction points x; with the scene 
surface S. The path space 
00 
p := u pk 
k=l 
is the union of all path spaces 
pk := {X = XoX1 ... Xk 1 X; E s for 0 ::; i ::; k} 




µ(D) := L, µk(D n Pk) 
k=l 
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for D <;:; P. For a path i = x0 x 1 ... Xk E Pk the measurement contribution 
function is defined as 
If we recursively substitute L in the measurement equation (2) by the ra-
diance integral equation (1), we get the Neumann series, which now can be 
formulated as path integral 
(3) 
2.3 Multiple lmportance Sampling 
Using the variance reduction technique of importance sampling [Sob94,KW86] 
the integral of f over a domain D can be estimated by 
r f(x)dx ~ .!. t !(€i) ' j D n i=l p(€;) (4) 
where p is a probability density function with supp f <;:; supp p and €i are 
independent realizations of p-distributed random variables. The variance of 
the estimator in (4) depends on fand the choice of p. 
Often it is possible to specify a whole set p1 , p2 , ... , PN of probability 
density functions instead of just a single p. While each probability density 
function of the set may reduce the variance of the estimator in ( 4) only in 
a possibly unknown subdomain of D, multiple importance sampling, a tech-
nique introduced by [VG94] and analyzed in [OZ99], allows to combine sam-
ples which are distributed according to different probability density functions 
and to reduce the variance. 
A probability density function p can be used as a technique, if we are able 
to generate p-distributed samples and to evaluate p(x) for a given x E D 1 . 
Assuming we have N techniques with their associated probability density 
functions 
P1,p2, ... ,pN : D---+ IRt , 
a so called heuristic consists of N weight functions 
such that 
1 At least we must be able to decide whether x E suppp holds for a given x ED. 
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• L;:,1 wi(x) = 1 for all x ED with f(x) =/:- 0 and 
• w;(x) = 0 for all x ED with p;(x) = 0 
holds. Note that these conditions imply that for each x E supp f only at least 
one technique i ha.s to exist with x E supp p;. Then the multiple importance 
sampling estimator 
J 1 n N J(x;,j) f(x)dx ~;;: LLW;(x;,j) (x ·) D j=l i=l Pi i,1 (5) 
is unbia.sed, where the x;,j are p;-distributed for 1 ::; i ::; N and 1 ::; j ::; n. 
Example: The balance heuristic ha.s the weight functions 
( ) ·- p;(x) W; X .- N 
L t=I Pe(x) 
(6) 
for 1 ::; i ::; N. Inserting these into ( 5) yields 
J J(x)dx ~ ~ t t j(x; ,j) 
D n j=I i=l Lt=l Pe(xi,j) 
The behaviour of a multiple importance sampling estimator using balance 
heuristic is comparable to the importance sampling estimator with p = 
1 °"'N N L,,f=l Pt· 
2.4 The Bidirectional Path Tracing Algorithm 
Solving the global illumination problem using multiple importance sampling 
yields the bidirectional path tracing algorithm. The path space samples are 
generated in three steps: 
l. generate a light subpath, 
2. generate an eye subpath, and 
3. connect both subpaths deterministically . 
. -------·-connections 
In order to generate a light subpath a random point on a light source is chosen. 
Then a ray is shot into a random direction. The subsequent intersection point 
with the scene surface S is the next point of our subpath and so on. In the 
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same way an eye subpath is generated by starting a random walk from the 
eye point2 . Finally a light path x E P is obtained by connecting the endpoints 
of both subpaths. Since the ray casting function is very expensive, we use all 
possible connections as additional path space samples as illustrated in the 
figure above. 
The resulting associated probability density functions are denoted by Pk, i, 
where k is the path length and i the number of points of the light subpath 
used to generate path space samples. The figure below shows all possible 
techniques with their associated probability density functions for path length 
k = 3, where each p3 ,i is positioned at its deterministic connection. 
Applying multiple importance sampling (5) with the balance heuristic (6) 
to the global illumination problem (3) yields the bidirectional path tracing 
estimator 
where n is the number of samples per technique and for 1 :::; j :::; n the Xk,i,J 
are generated according to Pk ,i· In order to handle the infinite sum we can 
use absorbing Markov chains for subpath generation. A biased alternative is 
to compute the approximation up to a maximum path length kmax· 
The possibility to achieve a valid path using the eye connection techniques 
Pk ,k, where the end of a light subpath is connected with the eye point , is very 
small and most samples are of zero contribution, if the image is computed 
pixel by pixel. Therefore we allow samples of these techniques to contribute 
directly to any pixel of the image. 
2.5 The Problem of Insufficient Techniques 
Multiple importance sampling tries to hide the weaknesses of single proba-
bility density functions, but nevertheless can fail. In order to illustrate the 
limits of the estimator (5) suppose we have a subdomain G ~ D for which 
only one technique is accessible. Then multiple importance sampling degen-
erates to standard importance sampling (4) on G due to an insufficient set 
of techniques. 
2 Here we are using the simple pinhole camera model. 




Fig. 1. The problem of insufficient techniques: ( a) draft of difficult path and (b) 
resulting high variance. 
For bidirectional path tracing the problem of insufficient techniques arises 
for singular surface properties, e.g. mirrors that usually are modeled by a 
Dirac delta distribution in the bidirectional scattering distribution function 
f 8 • In Fig. 1 (a) such a difficult ' path is sketched: lt can only be generated 
by one technique that uses no light subpath. The resulting high variance is 
clearly visible in Fig. 1 (b) and is perceived as white <lots. 
3 Quasi-Monte Carlo Bidirectional Path Tracing 
The Koksma-Hlawka inequality predicts that quasi-Monte Carlo integration 
performs superior than Monte Carlo integration for integrands of bounded 
variation in the sense of Hardy and Krause [Nie92]. For integrands with un-
known discontinuities like the integrand in (2) only pessimistic error bounds 
are accessible for quasi-Monte Carlo integration [Hla71]. Nevertheless numer-
ical experiments [Kel98a] reveal that even for these functions low discrepancy 
sampling performs better than random sampling. 
3.1 Multiple lmportance Sampling for Quasi-Monte Carlo 
In order to apply quasi-Monte Carlo integration to bidirectional.path tracing 
the subpath generation has to be done using high dimensional low discrep-
ancy points, where the dimension depends on the length of the subpaths. 
Due to the transport operator points at the beginning of a subpath affect the 
integration error more than points at the end of a subpath. In accordance the 
lower dimensions of low discrepancy points often are better equidistributed 
than their higher dimensions. Therefore the first four dimensions are used to 
determine the first point of each subpath, the next four for the first scattering 
events and so on. This interleaving scheme is similar to [Kel98b], however now 
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we use the multiple importance sampling estimator (5) with deterministic low 
discrepancy sampling. In order to avoid aliasing different light subpaths have 
to be used for the estimation of each pixel functional. This is particularly 
important for the eye connection techniques Pk,k (see also Fig. (3)) and is 
achieved by using consecutive subsequences of a low discrepancy point se-
quence instead of a repeated finite point set. 
Due to the unbounded variation of the integrand and the deterministic 
nature of quasi-Monte Carlo, an a-priori error bound by the Koksma-Hlawka 
inequality as well as an a-posteriori stochastic error estimate is not accessible. 
4 Randomized Quasi-Monte Carlo Bidirectional Path 
Tracing 
Randomized quasi-Monte Carlo integration exploits the benefits of low dis-
crepancy sampling and at the same time allows for an efficient error estimate. 
From an arbitrary low discrepancy point set P := {a1 ,a2 , ... ,am} C I8 
we generate r randomized replications Xj := { x 1 ,j, x 2 ,j, . .. , Xm,j} C I8 with 
1 ::::; j ::::; r such that 
• each replication Xi preserves the low discrepancy properties of P and 
• the replications { Xi ,l, Xi ,2 , ... , xi,r} of each point ai E P are independent 
and uniformly distributed on ! 8 • 
Then the randomized quasi-Monte Carlo estimator with a total of n = rm 
samples 
/, 
1 r 1 m 
f(x)dx ~ - '°' - '°'!(x i ·) 
rLmL..,, '1 
[• j=l i=l 
(8) 
is unbiased. The expected error is bounded by the square root of the variance 
u2 of the above estimator and can be estimated in an unbiased way using the 
samples of (8): 
)
2 
1 r lm lrlm 
u2 = '°' (- '°' f(x; k) - - '°' - '°' f(x; , ·) r(r - 1) L..,, m L..,, ' r L..,, m L..,, 1 
k=l i=l j=l i=l 
Choosing the number r of replications just !arge enough to obtain a good 
variance estimate very little performance of the low discrepancy quadrature is 
sacrificed and adaptive sampling by error estimation is possible yielding much 
more efficient rendering algorithms. In [Owe98] Owen presents a compact 
survey of randomization techniques for quasi-Monte Carlo integration. Except 
for scrambling, which is beyond the scope of this paper, we investigate their 
application to the bidirectional path tracing algorithm. 
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4.1 Cranley-Patterson Rotations 
Cranley and Patterson (CP76] suggested the following form of randomization: 
For a replication they added a random shift to each point a; E P. Thus we 
have 
Xi,j = a; EB ~j := (a; + ~i) mod 1 
with independent realizations ~j "' U(I5 ) for 1 ::; i ::; m and 1 ::; j ::; r. 
lt is straight forward to apply randomized quasi-Monte Carlo integration to 
bidirectional path tracing using a high dimensional low discrepancy point 
set with Cranley-Patterson rotations. The assignment of dimensions to the 
points of the subpaths is the same as used in the quasi-Monte Carlo case (see 
Sect. 3.1). 
4.2 Padded Replications Sampling 
Reordering the summation in the estimator in (8) and inserting Cranley-
Patterson rotations yields 
r m m r 
j=l i=l i=l j=l 
~ ~ !. J(x EB a;)dx = /, J(x)dx . 
This means that the algorithm is unbiased for any choice of the point set P, 
which only will affect the variance and therefore the error. If we look at the 
subpath generation we have to do either area sampling or scattering. Both are 
two dimensional problems. Thus the idea of padded replications sampling is 
to use a randomly shifted replicate of the same two dimensional basis pattern 
for each two dimensional subproblem as illustrated in Fig. 2. 
Good Lattice Points. Most low discrepancy constructions are designed to 
minimize the star-discrepancy in the sense of (t, m, s)-nets or (t, s)-sequences. 
By randomly shifting a point set P the discrepancy of a replication Xi can 
be different and especially worse than the original discrepancy [Tuf96], since 
the (t , m, s)-nets property is not shift invariant. Points P designed to also 
minimize the shift invariant torus discrepancy [BC87] are suited much better 
for Cranley-Patterson rotations. Due to their construction good lattice points 
are better suited for shifting, since their good equidistribution properties 
almost remain unaffected when being shifted [CP76,SJ94]. 
5 Latin Supercube Sampling 
For the light transport problem the benefits of quasi-Monte Carlo integration 
diminish in high dimensions [Kel98a] . Latin supercube sampling [Owe97] is a 
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Basis pattern D 
Random shifts /1 r 
~ ~ ~ 
Randomized patterns D· D D 
Fig. 2. Subpath generation by padded replications sampling for the example of a 
light subpath. The basis pattern size is m = 4 and the dimension of the padded 
points is s = 6. 
method to expand low dimensional samples to high dimensions such adapting 
to the structure of the transport problem, e.g. low dimensional emission and 
scattering events. Different from padded replications sampling for Latin su-
percube sampling the low dimensional point sets are randomly permuted be-
fore padding. Suppose that Pi:= {ai,i,ai, 2 , ... ,ai,n} C Jd for 1::; i :S k = J 
are (randomized) quasi-Monte Carlo point sets. Then the Latin supercube 
samples are 
for 1 :S j :S n , where the 'Tri are independent uniform random permutations 
over { 1, 2, ... , n} . 
In computer graphics Latin supercube sampling is called uncorrelated 
sampling. lt already has been applied by [Coo86] (later formalized by (Shi90]) 
for distribution ray tracing, which is not a consistent algorithm in the sense 
of (3) since it uses only a subset of the techniques Pk,O and Pk ,i, where the 
end of an eye subpath has to hit a light source or is connected with a point 
on a light source. However, Cook and Shirley did not use (randomized) quasi-
Monte Carlo point sets but stratified random point sets for Latin supercube 
sampling. 
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5.1 Latin Supercube Samples from Deterministic Low 
Discrepancy Points 
For bidirectional path tracing Latin supercube sampling allows to pad two 
dimensional low discrepancy point sets together instead of using high dimen-
sional low discrepancy points. The 
memory usage for the permutations 
linearly depends on the number m 
of the points in the two dimen-
sional point set. Therefore it is rec-
ommended to use a small point set. 
Since this implies that only a small 
number of different light subpaths 
can be generated, Latin supercube 
sampling is only practicable if the 
eye connection techniques Pk ,k are 
not used, otherwise severely dis-
turbing aliasing artifacts will be vis-
ible (see Fig. (3)). 
Fig. 3. Aliasing caused by Latin super-
cube samples from deterministic points 
with eye connection techniques. 
5.2 Latin Supercube Samples from Randomized Low Discrepancy 
Points 
For padded replications sampling the same basis pattern is padded together 
to form a high dimensional point set P. The resulting correlation between 
the odd respectively even dimensions can cause an increased variance for a 
!arger number of points in the basis pattern. In order to reduce the correlation 
Latin supercube sampling can be applied. Numerical experiments show that 
one initial set of permutations sufficiently decorrelates the padded point set 
P for the use with the Cranley-Patterson replication scheme. 
6 N umerical Experiments 
For the numerical experiments we chose the GLASS SPHERE and OFFICE 
scene astest scenes. Figure 4 shows master images, which have been rendered 
with the original bidirectional path tracing algorithm using more than a 
thousand samples per pixel and technique. In our experiments the error of an 
image is approximated by its L2-distance to these master images. Instead of 
using an absorbing Markov chains for subpath generation we restricted the 
maximum path length to kmax = 6 for the GLASS SPHERE and to kmax = 3 
for the OFFICE scene. 
The difficulties ofthe GLASS SPHERE scene are the caustic on the fioor and 
the light, which is refiected by the glass sphere onto the ceiling. The OFFICE 
scene has only diffuse surface properties. Besides the two big luminaries at the 
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Fig. 4. The GLASS SPHERE and OFFICE scene are used as test scenes. 
ceiling the small spherical light source of the table lamp makes the rendering 
complicated. Since we have no singular surface properties we omit the eye 
connection techniques Pk ,ki which are only useful in order to render directly 
seen caustics. 
6.1 Blending between Monte Carlo and Quasi-Monte Carlo 
The following sampling approaches to the bidirectional path tracing algo-
rithm are compared: 
• Monte Carlo (MC) 
The original bidirectional path tracing algorithm uses pure random sam-
pling. Just for comparison we also implemented a version where we use 
Latin hypercube sampling. 
• Randomized quasi-Monte Carlo (RQMC) 
For this method we have two possible approaches depending on how the 
point set Pis chosen. The first version (see Sect. 4.1) uses the scrambled 
Hammersley point set [Fau92] . The second alternative of padded replica-
tions sampling (see Sect. 4.2) is based on the two dimensional Hammer-
sley point set. In both approaches we can choose the size m of the point 
set that is to be replicated. 
• Quasi-Monte Carlo (QMC) 
Here the scrambled Halton sequence [Fau92] is used. 
In Fig. 5 convergence graphs are shown. As expected the convergence rates for 
the Monte Carlo and randomized quasi-Monte Carlo versions are O(n- 112 ), 
where n denotes the total number of samples per technique and pixel. A 
slightly improved rate of O(n- 1! 2 -a) can be observed for the quasi-Monte 
Carlo approach, where a E [ü, ~] decreases with the maximum path length 
kmax used in the Simulation. 
For a more detailed comparison we measured the number of samples re-
quired to achieve a given error in relation to the number needed by the 
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original bidirectional path tracing algorithm, i.e. the pure Monte Carlo algo-
rithm. The results are shown in Fig. 6. Far more than half of the expensive 
samples can be saved by the quasi-Monte Carlo version. The randomized 
quasi-Monte Carlo approaches form a smooth transition between the pure 
random and the deterministic algorithm. With an increasing size m of the 
point set P the error decreases due to the better equidistribution of the sam-
ples. lt is an interesting result that for bidirectional path tracing padded 
replications sampling performs at least as good as a high dimensional low 
discrepancy point set. 
6.2 Latin Supercube Sampling (LSS) 
• By Deterministic Low Discrepancy Points. 
Since the eye connection techniques are not used to render the OFFICE 
scene, Latin supercube sampling can be applied. For padding the two 
dimensional Hammersley point set was chosen. In comparison to the pure 
Monte Carlo algorithm only 353 of the samples are needed to achieve the 
same error. Thus it performs similar to the purely deterministic quasi-
Monte Carlo approach (373, see Fig. (6)). 
• By Randomized Low Discrepancy Points. 
As proposed in Sect. (5.2) Latin supercube sampling can reduce the cor-
relation between the dimensions of the points used by padded replications 
sampling. The problem of that correlation is slightly visible in Fig. (6) 
for the OFFICE scene when increasing the basis pattern size m from 16 
(423) to 32 (453). 
In Fig. (7) padded replications sampling with and without Latin su-
percube sampling is compared, where we padded replications of the Fi-
bonacci lattice points [SJ94] . Note that the permutation is only applied 
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Fig. 5. Convergence graphs for MC, RQMC (m = 16), and QMC. 
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MC 
RQMC 




(m = 16) (m = 32) QMC 
Fig. 6. Number of samples needed to achieve a given error in relation to MC. 
Padded replications sampling (Jeft bars of RQMC) performs at least as good as the 
straight forward approach (right bars of RQMC). 
rotations (see Sect. (5.2)). The reduced correlation results in a better per-
formance when using bigger basis pattern sizes m. In computer graphics, 
however, rm = n E {8, ... , 128} so that the effect of decorrelation by 
Latin supercube sampling is hardly perceivable. 
6.3 Visual Comparison 
For a visual comparison of images we rendered the OFFICE scene with the 
original bidirectional path tracing algorithm and with the padded replica-
tions sampling (Hammersley, no Latin supercube sampling) approach using 
16 samples per technique and pixel. Since the padded replications sampling 
version needs less pseudo random numbers its rendering time was about 123 
shorter. Figure 8 shows two close-ups of the images. The reduced error re-
sults in a less noisy image. Even in only indirectly illuminated regions (right 
column) there is less noise. 
basis pattern size m basis pattern size m 
8 13 21 34 55 8 13 21 34 55 
MC without LSS with LSS 
Fig. 7. Using Latin supercube samples as input for Cranley-Patterson replication 
reduces the effect of correlation arose by padded replications sampling. For this 
experiment Fibonacci Jattice points have been used as basis pattern. 
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Fig. 8. Image comparison. The close-ups in the upper row were rendered with pure 
Monte Carlo bidirectional path tracing and the close-ups in the lower row were 
rendered by the padded replications sampling (Hammersley, no Latin supercube 
sampling) approach. 
7 Conclusion 
We investigated several sampling approaches to bidirectional path tracing 
based on Monte Carlo extensions of the quasi-Monte Carlo method. There-
fore we first transferred multiple importance sampling to quasi-Monte Carlo 
integratioi-i yielding a much more efficient algorithm but loosing the possi-
bility to estimate the error. Bidirectional path tracing by randomized quasi-
Monte Carlo integration is almost as efficient as deterministic low discrepancy 
bidirectional path tracing, however the error easily can be estimated. 
In order to avoid the generation of high dimensional low discrepancy 
points padded replications sampling has been introduced. The resulting corre-
lation between the dimensions of the points has been reduced by Latin super-
cube sampling, such that even !arge basis pattern sizes can be used without 
loss of efficiency. Padded replications sampling perfectly fits the structure of 
the light transport problem and its application to bidirectional path tracing 
is simple to implement. 
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The efficient application of Owen's scrambling techniques as weil as adap-
tive sampling to bidirectional path tracing is subject of our future research. 
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