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1 Introducció
En aquesta conferència parlarem de diversos resultats recents sobre la carac-
terització geomètrica de les singularitats de les funcions analítiques acotades.
En l’obtenció d’aquests resultats hi intervé l’anàlisi complexa, l’anàlisi harmò-
nica i la teoria geomètrica de la mesura.
Recordem que, donat un obert Ω ⊂  , una funció f : Ω ⊂ −→ és analítica
en Ω si el límit limw→z
f (w)− f (z)
w − z existeix per a tot z de Ω. És a dir, si f és
derivable en sentit complex en Ω.
Un teorema clàssic de Riemann aﬁrma que si f és analítica i acotada en
un entorn d’un punt z0, aleshores f es pot estendre analíticament al punt z0.
Observem que això és completament diferent del que passa en el cas real. Per
exemple, sigui f la funció idènticament nul.la en (−∞,0) i que val 1 en [0,+∞).
Clarament, f és derivable fora de l’origen, però no es pot estendre de manera
que també sigui derivable (ni tan sols contínua) a l’origen.
Durant tota la xerrada denotem per E un conjunt compacte del pla com-
plex. Diem que E és evitable (o singularitat evitable) per a les funcions ana-
lítiques acotades si, donat un obert Ω qualsevol que contingui E, tota funció
analítica i acotada en Ω \ E es pot estendre analíticament a tot Ω. Així, pel
teorema de Riemann, un punt és una singularitat evitable per a les funcions
analítiques acotades. Utilitzant la fórmula integral de Cauchy, no és gaire di-
fícil demostrar que en la deﬁnició anterior ens podem limitar a considerar
només un entorn obert Ω de E ﬁxat. En altres paraules, obtenim una deﬁnició
equivalent de singularitat evitable si prenem, per exemple, Ω =  .
∗Conferència pronunciada a la Trobada Matemàtica de 2002. Treball ﬁnançat pel programa
Ramón y Cajal i, parcialment, pels projectes DGICYT BFM2000-0361 i 2001/SGR/00431.
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Vegem alguns exemples. Es pot demostrar (mitjançant el teorema de Rie-
mann i el teorema de categoria de Baire) que si E és un compacte donat per
una unió numerable de punts, aleshores és evitable. D’altra banda, un disc
tancat no és evitable. Per veure-ho, podem considerar la funció f (z) = 1
z − z0 ,
on z0 és el centre del disc. Aquesta funció és analítica i acotada fora del disc,
però no es pot estendre al mateix disc de manera que es mantingui analítica i
acotada (ja que, pel principi de prolongació analítica, hauria de coincidir amb
1/(z − z0) en  \ {z0}).
Suposem ara que E és un compacte simplement connex diferent d’un punt.
En aquest cas, E també és no evitable. Això es pot comprovar fàcilment
considerant la transformació conforme f : ∞ \ E−→D(0,1), on ∞ denota
l’esfera de Riemann i D(0,1) el disc unitat. Finalment, si E és un compacte
connex arbitrari i diferent d’un punt, un raonament anàleg mostra que E tam-
bé és no evitable.
Observem que, directament de la deﬁnició, es dedueix que si E i F són
compactes, E és no evitable i E ⊂ F , aleshores F també és no evitable. Com
a conseqüència d’aquest fet i del darrer exemple, tenim que els compactes
evitables per a les funcions analítiques acotades són totalment disconnexos.
De la discussió anterior n’hauríem de treure la conclusió que si E és gran en
algun sentit, aleshores és no evitable, mentre que si és petit llavors és evitable.
L’anomenat problema de Painlevé (proposat pel matemàtic francès Painlevé a
ﬁnals del segle xix) consisteix a trobar una caracteritzaciò en termes mètrics
i/o geomètrics de les singularitats evitables per a les funcions analítiques aco-
tades.
2 La capacitat analítica
L’any 1947 Ahlfors [1] va introduir la noció de capacitat analítica. La capacitat
analítica d’un compacte E és
γ(E) = sup |f ′(∞)|,
on el suprem es pren sobre totes les funcions f :  \E−→ analítiques tals que
|f | ≤ 1 en  \ E, essent f ′(∞) = limz→∞ z(f (z)− f (∞)). Notem que aquestes
funcions tenen una singularitat evitable a l’iniﬁnit, i, per tant, f (∞) està ben
deﬁnit. Podeu comprovar fàcilment que f ′(∞) coincideix amb el coeﬁcient a−1
de la sèrie de Laurent de f centrada en el zero.
Ahlfors va demostrar que E és evitable per a les funcions analítiques aco-
tades si i només si γ(E) = 0. Aquest resultat ens proporciona una caracterit-
zació molt útil de les singularitats evitables. Ara bé, això no és una solució del
problema de Painlevé ja que aquesta caracterització no és en termes mètrics
o geomètrics (tot i que la denominació «termes mètrics o geomètrics» és poc
precisa), perquè a la deﬁnició de capacitat analítica apareix un suprem sobre
totes les funcions analítiques complint unes certes propietats.
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De fet, la deﬁnició de capacitat analítica és una mica fosca. Per exemple,
directament a partir de la deﬁnició, és difícil deduir com es comporta respecte
de la unió de conjunts. Més precisament, si E i F són dos compactes arbitraris
del pla, és certa la desigualtat
γ(E ∪ F) ≤ γ(E)+ γ(F)?
La resposta encara no és coneguda. Una versió una mica més dèbil d’aquesta
desigualtat és la següent:
γ(E ∪ F) ≤ C(γ(E)+ γ(F)), (2.1)
a on C>0 és una constant universal (independent de E i F ). Si això és cert per a
tot E i F , es diu que γ és semiaditiva.
La semiaditivitat de la capacitat analítica és una pregunta plantejada pel
matemàtic rus Vitushkin a la dècada dels seixanta (vegeu [28]), que va estu-
diar diversos problemes d’aproximació racional uniforme en compactes del
pla complex (qui sàpiga una mica d’anàlisi complexa hauria de pensar en
teoremes com els de Runge o de Mergelyan), i va demostrar alguns criteris
d’aproximació que s’expressen en termes de la capacitat analítica. Vitushkin
va provar que una resposta aﬁrmativa a la pregunta de la semiaditivitat per-
metria comprendre millor com són els compactes on és vàlida l’aproximació
racional uniforme [28].
3 Relació entre les mesures de Hausdorﬀ i la capacitat
analítica
Estudiar el problema de Painlevé equival a estudiar les propietats mètriques i
geomètriques de la capacitat analítica. Per parlar d’algunes d’aquestes propie-
tats necessitem deﬁnicions addicionals.
Donat un conjunt A ⊂  i s > 0, denotem
H sε (A) = inf
∑
i
diam(Ai)s,
on l’ínﬁm es pren sobre tots els recobriments A ⊂ ⋃i Ai tals que diam(Ai) ≤ ε.
La mesura de Hausdorﬀ s-dimensional de A, és
H s(A) = lim
ε→0
H sε (A) = sup
ε>0
H sε (A).
La mesura de Hausdorﬀ 1-dimensional H 1 també s’anomena longitud (i evi-
dentment coincideix amb la noció intuitiva que hom té de longitud).
Per a qualsevol conjunt A ⊂  , existeix un nombre s0 ∈ [0,2] tal que
H s(A) = ∞ si s < s0, i H s(A) = 0 si s > s0. Aquest valor s0 rep el nom de
dimensió de Hausdorﬀ de A, i es denota per dim(A). Per exemple, un punt
té dimensió 0, una corba de longitud ﬁnita (també anomenada rectiﬁcable)
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té dimensió 1, i un conjunt d’àrea positiva té dimensió 2. Notem que també
existeixen conjunts de dimensió no entera. De fet, per a qualsevol s ∈ [0,2] es
pot construir un conjunt amb dimensió de Hausdorﬀ s. Per a més informació
sobre les mesures de Hausdorﬀ, podeu consultar [8] o [13].
La relació entre les mesures de Hausdorﬀ i la capacitat analítica és la se-
güent:
• Si dim(E) > 1, llavors γ(E) > 0 (que equival a dir que E no és evitable).
• γ(E)≤H 1(E). En particular, si dim(E)<1, llavors γ(E)=0 i E és evitable.
La primera aﬁrmació es dedueix d’un resultat clàssic en teoria del potencial,
el Lema de Frostman; mentre que la segona aﬁrmació va ser demostrada (amb
un altre llenguatge) per Painlevé fa aproximadament un segle. Observem que
aquestes propietats són una formulació precisa de la idea que els conjunts
petits són evitables, i els grans no ho són.
A partir de les relacions entre mesures de Hausdorﬀ i capacitat analítica,
veiem que la dimensió de Hausdorﬀ crítica és 1. El cas en què la dimensió de
E és 1 és delicat, i hom està temptat de pensar que E és no evitable si i només
si la seva longitud és estrictament positiva. Això és el que es conjecturava ﬁns
que Vitushkin, a principis dels anys seixanta, en va donar un contraexemple.
Vitushkin va construir un compacte de longitud positiva i ﬁnita (i, per tant,
amb dimensió de Hausdorﬀ 1) que era evitable.
Q0 E1 E2 E3
Figura 1: El quadrat Q0 i els conjunts E1, E2 i E3, que apareixen en les
etapes 1, 2 i 3 de la construcció del conjunt de Cantor planar 1/4.
Un exemple una mica posterior (però més senzill) d’un compacte E amb
0 < H 1(E) < ∞ i γ(E) = 0 és l’anomenat conjunt de Cantor planar 1/4,
que denotarem per E1/4. Aquest conjunt es construeix de la manera següent:
considerem un quadrat Q0 (per deﬁnició, quadrat vol dir quadrat tancat) de
costat igual a 1. En la primera etapa de la construcció substituïm Q0 per 4
quadrats Q1i , i = 1, . . . ,4, de costat 1/4 continguts en Q0, de manera que
cada quadrat Q1i contingui un vèrtex diferent de Q
0. Anàlogament, en la se-
gona etapa substituïm cada quadrat Q1i per 4 quadrats disjunts continguts
en Q1i , de manera que cadascun d’ells contingui un dels vèrtexs de Q
1
i . Ai-
xí, haurem construït 16 quadrats Q2j de costat 1/16. Procedim inductivament
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(vegeu la ﬁgura 1), de manera que en cada etapa n tenim 4n quadrats dis-
junts Qni de costat 4
−n. Denotem En =
⋃4n
i=1Q
n
i . El conjunt de Cantor 1/4 és
E1/4 =
⋂∞
n=1 En.
Clarament E1/4 és un compacte no buit (perquè és una intersecció de com-
pactes encaixats). A més a més, per a cada n ≥ 0 es compleix
4n∑
i=1
(Qni ) = 1,
on (Qni ) denota la longitud del costat de Q
n
i . D’aquest fet es dedueix que
H 1(E1/4) ≤
√
2, i amb una mica més de feina no és gaire difícil comprovar
que també H 1(E1/4) ≥ 1. Que E1/4 és evitable (i. e. γ(E1/4) = 0) és una mica
més complicat de veure, i va ser demostrat per Garnett [9] i Ivanov (vegeu [10,
p. 153]) independentment.
El conjunt de Cantor planar 1/4 té longitud positiva i ﬁnita, igual que una
corba de longitud positiva i ﬁnita. Ara bé, un té capacitat analítica nul.la i l’altre
no. Quina propietat geomètrica és responsable d’aquest fet? La recitiﬁcabilitat.
Un conjunt s’anomena rectificable si està contingut en una unió numera-
ble de corbes rectiﬁcables (i. e. de longitud positiva i ﬁnita). D’altra banda, si
la intersecció d’un conjunt amb tota corba rectiﬁcable té longitud zero, diem
que el conjunt és purament no rectificable. Una deﬁnició equivalent és la se-
güent: un conjunt és purament no rectiﬁcable si no té subconjunts de longitud
positiva que siguin rectiﬁcables.
A la primera meitat del segle xx, Besicovitch va demostrar que tot conjunt
de longitud positiva i ﬁnita es pot posar com a unió d’un rectiﬁcable i d’un
purament no rectiﬁcable, i també va provar que els conjunts rectiﬁcables i els
purament no rectiﬁcables tenen propietats geomètriques molt diferents quant
a l’existència de tangents, densitats, projeccions. . . (vegeu [13] o [8] per a més
detalls).
El conjunt de Cantor planar 1/4 és purament no rectiﬁcable (això es pot
deduir del fet que les seves projeccions sobre els eixos horitzontal i vertical te-
nen longitud nul.la), i també els compactes construïts per Vitushkin que tenien
capacitat analítica nul.la i longitud positiva i ﬁnita. Per aquesta raó, Vitushkin
va formular la conjectura següent a principis de la dècada dels seixanta.
1 Conjectura de Vitushkin Un compacte del pla complex amb longitud posi-
tiva i finita té capacitat analítica nul.la si i només si és purament no rectificable.
4 La transformada de Cauchy
La fórmula integral de Cauchy és una eina fonamental en l’anàlisi complexa.
Donat un obert Ω (que suposem simplement connex per simplicitat) i una
corba tancada Γ ⊂ Ω (prou bona), la fórmula integral de Cauchy diu que si Γ
dóna una volta al voltant de w ∈ Ω (i. e. l’índex de w respecte Γ és 1) i f és
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analítica en Ω, llavors
f (w) =
∫
Γ
1
z −w f(z)
dz
2πi
.
Introduïm ara el concepte de transformada de Cauchy d’una mesura. Do-
nada una mesura de Borel ﬁnita µ en  , la transformada de Cauchy de µ és la
funció
Cµ(w) =
∫
1
z −w dµ(z).
Derivant sota el signe integral es comprova fàcilment que, fora del suport de
µ, Cµ és una funció analítica. Sobre el suport de µ pot no ser-ho, i de fet pot
passar que la integral en la deﬁnició de Cµ no sigui absolutament convergent.
Esmentem però que
∫ 1
z−w dµ(z) és absolutament convergent per a quasi tot
w ∈  (respecte a la mesura de Lebesgue) i, per tant, Cµ(w) està ben deﬁnit
per a quasi tot w ∈  .
Tot i que, en general, quan parlem de mesures ens referim a mesures po-
sitives, la noció de transformada de Cauchy també té sentit per a mesures
complexes. Així, donada f analítica en Ω, si considerem la mesura f (z)
dz|Γ
2πi
,
podem reescriure la fórmula integral de Cauchy de la manera següent:
f (w) = C
(
f (z)
dz|Γ
2πi
)
(w),
per a Γ i w apropiats.
Recordem que el problema de Painlevé té a veure amb l’existència o no de
funcions analítiques acotades. La transformada de Cauchy és una eina molt
útil, entre d’altres raons perquè ens proporciona una manera fàcil de fabricar
funcions analítiques a partir de mesures. El problema fonamental rau a conèi-
xer quan podrem aconseguir que la transformada de Cauchy d’una mesura
sigui una funció acotada.
Siguem ara una mica més precisos. Donat un compacte E⊂ , si existeix una
mesura µ no nul.la suportada en E tal que Cµ és una funció acotada en  \ E,
aleshores E és una singularitat no evitable, ja que (denotant per ‖Cµ‖∞,\E el
suprem de |Cµ| sobre  \ E),
γ(E) ≥ |(Cµ)
′(∞)|
‖Cµ‖∞,\E =
µ(E)
‖Cµ‖∞,\E > 0.
En la darrera igualtat, el fet que |(Cµ)′(∞)| coincideix amb la massa total µ(E)
es dedueix fàcilment a partir de les deﬁnicions.
Es diu que la transformada de Cauchy està acotada en L2(µ), o que és un
operador acotat en L2(µ), si es veriﬁca la desigualtat
∫
|C(f dµ)|2 dµ ≤ A
∫
|f |2 dµ
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per a tota funció f , essent A una constant independent de f . Del problema
de la deﬁnició de f sobre el suport de µ preferim no parlar-ne gaire. Per sim-
plicitat, podeu pensar que Cµ està deﬁnida sobre el suport de µ com a valor
principal (vegeu [21]).
L’estudi de l’acotació en L2(µ) de la transformada de Cauchy va ser un
problema central en l’anàlisi harmònica durant les dècades dels 1970 i 1980.
Coifman, McIntosh i Meyer [3] (generalitzant un resultat previ de Calderón [2])
van demostrar que si hom pren com a mesura µ la longitud sobre el graf d’una
funció Lipschitz de  en , aleshores la transformada de Cauchy és acotada
sobre L2(µ). Utilitzant un argument de dualitat, aquest resultat implica que
tot subconjunt de longitud positiva d’una corba rectiﬁcable té capacitat ana-
lítica positiva. Això equival a dir que si E ⊂  té longitud ﬁnita i capacitat
analítica nul.la, aleshores E és purament no rectiﬁcable, la qual cosa demostra
que una de les implicacions de la conjectura de Vitushkin és certa.
De la discussió anterior queda clar que hi ha una certa relació entre capa-
citat analítica, acotacions L2 de la transformada de Cauchy i rectiﬁcabilitat.
El concepte de curvatura d’una mesura, introduït l’any 1995 per Mark Mel-
nikov [16], és fonamental per aclarir aquestes relacions. Donats tres punts
x,y, z ∈  diferents dos a dos, sigui R(x,y, z) el radi de la circumferència
que passi per x,y, z (amb R(x,y, z) = ∞ si els punts són alineats). La curva-
tura de la mesura µ és
c2(µ) :=
∫∫∫
1
R(x,y, z)2
dµ(x)dµ(y)dµ(z).
Melnikov va demostrar que si µ està suportada en un compacte E i µ(B(x, r))≤
r per a tota bola B(x, r)⊂ (a partir d’ara direm que µ té creixement lineal si
veriﬁca aquesta propietat), aleshores
γ(E) ≥ C µ(E)
2
µ(E)+ c2(µ) , (4.1)
on C > 0 és una constant universal. Observeu que si E suporta una mesura
amb creixement lineal i curvatura ﬁnita aleshores γ(E) > 0 i E és no evitable.
La connexió de la curvatura amb la transformada de Cauchy prové de la
identitat següent, descoberta per Melnikov i Verdera [17]:∫
|C(µ)|2 dµ = 1
6
c2(µ) +O(µ), (4.2)
per a tota mesura µ amb creixement lineal, essent O(µ) un terme d’error tal
que |O(µ)| ≤ 100µ( ) (aquí, la constant 100 no és òptima). Notem que en
Joan Verdera és un dels principals responsables de la idea de relacionar la
curvatura de mesures amb les acotacions L2 de la transformada de Cauchy.
De la fórmula anterior i de la desigualtat (4.1) es dedueix fàcilment que si
E suporta una mesura µ amb creixement lineal tal que la transformada de
Cauchy està acotada en L2(µ), llavors E és no evitable (en realitat, això ja era
conegut abans de la introducció de la noció de curvatura d’una mesura).
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5 Acotació L2 de la transformada de Cauchy, curvatura i
rectiﬁcabilitat
La curvatura d’una mesura conté informació geomètrica del seu suport. Per
exemple, és immediat comprovar que una mesura està suportada en una recta,
si i només si la seva curvatura és nul.la.
Ens plantegem la pregunta següent: quines propietats sobre el suport d’una
mesura µ podem deduir a partir d’estimacions sobre la seva curvatura c2(µ)?
Un pot pensar que si c2(µ) és petita, aleshores µ tendirà a concentrar-se sobre
rectes en algun sentit. Veurem més endavant que això és cert si µ és la mesura
de longitud sobre un conjunt de longitud ﬁnita.
Un compacte E ⊂  de longitud ﬁnita s’anomena AD regular (o Ahlfors-
David regular) si existeix una constant C > 0 tal que
C−1r ≤H 1(B(x, r)∩ E) ≤ Cr
per a tot x ∈ E i 0 < r ≤ diam(E). Remarquem que la condició d’AD regu-
laritat apareix de forma natural en alguns problemes d’anàlisi harmònica. Per
exemple, Guy David [4] va demostrar l’any 1984 que, donada una corba recti-
ﬁcable Γ , la transformada de Cauchy està acotada en L2(H 1|Γ ) si i només si Γ
és AD regular.
Mattila, Melnikov i Verdera [14] van demostrar el resultat següent l’any
1996:
5.1 Teorema Sigui E ⊂  un conjunt AD regular. Aleshores, les afirmacions
següents són equivalents:
(a) E està contingut en una corba rectificable AD regular.
(b) Existeix una constant C > 0 tal que c2(H 1|E∩B) ≤ CH 1(E ∩ B) per a tota
bola B.
(c) La transformada de Cauchy està acotada en L2(H 1|E).
Notem que la implicació (a)⇒ (c) és una conseqüència directa del resultat
de G. David [4] ja esmentat. La implicació (c)⇒ (b) és dedudeix fàcilment de la
fórmula (4.2). La demostració de (b)⇒ (a) utilitza uns meravellosos resultats
de Peter Jones [11] que relacionen la rectiﬁcabilitat amb certes estimacions de
tipus Littlewood-Paley.1 Per brevetat, preferim no comentar amb detall aquests
resultats.
Observeu que el teorema anterior relaciona una propietat purament analí-
tica (l’acotació en L2(H 1|E) de la transformada de Cauchy) amb una altra pura-
ment geomètrica (el fet que E estigui contingut en una corba rectiﬁcable AD
regular). La noció de curvatura és el que permet passar d’una informació de
tipus analític a una altra de tipus geomètric, mitjançant (4.2).
1 Per ser més precisos, caldria dir que en [14] es demostra (b)⇒ (a) a partir d’uns resultats de
David i Semmes [7] inspirats en els esmentats resultats de Peter Jones [11].
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Per a compactes de longitud ﬁnita no AD regulars les diﬁcultats tècniques
són molt majors, en general. Tot i això, David i Léger [12] han demostrat el
resultat següent (que pot ser considerat un anàleg de la implicació (b)⇒ (a) del
teorema 5.1 sense AD regularitat):
5.2 Teorema Sigui E ⊂  un compacte de longitud finita. Si c2(H 1|E) < ∞,
aleshores E és rectificable.
Aquest resultat només afecta conjunts de longitud ﬁnita i la curvatura de
la mesura de longitud. Hi ha mesures, com per exemple la mesura de Lebesgue
planar sobre un disc, tals que la seva curvatura és ﬁnita però el seu suport no
està contingut en un conjunt rectiﬁcable.
A [22] (vegeu també [18] i [26]) s’ha demostrat el resultat següent:
5.3 Teorema Sigui µ una mesura en  sense àtoms (és a dir, tal que µ({z}) = 0
per a tot z ∈  ). Aleshores, la transformada de Cauchy està acotada en L2(µ)
si i només si existeix una constant C tal que
c2(µ|B) ≤ Cµ(B)
per a tota bola B ⊂  .
Noteu que aquest resultat és una versió de l’equivalència (b) (c) del teore-
ma 5.1 per a mesures arbitràries sense àtoms, no necessàriament AD regulars.
6 La solució de la conjectura de Vitushkin
L’any 1997 Guy David [5] va provar que la conjectura de Vitushkin és certa:
6.1 Teorema Si E ⊂  és un compacte amb longitud finita, aleshores E evitable
(equivalentment γ(E) = 0) si i només si E és purament no rectificable.
Remarquem que per a compactes AD regulars, la conjectura de Vitushkin
va ser demostrada prèviament per Mattila, Melnikov i Verdera a [14].
La implicació demostrada per Guy David és
E purament no rectiﬁcable ⇒ γ(E) = 0, (6.1)
la qual cosa equival a veure que si E és no evitable (γ(E) > 0), llavors exis-
teix F ⊂ E de longitud ﬁnita rectiﬁcable. L’altra implicació del teorema ja era
coneguda (i ha estat comentada a la secció 4).
El camí per demostrar (6.1) és el següent: sigui E no evitable amb longitud
ﬁnita. Això equival a dir que existeix una funció analítica i acotada en  \ E
no constant. La primera part de la demostració consisteix a provar (a partir
de l’existència d’aquesta funció, que podem suposar que coincideix amb la
transformada de Cauchy d’una mesura complexa suportada en F ) que alesho-
res existeix un subconjunt F ⊂ E de longitud positiva a on la transformada
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de Cauchy és acotada respecte de la mesura de longitud. Aquest és un pro-
blema d’anàlisi harmònica força delicat que, pel qui sàpiga una mica d’anàlisi
harmònica, direm que es redueix bàsicament a provar un teorema de tipus
T(b) sense cap condició d’AD regularitat o de doblament. Aquesta part de la
demostració és la que es troba a [5] (i també a [6], en part). Una demostració
més senzilla posterior és a [19].
En la segona part de la demostració de (6.1) es tracta de veure que si la
transformada de Cauchy és acotada per a la mesura de longitud sobre un
conjunt F de longitud ﬁnita, aleshores F és rectiﬁcable. Aquí és on intervé la
curvatura: de (4.2) es dedueix que la curvatura de la mesura de longitud sobre
F és ﬁnita, i aleshores pel teorema 5.2, F és rectiﬁcable.
El teorema 6.1 és un resultat molt important. Observeu, però, que es re-
fereix únicament als conjunts de longitud ﬁnita. Encara no hem parlat de
cap criteri de tipus mètric/geomètric que ens serveixi per decidir si els com-
pactes de longitud iniﬁnita són evitables o no. D’aquesta qüestió i de la semi-
additivitat de la capacitat analítica en parlarem a la secció següent.
7 Els conjunts de longitud inﬁnita i la semiaditivitat de la
capacitat analítica
Ja hem vist que per als compactes de longitud ﬁnita la rectiﬁcabilitat és el
factor essencial per poder decidir si un compacte és evitable o no. Per als
conjunts de longitud inﬁnita no és així. Hi ha compactes E de longitud inﬁnita
que són no evitables i tals que la intersecció de E amb tota corba rectiﬁcable té
longitud zero (equivalentment, E és purament no rectiﬁcable). Noteu que pel
teorema 6.1 això implica que tot subconjunt de longitud ﬁnita de E és evitable.
Anem a construir una variant del conjunt de Cantor planar 1/4 que tingui
dimensió de Hausdorﬀ 1 però longitud inﬁnita. El procediment és el següent.
Sigui λ = {λn}n≥1 una successió de nombres reals tals que 0 < λn < 1/2, amb
λn → 1/4 quan n → ∞. Com en el cas del conjunt de Cantor E1/4, partim del
quadrat unitat Q0, i per a cada n ≥ 1 tenim 4n quadrats Qni . Cada quadrat
Qn−1j (de generació n− 1) conté 4 dels quadrats Qni , que estan col.locats com
mostra la ﬁgura 1 (de manera que cada quadrat Qni conté un dels vèrtex de
Qn−1j ). Ara, la raó entre la longitud del costat dels quadrats de generació n+1
i la dels de generació n és λn. Denotem En =
⋃4n
n=1Q
n
i i considerem el conjunt
de Cantor E(λ) = ⋂∞n=1 En.
Observeu que per a cada n tenim 4n quadrats de costat n := λ1 . . . λn. Si
escollim, per exemple, els nombres λn de manera que per a cada n tinguem
n = n/4n, aleshores es complirà que dim(E(λ)) = 1 i H 1(E(λ)) = ∞. El
fet que dim(E(λ)) = 1 és bàsicament degut que λn = n+1/n → 1/4. No
entrarem en més detalls. D’altra banda, E(λ) té longitud inﬁnita perquè per a
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cada generació n tenim
4n∑
i=1
(Qni ) = 4n
n
4n
= n −→ ∞.
Com en el cas de E1/4, es compleix que E(λ) interseca tota corba rectiﬁcable
en un conjunt de longitud nul.la com a molt (a causa que les projeccions de
E(λ) sobre els eixos de coordenades són nul.les). Utlitzant els resultats que
hem vist ﬁns ara no podem decidir si E(λ) és evitable o no.
Si en lloc de prendre una successió {λn}n amb límit 1/4 prenem per exem-
ple λn = 1/3 per a tot n, aleshores obtenim un conjunt de Cantor de dimensió
major que2 1. En aquest cas, a diferència de l’exemple anterior, sí que podem
decidir sobre l’evitabilitat del compacte obtingut: no és evitable ja que la seva
dimensió de Hausdorﬀ és major que 1.
El problema de decidir per a quines successions {λn}n els conjunts de
Cantor E(λ) són evitables o no va ser plantejat per Garnett l’any 1972. A [15]
s’ha donat la resposta següent a aquest problema:
7.1 Teorema E(λ) és evitable si i només si
∞∑
n=1
1(
4nn
)2 = ∞. A més, es compleix
que
γ(E(λ)) ≈
( ∞∑
n=1
1(
4nn
)2
)−1/2
.
La notació A ≈ B signiﬁca que existeix una constant universal C > 0 tal que
C−1A ≤ B ≤ CA.
Noteu que, en particular, es dedueix que en l’exemple anterior en què tení-
em n = n/4n el conjunt E(λ) és no evitable.
Igual que en el teorema 6.1, un dels ingredients bàsics per a la demostració
d’aquest resultat és un teorema de tipus T(b). Una idea nova que apareix en
la demostració i que també és útil per a l’estudi de la capacitat analítica de
compactes arbitraris és una mena d’inducció en escales, sobre les generacions
En en el Cantor E(λ).
Per a compactes arbitraris a [23] s’ha demostrat el resultat següent:
7.2 Teorema Sigui E ⊂  compacte. Aleshores,
γ(E) ≈ supµ(E),
on el suprem es pren sobre totes les µ suportades en E, amb creixement lineal
tal que c2(µ) ≤ µ(E).
Recordeu que diem que µ té creixement lineal si µ(B(x, r)) ≤ r per a tota
bola B(x, r) ⊂  . Una conseqüència immediata d’aquest teorema és el resultat
següent (conjecturat prèviament per Melnikov el 1995):
2 La dimensió és log 4/ log3 ja que
∑4n
i=1 (Qni )log4/ log3 = 4
n
3n log4/ log 3
= 1 per a tot n.
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7.3 Corol.lari Sigui E ⊂  compacte. E és no evitable si i només si existeix una
mesura no nul.la suportada en E amb creixement lineal i curvatura finita.
En el teorema 7.2, la desigualtat γ(E) ≥ C−1 supµ(E) (a on C > 0 és una
constant universal) és una conseqüència immediata de la desigualtat (4.1).
Per demostrar l’altra desigualtat del teorema (i. e. que γ(E) ≤ C supµ(E))
cal provar l’existència d’una mesura µ suportada en E amb creixement line-
al, amb c2(µ) ≤ µ(E) i tal que µ(E) ≈ γ(E). La part complicada de tot això
és el control de la curvatura c2(µ). No és gaire difícil comprovar, utilitzant
(4.2), que si aconseguim construir µ suportada en E amb creixement lineal,
amb µ(E) ≈ γ(E), i tal que la transformada de Cauchy sigui acotada en L2(µ)
(amb constants universals), haurem resolt el problema.
Recordeu que per demostrar la conjectura de Vitushkin (teorema 6.1) ca-
lia fer una cosa anàloga. S’havia de trobar F ⊂ E tal que la transformada de
Cauchy fos acotada en L2 respecte a la mesura µ := H 1|F (suposant γ(E) > 0).
La demostració del teorema 7.2 té algunes complicacions addicionals. Per
exemple, no es pot prendre µ igual a la longitud sobre cap subconjunt F de
longitud ﬁnita (ja que pot ocórrer que γ(F) = 0 per tot F ⊂ E ambH 1(F) <∞).
Observeu que el corol.lari 7.3 proporciona una caracterizació dels conjunts
no evitables en termes de la curvatura de mesures, i que la noció de curvatura
té un caràcter marcadament geomètric. Tanmateix, aquest resultat té l’incon-
venient que parla de l’existència d’una certa mesura, però no de com construir
o com poder decidir si existeix aquesta mesura. Remarquem, però, que en el
cas que E és connex, P. Jones (vegeu [20, capítol 3]) ha mostrat un mètode
constructiu per a obtenir l’esmentada mesura µ amb curvatura ﬁnita.
Abans de la demostració del teorema 7.2 no se sabia si la classe dels con-
junts evitables era invariant per bijeccions aﬁns del pla complex. Així per
exemple, donada l’aplicació ϕ :  →  deﬁnida per ϕ(x,y) = (x,2y) (amb
x,y ∈ ) hom ignorava si era certa l’equivalència següent:
E evitable ⇐⇒ ϕ(E) evitable. (7.1)
Ara, es pot comprovar fàcilment que aquest resultat és una conseqüència im-
mediata del corol.lari 7.3. De fet, recentment s’ha demostrat a [25] que si ϕ
és un difeomorﬁsme en  de classe C1 (en realitat, és suﬁcient que sigui
bilipschitz), aleshores (7.1) és cert.
El teorema 7.2 té una altra conseqüència important: resol el problema de
la semiadditivitat plantejat per Vitushkin.
7.4 Corol.lari La capacitat analítica és semiadditiva. És a dir, existeix una
constant universal C tal que per a qualssevol compactes E, F ⊂  ,
γ(E ∪ E) ≤ C(γ(E)+ γ(F)).
Ja hem comentat anteriorment que aquest resultat té aplicacions a certs
problemes d’aproximació racional uniforme sobre compactes del pla com-
plex. A [24] es mostra una d’aquestes aplicacions (en concret, a la resolució de
l’anomenada «conjectura de la frontera interior»).
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Per acabar, explicarem com es dedueix aquest darrer corol.lari a partir del
teorema 7.2. Sigui µ una mesura amb creixement lineal, suportada en E ∪ F ,
tal que γ(E∪F) ≈ µ(E∪F), i amb c2(µ) ≤ µ(E∪F). Sigui A ⊂ E∪F el conjunt
dels punts x ∈ E ∪ F tals que
∫∫
1
R(x,y, z)2
dµ(y)dµ(z) > 2.
Per la desigualtat de Txebitxef, tenim que µ(A) ≤ µ(E ∪ F)/2. Considerem la
mesura σ := µ|(E∪F)\A. Es compleix que σ(E ∪ F) ≥ µ(E ∪ F)/2 i , per a tot
x ∈ E ∪ F \A,
∫∫
1
R(x,y, z)2
dσ(y)dσ(z) ≤
∫∫
1
R(x,y, z)2
dµ(y)dµ(z) ≤ 2. (7.2)
A més a més, σ té creixement lineal (perquè és més petita que µ), i integrant
(7.2) respecte a σ en E i en F respectivament, es dedueix que c2(σ|E) ≤ 2σ(E)
i c2(σ|F) ≤ 2σ(F). Aleshores, aplicant novament el teorema 7.2 (als compactes
E i F i a les mesures 2−1/3σ|E i 2−1/3σ|F ), resulta
γ(E) ≥ C−1σ(E) i γ(F) ≥ C−1σ(F).
Per tant,
γ(E ∪ F) ≈ µ(E ∪ F) ≤ 2σ(E ∪ F) = 2[σ(E)+ σ(F)] ≤ 2C[γ(E)+ γ(F)].
A tot aquell que estigui interessat a conèixer més detalls de la relació entre
la capacitat analítica, l’acotació L2 de la transformada de Cauchy i la rectiﬁca-
bilitat, li recomanem la lectura de l’excel.lent article divulgatiu [27] d’en Joan
Verdera.
Agraïments
Vull agrair a en Joan Mateu i a en Joan Orobitg algunes correccions de versions
preliminars d’aquest article.
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