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xABSTRACT
An investigation of Atom Probe machine parameters on spectral resolution suggested that
the traditional model for additive errors did not fully explain the changes in peak shape due
to experimental settings. We propose a new hypothesis that explains the effects seen in the
spectra and provides additional information about the chemical bonding of the material under
examination. Our model requires that a thermal vibration of critical momentum and a photon
of sufficient energy must coincide at a single lattice point to provide an evaporation. Using
equations derived from this hypothesis, we demonstrate the utility of this approach, which
provides additional information about the process of evaporation using an Atom Probe.
1CHAPTER 1. Introduction
1.1 Objective
The purpose of this thesis is to identify the contributions on the atom probe mass spectra
beyond the atom chemistry. I aim to identify how both bonding and instrumental conditions
affect the mass spectra. The former will be done by examining different classes of materials. The
latter will be done by testing the same sample under different instrumental conditions. If we
can create an accurate model of the contributions to mass spectra based on evaporation physics,
we can more completely understand the information contained in that spectrum, improve the
chemical resolution of the APT, and set better instrumental parameters for each sample.
1.2 Atom Probe Background
Atom probe tomography (APT) is a characterization tool which images atoms in direct
lattice space with atomic-scale resolution (19; 20; 21; 22; 23). Beyond providing the 3D spatial
coordinates of the atoms, it defines the chemistry of each of the atoms. This definition of
chemistry is based on a mass spectrum, which is then converted into a mass-to-charge state
ratio (m/n) spectra (24). While the mass resolution of the APT is remarkable, and in fact APT
has the highest resolution of any characterization technique (25; 26), further enhancement of
the chemical resolution is desired.
The m/n spectrum contains various pieces of information: the isotopic mass of the atom,
the charge state of the ion, and the background and noise associated with the instrument
(21; 27; 28). APT utilizes the physics of field evaporation, which leads to the ionization of the
atom prior to evaporation. While the location of the peak in the m/n spectra is the primary
source of information, the shape of the peak varies with experimental parameters and with the
2material itself, and is thus capable of providing additional information about the sample.
1.3 Contributions to Mass Spectra
There are many factors that broaden the peaks: measurement errors in time-of-flight, errors
in applied pulse energy, the complex electrical field around a tip, temperature fluctuations, post
evaporation reactions, background counts, and complex physics within the crystal. All of these
factors except crystal effects have been well studied, and there are well-documented methods
to reduce the errors (16; 17; 18; 19). The best atom probes today have minimal parameter and
measurement error. Thus the physics within the crystal is the primary cause of peak broadening.
A model that explains the peak shape would also allow study of the crystal structure and the
evaporation pathways. The most widely accepted explanation of the peak shape (1) is that it
is a combination of errors from measurements and parameters which can be modeled using the
propagation of error formula:(4M
M
2)
=
(4V
V
2)
+
(4T
T
)
+
(4L
L
)
+ ... (1.1)
where M is the mass to charge measurement, V is the applied voltage, T is temperature, L is
flight path length, and each parameter’s error is additive. However, the vast majority of these
errors are normally distributed, and the sum of normal errors is still a normal error. Critically,
normally distributed errors are symmetric about the maximum point, that is, the tails on both
sides of the maximum should be identical. While this looks almost reasonable with a linear
plot [Figure 1.1], a log plot [Figure 1.2] shows that the normal error is reasonable on the low
side, but far from accurate on the high side of the curve.
3Figure 1.1: Linear Plot of an Atom Probe Mass Spec Peak. An exponential decay looks
reasonable given this graph.
4Figure 1.2: log (y) vs. x. An exponential curve is not appropriate for fitting this peak. This
provides the motivation of this thesis, which is modeling the curve based on the various con-
tributions.
There are a number of factors that are not symmetrical: the complex electrical field around
a tip, post evaporation reactions, and complex physics. A uniform electric field would allow all
ions to reach the detector at the same time. A complex field distorts the flight path and causes
the ion to take longer to reach the detector. Charged molecules that come off the sample and
travel for some time together before splitting increase travel time since the angular momentum
of the charged molecule decreases its linear acceleration. Any physics interaction within the
crystal also increases travel time as travel time within the sample is finite.
B. Deconihout et al. in their 2002 paper propose fitting a curve based on the electrical field
5around a tip such that
M
dv
dt
=
−eαVDC
w
exp
{(
− t+ ti
τd
)}
(1.2)
However, this model is not applicable for 3D atom probe since it over-predicts the tail, as shown
in Figure 1.3. The 3D atom probe controls measurement error stringently, but there are still
clear residual effects that cannot be explained by measurement error, and thus the explanation
posed in (1) is lacking.
Figure 1.3: Exponential Curve Best Fit for 3D Atom Probe Data.
The complex electrical field creates a tail because atoms at the very tip of the sample have
a direct path to the detector, where atoms nanometers from the tip must travel an curved path
to reach the detector. The physics here suggest that the electric field and tip shape impact
the shape of the peak. However, Figure 1.4 clearly shows that this is not the major factor
determining peak shape, as two different electrical fields create the same peak shape.
6Figure 1.4: Comparasion of the Peak Shape for Different Tip Shapes of Silicon. The peak
shape is not sensitive to tip shape.
S.W. Saxey (2) discusses post-evaporation reactions that occur when charged molecules
evaporate together, then separate in flight. They suggest that the angular momentum compo-
nent of the charged molecule slows down the evaporation of the particle until the separation
occurs, thereby creating the tail. A correlation table clearly shows that there is a tail when only
multiple hits are considered; however, there is also a tail when only single hits are considered
[Figure 1.5]. This suggests that the tail in the peak is not fully explained by post evaporation
reactions.
7Figure 1.5: Peak Shape for only Single Hits vs only Multiple Hits. A tail is present for single
hits, and thus cannot be explained based only on multi-ion evaporations.
Recent work by K. Hono et. al (3) further demonstrates why accumulation of error does
not explain the peak shape. Three different wavelengths were applied to a single tip in suc-
cession, while temperature, pressure, material, and total pulse energy were held constant. The
accumulation-of-errors model suggests that the peak shapes should be similar; however, as
shown in Figure 1.6, the tails of the peaks are radically different. Furthermore, the higher
energy wavelengths, which are applied with higher error (i.e. 450 nm ±45 nm compared with
650 nm ±65 nm) produce shorter tails. This is not at all consistent with the predictions of the
accumulated error model proposed in (1) .
8Figure 1.6: The Effect of Wavelength of Mass-to-Charge Spectrum Independent of Material
and Pulse Energy. From (3).
1.4 Thesis Layout
The primary objective of this thesis is to fit a model to the mass-to-charge spectrum based
on the evaporation pathways within a crystal, and to then understand how the pulse energy
and temperature affect the evaporation pathways. Chapter 2 details the traditional Atom
Probe physics model and the inconsistencies between that model and the observed data, while
chapter 3 describes the crystallography that contributes to atom evaporation and develops
those principles in a series of progressively more complex models. Chapter 4 contains the fitted
models described in Chapter 3. Chapter 5 then develops the proposed theory of atom probe
evaporation as it relates to experimental settings such as temperature and pulse energy. Finally,
in Chapter 6, I describe the impact of this work and potential future extensions of this work
to more complex materials.
9CHAPTER 2. Models for Atom Probe Physics
The general peak shape of an atom probe mass spectrum is similar to peak shapes from
many other techniques. Since those phenomena are very well studied, I consider the potential
overlap of the underlying phenomena. For this reason, in this chapter I will consider similarities
between atom probe peaks and those seen in radioactive decay, adiabatic cooling, laser-solid
pulsing, and photo conductance.
2.1 Similar Models: Radioactive Decay
Single Decay The decay of a single isotope is characterized by the probability that any
single atom will decay at a given instant. Given a large enough sample, the number of decay
events over a particular time period is predictable. However, since the quantity of atoms
available to decay is continuously decreasing, the activity drops off over long periods of time.
This is quite similar to the atom probe, in that the number of surface atoms available to
evaporate decreases with time as atoms on the surface evaporate from the tip. The equation
describing the exponential decay of a radioactive isotope is
dN
dt
= −λN (2.1)
(11) and can be solved (assuming a finite quantity of starting material) as
N(t) = N(0)e−λt (2.2)
2-Series Decay Additional complexities arise when comparing this decay process to the
process of evaporation in an atom probe. As each atom is removed, another atom is revealed
10
from a lower layer of the material. This is analogous to a radioactive decay series, where a
radioactive atom decays into yet another radioactive atom. The secondary layer increases in
population as the first layer evaporates, and then decreases in population as the second layer
itself is evaporated. This can be modeled by (10)
dN2
dt
= λ1N1 − λ2N2 (2.3)
This equation can then be solved as (10)
N2(t) =
λ1
λ1 − λ2N1(0)
(
e−λ1t − e−λ2t
)
+N2(0)e−λ2t (2.4)
Figure 2.1: 2 Series Decay with No Equalibrium
N-layer Decay In order to model an N-layer material (where N is presumed to be large),
we must construct N of these equations:(11)
dN1
dt = −λ1N1
dN2
dt = λ1N1 − λ2N2
...
dNk
dt = λk−1Nk−1 − λkNk − δ1kλ0N0
where δ1k is the Dirac delta function (2.5)
This can be solved with general form (10)
Nk =
k∑
i=1
e−λi·t
λi
·
k∏
j=1
(
λi
λi − λj + δij
) (2.6)
11
Figure 2.2: N Series Decay with No Equalibrium
The limitation of modeling the atom probe with a decay series is not the number of atoms
but rather the energy applied in the pulse. That is, the tip is not depleted of atoms, it simply
becomes too difficult to remove the remaining atoms with each applied pulse. Because of this
complication, we must also consider the role of cooling in the evaporation process.
2.2 Similar Models: Adiabatic Cooling
While there is still discussion of the thermal characteristics of the tip during a pulse, some
assumptions, such as adiabatic cooling and isobaric cooling seem to be reasonable, given what
is known about the proportion of atoms evaporated in a single pulse compared to the volume of
the evaporation chamber. It should be further stipulated that cooling does not refer simply to
a thermal effect, but rather the total energy decrease within the tip as a result of evaporation.
(8)
12
Adiabatic cooling can be modeled using the following differential equation.
E(t) = ζ(0)t (2.7)
where ζ(0) is the total initial energy and t is the time after pulse application.
It should be noted that the energy of a single evaporated atom, ei is greater than the average
energy of the atoms remaining in the tip, e¯. Additionally, each evaporation reduces the energy
remaining in the tip, reducing the probability that another atom will evaporate in that pulse.
Over long time scales, the thermodynamics are isobaric due to the nature of the evaporation
chamber. However, over short time scales, such as those of a single pulse and the few nanosec-
onds after that pulse which is all the mass-to-charge spectra is measuring, the thermodynamics
are more adiabatic. 40%+ drops in temperature are common when severe fracture occurs on
atom probe tips. Since this happens during times of increases electrical field and increased
pulse energy, a huge drop in temperature is best explained by adiabatic cooling since a severe
fracture can be thought as an huge expansion of volume for the tip.
2.3 Similar Models: Laser-Solid Pulsing
Intensive study of laser-solid interactions has created numerous well-studied models of the
evaporation process. However, most of these models concern longer length laser pulse time, and
in these models thermal phase change mechanisms are the dominant mode of evaporation. (12)
[Figure 2.3] As picosecond and femtosecond lasers have been developed to reduce the error of
the applied pulse, the thermal models have broken down because the energy applied over such
a short time period does not allow atoms to change phase.(5) However, the tails seen in the
atom probe are still magnitudes greater than the applied pulse. Thus, a model that accounts
for specific particle interactions instead of broad thermodynamic averages (i.e. a Bosonic model
instead of a Maxwellian model) would be more likely to explain the tail seen in atom probe
mass spectra.
13
Figure 2.3: Standard Model built on Thermic Evaporation
If we consider the Bosonic model, a photon (or a group of photons) with sufficient energy
to overcome the binding energy and a phonon with sufficient momentum must converge on
an atom for an evaporation to occur. After evaporation, any residual energy is released as a
lower-energy phonon. As a larger energy phonon enters, and a lower energy phonon leaves, this
is still an evaporative cooling process that follows the same rules as adiabatic cooling, since
phonons can be thought of as an ideal gas.
Vurpillot et. al (2010) (4) produced a model for the cooling effect of evaporation after a
laser pulse,
ln(φtemp) ≈ A− Q(FDC)
kB(T0 + αTU)
where A = ln(νNτT ) (2.8)
This equation is compatible with the original adiabatic cooling model, Equation (2.7).
The difficulty with the Bosonic model is that it requires an interaction with one or more
photons. The available photons in the material are a key determinant of the actual decay, and
are as important as the applied energy or the temperature. Thus adiabatic cooling alone is no
longer adequate to explain the peak shape.
2.4 Similar Models: Photo Conductance
The interaction of phonons and photons has been studied extensively because of its appli-
cations in photovoltaic cells. While the design of photovoltaic cells maximizes the number of
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electrons that can move across the band gap, the process is analogous to evaporation of an
atom probe tip. In an indirect band gap semiconducting material such as silicon, a phonon
and a photon must converge on an electron for it to jump across the band gap.(9) In the same
manner, a photon and a phonon must converge to evaporate an atom from an atom probe
tip. For this reason, it is useful to consider photovoltaic conductance as an explanation of the
Bosonic nature of the peak.
Figure 2.4: The transistion of an electron in an indirect bandgap material. From (9).
The effect of defects in the crystal lattice does not translate directly to atom probe tips.
For most models of photovoltaic cells, the limiting factor is defect locations that are suitable
to hold the electron long enough for a photonic interaction to complete the transition. Usually
there are far more phonons of adequate momentum then suitable defects. However in an atom
probe tip, the opposite is true partially because of the low temperature and partially because
of the difference between atoms and electrons: atoms don’t require a defect to change their
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binding in the lattice and thus the limiting factor is the number of adequate phonons to move
the atom into place so a photon can complete the evaporation.
The relavent component of this model to our application is the goldilocks phenomena that is
seen with experimental parameters; that is, the best value for any given parameter lies between
canonical values for classical and quantum effects. If the temperature is too high, the variance
from Maxwellian statistics widens the peak. However, if the temperature is too low, the number
of adequate phonons quickly drops and increases the time between phonon-photon interactions
which then broadens the peak.[Figure 2.5]
Figure 2.5: The effect of peak shape on wustite at very low temperatures. From (5).
If the pulse energy is too high, the material goes through phase changes that further delay
the evaporation [Figure 2.6]. However, if the pulse energy is too low, there are a limited number
of photons and this decreases the photon-phonon interaction rate which again broadens the
peak.
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Figure 2.6: The effect of peak shape on MgO at different pulse energies. From (6).
If the wavelength of the light is too large, a single photon will not be adequate to cause
an evaporation and the time between evaporations is the time between phonon-photon-photon
interactions, an interaction that is much more rare.[Figure 2.7] If the wavelength is too small,
either it will deposit enough energy for thermic heating or the number of photons in the sample
becomes small and increases time between interactions, though an atom probe that can produce
a wavelength small enough for this to occur has not yet been developed.
Figure 2.7: The effect of different wavelengths on ZnO. From (7).
Therefore, there is a limited range in which the models that are used through the rest
of this thesis are applicable, but that range is the ideal range for most atom probe samples.
To maximize spectrum resolution, the parameters need to be set such that both the classical
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and quantum effects are minimal. This characteristic makes building a comprehensive physics
model extremely difficult. The model presented will be an approximation that is based on a
hypothesis but should be expandable to more complex models.
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CHAPTER 3. Mathematics of Bonding Evaporation and Surface Features
3.1 Exponential Decay
In order to build a comprehensive model, we must account for all of the potential effects
discussed in Chapter 2, the first of which is analogous to exponential decay. The surface of an
atom probe tip is a crystal lattice; however, for the purposes of comparing with exponential
decay models, we will consider it like a 2-dimensional array of quantum wells (shown in 1D for
convenience) in Figure 3.1.
Figure 3.1: One dimensional quantum-well lattice, which we use here to represent the surface
crystal lattice of a simple-cubic crystal
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Figure 3.2: Simple cubic lattice
For the moment, we will assume that each well (i.e. atom) is independent of adjacent
wells. It is evident from Figure 3.1 that k must increase for an evaporation to occur, and it is
additionally evident that because we are currently dealing exclusively with the tip surface, we
have a finite number of atoms on the surface that is magnitudes less than the total number of
atoms in the tip. We will additionally assume for convenience that the energy particles on the
surface of the tip are uniformly distributed1 and that interactions are thus random (i.e. each
particle has an equal probability of interaction). With these assumptions, it is reasonable to
conclude that the process of evaporation is similar to radioactive decay; that is, evaporation
will happen randomly, but at a predictable, decreasing rate as the number of surface atoms
decreases.
However, this process is not the limiting factor in any single pulse, as a single pulse does
not generally remove 500,000 + atoms (and if it does, no useful information can be gained from
the tip). Evaporation is instead limited by the number of energetic photons in the material,
as the number of photons sufficiently energetic to cause evaporation are severely limited and
rapidly decrease in number with each evaporation. The rapid decrease in energetic photons
1We will remove this assumption later
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necessitates consideration of the adiabatic cooling effect to proceed with building the model.
Adiabatic Cooling
The effect of laser pulsing on a material that then experiences adiabatic cooling has been
previously modeled by Vurpillot et al. (2009) (4)
ln(φtemp) ≈ ln(νNτT )− Q(FDC)
kB(T0 + αTU)
(3.1)
If we generalize this equation for use with photons rather than atoms, many of the material-
based constants can be condensed to make a more flexible formula that can then be empirically
fit to the data and we reduce the equation to:
ln(E(t)) = ln(ζ(0)) · t (3.2)
which can be exponentiated to yield Equation (2.7)
E(t) = ζ(0)t
where ζ(0) is an empirically determined function of the peak shape.
The thermic model assumed a constant liquid surface that was immune to particle decay,
but this is not a reasonable assumption when we consider the application of this theory to a
solid surface with a finite surface lattice. To account for this, we must combine the effect of
evaporative decay and photonic cooling.
Combining Both Effects
As photonic cooling occurs with each successive evaporation, we must take the composition
of the two functions. The evaporative decay is a secondary effect because any decay is limited
by the availability of high-energy photons within the surface.
We define
E(t) =ζ(0)t
N(t) =f(N(0))e−λt
(3.3)
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where E(t) is the number of energetic photons available within the surface and f(N(t)) is
a function of the number of surface atoms available to evaporate. We compose these functions,
E(N(t)) = ζ(0)f(N(0))e
−λt
= C(0)e
−λt
(3.4)
where the second simplification is due to the fact that N(0) and ζ(0) are both determined
from the peak shape itself (and are thus not uniquely estimable) and so must be combined into
one constant that is a function of the number of atoms evaporated in each peak.
When we translate this to an aggregate atom probe mass spectra, this equation becomes
N(t+ M) = N(0+ M)e−λ(t+M) (3.5)
where M is the time of flight, which we assume is constant for each isotope for the purposes
of this simplified equation, and N(0+ M) is the maximum of the peak.
3.2 Decay Series
Layers of Wells
At this point, it would be prudent to reconsider the assumption that the tip surface is a
uniform, single-layer lattice (i.e. that it is perfectly smooth). This is obviously not the case,
and even if the sample were perfect, after a single pulse, our assumption would be demonstrably
false. We will first address this case, i.e. that of a perfect surface that with sequential pulses
becomes progressively less smooth.
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Figure 3.3: A one-dimensional system of quantum wells (i.e. atoms) with two layers.
It is evident that there is a deeper well for the lower layer of exposed atoms, and thus it will
take multiple phonons to release the second-layer atoms while there is still a first layer of atoms
in the vicinity. As a result, the decay rate for the second layer will be much lower than that
of the first layer, i.e. λ1 > λ2. Additionally, if there is an atom directly above the second-layer
atom, it cannot evaporate until the first-layer atom is removed.
Figure 3.4: A 3-dimensional view of a simple cubic lattice, with a vacancy in the surface layer.
(Left) As looking down at the tip. (Right) As looking at the tip from the side.
The exposed second layer atom is free to evaporate, but it is much less likely to do so while
there are first-layer atoms in the vicinity.
When we consider the evaporation of the second layer, the adiabatic assumptions hold. That
is, as an atom evaporates, the remaining material has lower energy, resulting in a “cooling”
effect. Therefore, the adiabatic component of the composition of functions in Model (3.5) is
the same. However, the decay equation must be modified.
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The second layer induces two important changes in the radioactive decay portion of the
model. First, not all atoms in scope of this model are free to evaporate, because some second-
layer atoms are still bonded to atoms in the first layer. This is analogous to the activity of
daughter particles in a radioactive decay chain. For instance,
Mo-99
β−−→ Tc-99 β
−
−→ Ru-99
is a decay chain that produces an isotope used in cancer treatments. This process can be
modeled by a second-order radioactive decay equation,
N2(t) = N1(0)
λ1
λ2 − λ1
(
e−λ1t − e−λ2t
)
(3.6)
In a realistic sample, however, we must reconsider the assumption that the tip is initially
completely smooth - there are often second-layer atoms that are already exposed when the first
pulse is applied. To account for this case, the equation must also consider the initial decay of
these exposed second-layer atoms.
N2(t) = N1(0)
λ1
λ2 − λ1
(
e−λ1t − e−λ2t
)
+N2(0)e−λ2t (3.7)
Two Layer Equation
In order to model the decay of the second layer of atoms, we combine the second-order decay
equation with the adiabatic cooling equation in the manner discussed extensively in Section
3.1. The differential form that results from this combination is then
d ln(N2)
dt
= λ1 ln(N1)− λ2 ln(N2) (3.8)
and the solution to this differential equation is
N2(t) = N1(0)ˆ
{(
λ1
λ2 − λ1
)(
e−λ1t − e−λ2t
)}
N2(0)ˆ
{
e−λ2t
}
(3.9)
This equation models the number of second-layer atoms that decay (i.e. evaporate). To
model the total number of atoms that decay (all that is observable in practice), we must add
this to the single-layer model found in Section 3.1, Equation (3.5).
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N1+2(t) = N1(0)ˆ
{
e−λ1t
}
+N1(0)ˆ
{
λ1
λ2−λ1
(
e−λ1t − e−λ2t)} ·N2(0)ˆ{e−λ2t} (3.10)
k-Layer Equation
As the two-layer model is still reductionistic, we must expand it to a k-layer model. Even
though we are modeling 99% of the peaks using a two-layer equation, the tails of major peaks
are still not completely accounted for. As such, we must consider a radioactive decay sequence
with k levels of daughter particles. Note that this is the natural-log version of Equation (2.5)
d lnN1
dt = −λ1 ln(N1)
d lnN2
dt = λ1 ln(N1)− λ2 ln(N2)
...
d lnNk
dt = λk−1 ln(Nk−1)− λk lnNk
(3.11)
The solution to this equation for the kth level is then
Nk(t) =
k∏
i=1
Ni(0)ˆ

i∑
j=1
(
e−λjt
i∏
h=1
(
λh
λk − λj + δhj
)(
1
λj
)) (3.12)
The total measured atoms in a given peak (for k layers) can then be described by
Ntotal(t) =
k∑
g=1
Ng(t) (3.13)
3.3 Accounting for Nearby Atoms
Changes in Neighboring Atoms After A Single Evaporation
In Section 3.1, we considered a single layer of quantum wells, where each atom was inde-
pendent of its neighbors (Figure 3.5).
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Figure 3.5: One dimensional quantum-well lattice of a simple-cubic crystal
It is evident that this assumption is not reasonable: once one atom evaporates, its neighbors
are then less bound and consequently more likely to evaporate. The quantum wells (of a single
layer of atoms) change after the evaporation of a neighboring atom, as shown in Figure 3.6.
Figure 3.6: Quantum wells after evaporation of a neighboring atom.
The effect of the evaporation among adjacent atoms is that the quantum k value (distinct
from the number of iterations used in Model (3.12)) must be higher to maintain the stability of
the lattice, and so lower-momentum phonons are sufficient to produce an evaporation of these
atoms.
Two Layer, Nearest Neighbor Model
Reconsidering the equations that produce our model, the radioactive decay equation that
accounts for the changes in nearest-neighbor atoms is that of branching radioactive decay; that
is, similar to the decay process of Actinium-2272, shown below in Figure 3.7
2Picture from http://www.wolframalpha.com/input/?i=actinium+227
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Figure 3.7: Decay Series of Actinium-227. Actinium is an example of a nuclide with competing-
decay mechanisms. Similarly, surface atoms with a certain decay constant change when an
adjacent atom evaporates first, producing a branching probabilistic decay pattern.
Analogous to the decay of Actinium 227, there are multiple evaporation pathways in the
tip surface, each requiring a distinct energy threshold for evaporation. As an example, let us
consider an atom in a simple cubic lattice, its four nearest surface atoms, and the atom directly
below it in the second layer (Figure 3.8).
Figure 3.8: Crystal structure of a 2-layer lattice with neighboring atoms.
If we consider a model that only accounts for these six atoms, the decay equations change
27
to
d(lnN1)
dt = −5λ1 ln(N1)
d(lnN2)
dt = λ1 ln(N1)− λ2 ln(N2)
d(lnNS)
dt = 4λ1 ln(N1)− λS ln(NS)
(3.14)
where NS and λS describe the behavior of neighboring surface atoms.
Solving these equations requires that, as in all previous models, the initial condition that
N1(0) is the maximum count of the peak being modeled. With that assumption, the equations
can be solved and combined with the adiabatic cooling equation to yield
N1(t) = N1(0)ˆ
{
e−λ1t
}
N2(t) = N1(0)ˆ
{
λ1
λ2−λ1
(
e−λ1t − e−λ2t)} ·N2(0)ˆ{e−λ2t}
NS(t) = N1(0)ˆ
{
4λ1
λS−4λ1
(
e−4λ1t − e−λSt)} ·NS(0)ˆ{e−λSt}
(3.15)
3.4 Cubic Structure: 3 Layer Nearest Neighbor Decay Series
If we consider an additional third layer in the configuration, shown in Figure 3.9, we must
add a few additional assumptions.
Figure 3.9: Side view of the semi-spherical group of atoms with a surface vacancy, modeled by
equation (3.16)
We must additionally assume that atoms may not evaporate unless the atom directly above
has also evaporated (i.e. atom R cannot evaporate unless atom S has evaporated, even if atom
1 and 2 have evaporated).
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The sequence of differential equations describing the evaporation rates are:
d(lnN1)
dt = −5λ1 ln(N1)
d(lnN2)
dt = λ1 ln(N1)− λ2 ln(N2)
d(lnN3)
dt = λ2 ln(N2)− λ3 ln(N3)
d(lnNS)
dt = 4λ1 ln(N1)− 3λS ln(NS)
d(lnNR)
dt = λS ln(NS)− λR ln(NR)
d(lnNα)
dt = 2λS ln(NS)− λα ln(Nα)
(3.16)
Solving these equations produces a 3-layer nearest neighbor decay series for cubic crystals:
N1(t) = N1(0)ˆ
˘
e−5λ1t
¯
N2(t) = N1(0)ˆ
n
λ1
λ2−λ1
`
e−λ1t − e−λ2t´o ·N2(0)ˆ˘e−λ2t¯
N3(t) = N1(0)ˆ
n
λ1λ2
(λ2−λ1)(λ3−λ1)
`
e−λ1t
´
+ λ1λ2
(λ1−λ2)(λ3−λ2)
`
e−λ2t
´
+ λ1λ2
(λ1−λ3)(λ2−λ3)
`
e−λ3t
´o
× N2(0)ˆ
n
λ2
λ3−λ2
`
e−λ2t − e−λ3t´o × N3(0)ˆ˘e−λ3t¯
NS(t) = N1(0)ˆ
n
4λ1
3λS−4λ1
`
e−4λ1t − e−3λSt´oNS(0)ˆ˘e−3λSt¯
NR(t) = N1(0)ˆ
n
4λ1λS
(λR−4λ1)(λS−4λ1)
`
e−4λ1t
´
+ 4λ1λS
(4λ1−λS)(λR−λS)
`
e−λSt
´
+ 4λ1λS
(4λ1−λR)(λS−λR)
`
e−λRt
´o
× NS(0)ˆ
n
λS
λR−λS
`
e−λSt − e−λRt´o × NR(0)ˆ˘e−λRt¯
Nα(t) = N1(0)ˆ
n
4λ12λS
(2λS−4λ1)(λα−4λ1)
`
e−4λ1t
´
+ 4λ12λS
(4λ1−2λS)(λα−2λS)
`
e−2λSt
´
+ 4λ12λS
(4λ1−λα)(2λS−λα)
`
e−λαt
´o
× NS(0)ˆ
n
2λS
λα−2λS
`
e−2λSt − e−λαt´o × Nα(0)ˆ˘e−λαt¯
(3.17)
This model is extremely complex, but demonstrates the process of atomic evaporation
within a crystal: first a surface atom evaporates, then its neighboring surface atoms are more
likely to evaporate, and then the atoms below are free to evaporate, slowly increasing the
number of vacancies and increasing the size of the jog at the surface, and evaporation then
expands laterally outwards.
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CHAPTER 4. Application of Models to Specific Materials
In this chapter, I demonstrate the accuracy of my model. Here I test the model on real data
from a highly pure Si sample. Several more complex samples are examined in the appendix B.
The objective is to validate the model and to explain the evaporation process for these systems.
4.1 Silicon
Applying a simple decay model (Equation 3.5), it is apparent that the simple model fits
reasonably well, but does not account for many of the delayed decays.
Figure 4.1: Bare, high purity silicon run at 50K with a 20% pulse to 5 million counts. λ =
3.221
The fit is very accurate above the half max point but underestimates the counts shown in
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the graph after 14.1 amu/q. This sample is as close to an ideal material as is possible, run at
best conditions, with a high count rate.
Accounting for an additional layer, as in Equation 3.10, we see that the model accounts for
significantly more of the curve, though there is some slight over-prediction.
Figure 4.2: Silicon fit with the two-layer equation. λ1 is 2.51, λ2 is 2.62.
The effect of the second layer is very evident. The measured peak has a noticeable bend
in its decay. Many of the phonons are located in the second layer. When the atoms they are
occupying are exposed, there is an increased evaporation of these atoms until the photonic
energy is released. This explains the long tail of the major peaks. However to predict the tail,
the fit has overpredicted the first layer evaporation zone.
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Figure 4.3: Silicon fit with k=4. λ1 is 4.42, λ2 is 1.96, λ3 is 9.13, λ4 is 5.19.
The k layer model is more adept at predicting the entire tail. However, there is a region
after the first layer is removed that this model does not explain.
Considering the nearest neighbor atom evaporations in two layers, as in Equation 3.15,
resolves some of the problems seen in Figure 4.3.
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Figure 4.4: Silicon 2-level fit with neighboring atoms.
Accounting for the effects of adjacent atoms, we can more accurately predict the area after
the first layer evaporation zone. Additionally, the fit parameters provide us with interesting
and relevant information about the material and the sample. λ1 = 5.81, λ2 = 3.93, and
λS = 6.57, which conforms to our expectations given the quantum model, as λ2 < λ1 because
it is in a deeper well, and λS > λ1 because it can more easily evaporate once its neighbor has
evaporated. Further, the average proportion of subsurface atoms is still low (N2(0) = .015) and
the proportion of adjacent atoms before the pulse begins is NS(0) = .23, which is reasonable.
While this model fits extremely well, the model flexibility leaves something to be desired.
We can provide this additional flexibility by expanding the 2-layer model to three layers.
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λ Fit values Initial Count/Ntotal
λ1 1.278 N1(0) 0.4561
λ2 2.104 N2(0) 0.2668
λ3 3.892 N3(0) 0.0003
λS 3.132 NS(0) 0.2766
λR 4.262 NR(0) 0.0001
λα 5.501 Nα(0) 0.0002
Figure 4.5: Silicon fit with the three-layer equation. This fit provides strong evidence that the
model is useful and reasonable for Silicon. Note that the λi values reported correspond to the
atoms pictured in Figure 3.9
Figure 4.5 clearly demonstrates that the parameters provide useful information about the
evaporation process that is not obtainable from other experimental data. For instance, the
primary component of the peak is not the single surface atom, but rather atoms adjacent to
voids in the surface. There are a small amount of single-atom voids created with each pulse,
and then these atoms evaporate readily from an increasingly wide, shallow void in the surface.
From this image, it is clear that defects increase the chance of an evaporation, and that initial
defects are likely important for the beginning of the evaporation process. Additionally, because
S-atoms have a lower evaporation threshold and can utilize lower-energy phonons, they quickly
evaporate and constitute a large percentage of total evaporations.
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CHAPTER 5. The Effect of Atom Probe Settings on Peak Shape
Haivng validated the model for Si, I now model the spectra for different instrumental
settings. By comparing the fitting parameters as a function of instrumental parameters, I
can better understand the physics of evaporation, and better suggest parameters for future
experiments.
5.1 Effect of Pulse Energy
Model (3.5) is only reasonable for modeling the peak up until about half of the maximum
count. After that point, the model underestimates the tail effect because our single-layer
assumption is invalid. To model the full peak, we must use more complicated equations.
However, our simplified model can be used to explain shifts in peak shapes and the appearance
of minor elements within the spectrum.
Under model (3.5), λ = f(ϕ), where ϕ is the energy of the pulse. An increased pulse
energy decreases the rate of evaporation (6). At first it seems that by increasing the number
of available photons, the reaction occurs more rapidly and the decay rate should be higher.
However, it appears the limitation is not the number of photons but the number of adequate
phonons, yet the material has to evaporate enough atoms to release the applied photons. When
an abundance of photons are applied to the material, it takes longer for enough phonons to
react and thus the decay time is longer relative to the peak evaporation rate (Max count)
[Figure 5.1 and Figure 5.2]. This model does not hold when the wavelength of the pulse is less
than a phononic energy range of the band gap, because with larger wavelength pulses, two or
more photons are required for evaporation to occur.1
1As the peaks resulting from pulses of lower energy photons would be too wide to separate out individual
isotopes, there is no point in complicating this model (or any subsequent, more complex models) to account for
this possibility.
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Figure 5.1: Bare high purity silicon run at 50K with a 10% pulse. λ = 3.752, compare to 3.221
for a 20% pulse.
Figure 5.2: Bare high purity silicon run at 50K with a 30% pulse. λ = 2.334, compare to 3.221
for a 20% pulse.
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The collected data also agrees with [Figure 2.6] which shows the evaporation rate increases
with increased pulse energy since the number of reaction particles increase, but the decay rate
decreases.
We have shown that increased pulse energy decreases evaporative decay, that is, the evap-
oration rate is higher with increased pulse energy, but the decay of that rate is lower (i.e.
λhigh energy < λlow energy). This effect is even more pronounced when multiple layers are con-
sidered. A high energy pulse quickly removes any atom with available phonons, and as lower
layers often have charged atoms, the decay rate is increased since the surface atoms are phonon
depleted. In the limit of a pulse of sufficiently high energy to cause a phase change, it is
expected that multiple atom layers will change phases and add to the evaporation rate.
Figure 5.3: Silicon run with a 10% pulse. λ1 is 4.13 vs 4.42 for 20%, λ2 is 1.43 vs 1.96 for
20%, λ3 is 6.77 vs 9.13 for 20%, λ4 is 3.26 vs 5.19 for 20%. A lower pulse is associated with a
significant decrease in the λ’s of atoms well below the surface.
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Figure 5.4: Silicon run with a 30% pulse. λ1 is 5.31 vs 4.42 for 20%,λ2 is 3.41 vs 1.96 for
20%,λ3 is 10.18 vs 9.13 for 20%,λ4 is 1.44 vs 5.19 for 20%. An increase in evaporative decay is
clearly demonstrated in λ2 and λ3.
Pulse energy, when too high, will deplete surface phonons, which decreases the initial decay
but will increase subsurface decay as photons travel further into the sample to either cause
evaporation or convert to heat. However, since subsurface atoms make-up roughly 10% of the
counts, the trade off is usually undesirable, except in cases of low temperatures (<30K) where
temperature effects are causing unacceptably large peak tails.
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Figure 5.5: Effect of Pulse on 3-layer fit with neighboring atoms. The same general trends seen
in previous chapters are evident here. However, in light of the relation between different stages
and pulse energy, we can glean new information from the model fit. Specifically, λ1 increasing
with pulse energy indicates increased formation of new surface voids and explains the increased
overall evaporation rate when pulse energy is increased.
λ P10 P20 P30
λ1 0.208 1.278 1.577
λ2 1.367 2.104 1.474
λ3 14.667 3.892 5.488
λS 2.208 3.132 2.370
λR 3.559 4.262 4.013
λα 5.142 5.501 7.703
Table 5.1: Parameter values for Silicon, 3-layer neighboring atoms model. As pulse energy
increases, λ1 increases because there are more vacancies where one atom evaporates from an
otherwise smooth surface. λ2 and λ3 do not make up a significant number of evaporations that
would show any general trend over three samples. λα increases as phonons are depleted, and
photons travel to the edges of the vacancy.
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5.1.1 The Effect of Nonuniform Laser Pulses
As a laser pulse does not target the atom probe tip from all angles, there is nonuniform
distribution of photons that is concentrated on one point and less concentrated with increased
distance from that point. Thus the reaction rate is higher in some areas than in others, as
shown in Figure 5.6.(13)
Figure 5.6: Since a laser is pulsed in only one direction, evaporation is not uniform. From (13).
However, the spectrum is based on millions of sequential pulses, and most materials are
reasonably homogeneous. When the combined effect of all of the sequential pulses is considered,
the probability that any given isotope is within the laser-focused region should be essentially
uniform. As a result, λs related to the reaction rate must be compared only within the same
material and the same laser.2 As such comparisons cannot be helped, any comparison of
reaction rates between different lasers must be interpreted carefully, with full acknowledgement
of the variation of λ with machine-dependent parameters.
2In fact, even spectra from different runs should not be compared directly unless the effect is very large, for
instance, a difference of 5% should not be considered significant.
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Further, heterogeneous materials which are laser pulsed with the atom probe will result in
variable λs that are more affected by the position of heterogeneities in the sample than by the
temperature or binding energy. Using multiple samples or rotating a single sample will give
better results over the aggregate of all samples of the material, though this is complicated by
the heterogeneous nature of the material.
5.2 Temperature
As the temperature decreases, the number of adequate phonons decreases rapidly. Since it
is evident from the pulse data that phonons are the limiting particle, this severely reduces the
evaporation rate and results in a corresponding decrease in λ, as shown in Figures 5.7 and 5.8.
Additionally, if the temperature increases to the point that Maxwellian effects dominate the
peak, this model break down as it suggests a higher reaction rate than can be achieved due to
the increased variance. At this point, the traditional model, Equation (1.1), should be used
instead.
Figure 5.7: Bare, high purity silicon run at 20K with a 20% pulse. λ = 2.578, compare to 3.221
for 50K.
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Figure 5.8: Bare, high purity silicon run at 80K with a 20% pulse. λ = 4.110, compare to 3.221
for 50K.
The collected data also agrees with Figure 2.5. As can be seen in Figures 5.7 and 5.8,
the effect of temperature on the decay rate is more significant than the effect of pulse rate,
which provides further proof that evaporation is limited by adequate phonons and not applied
photons.
Temperature has a similar effect for each layer in the k layer model as well.
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Figure 5.9: Silicon run at 20K. λ1 is 3.96 vs 4.42 for 50K, λ2 is 2.12 vs 1.96 for 50K, λ3 is 8.51
vs 9.13 for 50K, λ4 is 5.46 vs 5.19 for 50K.
The first λ’s decrease was the most significant; the other parameters were within the margin
of error when comparing different samples.
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Figure 5.10: Silicon run at 80K. λ1 is 5.33 vs 4.42 for 50K, λ2 is 2.57 vs 1.96 for 50K, λ3 is 8.22
vs 9.13 for 50K, λ4 is 4.48 vs 5.19 for 50K.
The same trend is seen for increasing temperature at both λ1 and λ2 since the effect of
subsurface phonons is more pronounced at a higher temperature.
The k layer model adds evidence that as temperature increases, so long as they are below
significant Maxwellian error, the initial decay rate also increases. However, it also charges
subsurface atoms and allows them to evaporate more readily once they are exposed. Thus
increased temperature increases the sharpness of the peak near the maximum but also increases
the length of the tail.
Finally, considering the 3-dimensional nearest neighbor model, temperature has an effect
only on certain parameters. At higher temperatures, most of the S atoms can evaporate very
quickly, leaving behind α atoms that are then free to evaporate but do so more slowly, causing
the sharp peak and long tail seen at higher temperatures.
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Figure 5.11: Effect of temperature, 3-layer neighboring atoms model. λS and λα are the
parameters most affected by increasing temperature.
Figure 5.11 demonstrates further that the variance in peak shape is not due to variance in
experimental settings, but rather to an interaction of the material and experimental settings
that can be predicted based on the material and crystal structure.
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CHAPTER 6. Future Work
6.1 Other Crystals
Each crystal type has a slightly different set of equations. Some changes will only be in
coefficients and thus will not effect how well a fit can work but will better explain the fitted
parameters. The diamond cubic structure is close enough to the way simple cubic was modeled
that silicon fit the previous model very well. However improvements could be made. There are
also many other crystal types that need their own set of equations and most likely will show
their own unique peak shapes.
6.2 Defect Effects
As seen in Figures 4.5 and B.8, often new evaporations out of a near-perfect surface are
orders of magnitude smaller than the measured count rate. Since that particular type of
evaporation requires a high impulse, it seems likely that the majority of these evaporations
occur at defect locations, where the required impulse is less. Work that shows the density of
defects and its effect on N1 of this model is key to understanding the process of evaporation.
6.3 Background Model
There is an oft-noticed nonuniform distribution of background. Understanding the effects
of background, since it has no physical parameters (i.e. there is no crystal-based physics to
describe the background), would provide useful insight into the measurement error components
of the peak shape. It may be possible to model background in such a manner as to predict the
measurement error in the atom probe detector, independent of crystal physics.
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6.4 Maximizing Resolution
All of the experimental parameters (temperature, pulse energy, hertz, etc.) induce changes
in λ. Understanding the relationship between these parameters and λ would allow determina-
tion of the ideal parameters for spectral resolution. Also, subsurface atoms cannot be accurately
mapped back to their original depth by 3-D reconstruction. Thus, minimizing subsurface evap-
oration by parameter manipulation would allow maximization of spatial resolution.
6.5 Measurement Error
In the formulas presented in previous chapters, each parameter N(0) or t should in fact be
N(0+ M) and (t+ M), as there is inherent measurement error in the time-of-flight, which relates
directly to the application of pulse energy, the complex electrical field, the timing mechanism,
and the time-of-flight. These errors could be best modeled by an error distribution, and adding
that distribution to the model would create a more useful equation form capable of modeling
not only the right but also the left side of the peak, as well as additional peak features such as
the noted curve found on the peak tip in longer runs.
6.6 An N ×N Model
In Chapter 3, we posed a k layer model that accounted for any depth but could not account
for adjacent atoms. An obvious extension of the model would be to extend it to the kth depth
and kth adjacent atom. However, it should be noted that it is likely that the computational
load of such a large parameter space would be infeasible. We have found in practice that even
a 4-layer depth model is difficult to fit computationally, and this is likely to be even more of a
limiting factor (with diminishing returns) when adjacent atoms are also modeled.
6.7 Effect of Voltage vs. Laser vs. Ion
Much of the models presented here assumes that the pulse was applied via laser; however, in
practice voltage pulses and ion pulses are both used to cause evaporation. In a voltage model,
the electrons traveling through the material are somewhat analogous to the effects of photons in
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our model; however, electrons carry a significantly larger amount of momentum, and evidence
in this paper for phonons as the limiting particle may no longer hold with voltage pulses.
Additionally, the effect of electrical conductance and reaction rate, coupled with frequency
could be further examined. Similarly, the required particle interactions with an ion pulse may
be much simpler, in that an ion carries sufficient energy and momentum sufficient to cause
evaporation in one particle.
6.8 A Parameter-based Model for λ,N(O)
All of our parameters were empirically fit using least-squares minimization; however, based
on assumptions of adiabatic evaporation and crystal structure, it should be possible to build
a model that uses known parameters and characteristics of the material that would fit an
equation without a full parameter space search. Such a model would be very parameter rich
however, and this could pose a problem for verifying the validity of the model used in any given
situation.
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APPENDIX A. MATHEMATICAL MODELS FOR ADDITIONAL
CRYSTAL STRUCTURES
The BCC Lattice
Figure A.1: BCC lattice
The evaporative chain for a BCC lattice, as shown in Figure A.1, is then:
d(lnN1)
dt = −5λ1 ln(N1)
d(lnNS)
dt = 4λ1 ln(N1)− 3λS ln(NS)
d(lnNα)
dt = 2λS ln(NS)− λα ln(Nα)
d(lnN2)
dt = λ1 ln(N1) (λS ln(NS))
2 − λ2 ln(N2)
d(lnNR)
dt = λS ln(NS)λα ln(Nα)− λR ln(NR)
d(lnN3)
dt = (λ2 ln(N2))
4 − λ3 ln(N3)
(A.1)
The equation set is extremely complex, and would require intense computation and an
extremely pure sample to validate. However, it is difficult for sub-surface atoms to evaporate,
as four surface atoms must evaporate before one sub-surface atom is completely exposed. Thus,
these atoms have a minor effect; that is, the contribution to the peak shape is minimal. However,
the radial atoms (S and α) have the same differential form as the model built in Section 3.2.
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The FCC and HCP Lattice
Figure A.2: FCC lattice
The evaporative chain for an FCC lattice, as shown in Figure A.2, is then:
d(lnN1)
dt = −5λ1 ln(N1)
d(lnNS)
dt = 4λ1 ln(N1)− 3λS ln(NS)
d(lnNα)
dt = 2λS ln(NS)− λα ln(Nα)
d(lnN2)
dt = λ1 ln(N1)λS ln(NS)− λ2 ln(N2)
d(lnNR)
dt = λS ln(NS)λα ln(Nα)− λR ln(NR)
d(lnN3)
dt = (λ2 ln(N2))
4 − λ3 ln(N3)
(A.2)
FCC is a similar but distinct calculation from BCC, since the subsurface atomic conditions
for evaporation are still strict but less severe. We must solve the differential for N2 to properly
fit an FCC lattice. Otherwise, the peak and equations are similar to that of BCC materials.
The difference is that a BCC peak has a single sharp change in slope and FCC should have
two smaller peaks, distinct from the continuous change in slope seen in near-cubic peaks. The
tail is larger than BCC but degrades more quickly as N2 removes energy more rapidly.
Hexagonal close packed, while distinct from FCC would have a very similar peak shape.
The difference between FCC and HCP from the surface is only apparent after the 3rd layer
and this layer makes up such a small proportion of the total peak that it is doubtful that it
would be above measurement error and thus the peak shapes would be indistinguishable.
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Alumina
Figure A.3: Alumina lattice
Alumina has three different phases, all of which are variations of that shown in Figure A.3.
Each of these phases has an important property - as the layer of aluminum ions is evaporated,
the next layer of aluminum is not free to evaporate. Additionally, if one aluminum ion is
evaporated, the adjacent aluminum ion is not significantly more free to evaporate, because it
was never bonded to its neighboring aluminum ion in the first place. Thus, the aluminum peak
is almost completely explained by a single-stage equation. The only tail effect occurs when an
aluminum ion is evaporated, then a subsurface oxygen is evaporated, and finally another first-
layer aluminum ion is evaporated. This sequence does not occur frequently with low energy
pulses and at lower temperatures, and thus makes up a diminutive proportion of the counts.
Futhermore, if only one aluminum atom is freed, the adjacent oxygen atoms are not free
to evaporate. Thus oxygen can be modeled in the same manner as aluminum, and in fact, we
must model both as an interdependent system:
d ln(NAl)
dt = λO ln(NO)− λAl ln(NAl)
d ln(NO)
dt = λAlNAl − λONO
(A.3)
Specifically, if Aluminum is the top layer of the tip of a monotopic material, the evaporation
rate would be modeled by this differential equation
d ln(NAl1 )
dt = −λAl1 ln(NAl1)
d ln(NO1 )
dt = −12λAl1 ln(NAl1)− λO1 ln(NO1)
d ln(NAl2 )
dt = −12λO1 ln(NO1)− λAl2 ln(NAl2)
(A.4)
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If oxygen is the top layer of the tip of a monotopic material, the evaporation would be modeled
by this differential equation
d ln(NO1 )
dt = −λO1 ln(NO1)
d ln(NAl1 )
dt = −12λO1 ln(NO1)− λAl1 ln(NAl1)
d ln(NO2 )
dt = −12λAl1 ln(NAl1)− λO2 ln(NO2)
(A.5)
As in practice the top layer is not particularly determinable, we will use averaging to model
the sample as it exists in reality. As such, the solved model equation for three layer alumina is
NAl1(t) =
NAl1 (O)
pAl
ˆ
˘
e−λAl1 t
¯„
1 +
NO1 (O)
pO
ˆ

λO1
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„
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«ff«
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(A.6)
where po is the ratio of the oxygen isotope relative to all other oxygen isotopes in the sample.
Ionic materials demonstrate two key characteristics: while a near-cubic crystal shows a long
tail due to relatively heavy influence of subsurface atoms, ionic materials show the opposite
and a huge change in slope between the major part of the peak and the tail. Additionally, type
1 atoms, not adjacent atoms, make up the majority of the peak. As such, highly covalently
bonded materials will not fit to this set of equations with sufficient accuracy. Materials with
more cations than anions will have a peak shape such that the cation peak has a proportionally
larger tail than the anion peak. This nature is a direct result of how many atoms must evaporate
before subsurface atoms are exposed. If several cations must evaporate before subsurface anions
are exposed, there will not be many anions evaporating before the photons degrade into heat
and thus the anion tail will be small. In the same manner, each surface anion evaporation
allows several subsurface cation evaporations and this yields a proportionally larger tail.
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APPENDIX B. PROPOSED MODELS FOR ADDITIONAL
MATERIALS
Steel
Figure B.1: High carbon steel run at 50K with a 15% pulse. Over 25 million counts were
gathered. λ = 3.578
The model fits this graph reasonably accurately; however, due to the very long run time, the
distance traveled by the particles significantly increases between the start and the end of the
run which causes the peaks to appear more rounded than average runs, as the time-of-flight
changed over the course of the experiment. This causes the predictions from this model to
be less accurate than desired but the predictions are still useful, even to well below the half
max point. A model that takes into account the error in the time-of-flight would provide a
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significant improvement to this model. The steel has a complex structure with many minor
elements and the fit is still reasonable. It also shows the model works well even when over 50
surface layers have been completely evaporated. The fit, while a significant improvement over
the single-layer model, does suggest that there are more tail effects than can be accounted for
in the first two layers alone.
Figure B.2: Steel fit with two-layer equation. λ1 is 5.28,λ2 is 4.44.
The fit works very well but fails to predict the full length of the tail. Since steel was such
a long run, the tail is significant and gives a good look at the prediction limits of the 2 layer
model.
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Figure B.3: Steel fit with k=4. λ1 is 4.66,λ2 is 2.307,λ3 is 2.69,λ4 is 0.513.
The fit again is showing precision in following the tail but is incorrect by half an order of
magnitude. The λ’s are also less for the lower layers than the first layer. So while the fit is
fairly good, the λ’s do not make sense, as discussed in Appendix A. We need to apply a model
that accounts for the crystal structure.
Looking at the equations already fit to the data (shown in Figures B.1, B.2, B.3), k layers
explain the tail region. An approximation to the BCC decay process (Equation A.1), which
assumes no subsurface decay, is extremely mathematically similar to the k-layer equation (Equa-
tion 3.11). The only difference between the two models is that the BCC model allows N2, N3,
and N4 to evaporate independently of N1, which would produce a more accurate fit in the tail
if it were computationally feasible to fit such a model using simple least squares. As better
optimization algorithms exist, this may be possible in future implementations, or with some
approximation to the BCC equation.
While the 3-layer nearest neighbor approximation fit extremely accurately to the Silicon
sample, the same cannot be said of the BCC steel sample, as the 3-layer nearest neighbor
approximation was created for a simple cubic lattice.
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Figure B.4: Steel fit with the three-layer equation.
Clearly we need to account for more varied crystal structures to generalize across materials,
as there is a notable lack of fit of this model to the data.
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Copper Silicide
Figure B.5: Copper silicide run at 50K with a 15% pulse. λ = 1.469
Again, the rounded peak that is a result of long run time causes minor problems with the
fit, however after the curved region, the prediction line follows the observed data well. This
material was prepared as copper deposited on top of silicon, and the accuracy of this model
shows that it will work when the sample is radially homogeneous even if it is laminar.
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Figure B.6: CuSi fit with two-layer equation. λ1 is 1.26, λ2 is 2.01.
The fit explains more of the tail but again falls short of explaining all of it, as there are
evaporations beyond the first two layers that contribute to the tail of the peak, and the two-layer
model (Equation 3.10) does not account for these layers.
Figure B.7: Copper Silicide fit with k=4. λ1 is 1.90, λ2 is 0.78, λ3 is 2.60, λ4 is 1.56.
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The copper peak is similar to silicon in that the model under-predicts the measurement
after the first layer evaporation zone. However, the tail is very accurate even far from the
initial peak.
λ Fit values Initial Count/Ntotal
λ1 0.208 N1(0) 0.4561
λ2 1.367 N2(0) 0.1046
λ3 1.467 N3(0) 0.0070
λS 2.208 NS(0) 0.7244
λR 3.559 NR(0) 0.0772
λα 5.142 Nα(0) 0.0002
Figure B.8: CuSi fit with the 3-layer equation.
The model describes the data very effectively, even for a laminar material that is heteroge-
neous. Furthermore, the same properties present in the Si sample are also present here: much
of the evaporation occurs around already-present defects.
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Alumina
Figure B.9: Alumina with diffused O18 run at 50K with a 15% pulse. λ = 2.381.
Even though the front peak is rather ugly, most likely because of either a small fracture or
poor calibration, the model still fits the curve accurately above the half max point. This is also
a sample from a more complex two-element lattice and the model still holds.
Due to the nature of ionic bonding, the only way to fit the full Alumina peak is to consider
both ions simultaneously during the fitting process, as the decay sequence is strictly alternating.
As such, we do not expect that any of the models fit to previously considered materials will
adequately describe the evaporation process of Alumina. In fact, the only reason the simple
equation fit to the data above fits is because it is only modeling the first set of evaporations.
To demonstrate the inadequacy of even the most complex model fit to date, the three-
layer nearest neighbor model was fit to the Alumina spectrum. Note that this model has 11
parameters, and the noticeable lack of fit demonstrates that the model is not prone to statistical
overfitting, that is, that even with 11 parameters, the three-layer nearest neighbor model cannot
be easily coerced into fitting an inappropriate dataset.
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Figure B.10: Alumina fit with the three-layer equation.
The model does not effectively fit this data. Even the best fit from this model on alumina
predicts that the majority of the evaporations occur when single atoms are evaporated (i.e.
“pits” do not seem to grow across the surface of the tip as evaporation proceeds). A model
that accounts for the particular crystal structure is necessary, and the simple-cubic structure
models are clearly not adequate.
Effect of Minor Elements
As shown in Figure B.11, occasionally there are minor elements that occur in the lattice. If
the minor element is connected in a similar manner as the major elements, then the quantum
well for that minor element will be similar to those of the major elements, and as a result
the probability of evaporation will be similar to the major elements. Thus, λM ∼= λm, (see
Figure B.14) where λM is the decay rate for the major elements, and λm is the decay rate for
the similar minor element. If the minor element has lower binding energy, the quantum well
for that element will be skewed, resulting in a triangular well shape that allows the atom to
evaporate with lower momentum input, as in Figure B.12. The result is that λM < λm for this
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case, as shown in Figure B.15. Finally, if the minor element has higher binding energy than
the major element, it will require higher momentum input [Figure B.13], and the peak shape
will be broadened; that is, λM > λm, as seen in Figure B.16.
Figure B.11: A lattice with minor elements included.
The binding energy of these minor elements is not necessarily the same as the binding
energy of major elements, resulting in peak shapes that vary with the binding energy of the
element.
Figure B.12: A series of quantum wells (i.e. surface atoms) with a minor element that is losely
bound to the lattice.
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Figure B.13: A series of quantum wells with a minor element that is tightly bound to the
lattice.
Figure B.14: Chromium peak of the steel sample. λ is 3.924, compare to 3.578 for Fe in the
same sample. Since chromium is similarly bonded, its decay constant should be similar.
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Figure B.15: Palladium peak of the steel sample. λ is 5.894, compare to 3.578 for Fe in the
same sample. Since Palladium is loosely bonded, its decay constant should be larger.
Figure B.16: Hafnium peak of the steel sample. λ is 2.679, compare to 3.578 for Fe in the same
sample. Since hafnium, in small amounts, binds to carbon to make HfC (14), it is well bonded
to the material and its decay constant should be lower.
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If the wavelength of the laser pulse is less than the binding energy of the minor element,
but greater than the binding energy of the major element, the minor element peak will be
extremely broad, if it is even distinguishable from background. This occurs because two or
more photons are required to evaporate the minor element, and the relative rarity of such an
event would suggest that the counts that do show up in the spectra will likely appear to be no
more than noise.
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