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Summary 
Chemometrics can be described as the branch of chemistry that maximises the 
information obtained from chemical or physico-chemical measurements. For 
this purpose, a large number of computer-based tools are available that can 
be separated in two classes: statistical tools and tools containing Arti-ficial-
Intelligence techniques. Expert systems, computer programs emulating the 
problem-solving methods of experts, belong to the latter class and have since 
long performed an important role in chemometrics. Examples include expert 
systems for spectrum interpretation, quality control, method validation and 
experimental design. 
However, the use of expert systems has some well-known disadvantages. 
They are difficult to build and therefore expensive, their validation is difficult, 
and they can only with great effort be adapted to changing requirements and 
circumstances. New techniques are being investigated to overcome at least 
some of these difficulties. Possible solutions include the addition of a learning 
component to expert systems, and the use of a combination of expert systems 
and other problem solvers such as neural networks, genetic algorithms or sim-
ply algorithmic procedures. Expert systems applying these new techniques 
have already been built, albeit mostly in other domains than chemometrics or 
chemistry. In this thesis, the application of the above-mentioned techniques 
in chemometrics has been demonstrated. For this, several small expert sys-
tems have been built, each highlighting a different aspect of, for instance, the 
addition of a learning component to an expert system. 
The next six chapters are based on publications in scientific literature. To 
avoid inconsistencies in the thesis, some results given in an early article, in this 
thesis chapter 4, have been updated to match the results in chapter 3. Small 
differences with the original publication arise in some tables and numbers; 
however, the original conclusions still hold. In chapter 1 some paragraphs 
have been removed from the original publication to avoid overlap with other 
chapters of the thesis. Some paragraphs have been added to place the chapter 
in the right perspective. 
In chapter 1, problems related to the use and maintenance of expert sys-
tems are addressed briefly, and some solutions from Artificial-Intelligence lit-
erature are reviewed. Especially the heuristic refinements of Politakis and 
Ginsberg seem useful to incorporate in expert systems. An example of an 
extension of an existing expert system, RES, with this technique is given. RES 
is an expert system advising the user in setting up a ruggedness test in HPLC 
method validation. The first module of the system selects factors that influ-
v 
enee the HPLC experiment and proposes levels at which to test the factors. 
This way, deviations from optimal behaviour resulting from variations in ex-
perimental parameters can be detected. The new system, RES2, is able to 
let the user install his or her preferences in selecting factors. This way, it 
is possible to tailor the expert system, without programming, to site-specific 
requirements. 
Chapter 2 describes the application of heuristic refinements to an expert 
system, RIPS, that predicts an optimal modifier percentage in an HPLC exper-
iment. Given a dataset of known structures with known retention indices and 
optimal modifier percentages, trial values set by the user (in this case, obtained 
from literature) are refined to achieve an optimal performance. The purpose 
of the heuristic refinements is different from the example given in chapter 1: 
in this case they serve to train the expert system using experimental data to 
optimise performance, whereas in the previous case the expert system gained 
flexibility because of the refinement component. 
In chapter 3 an expert system, HIPS, for the interpretation of 2D-NMR 
spectra of proteins is described. HIPS is the largest expert system described in 
this thesis, and contains three separate modules in which different techniques 
are applied to validate and train the expert system. In this chapter an overview 
of the system is given; in the next chapters the techniques that are used are 
described in more detail. 
In chapter 4 the application of heuristic refinements in the interpretation 
of NMR spectra is decribed. Already interpreted spectra serve as training 
cases so that the performance of HIPS can be optimised. Both the first and 
second module of HIPS can be optimised this way. In the first module, sets of 
peaks (patterns) are identified in the spectra that belong to one amino acid 
in the protein. Errors occur when an extra peak is present in a pattern or 
when a peak is missing. Refinements minimise the number of errors. In the 
second module, the patterns are classified as amino-acid types, depending on 
the number and positions of peaks that are found. The number of incorrect 
classifications can also be minimised by the application of refinements. This 
is not explicitly described in this chapter, but proceeds along the same lines. 
Results of these refinements are given in chapter 3. 
The coupling of expert systems and genetic algorithms is described in 
chapter 5. Genetic algorithms are suitable problem solvers if no solution can 
be found by reasoning or calculating, for instance, because the number of 
possibilities is too large to test them all. The last part of the NMR spectrum 
interpretation of proteins constitutes such a situation; the patterns that are 
found in the first module and that have been assigned to amino-acid types 
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must be placed in the correct order to obtain a complete interpretation of the 
NMR spectra. The third module of HIPS uses a genetic algorithm program 
to obtain at least partial solutions to this sequencing and subset-selection 
problem. 
Chapter 6 describes the coupling between expert-system-like components 
such as heuristics, and algorithmic procedures. BIAS is an expert system 
that advises the user in setting up an adequate sampling strategy for aquatic 
sediments for lakes. It uses data on the lake morphology and results of previous 
sampling campaigns. These data are of both numerical and non-numerical 
nature; yet they both have to be analysed to be able to set up a sound strategy. 
(Geo)statistical techniques may be used to derive optimal sampling schemes 
from the data; however, often data are too scarce or otherwise not reliable. 
In such a case, statistics are useless and the user must rely on heuristics. 
The combination of expert-system techniques and conventional algorithmic 
components provides possiblities to tackle these problems. 
In the last chapter, some unpublished results of the validations of BIAS 
and HIPS will be presented. Some conclusions and expectations on the use of 
expert systems in chemometrics will conclude the thesis. 
Samenvatting 
Chemometrie kan men omschrijven als die tak van de chemie die de infor-
matieopbrengst uit chemische of fysisch-chemische metingen maximaliseert. 
Hierbij kunnen een groot aantal computer-gebaseerde methodes worden ge-
bruikt die in twee grote groepen zijn onder te verdelen: statistische tech-
nieken en Kunstmatige-Intelligentie technieken. Expert systemen, computer-
programma's die het oplossen van een probleem door een expert nabootsen, 
behoren tot de tweede categorie en vervullen reeds lang een belangrijke rol 
binnen de chemometrie. Voorbeelden zijn systemen voor de interpretatie van 
spectra, kwaliteitscontrole, methode validatie en "experimental design". 
Toch kleven er nadelen aan het gebruik van expert systemen. Ze zijn 
moeilijk te maken en daarom duur, ze zijn moeilijk te valideren en slechts 
met grote inspanningen aan te passen aan veranderende eisen of omstandighe-
den. Nieuwe technieken worden daarom onderzocht om deze nadelen te on-
dervangen, of althans te verminderen. Zo kunnen expert systemen gekoppeld 
worden aan een lerende component, of aan andere probleemoplossers zoals neu-
rale netwerken, genetische algoritmen of "gewone" algoritmische programma's. 
Er zijn al expert systemen gebouwd die deze technieken toepassen, alhoewel 
meestal buiten het domein van de chemometrie of de chemie. In dit proefschrift 
is de toepassing van bovengenoemde technieken in de chemometrie beschreven. 
Enkele kleinere expert systemen zijn gebouwd die verschillende aspecten van 
bijvoorbeeld het koppelen van een lerende component aan een expert systeem 
belichten. 
De volgende zes hoofdstukken zijn gebaseerd op publicaties in de weten-
schappelijke literatuur. Om inconsistenties in het proefschrift te vermijden 
zijn enkele resultaten in een oudere publicatie, in dir proefschrift hoofdstuk 4, 
in overeenstemming gebracht met de resultaten gegeven in hoofdstuk 3. Hier-
door treden enkele kleine verschillen met de oorspronkelijke publicaties; deze 
blijven echter beperkt tot enkele tabellen en getallen, en de conclusies in het 
oorspronkelijke artikel zijn nog steeds geldig. In hoofdstuk 1 zijn enkele para-
grafen uit de oorspronkelijke publicatie verwijderd om de overlap met andere 
hoofdstukken in dit proefschrift te beperken. Enkele andere paragrafen zijn 
toegevoegd om het hoofdstuk beter in het proefschrift te plaatsen. 
In hoofstuk 1 worden de problemen die optreden bij het het gebruik en het 
onderhouden van expert systemen kort behandeld, evenals een aantal mogelij-
ke oplossingen uit de Kunstmatige Intelligentie literatuur. Vooral de heuris-
tische verfijningen van Politakis en Ginsberg lijken nuttig te zijn in expert 
systemen. Een voorbeeld van de uitbreiding van een bestaand expert sys-
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teem, RES, met deze techniek wordt behandeld. Res is een systeem dat de 
gebruiker advies geeft bij het uitvoeren van een "ruggedness" test in HPLC 
methode validatie. De eerste module van RES selecteert factoren die van in-
vloed zijn op het HPLC experiment en bepaalt op welke niveau's deze factoren 
getest zullen worden. Op deze manier kunnen afwijkingen van het optimale 
gedrag onder invloed van externe factoren ontdekt worden. Het uitgebreide 
systeem, RES2 staat het de gebruiker toe zijn of haar voorkeuren voor het 
uitvoeren van een ruggedness test in te stellen bij het selecteren van factoren. 
Op deze manier kan het systeem, zonder programmeerwerk, aangepast worden 
aan plaats-afhankelijke eisen. 
Hoofstuk 2 beschrijft de toepassing van heuristische verfijningen in een ex-
pert systeem, RIPS dat de optimale mobiele fase samenstelling in een HPLC 
experiment voorspelt. Met behulp van een dataset waarin van een aantal 
structuren de retentieindex en de optimale mobiele fase samenstelling zijn 
opgeslagen kunnen initiële waardes (in dit geval uit de literatuur) verfijnd 
worden op zo de resultaten te optimaliseren. De heuristische verfijningen wor-
den hier op een andere manier gebruikt dan in het voorbeeld in hoofdstuk 1; 
in dit geval dienen ze om RIPS te trainen waarbij gebruik wordt gemaakt van 
experimentele data om de prestaties te optimaliseren; in het eerste geval won 
het expert systeem aan flexibiliteit doordat de gebruiker eenvoudig zijn eigen 
voorkeuren aan het systeem kon opleggen zonder te hoeven programmeren. 
In hoofdstuk 3 wordt een expert systeem, HIPS, beschreven voor de in-
terpretatie van 2D NMR spectra van eiwitten. HIPS is het meest complexe 
van de in dit proefschrift beschreven expert systemen, en bevat drie modules 
waarin verschillende techieken worden toegepast om het systeem te valideren 
en te trainen. In dit hoofdstuk wordt het systeem als geheel beschreven; de 
gebruikte technieken worden in de volgende hoofdstukken meer in detail be-
licht. 
In hoofdstuk 4 wordt de toepassing van heuristische verfijningen in de in-
terpretatie van NMR spectra behandeld. Geïnterpreteerde spectra dienen als 
training zodat de prestaties van HIPS kunnen worden geoptimaliseerd. De 
eerste twee modules van HIPS kunnen op deze manier geoptimaliseerd worden. 
In de eerste module worden uit de spectra groepjes pieken (patronen) gese-
lecteerd die ieder bij één aminozuur horen. Als een extra piek in een patroon 
aanwezig is, of als er een ontbreekt, is dat een fout. Verfijningen minimaliseren 
het aantal fouten. In de tweede module worden de patronen toegekend aan 
afzonderlijke typen van aminozuren, afhankelijk van het aantal en de positie 
van de gevonden pieken. Het aantal incorrecte toekenningen kan ook door ver-
fijningen geminimaliseerd worden. Deze stap is niet expliciet in het hoofdstuk 
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beschreven maar verloopt analoog aan de verfijningen in de eerste module. 
Resultaten van de verfijning van de tweede module zijn opgenomen in hoofd­
stuk 3. 
De koppeling tussen expert systemen en genetische algoritmen is beschre­
ven in hoofdstuk 5. Genetische algoritmen zijn geschikte probleemoplossers als 
door redeneren of rekenen geen oplossing kan worden gevonden, bijvoorbeeld 
omdat het aantal mogelijke oplossingen te groot is om allemaal te testen. Het 
laatste deel van de interpretatie van NMR spectra is precies zo'n situatie; de 
patronen gevonden in de eerste module en toegekend aan aminozuurtypes in 
de tweede moeten in de goede volgorde gezet worden om de spectra compleet 
te interpreteren. De derde module van HIPS maakt daarom gebruik van een 
genetisch algoritme om tenminste gedeeltelijke oplossingen te vinden voor dit 
sequentie en subset-selectie probleem. 
Hoofdstuk 6 beschrijft de koppeling tussen expert systeem-achtige com­
ponenten zoals heuristieken, en algoritmische procedures. BIAS is een expert 
systeem dat een bemonsteringsschema opstelt voor aquatische sedimenten in 
een meer, uitgaande van gegevens over de morfologie van het meer en re­
sultaten van eerdere bemonsteringen. Deze data zijn van zowel numerieke 
als niet-numerieke aard. Beide soorten zijn nodig bij het opstellen van een 
gefundeerde bemonsteringsstrategie. De (geo)statistiek kan gebruikt worden 
om optimale bemonsteringsschema's op te stellen; vaak echter zijn de data 
te schaars of onbetrouwbaar. In dat geval staat de statistiek machteloos en 
moet op heuristieken vertrouwd worden. De combinatie van expert systeem 
technieken en conventionele algoritmische procedures maakt het mogelijk deze 
problemen aan te pakken. 
In het slothoofdstuk worden enkele niet-gepubliceerde resultaten van de 
validaties van BIAS en HIPS behandeld. Enkele conclusies en verwachtingen 
omtrent het gebruik van expert systemen in de chemometrie besluiten het 
proefschrift. 
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Chapter 1 
Flexible Expert Systems in 
Chemistry* 
The usefulness of expert systems can be enhanced by creating flexible, dynamic 
systems, m which the knowledge base can be easily modified. Preferably, a 
genuine user of the system should be able to perform the latter task. In this 
chapter some techniques for achieving such flexibility in expert systems are 
explained. Application of a "simple" refinement technique m the domain of 
ruggedness testing in HPLC is described Also the importance of choosing 
suitable problem solvers for (sub)problems of a diverse nature is discussed. 
"This chapter is an adaption of R Wehrens Self-adaptive expert systems In L Buydens 
and Ρ Schoenmakers, editors, Intelligent Software for Chemical Analysis, chapter 6 Elsevier 
Science Publishers, Amsterdam, 1993 
1 
1.1 FLEXIBILITY OF EXPERT SYSTEMS 
1.1 Flexibility of expert systems 
In most existing expert systems, the knowledge base remains unaltered after 
delivery and installation of the system. Occasionally, some changes may have 
to be made, because the system does not perform satisfactorily. To adapt 
the knowledge base to the new situation, expensive knowledge engineers are 
necessary. Such an update may be a formidable task, due to the scope of 
the problem and the intricate way in which knowledge is represented in an 
expert system. In many cases the only persons who can make changes in the 
system are those who built the knowledge base in the first place. This is a 
very undesirable situation, since it means that a knowledge base will only be 
updated when it is absolutely necessary, i.e., when the system performance 
has declined to an unacceptable level. This can be preceded by a period in 
which the system performance degrades gradually. Considerable losses may be 
caused by this kind of step-wise updating of the knowledge base (see figure 1.1) 
in an industrial environment. 
The above problems may be prevented by using dynamic knowledge bases 
instead of static ones. These dynamic expert systems use an internal model 
of the domain to monitor their own performance and are able to take action 
when necessary. In this way degradation of performance can be detected at 
an early stage. Ideally, the expert system itself may adapt the knowledge base 
in such a way that its results are acceptable again. This may comprise of 
small refinements only. It is likely that for larger changes in the system it 
will remain necessary to call upon a knowledge engineer. However, by letting 
the system monitor its own performance, such situations can be more easily 
recognised and appropriate action can be taken earlier. 
The complexity of the problems solved by knowledge-based systems is the 
principal reason why the problems sketched above arise in the course of time. 
Because expert systems model expert problem solving, they should possess 
some of the expert's ability to adapt to new situations whenever necessary. 
Other issues arise because of the real-world nature of the problems to be solved. 
Expert systems may be used by a number of people that do not always have 
the same background or knowledge. An effective expert system should be able 
to distinguish between experts and non-experts in its interaction with a user. 
For instance, difficult questions must not be posed to novices and explanations 
may be of greater complexity when working with an expert. Flexible expert 
systems provide a way of installing user-defined preferences for the level at 
which explanations are provided and questions are asked. 
Furthermore, an expert system operating at different sites may require 
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CHAPTER 1. FLEXIBLE EXPERT SYSTEMS 
Performance level 
Desired performance curve 
' i— — " 
Minimal acceptable performance curve 
Expert system performance 
Time 
Figure 1.1: Expert-system performance in a changing environment. After every up-
date, the system performance is satisfactory, but the required performance will change 
in time, whereas expert-system performance remains stable to become inadequate af-
ter some time. 
different input and will perhaps give different advice in similar cases. It is, 
of course, possible to achieve this by adapting the program, but this requires 
a large amount of programming that is to be repeated every time the expert 
system is transferred to a new environment. The same result, however, may 
be obtained in a simpler way. A flexible expert-system architecture may be 
used to enable the user to tailor the system to a certain extent to his needs 
and preferences. The simplest way to do so may be to build a rather large 
and complete system and to have the functions that are not required at a 
certain site disabled by the user. After a period of training the expert system 
will be aware which part of its knowledge is appropriate at this particular site 
and which part may be ignored. The knowledge, however, still exists, so if 
the situation does change, the expert system does not have to be rebuilt or 
revised. The existing knowledge can be activated by a new training period. 
3 
1.1 FLEXIBILITY OF EXPERT SYSTEMS 
Although rule-based systems have been designed to enable a modular and 
easily extensible knowledge representation, it can be very difficult to success-
fully add new rules to an existing knowledge base. Especially when rules used 
in the beginning of the reasoning chain are adapted, significant errors may 
easily be introduced. Also, in systems consisting of several thousands of rules 
(as is not uncommon for purely rule-based systems) any new rule can eas-
ily introduce undesired effects, such as contradictions, subsumptions, etcetera. 
Moreover, in most expert systems built during the last few years different 
knowledge representations are freely mixed, so that, in order to be able to add 
or change knowledge, one has to have a very good idea about the knowledge 
in the knowledge base and how it is organised. As already stated, this is prac-
tically impossible for anyone not directly involved in building the knowledge 
base. The implication that for every small update the original knowledge en-
gineer is needed forms a serious disadvantage of the use of expert systems for 
solving practical problems. Flexibility, obtained, for example, by means of an 
intelligent interface that allows users to train the expert system for optimizing 
performance or to install preferences, will facilitate maintenance considerably. 
However, if one allows a system to be changed freely by all users, the resulting 
system will soon get out of control. One way to prevent this is to allow only 
a small number of reasonable changes to be made, for example only changes 
proposed by the system itself. A system that is capable of monitoring its own 
performance and that has a conceptual model of the knowledge domain, is 
in principle capable of proposing such small changes. In this way one can 
be reasonably sure that the knowledge base will remain intact and working. 
Another safeguard is the automatic testing of the effects of changes proposed 
by the system before actually incorporating them in the knowledge base. It 
must be noted, however, that an underlying domain model is a sine qua non 
for systems that possess some sort of self-awareness. 
A problem related to the one above is that of brittleness of expert systems. 
This means that the performance of an expert system typically degrades very 
rapidly if the problem scope is outside the knowledge space of the system. 
Real experts tend to have a much smoother performance curve. They are able 
to generalise outside the region of their own knowledge. This is illustrated in 
figure 1.2. 
Brittleness is not a problem in conventional software. There is no reason 
why anyone will use an algorithmic program for a task that lies outside its 
scope. When expert systems are being used, however, this occurs frequently, 
because of the often ill-defined boundaries of the knowledge domain. Not 
only is it very difficult, or perhaps impossible, to know a priori whether a 
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Figure 1.2: Comparison of the performance curves for expert systems and real experts. 
The expert-system curve is lower over the whole range but degrades very rapidly 
near the "knowledge border". The expert performance curve degrades much more 
gradually. 
knowledge base contains sufficient knowledge to solve all possible problems 
occurring within the specified domain, in many cases it is even difficult to judge 
whether the knowledge in a system covers a specific problem, and whether the 
knowledge is used in an effective and correct way. 
Other problems causing expert-system brittleness are the difficulty of im-
plementing some "common-sense" knowledge in an expert system, the com-
plexity of the the problems that are handled, and the fuzziness of the knowl-
edge-acquisition process. Apart from the difficulty of extracting the correct 
and relevant knowledge from an expert (and in case of multiple experts, ex-
tracting non-contradictory knowledge), it is also non-trivial to implement that 
knowledge in an expert system. Large knowledge bases are almost always in-
complete, contain redundant or contradictory rules, and contain useless knowl-
edge. As the systems grow more complex, it is increasingly difficult to avoid 
these and other errors. Almost every expert system of a reasonable size will 
be confronted with cases for which its knowledge is insufficient, so that the 
system is asked to generalise beyond its limits. 
The builders of the so-called first-generation expert systems did not ad-
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dress this problem. Crudely stated, they collected a large set of production 
rules, hoping to obtain a complete set. Whenever a gap in the knowledge was 
detected, they filled it with a new rule. Control knowledge was expressed in 
rules, too. Although many sophisticated expert systems have been built in 
this manner, this building strategy is now considered to be very unsatisfac-
tory, because the problem of maintaining a knowledge base consisting of a vast 
number of production rules (say, ten thousand) is enormous. Any new rules 
have, in almost all cases, have been mere patches for solving specific problems 
in the rule bases. Nobody can be sure that the knowledge of a human expert 
is completely reflected in the knowledge base. 
Furthermore, rules do not always form the most convenient representation 
of knowledge. They are well suited for representing declarative knowledge in 
a broad and comparatively shallow domain. This is one of the reasons why 
the expert systems like MYCIN were so succesful. In most problems, however, 
at least part of the problem can be more readily expressed in other ways such 
as frames, or procedural pieces of code. Addition, as an example, is quite 
unnatural in a rule representation. 
So-called second-generation expert systems employ different knowledge 
representations for different subproblems. Often, they also explicitly incorpo-
rate a deep model of the problem domain, as well as shallow, heuristic knowl-
edge, mostly in the form of rules [1,2]. The shallow knowledge is comparable 
with knowledge in first-generation systems, but now an additional knowledge 
level is present. Control knowledge and deep knowledge are in most cases ex-
pressed in representations other than production rules, e.g., frames. In most 
cases inferencing proceeds using the shallow knowledge, but when this yields 
no answer deep knowledge is used to reason about the problem. Sometimes 
this leads to a correct answer. Using this approach, human problem-solving 
capabilities can be simulated more accurately (e.g., ref. [3]). However, the 
possibility of using deep knowledge relies heavily on the correctness of the 
domain model. For cases in which a lot of common-sense knowledge is needed 
to obtain plausible answers, such a model may not be easy to build. Never-
theless, almost all knowledge-acquisition techniques and tools nowadays try 
to develop an explicit domain model before acquiring ready-to-use knowledge. 
This approach, however, has not completely solved the brittleness problem. 
Inevitably, certain cases will be very difficult. The question how far to go 
with the construction of domain models must be answered for each new prob-
lem. Still, a large number of benefits stem from the use of deep models in 
second-generation expert systems. 
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• First of all, knowledge acquisition, often referred to as the bottleneck in 
expert-system building, may be automated to some extent, because the 
internal domain models can result in very specific questions. 
• Second, validation procedures may use deep models to test the knowledge 
in the knowledge base and to generate test problems. It must be noted 
that the knowledge of an expert system about its own performance will 
always be in the context of the (implicit or explicit) domain model it 
employs. 
• Finally, conceptual models allow a more flexible expert-system architec-
ture. 
Summarizing, the need for flexible expert systems stems from the kind of 
problems they address. Complex problems change in time and may require 
different actions in different environments. Flexibility allows a system to be 
adapted to user-specific or site-specific requirements, allows optimisation of 
existing systems and enhances the maintainability of expert systems. In the 
following sections, some of the techniques that can be used to obtain this flex-
ibility will be discussed in some detail and the techniques that have been used 
in analytical chemistry or related fields will be highlighted. In this regard, 
we address flexibility in the representation of knowledge and problem solving 
methods as well as flexibility in time, i.e., ease of maintenance and exten-
tions. First of all, the possibilities of coupling classical rule-based systems 
to other problem solvers are discussed. In many cases the problem is more 
adequately divided in sub-problems if rules are used only where they are nec-
essary. Couplings with neural networks, genetic algorithms and conventional 
algorithmic software will be mentioned. Flexibility in time will be addressed 
by concentrating on the refinement approach by Politakis and Ginsberg [4-7]. 
This technique has been applied successfully in a number of expert systems 
operating in chemical domains. 
1.2 Flexibility in representation 
1.2.1 M e t h o d s and approaches 
When the first rule-based systems appeared in the early seventies, it was pro-
posed that rules should be set up in such a way that each rule represented 
a chunk of knowledge which was universally true and independent of other 
knowledge. Thus, by chaining different rules behind each other in such a way 
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that relevant conclusions were drawn from a few observations, a very flexible 
problem solver could be constructed. However, soon it was found that is was 
not all that easy to construct rules that were universally true and independent 
of others. Therefore, weight factors, confidence factors or other measures of 
the degree of reliability in rule sets were introduced (see, e.g., [8]) to account 
for uncertainty. 
Nevertheless, rule-based systems still were most suited to tackle problems 
that can be classified as heuristic classification [9]. Typically, in such prob­
lems objects are identified based on their features. Examples of heuristic 
classification tasks are diagnosis, interpretation, identification and debugging. 
A complete set of solutions can be enumerated and included in the system, 
in contrast to heuristic construction where complete or partial solutions are 
constructed while satisfying constraints. Problems like optimisation typically 
prove difficult for rule-based systems, as well as algorithmic problems. 
As most problems are decomposed in sub-problems in the problem-solving 
proces, and sub-problems may not be of the same type, different problem 
solvers may be needed in different situations. In fact, the ideal system should 
contain a complete library of problem-solving techniques from which the op­
timal methods can be used whenever necessary. Such a library should not 
only contain heuristic methods such as production rules, but also general 
problem solvers such as Genetic Algorithms (search, optimisation), Neural 
Networks (pattern matching) and conventional algorithmic procedures. Not 
only is flexibility required in using heuristic knowledge, it is also required to 
decide whether to use knowledge in the first place. It may be expected that 
these so-called hybrid systems will become more and more important because 
they make it possible to compensate for the disadvantages of the separate 
techniques by using the best of both (or rather: all) worlds. 
1.2.2 Hybrid sys tems including neural networks 
Although there are a few publications mentioning the coupling of neural net­
works and rule-based systems, neural networks in most cases do not act as 
modules that solve subproblems but rather as knowledge acquisition tools or 
maintenance tools. In this respect, neural networks are described in somewhat 
more detail in section 1.3.2. When used in this way, they are comparable to 
inductive algorithms like ШЗ [10,11]. In some cases the expert system is used 
as a front-end processor to provide data to the neural network [12] or to pro­
vide explanations about the information processing of the neural network [13]. 
Neural networks can also be used as inference engines that decide what rule in 
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a rule base should be selected next [14]. An example of neural networks that 
are actually used in combination with rules can be found in ref. [15]. 
In a way, neural networks and rule-based systems have similar strengths. 
They are both at their best in pattern matching and classification problems. 
The potential gains of a combination of the two may not always be apparent 
enough to warrant the extra effort of integration. Furthermore, in an expert 
system emphasis lies on the correct use of the correct knowledge. The ap-
plication of a black-box-like problem-solver like a neural network is slightly 
counterintuitive in a problem solver. However, precisely because the network 
does not rely on the correctness of knowledge in the system but only uses 
the weight matrix obtained by training on a representative training set, some 
problems may be solvable for a neural network that are not solvable for a 
set of rules. The choice for a neural network also depends on the amount of 
data available: if not enough training and test data are available then the 
application neural networks has little chance of success. 
1.2.3 Hybrid sys tems including genetic algorithms 
Genetic algorithms constitute a powerful search and optimisation method, es-
pecially useful in large solution spaces [16-19]. In cases where the number 
of possibilities is too large to find the best solution analytically, genetic al-
gorithms are able to find a set of solutions that may not contain the best 
solution, but always a number of very good solutions. The advantages of 
combining such a method with expert systems are clear: the information-
processing capabilities of expert systems can be used to prepare data for a 
genetic-algorithm module, or to interpret or even refine results from a genetic 
algorithm. This way problems can be tackled that would be unsolvable for ex-
pert systems alone and would require a huge effort of the user or programmer 
if a genetic algorithm alone was used. In this thesis an application is described 
where an expert system partly interprets NMR spectra of proteins to provide 
input data for a genetic algorithm that tackles a combinatorial problem of 
potentially huge dimensions. More details can be found in chapter 5. 
1.2.4 Hybrid sys tems including algorithmic modules 
Although it seems natural to include normal algorithmic procedures in expert 
systems, this has not always been self-evident. Early expert-system-building 
tools often only allowed some simple mathematics in rules, and the result was 
in most cases a very slow and inefficient system. Nowadays, such shells allow 
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for very complex knowledge representations and in most cases support sys-
tem calls or calls to other programming languages. Therefore, the coupling 
of knowledge-based systems with algorithmic programs has become standard 
practice in cases where needed. However, we may speak of a genuinely hy-
brid system in cases where the algorithms employed themselves are subject of 
knowledge-based inference [20]. An example of such a system RES, described 
in [21-23], where experimental designs are selected and interpreted depend-
ing on the number of factors chosen in a ruggedness test. Another example, 
described in this thesis, is BIAS, a decision-support system for the sampling 
of aquatic sediments. In BIAS, different models may be selected that describe 
spatial variability in aquatic sediments in order to obtain the optimal sampling 
strategy (see chapter 6). 
1.3 Flexibility in time 
1.3.1 M e t h o d s and approaches 
As stated above, flexibility in time is mainly required to be able to opti-
mise, update and maintain an existing expert system. Apart from software-
engineering considerations, the application of some form of self-evaluation, 
self-adaptation and learning may significantly increase the applicability of an 
expert system over the years. Two main lines of research can be distinguished 
for realizing self-adaptive expert systems. 
First, machine-learning methods can be applied, by which new knowledge 
is incorporated automatically in the system. This new knowledge may be pre-
sented by users or experts, but may also consist of experiences of and cases 
solved cases by the expert system. It relates to known changes in the model or 
changing requirements in the input or outcome of the expert system. A large 
number of machine-learning methods exists, including automated knowledge-
acquisition techniques, inductive learning techniques, and others. In the next 
section we will discuss some examples of techniques that may be useful in the 
construction of flexible expert systems. A disadvantage of many of these gen-
eral learning techniques is that they are too powerful for the present purposes. 
Their primary aim is learning, which is far more complex than achieving a 
limited amount of flexibility. As a consequence, many are quite difficult to 
understand and program. Another disadvantage is that the new knowledge 
is often very abstract. If the knowledge is expressed in rules, sometimes even 
an expert cannot understand the newly acquired ones. In addition, some 
validation or verification must take place before any new knowledge can be 
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incorporated in a system, because every learning algorithm may yield spu-
rious or incorrect knowledge. Indeed, learning may slow down performance 
prohibitively. 
Second, one may rely on the validation of an expert system. This is an 
area of research that has received the attention it deserves only in the last few 
years. Several approaches exist [24], but due to the wide range of domain- and 
implementation-specific details not all of these may be feasible. The functional 
validation, therefore, is focused on the desired outcome of the expert system [4, 
5]. Whenever an error occurs in the output, the system is triggered to perform 
corrective action, sometimes autonomously, sometimes in collaboration with 
an expert. This approach is simpler and more transparent to users and experts 
than the machine-learning approach. A disadvantage is that the method can 
only cope with small changes. Fundamental adaptions will have to be made 
manually or with the aid of machine-learning. The comments and suggestions 
of a ''validation-based" (or "failure-based") system may help to identify the 
source of incorrect results, so that the search for a better problem-solving 
method may become easier. The suggestions of a validation-based system will 
be more meaningful than the abstract modifications of most machine-learning 
approaches. Whereas validation-based techniques learn from failures only, 
machine-learning methods can use both failures and successes to acquire new 
knowledge. This can be a great advantage of the latter. It must be possible 
to combine the two approaches, but to the knowledge of the author, no such 
dual-strategy systems exist yet. 
1.3.2 Machine-learning techniques 
Machine learning is one of the most complex areas in artificial intelligence 
and much research is being done to understand human learning methods and 
to construct learning systems. Machine-learning techniques related to expert 
systems can be divided into two categories [25]. 
• Inductive learning techniques, which rely solely on positive and negative 
examples to acquire concepts. 
• Analytical learning techniques, in which knowledge is used in the learn-
ing process. 
Automated knowledge acquisition techniques will also be included in this sec-
tion. A more detailed account of the different machine-learning techniques 
can be found in refs. [26-28]. 
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Knowledge-acquisition tools and techniques 
A survey of existing knowledge-acquisition tools has been given earlier. The 
system that appears most useful here is TEIRESIAS [29], an essentially failure-
driven tool that guides the expert to the rules that appear to perform insuf-
ficiently. An advantage of such an approach is that the system is "easily" 
programmed to handle the most diverse problems. However, the person at the 
keyboard is doing the real work and the system merely acts as an intelligent 
editor. Still, this kind of system may prove to be extremely useful, especially 
in combination with other techniques. Most other knowledge-acquisition tools 
build a model of the domain to guide knowledge acquisition. This model can 
then be used whenever necessary. In the case of TEIRESIAS, such a model is 
implicitly present. It is used to suggest new rules or skeletons of new rules 
and to compare these new rules with existing ones to find similarities and 
dissimilarities. 
TEIRESIAS was designed as a tool for the interactive transfer of knowledge 
(in the form of production rules) from the expert at the console to the knowl-
edge base. The knowledge already available in the knowledge base is used to 
guide the interrogation of the expert. The context for this interrogation can 
be provided in two ways. 
1. The expert disagrees with an answer given by the system. In this case 
the system will back-track to identify the rule(s) responsible for the 
discrepancy; 
2. Examination by the system of its knowledge (rules or sub-sets of rules) 
provides a framework indicating directions for new rules. 
In either case, some knowledge must already be present for the system to 
operate efficiently. Because the system heavily relies on its internal model of 
the domain, the early stages of the knowledge-acquisition process cannot be 
guided. A disadvantage of TEIRESIAS and similar tools is that users have to 
understand implementation details, such as the use of rules or frames. This 
can easily lead to errors. For example, in the MYCIN [30] system, for which 
TEIRESIAS initially served as a knowledge-acquisition tool, the ordering of 
premises in the production rules imposes a very subtle control strategy that 
can easily be disrupted by an inappropriate rule. 
Recently, an application in the field of econometry has been reported that 
shares a lot of the key features of TEIRESIAS [31]. In other systems many of 
the ideas first applied in TEIRESIAS can also be found. 
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Inductive learning techniques 
All learning systems actually learn from examples. For some systems, exam-
ples are all they need. They make no use of a domain model or a model 
of the problem. Inductive algorithms, such as ID3 [10] and related systems, 
fall into this category. These systems typically generate a decision tree for 
classification purposes. In many cases the generated trees are quite complex 
and do not seem to make much sense. Although they may be useful in the 
knowledge-acquisition phase and as a tool for building complete expert sys-
tems, no direct application for enhancing the flexibility of expert systems is 
apparent here, and they will not be discussed further in this thesis. 
Other possibilities are the use of neural networks to build and maintain 
knowledge bases and the incorporation of neural networks in expert systems to 
form hybrid systems [32,33]. Pew such hybrid systems have been reported in 
the literature, but interest is growing. Recently, an application in a very simple 
domain (recognition of LED digits) was reported, where both conjunctive and 
disjunctive rules were extracted by a neural network [34]. Comparison of the 
results obtained with those obtained using m3 [35] revealed that the rules 
extracted by the neural network were simpler and less sensitive to noise. 
Analytical learning techniques 
Where inductive-learning methods generally need a lot of examples, analyti-
cal-learning methods only need a few (often a single one), plus a rich domain 
theory. Examples of analytical or model-based learning techniques are AM 
and EURISKO [36], LAS [37], LEX [38], and several others. These techniques 
employ predefined (very general) knowledge about the domain to investigate 
interesting features of the problem. In this way the programs are able to 
construct a fairly complete model. For instance, AM is a program that can 
reason about math concepts. It has "discovered" many interesting features and 
functions, such as the concept of primes. Its knowledge consists of a limited set 
of mathematical functions, their application, and their mutual relationships. 
As an example of heuristics employed in the study of math concepts, one rule 
states: 
if a function has two arguments 
then study the behaviour of the function 
when the arguments are equal 
If the function is multiplication, this heuristic "discovers" the concept of 
squares. EURISKO extended the domain covered by AM by studying the field 
13 
1.3 FLEXIBILITY IN TIME 
of heuristics itself, as well as other domains such as naval-fleet design. The 
program is also capable of redefining its vocabulary and reformulating its 
knowledge in new concepts. For this reason, it will less easily get stuck than a 
program such as AM. The latter program always uses the same primitives and 
does not have a way to enlarge its basic vocabulary, so that it will eventually 
run out of possibilities. 
In second-generation expert systems, a deep model is constructed in the 
knowledge-acquisition phase. This model is used whenever the shallow knowl-
edge does not suffice to reach a conclusion. In some cases shallow knowledge 
can be derived from the deep model. An example is the LAS (Learning Ap-
prentice System) program [37]. Its aims are twofold: 
1. To partially enumerate initial construction of a knowledge base by gen-
erating shallow rules automatically from an approximate domain theory. 
2. To interact with users to help refine the knowledge through experience 
gained during normal problem solving. 
The linkage between the shallow rules and the underlying domain theory is 
used to aid knowledge-base refinement by setting up an explicit justification 
structure, in which all assumptions and approximations in the derivation of 
the shallow rules are recorded. The second part of the system may be called 
"knowledge acquisition in context" and has been used previously in TEIRESIAS 
[29]. However, instead of relying on the user to explain why a particular rule 
or set of rules might have failed (as is the case in TEIRESIAS), LAS uses the 
justification structure and a taxonomy of error types to construct possible 
explanations for the observed failure. Using this approach, a change in the 
environment (for example, a new apparatus in the laboratory, which in most 
cases will be known to the users of the expert system) can lead to modification 
of the deep domain model. Because it is known how changes in the model relate 
to the shallow knowledge (mostly captured in rules), this knowledge can then 
easily be updated. A disadvantage of this approach is that extra demands are 
posed during the knowledge-acquisition phase, traditionally already the most 
difficult part of expert-system development. Moreover, systems that rely on a 
domain model to discover heuristics are typically very slow in the generation 
of this shallow knowledge and the derived rules do not always seem to make 
sense. Most expert systems currently being built contain some deep model of 
their domain. Therefore it is likely that the above problems can be largely 
overcome in the near future and that some kind of flexibility can be achieved 
for many expert systems. 
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Another class of learning methods that can be placed in this category is 
called explanation-based learning: "learning by being told" [26, p. 365]. This 
type of learning is essentially a method for reformulating knowledge. After a 
problem has been solved, the solution path is analyzed to see whether a more 
efficient solution can be found by changing the rule set. The heuristics found 
this way can then be used to solve a subsequent problem. LEX [38] is a system 
that learns heuristics in the field of symbolic integration. Its learning cycle 
contains the following steps: 
1. Generate a trial problem for practice; 
2. Use available heuristics to solve this problem; 
3. Analyze the steps taken to obtain the solution; 
4. Propose and refine new domain-specific heuristics to improve perfor-
mance on subsequent problems. 
After completing this cycle, a new trial problem is generated and the entire 
process starts again. In this way, a more effective set of rules can be created. 
However, in many cases the resulting rules are very inefficient. PRODIGY [39], 
therefore, evaluates or estimates the utility of each new rule before it is incor-
porated in the knowledge base. Results obtained in three different domains 
show that this can result in the acquisition of control knowledge that improves 
the performance of the system dramatically. Also other types of control knowl-
edge have been acquired with explanation-based learning methods [40,41]. A 
disadvantage of the method is that it is quite sensitive to the domain repre-
sentation [42]. 
1.3.3 Knowledge -base -va l ida t ion t e c h n i q u e s 
Knowledge-base-validation techniques are inherently failure-driven. Whenever 
some undesired result is obtained at the validation stage, the fault-localisation 
module of the system is activated. The best-known systems in this class 
are TEIRESIAS, already mentioned with the knowledge-acquisition techniques, 
SEEK [4,5] and its successor, SEEK2 [6,7]. 
In SEEK, the performance of a rule base can be analyzed and possible re-
finements are proposed to the user. The program assumes that the knowledge 
in a knowledge base is essentially correct and that small changes suffice for 
optimisation. SEEK2 automates several aspects of this approach, so that the 
knowledge base can be optimised without much human intervention. Also, a 
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Figure 1.3: Comparison of the learning capabilities of some systems mentioned in the 
text. This subjective ordering is based on the amount of human intervention needed 
and the nature of the learned features. 1: TEIRESIAS, 2: SEEK, 3: SEEK2, 4: AM, 5: 
EURISKO, 6: LAS, 7: LEX, 8: PRODIGY, 9: HIPS, 10: RES, 11: RIPS. 
meta-language for the validation is implemented in SEEK2. Because a lot of 
elements found in SEEK and SEEK2 are very useful in the creation of flexible 
knowledge-based systems, we will discuss this strategy somewhat deeper in the 
next section. Examples of systems with SEEK-like features include мим [43] 
and VALID [44]. Other validation techniques concentrate on the syntactic cor­
rectness of the knowledge (see, e.g., [45-48]). Overlapping or contradictory 
rules, spelling mistakes and sometimes even gaps in the knowledge can be de­
tected. The latter kind of tools are very useful in combination with intelligent 
editors or strategies in which users can construct their own rules. An increas­
ing number of commercially available expert-system shells provide these kinds 
of validation tools as debugging aids. 
A subjective impression of the learning capabilities of systems mentioned 
in this chapter is given in figure 1.3. The estimated learning capability of these 
systems is based on their ability to learn new concepts, their applicability in 
various domains, (i.e., dependence on domain knowledge), and their use of 
domain knowledge. The autonomy of the systems is plotted on the horizontal 
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axis. EURISKO, for instance, is plotted very high in the figure, because it 
has the ability to reason about its own heuristics in a specific domain and to 
change the models it is using. It is therefore more flexible than the related AM 
program. EURISKO can formulate new concepts and heuristics, thus opening 
possibilities for a "human-like" learning procedure. AM and LEX reason about 
their own experiences in more simple, but still "human-like" fashion. LAS 
can extract shallow rules from deep knowledge and thus is able to reason 
about its own performance and domain knowledge. After that, refinements 
are possible. In the latter aspect it is comparable to the SEEK and SEEK2 
systems. TEIRESIAS needs the highest amount of human assistance to perform 
its tasks, but it does call upon domain knowledge to a certain extent. Two 
of the chemical systems cited, HIPS and RIPS, will be discussed later in this 
thesis; RES will be discussed briefly at the end of this chapter. 
1.4 The refinement approach of SEEK 
SEEK and SEEK2 are expert systems for use in the area of rheumatology. The 
systems can analyze their own performance by comparison with a large set of 
solved cases and their rule sets can be optimised using these results. In SEEK 
the knowledge is represented as criteria tables. A diagnosis is confirmed if 
a number of observations support it. How important each observation is for 
the diagnosis is contained in the criteria tables. Two levels of importance are 
defined: major and minor. Additionally, some observations may be required 
for a diagnosis while others may exclude a diagnosis. Conclusions may be 
reached at different confidence levels. A small rule set using this approach is 
shown in table 1.1. At each decision point, a number of possible hypotheses 
exist. For each hypothesis a number of supporting findings are collected. The 
importance of the supporting findings is expressed in symbolic quantities and 
explicitly combined in rules, such as those in table 1.1, to accept or reject 
hypotheses. The explicit combination of supports is a strategy that has also 
been proposed by Gruber and Cohen [43]. 
The central idea of a refinement system as it is used in SEEK and SEEK2 
is to divide errors in false positive (FP) and false negative (FN) ones. FP 
errors are hypotheses that should not have been accepted. Hypotheses that 
are rejected, but should have been accepted are called FN errors. Whether or 
not a hypothesis is true is read from a data base of previously solved cases 
or example cases provided by the expert or the developer of the system. FP 
errors are caused by rules that fire when they should not, thereby overruling 
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Rule Rl 
If the number of minor findings for ?hyp is at least 2 
and the number of medium findings for ?hyp is larger than 0 
then ?hyp is accepted with strength strong 
Rule R2 
If the number of minor findings for ?hyp is larger than 3 
then ?hyp is accepted with strength medium-strong 
Rule R3 
If the number of minor findings for ?hyp is larger than 2 
then ?hyp is accepted with strength weak 
Table 1.1: Rules deciding between competing hypotheses. Rules of approximately 
this form are used in SEEK and SEEK2. See text for a discussion on using these rules. 
the correct result. FN errors can be caused by a similar overruling or by the 
rule leading to the correct result not firing. 
Refinements that can correct FP errors are called specialisations. Refine­
ments that can correct FN errors are generalisations. Only rules are affected, 
so if more knowledge representations are used, more elaborate refinement 
strategies are necessary. Examples of specialisation include the addition of 
premise, the refinement of a premise so that it is satisfied in less cases, (e.g., 
raising a threshold), or the decrease in power of the conclusion, so that other, 
possibly correct solutions are less easily overruled. The reverse refinements 
are possible for generalisation: discarding a premise, lowering a threshold in a 
premise or raising the strength of a conclusions. 
As an example, using the rule set of table 1.1, consider hypothesis A that is 
correct (according to the human expert) with supporting evidence Al, A2 and 
A3, all of which are of minor importance. This hypothesis will be concluded 
by rule R3 in table 1.1. Hypothesis В is incorrect, but has so much supporting 
evidence (say, Bl to B4, of minor importance) that it is accepted by rule R2, so 
that hypothesis A is overruled. Now a number of possibilities exist to correct 
this error. First of all, the thresholds in the premises of Rl, R2 and R3 can be 
refined. This refinement affects rule-firing behaviour and is, therefore, quite 
drastic. A more subtle refinement is to change the strength of the conclusions, 
although care should be taken to ensure the internal consistency of the rule set. 
Finally, if the supports are not the result of a rule firing or if the distribution of 
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the supports is known to be correct, then it is possible to change the weights of 
the supports. For example, the importance of Al can be changed from minor 
to medium. In that case rule Rl will fire, overruling the incorrect hypothesis 
B. Individual supports may also be the result of rules firing. In that case 
the above procedure may be applied recursively until all supports are known 
entities or until a certain depth of nesting is reached. 
S EEK 2 can handle a more general knowledge representation than can SEEK, 
because an extensive meta-language is used to reason about rule performance. 
Just as in SEEK, first of all a statistical analysis is made of all misinterpreted 
cases. Then the refinement combining maximum gain and minimum change is 
selected and incorporated in the knowledge base. This conservative approach 
is the result of the assumption that the knowledge in the knowledge base is 
essentially correct and needs only fine-tuning for optimisation. The approach 
does not allow large changes, such as changes in control knowledge or new 
concepts, to be incorporated in the knowledge base. An advantage of the 
approach is that it can be automated (as in SEEK2), while largely preserving 
the correctness of the knowledge in the knowledge base. 
1.5 Examples from analytical chemistry 
1.5.1 Sys tems described in this thesis 
In the following chapters of this thesis some examples of flexible expert systems 
in analytical chemistry will be discussed that illustrate some of the above ap-
proaches and the combination of different strategies in various areas. The main 
example (see chapters 3, 4 and 5) concerns the use of a SEEK-like approach 
for optimizing the performance of an expert system for the structure eluci-
dation of proteins using two-dimensional NMR spectra, the HIPS (Heuristic 
Interpretation of Protein Spectra) system [49]. Although there are certain dif-
ferences with the original approach of the SEEK programs, the general strategy 
has been retained in two distinctly different modules of the system. Another 
feature of HIPS is the combination with genetic algorithms. The interpreta-
tion problem in NMR spectroscopy of proteins is so huge that exhaustive or 
heuristic methods alone are not capable of finding complete solutions. The 
Genetic Algorithm module performs an intelligent search in the solution space 
so that at least parts of probable solutions are identified. The combination of 
a flexible expert system and a robust optimiser seems very powerful. 
An application of the refinement approach in which not the expert system 
itself is refined, but rather the parameters used by the system to reach conclu-
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sions, is described in chapter 2. RIPS is a system that calculates the retention 
index of a molecule, represented by its structural formula, in reversed-phase 
HPLC. From this retention index, a first guess for the optimal mobile phase 
composition can be derived. The refinements are used to identify the par-
tial retention indices of chemical substructures that are used to calculate the 
retention index of the complete molecule. Although this application of refine-
ments is completely different from the one used in the interpretation of 2D 
NMR spectra, many of the functions only needed superficial rewriting. This 
illustrates the generality of the method. 
Another example of the refinement approach, now in combination with el-
ements of TEIRESIAS, concerns the area of ruggedness testing in HPLC. Once a 
high-pressure liquid chromatography (HPLC) method has proven to be repeat-
able, an extensive inter-laboratory reproducibility test will often be required. 
However, before conducting such an expensive test program, it is advisable to 
perform a ruggedness test. In a ruggedness test several parameters are slightly 
varied to investigate whether a method remains reliable. The expert system 
RES (Ruggedness Expert System) [21-23] guides a user through a complete 
ruggedness test. First, factors are selected for which the method must be 
rugged, together with the levels at which they will be tested. Depending on 
the number of factors, an experimental design will be selected for the experi-
ments. The results of the experiments are interpreted and system-suitability 
criteria are formulated. 
Because different laboratories have different strategies for ruggedness test-
ing, expert systems at different sites must be able to provide different answers, 
e.g., concerning the factors that are to be tested. The flexibility achieved by 
using the combined TEIRESIAS-SEEK method creates the possibility of training 
a commercially available expert system to satisfy the desires of different users. 
This is implemented in RES2, an extension of RES. R E S 2 will be described in 
short in this chapter. 
Of the three chemical systems described in this thesis that employ refine-
ments, RES2, RIPS and HIPS, the latter system is the more complicated one (see 
figure 1.3), because a hypothesis may be accepted based on several pieces of 
evidence. This causes the number of potential refinements to be much greater 
than in the RES system, where in most cases a single rule is responsible for the 
selection of a factor. Also, the HIPS system contains more knowledge about 
which attributes of rules are likely candidates for change. The RES2 system 
checks all rule components, whatever their nature. In RIPS, the elements that 
are refined are much simpler and not related to specific rule-firings. Therefore, 
RIPS is conceptually the least complex of the three. 
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In BIAS, the flexibility in the knowledge representation is achieved by the 
ability to reason about several statistical procedures that may be employed in 
different situations. This is an example of a system in which algorithms are 
the subject of knowledge-based inference. 
1.5.2 Ruggedness test ing in H P L C 
The expert system (RES) for ruggedness testing in HPLC method development 
has already been mentioned in the previous section. The factor-choice module 
of this system [50] will be used as an example of the application of a refinement 
approach in an existing expert system. Often, it is difficult to decide which of 
the answers provided by an expert system are correct, especially in cases in 
which personal preferences play a role. Different experts often have different, 
but equally valid opinions. In such a case it is important that a system can 
be tailored to provide the answer desired by the particular user. 
In the case of the ruggedness expert system, it became clear during the 
evaluation phase that users at different sites had different ideas about how to 
perform ruggedness testing [23]. Some factors were not selected by the system 
when the user would have liked them to be included, and vice versa. Below, it 
is described how the RES system has been adapted to give the desired answers. 
Fine-tuning of the factor-choice module 
Whenever the user of the RES2 expert system disagrees with the system on the 
selection of one or more factors, the refinement module can be called upon. 
This module comprises of three steps: localisation, generation and verification. 
In the first step, all rules are collected that lead to the selection of the incorrect 
factor. Two situations may arise. 
1. The user wants to remove a factor. 
2. The user wants to add a factor. 
It is also possible that the expert wants to alter the levels at which to test a 
selected factor, but this type of refinement will not be considered here. 
After the localisation step, all rules that conclude to include the indicated 
factor are stored in a frame structure, together with the information about 
premises that failed and premises that succeeded. This step is called gener­
ation. A simple rule parser is used to identify crucial premises that may be 
changed to correct the rule. This rule parser converts a rule into a LISP list 
that returns either Τ (if the rule succeeds) or NIL (if the rule fails). Table 1.2 
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Conventional rule representation: 
(rule:factor-batch-rule 
(If (instance ?col is column 
with batch ?batch) 
(or (instance ?user is user-requirements 
with lab-number >= 3) 
(and (instance ?user is user-requirements 
with run-number ?run) 
(or (?run equals '>Л0-=<_25) 
(?run equals '>_25_=<_50) 
(?run equals '>.50)))) 
(instance ?user is user-requirements 
with-unknown regulation ?reg 
with-unknown standard-method ?stan)) 
then 
(instance batch is discrete-factor 
with procedure hplc-column 
with nominal-level ?batch)) 
Parsed rule representation: 
((and Τ (or Τ (and Τ (or Τ NIL NIL))) NIL T)) 
Table 1.2: Normal and parsed representation of a rule in RES. 
shows ал example of a rule, which is a simplified version of one actually incor­
porated in the system. The parsed form is also shown. The "factor-batch-rule" 
concludes that batch is a factor to be tested. It fires if no regulations or stan­
dard methods are known, and if either the number of laboratories in which the 
method will be used is larger than two, or the number of series of experiments 
is larger than ten. As can be seen from the parsed representation of the rule, 
three premises are not satisfied. Two of them are included in an "or" clause 
that yields Τ anyway. Thus, the premise that must be changed is the one con­
cerning regulation. The refinement module arrives at the same result using a 
23 fractional factorial design. If a main effect is encountered for a specific rule 
component equal to 2 7 1 - 1, where η is the number of rule components, the rule 
component will get a score of 1. If this requirement is not fulfilled, the rule 
component gets a score of 0. 
In the verification step, results of the current refinement session are com­
bined with results of previous sessions to allow more reliable estimates of the 
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effects of refinements. Refinements may be incorporated only after they have 
been suggested several times by the refinement module, thus reducing the risk 
of making changes in the knowledge base that will later prove incorrect. This 
is done by calculating a net gain parameter for each rule, defined as: 
total score
 nnnf 
net gam = x 100% 
number of sessions 
1.6 Concluding remarks 
To improve the usefulness of expert systems in real-world applications, it is 
necessary to add some flexibility to them, both in the representation of knowl-
edge and in the way knowledge can be updated or refined. This will increase 
their performance and lower the acceptance thresholds expert systems are 
confronted with in practice. In this chapter several approaches have been 
presented to enhance the flexibility of expert systems. Knowledge-base main-
tenance and validation is possible by application of refinement approaches 
that compare answers of the expert system with "true" answers, e.g., from a 
database, and analyse any errors that may occur. 
A simple application of the refinement strategy in chemistry has been de-
scribed in this chapter. The approach features a built-in functional validation 
and an analysis of errors. Emphasis lies on the simplicity and extendability 
of the method. Because more and more chemists, rather than software spe-
cialists, are involved in expert-system building, these criteria are very impor-
tant. Given the developments in expert-system-development and knowledge-
acquisition tools, the trend that chemists create their own systems will only 
grow stronger. Spin-offs of the proposed approach are mechanisms to ensure 
the correctness of a knowledge base or to acquire new knowledge. These fa-
cilities arise from the extensive validation feedback from the system. The 
realisation of a truly flexible, self-validating, and learning system still is in the 
realm of wishful thinking, but use of the methods presented in this chapter 
may bring it closer to reality. 
The combination of the "classical" expert-system techniques of rule-based 
inference and object-oriented programming with other problem solvers such 
as neural networks or statistical procedures, may open the way to integrated 
hybrid systems that can tackle large and complicated problems. In this thesis, 
several expert systems are described illustrating the possibilities of the refine-
ment approach and the possibilities of hybrid systems, or combinations of the 
two. 
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Chapter 2 
Prediction of a suitable 
mobile phase composition in 
reversed-phase HPLC using 
fragmental constants* 
An expert system is described that proposes an optimal mobile phase compo-
sition m reversed-phase HPLC. This is achieved by predicting the retention 
index of the compound of interest from fragmental constants. Using a cali-
bration line, set up with reference compounds, it is possible to infer from the 
retention index the percentage of organic modifier in the mobile phase that 
will result in a capacity factor between three and ten. The expert system can 
be trained to find optimal retention index values for newly defined fragments 
based on a set of compounds with known retention index. 
'This chapter is submitted for publication as: R. Wehrens, L. Buydens, H. Hindriks and 
F. Maris. Prediction of a suitable mobile phase composition in reversed-phase HPLC using 
fragmental constants. 
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2.1 Introduction 
The problem of choosing experimental conditions under which to perform 
HPLC experiments is large, mainly because of the large number of factors 
playing a role in the retention mechanism. In reversed-phase HPLC, one of 
the factors that is of great importance is the amount of organic modifier in 
the mobile phase. If the amount of organic modifier in the mobile phase is in­
creased, the polarity of the mixture decreases, and substances will elute faster 
through the column. This provides a simple mechanism to control retention 
times. Short retention times offer the advantage of speed, but may yield insuf­
ficient separation. Longer retention times are costly; moreover, the advantage 
of an increase in resolution will becomes small with longer retention times. A 
compromise must be found that leads to a good separation in an acceptable 
time. The problem is relevant in, for instance, the pharmaceutical industry, 
where HPLC is often used to test the purity of new compounds. Other com­
pounds present in the sample may be very similar to the target compound and 
will therefore only be detected if the separation conditions are optimal. If a 
good prediction can be made of the mobile phase composition to achieve such 
optimal conditions, less experiments are needed to determine whether or not 
isomers or other contaminants are present, and a considerable amount of time 
and effort can be saved. 
In this article, we present an approach to estimate the mobile-phase com­
position in reversed-phase HPLC using a μ-Bondapak C18-column, based on 
the molecular structure of the compound of interest. Therefore, our prediction 
is based solely on the information contained in the chemical structure, with­
out use of parameters that require measurements. Our approach is to divide 
the molecule, represented by a connection table, into fragments that should 
account for some part of the functionality of the compound. The functionality 
of the molecule then is represented by the sum of the functionalities of the 
fragments that are present in the molecule. This assumption has proven to be 
reasonably successful in a number of applications [1]. 
Our goal is to predict the percentage of organic modifier in the mobile phase 
so that the compound of interest will have a high chance to be separated from 
other compounds in the sample, in a reasonably short time. A good separation 
can usually be achieved if the capacity factor of the compound is in the range 
between 3 and 10. Our goal is a capacity factor of 5. With larger capacity 
factors, the resolution increase is rather small. The capacity factor, k', is given 
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by 
k, _ tR-t0 
to 
with ід and ίο the retention time and the void time, respectively. Direct 
prediction of k' is difficult because of the poor reproducibility of the capacity 
factor under different circumstances, e.g., due to column aging. Instead of the 
capacity factor also the retention index (RI) of a compound can be used. The 
intra- and interlaboratory reproducibility of retention indices is considerably 
better than that of capacity factors [2]. The retention index is calculated by 
comparing the capacity factors of a series of standard compounds with the 
capacity factor of the test compound. Baker and co-workers defined a similar 
scale in HPLC, using 2-ketoalkanes as reference compounds [3], which is used 
in the present work. Also other reference compounds can be used [4-7]. The 
retention index is defined as 
m = loo. J ° | i l - l o ë^
 + 100N 
log k'N+1 - log k'N 
where k' indicates the capacity factor of the test compound, k'N that of the 
reference compound eluting just before the test compound, and k'N+1 that of 
the reference just after the test compound. The retention index of a reference 
compound is by definition given by 100 times the carbon number Лг in the 
formula. 
The approach to find a suitable mobile-phase composition proceeds as 
follows. In this study, methanol (MeOH) is always used as organic modifier. 
First, the retention index of the compound of interest is calculated, using 
fragmental values. Because it is known that the retention-index values are 
slightly dependent on the modifier percentage, only Rl-data have been used 
that have been obtained with methanol percentages between 55 and 65 percent. 
Then, this retention index is converted to a percentage of methanol in steps of 
5% that should provide a k' of about 5, using the graph depicted in figure 2.1. 
This graph has been set up using the interpolated mobile-phase compositions 
where the reference compounds, the 2-keto-alkanes, have a capacity factor of 5 
(see figure 2.2). It is advisable to calibrate the graph of figure 2.1 periodically 
to prevent deviations, caused, e.g., by aging columns. These deviations are 
apparent when the predictions of the expert system tend to deviate from the 
experimental results. 
The main assumption of our method is that the retention index of a 
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Figure 2.1: Relation between retention index predicted at 60% MeOII and modifier 
percentage. Points on the line indicate the mobile phase composition where com­
pounds with a certain retention index at 60% MeOH have a capacity factor of 5. 
Other conditions in all experiments: pH = 7.4, column is μ-Bondapak C18 
molecule can be calculated as follows: 
Ä/(%MeOH) = Σ RIft(%MeOR) · Nft 
г 
with г looping over all fragments present, / t the i
th
 fragment, and N/t the 
number of times fragment ƒ, is present in the molecule. RIjt is the fragmental 
retention index, dependent on the amount of organic modifier (in our case al-
ways MeOH) in the mobile phase. If necessary, interactions between fragments 
may be introduced, and the formula then becomes: 
Д/(%МеОН) = Σ Д/д(%МеОН) · Νƒ, + J^ Ifttf} 
г г,] 
where Iftj indicates an interaction term. In principle, we try to keep the 
number of interactions as small as possible by the choice of the fragments; we 
have defined e.g. a fluor atom attached to an aliphatic group to be another 
fragment than a fluor atom attached to an aromatic group. In this way, we try 
to limit the number of factors that play a role in the RI prediction. Interactions 
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Figure 2.2: Relation between the natural logarithm of the capacity factor, the reten­
tion index and modifier percentage for 2-keto-alkanes. 
will be handled in much the same way as fragments. In the remainder of the 
article, if fragments are mentioned, interactions also apply. 
In this article, we describe an approach to find the fragmental values that 
are used in the calculation of retention indices, based on an analysis of a 
large set of compounds. Retention indices can be measured easily, in contrast 
to, e.g., log Ρ values. Also, they are more reliable than capacity factors. 
Therefore, they constitute a good and practical measure of polarity. The 
estimated retention index of a compound can be used to obtain a first guess 
of a suitable mobile phase. Results show that the predicted mobile phase 
composition is robust against errors in the prediction of retention indices. 
Another advantage of the method is the easy calibration procedure. 
In the next section, some related work will be discussed. After that, our 
datasets and the actual determination of the fragmental values will be dis­
cussed. A method based on the functional validation of the system is used 
to obtain optimal fragmental values. Results of retention-index prediction as 
well as mobile-phase composition prediction will be given. 
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2.2 Related work 
2.2.1 M e t h o d s and approaches 
Numerous approaches have been published to infer chemical properties such 
as hydrophobicity from chemical structure. A global division can be made in 
methods that use the molecular structure as a whole, such as methods using 
topological indices [1], and methods that separate the molecule into fragments 
that account for distinct chemical functionalities (e.g. [8-11]). In the predic­
tion of HPLC parameters, the latter group of methods is the most popular. 
Also combinations of the two are reported (see below). Some approaches for 
the prediction of a suitable mobile-phase composition as well as retention-
index prediction methods have been published; however, to the knowledge of 
the authors, the combination of the two is new. 
2.2.2 Mobile-phase composit ion prediction 
Several systems have been described in literature that predict a mobile-phase 
composition for a good separation [12-14]. Most approaches divide the struc­
ture of interest into fragments. Hindriks et al. [12] attach a percentage of 
methanol to each fragment, and the sum of the percentages then gives a first 
estimate of the percentage for the complete molecule. Compounds have been 
collected from a database of central nervous system (CNS) active drugs. The 
predictions have been performed for two types of columns and for two pH val­
ues, with a mobile phase containing methanol as organic modifier. The system 
also advises on new conditions if the first guess was unsatisfactory (Second and 
Third Guess). After the third guess, very good results have been obtained. 
However, the number of different fragments that can be used in the prediction 
is rather small. This, of course, limits the applicability of the system [15]. 
In another approach [13], the mobile-phase composition for a mixture of 
compounds is calculated from the octanol-water partition coefficients (logP) 
of the compounds. Again, fragmental constants are used to calculate the 
parameter of interest, log P. The advantage of using log Ρ as a predictor for 
mobile phase composition is that for many fragments, log Ρ values are known. 
Amongst others, Rekker [9] and co-workers have developed a method to predict 
log P. However, this method can be rather complex and a wrong choice of 
individual fragment values and correction terms may lead to large prediction 
errors. Another disadvantage is that it is difficult and time-consuming to 
determine log Ρ values experimentally. Furthermore, although correlations 
between retention and log Ρ are often quite good if one class of chemicals is 
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used, predictions are often not very reliable [1] in case of a wider group of 
compounds. However, good results are reported, also in case of mixtures [13]. 
Similar rules for the Second and Third Guess are used as in the above approach. 
Both acetonitrile and methanol can be used as organic modifiers. 
Hamoir et al. [14] investigated the usefulness of predicted or measured 
log Ρ values for predicting mobile phase compositions. Predictions of log Ρ 
values are performed by the same method as above [9]. It was found that 
predictions were, although not always perfect, satisfactory for a first guess 
system. If no log Ρ values can be predicted, the total number of carbon atoms 
in the molecule may also be used to obtain a first guess. 
2.2.3 Predict ion of retention parameters 
A number of groups have been involved in the prediction of retention parame­
ters from structural data (e.g. [16-22]). Here, some approaches use molecular 
parameters such as topological descriptors as well as fragmental methods to 
predict capacity factors [18]. Although for most factors significant correlations 
can be found, the dominant one in most cases is the hydrophobicity. 
Some groups predict retention indices rather than retention times or capac­
ity factors. Hasan and Jurs [19] predict retention indices using 17 descriptors, 
divided into topological descriptors such as the number of aromatic rings, ge­
ometrical descriptors such as the largest principal axis, and physical property 
desciptors, such as the log Ρ partition coefficient. Eventually, linear equations 
with four and five variables are found. Polyaromatic hydrocarbons were used 
as reference compounds. Moreshita et al. [22] predict retention indices of sub­
stituted benzenes with n-alkanes as reference compounds. Four fragments and 
a small number of interaction terms, depending on the position of the substi­
tution, are defined. Very good agreement with experimental values is found, 
but the range of molecules for which a prediction can be made is quite small. 
Smith and Burr [16] define fragmentai retention-index increments whose val­
ues are related quadratically to the amount of organic modifier. The retention 
index of molecules containing a benzyl group, the "parent compound", and 
any of these fragments now can be predicted for any modifier percentage. This 
takes into account that retention indices may be dependent on the polarity of 
the mobile phase. Each fragmental value is determined by three coefficients 
that are determined by analysis of homologous series derived from the parent 
compound. Values for coefficients of both fragmental increments and interac­
tion terms have been included in an expert system [16,17]. Retention indices 
are based on alkyl aryl ketones as reference compounds. 
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Recently, also neural networks [23] have been used to predict retention 
indices in liquid chromatography [24]. Similar data as in the present article 
have been used to test molecular representations that are suitable for the 
neural network. One of the representations was the fragmental representation 
also employed here, other representations are based on connectivity indices. 
For the results, the reader is referred to ref. [24]. 
2.3 Retention index prediction from fragmental 
values 
2.3.1 Theory 
The main problem in the prediction of retention indices from structural frag-
ments is to assign a correct value to each fragment. Multiple regression will 
in many cases lead to chemically irrelevant results, and in our experience per-
forms badly when subjected to cross-validation procedures. Possible reasons 
for this include the relatively small size of the datasets employed compared 
with the number of dependent variables used in the prediction, and the use of 
homologous series in the calculation of fragment values. Therefore, we decided 
to use an already existing database of compounds that did not form a homol-
ogous series (see below) to derive fragment values. In this section, RIPS1, the 
expert system developed to optimise fragmental constants for RI prediction, 
is discussed. 
First, the molecule, represented by a connection table, is divided into frag-
ments. This is done by a computer program running on a personal computer. 
Fragments are defined in a small database containing simple rules. The rule 
for the fragment OH-arom is (somewhat translated): "find an oxygen that 
is attached to one aromatic group and one hydrogen atom". At present, our 
fragment set contains approximately one hundred fragments. After the divi-
sion of a molecule into fragments, these are read into the expert system. Two 
major modes exist (see table 2.1). If all fragmental constants are known, the 
RI can be predicted and from that the optimal percentage of methanol can 
be found using the graph of figure 2.1. As this mode is trivial, we will in the 
remainder of the article concentrate on the second mode. This mode is acti-
vated when no precise values for the fragmental retention indices are known. 
In this case, the system tries to derive good values for fragments, based on trial 
values and intelligent search strategies. The retention indices of the molecules 
1
 Retention Index Prediction System 
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Table 2.1: Expert system modes. RIM stands for molecular retention index, RIF for 
fragment or interaction retention index. 
Mode RIM RIF Action 
Prediction mode Unknown Known Trivial addition of fragment 
and interaction values 
Refinement mode Known Unknown Intelligent search to find fragment 
and interaction values 
must be known in advance, since they represent the criterium by which the set 
of fragmental values is judged. Boundaries and initial values were obtained 
from literature, either from published retention index values [28-31], or from 
correlations with other physicochemical descriptors [9,8]. 
Analysis of the results with the trial values for the fragments leads the 
expert system to propose changes in the fragmental constants. These changes 
may be incorporated automatically by the system, so that an autonomous 
search for the best solution may be performed, or they may be selected by the 
user, thus giving the user the opportunity to incorporate his chemical intuition. 
A second advantage of the latter possibility is that the user can see what 
reasons the system has for adapting fragments. The approach implemented 
in RIPS has been applied in several expert systems in medicine [25, 26] and 
chemistry [27], and enables users to optimise or tailor an expert system to 
their specific needs. 
In general, as many molecules as possible are treated in one time. The 
refinement approach uses statistical measures to identify fragments and inter-
actions whose values are likely to be incorrect. The eventual fragment value 
will be more reliable if the fragment is more often present in the dataset. 
2.3.2 Refinement of fragmental RI values (RIF values) 
The strategy used in the refinement is actually very simple. After the system 
has calculated RI values for all molecules using a trial set of fragmental val-
ues (fragmental RI values will hereafter be indicated by RIF), the difference 
is calculated between the true RI and the predicted value for each molecule. 
Then the system decides whether the difference is acceptable or not. In case 
the predicted value was too high, the error is called false positive (FP); if 
the predicted value was too low, the error is called false negative (FN). The 
amount with which a predicted RI may differ from the true RI can be set by 
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Figure 2.3: One-way refinement and RMS-improving refinement of a FN prediction. 
The solid line indicates the predicted values of a number of molecules containing 
the same fragment, whereas the true values are indicated by the circles. One-way 
refinement will increase the value of the fragment with a smaller amount than the 
RMS-improving refinement to prevent an overestimation. 
the user. The number of times a fragment or interaction is used in an incorrect 
prediction, and the size of the errors, is taken into account when calculating 
refinements for the fragment. However, each proposed refinement should fall 
within the specified boundaries for the fragment. Three types of refinements 
are implemented: one-way refinements, RMS-improving refinements, and cor­
rective refinements. They will be described briefly below. 
One-way refinements 
One-way refinements are applicable if a fragment is present only in FN or FP 
molecules (not both, and not in correctly predicted molecules). The RIF value 
of such a fragment will be adapted so that most molecules become correct, and 
none are overcorrected. Therefore, no FP molecule may become FN and vice 
versa; they only may become less FP or correct. This is shown in figure 2.3. 
After one or more rounds of refinements, generally all fragments will be used 
in some correct predictions, and this refinement type can no longer be used. 
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RMS-improving refinements 
RMS-improving refinements can be selected when no one-way refinements are 
found. They aim at minimizing the root-mean-square (RMS) of the prediction 
by univariately changing fragment values. The RMS is given by 
f (RIMj - RI¿)2 
N 
where N is the number of molecules, RIMi and RI¿ are the predicted and 
true retention indices of molecule г', respectively. The results of an RMS-
improving refinement are also depicted in figure 2.3. The difference with one­
way refinements is clear from this figure: RMS-improving refinements ignore 
the fact whether predictions are correct or not, and therefore can make FN 
molecules FP and vice versa; however, the RMS of the prediction will always 
decrease when using this type of refinement. Whether or not an individual 
prediction is FN or FP is of lesser importance than the performance on the 
whole data set. 
Corrective refinements 
Corrective predictions are possible if a fragment value can be changed in such 
a way that no correct predictions become incorrect, and one or more incorrect 
predictions become correct. This type of refinement has only a limited effect 
on the overall prediction of the dataset and is in most cases used to prevent 
the univariate search of the RMS-improving refinements to get stuck in a local 
optimum. 
Refinements in practice 
The user who wants to refine the RIF values for the fragments in his data set 
can do so very easily. A training set has to be defined in which the true RI val­
ues for all molecules are known. Then, the predicted RI values are compared 
with the true values and the expert system proposes several refinements. In 
general, one-way refinements should be selected immediately, since they rep­
resent corrections to important errors in the RIF values. Depending on the 
quality of the prediction, the user may decide to let the system refine itself 
automatically. This is especially useful when a set of fragments is trained for 
the first time and boundaries are still spacious. In case the fragments already 
RMS = 
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have been refined before, manual optimisation is a better option. This contin­
ues until no further improvement can be observed, or until the user is satisfied 
with the results. 
2.4 D a t a 
A large dataset consisting of structural fragments of 350 molecules with known 
retention index has been obtained from Organon. All molecules are CNS-
active drugs, but do not belong to a homologous series. The molecules in the 
dataset contain 84 different fragments and three interactions. From this large 
set, smaller sets have been created to ensure that all fragments are at least 
three times present in a data set. Molecules that contain fragments that do 
not comply with this criterium have been excluded. Two datasets have been 
analysed: one small dataset (set A) consisting of 56 molecules containing 23 
fragments and one interaction, measured at 60% methanol (MeOH), and a 
larger set (set B) measured at methanol percentages between 55% and 65% 
(inclusive). Set B, containing 38 fragments and 2 interactions, includes set A 
and contains 113 molecules. By selecting datasets on the basis of the modifier 
percentage at which retention indices have been measured, the effects of the 
modifier percentage on the retention index are excluded. As a result, the 
predicted RI for a molecule in the dataset must be interpreted as the RI at 
60% MeOH. 
Fragments and interactions that are present in set A have been gathered in 
table 2.2. Also boundaries and the number of times the fragments are present 
in the datasets have been included. Fragments of set В that are not present 
in set A are gathered in table 2.3. Initial values were obtained from literature, 
either from published retention index values [28-31], or from correlations with 
other physicochemical descriptors [8,9]. 
2.5 Results of the refinement approach 
2.5.1 Retention index prediction 
Retention-index predictions for the two datasets have been optimised using the 
refinement mode of RIPS. The RMS values for the training on the complete 
sets were 104 and 162 for sets A and B, respectively. Small differences in RMS 
values may be found in different optimization runs. In every optimization 
run, one-way refinements have been applied whenever possible. For the rest, 
automatic refinement mode has been used to reach an optimum. Only in the 
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Table 2.2: Fragments present in both sets, A and B. An "x" in the name of a fragment 
indicates a variable number. The fragment aliph-C—C-xarom for instance, contains 
two carbon atoms connected with a double bond; one of the carbon atoms is connected 
to at least one aromatic ring, the other only to aliphatic components. Hydrogens may 
or may not be explicitly mentioned in the fragment names; if not, they are considered 
to be aliphatic. "Up" and "Low" indicate the upper and lower boundaries for the 
RIF values, respectively. 
Fragment 
C H 3 
CH 2 
CH 
С 
СбНб 
СбЬІ4 
СбНз 
СбНг 
C 8 H X N 
aliph-NE-aliph 
aliph-N-2aliph 
aiiph-N-aJipn-arom 
aiiph-N-2arom 
H O N = C - N H 2 
arom-O-arom 
aiiph-O-arom 
aliph-O-aliph 
OE-aliph 
Cl-arom 
N = C - N 
xarom-C = C-xarom 
aliph-C=C-xarom 
vicmaJ-O-mteraction 
# occurrence set A 
82 
204 
57 
5 
19 
66 
10 
6 
4 
5 
46 
15 
4 
4 
13 
13 
6 
6 
6 
4 
5 
3 
7 
# occurrence set В 
139 
443 
118 
17 
48 
111 
29 
6 
8 
14 
84 
24 
5 
4 
18 
20 
7 
19 
21 
6 
6 
7 
11 
Up 
99 
100 
106 
-10 
506 
545 
643 
620 
443 
-395 
-363 
-132 
-62 
-462 
-90 
-52 
-54 
-42 
-259 
-180 
27 
132 
135 
Low 
75 
100 
66 
-31 
471 
509 
577 
536 
373 
-449 
-391 
-172 
-162 
-525 
-150 
-124 
-100 
-62 
-319 
-300 
-9 
112 
-21 
last stage of the optimization corrective refinements have been used to prevent 
the system from being trapped in a local optimum. This, however, did not 
cause large deviations in fragmental values. 
Analysis of the results showed that many false positive predictions were 
made for molecules that contained three or more aromatic fragments. There­
fore, optimization runs have been done on both datasets in which an extra in­
teraction was taken into account: muitipfe-arom-interaction. These extended 
datasets will be denoted A+, containing two times, and B+, containing eight 
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Table 2.3: Fragments present in set B, but not in set A. The fused-arom-interaction 
is present in a molecule if two aromatic rings share two atoms. 
Fragment # occurrence set В 
F-arom 
CF3-arom 
OH-arom 
arom=0 
arom-S-arom 
arom-aJiph-C=О 
arom-CON-2aJiph 
aiipn-CON-aJipii-arom 
aJiph-CONH-aJiph 
NH2-aJiph 
aliph-COO-aliph 
xarom-C=N-aliph 
0 3 Η χ Ν 2 
C 4H»N 
C 4 H,Na 
/used-arom-ínteraction 
10 
3 
6 
5 
3 
5 
3 
5 
5 
7 
6 
3 
4 
5 
3 
8 
Up 
129 
280 
-50 
-300 
187 
100 
-200 
-63 
-225 
-104 
-277 
-66 
466 
537 
766 
0 
Low 
-71 
-120 
-200 
-600 
-13 
-100 
-600 
-464 
-625 
-361 
-330 
-266 
266 
137 
366 
-200 
times this interaction. Significant improvements in RMS values were obtained. 
The best RMS for set A+ was 87, and for set B+ 141. The physico-chemical 
rationale behind this interaction is the third aromatic ring in a molecule will 
not have the same effect on the retention as the first aromatic ring. It is 
possible to define this kind of interaction for more fragments, but the danger 
is that too many descriptors are being used in the retention-index prediction. 
Therefore, we chose to add only the most obvious one. 
Furthermore, a cross-validation procedure has been performed on the data 
of sets A and A+. In this procedure, a test set containing three molecules 
is excluded from the data set, and optimal fragment values are obtained by 
training the system on the remainder (i.e., the training set). Then, the results 
of the RI prediction on the three excluded molecules are used to assess the 
quality of the prediction. By excluding all molecules in random order, a cross-
validation RMS value can be calculated. For sets A and A+, these values are 
123 and 111, respectively. Cross-validation RMS values are (of course) some­
what higher than training RMS values, but the differences are small enough 
to have confidence in the fragment values that are derived. Fragment values 
did not show a large variance in the different optimizations, nor did mean and 
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Table 2.4: Optimal retention indices of fragments in sets A and A+, derived from 
cross validation. Values in the second column are derived without multiple-arom-
interaction (set A), values in the third column are derived with multiple-arom-
interaction (set A+). The vicinaJ-O-mteraction is present in molecules in which 
two oxygen atoms are attached to vicinal atoms. Only one of the two oxygens may 
by part of a ring. 
Fragment 
C H 3 
CH 2 
CH 
С 
C6H5 
СбН4 
СбНз 
СбНг 
C 5 H X N 
aJiph-NH-aJiph 
a/iph-N-2aJipn 
aJi'ph-N-aJiph-arom 
aiiph-N-2arom 
H O - N = C - N H 2 
arom-O-arom 
aJiph-O-arom 
aJipii-O-aJiph 
OH-aJiph 
Cl-arom 
N = C - N 
xarom-C=C-xarom 
aiipn-C=C-xarom 
vicinai-O-interaction 
тиШрЬ-arom-interaction 
RIF set A 
87 
100 
84 
-32 
486 
528 
616 
575 
404 
-442 
-377 
-144 
-115 
-463 
-119 
-88 
-111 
-288 
92 
-243 
8 
122 
52 
-
RIF set A+ 
86 
100 
82 
-31 
489 
527 
610 
563 
401 
-420 
-378 
-138 
-112 
-462 
-99 
-88 
-62 
-293 
87 
-241 
9 
122 
51 
-290 
median values differ very much. Mean fragmentai values are used as optimal 
values for the fragments in sets A and A+, and are given in table 2.4. As can 
be seen, the addition of the multiple-axom-interaction did not influence the 
values found for other fragments very much. Predictions for the two sets with 
the mean values of the cross-validation procedures are depicted in figure 2.4. 
Using the optimised values for the fragments present in set A-|-, the next 
step was to optimise the values for the fragments that were present only in set 
B. Values of fragments present in set A could also be refined, but in most cases 
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Figure 2.4: True versus predicted retention indices for sets A and A+. 
this was not necessary. No cross-validation procedure was performed for the 
fragments in set B, since most of them were only present less than six times. 
The values found in the training of the complete sets В and B+ are gathered 
in table 2.5. Predictions with these values are depicted in figure 2.5. 
When comparing the predictions of sets A and A+ on one hand and sets В 
and B+ on the other, the results of the sets with the multipie-arom-interaction 
are clearly better. In the sets without this interaction, other fragments try 
to compensate for the false positive predictions that arise from two or more 
aromatic rings, causing extra false negative situations. Including the multiple-
ахот-interaction thus not only reduces the number of FP errors, but also the 
number of FN errors. 
2.5.2 Predict ion of mobile phase composit ion 
Using the fragmental values for fragments in set A+, for a small group of 17 
molecules, the mobile phase composition was predicted for which a capacity 
factor of 5 would be found. The fragments present in the 17 compounds are 
given in table 2.6. The predicted percentage of MeOH in all cases was rounded 
to a multiple of 5%. In 13 out of 17 cases, the capacity factor found by the 
percentage of MeOH predicted by the expert system was in the range between 
3 and 10; in 9 out of 17 cases the capacity factor was in the range between 4 
and 7. The mean capacity factor found for the 17 compounds was 5.2, and the 
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Table 2.5: Optimal retention indices of fragments only present in sets В and B+, 
derived by training. Optimal values of in both sets В and B+ were approximately 
equal for all fragments. 
Fragment 
F-arom 
CFs-arom 
OH-arom 
arom=0 
arom-S-arom 
arom -aliph- С = О 
arom-CON-2aiiph 
aJiph-C 0 N-aJipJi-arom 
aliph-CONH-aliph 
NH2-aJiph 
aJiph-COO-aJiph 
xarom-C=N-aJiph 
C 3 H , N a 
C 4 H X N 
C 4 H , N a 
/used-arom-interaction 
RIF sets B/B+ 
-51 
80 
-100 
-412 
-6 
0 
-339 
-439 
-358 
-114 
-277 
-66 
466 
257 
766 
-100 
standard deviation was 2.5, largely because one compound was found to have 
a capacity factor of 12.7 at the predicted modifier percentage. The cause for 
this was a retention index that was predicted too low with almost 200 units. 
Such errors in the prediction of retention indices may be expected, because of 
the simplicity of the model that is used. 
These results indicate that the RI prediction is satisfactory if used for the 
prediction of mobile phase compositions. As can be seen in figure 2.1, the 
capacity factor of compounds with a large retention index is less sensitive to 
changes in mobile phase composition. Rather large errors may be present 
in the prediction of the retention index while still a valuable mobile phase 
composition may be expected. Also, out of practical considerations, mobile 
phase compositions with more than 80% MeOH, or less than 30% MeOH 
are rarely used. Prediction errors in the extreme retention index range will 
therefore also have no significant effects on the mobile phase prediction. 
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Figure 2.5: True versus predicted retention indices for sets В and B+. 
2.6 Discussion 
In this work, we have used an existing dataset to derive retention indices 
for molecular fragments. These fragmental retention indices are added to 
obtain an estimate of the retention index of the complete molecule under the 
conditions pH=7.4, column is μ-Bondapak, mobile-phase composition is 60/40 
MeOH/water. Apart from the fact that an estimate of the retention index of 
a compound obtained from the chemical structure alone is valuable in its own 
right, this prediction can also be used to obtain an estimate of the mobile phase 
composition at which a good separation can be expected. The advantage of 
using retention indices rather than directly predicting capacity factors lies in 
the greater reproducibility of retention indices. 
Retention-index prediction using fragmental values has the advantage that 
it is intuitively appealing. Estimates for newly defined fragments may be 
made using chemical knowledge. The system presented here makes it possible 
to interactively refine these fragment values until acceptable results have been 
obtained. It is very important to define reasonable limits for fragmental values. 
Cross validation using multiple linear regression to obtain fragmental values 
yields very different values in each run. Essentially, too many degrees of 
freedom will be present to make this procedure reliable. Therefore, the range 
in which a fragment value may lie must be defined a priori. With these ranges, 
values derived from cross-validation procedures are quite reliable. The more 
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Table 2.6: The fragments present in the 17 test compounds. The numbers indicate 
the number of occurrence of the fragments. In total, 183 fragments are present in the 
17 molecules. 
Fragment 
C H 3 
CH 2 
CH 
с 
СбГІ5 
СбГІ4 
СбНз 
aJiph-NH-aiiph 
aliph-N-2aliph 
aliph-N-aliph-агот 
агот-О-агот 
aíiph-0-arom 
aliph-O-aliph 
OH-aliph 
Cl-arom 
N = C - N 
xarom-C=C-xarom 
aliph-C=C-xarom 
vicinal-O-interaction 
# Occurrence 
20 
66 
16 
2 
8 
20 
5 
5 
11 
6 
8 
1 
2 
4 
5 
1 
1 
1 
1 
compounds are present containing a certain fragment, the more reliable the 
fragment value will be. 
Fragmental values derived by training must be regarded with caution. 
Greater caution must be taken with values that are derived from homologous 
series, a situation that can often be found in literature. The retention mecha-
nism in reversed-phase HPLC is rather complex and yet not fully understood. 
Especially the influence of fragments upon each other will cause deviations 
from the expected behaviour. Therefore, retention index prediction in HPLC 
is not as reliable as in GC. Nevertheless, the quality of the predictions found 
in this study is good enough to be able to predict satisfying mobile-phase com-
positions. The advantage of the present system is that the set of fragments 
can be extended gradually. Values for new fragments, present in a number 
of compounds with known retention indices can be refined, without having to 
extensively alter already known values for other fragments. 
The method of dividing a molecule into a set of indepenent fragments and 
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possibly a few interactions also has some disadvantages. First of all, a set 
of fragments must be defined. This set may not be too large, or else it will 
be impossible to derive reliable values for the fragments (cf. drawing a line 
through two points). On the other hand, it may not be too small because 
the number of compounds for which the prediction is possible will not be 
worthwile. The definition of a set of fragments is always subjective and may 
not always be correct for the given problem. Furthermore, the values that are 
to be attached to the fragments are difficult to find, and may not be equal in 
all situations. This poses an extra constraint on the definition of fragments. 
Still, despite the simplicity of the model, usefule results can be obtained. Of 
course, the true value of the fragmental approach can only be found if it is used 
in practice and compared with other methods. For that, much experimental 
work will be needed. 
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Chapter 3 
HIPS, a hybrid self-adapting 
expert system for N M R 
spectrum interpretation 
using genetic algorithms* 
An automatic system for the interpretation of two-dimensional NMR spectra 
of proteins, HIPS, is presented. Several artificial intelligence techniques are 
combined to form a flexible, hybrid system that has (limited) learning capabil-
ities. Following the structure of the problem, the system is divided in modules 
with distinct functionalities. The first two modules are rule-based, and can 
be validated and refined semi-automatically using a set of already interpreted 
spectra. In this way, an optimized ruleset can be obtained to interpret unknown 
spectra. Results indicate a significant effect of training on performance. In the 
third module, a genetic algorithm is used to tackle a search problem of huge 
dimensions in which patterns found in the NMR spectra should be mapped to 
ammo acids in the sequence. 
'This chapter is published as R. Wehrens, C. Lucasius, L. Buydens, and G Kateman. 
HIPS, a hybrid self-adapting expert system for NMR spectrum interpretation using genetic 
algorithms Anal. Chim. Acta, 277 313-324, 1993 
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3.1 Introduction 
In recent years, much work has been done to make the determination of the 
three-dimensional structure of proteins in solution possible. A technique that 
is most useful is two-dimensional nuclear magnetic resonance (NMR) spec-
trometry. A complete interpretation of the NMR spectra of a protein yields a 
set of distance constraints that can be used to calculate the conformation of 
the protein. The bottleneck, however, lies in the interpretation stage. This is 
a complicated process of trial and error that may take months or even years 
of expert's time. Automation of the process is clearly desirable. 
Few programs have been written that cover the complete interpretation 
of two-dimensional protein spectra (e.^., [1-3]); other programs {e.g., [4-6]) 
cover parts of the process. Most of these programs depend on human input 
during the problem solving stage to keep the interpretation process manage-
able. Since experts in most cases have access to more detailed information 
than the computer programs, for instance regarding peak shapes and spin 
patterns, they are able to prune the number of possibilities significantly. This 
makes the task easier for the computer program. However, it is difficult to 
compare different systems in literature. In many cases, different types of input 
spectra are used, or spectra that have been simulated in different ways. 
The use of expert systems for spectrum interpretation has several advan-
tages. One of the most important advantages is that the chemical knowledge 
is encoded explicitly in the system, in a form that is natural to an expert. In 
conventional programs the knowledge is typically hidden in the code, which 
can make it difficult to communicate with the program during the interpre-
tation, and to adapt the program if conditions change. Expert systems are 
more flexible and therefore more useful in an iterative interpretation process, 
since the expert using the system can easily understand the individual pieces 
of knowledge and use them for his or her own purposes. There are, how-
ever, problems that cannot be handled well except by brute force. Large-scale 
search, for instance, is a problem solving paradigma that is not easily imple-
mented in purely rule-based systems. Therefore, hybrid systems, combining 
classical expert system techniques with other paradigms like neural networks 
or genetic algorithms can often be very useful. 
In this paper, we will describe the interpretation of two-dimensional NMR-
spectra of proteins by such a hybrid expert system. Starting from the peak 
positions in several types of NMR spectra (see below), HIPS (Heuristic In-
terpretation of Protein Spectra) combines adaptive expert system techniques 
and genetic algorithms to automatically produce an ordered list of spin pat-
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terns matching the sequence of amino acids in the protein. This means that 
all protons near the backbone of the protein have been assigned to resonance 
positions in the spectra. With this information distance constraints can be 
set up, from which the overall three-dimensional structure of the protein can 
be calculated. In the following section, we will discuss the benefits of hybrid 
systems and some of the techniques used will be described. After that, we 
will give a more detailed account of the NMR interpretation process. Finally, 
interpretation results of three test proteins will be given. 
3.2 Hybrid expert systems 
3.2.1 Hybrid knowledge representation 
Hybrid expert systems are systems that do not rely solely on knowledge-based 
inference, or more popularly said, if-then rules, to find solutions to problems. 
Also other techniques are applied if appropriate. Combinations of expert sys-
tems with the pattern recognition capabilities of neural networks [7,8] are the 
most common, but also other techniques like genetic algorithms [9] can be very 
useful. The latter technique exploits the structure in a solution space to per-
form a very efficient search (vide infra). The combination of classical expert 
system techniques with other paradigms allows for a very natural representa-
tion, in which each problem solver is used for its own type of problems. This 
leads to better performance and more flexible systems. However, relatively few 
hybrid systems have been built so far because of the difficulties encountered 
in coupling two or more sophisticated problem solving paradigms. 
In this paper, a system is described that combines a self-adapting expert 
system with a genetic algorithm. The former is used for synthesis and pattern 
recognition subproblems, whereas the latter is used to sample a huge subspace 
of possible solutions. In the next sections, the two techniques will be discussed 
in greater detail. 
3.2.2 Self-adapting expert sys tem techniques 
In the past, many expert systems have been built that, once optimized and 
delivered, were completely rigid. In many cases, it was extremely difficult 
even for the knowledge engineers who built the system to adapt the system 
to fit new requirements, and the inflexibility of such systems decreased their 
level of acceptance. Apart from the inflexibility issue, optimization of rule sets 
and validation of prototype expert systems are difficult tasks in themselves, 
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for which no general strategy has been accepted yet. One of the approaches 
addressing these issues is called the refinement strategy [10,11]. It assumes 
that the knowledge in the knowledge base is essentially correct and needs only 
minor changes to obtain optimal performance. Whereas this assumption is a 
demanding one, in many cases it will be at least partially fulfilled. A set of 
solved cases is used to identify weak spots in the problem solving process, and 
the rules that are responsible for the flaws in the reasoning are identified on 
the basis of some simple statistics. Then, appropriate actions are considered 
and ranked to their expected merits. In the original system, SEEK [10], the 
user was presented the ordered list of alternatives and could select the one 
that appeared best. In this way, the proposed changes would be validated by 
the user (in most cases the expert) selecting them. The approach has been 
automated in the successor of SEEK, SEEK2 [11], where the best alternative was 
chosen automatically. More sophisticated techniques, such as an extensive 
meta-language, were used to rank the different refinements to their merits. 
Although the SEEK and SEEK2 programs are very specific, the ideas behind 
the refinement approach are quite simple and therefore easily applicable in 
other domains, such as the present one. 
The advantages of the refinement strategy are clear: not only is the system 
validated against a dataset of known cases, but also the parts of the system 
that perform inferiorly are identified and corrected if possible. Even if the 
requirement that the knowledge in the knowledge base is essentially correct is 
not completely satisfied, the performance may be improved. Furthermore, the 
user will be able to see where the refinement strategy fails in such a case and 
therefore it is easier to find larger errors. An additional advantage is that the 
refinement module in the expert system can be built as a separate subsystem, 
validating the results of the real system. This also leaves open the possibility 
to disconnect the refinement module when the system has been optimized. 
Including such a semi-automatic refinement module in an expert system will 
also increase the flexibility of the system. If new conditions are met (for in-
stance a better analysis method), the refinement module is connected to the 
system that in this way can be trained with examples from the new situa-
tion. New optimal settings can be found without extensive reprogramming. 
The refinements apply only to rule-based (sub)systems. If more knowledge 
representations are used, other techniques should be used to obtain the same 
flexibility. 
In the present application, refinements are limited to a number of cases 
in which a set of ordered alternatives is set up on the basis of supports that 
have been collected. As well the number of supports needed for acceptance as 
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the relative importance of the individual supports can be refined to obtain the 
best set of alternatives. By restricting the refinements to these parameters, 
it proved possible to build a fast and strongly focussed refinement module 
that can be coupled to an existing expert system that should be refined, and 
decoupled from the system without leaving any further traces. In most cases 
the generality in the original SEEK systems is not needed, and the refinements 
can be limited to a small set of operators. 
The refinements provide an easy way to adapt the system to external 
parameters. If, for instance, it is known that the protein of interest resembles 
the structure of another, already interpreted protein, then the latter can be 
used to tailor the expert system settings to the particular problem. One can 
even think of the possibility to train the expert system on partial results of 
the protein of interest. Another situation in which the flexibility of the system 
is useful, is the case in which not all spectra have been recorded. For instance, 
not all spectra are crucial for the interpretation and some may therefore be 
omitted. However, this influences the validity of the rules. New settings may 
be found then by training on other proteins without using these spectra. 
3.2.3 G e n e t i c a l g o r i t h m s 
Genetic algorithms [9] form a class of problem solvers that are especially pow-
erful in sampling a large solution space with many local optima. They usually 
start with a random population of candidate solutions, where each solution 
is represented as a string. Each string is evaluated according to a fitness 
criterion. The true solution is expected to have the highest fitness. In the 
next step, strings are allowed to reproduce themselves with a probability rel-
ative to their fitness. A cross-over operator is used to combine parts of highly 
fit parent solution strings in order to obtain even better child strings. This 
way, the new population is largely derived from successful solutions. A small 
amount of random mutations prohibits the system to converge prematurely. 
The ultimate goal is to approach the ideal solution by combining those parts 
of successful trial solutions that contribute positively to the fitness. 
The difficult part in using genetic algorithms lies in the fact that a con-
venient and efficient representation must be found, along with operators for 
cross-over and mutation that match the representation. In numerical optimiza-
tion problems, this is usually not so much of a problem, but in sequencing and 
subset selection problems, as in the present case, other operators than usual 
are necessary to obtain good results [12]. Furthermore, a fitness criterion must 
be defined that also matches this representation. 
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3.3 Nuclear Magnetic Resonance of proteins 
3.3.1 Theory 
In this section, the principles of NMR as applied in the structure determination 
of proteins will be reviewed briefly. More information can be found in the 
references and NMR literature; a brief overview of several types of spectra is 
given in [13, pp.48-51]. 
In proton NMR, each peak in the spectrum can be coupled to a proton 
or an interaction between two protons. The position of each peak is deter-
mined by the chemical environment of the proton(s) related to it. Because 
the number of protons in proteins is very large, the spectra are very compli-
cated. One-dimensional spectra can not be interpreted for this reason. There-
fore, two-dimensional spectra are used and sometimes even spectra with more 
dimensions. Although assignment of three- and higher-dimensional spectra 
is relatively straightforward, it is not always possible to obtain in sufficient 
quantities the 13C- and 15N-labeled proteins that are necessary, and there-
fore it is worthwile to try to interpret two-dimensional spectra containing less 
information. In a two-dimensional spectrum the ordinary one-dimensional 
spectrum is more or less present on the diagonal, in principle showing a signal 
for each proton in the chemical structure. The off-diagonal cross peaks give, 
dependent on the kind of spectrum, additional information. An example of 
the kind of spectra that is used is the NOESY (Nuclear Overhauser Enhance-
ment Spectroscopy) spectrum [13, pp. 102-110]; in this kind of spectrum a 
cross peak appears between the resonance positions of two protons if they are 
less than 5 Â apart.1 From a complete interpretation of a NOESY spectrum, 
where each proton is mapped to a peak position on the diagonal and each 
off-diagonal cross peak indicates a through-space interaction of two protons, a 
set of distance constraints can be calculated. These can be used to construct 
a three-dimensional model of the protein, e.g., using the distance-geometry 
algorithm [14]. The difficult part is to map the peak positions in the spectrum 
to protons in the chemical structure. For this, several types of spectra are 
used that give complementary information. The key to the interpretation is 
the fact that protons that have more or less the same chemical environment, 
give rise to peaks that are close together in the spectrum. For instance, most 
protons in the backbone of the protein that are attached to the nitrogen lie in 
an area between 6 and 10 ppm. In general, the expert may use information 
'The other types of spectra used are COSY [13, pp.68-71], RCT [13, pp.71-74], and 
DQSY [13, pp.74-78]. 
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from peak positions, but also information about peak shapes and peak inten­
sities to interpret the spectra. An example of a NOESY spectrum is depicted 
in figure 3.1. 
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Figure 3.1: NOESY spectrum of protein PTH(l-34). Spectrum obtained from M. 
Blommers, Ciba-Geigy, Basle, Switzerland. 
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3.3.2 Interpretation of protein spectra 
The common approach is the "sequential assignment" strategy [13]. It consists 
of three stages. In the first stage, sets of peaks are identified that belong to 
one single amino acid in the protein. Such a set of peaks will hereafter be 
denoted as "pattern". It consists of a number of diagonal peaks, representing 
the protons in the amino acid, and a set of off-diagonal peaks, representing 
the interactions between these protons. As an example, two amino acids and 
their patterns are depicted in figure 3.2. Normally, only protons up to the 7 
position are included in the pattern, since their peak positions provide enough 
information to determine the structure of the protein backbone. The result 
of the pattern-search step consists of a number of patterns that eventually 
should be mapped to separate amino acids in the sequence. 
Each pattern has distinct characteristics, depending on the type of amino 
acid it belongs to. Among these characteristics are for instance the resonance 
position of the Cß protons, the presence or absence of Cß or C7 protons, and 
many others. In the second step of the spectrum interpretation, each pattern 
found in the first part is classified as an amino acid, sometimes a specific type 
like glycine, sometimes a group of amino acids, like aromatic amino acids. 
After this step, for each pattern a preliminary classification or a set of possible 
classifications is obtained. 
In the third and last step, data from NOESY spectra are used, together 
with the results of the previous assignment part, to establish a list of all pat-
terns that are possibly neighbours in the sequence. From this list, a sequence 
of patterns (or possibly more than one valid sequence) is obtained that maps 
onto the sequence of amino acids. At this point, all peaks present in the pat-
terns are explicitly assigned to a proton in the protein. The assignment of the 
other protons is now relatively straightforward because of the large number 
of cross peaks that have been assigned already. The construction of a valid 
sequence of patterns, however, is a large problem. To place seventy patterns 
(a medium-sized protein) in a specific sequence, there are 70! ~ 10100 possi-
bilities. In most cases, more patterns will be found than the number of amino 
acids, so the problem becomes even bigger. This results in a scenario where 
only the obvious patterns are interpreted in the first place (for instance, there 
is only one plausible pattern for the one tryptophan residue in the sequence), 
and where these assignments are used to further refine other assignments. This 
process continues iteratively until a satisfactory solution has been obtained. 
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Figure 3.2: Two amino acids, a valine and a threonine, and their schematic NMR 
patterns. Only the lower half of the patterns is drawn. Greek letters refer to the 
carbons to which a proton is bound. 
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Table 3.1: Characteristics of the spectra of the three test proteins. The second column 
indicates the number of aminoacids for which startpeaks are given in the literature 
(see text). The third column contains the number of peaks in the bottom half of the 
seven spectra for each protein. 
Protein Amino acids Startpeak Patterns Peaks 
E-L30 58 52 388 
BPTI 58 52 953 
Tendamistat 74 71 2868 
3.4 Implementation and results 
3.4.1 Data sets 
In this section, the results of the expert system on the interpretation of three 
proteins will be discussed. For each of the three steps in the spectrum in-
terpretation, pattern search, pattern assignment, and sequential pattern as-
signment, a separate module has been implemented (see figure 3.3). At each 
point in the interpretation, results can be inspected, saved, altered, and re-
sults of earlier sessions may be read. It should be noted that the system only 
uses peak positions with an uncertainty of 0.01 ppm, whereas an expert can 
also use information on peak shapes and intensities. Incorporating results of 
manual assignments will improve the performance of the system significantly. 
However, all results reported here are obtained without manual help, unless 
indicated otherwise. 
The spectra of the proteins that have been used were obtained from the 
Department of Biophysical Chemistry at the University of Nijmegen. They 
have been used as test spectra for the program PROSPECT [3] earlier. Seven 
types of spectra are used: NOESY, COSY and RCT spectra, recorded both 
in H2O and D2O, and DQSY spectra [13]. The spectra of two of the three 
proteins, BPTI (Bovine Pancreatic Trypsine Inhibitor) and Tendamistat, were 
constructed by taking the peak positions published in the literature [15,16] and 
simulating the NOESY spectra from the (known) three-dimensional structure. 
This way, the simulated spectra can be said to be very much like real spectra. 
Peaks may be missing, overlapping or unexpectedly be present in the same way 
as is found in experimental data. The third protein, E-L30, was measured at 
the laboratory of Biophysical Chemistry at the University of Nijmegen [17,18] 
and the DQSY spectra have been added manually. Some characteristics of the 
proteins and their spectra have been gathered in table 3.1. 
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Preprocessing 
Load peak positions 
Peak in fingerprint area—*- Pattern 
Pattern search 
Find α, β and 7 positions for each pattern 
Assign 
Assign to each amino acid type 
a number of patterns 
Sequential Assign 
REFINEMENT 
MODULE 
REFINEMENT 
MODULE 
Assign to each amino acid position one pattern 
(Genetic algorithm) 
Figure 3.3: The structure of HIPS. To the first two modules after the preprocessing 
stage, a refinement module has been attached to validate and optimize performance. 
This module can be disconnected when the system has been optimized. The last 
module incorporates a genetic algorithm to search for the best sequence of pat terns 
that matches the sequence of amino acids. 
3.4.2 Pat tern search 
In the first module of the expert system, a list of so-called startpeaks is set 
up. These off-diagonal peaks lie in the fingerprint region in the spectrum 
where peaks are expected that are caused by interactions between the α and 
the amide protons. Each startpeak is considered to be part of a separate 
pattern. At least as many startpeaks as amino acids are expected2. From 
each startpeak, probable β positions are found using a number of criteria. If, 
2Exceptions are the amino acids proline, which does not have an amide proton, and 
glycine, which has two. In the former case, dummy patterns containing no peak positions 
are used, that can be filled in after manual interpretation; in the latter case, both startpeaks 
are taken into account, as well as the combination of startpeaks. Each glycine thus results 
in three separate patterns. 
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for example, cross peaks are found between an amide, a, and β resonance 
positions in as well NOESY as COSY spectra, then all three probably belong 
to the same amino acid. Several other cross peaks can increase the faith in 
such a conclusion. It is obvious that not all cross peaks are equally reliable 
or important, and therefore they are divided in three classes: minor, medium 
and major importance. Combinations of supports are handled explicitly in 
the rules. The same strategy is used in the search for 7 peaks starting from 
the β positions found earlier. 
The importance of each of the supporting cross peaks is used to identify 
patterns in the spectra of the three test proteins. These are compared with 
the real patterns that should be found. A refinement module similar to the 
one originally used in SEEK [10] was used to fine-tune the importances of the 
individual cross peaks and the amount of supporting evidence needed for a 
peak to be accepted as, for instance, a β peak. As an example, consider the 
situation where a peak is incorrectly accepted for the β position because of 
two supporting cross peaks, N-/3 and a-2*/3, then the following refinements 
may help to correct the error: 
• diminishing the importance of the N-/3 cross peak; 
• diminishing the importance of the α-2*β cross peak; 
• raising the amount of evidence needed for acceptance above the total 
support for the incorrect peak. 
Eventually, the refinements that will correct the largest number of errors 
are selected and presented to the user, who then can choose what refinement 
should be applied. This refinement process has been elaborated upon previ­
ously [19]. Since then, small changes have increased the performance to the 
level indicated in table 3.2. The three proteins all have slightly different opti­
mal settings, and a compromise has to be found to obtain the globally optimal 
settings. It appeared that the results of E-L30 were not very sensitive to the 
refinements that were applied; some peaks were missing from the spectra, and 
some patterns overlapped in such a way that the system could not conclude 
something else than it already did. This was different in the proteins BPTI 
and Tendamistat. There, and especially in the search for 7 positions, the 
results were extremely sensitive to the refinements. The optimal settings for 
both proteins were rather different: BPTI required less strict acceptance cri­
teria than Tendamistat. This is clearly visible in the large number of errors in 
BPTI in the globally optimal settings whereas the optimal BPTI limits yield 
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Table 3.2: Pattern-search results for the three proteins. The third and fourth columns 
indicate the number of the patterns found correctly using the initial, optimal, and 
global settings, respectively. 
Protein # Patterns # OK¿7tjt. # ΟΚ
ορ<, # O K g l o t o t 
E-L30 52 41 43 43 
BPTI 52 43 50 40 
Tcndamistat 71 40 65 65 
Total 175 124 158 148 
only two errors. However, errors in the 7 positions are less important than 
errors in the β positions, and it was felt that the global performance level was 
satisfactory. 
3.4.3 Ass ignments of patterns to types of amino acids 
In the second module of HIPS, the patterns that have been found in the first 
part are assigned to types of amino acids. For this, characteristics of the pat­
terns are used. These characteristics include the presence or absence of certain 
peaks, and the resonance positions of the peaks. If, for instance, an α and a β 
share cross peaks in the aromatic region, then it is probable that the pattern 
belongs to one of the aromatic amino acids (phenylalanine, tryptophan, tyro­
sine and histidine). These cross peaks then are considered in greater detail to 
be able to distinguish between the separate aromatic amino acids. Further­
more, specific regions in the spectra give information about the peaks that 
are in them, such as the aromatic region mentioned previously [20]. Thus, 
by looking at the positions of the peaks in a pattern, one is able to predict 
the amino acid type, or at least a set of probable types. This is implemented 
in rules, where the presence or absence of each characteristic contributes for 
an overall certainty factor for a type of amino acid. A low certainty factor 
of a pattern for a specific amino acid type indicates that there are no or few 
indications that the pattern belongs to that type; a very high certainty factor 
indicates that the pattern is most probably of that type. Altogether, approxi­
mately one hundred contributions to certainty factors are possible. This large 
number makes it impractical to use classes of supports like minor, medium 
and major, as in the pattern-search module. Instead, numbers are used. No 
explicit boundaries are given, but initially all contributions were in the in­
terval between —30 and +80. They are combined by summing. After all 
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Table 3.3: Number of correctly interpreted cases for the three test proteins in the 
assignment module. All results have been obtained with the global settings from the 
pattern-search module. 
Protein #OK, n i < , # O K o p t , # O K j l o t a l 
E-L30 32/52 45/52 41/52 
BPTI 46/52 49/52 47/52 
Tendamistat 58/71 6_1/71_ _ 62/71 
Total 136/175 155/175 159/175 
contributions have been gathered, the best patterns are selected for each type 
of amino acid. If, for instance, five amino acids of type threonine are present 
in the sequence, then the five patterns that have the highest certainty factor 
for threonine are selected, and all others that have the same certainty factor 
for threonine. This way, the chances are very small that a pattern belonging 
to, for instance, threonine, is classified otherwise. 
However, patterns may be classified in more than one class of amino acids. 
It is very important that the correct amino acid is among the possibilities, 
because otherwise it is very difficult in the last module, the sequential assign-
ment, to provide a correct sequence of patterns. In this case, so-called false 
negative (FN) errors, where the correct answer is not in the list of possible 
solutions, are far more serious than false positive (FP) errors, where more pat-
terns, including the correct ones, are possible for a specific type of amino acids. 
The first aim of the refinement module is therefore to minimize the number 
of FN errors of the ruleset. However, a large number of FP errors will lead 
in the sequential assignment to many solutions that seem equally probable. 
A second objective is therefore to maximize the discriminating abilities of the 
expert system by minimizing the number of FP errors. Between these two 
objectives, an equilibrium should be found. 
In tables 3.3 and 3.4 the results of refining the contributions to the certainty 
factors are given in a similar way as in the first module, the pattern search. The 
results are based on the patterns that were found using the globally optimal 
settings of the pattern-search module. In the case of BPTI, for example, twelve 
patterns were incorrect in the pattern-search part. As will be clear, in many 
cases this does not prevent the assignment module to correctly classify most 
of them. In the second column of table 3.3, the number of patterns is given 
for which the correct amino acid type was concluded using the initial settings 
(which were obtained from an expert). Refinements, in which the number of 
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Table 3.4: Number oí false positive cases for the three test proteins in the assignment 
module. All results have been obtained with the global settings from the pattern-
search module. 
Protein 
E-L30 
BPTI 
Tendamistat 
Total 
# FP¿„¿t. 
147 
185 
208 
540 
# FPo p i . 
191 
182 
133 
506 
# Wgtobal 
191 
217 
259 
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incorrect assignments was minimized, yielded settings that gave the results 
in the third column. In all cases a very good performance was achieved. In 
table 3.4, the second and third columns contain the numbers of FP errors of 
the initial and optimal settings, respectively. As well regarding the number 
of FN errors as regarding the FP errors, remarkable improvements can be 
achieved. From the optimal settings of the three proteins, a set of globally 
optimal settings was derived. The results obtained with these settings are 
also included in the table. In approximately 50% of the cases, the patterns 
that were assigned incorrectly to an amino acid were already incorrect in the 
pattern-search module. However, as can be seen in the BPTI results, ал 
incorrect pattern can be classified correcly, especially if if errors are at the 7 
position. 
3.4.4 Sequential assignment of patterns 
After the patterns have been assigned to types of amino acids, only one step is 
needed to have a complete interpretation of the NMR spectra for the backbone, 
β and 7 protons. This step comprises a specific mapping of separate patterns 
to amino acids in the known sequence. For this, the information derived in 
the second module is used to ensure that each pattern matches the amino acid 
at its position in the sequence. In addition, peaks connecting neighbouring 
patterns that can be found in the NOESY spectra are used to determine 
whether two patterns may be neighbours in the chain. This way, for each pair 
of amino acids that occurs in the sequence, a look-up table of possible pattern 
pairs can be set up. Two criteria for a valid pair of patterns are applied: 
• both patterns should match the type of the amino acids in the pair; 
• both patterns should be connected by cross peaks in the NOESY spec­
trum. These connections can be cross peaks between the amide-position 
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of the second pattern ала the amide, α οτ β positions of the first pattern. 
Several pruning procedures, controlled by flags, can be used to limit the num­
ber of possibilities: 
• all patterns that are used to construct a glycine pattern and themselves 
only contain a startpeak are excluded from the sequential analysis. These 
patterns are frequently assigned to a glycine pattern, but except in the 
case of extreme overlap, this is incorrect. This step is actually already 
performed in the second module, since otherwise too few glycine patterns 
may be selected; 
• all combinations of patterns that can not be matched with each other 
are excluded. If, for instance, for a combination of amino acids AA-1 
AA-2 only the combination PATTERN-1 PATTERN-2 is possible, all 
pattern combinations for any other amino acid combination that begins 
with AA-2 are forced to start with PATTERN-2. Any other pattern 
combinations are deleted. If AA-2 occurs more than once, this is, of 
course, taken into account; 
• all patterns that have not been assigned to any amino acid type will be 
excluded from the sequential assignment step. This, in general, will not 
cause any correct patterns to be removed. In both the cases of BPTI 
and Tendamistat, two patterns were discarded that should have been 
included in the sequence. In all four cases, however, the patterns were 
misinterpreted in the pattern-search module, and only their amide and 
a positions were correct. Their places in the sequence are taken by other 
patterns. 
This way, the number of possibilities is reduced as much as possible. In ta­
ble 3.5 the number of different amino acid pairs and their associated number 
of pattern pairs is given for the three proteins, after pruning. For each protein 
the optimal settings (in both the pattern-search and the assignment modules) 
as well as the global settings are used. Although the E-L30 protein is of the 
same size as BPTI, the number of possible pattern pairs is significantly larger 
in the latter case if global settings are used. This is a logical consequence 
of the composition of the proteins: some amino acids are more easily recog­
nized than others, and therefore give rise to fewer possibilities in the pattern 
combinations. Tendamistat, again, poses the largest demands on the system. 
The solution space for this problem is huge. For example, the number of 
solutions is 97!/(97 - 74)! ~ 101 3 0 for Tendamistat using the global settings. 
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Table 3.5: The number of different amino acid pairs in the three test proteins, and 
the number of pattern pairs matching the amino acid pairs. One amino acid pair may 
be present more than once in a protein. The numbers in the table are obtained after 
pruning (see text). In the cases of BPTI and Tendamistat, the optimal settings give 
a smaller number of pattern combinations than the global settings. In the case of 
E-L30 this effect is not observed because of the relatively large number of FN errors 
in the assignment module using the global settings. In BPTI (manual), a number of 
incorrect pattern pairs has been eliminated by hand so that for each combination of 
amino acids not more than ten pattern combinations are possible. 
Protein 
E-L30 (opt.) 
E-L30 (glob.) 
BPTI (opt.) 
BPTI (glob.) 
BPTI (manual) 
Tendamistat 
Tendamistat 
(opt.) 
(glob.) 
# A A 
58 
58 
58 
58 
58 
74 
74 
# A A pairs 
52 
52 
54 
54 
54 
64 
64 
# Patt. 
61 
61 
63 
64 
63 
90 
97 
# Patt. pairs 
1032 
922 
1032 
1567 
352 
2244 
4042 
Some approaches break down the problem in smaller subproblems by only 
tackling part of the amino acid sequence at once, but the resulting overall 
sequence does not have to be the best one in that case. Also, such approaches 
rely heavily on human intervention. For instance, in the case of the semi-
automatic assignment of BPTI with the program PROSPECT [3], 80% of the 
patterns was unambiguously assigned to one type of amino acid. In our au-
tomatic assignment module, not more than 20% of all patterns, including 
glycines and prolines, was assigned to only one type of amino acids, to avoid 
incorrect assignments. Other programs require the number of input patterns 
to be equal to the number of positions in the sequence [4]. Furthermore, in 
our case we deal with very realistic NOESY simulations that may yield a 
large number of sequential connections between patterns. In other programs, 
the number of sequential connections is much smaller, either because smaller 
proteins are used [2] or because less NOESY peaks are included in the input 
files [1]. 
As already said, a genetic algorithm is a search technique for large solu-
tion spaces with many local optima, and therefore can be used in an automatic 
spectrum interpretation program. The initial population of solutions is con-
structed by making random permutation strings of patterns with the length 
of the sequence of amino acid combinations. The evaluation function is very 
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Table 3.6: Results of the sequential assignments with the genetic algorithm. The 
fitness of the "true" solution is given in the second column. For each protein, five 
runs were done. The mean fitness obtained in these runs for each protein is given 
in the third column. If a pattern was placed in at least two of the five runs at 
the same position, it was considered to be a definite assignment. The number of 
assignments and the number of correct assignments for each protein are gathered in 
the last columns. 
Protein 
E-L30 (opt.) 
E-L30 (glob.) 
BPTI (opt.) 
BPTI (glob.) 
BPTI (manual) 
Tendamistat 
Tendamistat 
(opt.) 
(glob.) 
True Τ 
29 
27 
42 
37 
42 
54 
55 
Mean Τ 
33.8 
34.2 
40.4 
42.8 
42.8 
61.0 
62.4 
# Assign iments 
40 
37 
46 
40 
53 
58 
47 
# Correct 
15 
17 
30 
18 
41 
17 
12 
simple: the pattern combinations that satisfy the two criteria concerning se­
quential cross peaks and pattern assignments are counted. Thus, the highest 
fitness that can be obtained is І — 1, where N is the number of amino acids 
in the sequence. In practice, this will not be achieved, since errors in the 
earlier interpretation stages may cause a "correct" pattern combination to be 
absent in the look-up table. However, if the previous assignment modules are 
working correctly, then the fitness of the true solution should be close to the 
maximally obtainable fitness. Other deviations are possible because of missing 
sequential connectivities, and patterns that have not been identified because 
their startpeaks are missing from the fingerprint area. In the latter case, the 
place of such a pattern will be taken by another. 
In figure 5.3 (page 107) the fitnesses of a typical genetic algorithm run are 
plotted on the y-axis. The algorithm converges very fast to a point where 
the fitness stabilizes somewhat and then by chance finds a permutation that 
allows for further improvement. As can be seen in the second column of 
table 3.6, the fitnesses of the true solutions of the three proteins lie below the 
maximally obtainable fitness N — 1. The difference is most distinctly present 
in the case of E-L30, which also proved to be the most difficult case in the 
previous interpretation stages (see tables 3.2 and 3.3). Remarkable is also the 
difference in the fitnesses of the true solutions in the case of BPTI, where the 
optimal settings of the assignment and pattern-search parts clearly provide a 
better result for the fitness of the true sequence. 
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In a real-world situation, however, one does not have the true solution, and 
the highest fitness obtained in a number of runs may be taken as the fitness 
of the "true" solution. However, given the stochastic nature of the genetic 
algorithm, it is better to combine results of a number of runs to obtain the 
final solution. In table 3.6, results of five runs for each protein, both with 
global and optimal settings in the previous interpretation parts, are gathered. 
In each case, a population of 500 candidate solutions was used. For E-L30 and 
BPTI, 3000 generations, and in the case of Tendamistat, 5000 generations 
were taken. In the cases of BPTI and E-L30, fitnesses as high as the fitness 
of the correct solution were found in almost all cases within 200 generations. 
For Tendamistat, not more than 1000 generations were needed in general. 
The fitnesses obtained with the global settings are in general higher than 
the fitnesses obtained with the optimal settings for each protein. This is as 
expected, since more possibilities exist to construct a valid sequence in the 
case of the global settings (see table 3.5). 
A pattern is assigned to a position if it is at least in two runs present in 
the same position. This way, 66-88% of the positions were assigned patterns. 
In all cases, the amino acid on the assigned position matched the assignment 
of the pattern. However, only 26-65% of the assignments was in agreement 
with the "correct" assignments. It must be remembered, however, that this 
is not the result of the genetic algorithm failing to find the global optimum, 
but rather the genetic algorithm finding solutions that are in better agreement 
with its input data than the "true" solution. This is also the reason why the 
fitnesses found by the genetic algorithm are generally higher than the fitness of 
the "true" solution. Striking is the fact that in protein E-L30 more patterns 
are assigned correctly using the global settings, than are assigned correctly 
with the optimal settings. This may be a consequence of the small number of 
runs that is done with the genetic algorithm, and in which a pattern is already 
assigned to a position if it occurs twice. 
To investigate the ability of the genetic algorithm to produce valid results 
starting from a good look-up table, the dataset provided by the global set-
tings in the case of BPTI was pruned manually, so that each combination 
of amino acids contained maximally ten combinations of patterns. This way, 
the total amount of pattern combinations was diminished to 352, one-third 
of the original amount. The results of the runs with this input set have also 
been gathered in table 3.6. In this case, over 77% of all assignments was in 
agreement with the true sequence. 
The above results prove the usefulness of genetic algorithms to solve the 
problems encountered in the sequential assignment of protein spectra. How-
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ever, the complete automatic assignment is not yet feasible, and manual input 
would greatly improve the results of the system. This is clear from the results 
with the manually pruned BPTI dataset. However, as already said, in real 
life the expert can at any point intervene and focus the interpretation results. 
Therefore, the pruned dataset constitutes a reasonable simulation of reality. 
3.5 Conclusion 
In this paper we have described a hybrid expert system for the interpretation 
of NMR spectra of proteins. Although spectrum interpretation is an iterative 
process, in which a partial assignment can lead to a more complete assignment, 
it is important to extract as much information as possible from the spectra 
automatically, so that the expert can concentrate on the really complicated 
parts. The results indeed show that the trial-and-error process that consti-
tutes the spectrum interpretation can not be discarded by the use of such 
systems, but can be significantly enhanced by the combination of heuristics 
and powerful search methods. Using a global set of settings, 47 patterns were 
assigned correctly in the three proteins without any human intervention, more 
than a quarter of all patterns. If for each protein an optimized set of settings 
is used, the number increases to 62 patterns, more than 35%. This illustrates 
the power of the approach. In real, life, however, performance will be prob-
ably much higher since additional information from the spectra can be used 
by a human expert to solve ambiguities. A simulation of that situation on the 
protein BPTI yielded a performance of 77%. Therefore, we believe that these 
systems will form a great help in the spectrum interpretation. 
The above results can be further improved in a variety of ways, each with its 
own advantages or disadvantages. Information on peak shapes and intensities 
can be taken into account, NOESY spectra with different mixing times can 
be used to distinguish between long-range and short-range NOE's, extra rules 
can be added to assign protons beyond the 7 positions and thus facilitate the 
assignment to amino acid classes, and more runs with the genetic algorithm can 
be started simultaneously. Furthermore, a feed-back loop that incorporates 
sequential information in the earlier stages will significantly improve the results 
of the system. Also,it is important to train the expert system on more proteins 
than the three that have been used so far, and preferable train the system on 
experimental spectra of high quality. This way, optimal results can be obtained 
in the future. 
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Hardware and software 
The expert system is written in KEE (Intellicorp Inc.), version 4.0. The six 
knowledge bases take approximately 150K. Some 200K of compiled LISP code 
is used. For pattern search and assignments, not more than five minutes real-
time are required for Tendamistat on a SUN SPARC-1 workstation. BPTI 
and E-L30 are done more than twice as fast. The genetic algorithm is written 
using the GATES toolbox [21] and runs on the same platform. One run of 3000 
generations takes roughly four hours (also real-time). 
3.5 CONCLUSION 
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Chapter 4 
Applying refinements on 
HIPS, an expert system for 
the interpretation of 2D 
N M R spectra of proteins* 
In this chapter, the application of the refinement approach to the pattern-search 
module in HIPS is described (the name HIPS is not yet used in the original 
article). Comparison of the results of the expert system with the correct results 
lead the system to propose small changes in the knowledge base; refinements 
selected by the user then are incorporated in a next session. This way, signifi-
cant performance improvements are obtained. The possibilities of the proposed 
approach for the validation of knowledge-based systems are stressed. 
'This chapter is published as: R. Wehrens, L. Buydens, and G. Kateman. Validation and 
refinement of expert systems: interpretation of NMR spectra as an application in analytical 
chemistry. Chemometrics and Intelligent Laboratory Systems, 12:57-68, 1991. Some overlap 
with other chapters in this thesis is present, but to avoid confusion, the text of the original 
article has been retained. Some of the results reported in the original article have improved 
in later versions of the program. These have been updated in the tables to match the other 
results reported in the thesis. However, the conclusions remain unaltered. 
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4.1 Introduction 
4.1.1 The use of expert systems in chemistry 
Expert systems have become increasingly important in the field of analytical 
chemistry and are applied in different fields of interest such as HPLC [1] and 
others [2-4]. In the past years, expert system technology has matured and 
real-world applications have begun to appear. In view of increasing demands 
from regulatory offices and GLP norms a proper validation of expert system 
performance is necessary. This validation should, in the ideal case, consist of 
a short-term and a long-term component. The short-term component should 
make sure the expert system satisfies the original requirements of the experts, 
whereas the long-term component should continually validate the system dur­
ing the field work so that the system remains up to date during a longer period 
of time. This long-term validation requires a kind of flexibility of the expert 
system that will allow gradual changes to be incorporated in an easy way. 
However, the question of the programmatic validation of expert systems has 
only been addressed in AI literature. In most expert system applications, con­
ventional software validation techniques are used for the validation and verifi­
cation of expert system performance, and the specific difficulties related to ex­
pert system technology are largely neglected. Because expert system problem 
solving is essentially non-algorithmic in nature, each problem may require a 
different solution path, and in most cases there is no way to validate complete­
ness and consistency of a knowledge base о priori. For example, in analytical 
chemistry there are numerous problems for which there are an infinite number 
of possible solutions, so that it is impossible to scan the whole problem space. 
Another source of problems lies in the knowledge acquisition phase; the trans­
fer of knowledge of a human expert to a knowledge base is generally regarded 
as the bottleneck in expert system building. Methodologies [5] and knowl­
edge acquisition tools (e.g., [6], and references therein) have been developed 
to overcome this problem. Despite these methodologies it appears that there 
are areas in which experts have difficulties in formulating their knowledge, es­
sentially heuristic in nature, in an implementable form. This is especially the 
case when experts have to estimate uncertain quantities [7], and can result in 
erroneous knowledge bases and incorrect expert system performance. Several 
domain-independent validation techniques have been developed to detect log­
ical errors in the domain knowledge of expert systems [8-10], but neither of 
those has really addressed the kind of "heuristic" errors in a knowledge base 
mentioned above. It seems that the validation of the knowledge of an expert 
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system should also be checked with domain-dependent methods to be reliable. 
For expert systems in chemistry this means that chemical "meta-knowledge" 
should be added to the system. 
An approach that can be used to validate the knowledge base of an ex-
pert system is the so-called refinement strategy [11,12]. In this approach, the 
model of the knowledge is believed to be essentially correct, and the refine-
ment strategy is therefore only meant to provide a "fine-tuning" of the system. 
The results of the expert system are compared with a database of solved cases 
provided by the expert, and in case of incorrect results the knowledge base 
is checked for rules that are responsible for them. Meta-knowledge is used 
to propose small refinements to those rules in order to improve performance. 
This was successfully implemented in the programs SEEK and its successor, 
SEEK2. These expert systems operate in the field of medical diagnosis. Since 
in most problem domains in analytical chemistry an appropriate model exists, 
we believe this approach is very suitable for the validation of expert systems 
operating in this field. In this article we show an application of the refinement 
approach in NMR spectrum interpretation. This is an example of a classi-
fication task that is typical for expert system problem solving in analytical 
chemistry. Other possibilities of this approach could be mentioned. The long-
term validation mentioned above is easily integrated by allowing the expert 
system to be continually refined during the field work. Eventually, no further 
refinements will be found, provided that no changes in conditions and envi-
ronment take place. If they do occur, the refinement approach provides a way 
to adapt the expert system to the new circumstances. Another possibility of 
this approach is a system that would allow the user to install his or her own 
preferences after several cases of "conflicting opinions", or a system that could 
be adapted to another or a broader class of problems. The last application is 
an example of the possibilities of the refinement approach in a learning expert 
system. 
In the next section a more detailed account will be given on the refinement 
strategy, and after that a brief description of the test expert system will be 
given. 
4.1.2 The refinement approach 
In most expert systems, heuristic knowledge is captured in so-called "situation-
action rules". Such a rule consists of two parts: the premise part that contains 
the conditions that must be satisfied for the rule to fire, and the conclusion part 
that contains the actions that should be taken if the conditions are satisfied. 
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Thus, if the situation at hand matches the conditions in the premises then the 
actions in the conclusions are carried out. As a (simple) example: 
if the polarity of ?compound is high 
then the solubility in water of ?compound is good. 
The refinement approach provides a way for the fine-tuning of a set of rules 
in an expert system by comparing the results of the expert system with a 
database of known cases (the solutions of the human expert) to determine 
what results of the expert system are incorrect. The rules responsible for these 
misinterpreted cases are then traced, and refinements are considered, possibly 
correcting the errors. After applying one or more refinements, the expert 
system is consulted again, using the refined ruleset, and the new results are 
evaluated. This cycle continues until no further performance improvements 
are possible. 
In general, two types of errors can be found: false negative results (here-
after: FN) are results the expert system failed to conclude, and false positive 
(FP) results are results that are concluded incorrectly by the expert system. 
FP results are caused by rules that fire too fast or with too great an impact. A 
way to correct for this is to make the premises more difficult to satisfy, so that 
the rule succeeds in fewer cases. This can be done, e.g., by adding another 
premise, raising thresholds in the premises, etc. Another way of correcting a 
rule responsible for a FP result is to reduce the strength of its conclusion(s), so 
that it may be overruled by another rule concluding the correct result. These 
refinements are called specializations, since they narrow the range in which 
the rule can be applied or its effect. 
The opposite of a specialization is a generalization; this refinement is fea-
sible in case of FN results. Examples of generalization are: making premises 
easier to satisfy or delete premises and increasing the effect of conclusions. 
The rule will then succeed more often or have a larger effect on the eventual 
outcome. 
In general, the refinements applied should preserve the knowledge orig-
inally given by the expert, as far as possible. This conservative approach 
should guarantee that the rules continue to make sense after several rounds of 
training, and is a result of the assumption that the knowledge of the expert 
system is essentially correct. 
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4.1.3 The refinement approach in classification tasks 
In a classification expert system, a normal strategy is first to collect support 
for all hypotheses, to combine the support in some way, and finally to accept 
or reject hypotheses on the basis of the combined support. In general, certain 
thresholds must be satisfied to accept a hypothesis. These three stages are de-
picted in figure 4.1. In hierarchical classification, several schemes like the one 
in figure 4.1 are nested. In the second stage, the combination of evidence, no 
refinements are allowed because the knowledge in this stage is in fact control 
knowledge. On the numerical combination of support a vast amount of liter-
ature exists (see, e.g., refs. [13-15]), and also symbolic types of support have 
been used [16]. The advantage of symbolic support is that experts typically 
have less difficulties in expressing their knowledge in linguistic, "fuzzy" terms, 
such as "big", "small", "major", etc., whereas estimating a numerical confi-
dence value, e.g., often provides difficulties. Choosing a strategy to combine 
support largely depends on the knowledge representation and, because it falls 
somewhat beyond the scope of this article, we will not go into it. 
At the level of the first and third stages refinements can be used to optimize 
the knowledge base; the importance of the individual pieces of evidence can 
be refined, and also thresholds that decide whether a hypothesis, based on its 
collected support, should be accepted or rejected. Allowing only a limited set 
of refinements will ensure that the proposed refinements will remain sensible 
seen from a chemical viewpoint. An additional advantage is the greater effi-
ciency of a small set of refinements. During the knowledge acquisition stage 
it should be born in mind what parameters and what rules will be subject 
to refinements, so that no effort will have to be put in identifying the pre-
cise values for them in an early stage. It is, however, very important to note 
that the expert should always be the one who decides which of the proposed 
refinements is valid. 
4.2 Two-dimensional N M R of proteins 
4.2.1 Theory 
In this section we briefly review the domain of the test expert system. Only 
those aspects that are necessary to understand the results of the refinement 
approach will be discussed here. More information can be found in the ref-
erences and NMR literature. Two-dimensional 1H NMR is now the most 
important technique for determining the structure of small and medium-sized 
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EVIDENCE-1 
EVIDENCE-2 
EVIDENCE-3 
EVIDENCE-4 
EVIDENCES 
EVIDENCE-6 
HYPOTHESIS-1 
* WITH EVIDENCE-123 
HYPOTHESIS-2 
WITH EVIDENCE-45 
HYPOTHESIS-3 
WITH EVIDENCE-6 
ACCEPT ALL 
f THAT SATISFY 
THRESHOLD 
STAGE 1: 
EVIDENCE 
GATHERING 
STAGE 2: 
EVIDENCE 
COMBINATION 
STAGE 3: 
SELECTION 
Figure 4.1: The separate stages in a classification process. At the left, the supports 
for the individual hypotheses pictured in the middle box, are given. All hypotheses 
satisfying a certain criterion then are accepted (right box). 
proteins in solution. In such a spectrum the ordinary one-dimensional spec-
trum is more or less present on the diagonal, and the off-diagonal cross peaks 
give additional information, depending on the kind of spectrum. So-called 
NOESY (Nuclear Overhauser Enhancement Spectroscopy) spectra [17] give 
information about the distance between protons: a cross peak between the 
two diagonal resonance positions is present if two protons are less than 5 Â 
apart. In order to obtain this geometrical information, one must know what 
diagonal position belongs to which proton. Several other kinds of spectra are 
used to facilitate the mapping of peaks to protons (the interpretation), and 
an example is the COSY spectrum in which cross peaks can appear between 
two diagonal resonance positions if the corresponding protons are separated by 
two or three chemical bonds. When all resonances in a NOESY spectrum are 
assigned to specific protons in the chemical structure, distance constraints can 
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be set up and these can be used to construct a three-dimensional model of the 
protein, e.g., using the distance-geometry algorithm [18]. The interpretation 
of the spectra, however, is a tedious task that can take months. It is clear 
that computer methods could greatly facilitate the task of the expert, if not 
by completely solving the spectra, then by interpreting large parts of them so 
that the expert can concentrate on the remainder. 
The expert system described below is a reimplementation in KEE1 of an 
expert system named CINS, that was developed earlier in our departement in 
collaboration with the departement of Biophysical Chemistry of the University 
of Nijmegen. This expert system serves as a means of testing the refinement 
approach in classification expert systems in analytical chemistry. For the NMR 
interpretation problem, several "brute force" methods have been reported [19-
22]. The expert system described in this article uses essentially the same 
approach as the program described in ref. [19], but additional knowledge is 
used to limit the number of possibilities in the search tree. 
4.2.2 The interpretation of NMR spectra 
The approach used is known as the "sequential assignment" strategy [17]. 
Its input consists of peak positions in seven types of NMR spectra, COSY 
(both in H 2 0 and in D20), NOESY (idem), RCT (idem) and DQSY spectra. 
No information on peakshapes and intensities is used, and peak positions 
are used with an uncertainty of 0.01 ppm. The amino-acid sequence is also 
known. The result of the interpretation gives the assignment of each peak in 
the NMR spectrum, i.e., a mapping of each proton in the chemical structure 
to a resonance position in the spectrum. 
The first step in the spectrum interpretation comprises the identification 
of sets of peaks, belonging to protons in the same amino acid. Such a set 
of peaks will hereafter be denoted as "pattern". As an example, the pattern 
belonging to the threonine depicted in figure 4.2 is (schematically) represented 
in figure 4.3. A simplified version of the internal computer representation of 
the pattern in figure 4.3 is given in table 4.1. 
In the second step of the spectrum interpretation each pattern found in 
the first part is classified as belonging to a type of amino acid, sometimes 
a specific type like glycine, sometimes a group of amino acids, like aromatic 
amino acids. Finally, data from NOESY spectra are used, together with the 
results of the previous assignment part, to establish a list of all patterns that 
are possible neighbours in the sequence. So for a combination of two patterns 
1Trademark of Intellicorp, Inc. 
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H H О 
— Ν — С — С — 
НО— С β— Η 
С7Нз 
Figure 4.2: An example of an amino acid, in this case threonine. Carbon atoms are 
indexed with greek letters, and the protons attached to them will be indicated likewise 
in the text. 
to be valid for, e.g., the amino-acid combination valine alanine the first pattern 
should have positive support for being a valine; likewise the second for alanine. 
Additionally, NOE cross peaks between the two patterns should be present to 
make sure the patterns can be neighbours. These pairs of neighbours are then 
chained to each other to obtain a complete sequence of patterns that can be 
mapped onto the amino-acid sequence. As there are in most cases a lot of 
pattern candidates for separate amino acids, the search tree grows very fast in 
the beginning, but as the chain grows possibilities start to exclude each other 
because of the fact that a pattern may only appear once in a chain. 
4.2.3 The implementat ion of the pattern-search expert sys tem 
In this section we discuss the implementation of the first part of the expert 
system, in which patterns are found in the spectra; the subsequent part in 
which the patterns are mapped to amino acids has not yet been implemented. 
The input of this part of the expert system consists of the positions of the 
peaks in the NMR spectra, taken from the literature. The output consists of 
a list of patterns discovered, where each pattern contains resonance positions 
of protons in one amino acid. After the expert system has finished, the re­
finement module is activated automatically and compares the patterns found 
by the expert system with the patterns found by the human expert, (i.e., the 
original articles cited). The latter are stored in a separate database. Refine­
ments are then proposed by the system, if necessary, and after incorporation 
of these refinements a new consultation can begin with, one hopes, a better 
performance. At the end of a refining session several rounds of training have 
been performed, and the expert system should be able to reproduce the pat-
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10.0 8.0 6.0 4.0 2.0 0.0 
Figure 4.3: The lower half of the pattern of threonine-11 in the protein BPTI (see 
text). The letters in the pattern indicate the resonance positions of the protons in the 
amino acid of figure 4.2. Part of the computer representation of the pattern depicted 
here is shown in table 4.1. Solid lines indicate cross peaks visible in COSY spectra; 
dashed lines indicate peaks in NOESY or RCT spectra. 
terns found by human experts as closely as possible. The refinement strategy 
will be explained in greater detail below. 
First of all, a list of so-called start peaks is set up; this list contains all peak 
positions that fall within the region of the spectrum that normally contains 
resonances due to interactions between the amide- and CQ protons. These start 
peaks serve as the starting point from which the remainder of the individual 
patterns are sought. It is of course possible that a peak in the start-peak 
region is not an amide-CQ cross peak; the pattern derived from such a start 
peak is then of no significance but will be taken into account because there is 
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Table 4.1: The computer representation of the threonine pattern in figure 4.3. 
PATTERN-1 
ALPHA-BETA-PEAKS 
VALUES (4.55 4.07) 
COMMENT The cross peaks between the a and β resonance 
positions 
ALPHA-GAMMA 
VALUES (4.55 1.4) 
COMMENT The cross peaks between the α and 7 resonance 
positions 
BETA-GAMMA-PEAKS 
VALUES (4.07 1.4) 
COMMENT The cross peaks between the β and 7 resonance 
positions 
N-BETA 
VALUES (8.74 4.07) 
COMMENT The cross peaks between the amide and β resonance 
positions 
N-GAMMA 
VALUES (8.74 1.4) 
COMMENT The cross peaks between the amide and 7 resonance 
positions 
START PEAK 
VALUES (8.74 4.55) 
COMMENT The cross peak between the amide and α resonance 
positions 
no way of telling beforehand which peaks in the start-peak region are genuine 
start peaks and which are not. It is also possible that no start peak can 
be found belonging to an amino acid (as is, e.g., the case for proline, since 
this amino acid does not have an amide proton); in that case no pattern will 
be found that can be mapped to that amino acid. After the patterns are 
initialized all peaks that have one coordinate in common with the a position 
of the start peak are considered possible β peaks. The amount of support 
for each of these possible β peaks is then determined. This can be done in a 
number of ways, and in the past often numerical values were used to indicate 
the level of support of (or belief in) a hypothesis, (i.e., a β position). In 
our case linguistic entities were used like major, medium and minor, since 
these are easier to estimate than numerical certainty factors. If, e.g., a cross 
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N-ß: (8.74 4.07) 
major 
a-2*ß: (8.14 4.55) 
medium 
β
λ
-β2: (2.98 3.11) 
minor 
ßi-fc (2.98 3.11) 
minor 
ß = 
ß = 
ß = 
4.07-
3.11 -
2.98-
PROBABLE 
IMPROBABLE 
IMPROBABLE 
STAGE 1: STAGE 2: STAGE 3: 
SUPPORT HYPOTHESIS CLASSIFICATION 
Figure 4.4: Classification of candidates for the β position, starting from start peak 
(8.74 4.55). Only β = 4.07 will be selected. 
peak is found between a possible β position and the amide position of the 
start peak, this is considered a major piece of support that the β position is 
correct. If a cross peak is found between the a position and twice the value of 
another β position in the DQSY spectrum, this is considered only of medium 
importance, and the former peak position will be preferred above the latter for 
the β peak in the pattern. Thus, different cross peaks support a hypothesis (a 
peak position for the /3-proton) to a different extent. Supporting cross peaks 
together with their relative importances are gathered in table 4.2. According 
to the quantity of support each β candidate has collected, the candidates 
are classified into the classes PROBABLES, POSSIBLES, IMPROBABLES 
and IMPOSSIBLES. Rules that decide in what class a candidate is classified 
use three thresholds: "major limit", "medium limit" and "minor limit". For 
example, if the number of major supports of a candidate is larger than the 
major limit, a peak is classified as PROBABLE, regardless of the other support 
it has gathered. For each pattern the β candidate(s) with the best classification 
is (are) selected. 
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Table 4.2: The default types of evidence in the a-ß and β-η search. The two left­
most columns contain the cross peaks that can be considered as evidence in the a-ß 
search; the second column gives the relative importance of finding the given cross 
peak in a spectrum. Cross peaks а-/?і+/3г and a-2*ß are found in DQSY spectra 
(see ref. [17]). The cross peaks looked for in the β-η search are gathered in the two 
rightmost columns. The same evidence may be found in more than one spectrum and 
may then be considered to have different importance. See, e.g., α-7; this peak can 
be found in RCT and in NOESY spectra, but because of the much larger number 
of peaks in the latter, finding a peak in that spectrum is considered to be of less 
importance. 
a-
Cross рег 
N-/3 
a-2*/3 
А-/З2 
-β в 
iks 
e arch 
Importance 
major 
medium 
medium 
minor 
β-η search 
Cross peaks 
α-7 (in RCT) 
α-7 (in NOESY) 
N-7 
71-72 
Importance 
major 
medium 
medium 
minor 
In figure 4.4 we give an example in which there are three candidates for a 
β position; searching from the a position (4.55), three cross peaks are found: 
(4.55 4.07), (4.55 3.11) and (4.55 2.98). The best one, (4.07) is classified as 
PROBABLE because of the amount of support it has gathered (one major and 
one medium); the other two candidates are classified as IMPROBABLE (only 
one piece of minor importance) and are rejected, because a better alternative 
is at hand. It may be that an incorrect β peak has, by chance, gathered more 
support than the correct one, either because some supporting cross peaks are 
absent in the spectrum or because cross peaks are found at positions that are 
thought to support the incorrect candidates. Overlapping patterns occur when 
two patterns share the same β resonance position, for example, and then the 
expert system will probably find also identical 7 positions, while this is very 
likely to be untrue. This kind of errors can not be prevented, and therefore a 
100 % performance is not possible. 
After this search for a-ß peaks the search for 7-methyl protons can proceed 
in the same way, starting from the β position(s) found in the previous step. 
No attempt is made to find other 7 peaks or δ- and с peaks because of the 
crowded regions in the spectra in which they normally appear. Also in the 
search for ß-y peaks different types of support can be gathered; they, too, are 
collected in table 4.2. Now the pattern-search part of the expert system is 
finished and the found patterns can be assigned to types of amino acids. 
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In the remainder of this article we will discuss the effects of the refine-
ment approach on the performance of the pattern-search part of the NMR 
expert system. The results published in the literature are stored in a separate 
database and the results of the expert system are compared with them. As 
only the pattern-search part will be dicussed here in relation to refinements, 
only peak positions in found patterns have to be compared with peak positions 
in assigned amino acids. Only incorrect a-ß and /З-7 peaks are considered to 
be FP or FN; other peaks are supporting peaks and should therefore always be 
present if the correct a-ß and /З-7 peaks are found. The refinable parameters 
in the expert system described above are the importances of the individual 
supporting cross peaks and the thresholds (major, medium and minor limit) 
that decide in what class a β or 7 candidate is classified (PROBABLE, POSSI­
BLE, IMPROBABLE or IMPOSSIBLE). By modifying the above parameters 
the results of the expert system can be changed, so that an optimal setting 
can be found. 
In figure 4.5 we give an example of the screen that is shown to the user 
after validation of the results and calculation of the proposed refinements. 
The small boxes in the center give the suggestions of the refinement system 
for changes to be made in the knowledge base. If the user agrees to one or 
more of these refinements, clicking in one of the small boxes in the center 
will cause the given refinement to be incorporated in the knowledge base. For 
example, clicking in the upper left box causes the major limit to raised by 1, 
and 5 incorrect cases may be corrected by this refinement. Lowering the major 
limit by 1, however, has a chance of correcting 4 other misinterpreted cases. 
Also combinations of refinements may be selected; in that case another box 
appears indicating the effect of the combined refinement. After all refinements 
are incorporated, clicking in the "DONE" box causes the system to consult 
the refined rules again. The estimated numbers of corrected cases are based on 
the cases in which the given limit is responsible for the misinterpreted cases; 
the actual number of corrected cases will be lower because previously correct 
cases may become incorrect because of the refinement, and also other limits 
may be responsible for the misinterpreted case. The numbers thus represent 
upper bounds of the numbers of corrected cases after refinements. 
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Refinable limits in the pattern-search 
SPECIALIZABLE LIMITS: 
major limit 
+ 1 —» 
5 corrected 
medium limit 
+ 1 —» 
3 corrected 
GENERALIZABLE LIMITS: 
major limit 
4 corrected 
CONTINUE 
CHAINING 
medium limit 
- 2 — • 
4 corrected 
expert system: 
minor limit 
8 corrected 
DONE PREVIOUS 
Figure 4.5: The refinement screen. 
4.3 Results and discussion 
4.3.1 Data sets 
In this section the results of the NMR expert system and the effect of the 
refinement strategy on its performance will be discussed. Three testcases are 
considered: the spectra of the proteins BPTI (Bovine Pancreatic Trypsine 
Inhibitor), E-L30, and Tendamistat. The spectra of E-L30 were measured at 
the laboratory of Biophysical Chemistry of the University of Nijmegen [23,24]; 
the data of BPTI and Tendamistat were adapted from literature [25,26] (see 
[19] for more details). 
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Table 4.3: Refinement session for BPTI. In case of the proteins E-L30 and Tendami-
stat, the best results in the /З-7 search are obtained with major, medium, and minor 
limits of 1, 2 and 2, respectively. 
a-ß search 
major medium minor weights # incorrects 
limit limit limit 
1 1 1 default 5 
1 1 2 default 3 
1 2 1 default 5 
1 2 1 /3i-/?2 medium 2 
/3-7 search 
1 1 1 default 4 
1 2 2 default 4 
2 1 2 default 3 
4.3.2 Refinement results for protein B P T I 
The protein BPTI consists of 58 amino acids, and the NMR spectra contain 
56 start peaks. Six amino acids do not have start peaks (the N-terminus, four 
prolines and a glycine) whereas four glycines have two start peaks. Thus, 52 
correct patterns should be found by the expert system; if more patterns are 
found the incorrect ones will be filtered out in the assignment phase. "Correct" 
in this case means the finding of all a-ß and /З-7 peaks given in the literature, 
together with the support they have gathered. With the original settings 
of the refinable parameters mentioned above, the expert system deduced 43 
of the 52 patterns correctly, and after refinements this increased to 47 out 
of 52 patterns. These figures correspond to performances of 83% and 90%, 
respectively. In table 4.3 an example is given of a refinement run in which the 
expert tries several settings, until the best one is found. 
4.3.3 Refinement results for protein E-L30 
E-L30 is a ribosomal protein from E. Coli, containing 58 amino acids. For six 
of the 58 amino acids no start peak could be found while two glycines gave 
rise to two start peaks. This yielded 54 start peaks, corresponding with 52 
amino acids in the sequence. The expert system found 41 correct patterns, a 
performance of 79%. After refinements, 2 additional patterns were deduced 
correctly, a performance improvement of 4%. The optimal settings slightly 
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differed from the ones found in the case of BPTI. We will return to this in the 
discussion section, below. 
4.3.4 Refinement results for protein Tendamistat 
Tendamistat is a larger protein than the previous two, consisting of 74 amino 
acids. Three prolines do not have start peaks and seven glycines have two 
start peaks. Thus, 71 patterns should be mapped to amino acids. Before 
refinement 40 out of 71 patterns were found correctly (56%), after refinement 
this was increased to 45 patterns, a performance of 64%. This is significantly 
lower than the performance in the other two proteins because of extensively 
overlapping patterns. In most cases, however, this leads to FP peaks, which in 
the following assignment parts should be filtered out. The figure of 64% thus 
represents a very pessimistic view on the performance of the expert system. 
The optimal settings were equal to the ones found in the case of E-L30. 
4.3.5 Discussion 
The overall performance of the expert system is comparable to the performance 
of a human expert, even before refinements; because of the extensive feedback 
from the next steps in the interpretation (global and sequential assignments 
of patterns to amino acids), the eventual performance will be much higher. It 
should also be noted that an incorrect result does not mean that the next steps 
in the interpretation are bound to fail. It may very well be that a pattern with, 
e.g., an extra a-ß peak will be classified correctly and can be incorporated in 
the sequence of patterns at just the right place. Only one peak will then 
be interpreted falsely instead of a whole set of peaks. After this assignment 
phase the patterns will be checked if they are still consistent (at that stage, a 
peak may in principle appear only once in all patterns), and errors due to the 
pattern-search part may be filtered out. 
The results of the three proteins given in the above sections indicate that 
the refinement approach can help to improve expert system performance, even 
in a relatively simple system as the one described above. In the proteins E-
L30, BPTI and Tendamistat performance improvements of 4, 9 and 8% are 
reached, respectively, where it should be noted that the knowledge used in the 
initial implementation was already extensively tested in the expert system CINS 
mentioned earlier. In table 4.4 the results for the three proteins are gathered 
using the thresholds and weights of supports that are considered best. These 
optimal settings are gathered in table 4.5, together with the settings originally 
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Table 4.4: Results for the three proteins. 
Protein 
E-L30 
BPTI 
Tendamistat 
Total 
# Amino 
acids 
52 
52 
71 
175 
Incorrect 
# 
11 
9 
31 
51 
patterns 
(initial) 
% 
21 
17 
44 
29 
Incorrect patterns 
(optimal) 
# % 
9 17 
6 12 
26 37 
41 23 
Table 4.5: Final and optimal settings for refinable parameters. The weights of the 
individual pieces of evidence in the initial configuration are given in table 4.2. In 
the optimal configuration, the weight of the βι-02 supporting cross peak has been 
changed to medium. 
a-ß parameters 
parameter 
major limit 
medium limit 
minor limit 
initial optimal 
1 1 
1 2 
1 1 
/З-7 parameters 
parameter initial optimal 
major limit 1 1 
medium limit 1 2 
minor limit 1 2 
given by the expert. In different training sets (in this case each protein was 
used as a separate training set) different settings may lead to optimal results, 
but then some kind of compromise will have to be found. In this case, the 
"optimal" settings found for E-L30 and Tendamistat were equal, but the BPTI 
settings differed a bit. Using the E-L30/Tendamistat optimal settings resulted 
in one extra misinterpreted case in BPTI, which is considered to be acceptable. 
4.4 Conclusions and other applications 
In the above we have shown an application of the refinement approach in 
analytical chemistry. It appeared that the test expert system for the inter­
pretation of two-dimensional NMR spectra of proteins yielded better results 
after several rounds of training using the aforementioned approach. With 
larger knowledge bases in particular it is likely that the gain of such an ap­
proach will be considerable. Other aspects deserve attention, too. In the case 
of the NMR expert system more or less ideal spectra, read from literature, 
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were used. If the expert system were to work for experimental spectra, it is 
very well possible that other values for certain parameters will yield better 
results. The refinement approach gives an opportunity to smoothly adjust the 
knowledge base to the new and more difficult situation. Also in other fields 
where it may be hard to find experimental data sets the expert system may 
initially be trained using an available set, followed by fine-tuning during the 
field work. The flexibility thus obtained may also be used to apply expert 
systems to problems for which they were not originally designed: for example, 
it may be possible to rewrite, with a minimum of effort, an expert system 
that is meant to classify a specific class of chemicals so that it also is able 
to classify a different (but related) class of chemicals. This advantage of the 
refinement approach may very well become an even more important aspect 
than the performance improvements obtained, and research is going on in our 
department on this subject. Another advantage of the above approach is that 
internal consistency can be maintained and if a new piece of evidence or a 
new rule is added, then the knowledge base can easily be trained to adjust to 
the new situation. Finally, the considerable debugging capacities of using the 
refinement approach in the implementation phase of an expert system must 
be mentioned. 
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Chapter 5 
Sequential assignment of 
2D-NMR spectra of proteins 
using genetic algorithms* 
The application of genetic algorithms to the problem of the sequential assign­
ment of two-dimensional protein NMR spectra is discussed. The problem is 
heavily underconstrained since in most cases more patterns are available than 
amino acid positions, and uncertainties may exist in the preliminary assign­
ments. The results indicate that relatively large amounts of errors may be 
present in the input data for the genetic algorithm while usefull results may 
still be obtained. 
'This chapter is published as: R. Wehrens, C. Lucasius, L. Buydens, and G. Kateman. 
Sequential assignment of 2D NMR spectra of proteins using genetic algorithms. J. Chem. 
Inf. Сотр. Sci., 33:245-251, 1993. 
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5.1 Introduction 
The bottleneck in the calculation of the three-dimensional structure of proteins 
from NMR data lies in the spectrum interpretation. Several months of expert's 
time may be required to obtain a preliminary interpretation that has to be 
refined further. Therefore, attempts have been made to automate the process, 
at least to the extent that the expert is aided in the interpretation process 
[1-6] . However, no systems are known that are able to obtain a complete 
interpretation for proteins of reasonable size without human assistance. This 
is largely due to the anomalities that occur in every spectrum, such as missing 
peaks because of noise or insufficient resolution, and atypical patterns. The 
flexibility and robustness that is necessary to solve a problem of this complexity 
can only be found in an iterative process, where an expert is able to switch 
back and forth to pursue his ideas freely. Such an iterative process is difficult 
to implement, however, and therefore most systems aim at providing a best 
first guess. These results may then be validated manually, and included in the 
next run of the system. 
Most systems apply the so-called sequential assignment strategy [7], in 
which the interpretation consists of three stages. In the first stage the spin 
systems of the separate amino acids (hereafter denoted as patterns) are iden-
tified in the COSY spectra. Uncertainties can arise whether a peak does or 
does not belong to a specific pattern. Some programs solve this uncertainty by 
retaining two versions of the pattern: one with and one without the doubtful 
peak. Another reason for the number of patterns to be larger than the number 
of amino acids, is the presence of glycine amino acids in the sequence. Because 
of the two Ca protons in a glycine, two patterns instead of one pattern may 
be identified. 
In the second stage, these patterns are assigned to amino-acid types. This 
is done on the basis of characteristic features of the patterns. However, in 
most cases it will not be totally clear to what kind of amino acid a pattern 
should be assigned, and therefore some errors are inevitable in this stage, too. 
Finally, the patterns are assigned to amino acids at specific positions in the 
sequence. This is done by identifying a list of possible pattern pairs for each 
pair of vicinal amino acids in the chain. For a combination of patterns to be 
valid for an amino-acid pair, the types of the patterns must match the types 
of amino acids, and a sequential connectivity in the NOES Y spectra should 
be found. The pairs of patterns found in this way are then combined to map 
to the complete amino-acid sequence. 
Especially the last part is difficult, since exhaustive seach will often lead to 
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combinatorial explosion. In this paper, we propose a new approach to the last 
step that we will call for convenience the sequential assignment step, using 
genetic algorithms [8]. Genetic algorithms (GA's) are problem solvers that 
are very powerful in searching large solution spaces, mimicking the principle 
of "the survival of the fittest". Candidate solutions are ranked according to 
some evaluation function that is written for the specific problem, and success-
ful solutions are allowed to reproduce with other successful solutions. This 
way, after several generations, the population consists of solutions that have 
inherited the strong parts of their ancestors, and that hopefully form a better 
solution to the problem. In the past, genetic algorithms have been applied to 
a wide variety of problems [9-11], especially to those for which an analytical 
solution was not possible. The genetic algorithm that is applied here is part 
of a hybrid expert system, HIPS [12]. It must be stressed, however, that any 
other system may be used to provide the necessary input files. Because of 
the nature of the input needed for the genetic algorithm, it is to be expected 
that most other interpretation programs will be able to produce the necessary 
information. The G A will be discussed thoroughly in the following section. 
The data sets that have been used to test the performance of the genetic 
algorithm have been obtained by the HIPS program, using COSY, NOESY, 
DQSY and RCT spectra. They contain the following information: 
• The sequence of amino acids; 
• A list of combinations of vicinal amino acids from the sequence; 
• For each combination of amino acids, a list of combinations of spin pat-
terns that may match the amino acids. 
A sample input file is shown partially in figure 5.1. 
Ideally, for each combination of amino acids, the number of possible pat-
tern combinations should match the number of occurrence of the amino acid 
combination in the sequence. In such a case, sequential assignment would be 
trivial, and could easily be performed manually. In practice, however, the 
problems posed are much larger. In expert problem solving, it is often nec-
essary to reject one's own hypotheses and start anew. This is due to the 
inherent uncertainty in composing the patterns (does this peak belong to the 
pattern or not?) as well as in assigning the patterns to amino acids (can 
this pattern be caused by a valine?). As already stated, most spectrum in-
terpretation programs handle this by allowing for multiple assignments, but 
this will increase the number of possibilities in the sequential-assignment step 
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SEQUENCE INFO > 
e i z e : 58 
a a ' s : R P D F C L E P P Y T G P C K A R I I R Y F Y 
N A K A G L C q T F V Y G G C R A K R N N F K 
S A E D C M R T C G G A 
PATTERN INFO > 
nr of p a t t e r n s : 64 
p a t t e r n s : 
0 CYS-51 
1 PATTERN-3 
2 GLY-56 
63 PROLINE-4 
COMBINATION INFO > 
nr of aa combinations: 54 
G A : 
nr of pattern combinations: 25 
27 3 
56 3 
55 28 
С G : 
nr of pattern combinations: 16 
32 1 
35 1 
41 59 
Figure 5.1: Sample input file (partially shown) of the BPTI data set, obtained with 
global settings (see text). Pattern identifyers like CYS-51 are optional and used only 
for validation purposes here. 
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significantly. Moreover, the number of potential sequential connectivities in 
the NOESY spectra may be quite large, and overlapping patterns may pose 
difficult problems, too. Thus, the number of pattern combinations may be 
expected to exceed the necessary by a large amount. This type of errors may 
be called False Positive (FP) errors. Furthermore, some pattern combinations 
that actually are present in the "correct" sequence may be missing: False Neg-
ative (FN) errors. A sequential connectivity may fall below the noise level, or 
a pattern may be assigned to the wrong type of amino acid. In such a case, 
the "correct" pattern combination will not be present in the input file for the 
sequential assignment module. 
Systems that perform an exhaustive search for the best sequence of pat-
terns are not very robust agains both types of errors. A large number of FP 
errors will cause the search to diverge to such an extent that it is completely 
intractable. FN errors may cause the search to pursue false directions in an 
early stage, yielding spurious results. The genetic algorithm may be expected 
to be more robust against both type of error. Superfluous information in the 
form of FP errors will cause a lot of suboptima to be present in the solution 
space, but the G A has a reputation of being capable of finding global optima, 
even in very difficult search spaces [8]. Missing pattern combinations (FN er-
rors) will of course prevent the system from finding a complete solution, but 
since a complete candidate solution is evaluated at once, nothing prevents the 
GA to place the correct patterns at the following positions. 
5.2 Genetic Algorithms 
5.2.1 Theory 
In this section, the fundamentals of genetic algorithms are reviewed briefly 
and the most important ideas and concepts are discussed. The principal idea 
is that of the survival of the fittest; a population of candidate solutions is eval-
uated and only the best are allowed to reproduce. Each solution is represented 
as a bitstring; each string evaluation yields a fitness. Solutions are ranked to 
their fitnesses and allowed to reproduce themselves with a probability pro-
portional to their fitness. Reproduction takes place by means of the so-called 
cross-over operator. In a cross-over, random parts of the parent strings are 
combined to form a new child string. In this way, large parts of successfull 
solution strings are combined to form new and hopefully even better solution 
strings. After reproduction, the parent strings are deleted to keep the number 
of strings constant. At the reproduction stage, some random mutations are in-
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Figure 5.2: Flowchart of a genetic algorithm. 
troduced to keep the population from premature convergence. These concepts 
are illustrated in figure 5.2. As the number of generations increases, and bad 
solutions are deleted, the fitness of the best member of the population may 
be taken as an indication of the success of the search. In figure 5.3 a typical 
GA run is depicted. The evaluation criterion yields discrete fitness values that 
rapidly increase in the beginning of the search. After a while, an optimum 
is reached and the search can be terminated. The termination criterion is 
usually a maximum number of generations or a maximum fitness value. 
Whereas the concepts are simple, a lot of small variations and extensions 
are possible. For instance, so-called two-points cross-over operators may be 
defined that exchange parts of bitstrings that are not terminal, and penalty 
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Figure 5.3: Performance plot of a genetic algorithm on a BPTI data set obtained with 
optimal settings. As the number of generations grows, the fitness increases to a level 
where no improvement can be found. 
functions may be included in the string evaluation in the case that the solutions 
become too much alike. Furthermore, cross-over and mutation rates may be 
varied, along with population sizes, and scaling functions may be applied to 
the fitness. This makes a genetic algorithm a very flexible tool. 
However, the most important issue in applying genetic algorithms is the 
representation of the problem. A suitable way must be found in which solutions 
can be represented as bitstrings and in which they can be manipulated easily. 
Furthermore, an appropriate evaluation criterion must be defined. If any of 
these elements is not optimal, the genetic algorithm will perform poorly. For 
numerical optimization problems, several established methods have been set 
up, and application of genetic algorithms in such cases are relatively straight­
forward [9]. However, subset selection and sequencing problems often require 
another set of primitives [13]. 
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5.2.2 Appl icat ion to the sequential ass ignment 
The sequential assignment problem is essentially a subset selection problem 
where also the sequence of the solution is of importance. In principle, ./V 
patterns should be mapped to M positions in the sequence (where N > M). 
The size of the search space is N\/{N — M)\. This number can be very large; as 
an example, one of our data sets consisted of a protein of 74 amino acids and 
97 possible patterns, yielding a search space of approximately 10130 solutions! 
The genetic algorithm that is applied in this cases uses a specially developed 
subset encoding along with special cross-over and mutation operators [13]. In 
short, each solution is represented as a permutation of the N possible elements. 
Only the first M elements are evaluated in the fitness function, so that the 
subset selection takes place automatically. The cross-over operator preserves 
position as much as possible: an element on a certain position in the parent 
string will be copied to same position in the child string, whenever possible [13]. 
Mutation consists of random swapping of two elements on the bitstring, and is 
divided into a reorder mutation and a trade mutation. The former swaps two 
elements in the first M elements of the bitstring, the latter swaps an element 
from the first M elements with an element of the last N — M elements of the 
bitstring. 
The fitness criterion basically counts the number of pattern combinations 
in a candidate solution that are present in the list of possible pattern combina-
tions (for each combination of vicinal amino acids). As an example, consider 
the amino acid combination G A (glycine alanine) at the end of the sequence in 
figure 5.1. Twenty-five combinations of patterns are possible here, according 
to the input; whenever in a candidate solution one of these pattern combina-
tions is at the last positions in the sequence, the candidate solution receives 
one point. In this way, a maximum fitness of M — 1 is possible. In that case, 
all pattern combinations match the combinations of amino acids to which they 
are mapped. 
Throughout all experiments, cross-over rate was kept at a value of 0.8, the 
reorder mutation rate at a value of 0.02 and trade mutation rate at a value of 
0.01. The mutation rates are kept low to prevent the search from becoming 
random. The values used for these parameters are in agreement with the 
optimal values found using an experimental design. The population size was 
usually set to 500, and a maximum number of generations of 3000 was used 
as a stop criterion. Fitnesses were scaled using a sigmoid function, to enable 
the genetic algorithm to make progress even in flat solution spaces [13]. 
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The programs were written using the GATES software [14] and were run on 
a SUN SPARCl workstation. One run of 3000 generations usually took four 
hours of real-time. 
5.3 Experimental 
5.3.1 Data sets 
In this section, the results of a number of test cases with real and simulated 
data sets will be discussed. With these sets, we can determine the amount 
of incorrect, superfluous or missing data that the GA can handle in reaching 
a sensible solution. To be clear, it is not our claim that the GA will find 
the complete and correct sequence of patterns, but rather a large part of the 
solution that then can be used to obtain the missing parts, either by hand or 
by a next iteration with help of an expert system. The test cases serve as a 
means to illustrate this. 
The data sets are derived from three proteins: E-L30, BPTI (Bovine Pan-
creatic Trypsine Inhibitor) and Tendamistat. Fabricated spectra of these pro-
teins [5] were used in the assignment using the expert system HIPS [12]. In 
HIPS, the conclusions of the expert system can be evaluated using a database 
of solved cases, and suggestions can be done by the system to improve its 
performance. This way, several parameters in the expert system can be tuned 
to obtain optimal results. For each protein, two data sets were produced, 
one set in which the performance of HIPS was optimized for that particular 
protein, and one set in which global settings were used that were optimal for 
the total of the three proteins. These original sets are denoted "optimal" and 
"global", respectively. Thus, we obtained six realistic data sets (two for each 
protein), in which different amounts of FP and FN errors are present. These 
six data sets are described further in table 5.1. It should be noted that these 
sets have been obtained using the fully automatic mode of HIPS, and that the 
only manual intervention has been the training of HIPS to the three data sets 
to obtain a set of optimal settings for each protein, and a set of global settings 
which yielded an overall maximal performance. 
From these data sets, several others were constructed manually to test 
the abilities of the G A. First of all, the optimal data sets from table 5.1 were 
pruned manually to reduce the number of possible pattern pairs. This is not an 
unrealistic situation since in real life the spectrum interpretation program will 
most probably be used by an expert who is capable of limiting the number of 
possibilities in an early stage. In this case, the pruning was continued for each 
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Table 5.1: Characteristics of the original data sets. E-L30 and BPTI both consist of 
58 amino acids, Tendamistat consists of 74 amino acids. In the E-L30 data set, more 
than half of the "correct" pattern combinations are not present in the input file. The 
Tendamistat sets are difficult because of the large number of pattern combinations 
that are possible and the large number of superfluous patterns that has been found. 
Protein 
E-L30 
E-L30 
BPTI 
BPTI 
Tendamistat 
Tendamistat 
settings 
Global 
Optimal 
Global 
Optimal 
Global 
Optimal 
# patti ;ras 
61 
61 
64 
63 
97 
90 
# pattern pairs 
922 
1032 
1567 
1032 
4042 
2244 
# F N 
29 
31 
21 
16 
19 
20 
combination of amino acids until less than ten possible pattern combinations 
were left. As the "correct" solutions of patterns of all data sets used here 
are known, this knowledge was used as the pruning criterion; if a pattern in 
a combination did not match the amino acid type in that combination, the 
pattern combination was removed. This pruning procedure ensures that the 
FP errors continue to be distributed evenly over all combinations of amino 
acids. In case an amino acid has not been assigned in the literature, a pattern 
that is not part of the sequence will be inserted at random. For the present 
purposes, they can be treated as if they were correct. Furthermore, all original 
data sets, as well as the pruned data sets, were provided with the correct 
pattern pairs that were missing (column # FN in table 5.1), again using the 
knowledge of the "correct" pattern sequence. This yielded nine more data sets 
in which the fitness of the true solution is the highest fitness possible. The 
data sets constructed in the above ways have been gathered in table 5.2. 
5.3.2 Set-up of experiments 
In each experiment, five runs with the G A were done. From each run, the 
solution with the highest fitness was selected. If two or more solutions had the 
same fitness, the last one generated was selected. An assignment of a pattern 
to a position is considered definite if in at least three of the five selected 
solutions the pattern is placed at that position. An assignment is considered 
possible if this is the case with two of the five runs. No attempt is made to 
check whether a pattern has been assigned to two places at once. 
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Table 5.2: Characteristics of the constructed data sets. In case the number of FN 
errors increases by pruning, a pattern that has been inserted for a missing assignment 
in literature has been pruned away. 
Protein 
E-L30 
BPTI 
Tendamistat 
Characteristics 
Optimal settings, pruned 
Optimal settings, full 
Optimal settings, pruned, full 
Global settings, full 
Optimal settings, pruned 
Optimal settings, full 
Optimal settings, pruned, full 
Global settings, full 
Optimal settings, pruned 
Optimal settings, full 
Optimal settings, pruned, full 
Global settings, full 
# patterns 
61 
61 
61 
61 
63 
63 
63 
64 
90 
90 
90 
97 
# pairs 
218 
1063 
249 
929 
352 
1050 
370 
1590 
520 
2244 
533 
4042 
# F N 
30 
0 
0 
0 
16 
0 
0 
0 
21 
0 
0 
0 
Furthermore, each data set was used in four experiments that used a 
slightly different fitness evaluation function. In the normal case, as has al-
ready been described, the number of "correct" pattern pairs present in the 
trial solution is counted. In the three other evaluation functions, extra points 
are given if two "correct" pattern pairs follow each other. That is, if the mid-
dle pattern of the three is possible in both pattern pairs. The amount that 
is added in such a case is varied: in this way we can see the influence of the 
evaluation on the eventual performance of the GA. In the first experiment, 
0.5 is added for each pair of correct pattern pairs; in the second 1, and in the 
third 2. 
The sets where the real solution has the highest fitness can be used to 
assess the sensitivity of the genetic algorithm to superfluous and misleading 
information, by validating its ability to reach a global optimum in a complex 
solution space. In the original data sets of table 5.1 we can observe the effects 
of missing and incorrect information. 
I l l 
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Table 5.3: Mean fitnesses and standard deviations of fitnesses in five experiments 
for the data sets. Fitness is defined here as the number of pattern pairs in the best 
candidate solution that are present in the pattern pair table in the data set. The 
"correct" fitness is the fitness of the "correct" solution. 
Protein 
E-L30 
BPTI 
Tendamistat 
Characteristics 
Global settings 
Optimal settings 
Pruned 
Global, full 
Optimal, full 
Pruned, full 
Global settings 
Optimal settings 
Pruned 
Global, full 
Optimal, full 
Pruned, full 
Global settings 
Optimal settings 
Pruned 
Global, full 
Optimal, full 
Pruned, full 
"Correct" Τ 
27 
29 
28 
57 
57 
57 
37 
42 
42 
57 
57 
57 
55 
54 
53 
73 
73 
73 
Mean Τ 
34.2 
33.8 
27.8 
41.0 
39.8 
54.5 
42.8 
40.4 
42.8 
45.8 
42.0 
49.2 
62.4 
61.0 
47.8 
66.2 
61.6 
54.6 
« ƒ · 
2.4 
2.8 
1.9 
5.6 
4.5 
2.5 
1.6 
2.4 
2.3 
2.7 
2.5 
7.9 
2.3 
2.9 
4.5 
3.0 
1.8 
5.7 
5.4 Results 
5.4.1 General results 
In table 5.3 the results of series of five runs for the data sets are gathered. As 
can be seen, in the original data sets, in almost all cases fitnesses are found that 
are higher than the fitness of the "correct" solution. This indicates that a lot of 
local optima exist and that the optimum we are looking for will not even be the 
highest one. In the completed data sets, of course, the "correct" solution has 
the highest possible fitness, and the previous behaviour is not observed. The 
column containing the standard deviations is also very interesting. In three or 
four cases, markedly high standard deviations are found when comparing the 
five G A runs: E-L30 with global and completed settings, BPTI with pruned 
and completed settings, and both incomplete and completed pruned settings 
of Tendamistat. The BPTI case is the result of one run where the GA got 
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Table 5.4: Definite assignments for the data sets from table 5.1 with different evalua-
tion functions. The first number of each entry is the number of correct assignments, 
the second number the total number of assignments. Bonus is the number that is 
added to the fitness of a solution in the case of two successive correct pattern pairs. 
The case where Bonus equals 1 yields the highest percentage of correct assignments 
(59%) as well as the smallest number of incorrect assignments. 
Data set 
E-L30, optimal 
E-L30, global 
BPTI, optimal 
BPTI, global 
Tendamistat, optimal 
Tendamistat, global 
Total 
Bonus = 0 
9/16 
7/15 
18/20 
12/17 
6/19 
3/10 
55/97 
Bonus = 0.5 
10/16 
5/15 
23/28 
17/23 
5/18 
3/9 
63/109 
Bonus = 1 
4/11 
6/15 
18/23 
14/16 
4/10 
4/10 
50/85 
Bonus = 
10/18 
6/20 
18/22 
13/22 
3/8 
4/10 
54/100 
stuck in a local optimum. The standard deviation of the other four runs is 
much smaller. In the other cases, rather different fitnesses are found, and it 
appears that the GA has difficulties in finding the correct path to the solution. 
In the E-L30 case this may be caused by the large number of FN errors, and 
in the Tendamistat cases by the large number of superfluous patterns that 
have to be mapped to the sequence of 74 amino acids. Using the Tendamistat 
data sets that have not been pruned, high fitnesses can be obtained because 
of the enormous amount of possible pattern pairs in the input sets. Thus, the 
number of local optima that are almost as high as the global optimum is very 
large. We will see shortly that this hypothesis is confirmed by the low number 
of actually assigned patterns in Tendamistat. 
5.4.2 Resul ts of the original data sets 
The original data sets in table 5.1 present the most difficult cases since they 
contain the highest number of missing pattern pairs along with a large amount 
of superfluous pattern pairs. In tables 5.4 and 5.5 the definite and possible 
assignments, respectively, for these data sets are tabulated for the different 
evaluation functions. In all cases, the percentage of possible assignments that 
is correct is significantly smaller than the percentage of definite assignments. 
This is as expected, but in most cases the additional number of correct assign-
ments is so small that there appears to be no benefit at all in book-keeping 
the possible assignments. This will be consistently the case in all subsequent 
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Table 5.5: Possible assignments for the data sets from table 5.1 with different evalu-
ation functions. In this case, the highest percentage is obtained where Bonus equals 
2. 
Data set 
E-L30, optimal 
E-L30, global 
BPTI, optimal 
BPTI, global 
Tendamistat, optimal 
Tendamistat, global 
Total 
Bonus = 0 
13/40 
13/38 
26/47 
14/40 
16/58 
9/47 
91/270 
Bonus = 0.5 
12/47 
9/39 
24/44 
28/50 
15/57 
9/44 
97/281 
Bonus = 1 
8/42 
7/31 
29/44 
18/39 
12/48 
9/53 
83/257 
Bonus — 
14/35 
8/43 
30/50 
15/41 
10/50 
8/37 
85/246 
results, so for the sake of brevity we will not give the results of possible as-
signments further. 
In figure 5.4 the percentages of correct assignments are gathered for each 
protein, where the results using both the optimal and global data sets have 
been combined. It is clear that the GA performs best in the case of BPTI. 
In this data set, relatively few FN errors are present, and the load of some 
extra FP errors, compared with E-L30, does not seem to pose a problem. 
Here, roughly 80% of all assignments are correct. In E-L30, more patterns 
are incorrecly assigned because of errors in the input set. Tendamistat repre-
sents a different case because of the large amount of superfluous patterns and 
pattern pairs, and the greater length of the amino acid chain. However, the 
difference between the global and optimal settings is small, especially in the 
possible assignments. It may be concluded that both data sets are actually 
too indetermined to let the GA find a reasonable solution. The small numbers 
of definite assignments reflects the observed behaviour that there are many 
ways in which a trial solution with a high fitness can be formed. Therefore, 
patterns are rarely assigned to the same place in two or three runs. 
5.4.3 R e s u l t s of the c o n s t r u c t e d d a t a se ts 
The constructed data sets from table 5.2 present different situations to the 
genetic algorithm. In the manually pruned sets, much less superfluous pattern 
combinations are present, and in the full sets, all pattern combinations of 
the "correct" solution are present in the data set. Thus, with these sets, the 
sensitivity of the genetic algorithm with respect to false negative and false 
positive errors in the input can be investigated. 
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Figure 5.4: Percentage of correct definite assignments for the three proteins, using 
different values for the Bonus parameter. These results are the mean over the optimal 
and global data sets (see text). 
Table 5.6: Definite assignments for the pruned data sets from table 5.2 with different 
evaluation functions. 
Data set 
E-L30 
BPTI 
Tendamistat 
Total 
Bonus = 0 
6/26 
37/44 
29/35 
72/105 
Bonus = 0.5 
18/29 
35/42 
26/34 
79/105 
Bonus = 1 
18/28 
37/39 
22/32 
77/99 
Bonus = 2 
16/23 
38/44 
14/23 
68/90 
Comparison of the results of the pruned sets with the results of the optimal 
sets in table 5.4 gives an indication of the influence of FP errors on the eventual 
outcome. The results of the pruned sets are given in table 5.6. Pruning clearly 
yields a significant performance improvement, as expected. Not only can the 
correct path to the global optimum be found easier, but also several other 
local optima are removed. The data sets where the missing pattern pairs are 
completed, can be used to further assess the ability of the GA to find the 
global optimum, which in these cases comprises the correct solution. These 
results are gathered in table 5.7. 
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Table 5.7: Definite assignments for the completed data sets from table 5.2 with dif-
ferent evaluation functions. 
Data set 
E-L30 
E-L30 
E-L30 
BPTI 
BPTI 
BPTI 
Tendamistat 
Tendamistat 
Tendamistat 
Settings 
Optimal 
Global 
Pruned 
Optimal 
Global 
Pruned 
Optimal 
Global 
Pruned 
Bonus = 0 
11/19 
25/32 
55/56 
18/24 
21/28 
49/52 
6/17 
5/18 
35/43 
Bonus =0.5 
14/16 
27/29 
55/58 
36/39 
20/22 
51/51 
5/9 
9/19 
35/39 
Bonus — 1 
17/23 
24/31 
57/57 
23/27 
14/21 
51/53 
5/12 
6/11 
38/41 
Bonus = 
17/19 
19/20 
55/58 
33/38 
16/20 
52/54 
4/18 
8/16 
37/43 
5.5 Discussion of results 
5.5.1 Original data se t s 
First of all, the results of the original data sets can be compared with each 
other (see table 5.4). It is clear that the BPTI data sets give the best results. 
Despite significant numbers of FN as well as FP errors in the input files, a 
reasonable assignment rate is achieved. In the case of E-L30, the number of 
correct assignments is much smaller, presumably because of the large number 
of FN errors; more than 50% of the correct pattern combinations is absent 
from the input files. The Tendamistat data sets present another difficulty: 
the number of possible pattern combinations is so large that a large number 
of sequences can be constructed that have an equal or even higher fitness than 
the correct sequence. In this case, many local optima of a very different nature 
can be found that have high fitnesses; and most of them have higher fitnesses 
than the correct solution (see table 5.3). This situation is adequately reflected 
by the very small number of assignments, of which, in many cases, only the 
proline assignments are correct. These are treated as dummies in the input 
data because HIPS does not assign proline patterns [12]. 
5.5.2 Pruned data sets 
Second, the results of the pruned data sets may be used to assess the perfor-
mance of the G A in the case of only a limited number of FP errors (compare 
the optimal data sets in table 5.4 with table 5.6). In almost all cases, the 
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number of assignments as well as the percentage of correct assignments in-
creases significantly. The difference is most markedly present in the case of 
Tendamistat, where the original data sets posed the GA for too big a problem; 
with the pruned Tendamistat data set approximately one-third of all positions 
is correctly assigned. Also the results on the E-L30 and BPTI data sets show 
a significant improvement. The interesting thing to note is that the largest 
pruned data set, Tendamistat, contains more than half the number of pattern 
combinations than the smallest original data set, and besides that a larger 
surplus of patterns for the available positions. The difference in difficulties 
presented by these data sets thus appears to be rather small. This notwith-
standing, results of the pruned Tendamistat data set are significantly better 
than the results of the original E-L30 set. Almost 40% of the positions have 
been assigned correctly in the pruned Tendamistat case, whereas in the orig-
inal data set of E-L30, the best performance consists of a correct assignment 
of 17% of the positions. However, the percentages of assignments that are 
correct differ only little in these cases; it appears that a large number of FP 
errors predominantly prevents patterns to be assigned to a specific position. 
From this, a tentative conclusion may be drawn that there is some cut-off 
value for the number of FP errors above which the GA will not be able to 
yield usefull results. Based on these data, one could estimate that the cut-off 
value would lie somewhere round ten to twenty times the number of positions 
in the sequence. If more FP errors are present, no reliable assignments are to 
be expected. 
5.5.3 Comple ted data sets 
Thirdly, the completed data sets may be compared with the incomplete sets to 
see how much the performance of the G A is hampered by FN errors. Of course, 
a completely correct interpretation is almost impossible in the presence of such 
errors, but, as already said, it is already a significant aid in the spectrum 
interpretation if large parts of the sequence have been assigned. As can be 
seen in table 5.7, the effect of removing the FN errors is largest in the pruned 
data sets, where the FP errors do not play a predominant role and the number 
of assignments already is significant. In the pruned E-L30 and BPTI cases, 85-
100% of the positions is assigned the correct pattern. In the Tendamistat data 
set, this figure lies around 50%, indicating that the number of approximately 
450 FP errors is still too big to achieve a complete assignment. In the original 
data sets, not so much an improvement in the number of assignments has 
been reached, but more an improvement in the rate of correct assignments. 
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However, the Tendamistat data sets still are too difficult for the GA to find 
the global optimum, that now consitutes the real solution. 
5.5.4 The evaluation function 
Finally, some comments on the evaluation function may be made. The repre-
sentation of a candidate solution and its evaluation criterion should not only 
represent the merits of that solution, but should also enable the cross-over 
operator to combine useful parts of different solutions so that an even better 
one is obtained. This implies that the so-called "fitness landscape", that is 
effectively sampled by the GA, should have a more or less smooth surface. If it 
is completely flat with one sharp spike, containing the solution, it is extremely 
unlikely that search methods will find the optimum, given solution spaces of 
the current magnitude. On the other extreme, fitness landscapes with a very 
ragged surface without any apparent coherence will also give bad and unre-
liable results. In such a case, the GA will not perform much better than 
random search. In general, it is best to leave the evaluation function as simple 
as possible, since complicated evaluation functions often have a tendency to 
roughen the fitness surface. For instance, the first evaluation function that 
was tried consisted of a part in which probabilities of patterns belonging to 
certain types of amino acids were combined with the presence or absence of 
sequential cross peaks. Although the fitness gave a very good picture of what 
constituted a good solution, the results with the G A were very poor. 
The current evaluation function, however, is much simpler. The "correct" 
solution has the highest fitness, but there are a lot of partially correct solu-
tions that approach this fitness. This is essential for a successful operation 
of the GA. However, it was thought worthwile to try the enhancement of the 
evaluation function by rewarding multiple vicinal pattern combinations that 
were present in the input set. It can be seen, however, that the addition of 
a bonus in such a case does not seem to have much influence. Although in 
some cases better results may be obtained, especially when averageing over 
the three proteins, the general trend is not very convincing, and further per-
formance improvements are more likely to appear if the quality of the input 
sets is improved. A further improvement could be the inclusion of more GA 
runs to determine whether or not a pattern is definitely assigned to a specific 
position. 
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5.6 Conclusion 
In this article, the possibilities of using genetic algorithms in the sequential as-
signment of NMR protein spectra have been assessed. It can be concluded that, 
provided the datasets are of sufficient quality, good results can be obtained. 
The amount of errors that is permitted in the datasets has been investigated. 
Useful results (one-third of the amino-acid positions assigned correctly) may 
still be obtained if the number of pattern combinations exceeds the necessary 
number of amino-acid combinations with an order of magnitude. These FP 
errors mainly affect the number of assignments that is made by the G A, and 
not the rate of correct assignments. Missing information (FN errors) mainly 
affects the quality of the assignments, as may be expected. If a pattern com-
bination is absent from the input dataset, the GA will try to fit in a false 
combination that will be rewarded in the evaluation phase. Datasets with up 
to 50% missing pattern combinations have been evaluated, with the result of 
10-30% of the positions correctly assigned, depending on the number of FP 
errors. If the number of FP errors is small enough, and the number of FN 
errors is zero, performances of nearly 100% may be obtained. 
The above results indicate that the GA is a promising technique to be used 
in the automation of the spectrum interpretation process. Especially in cases 
where an amount of errors is present that would prohibit other techniques to 
produce any results at all, the GA may still be able to assign a part of the 
sequence correctly. The quality of the solutions presented by the GA may be 
assessed by investigating the fitnesses of the solutions as well as the number 
of assignments that can be made from the runs. Because of the large robust-
ness against both FP and FN errors, it is expected that this technique can be 
coupled effectively to expert systems or other programs, where uncertainties 
may lead to large number of possibilities and incorrect conclusions. However, 
it must be borne in mind that the spectra from which the datasets were de-
rived have been simulated, albeit as realistically as possible. Results with real 
spectra must be obtained to adequately assess the power of the method and 
to be able to compare it with other methods. 
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Chapter 6 
Sampling of aquatic 
sediments. The design of a 
decision-support system and 
a case study.* 
The structure of a knowledge-based decision-support system for the sampling of 
aquatic sediments in lakes is discussed. The system is in the implementation 
stage and will advise on a sampling strategy that reveals as much as possible 
of the pollution level of the underwater soil, based on geomorphic information 
and analytical results for previous samples (if available). Constraints such as 
the desired precision and maximum sampling costs are taken into account. A 
case study on Ketelmeer lake (The Netherlands), illustrates the techniques and 
heuristics that will be used in the decision-support system. 
'This chapter is published as: R. Wehrens, P. van Hoof, L. Buydens, G. Kateman, 
M. Vossen, W.H. Mulder, and T. Bakker. Sampling of aquatic sediments, the design of 
a decision-support system and a case study. Anal. Chim. Acta, 271:11-24, 1993. 
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6.1 Introduction 
In each water system, there is a close relation between the quality of (the 
suspended matter in) the surface water and the quality of the surface layers 
in the sediments underneath. As a consequence of water pollution in the past, 
the sediments in many industrialised countries are polluted in many places. 
Because of the close relationship between the quality of sediments and the 
quality of surface water, contaminated sediments can form a long-duration 
source of diffuse environmental pollution even when water pollution has been 
drastically reduced. 
The potential risks for the environment have been the motivation in The 
Netherlands for the start of a water-bed cleaning programme in order to reduce 
the risks where needed. The programme is intended to reach a sediment quality 
such that there are only negligible risks to the functioning of balanced aquatic 
ecosystems. In addition to the direct risks of contaminated sediments there 
are also problems on coping with contaminated dredging spoil. To describe the 
potential risks of waterbed pollution and in order to give practical directives 
for coping with contaminated dredging spoil, five categories of pollution have 
been defined in The Netherlands [1] (see table 6.1). 
In order to obtain an overview of the pollution of water beds, a research 
programme throughout The Netherlands has been started. The aim is to cat-
egorise all water beds in one of the above five categories. The category in 
which a sediment is classified depends on the number of compounds exceeding 
the standards (quality limits) that are defined for compounds most commonly 
present. Polluting compounds that are taken into account are heavy metals 
and organic micropollutants like polycyclic aromatic hydrocarbons (PAHs), 
polychlorinated biphenyls (PCBs) and pesticides. Consequences like water-
bed cleaning or storage of contaminated dredging spoil in storage depots de-
pend on the classification of the sediment or spoil. 
One of the first problems in starting the research programme is the ques-
tion of where to take the samples. Whereas a lot of work has been done on the 
sampling of surface waters, sampling of aquatic sediments has been neglected. 
Furthermore, as the sampling is performed by different water authorities such 
as the waterboards, it is of great importance that one uniform sampling strat-
egy is followed in the different water districts, otherwise the results would not 
always be intercomparable. 
The sampling problem has given rise to start the development of a knowl-
edge-based decision-support system, BIAS (a Dutch acronym for sampling of 
aequatic sediments). In the last few years, more and more knowledge-based 
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Table 6.1: Classification of sediments to level of pollution. 
Class Standard 
Consequences for 
waterbed cleaning policy 
Consequences policy 
on dredging spoils 
Research into necessity 
for cleaning urgent 
because of risks to public 
health and environment. 
Warning Value 
Test Value 
Research into need 
for cleaning not 
urgent. 
Quality Objective 2000 
No cleaning. 
Target Values 
Processing under 
controlled conditions 
which become stricter 
the more the quality 
of the dredging spoils 
exceeds the test value. 
Use and dispersal 
in the water possible 
under certain 
conditions. 
Use and dispersal 
in the environment 
possible. Waterbed 
quality may not 
deteriorate. 
No restrictions on 
use and dispersal 
in environment. 
systems have been used in environmental applications [2]. Some systems for 
sampling strategies have also been developed [3], although they concerned 
sampling strategies for dry soil, whereas BIAS is meant to provide consistent 
sampling strategies for water beds. A first restriction was made to strategies 
for great lakes. The heuristics and statistical operations used in the expert sys-
tem are validated using a number of test cases. From these, missing knowledge 
may be extracted and existing knowledge may be refined. 
Geomorphic information on the water system to be investigated, and an-
alytical results for previous measurements, if available, are included in the 
advice-forming model. General heuristics and statistically calculated parame-
ters are then used to provide the optimal sampling strategy. Constraints such 
as the costs of sampling and the desired reliability should also be taken into 
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account: the ideal sampling scheme of taking as many samples as possible is 
not, of course, feasible in practice. 
In this paper, the structure of the knowledge-based system is discussed 
and an outline of the techniques used in the analysis of previous sampling 
data will be given. Results of a case study on the Ketelmeer, a lake in The 
Netherlands, are discussed. Heuristics and plausible generalisations derived 
from this case study with respect to sampling strategies will be presented. 
Finally, conclusions and directions for further research will be given. 
6.2 Setting up sampling strategies with BIAS 
Sampling strategies are used to minimise the amount of samples while still 
guaranteeing a specified accuracy [4]. To be able to choose the most profitable 
trade-off value in the case of sampling of sediments, one must have a good idea 
of the geomorphic properties of the water system and the relations between 
them and diffusion patterns of the sediments. For the compounds that are 
of interest here, different distribution patterns may be encountered because 
of different adsorption on sediment material. Knowledge about the sources of 
pollution is also very important in this respect. Analytical results for previous 
samplings will also be very helpful in devising a relevant sampling strategy, as 
they can provide a model for the spatial correlation in the soil. A knowledge-
based system that advises on a sampling strategy for aquatic sediments should 
be able to combine these different types of knowledge and should contain both 
statistical and heuristical knowledge. In BIAS, this is achieved by a division 
into modules each with a distinct task. The structure of BIAS is given in 
figure 6.1. 
Module 1. Input and data validation. In Module 1 the characteristics 
of the water system are given by the user. These include, amongst others, 
shape and depth of the water system, soil types, direction and strength of the 
current, prevailing direction and strength of the wind, sources of pollution, 
inlet(s) and outlet(s) of the water system, shipping routes, harbours, and 
special items such as dredging areas. If available, data on previous samplings 
can be read from a database. These data are validated first to rule out typing 
and other errors. If all data are validated, control is passed to Module 2. 
Module 2. Definition of homogeneous subareas. In Module 2 the 
water system is divided in more or less homogeneous subareas. These areas 
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Calculation of sampling strategy 
SAMPLING SCHEME 
Figure 6.1: The structure of BIAS. 
then are treated separately. The rationale behind this subdivision is that 
for each subarea a separate sampling strategy may be feasible; in calm, deep 
waters where little resuspension takes place only small deviations from the 
area mean will be expected, and in many cases only a few samples will suffice. 
In shallow waters with a strong current, many more samples will have to be 
analysed to get a good overview of the local situation. 
The division into subareas is based on a set of parameters that influence the 
pollution level of an underwater soil. They can be divided into the following: 
• climatological conditions — wind, prevailing direction and strength; 
• hydrological conditions — depth, and direction and speed of the current; 
• geomorphological conditions — soil type; 
• human activities — shipping, harbours, dredging, sources of pollution. 
If results of previous samplings are available, a cluster analysis is done to 
see whether the clustering of the samples fits the predefined areas. If agreement 
is found, this means an extra affirmation that the division in subareas was done 
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on relevant grounds. If no agreement is found, the data should be examined 
more carefully. In some instances, missing knowledge can be detected in this 
way, e.g., a sample location may be influenced by a parameter that has been 
overlooked in the input phase. Outliers may also be detected in this way. 
Module 3. Analysis of subareas. If results of previous samplings are 
available, they are analyzed here to estimate pollution levels at unsampled 
locations. The assumption is that locations that are spatially close to each 
other tend to have similar soil characteristics. Two techniques can be used 
here: a two-dimensional interpolation technique often used in mining, called 
kriging [5,6], and a one-dimensional technique, stemming from time series 
analysis and using autocorrelation [7,8]. Because all spatial correlations can 
be taken into account in the two-dimensional plane, kriging will give better 
predictions. Autocorrelation methods, on the other hand, do not require as 
many data as kriging techniques and are therefore applicable in (frequently 
occurring) cases where relatively few data are available. 
Both methods require a set of conditions to be fulfilled to produce useful 
predictions. First, the variance of the variable to be estimated only depends 
on the lag vector between the two locations. Often, this condition is replaced 
by an even stronger one in which only the length of the lag is taken into 
account and the direction is neglected. This, however, will yield incorrect 
results in many cases as different correlations will exist in different directions. 
Second, the variable is stationary, i.e., no drift is present. Effectively, this 
means that the о priori expectation for all locations in the area is equal. In 
practice, additional knowledge about the area will often make this assumption 
false. The subareas obtained in the previous module are meant to satisfy these 
conditions. In general, it is very difficult to determine whether this is the case. 
The most popular method to validate the method is cross-validation, where 
values at sampled locations are predicted using the other locations. However, 
good predictions still are no guarantee that the conditions are satisfied. 
Kriging and related methods. Kriging can be seen as an optimal 
unbiased interpolation method; based on known values in sampled locations, 
values at other locations are predicted. A measure indicating the amount 
of variation at two locations separated τ times a lag distance h apart is the 
semi variance η
τ
, given by 
2 7 T = E {{z{x) - z(x + τ • h)}2} (6.1) 
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Figure 6.2: Example of a semivariogram. In this case a linear model with sill is chosen 
to represent the data (see text). 
The semivariance can be estimated by the formula: 
n(r) 
7r = Mr) £i ^ Ι Φ Ο - Φ , + τ-/»)]
5 (6.2) 
where z(xt) and z(xt + τ · h) are the values of the variable of interest1, x, 
at location i and a location τ lags away, respectively. The number of pairs 
(z(xi), z(xi+T-h)) is given by η(τ). The semivariogram, in which semivariances 
are plotted against the lag number (see figure 6.2), is modelled by fitting a 
simple function through the datapoints. Linear, exponential and spherical 
models are often used. At lag zero, the semivariance is 0. In many cases 
a discontinuity is present called the nugget effect. This indicates that there 
is significant variance over distances smaller than the lag distance. At large 
distances, the semivariance is equal to the variable variance and reaches a 
ceiling, called the sill. These parameters, and the range where the semivariance 
increases with the lag, are indicated in figure 6.2. 
The value of a variable a; at an unsampled location is derived from a linear 
combination of nearby points. Kriging attempts to minimise the prediction 
'in kriging and related topics, variables are termed regionahsed, indicating that the vari­
ables are a non-random sample from one realisation of a random function. This is rather 
different from the usual idea of multiple realisations of a random variable. For the present 
purposes, this difference can be ignored. 
129 
6.2 SAMPLING STRATEGIES WITH BIAS 
error. This can be achieved by solving the following matrix equation: 
/
 7 ( / i u ) · · · 7(Л1>Я) 1 \ 
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1 
7(Λη,η) 1 
1 О 
w
n 
\ λ J 
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7(Лпл») 
1 
or the equivalent form 
A • w = b 
(6.3) 
(6.4) 
where htyJ is the distance between the sampled locations г and j , 7(/itj) is the 
semivariance between locations г and j , 7(/г
г
,
р
) is the semivariance between 
the sampled location г and the imsampled location p, obtained from the semi-
variogram, W
x
 is the weight given to location г in the prediction of location p, 
and λ is the Lagrange multiplier. The solution for the unknown vector w is 
simple: 
w = A _ 1 - b (6.5) 
This gives for an estimate on location ρ the value: 
with prediction error variance 
Xp = W · X 
si = w · b 
(6.6) 
(6.7) 
The weights obtained in this way are optimal in the sense that the predictor 
is unbiased and has a minimum prediction error. The predictor is also exact, 
which means that the value at a sampled location is predicted exactly and 
with zero error. Contour maps may be drawn that provide a global view of 
the situation. 
Several other types of kriging exist. In universal kriging [9,10], a poly­
nomial trend is permitted. In co-kriging [11,12], the value of the variable of 
interest in an unsampled location is determined not only by interpolation from 
sampled locations, but also by measurements of correlated variables. Disjunc­
tive kriging [13-15] is a variant where the conditional probability that a soil 
value exceeds a predefined threshold can be calculated and plotted. 
Autocorrelation methods. Autocorrelation techniques stem from time-
series analysis. They are based on the assumption that the value of a measure­
ment can be related to the value of previous measurements. Time can also be 
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replaced by distance, and then the assumption is that the value of a variable 
at a specific location is related to values at nearby locations. The methods are 
inherently one-dimensional. 
In autocorrelation techniques, autocovariance is used rather than semi-
variance to express the similarity between two measurements τ times a lag 
distance h apart: 
cov{x, x + T- h) = E[{z(x) - μ} {z(x + τ • h) - μ}} (6.8) 
where μ is the process mean value. If only a few measurements are available, 
the autocovariance can be estimated by: 
, η—τ 
œv(x, x + T-h)= У2 {z(xi) - μ} {z(xi + r-h)- μ} (6.9) 
η — τ — 1 r-f 
where η is the total number of measurements. The (dimensionless) autocor­
relation then is defined by: 
Φ,,Μ = ! = f c £ + I ^ (..„, 
s
x 
where s
x
 denotes the variance of x. In an autocorrelogram the autocorrelation 
is plotted against т. In many cases, linear first-order models are found to be 
satisfactory. They give an exponentially decreasing curve such as that depicted 
in figure 6.3. 
The variance of such an autocorrelation function can be estimated by 
where T
x
 and r are given in lag units [16]. From this function, the upper 
and lower confidence limits for the autocorrelation function can be calculated. 
These are depicted in figure 6.3 as dotted lines. 
The distance at which the value of the autocorrelation has decreased with 
a factor of e _ 1 is called the correlation distance T
x
. If the autocorrelation 
at this distance differs significantly from zero, the correlation distance can be 
seen as a measure for the maximum distance at which a parameter still shows 
significant autocorrelation2. A large correlation distance indicates that the 
2If autocorrelation is used in time series analysis, parameter T
x
 is called the time constant. 
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0.37 
Time 
Figure 6.3. Example of an autocorrelogram. 
value of a certain parameter does not change much with distance. Whereas in 
many instances it is not possible to calculate an upper confidence limit for T
x 
because the upper border diverges from the exponential curve, it is possible to 
calculate a minimal value T I ) T m n - This is the value where the lower confidence 
limit has decreased with a factor of e - 1 . 
In a water system, the correlation distance may be calculated in a direction 
parallel as well as perpendicular to the current. If the two are equal, the system 
is isotropic; in most cases, however, anisotropic systems will be found. 
The autocorrelation equations are very tightly related to the semivariance 
equations. If the variable is stationary (i.e., the expected value of the variable 
is equal in the whole area), the semivariance for a distance h is equal to the 
difference between the process variance σ2
χ
 and the spatial autocovariance σ„ 
for the same distance (see figure 6.4). If the variable is also standardised to 
have a mean of zero and a variance of 1.0, the semivariogram is a mirror image 
of the autocorrelation function. 
Comparison of autocorrelation methods and kriging. From the 
above, some conclusions can be drawn. Both methods require the same as­
sumptions to be valid, with the added condition in autocorrelation techniques 
that the process variance, s£, exists. Kriging is the preferred method if many 
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Figure 6.4: Relationship between autocovariance cov(x,x + т), semivariance yT and 
process variance σ\. 
data are available and a reliable semivariogram can be set up. The inter­
polations take full advantage of the information in the semivariogram, and 
prediction variances can be plotted. Also sampling strategies can readily be 
obtained (see below). In cases where only few datapoints are sampled, how­
ever, often no semivariogram can be calculated. It has been estimated that at 
least 50 to 60 data points, depending on the size and structure of the sampling 
area, are necessary to perform an accurate geostatistical analysis [17]. This 
value may be different in aquatic sediments, and future research should clarify 
this point. Until then, the user will have to decide whether the number of 
datapoints is sufficiently large to provide a semivariogram or not. In the lat­
ter instance, autocorrelation techniques may provide a more reliable estimate. 
The upper and lower limits on the autocorrelogram provide useful information 
on the representativity and reliability of the samples. Although autocorrela­
tion techniques are in most cases inappropriate for stratified objects such as 
soil and rock [18], they can be used here because of the dynamic nature of 
the sedimentation process. Another advantage of autocorrelation techniques 
is that typical values for correlation distances in different water systems can be 
tabulated and used as a first estimate in case the development of a sampling 
strategy has to start from scratch. 
Module 4. Calculation of a sampling strategy. Several sampling strate­
gies are possible, depending on the aim of the investigation: 
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• a strategy to get a global view of concentrations of (polluting) com-
pounds with a predetermined reliability; 
• a strategy to obtain an idea of concentrations of (polluting) compounds, 
as reliable as possible, given the allowed costs; 
• a strategy that does not focus on exact concentrations of (polluting) 
compounds but more on classifications of soil in pollution classes with a 
given reliability; 
• a strategy used for monitoring. 
Each strategy has its own requirements. Both for autocorrelation techniques 
and kriging and related techniques, such sampling strategies may be set up. 
Sampling strategies and kriging. If kriging techniques are applied to 
develop sampling strategies, several situations may occur [19]. In the simplest 
case the semivariogram is known. Then, it is possible to calculate the predic-
tion variances of several sampling set-ups irrespective of the values that will be 
found. A triangular grid has been shown to yield optimal results, but a cubic 
grid is in most cases almost as good and easier to achieve. If only additional 
samples are needed, their location can be derived from the kriged contour map 
of the prediction variances [20]. If, for instance, only one location has to be 
added to a set of sampled locations, this can best be done on the place where 
the prediction variance is largest. In this way, the overall standard deviation 
is minimised. 
In case no variogram has been determined previously, a sampling strategy 
should aim to optimise the sample locations with respect to variogram estima-
tion [21,22]. For this, the sampling locations should be chosen in such a way 
that all lags contain an approximately equal number of pairs. In general, a 
nested sampling design is chosen. Whereas many samples are needed to obtain 
a reliable variogram, for a reliable interpolation given a good variogram many 
fewer samples will suffice. 
In the frequently occurring case where different variables are correlated, 
co-kriging methods may be used [11]. In such a case the costs of analysis of 
different compounds may be taken into account, and cheap analyses may be 
performed much more often than expensive ones. In this way, it is possible to 
obtain reliable estimates at much lower cost. Finally, disjunctive kriging may 
be used to determine what pollution classes are present in the water system, 
and if the uncertainty of the presence of a certain class is too high additional 
samples may be taken. 
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Sampling strategies and autocorrelation techniques. Autocorre­
lation techniques have been used earlier to predict an optimal sampling fre­
quency for the surveillance of surface water quality [23], and also other ap­
plications have been reported [24]. Previously, formulas have been derived to 
calculate the prediction variance, o^
s (, as a function of the number of samples 
n, the process variance σ\ and the size and spacing of the samples [8]. If the 
sample size is very small compared with the size of the area, the following 
equation holds: 
°ìst 1 + 
2e" 2e- (1 - e"") 
1 - e - 0 - ^ 2 
2 
np 
n- ( 1 - е - » ) 
1 - e~p 1 - e~P 
2n- r + 1 - e - 0 1 - е " 
+
 p\[p~1+e~p] (6.12) 
where α is the distance between two adjacent samples, and ρ is the length of 
the sampled area, both divided by the correlation distance. Given a desired 
prediction variance, this equation has to be solved iteratively to obtain the 
distance between adjacent samples in the area in which the correlation dis­
tance holds. Autocorrelations obtained in different directions must be used to 
determine the distances between samples in the grid. Again, if the autocorrel-
ogram has been determined with sufficient reliability, the number' of samples 
needed for a reliable prediction is much smaller than the number of samples 
needed to set up a good autocorrelogram. In this respect the same situation 
as in the kriging case is encountered. 
Constraints on sampling strategies. Any proposed sampling scheme 
should be reasonable with respect to constraints such as the number of analyses 
and the total costs associated with sampling. If the sampling strategy proposed 
to obtain a required reliability cannot be performed with the means available, 
a new scheme will have to be set up. Either the reliability will be lower, if the 
cost constraint is satisfied, or the sampling operation will be more expensive. 
In both cases, the system may be consulted again with different input values for 
the constraints. The use of correlation between different compounds may be a 
very important tool to diminish the costs of sampling: using a few compounds 
as guiding parameters and using co-kriging or related methods will decrease 
the number of samples or the associated costs. 
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Figure 6.5: The Ketelmeer. 
6.3 The Ketelmeer 
6.3.1 Characteristics of the water sys t em 
The Ketelmeer is a lake 12 km long and 4 km wide, somewhat north of central 
Netherlands (see figure 6.5). It is quite shallow, most areas being 2-3 meters 
deep. In the very shallow (< 1 meter) part in the east of the lake, the top layer 
consists of sand; in the other parts of the lake the sand is covered with loam-
like sediment. The river IJssel debouches into the south-east corner of the lake 
and water flows out from the north-west side. There is some shipping and two 
small harbours can be found on the north and south coasts. The prevailing 
direction of the wind is south-west. In the following sections, the Ketelmeer 
will be treated as an example of how a sampling strategy is set up in BIAS. 
The sections follow the general structure of BIAS; input and data validation, 
definition of homogeneous subareas, analysis of subareas, and calculation of 
the required sampling strategy. 
6.3.2 Validation of previous sampling data of the Kete lmeer 
As the Ketelmeer has long been polluted, a relatively large amount of sampling 
has already taken place [25]. A dataset of sampled locations was selected on 
the following criteria: 
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• All locations should be sampled to obtain at least 80 % of the top layer. 
The top 10 - 20 cm are easily disrupted, even in calm and sheltered areas. 
Moreover, the degree of pollution of sediment has changed considerably 
with time, and comparable periods of time should be represented in the 
samples. Care has been taken not to include locations where more than 
just the top layer was sampled, because the underlying sand will be much 
cleaner and the samples would not be intercomparable. 
• The depth at the sampled locations should not have changed much since 
the sample was taken. If significant suspension or erosion has taken place 
since then, the sample is not representative for the current situation. 
• Local human activities should be taken into account. If, e.g., a harbour 
is present near one of the sampled locations, or dredging has taken place, 
again, these samples are not representative for the area. Further, most 
human activities constitute a direct source of pollution and should be 
considered if samples have to be taken in an area where much activities 
take place. 
6.3.3 Definition of homogeneous subareas in the Kete lmeer 
At all sampled locations included in the analysis, the same soil type should be 
present, because different sediment compositions will show different degrees 
of pollution. Because of the availability of the data, heavy loam (12 — 25% 
clay3) was selected. This caused the analysis to concentrate on the central and 
western parts of the lake. In the sandy part in the east, not enough samples 
were taken for a reliable analysis. Overall, 23 of the locations that satisfied 
the conditions mentioned in the previous section were in the heavy loam area. 
These are drawn in figure 6.6. The heavy loam part was subdivided into a 
part sheltered from the wind along the southern dike (area I in figure 6.6 
containing seven sampled locations), a central part, exposed to the wind (area 
II in the same figure, containing ten locations), a shipping route (the narrow 
area above area I) and a region containing sand-pits in the western part (left 
of area II). 
A cluster analysis using Euclidian distance confirmed the above subdivi­
sion. Furthermore, an area along the northern dike (north of area II) was 
defined because clusteranalysis showed that the samples in this area were not 
correlated to the other samples in area II, probably because the distances be­
tween them were too large. Two sampled locations fell in the shipping route 
3
 Particles smaller than 2μτη. 
137 
6.3 THEKETELMEER 
•к -к -к 
к 
II * 
ísr><¡L * * * * 
¡и 
с - J 
^
4
^-^ « 
510-
—\ 1 1 1 1 1 1 1 1 1 1 1 1 — 
172 173 174 175 176 177 178 179 180 181 182 183 184 
Figure 6.6: Schematic drawing of the Ketelmeer. The numbers on the axes are the 
distances in kilometers to a reference point in Paris, France. Inlet and outlet are 
indicated by arrows. Harbors are indicated by the letter "H". Each point indicates a 
sampling location. Subareas are drawn and indicated with roman numerals. 
where, because of dredging, no reliable estimates could be made. One location 
was very near a harbour and was also excluded. Some locations were consid­
ered to be outliers, such as the middle sampling location in area I. Eventually, 
areas I and II, containing 17 sampling locations, were used in the following 
analysis, and sampling strategies for these areas were set up. If sampling 
strategies have to be set up in areas where no samples have been taken, it 
must be done on heuristic grounds. 
6.3.4 Analysis of subareas of the Kete lmeer 
As the Ketelmeer is essentially oblong-shaped, the current plays an important 
role in the sedimentation process. As the data were scarce, no relevant models 
could be fitted through the semivariograms and kriging techniques could not 
be applied. Therefore, autocorrelation techniques were used. For each of the 
subareas I and II in figure 6.6 the autocorrelograms for all compounds to be 
analysed for are calculated. Because over 90% of the pollution comes from the 
river IJssel, autocorrelograms are drawn using one dimension, the distance to 
the mouth of the river. This dimension is more or less equal to the direction 
of the current. Perpendicularly to the chosen direction, too few samples were 
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Figure 6.7: Autocorrelograms for fluoranthene in the sheltered area I (left) and the 
central area II (right) of the Ketelmeer. 
taken to obtain an autocorrelogram. 
The autocorrelograms for fluoranthene in the two areas are depicted in 
figure 6.7. Correlation distances are calculated by fitting exponential curves 
to the data points and are given in table 6.2. The values indicated are class 
means, i.e., the value for the heavy metals is the mean of the value found for 
Cu, Cd, Cr, Hg, Ni, Pb and Zn. As can be seen, the correlation distance in 
area I is much larger than that found in area II. This means that in area I 
the amounts of fluoranthene in the soil change more slowly on going from one 
place to another than in area II. Also, the minimal correlation distance in area 
I is much larger than that in area II. This is what would be expected, as the 
influence of the wind in the sheltered part is much less than the influence in 
the central part, where currents can easily be induced. 
The 95% confidence limits are shown in the figures. It is clear that the 
resulting autocorrelograms are not very reliable. The reason for this is that 
the correlation distances found are smaller than or equal to the lag distance. 
In some instances in area II, no correlation distance could be calculated at 
all. The only way to improve the precision of the functions is to use more 
sampled locations to set up the autocorrelation functions. At present, there 
is no reason to doubt the validity of the first-order linear model, as all data 
points lie well within the confidence limits. 
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Table 6.2: Correlation distances in the Ketelmeer. Distances are given in meters. 
Area I and II refer to figure 6.6. The lag distance in Area I is 1000 meters, in Area II 
it is 500 meters. For three compounds in class PAH, two compounds in class PCB and 
one heavy metal (Cd), no autocorrelation function could be set up in area II because 
the autocorrelation at the first lag was already smaller than zero. The figures given 
are based on the other compounds in the classes. 
Area I Area II 
Substance class T
x
 T
x
,
m
i
n
 T
x
 Т
х
,
т
і
п 
Heavy metals 530 250 390 140 
PCB's 460 210 250 110 
PAH's 800 320 180 80 _ 
6.3.5 Calculation of a sampling strategy for the Ketelmeer 
Although far from being optimal, the above results reveal a lot of information 
that can be used to set up a sampling scheme. Because the correlation dis­
tances that have been found are in the same order of magnitude as the sampling 
distances, the resulting autocorrelograms are not very reliable. Therefore, ad­
ditional sampling should in the first place aim to improve the reliability of 
the autocorrelograms, which means that extra samples have to be taken at 
smaller distances from each other. At least three lags should lie within the 
correlation distance. If we look at the values for the heavy metals, which are 
determined with the greatest accuracy, this criterion would yield a distance 
between adjacent samples of 200-250 meters for area I, and 100-150 meters 
for area II. As these figures are estimated from the correlation distances in 
the direction of the current, they are valid in that direction only. As a first 
approximation, the same values may be used in the perpendicular direction. 
It is not necessary to sample the complete (sub)area with the same frequency: 
as soon as there are enough datapoints to set up a reliable autocorrelogram, 
the sampling frequency may be decreased to obtain the required precision ( cf. 
equation 6.12). 
For example, if it is assumed that the above correlation distances are cor­
rect and if it is wanted that the reliability, expressed in the estimation variance 
divided by the process variance, should have a value of 0.1, then it can be cal­
culated that for Area I (length 7 km, mean correlation distance 600 m), one 
row of five samples is enough. Similarly, for Area II (length 6 km, average 
width 2 km, mean correlation distance 260 m) a grid with spacings of 1000 
meters in the direction of the current and 500 meters in a perpendicular di-
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rection suffices. Here, the correlation distance found in the direction of the 
current is also used in the perpendicular direction4. It is clear that sampling 
where a reliable autocorrelogram is known is much cheaper than sampling to 
obtain the autocorrelogram; for the latter objective, in this case more than 
seven times as many samples are needed in both areas. 
Extrapolations to other parts of the lake will have to be made, based on 
heuristics. This will provide a complete sampling scheme for the lake. If the 
costs for this sampling scheme violate the constraints concerning budgets, a 
lower reliability must be specified, or some subareas will have to be treated 
separately, with a smaller sampling frequency. 
6.3.6 General results obta ined in the Kete lmeer case s tudy 
For the Ketelmeer, it has been shown that autocorrelation methods can be 
useful in devising sampling strategies for aquatic sediments. Despite the small 
number of data points, useful information has been obtained to guide further 
sampling in the area. The correlation distance, determined from previous 
samplings or geomorphic information, can be used to fulfil two objectives 
simultaneously: to devise a sampling scheme that permits a more precise 
estimation of the correlation distance, and a sampling scheme that yields a 
subsequent interpolation of a specified accuracy in unsampled locations. For 
the first goal, two perpendicular rows of samples may be taken over a distance 
of four times the correlation distance, with a spacing of one-fourth of the 
correlation distance. This yields a total of thirty-two samples. In smaller 
subareas (such as area I in the Ketelmeer), fewer samples or one row of samples 
may suffice. The second goal is achieved by calculating the distances between 
samples in a rectangular grid that will provide an interpolation with a desired 
accuracy. In general, the number of samples needed to satisfy the second goal 
is much smaller than that required to satisfy the first goal. 
The results of the Ketelmeer study, notably the correlation distances and 
sampling schemes derived from them, may also be extrapolated to compara-
ble water systems, where depth, current and other parameters are comparable. 
What parameters exactly are of influence is still a subject of investigation. In 
cases where different conditions are met, results will be different. For in-
stance, the influence of the wind that was clearly present in the Ketelmeer 
will be much smaller with deep (> 5 meters) water systems. There, sedimen-
tation will proceed much more calmly, and larger correlation distances will be 
4Formula 6.12 also contains the length of the area sampled, and therefore the spacings in 
the two perpendicular directions are not equal. 
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expected there. In the Ketelmeer, it proved to be necessary to analyse only 
those samples which constituted a large portion of the top layer. Correlation 
values obtained from locations where only small portions of the top layer were 
sampled showed large scatterings because of continuous whirlings of the top 
sediment. In deeper waters, this will not be so much of a problem. In the 
Ketelmeer, good correlations were found between the concentrations of the 
different compounds of interest. It may be expected that this is generally the 
case when all pollution stems from the same source. In such a case, some of 
the compounds may serve as guiding parameters for others, that are perhaps 
difficult to measure or for which expensive analysis methods are necessary. 
6.4 Conclusion 
The importance of consistent and reliable sampling strategies for underwater 
soils cannot be overestimated. The amount of money that can be saved and 
the amount of extra information that can be obtained using sensible sampling 
schemes are considerable. In this paper, an approach has been presented 
that aids the water managers of the separate districts in the Netherlands in 
setting up such strategies. A case study, the Ketelmeer, has been used to 
test the validity of the approach and to test the knowledge for a practical 
situation. The knowledge that is acquired in this way will be implemented in 
a knowledge-based system, BIAS. More test cases will follow, thus enabling 
the system to be tested on a wide variety of lakes. This is necessary to be 
able to set up heuristics that can help in the advice-forming module when no 
previous sampling data are available. Although some heuristics have already 
been established, the list is far from being complete yet. In the near future, new 
test cases will be tackled and extra samplings on test cases already analyzed 
will be performed. 
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Chapter 7 
Conclusions 
The expert systems described in this thesis represent different aspects of flexi-
bility. Some brief comments on the application of the techniques in the previous 
chapters in these systems and unpublished validation results are given. 
After that, the advantages, disadvantages, possibilities and impossibilities 
of flexible expert systems are summarised. Flexibility, in this respect, refers 
to both flexibility in knowledge representation and flexibility in time. The 
former is necessary to be able to tackle complicated (sub)problems with the 
problem solver that is most suited for the problem type. The latter should 
ensure that expert systems are not rendered worthless by the first minor change 
in conditions. Some remarks on the future of expert systems in chemometrics 
will conclude the chapter. 
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Figure 7.1: Sampling operation in the central area of the Ketelmeer, 1992-1993. Dots 
indicate samples taken at short distances from each other used to validate estimated 
autocorrelation distances. 
For a central subarea in the Ketelmeer (see figure 7.1), a sampling strategy 
was formulated consisting of a regular grid with distances of 1000 meters and 
500 meters in east-west and north-south directions, respectively. Two per­
pendicular rows of samples were taken to be able to validate the estimated 
correlation distances. The distance between samples in the rows was taken 
to be one quarter of the smallest estimated correlation distance (250 meters). 
For the class of heavy metals, an autocorrelation distance of 390 meters was 
predicted. In the new sampling operation, depicted in figure 7.1, samples 
were analysed for Cd and Cu. Correlation distances of 250 and 400 meters 
were found, respectively, in good agreement with the expected values. The 
grid sizes had been determined with formula 6.12 where the desired prediction 
variance should be 10 times as small as the process variance. However, the ra­
tio of the variances was not 0.1, as expected, but approximately 1. Therefore, 
formula 6.12 was not implemented in the final prototype. Rather, the predic­
tion errors as found by the kriging method or inversed-distance interpolation 
methods are used to obtain the optimal grid size. Interpolated values and 
errors for cadmium, obtained from the new sampling operation, are depicted 
in figure 7.2. 
A prototype of BIAS has been implemented using Level5 Object (Infor­
mation Builders, Inc.). The system runs on personal computers. Data are 
validated for typing errors and impossible input. A cluster analysis on soil 
types may be used to identify subareas; however, the user still must decide 
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Figure 7.2: Interpolated values (left) and prediction errors (right) for cadmium 
(mg/kg dry soil). 
on the eventual subdivision. Eventually, heuristics, combined with the results 
of a more general cluster analysis should yield a more reliable advice. Spatial 
models (either autocorrelograms or semivariograms, isotropic or anisotropic) 
can be set up, and interpolations with the chosen models can be performed. 
Comparison of the predicted estimation error with the user constraints serves 
as a criterion to determine the grid size. The system can be extended in a num­
ber of ways. In the present prototype, emphasis lies more on (geo)statistical 
procedures and less on heuristic knowledge. Heuristic knowledge can be used 
to identify subareas and to estimate spatial models from similar water sys­
tems if no sampling data are available. Future versions will be coupled to a 
Geographical Information System [1] to facilitate the transfer of data and the 
graphical presentation of results. 
7.2 Evaluation of H I P S 
7.2.1 Interpretation of exper imental spectra of P T H ( l - 3 4 ) 
HIPS has been tested on the NMR spectra of protein fragment PTH(l-34)1. 
The types of spectra used were NOESY, TOCSY (long mixing time) and 
TOCSY (short mixing time)2; all spectra have been recorded in water. Be-
1
 Experimental spectra have been obtained from dr. M.J.J. Blommers, Ciba-Geigy, 
Switzerland 
2TOCSY: Total Correlated SpectroscopY; [2]. 
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Figure 7.3: Results of the sequential assignments on PTH(l-34). Dashed arrows 
indicate incorrect assignments, solid arrows indicate correct assignments. Arrows 
above the amino-acid code indicate assignments with the water peaks present, whereas 
the upward arrows have been obtained without the peak positions between 4.7 and 
4.8 ppm. 
cause the set of spectra was somewhat different than the ones used earlier, 
the knowledge base was modified accordingly and optimized using refinements 
and simulated spectra of PTH(l-34). The spectra had been simulated using 
peak positions from literature [3]. 
After the sequential assignments of the experimental spectra, 22 patterns 
have been assigned, of which 5 agreed with literature values. Perfect agreement 
was not obtained because the spectra were somewhat different. A difference 
of 0.3 ppm between literature and experiment was found acceptable. 
The PTH datasets that have been used are raw datasets, i.e., no manual 
editing has taken place after the peak-find algorithm, with the aim to inves­
tigate the possibility to perform the assignment without any intervention of 
an NMR specialist. Some peaks may not be found by the algorithm whereas 
others should be considered noise. Furthermore, a significant influence by the 
peaks caused by water has been found. Because of the large amount of wa­
ter peaks present at 4.75 ppm, initially 35% of all patterns contained peaks 
around this chemical shift. Therefore, all peaks with chemical shifts between 
4.7 and 4.8 have been removed. With this data set, 6 out of 11 assignments 
were more or less in agreement with literature. Results of the assignments 
both in the presence and absence of water peaks are collected in figure 7.3. 
Although in the literature no peak has been reported closer to the water-
band than 4.59 ppm, some peaks caused by the protein may also be removed 
in this way. Manual editing, e.g., removing water and noise peaks and identi­
fying partially overlapping peaks that are missed by the peak-find algorithm, 
will result in a much better data set. At this stage, it can be concluded that 
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Table 7.1: Amino-acid composition of proteins interpreted by HIPS 
Amino acid E-L30 BPTI Tendamistat PTH(l-34) 
GLY 
ALA 
SER 
CYS 
VAL 
THR 
ASP 
ASN 
LEU 
ILE 
LYS 
ARG 
GLU 
GLN 
MET 
PRO 
HIS 
РНЕ 
TYR 
TRP 
Total 
5 
5 
2 
-
4 
6 
1 
1 
5 
6 
5 
6 
4 
1 
2 
2 
2 
1 
-
-
58 
6 
5 
1 
6 
1 
3 
2 
3 
2 
2 
4 
7 
2 
1 
1 
4 
-
4 
4 
-
58 
7 
7 
5 
4 
8 
8 
5 
1 
4 
2 
1 
3 
4 
3 
-
3 
2 
-
6 
1 
74 
1 
-
3 
-
3 
-
1 
3 
5 
1 
3 
2 
3 
2 
2 
-
3 
1 
-
1 
34 
the quality of the data set is too low to obtain useful results with HIPS. 
Proteins containing many amino acids that can not be discriminated easily 
will be more difficult to classify than proteins with, say, large fractions of GLY 
or aromatic amino acids. The composition of PTH fragment (1-34) is given in 
table 7.1, as well as the composition of the proteins whose simulated spectra 
were used to test earlier versions of HIPS. AS can be seen, the number of glycine 
and aromatic patterns in PTH is about 18% of the total number of amino acids, 
in E-L30 14%, 24% in BPTI and 22% in Tendamistat. Precisely 50% of all 
amino acids in PTH(l-34) belong to the group with long side chains (LEU, 
LYS, ARG, MET, GLU and GLN) which are difficult to discriminate. For E-L30 
this ratio is 40%, for BPTI 30% and for Tendamistat 20%. From these figures, 
it is expected that HIPS will perform best on the BPTI spectra, as indeed was 
the case (see chapter 3). It can also be expected that the interpretation of 
PTH will pose problems, despite its smaller size. 
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Table 7.2: Number of assignments for each amino-acid type in PTH(l-34). 
Amino acid # patterns present # patterns found 
SER 
VAL 
GLU 
ILE 
GLN 
LEU 
MET 
HIS 
ASN 
GLY 
LYS 
ARG 
TRP 
ASP 
PHE 
Total 
3 
3 
3 
1 
2 
5 
2 
3 
3 
1 
3 
2 
1 
1 
1 
34 
4 
3 
10 
3 
13 
10 
11 
4 
18 
3 
7 
8 
2 
5 
4 
101 
7.2.2 Discussion 
The largest problem in automatic spectrum interpretation is the fact that a 
large amount of uncertainty is present in the results. In the pattern-search 
stage of the interpretation of the PTH data (water peaks not removed) with 
HIPS, more than 100 patterns were identified, three times as many as needed 
to be mapped to the 34 amino acids. Similar results have been obtained with 
the simulated spectra of E-L30, Tendamistat and BPTI, although to a lesser 
extent. In the global assignment module, in which the patterns are assigned to 
types of amino acids much uncertainty is present, too. In table 7.2 the numbers 
of assignments for each amino-acid type in the interpretation of PTH are given. 
Although eventually less than 100 patterns are assigned to amino acid types 
(most are assigned to a few types of amino acids, some are not assigned to a 
type at all), the number of possibilities remains huge. This is the cause for the 
fact that the genetic algorithm is consistently able to find "better" solutions 
than the real one, according to its input and fitness criterion. 
The discriminative powers of the knowledge-based component of HIPS are 
still too limited to make a complete or fairly complete interpretation possi-
ble. It should be borne in mind, however, that a one-pass interpretation such 
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as performed by HIPS and most other spectrum-interpretation programs does 
not specifically aim for a complete solution. Rather, a substantial portion of 
work should be taken away from the expert, who then can concentrate on 
the remainder. Preliminary assignments, e.g., obtained using the preliminary 
results of HIPS or by manual interpretation can be incorporated in the knowl-
edge base. A next consultation of HIPS then can concentrate on the uncertain 
parts, thus reducing the number of possibilities. 
It is possible to extend the knowledge used in HIPS to use information 
that until now is ignored, such as peak intensities and sequential cross peaks 
between non-vicinal patterns. Preliminary results show that the manual in-
tervention of an NMR specialist, removing noise peaks from the spectra and 
adding peaks that have been missed by the peak-picking procedure manually, 
leads to a performance that comes much closer to that of the other proteins 
investigated. It can be concluded that manual intervention still is essential. 
7.3 Flexibility in knowledge representation 
7.3.1 Problem-solving paradigms 
The question what problem-solving paradigm to use to solve a particular prob-
lem is a difficult one, especially since in many cases combinations of problem-
solving methods should be considered. Computer programs used in chemo-
metrics typically fall in one of the following categories: 
• Algorithmic software. This kind of software is used for clearly defined 
tasks and problems, for which analytical solutions can be found, e.g., 
statistical procedures. Also iterative problem-solving methods such as 
non-linear regression can be implemented in this way. No constraints 
concerning the availability of data are present; if the implementation of 
the algorithms is correct, all input data in the working range will lead 
to the results expected for the algorithm. 
• Knowledge-based software. This is software containing expert knowl-
edge of which it is not clear beforehand how and when it will be used in 
the problem-solving process. Rule-based expert systems are an obvious 
example. Problems involving inference can in many cases be solved more 
gracefully with this kind of systems than with other types of software. 
Constraints on the availability of data are present in a weak form: during 
the implementation phase some test cases will help to identify bugs in 
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the reasoning process. However, if a clear picture of the domain knowl-
edge is present, the knowledge base can (in principle) be constructed 
without data. 
• Data-based software. Neural networks (NNs) lack a model of the 
problem domain; the only connection is formed by the representation of 
the data that are presented to the input units and the interpretation of 
the output units. This is their strength as well as their weakness: they 
may be able to solve problems better than other systems, but the only 
possible validation is the use of cross-validation procedures. This kind 
of software solely relies on the representative of the data set used for 
training. Therefore, the availability of data may be a limiting factor. 
Inductive expert systems, deriving rules from data, can be seen as an 
intermediate between the last two classes. However, because in many 
cases complicated preprocessing steps are taken before deriving the rules, 
the results in most cases are quite incomprehensible to human experts. 
In this respect they should be seen rather as data-based software than 
as knowledge-based software. 
• Iterative optimisation software. In this class, global optimisers like 
Simulated Annealing and Genetic Algorithms (GAs) are found. Because 
of their general nature, the availability of data is not important. The 
limiting factor is the adequacy of the representation of the solutions: if 
it is such that each iteration yields a better solution than the previous 
one, the global optimum will eventually be found. A criterion has to 
be defined indicating the "fitness" of each solution. Defining an ade-
quate representation and finding optimal settings for the algorithms will 
require at least some test sets. 
The techniques mentioned above have been gathered in table 7.3. Each has 
its own advantages and disadvantages, its own weaknesses as well as strengths. 
Algorithmic software is used in cases where a predefined sequence of actions 
is required. In terms of simplicity, speed and ease of validation, algorithmic 
software has in most cases significant advantages over other types of software. 
If a problem can be solved using this type of software then it is the preferred 
choice. 
Knowledge-based software typically is used in situations in which all possi-
ble solutions can be enumerated. Rules are then used to discriminate between 
possible solutions. In cases where an infinite amount of solutions exists, the 
optimal solution must be constructed rather than selected. This, too, can be 
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Table 7.3: Characteristics of problem solvers mentioned in the text. 
Application 
constraints 
Problem types 
Data needed 
Knowledge needed 
Building effort 
Consultation speed 
Ease of validation 
Application 
constraints 
Problem types 
Data needed 
Domain knowledge needed 
Consultation speed 
Building effort 
Ease of validation 
Algorithmic 
Predefined sequence 
of actions 
Mathematical 
Very few 
Exact 
Relatively low 
Fast 
High 
Data-based (NNs) 
Available data 
and representation 
Classification, 
Pattern recognition 
Many 
Little 
Instantaneous 
Medium 
Only cross-validation 
Knowledge-based 
Use of knowledge 
in a flexible way 
Classification, 
Inference 
Few 
Heuristic 
High 
Medium 
Medium 
Iterative (GAs) 
Representation 
and criterion 
Search, 
Optimisation 
Few 
Little 
Low 
Relatively low 
Medium 
done, but the task is much more difficult. However, the main advantage of 
expert systems lies in the way the knowledge is used. Typically, the reasoning 
process can be followed and understood by an expert. This will increase the 
confidence in the system's answers significantly. Another fact that adds to the 
credibility of expert systems is that a generally accepted model of the domain 
is clearly recognisable in the knowledge base. Therefore, if no analytical solu-
tion to a problem is available, and if the problem can be solved by an expert 
system, it is worth consideration. Other requirements such as speed and costs 
may implicate another problem solver, however. 
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Neural networks are the first choice if no apparent model of the problem 
can be implemented, if a lot of data are available, and if a good representation 
for input and output can be found. An additional advantage is the speed 
of processing: once trained, a neural network will provide answers almost 
instantaneously. The main disadvantage is its black-box nature. This poses 
extra demands on the validation phase. Applications of neural networks in 
chemometrics have been described in ref. [4]. 
Genetic Algorithms and other optimisation techniques are more or less 
complementary to expert systems; they typically perform best in domains 
where other types of problem solvers have difficulties finding correct solutions. 
With genetic algorithms, the main problem is finding a representation and a 
fitness function that will allow the GA to reach the global optimum in the 
solution space. Genetic algorithms have been applied to a number of fields in 
chemometrics [5]. 
7.3.2 Hybrid sys tems 
As difficult problems often require more than one problem-solving paradigm 
for their separate sub-problems, it is an obvious idea to combine different 
types of problem solvers in one system. Because of the richness of knowledge 
representations in an expert system environment, hybrid expert systems are 
ideally suited for this task. 
In combination with algorithmic software, the expert-system component 
of such a hybrid system may be used to select algorithms on the basis of their 
properties, translate knowledge into a format suited for the algorithms and 
interpret results. In chemometrics, such systems are very useful because they 
combine heuristic knowledge with, e.g., statistical knowledge. BIAS, described 
in chapter 6, is an example of such a system. Another example is described 
in ref. [6]. 
The combination of expert systems with neural networks has been re-
ported in literature. However, within the field of chemometrics no application 
has been published yet. Possibilities are abundant, however. Many (or rather, 
almost all) neural networks are used as stand-alone programs. Their results 
are interpreted by users, and the input of the networks is fabricated by hand 
or by application of other programs to raw data sets. These tasks may be in-
corporated in hybrid systems. The time needed to build such a hybrid system, 
however, must be in proportion to the expected gain. As the strong points 
of expert systems and neural networks overlap to some extent, careful anal-
ysis of the problem and availability of data is needed to prevent unnecessary 
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disappointments. Hybrid systems may also be used to guide the data flow in 
systems in which many small networks have been coupled (as proposed, e.g., 
in ref. [7]). 
Genetic algorithms combined with knowledge-based systems form a pow-
erful and general class of hybrid problem solvers. The strengths of genetic 
algorithms and knowledge-based systems are more or less complementary. In 
chapters 3 to 5 of this thesis, HIPS is described, a system in which the expert-
system component transforms raw data (in this case NMR spectra of proteins) 
to input data for the genetic algorithm. Finally, the results of several G A runs 
are combined to obtain the desired results (assignments of protons to reso-
nance positions in the spectra). 
7.4 Flexibility in the use of knowledge 
Typically, expert systems are used in situations where a lot of knowledge is 
present and, at best, a reasonable amount of data. More often, data are not 
readily accessible and expert systems are built using a small, often fabricated, 
data set that serves as the first validation of the implemented knowledge. 
Unsurprisingly, applying an expert system built in this way to the first real 
data set may result in a disappointing performance. A large part of this thesis 
is devoted to an approach that allows knowledge engineers and, in a later 
stage, users, to adapt the contents of a knowledge base in such a way that the 
performance of the system is improved. The refinement approach, described 
in chapter 1, analyses the differences between the answers of the system and 
the (correct) answers given by the user. Flaws in the reasoning chain may 
thus be detected. Application possibilities include: 
• Adaption of the rule base by the user (RES2, described in chapter 1). 
This kind of adaptions may be necessary because operating conditions 
change in time, or because they are different at different operation sites; 
• Training before the expert system is brought to actual use, as in RIPS 
(described in chapter 2), where values for partial retention indices in 
HPLC are derived; 
• Training of an expert system in use, as in HIPS where, depending on the 
type of protein, different settings may be selected. These settings may 
be derived from training sessions of similar proteins. 
All systems described combine one or more refinement modules with the actual 
knowledge bases, and may therefore be called hybrid systems. The refinement 
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modules can be coupled to the systems in the training phases, and decoupled 
if the training has stopped. 
Two of the systems described in this thesis, RIPS and HIPS, are written 
for the same platform (a SUN workstation) in the same environment (KEE, 
Intellicorp Inc.). The refinement module written for HIPS could be transferred 
with only minor changes to RIPS. These changes concerned the interface to 
the inferred and true results, and the suggestions for improvements. This 
illustrates the generality of the approach. Moreover, the existance of an au­
tomatic validation module (at that time without the possibility of identifying 
and incorporating refinements) speeded up the implementation of the first 
HIPS module considerably. Thus, even in the case that the implementation of 
a complete refinement module does not seem to have immediate advantages, 
the automatic validation is a very useful feature. 
7.5 The future of expert systems in chemometrics 
Not too long ago, the prospects of expert systems have been described as 
follows: 
Expert systems are doing better than ever, and are on the verge 
of disappearing.3 
The quote expresses the expectation that expert-system techniques such as 
rules and frames will be regarded as normal software components and that 
expert systems no longer will form a software of their own. Although this 
will be true to some extent, the question remains in what situations these 
techniques are needed. Because of the adagium that the most simple solution 
to a problem in most cases is also the best, they will only be applied if there 
is a real need for doing so. In other words, is the problems to be solved 
are at an expert level of difficulty. It seems that such systems deserve the 
name "Expert System" just as much as the purely rule-based systems from 
the seventies. Because of that, and because the name "Expert System" often 
is appealing to potential users4, probably expert systems will stay around for 
a long time. 
In chemometrics, an increasing number of applications of expert systems 
is published in literature [8-12]. Most applications concern dedicated systems, 
3 Paul Harmon, at the 1991 international conference "Expert Systems and their Applica­
tions", Avignon, France. 
4
 В ut may also cause expectations that can not be satisfied! 
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designed to solve particular problems; in this thesis expert systems are studied 
in a broader perspective. When is it useful to build an expert system? What 
can be expected of such a system? What types of problems can or should be 
tackled using expert-system techniques? What are the alternatives? These 
questions must be posed before the decision to use an expert system is taken. 
In ref. [13], the role of expert systems and other "intelligent software" in the 
analytical laboratory is investigated. Experience, expertise and understanding 
are the three types of knowledge that can be identified in the different problem 
solvers. These three are closely connected to the triad data, heuristics and 
theory. Expert systems are typically situated in the expertise-heuristics corner, 
multivariate statistics in the experience-data corner and deterministic models 
in the understanding-theory corner. 
In this thesis, hybrid expert systems are described. This kind of systems 
(in principle) is able to cover the complete triangle, thus providing a general 
framework for problem solving in chemometrics. This may very well become 
the most important aspect of expert systems in the near future: their ability 
to link other problem solvers where needed, depending on the type of problem, 
the availability of data, the results of previous consultations and the demands 
of the users of the system. 
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Stellingen behorende bij het proefschrift 
"Hybridisation of expert systems in chemometrics" 
Ron Wehrens, Katholieke Universiteit Nijmegen, 19 april 1994 
1. Een algemeen toegankelijke databank van geïnterpreteerde eiwit-
NMR spectra zal de ontwikkeling, vergelijking en validatie van au-
tomatische interpretatieprogramma's sterk vergemakkelijken. 
2. Menselijk ingrijpen is voorlopig onontbeerlijk bij de interpretatie 
van 2D NMR spectra van eiwitten door computerprogramma's. 
3. Het afleiden van partiële RP HPLC retentie indices voor functionele 
groepen uit een homologe reeks stoffen zal in de praktijk vaak niet 
tot goede voorspellingen leiden. 
R.M. Smith and C.M. Burr. J. Chromatogr., 485:325-340, 1989. 
4. Bij de implementatie van een expert systeem is het aan te bevelen 
al in een vroeg stadium een automatische validatie-module in te 
bouwen; per saldo kan dit een aanzienlijke tijdwinst opleveren 
5. Expert systemen zijn zeer geschikt om als brug te dienen tussen 
verschillende probleemoplosmethodes. In de toekomst zou dit as-
pect wel eens belangrijker kunnen worden dan hun eigen probleem-
oploscapaciteiten. 
6. Het is de vraag in hoeverre het bij een ruimtelijke interpolatie zoals 
kriging zinvol is gewichten op een zodanige manier te kiezen dat 
de voorspelvariantie minimaal is, als de fout in de voorspelling die 
ontstaat door een fout in het gekozen model niet wordt meegenomen. 
D.J. Brus, Proefschrift Wageningen, 1993. 
7. Het implementeren van de probleemoplosmethode van een expert 
in een expert systeem hoeft niet te leiden tot de beste oplossing, 
gezien de verschillen tussen de reken- en geheugencapaciteiten van 
mens en computer. 
8. Een snellere computer is niet altijd een voordeel: Was nützt einem 
ein Tiger im Tank, wenn ein Kamel am Steuer sitzt? 
(Kalenderspreuk) 

9. Het verdient aanbeveling te onderzoeken in hoeverre dubbel-blind 
experimenten in de chemie tot betere resultaten kunnen leiden. 
10. Het gebruik van spellingscontrole in tekstverwerkende programma's 
zal de kwaliteit van de geproduceerde teksten nauwelijks verhogen, 
omdat niet de spelfouten maar veeleer de tikfouten worden ontdekt. 
11. Bij sportverslaggeving op de televisie is het zeer sterk aan te beve-
len het commentaar slechts op een van de beide stereokanalen uit 
te zenden. Dit omdat alle relevante informatie toch al in beeld 
verschijnt. 
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