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Abstract
For the packing measure of the Cartesian product of the middle third Cantor set with itself, the
exact value
P log3 4(C ×C)= 4log3 4
has been obtained.
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1. Introduction and main theorem
Computing and estimating the dimensions and measures of the fractal sets are one of the
important problems in fractal geometry. Generally speaking, computing the Hausdorff and
packing dimensions, especially the Hausdorff and packing measures, are very difficult. For
a self-similar set satisfying the open set condition, we know that its Hausdorff dimension
and packing dimension equal its self-similar dimension (see [1]), but almost there are not
any important results about the Hausdorff measure and the packing measure even for such a
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B. Jia et al. / J. Math. Anal. Appl. 288 (2003) 424–441 425set except for few of sets like the Cantor set on a line (see [1]). Recently, the exact packing
measure of the linear Cantor sets are obtained (see [2]). The exact packing measure of
the generalized Sierpinski gasket with the packing dimension 1 was gotten (see [3]). So
far, there have not been any results about the Hausdorff measure and the packing measure
of a fractal set whose dimension is bigger than one. In this paper we will determine the
exact packing measure of the Cartesian product of the middle third Cantor set with itself,
whose Hausdorff dimension is bigger than one. Finally, by an example we show our method
cannot be extended to products of very uniform Cantor sets.
Take E0 to be the unit square in R2 and delete all but the four corner squares (including
their boundary) of side length 13 to obtain E1. Inductively, for n 1 continue in this way, at
the nth stage replacing each square of En−1 by its four corner squares of side length
( 1
3
)n
to get En. We obtain E0 ⊃ E1 ⊃ · · · ⊃ En ⊃ · · ·. The nonempty set C × C =⋂∞n=0 En
is called the Cartesian product of the middle third Cantor set with itself. The packing
dimension of C ×C is (see [1])
s = dimP (C ×C)= log3 4.
Theorem. The packing measure of the Cartesian product of the middle third Cantor set
with itself is as follows:
P log3 4(C ×C)= 4log3 4.
2. Some notions and lemmas
Lemma 2.1 [1]. Let E ⊂ Rm be a Borel set, µ be a finite Borel measure, 0 < c <∞.
(a) If lim infr→0 µ(B(x, r))/rs  c for all x ∈E, then P s(E) 2sµ(E)/c;
(b) If lim infr→0 µ(B(x, r))/rs  c for all x ∈E, then P s(E) 2sµ(E)/c.
For any Borel set E ⊂Rm, define a self-similar measure µ with the support C ×C by
µ(E)= P
s(E ∩ (C ×C))
P s(C ×C) . (2.1)
By Lemma 2.1, we know that the packing measure of C × C is determined by the
lower spherical density of every point of C ×C. Define the lower spherical density of the
measure µ and the measure P s by
Ds(µ,x)= lim inf
r→0
µ(B(x, r))
(2r)s
, x ∈Rn, (2.2)
Ds(P s , x)= lim inf
r→0
P s(B(x, r))
(2r)s
, x ∈Rn. (2.3)
Lemma 2.2 [3,4]. Let Ds(P s, x) be defined as in (2.3); then
Ds(P s , x)= 1 for P s almost all x ∈ C ×C.
426 B. Jia et al. / J. Math. Anal. Appl. 288 (2003) 424–441Fig. 1.
By Lemma 2.2 and the definition of Ds(µ,x), we can get the following lemma easily.
Lemma 2.3. Let µ, Ds(µ,x) be defined as in (2.1), (2.2), respectively, then
P s(C ×C)= 1
Ds(µ,x)
for µ-almost all x ∈C ×C.
We establish an orthogonal coordinate system as follows. Take the origin to be a vertex
of E0 (see Fig. 1). Then E0 = [0,1] × [0,1] and C ×C can be regarded as the attractor of
the iterated function system {f1, f2, f3, f4} with the stronger separation condition, where
fi(x)= x3 + bi (i = 1,2,3,4), x ∈R
2,
and b1 = (0,0), b2 =
( 2
3 ,0
)
, b3 =
( 2
3 ,
2
3
)
, b4 =
(
0, 23
)
. We have
C ×C =
4⋃
n=1
fn(C ×C).
For any integer k  0, define
Ik =
{
(i1, i2, . . . , ik): ij ∈ {1,2,3,4}, j = 1,2, . . . , k
}
,
I∞ =
{
(i1, i2, . . .): ij ∈ {1,2,3,4}, j = 1,2, . . .
}
.
We have fi(E0) ⊂ E0 for any i ∈ {1,2,3,4} and set Ek =⋃Ik fi1 ◦ fi2 ◦ · · · ◦ fik (E0),
where the union of the sets is taken over all (i1, i2, . . . , ik) ∈ Ik . For any (i1, i2, . . . , ik) ∈ Ik ,
fi1 ◦ fi2 ◦ · · · ◦ fik (E0)⊂ fi1 ◦ fi2 ◦ · · · ◦ fik−1(E0).
It is easy to observe that the sequence of the set fi1 ◦ fi2 ◦ · · · ◦ fik (E0) is decreasing
with respect to k. Note that the intersection of this sequence is a singleton, that is,
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∞⋂
k=0
fi1 ◦ fi2 ◦ · · · ◦ fik (E0).
Then xi1i2... ∈ C ×C and C ×C =
⋃
I∞{xi1i2...}.
For any k  1, let
f k1 =
k︷ ︸︸ ︷
f1 ◦ f1 ◦ · · · ◦ f1
and for p  1, let
Fp,k =
∞⋃
n=p
⋃
(i1i2...in)∈In
fi1 ◦ fi2 ◦ · · · ◦ fin
(
f k1 (E0)
)
(p  1). (2.4)
The following lemma and its proof is from [2] and the footnote.1
Lemma 2.4. Let k  1, µ, Fp,k be defined as in (2.1) and (2.4), respectively. Then for any
p  1, k  1, we have
µ(Fp,k)= 1, µ
( ⋂
p1
Fp,k
)
= 1, µ
(⋂
k1
( ⋂
p1
Fp,k
))
= 1.
Proof. By the definition of Fp,k , we have
Fp,k =
⋃
(i1i2...ip)∈Ip
fi1 ◦ fi2 ◦ · · · ◦ fip (A),
where
A=
∞⋃
n=0
⋃
(i1i2...in)∈In
fi1 ◦ fi2 ◦ · · · ◦ fin
(
f k1 (E0)
)
.
By the definition of µ and the strong separation property of {f1, f2, f3, f4}, we have
µ(Fp,k)= 4p · 13ps µ(A)= 4
p · 1
4p
µ(A)= µ(A).
Thus we only need to prove µ(A)= 1. Let
B0 = f k1 (E0), Bq =
⋃
(i1i2 ...iqk )∈Iqk
(isk+1...i(s+1)k) =(11...1)
0sq−1
fi1 ◦ fi2 ◦ · · · ◦ fiqk
(
f k1 (E0)
)
for q  1. Then A⊃⋃∞q=0 Bq and
(i) Bq ∩Bq ′ = ∅ for any nonnegative integer q , q ′ with q = q ′;
(ii) µ(Bq)=
(
1− 14k
)q · 14k , q  0.
1 Z. Zhu, Z. Zhou, J. Luo, The packing measure of a class of generalized Sierpinski sponges, preprint.
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integer t  1 such that q ′ = q + t . By the definition of Bq , we have
Bq ′ =
⋃
(i1i2...i(q+t)k )∈I(q+t)k
(isk+1...i(s+1)k) =(11...1)
0s(q+t )−1
fi1 ◦ fi2 ◦ · · · ◦ fi(q+t)k
(
f k1 (E0)
)
.
As (iqk+1iqk+2 . . . i(q+1)k) = (11 . . .1), then Bq ∩ Bq+1 = ∅. Note that Bq ′ ⊂ Bq+1, thus
Bq ∩ Bq ′ = ∅. Now let us turn to prove (ii). By the definition of Bq (q  0), it is easy to
know that B0 contains only a basic square of Ek , B1 contains 4k − 1 basic squares of E2k
and B2 contains (4k − 1)(4k − 1) basic squares of E3k . Inductively, Bq contains (4k − 1)q
basic squares of E(q+1)k; then
µ(Bq)= (4k − 1)q · 4−(q+1)k =
(
1− 1
4k
)q
· 1
4k
,
which implies (ii).
It follows from (i) and (ii) that
µ(A)µ
( ∞⋃
q=0
Bq
)
=
∞∑
q=0
(
1− 1
4k
)q
· 1
4k
= 1,
thus µ(Fp,k)= 1 for p  1, k  1. Note that the sequence of the set {Fp,k}p1 is decreas-
ing, then
µ
(⋂
p1
Fp,k
)
= lim
p→∞µ(Fp,k)= 1.
Because the sequence of the set {⋂p1 Fp,k}p1 is also decreasing, then
µ
(⋂
k1
( ⋂
p1
Fp,k
))
= lim
k→∞µ
( ⋂
p1
Fp,k
)
= 1.
This completes the proof of Lemma 2.4. ✷
3. Proof of Theorem
For each n 0, En consists of 4n squares with side length 3−n. Any one of such square
is called a basic square and denoted by Ωn.
Lemma 3.1. For n  0, let Vn denote the set of all vertexes of the basic squares of En;
then
Ds(µ,x)= lim inf
r→0
µ(B(x, r))
(2r)s
= 1
4s
for any x ∈ Vn.
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r = 3−n − 3−(n+1); then B(x, r) contains only a basic square of En+1. Note that 3s = 4,
we have
µ(B(x, r))
(2r)s
= 4
−(n+1)
(2 · 3−n − 2 · 3−(n+1))s =
1
4s
.
Therefore
inf
r3−n
µ(B(x, r))
(2r)s
 1
4s
and hence
lim inf
r→0
µ(B(x, r))
(2r)s
 1
4s
.
In order to prove the opposite inequality, it suffices to consider only for x ∈ V0 and√
2
3 < r 
√
2, since the set C ×C is self-similar. Let x be the origin.
(1) If
√
2
3 < r 
2
3 , B(x, r) contains a basic square of E1 and µ(B(x, r)) is decreasing
with respect to r , thus
µ(B(x, r))
(2r)s

1
4
2s · 3−s · 2s =
1
4s
.
(2) If 23 < r 
√
1+ 132 , there exists n 1, such that√(
2
3
+ 1
3n+1
)2
+
(
1
3n+1
)2
< r 
√(
2
3
+ 1
3n
)2
+
(
1
3n
)2
.
Now divide the interval[√(
2
3
+ 1
3n+1
)2
+
(
1
3n+1
)2
,
√(
2
3
+ 1
3n
)2
+
(
1
3n
)2 ]
into two parts:
(i) If
√( 2
3 + 13n+1
)2 + ( 13n+1 )2 < r  23 + 23n+1 , then B(x, r) contains at least f1(E0),
f2 ◦ f n1 (E0), f4 ◦ f n1 (E0). Moreover, as√(
2
3
+ 1
3n+1
)2
+
(
1
3n+1
)2
>
√(
2
3
+ 1
3n+2
)2
+
(
1
3n+1−n/2
)2

√(
2
3
+ 1
3n+2
)2
+
(
1
3n+1−[n/2]
)2
for n 1. By the induction, it is easy to see that B(x, r) contains at least 2[n/2]+1− 2 basic
squares Ωn+2 between x = 23 and x = 23 + 13n+1 besides f2 ◦ f n1 (E0), where
[
n
2
]
denotes
the integer part of n2 . By the symmetry, B(x, r) contains at least 2
[n/2]+1 − 2 basic squares
Ωn+2 between y = 2 and y = 2 + 1n+1 besides f4 ◦ f n(E0). So3 3 3 1
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(
B(x, r)
)
 1
4
+ 2
4n+1
+ 2(2
[n/2]+1 − 2)
4n+2
= 1
4
+ 2
[n/2]+2 + 4
4n+2
 1
4
+ 2
(n+3)/2 + 4
4n+2
.
Thus
µ(B(x, r))
(2r)s

1
4 + 2
(n+3)/2+4
4n+2
2s
( 2
3 + 23n+1
)s = 4n+1 +
√
2n+3 + 4
2s(2× 3n+1 + 6)s . (3.1)
Letting f (x)= 4x+1+
√
2x+3+4
2s(2×3x+1+6)s and taking the derivative of f (x), we have
f ′(x)= ln 2
2s(2 · 3x+1 + 6)s+1
[
12 · 4x+1 + 6
√
2x+1 − 6
√
18x+1 − 16 · 3x+1].
When x  10, f ′(x) < 0 and so the series of the right side of (3.1) is strictly decreasing
∀n 10. Therefore when√(
2
3
+ 1
3n+1
)2
+
(
1
3n+1
)2
< r  2
3
+ 2
3n+1
and n 10,
µ(B(x, r))
(2r)s
 lim
n→∞
4n+1 +√2n+3 + 4
2s(2× 3n+1 + 6)s =
1
4s
.
(ii) If 23 + 23n+1 < r 
√( 2
3 + 13n
)2 + ( 13n )2, B(x, r) contains at least f1(E0), f2 ◦
f n1 (E0), f2 ◦ f n−11 ◦ f4(E0), f4 ◦ f n1 (E0) and f4 ◦ f n−11 ◦ f2(E0). Note that
2
3
+ 2
3n+1
>
√(
2
3
+ 1
3n+1
)2
+
(
1
3n−(n−1)/2
)2

√(
2
3
+ 1
3n+1
)2
+
(
1
3n−[(n−1)/2]
)2
for n 1.
By virtue of a similar argument as in the case (i), by the induction and symmetry, it is
easy to see that besides the above basic squares, B(x, r) contains at least 2[(n−1)/2]+1 − 2
basic squares Ωn+1 between the lines x = 23 and x = 23 + 13n+1 . Similarly, B(x, r) contains
at least 2[(n−1)/2]+1 − 2 basic squares Ωn+1 between the lines y = 23 and y = 23 + 13n+1 .
Therefore
µ
(
B(x, r)
)
 1
4
+ 4
4n+1
+ 2(2
[(n−1)/2]+1 − 2)
4n+1
= 1
4
+ 2 · 2
[(n−1)/2]+1
4n+1
 1
4
+ 2
(n+2)/2
4n+1
,
hence
µ(B(x, r))
(2r)s

1
4 + 2
(n+2)/2
4n+1
2s
[( 2 + 1 )2 + ( 1 )2]s/2 =
4n +√2n+2
2s[(2× 3n + 3)2 + 9]s/2 . (3.2)3 3n 3n
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is strictly decreasing. Therefore when
2
3
+ 2
3n+1
< r 
√(
2
3
+ 1
3n
)2
+
(
1
3n
)2
and n 3,
µ(B(x, r))
(2r)s
 lim
n→∞
4n +√2n+2
2s[(2× 3n + 3)2 + 9]s/2 =
1
4s
.
By (i) and (ii), when√(
2
3
+ 1
3n+1
)2
+
(
1
3n+1
)2
< r 
√(
2
3
+ 1
3n
)2
+
(
1
3n
)2
and n 10, we have µ(B(x,r))
(2r)s 
1
4s . When√(
2
3
+ 1
3n+1
)2
+
(
1
3n+1
)2
< r 
√(
2
3
+ 1
3n
)2
+
(
1
3n
)2
and 1 n 9, divide the interval of r into 4 parts. By the concrete numerical computation
(see Appendix A), we can get µ(B(x,r))
(2r)s 
1
4s .
(3) If
√
1+ 132 < r 
√
2, then µ(B(x,r))
(2r)s 
3/4
2s ·√2s >
1
4s . This completes the proof of
Lemma 3.1. ✷
Lemma 3.2. Let µ, Ds(µ,x) define as in (2.1) and (2.2), respectively; then Ds(µ,x)= 14sfor µ-almost everywhere x ∈C ×C.
Proof. In the first place, we prove that
Ds(µ,x) 1
4s
for x ∈ (C ×C) ∩
(⋂
k1
( ⋂
p1
Fp,k
))
.
Suppose that x ∈ (C × C) ∩ (⋂k1(⋂p1 Fp,k)); then x ∈ Fp,k for any p  1, k  1.
Taking an integer k  1, by the definition of Fp,k , there exists an integer np  p such that
there is ynp ∈ Vnp with dist(x, ynp) 
√
2
3np+k . Taking rp =
1
3np − 13np+1 −
√
2
3np+k , we have
B(x, rp)⊂ B
(
ynp ,
1
3np − 13np+1
)
, which implies
µ(B(x, rp))
(2rp)s

µ(B(ynp ,3−np − 3−(np+1)))
(2rp)s
= 4
−(np+1)
2s(3−np − 3−(np+1) − 3−(np+k)√2 )s
= 1
4 · 2s(1− 3−1 − 3−k√2 )s .
Note that x ∈ (C ×C)∩ (⋂p1 Fp,k). Letting p→∞, we have
Ds(µ,x) 1
s −1 −k√ s for k  1.4 · 2 (1− 3 − 3 2 )
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Because x ∈ (C × C) ∩ (⋂k1(⋂p1 Fp,k)) and µ((⋂k1(⋂p1 Fp,k))) = 1, letting
k→∞, we have Ds(µ,x) 14s for µ-almost everywhere x ∈ C ×C.
Next we will prove the opposite inequality. It suffices to prove that µ(B(A,r))
(2r)s 
1
4s for
µ-almost everywhere A ∈ C × C. Without loss of generality, suppose that A ∈ f1(E0) ∩
(C × C). As C × C is self-similar, it is enough to prove µ(B(A,r))
(2r)s 
1
4s for µ-almost
everywhere A ∈ f1(E0) ∩ (C ×C) when
√
2
3 < r 
√
2.
Let us first introduce some notations. The projection of C × C into the x-axis is the
middle third Cantor set and denoted byCx . Denote the nth basic interval of constructingCx
by Ii1i2...in , ij ∈ {1,2}, j = 1,2, . . . , n. For example, I1 =
[
0, 13
]
, I2 =
[ 2
3 ,1
]
, I11 =
[
0, 19
]
,
I12 =
[2
9 ,
1
3
]
and so on. The points (li1i2...in ,0) and (ri1i2...in ,0) denote the left and right
endpoint of the interval Ii1i2...in , respectively. Let L be the straight line through origin O
and
( 2
3 ,1
)
. The following facts are clear.
(a) For n 0, the angle of intersection of straight line x = l1i1i2...in and
y = x + l1i1i2...in is π4 . The angle of intersection of straight line x = r1i1i2...in
and y =−x + r1i1i2...in is also π4 . (3.3)
(b) The angle of L intersecting with the positive direction of x-axis is less than π3 .
(3.4)
For n 1, let
Si1i2...in1 = f1(E0) ∩
{
(x, y): x − y  li1i2...in1
}∩ {(x, y): x  ri1i2...in1},
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{
(x, y): x  li1i2...in2
} ∩ {(x, y): x + y  ri1i2...in2}.
The following fact is obvious.
(c) For n 1, the set Si1i2...in1 is symmetric with the set Ti1i2...in2 with respect to
the straight line x = li1i2...in + 12·3n . (3.5)
Because f1(E0) ∩ (C ×C) is symmetric with respect to the main diagonal of E0, it is
enough to consider A ∈ S1. By (3.4), when
√
2
3 < r 
√
2 and A ∈ S1,
B(A, r) ∩ (f2(E0)∪ f3(E0))⊃ B(O, r)∩ (f2(E0)∪ f3(E0)), (3.6)
where O is the origin. So it is enough to prove that
µ
(
B(A, r)∩ f4(E0)
)
 µ
(
B(O, r)∩ f4(E0)
) (3.7)
for µ-almost everywhere A ∈ S1.
In order to prove (3.7), we first prove the following lemma.
Lemma 3.3. For any endpoints of the basic interval I1i1i2...in−1 of Cx in
[
0, 13
]
, the follow-
ing inequalities are correct:
µ
(
B
(
(l1i1i2...in−1 ,0), r
)∩ f4(E0))µ(B((0,0), r)∩ f4(E0))
(n= 1,2, . . .), (3.8)
µ
(
B
(
(r1i1i2...in−1 ,0), r
)∩ f4(E0)) µ(B((0,0), r)∩ f4(E0))
(n= 1,2, . . .). (3.9)
Proof. When n = 1, (l1,0) = (0,0), so (3.8) is correct and (r1,0)=
( 1
3 ,0
)
, by the sym-
metry, (3.9) is correct. When n= 2, (l11,0)= (l1,0), (r12,0)= (r1,0), so we only need to
consider (r11,0) and (l12,0). By the symmetry,
µ
(
B
(
(r11,0), r
)∩ f4(E0)∩ {(x, y): 0 x  r11})
= µ(B(O, r)∩ f4(E0)∩ {(x, y): 0 x  r11}).
On the other hand, for any P ∈ f4(E0)∩ {(x, y): l12  x  r12}, the points P , (r11,0) and
O form an obtuse triangle (see Fig. 3). So
B
(
(r11,0), r
)∩ f4(E0)∩ {(x, y): l12  x  r12}
⊃ B(O, r)∩ f4(E0)∩
{
(x, y): l12  x  r12
}
.
It follows that (3.9) is correct. For (l12,0), by the symmetry, (3.8) is also correct.
Suppose (l1,0), (l2,0), . . . , (l2n,0) and (r1,0), (r2,0), . . . , (r2n,0) are the left and right
endpoints of nth basic intervals I1, I2, . . . , I2n on the interval
[
0, 13
]
, respectively. By the
symmetry,
µ
(
B(O, r)∩ f4(E0)∩
{
(x, y): l1  x  r1
})
= µ(B((r1,0), r)∩ f4(E0)∩ {(x, y): l1  x  r1}).
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For any P ∈ f4(E0) ∩ {(x, y): l2  x  3−1}, the points P , (r1,0) and O form an obtuse
triangle. So
B
(
(r1,0), r
)∩ f4(E0)∩ {(x, y): l2  x  3−1}
⊃ B(O, r)∩ f4(E0)∩
{
(x, y): l2  x  3−1
}
.
Therefore
µ
(
B
(
(r1,0), r
)∩ f4(E0))
= µ(B((r1,0), r)∩ f4(E0)∩ {(x, y): l1  x  r1})
+µ(B((r1,0), r)∩ f4(E0)∩ {(x, y): l2  x  3−1})
 µ
(
B(O, r)∩ f4(E0)∩
{
(x, y): l1  x  r1
})
+µ(B(O, r)∩ f4(E0) ∩ {(x, y): l2  x  3−1})
= µ(B(O, r)∩ f4(E0)).
By the symmetry,
µ
(
B
(
(r2,0), r
)∩ f4(E0)∩ {(x, y): l1  x  r2})
= µ(B(O, r)∩ f4(E0)∩ {(x, y): l1  x  r2}),
µ
(
B
(
(l2,0), r
)∩ f4(E0)∩ {(x, y): l1  x  r2})
= µ(B((r1,0), r)∩ f4(E0)∩ {(x, y): l1  x  r2}).
For any P ∈ f4(E0)∩{(x, y): l3  x  3−1}, the points P , (r2,0), O and P , (l2,0), (r1,0)
construct an obtuse triangle, respectively. So
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(
(r2,0), r
)∩ f4(E0)∩ {(x, y): l3  x  3−1}
⊃ B(O, r)∩ f4(E0)∩
{
(x, y): l3  x  3−1
}
,
B
(
(l2,0), r
)∩ f4(E0)∩ {(x, y): l3  x  3−1}
⊃ B((r1,0), r)∩ f4(E0)∩ {(x, y): l3  x  3−1}.
Therefore
µ
(
B
(
(r2,0), r
)∩ f4(E0))
= µ(B((r2,0), r)∩ f4(E0)∩ {(x, y): l1  x  r2})
+µ(B((r2,0), r)∩ f4(E0)∩ {(x, y): l3  x  3−1})
 µ
(
B(O, r)∩ f4(E0)∩
{
(x, y): l1  x  r2
})
+µ(B(O, r)∩ f4(E0) ∩ {(x, y): l3  x  3−1})
= µ(B(O, r)∩ f4(E0)),
µ
(
B
(
(l2,0), r
)∩ f4(E0))
= µ(B((l2,0), r)∩ f4(E0)∩ {(x, y): l1  x  r2})
+µ(B((l2,0), r)∩ f4(E0) ∩ {(x, y): l3  x  3−1})
 µ
(
B
(
(r1,0), r
)∩ f4(E0)∩ {(x, y): l1  x  r2})
+µ(B((r1,0), r)∩ f4(E0)∩ {(x, y): l3  x  3−1})
= µ(B((r1,0), r)∩ f4(E0)).
According to the symmetry, repeating the above proof through finite times, we can show
that (3.8) and (3.9) hold. This completes the proof of Lemma 3.3. ✷
Next we will prove (3.7).
(i) Note that S1 = (S1 − (S11 ∪ T12))∪ (S11 ∪ T12). First let A ∈ S1 − (S11 ∪ T12). Ac-
cording to (3.3), B(A, r) ∩ f4(E0)⊃ B((r1,0), r)∩ f4(E0). By Lemma 3.3, µ(B(A, r)∩
f4(E0)) µ(B(O, r)∩ f4(E0)).
(ii) Next let A ∈ S11∪T12. First supposeA ∈ S11. Note that S11 = (S11−(S111∪T112))∪
(S111 ∪ T112), let A ∈ S11 − (S111 ∪ T112). (Note that the case A ∈ S111 ∪ T112 will be
considered in (iii), and the same below.) By (3.3), we have
B(A, r) ∩ f4(E0)∩
{
(x, y): l11  x  r11
}
⊃ B((r11,0), r)∩ f4(E0)∩ {(x, y): l11  x  r11}.
For any P ∈ f4(E0)∩ {(x, y): l12  x  3−1}, the points P , (r11,0) and A form an obtuse
triangle, so
B(A, r) ∩ f4(E0)∩
{
(x, y): l12  x  3−1
}
⊃ B((r11,0), r)∩ f4(E0)∩ {(x, y): l12  x  3−1}.
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µ
(
B(A, r)∩ f4(E0)
)
 µ
(
B
(
(r11,0), r
)∩ f4(E0)) µ(B(O, r) ∩ f4(E0)).
Now let A ∈ T12. Similarly, T12 = (T12 − (S121 ∪ T122)) ∪ (S121 ∪ T122), let A ∈ T12 −
(S121 ∪ T122). By (3.3),
B(A, r) ∩ f4(E0)∩
{
(x, y): l12  x  3−1
}
⊃ B((l12,0), r)∩ f4(E0)∩ {(x, y): l12  x  3−1}.
For any P ∈ f4(E0)∩ {(x, y): l11  x  r11}, the points P , (l12,0) and A form an obtuse
triangle. So
B(A, r) ∩ f4(E0)∩
{
(x, y): l11  x  r11
}
⊃ B((l12,0), r)∩ f4(E0)∩ {(x, y): l11  x  r11}.
By Lemma 3.3,
µ
(
B(A, r)∩ f4(E0)
)
 µ
(
B
(
(l12,0), r
)∩ f4(E0)) µ(B(O, r)∩ f4(E0)).
Thus when A ∈ (S11 − (S111 ∪ T112))∪ (T12 − (S121 ∪ T122)), (3.7) is correct.
(iii) Now we suppose A ∈ (S111 ∪ T112) ∪ (S121 ∪ T122). We may only consider A ∈
S121, because the other cases are the same. As S121 = (S121 − (S1211 ∪ T1212)) ∪ (S1211 ∪
T1212), we first consider the case that A ∈ S121 − (S1211 ∪ T1212). By (3.3), we have
B(A, r) ∩ f4(E0)∩
{
(x, y): 0 x  r121
}
⊃ B((r121,0), r)∩ f4(E0)∩ {(x, y): 0 x  r121}.
For any P ∈ f4(E0) ∩ {(x, y): l122  x  3−1}, the points P , (r121,0) and A form an
obtuse triangle, so
B(A, r) ∩ f4(E0)∩
{
(x, y): l122  x  3−1
}
⊃ B((r121,0), r)∩ f4(E0)∩ {(x, y): l122  x  3−1}.
By Lemma 3.3,
µ
(
B(A, r)∩ f4(E0)
)
 µ
(
B
(
(r121,0), r
)∩ f4(E0)) µ(B(O, r)∩ f4(E0)).
By (i)–(iii), we get that for A ∈ S1 − [(S1111 ∪ T1112)∪ (S1121 ∪ T1122)∪ (S1211 ∪ T1212)∪
(S1221 ∪ T1222)], (3.7) is right.
(iv) Finally, for n  1, we consider A ∈ S1i1i2...in−11 ∪ T1i1i2...in−12. We may suppose
A ∈ S1i1i2...in−11, because when A ∈ T1i1i2...in−12, the proof is the same. Note that
S1i1i2...in−11 =
(
S1i1i2...in−11 − (S1i1i2...in−111 ∪ T1i1i2...in−112)
)
∪ (S1i1i2...in−111 ∪ T1i1i2...in−112).
When A ∈ S1i1i2...in−11 − (S1i1i2...in−111 ∪ T1i1i2...in−112), by (3.3),
B(A, r) ∩ f4(E0)∩
{
(x, y): 0 x  r1i1i2...in−11
}
⊃ B((r1i1i2...in−11,0), r)∩ f4(E0)∩ {(x, y): 0 x  r1i1i2...in−11}.
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A form an obtuse triangle. So
B(A, r) ∩ f4(E0)∩
{
(x, y): l1i1i2...in−12  x  3−1
}
⊃ B((r1i1i2...in−11,0), r)∩ f4(E0)∩ {(x, y): l1i1i2...in−12  x  3−1}.
By Lemma 3.3,
µ
(
B(A, r)∩ f4(E0)
)
 µ
(
B
(
(r1i1i2...in−11,0), r
)∩ f4(E0))
 µ
(
B(O, r)∩ f4(E0)
)
.
Thus, when A ∈ S1i1i2...in−11 − (S1i1i2...in−111 ∪ T1i1i2...in−112), (3.7) is right.
From above (i)–(iv), we obtain that for n  1, except for the sets S1i1i2...in−11 ∪
T1i1i2...in−12, for ∀A ∈ S1, (3.7) is correct. Note that
µ
( ⋃
(1i1i2...in−1)
ij∈{1,2}
(S1i1i2...in−11 ∪ T1i1i2...in−12)
)
= 2
n
4n+1
→ 0 (n→∞).
This proves that except for a zero measure set, for ∀A ∈ S1, we have
µ
(
B(A, r)∩ f4(E0)
)
 µ
(
B(O, r)∩ f4(E0)
)
.
So
lim inf
r→0
µ(B(A, r))
(2r)s
 lim inf
r→0
µ(B(O, r))
(2r)s
= 1
4s
for µ-almost everywhere A ∈ C ×C. ✷
Proof of Theorem. By Lemmas 2.3 and 3.2, Theorem is correct. ✷
Remark 3.1. For 0 < λ  13 , suppose that f1(x) = λx , f2(x) = 1 − λ + λx , x ∈ [0,1].
Cλ is the attractor of the iterative function system {f1, f2}. By the approach of this paper,
we can get
P s(λ)(Cλ ×Cλ)= 4 · 2s(λ)(1− λ)s(λ),
where s(λ)= log1/λ 4.
Remark 3.2. In the following, we show the above method cannot be extended to products
of very uniform Cantor sets. Similar to Fig. 1, we establish an orthogonal coordinate system
as follows. Take the origin to be a vertex of E0 (see Fig. 1). Then E0 = [0,1] × [0,1] and
C1/4×C1/3 can be regarded as the attractor of the iterated function system {f1, f2, f3, f4},
where
f1(x)=
[ 1
4 0
0 13
]
x, f2(x)=
[ 1
4 0
0 13
]
x +
[ 3
4
0
]
,
f3(x)=
[ 1
4 0
1
]
x +
[ 3
4
2
]
, f4(x)=
[ 1
4 0
1
]
x +
[ 0
2
]
, x ∈ R2.0 3 3 0 3 3
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C1/4 ×C1/3 =
4⋃
n=1
fn(C1/4 ×C1/3).
The C1/4 × C1/3 is not a self-similar set, in fact, it is a self-affine set. The packing
dimension of C1/4 ×C1/3 is (see [1]) s = dimP (C1/4 ×C1/3)= log3 2+ log4 2= log9 12.
Similar to (2.1), for any Borel set E ⊂Rm, define a measure µ with supportC1/4×C1/3
by
µ(E)= P
s(E ∩ (C1/4 ×C1/3))
P s(C1/4 ×C1/3) . (2.1
′)
By our above method, we cannot get the exact value of the lower spherical density of
the measure µ at origin O . So our method is invalid to calculate the packing measure of
the self-affine set C1/4 ×C1/3.
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Appendix A
When 1 n 10, the computation results of step (2) of Lemma 3.1 are:
(1) If
√( 2
3 + 13n+1
)2 + ( 13n+1 )2 < r 
√( 2
3 + 13n+1
)2 + ( 23n+1 + 13n+2 )2, see Table 1.
(2) If
√( 2
3 + 13n+1
)2 + ( 23n+1 + 13n+2 )2 < r 
√( 2
3 + 13n+1
)2 + ( 13n )2, see Table 2.
(3) If
√( 2
3 + 13n+1
)2 + ( 13n )2 < r √( 23 + 23n+1 + 13n+2 )2 + ( 13n+2 )2, see Table 3.
(4) If
√( 2
3 + 23n+1 + 13n+2
)2 + ( 13n+2 )2 < r 
√( 2
3 + 13n
)2 + ( 13n+1 )2, see Table 4.
(5) If
√( 2
3 + 13n
)2 + ( 13n+1 )2 < r 
√( 2
3 + 13n
)2 + ( 13n )2, see Table 5.
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n criterion µ(B(A, r)) µ(B(A,r))
(2r)s − 14s 
1 r >
√( 2
3 + 13n+2
)2 + ( 23n+1 + 13n+2 )2 14 + 24n+1 + 24n+2 0.0438
2 r >
√( 2
3 + 13n+2
)2 + ( 23n+1 + 13n+2 )2 14 + 24n+1 + 24n+2 0.0121
3 r >
√( 2
3 + 13n+2
)2 + ( 23n+1 + 13n+2 )2 14 + 24n+1 + 24n+2 0.0025
4 r >
√( 2
3 + 13n+2
)2 + ( 23n+1 + 13n+2 )2 14 + 24n+1 + 24n+2 3.1741× 10−4
5 r >
√( 2
3 + 13n+2
)2 + ( 23n−1 + 23n + 13n+1 )2 14 + 24n+1 + 244n+2 9.0204× 10−4
6 r >
√( 2
3 + 13n+2
)2 + ( 23n−1 + 23n + 13n+1 )2 14 + 24n+1 + 244n+2 1.8868× 10−4
7 r >
√( 2
3 + 13n+2
)2 + ( 23n−1 + 23n + 13n+1 )2 14 + 24n+1 + 244n+2 3.4700× 10−5
8 r >
√( 2
3 + 13n+2
)2 + ( 23n−1 + 23n + 13n+1 )2 14 + 24n+1 + 244n+2 4.5009× 10−6
9 r >
√( 2
3 + 13n+2
)2 + ( 23n−3 + 23n−2 + 13n−1 )2 14 + 24n+1 + 1084n+2 1.3662× 10−5
10 r >
√( 2
3 + 13n+2
)2 + ( 2
3n−3 +
2
3n−2 +
1
3n−1
)2 1
4 + 24n+1 +
108
4n+2 2.9512× 10
−6
Table 2
n criterion µ(B(A, r)) µ(B(A,r))
(2r)s − 14s 
1 r >
√( 2
3 + 13n+2
)2 + ( 13n )2 14 + 24n+1 + 64n+2 0.0674
2 r >
√( 2
3 + 13n+2
)2 + ( 13n )2 14 + 24n+1 + 64n+2 0.0210
3 r >
√( 2
3 + 13n+2
)2 + ( 13n )2 14 + 24n+1 + 64n+2 0.0050
4 r >
√( 2
3 + 13n+2
)2 + ( 13n )2 14 + 24n+1 + 64n+2 9.7658× 10−4
5 r >
√( 2
3 + 13n+2
)2 + ( 13n )2 14 + 24n+1 + 64n+2 1.3820× 10−4
6 r >
√( 2
3 + 13n+2
)2 + ( 13n−2 )2 14 + 24n+1 + 304n+2 2.5212× 10−4
7 r >
√( 2
3 + 13n+2
)2 + ( 13n−2 )2 14 + 24n+1 + 304n+2 5.0595× 10−5
8 r >
√( 2
3 + 13n+2
)2 + ( 13n−2 )2 14 + 24n+1 + 304n+2 8.4784× 10−6
9 r >
√( 2
3 + 13n+2
)2 + ( 13n−2 )2 14 + 24n+1 + 304n+2 7.2708× 10−7
10 r >
√( 2
3 + 13n+2
)2 + ( 13n−4 )2 14 + 24n+1 + 1264n+2 3.6974× 10−6
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n criterion µ(B(A, r)) µ(B(A,r))
(2r)s − 14s 
1 r >
√( 2
3 + 13n+1
)2 + ( 13n )2 14 + 44n+1 0.0556
2 r >
√( 2
3 + 13n+1
)2 + ( 13n )2 14 + 44n+1 0.0125
3 r >
√( 2
3 + 13n+1
)2 + ( 13n )2 14 + 44n+1 0.0013
4 r >
√( 2
3 + 13n+2
)2 + ( 13n−1 )2 14 + 44n+1 + 84n+2 8.9248× 10−4
5 r >
√( 2
3 + 13n+2
)2 + ( 23n−1 + 13n+1 )2 14 + 44n+1 + 124n+2 1.3370× 10−4
6 r >
√( 2
3 + 13n+2
)2 + ( 13n−2 )2 14 + 44n+1 + 244n+2 7.3151× 10−5
7 r >
√( 2
3 + 13n+2
)2 + ( 23n−2 + 23n+1 + 13n+2 )2 14 + 44n+1 + 304n+2 4.9888× 10−6
8 r >
√( 2
3 + 13n+2
)2 + ( 13n−3 )2 14 + 44n+1 + 564n+2 8.7398× 10−6
9 r >
√( 2
3 + 13n+2
)2 + ( 23n−3 + 23n−2 + 13n−1 )2 14 + 44n+1 + 1044n+2 6.8937× 10−6
10 r >
√( 2
3 + 13n+2
)2 + ( 2
3n−3 +
2
3n−2 +
1
3n−1
)2 1
4 + 44n+1 +
104
4n+2 6.3971× 10
−7
Table 4
n criterion µ(B(A, r)) µ(B(A,r))
(2r)s − 14s 
1 r >
√( 2
3 + 23n+1 +
1
3n+1
)2 + ( 13n+2 )2 14 + 44n+1 + 24n+2 0.0459
2 r >
√( 2
3 + 23n+1 +
1
3n+1
)2 + ( 13n+2 )2 14 + 44n+1 + 24n+2 0.0093
3 r >
√( 2
3 + 13n+1
)2 + ( 13n−1 )2 14 + 24n+2 + 84n+1 0.0101
4 r >
√( 2
3 + 13n+1
)2 + ( 13n−1 )2 14 + 24n+2 + 84n+1 0.0017
5 r >
√( 2
3 + 13n+1
)2 + ( 13n−1 )2 14 + 24n+2 + 84n+1 8.6719× 10−5
6 r >
√( 2
3 + 13n+1
)2 + ( 23n−2 + 23n + 13n+1 )2 14 + 24n+2 + 224n+1 5.0225× 10−4
7 r >
√( 2
3 + 13n+1
)2 + ( 23n−2 + 23n + 13n+1 )2 14 + 24n+2 + 224n+1 8.8211× 10−5
8 r >
√( 2
3 + 13n+1
)2 + ( 23n−2 + 23n + 13n+1 )2 14 + 24n+2 + 224n+1 9.5300× 10−6
9 r >
√( 2
3 + 13n+1
)2 + ( 13n−4 )2 14 + 24n+2 + 644n+1 2.6061× 10−5
10 r >
√( 2
3 + 13n+1
)2 + ( 13n−4 )2 14 + 24n+2 + 644n+1 5.1223× 10−6
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n criterion µ(B(A, r)) µ(B(A,r))
(2r)s − 14s 
1 r >
√( 2
3 + 13n
)2 + ( 13n+1 )2 14 + 64n+1 0.0700
2 r >
√( 2
3 + 13n
)2 + ( 13n+1 )2 14 + 64n+1 0.0205
3 r >
√( 2
3 + 13n
)2 + ( 13n+1 )2 14 + 64n+1 0.0034
4 r >
√( 2
3 + 13n+1
)2 + ( 23n−1 + 23n + 13n+1 )2 14 + 164n+1 0.0066
5 r >
√( 2
3 + 13n+1
)2 + ( 23n−1 + 23n + 13n+1 )2 14 + 164n+1 0.0013
6 r >
√( 2
3 + 13n+1
)2 + ( 23n−1 + 23n + 13n+1 )2 14 + 164n+1 2.2660× 10−4
7 r >
√( 2
3 + 13n+1
)2 + ( 2
3n−1 +
2
3n + 13n+1
)2 1
4 + 164n+1 1.9236× 10
−5
8 r >
√( 2
3 + 13n+1
)2 + ( 2
3n−3 +
2
3n−2 +
1
3n−1
)2 1
4 + 584n+1 1.0369× 10
−4
9 r >
√( 2
3 + 13n+1
)2 + ( 23n−3 + 23n−2 + 13n−1 )2 14 + 584n+1 2.1749× 10−5
10 r >
√( 2
3 + 13n+1
)2 + ( 23n−3 + 23n−2 + 13n−1 )2 14 + 584n+1 4.0443× 10−6
