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Re´sume´ :
La me´thode ! Free-Surface Synthetic Schlieren " , que nous avons introduite re´cemment [1], permet de
mesurer la de´formation de la surface libre d’un liquide transparent avec une grande sensibilite´. Cette
me´thode repose sur trois approximations line´aires, qui peuvent constituer des limitations importantes
dans certaines situations pratiques : came´ra suppose´e loin de l’interface, faibles de´formations de l’in-
terface et faibles pentes. Nous pre´sentons ici les re´sultats de simulations nume´riques du champ de
de´placement apparent induit par la re´fraction a` travers une surface de´forme´e par une onde plane. La
comparaison entre la surface impose´e et la surface reconstruite par la me´thode FS-SS line´aire permet
de quantifier les erreurs induites par chacune de trois approximations line´aires.
Abstract :
Free-Surface Synthetic Schlieren (FS-SS) is an optical method developed for the measurement of the
instantaneous topography of the interface between two transparent fluids [1]. This method relies upon
three linear approximations, which may represent a major limitation in practical applications : camera
located far from the interface, weak surface deformations and weak slopes. We present here results
from numerical simulations of the apparent displacement field induced by refraction through a surface
deformed by a plane wave field. The comparison between the prescribed surface and the reconstructed
surface based on linear FS-SS allows us to provide quantitative measurements of the errors induced by
the linear approximations.
Mots clefs : Synthetique Schlieren ; PIV ; Topographie
1 Introduction
Les progre`s re´cents des me´thodes de corre´lation d’images, couple´s a` l’augmentation continuelle des
puissances de calcul, ont permis de concevoir et de de´velopper de nouvelles me´thodes de mesure qui
sont en train de re´volutionner la me´canique expe´rimentale. On peut citer par exemple les mesures
de champ de vitesse par PIV (Particles Image Velocimetry) [2] pour la me´canique des fluides et les
me´thodes DIC (Digital Image Correlation) de mesure des champs de de´formations de mate´riaux sous
contraintes [3] pour la me´canique des solides.
Dans de nombreuses expe´riences il est important de pouvoir mesurer la forme et la dynamique de la
surface d’un liquide. Un certain nombre de me´thodes nouvelles sont apparues ces dernie`res anne´es,
issues de la profilome´trie par projection de franges [4], ou de la mesure du de´placement apparent de
motifs ale´atoires (mouchetis) [5, 6]. Nous avons re´cemment pre´sente´ en de´tail le potentiel de cette
me´thode que nous avons nomme´e Free Surface Synthetic Schlieren (FS-SS) [1], qui permet de mesurer
avec une excellente re´solution (de l’ordre du microme`tre) les faibles de´formations d’une surface liquide
transparente. Pour cela un motif ale´atoire de points est observe´ a` travers la surface de´forme´e. Le
champ de de´placement apparent des points est obtenu par corre´lation des images obtenues lorsque
l’interface est plate ou de´forme´e. Nous avons montre´ que, dans le cadre d’approximations line´aires,
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(a) Interface plate (b) Interface déformée
Figure 1 – Ge´ome´trie du rayon e´mis du point objet M et parvenant a` la came´ra C apre`s refraction a`
travers la surface libre plate ou de´forme´e. (a) Cas de l’interface plate : le plan de re´fraction COM est
radial et contient l’axe optique. (b) Cas de l’interface de´forme´e : le plan de re´fraction CAM , qui doit
contenir la normal nˆ a` l’interface, est maintenant incline´, et ne contient plus l’axe optique. Le point
objet M donne lieu au point objet virtuel M ′ dans le cas (a), et M ′′ dans le cas (b). Le de´placement
apparent, tel que mesure´ par corre´lation d’images, est δr =M′M′′.
ce champ de de´placement δr(x, y, t) est proportionnel au gradient de hauteur ∇h(x, y, t), et qu’une
me´thode d’inte´gration au sens des moindres carre´s permet de reconstruire la hauteur h(x, y, t).
L’influence des non-line´arite´s est difficile a` estimer a priori dans ce proble`me. Dans cet article, en
partant d’une de´forme´e de surface impose´e (une onde plane), nous calculons le de´placement apparent
sans approximation line´aire. En inte´grant ce champ dans le cadre des approximations line´aires, il est
possible de comparer le champ prescrit et le champ reconstruit, et ainsi de quantifier les erreurs et de
controˆler empiriquement les limites de validite´ de l’approximation line´aire.
2 Formulation optique et approximation line´aire
La figure 1 pre´sente la ge´ome´trie des rayons lumineux e´mis du motif de points ale´atoires, en z = 0,
et collecte´s par la came´ra au point C (approximation dite de came´ra pin-hole), apre`s re´fraction a`
travers la surface libre. Nous nous restreignons ici au cas d’une came´ra situe´e au-dessus de l’interface,
a` une distance OC = H du motif de points dispose´ au fond du re´cipient (d’autres configurations sont
toutefois possibles [1]).
La formulation optique du proble`me consiste, pour chaque point objet M du motif, a` comparer la
position des deux objets virtuels associe´s M ′ et M ′′, obtenus lorsque l’interface est respectivement
plate et de´forme´e. La difficulte´ du proble`me provient du fait que, dans le cas de l’interface de´forme´e,
le plan d’incidence ne contient pas l’axe optique OC (figure 1b). En effet, ce plan d’incidence est de´fini
comme le plan contenant la came´ra C ainsi que la normale a` l’interface nˆ e´value´ au point d’intersection
I, qui est tel que le rayon M → I → C satisfait la loi de la re´fraction de Snell-Descartes. Ainsi, e´tant
connus les pointsM et C, la de´termination du point d’intersection I constitue un proble`me non-line´aire
3D assez de´licat dans le cas ge´ne´ral.
Dans la suite, on se restreint au cas ou` l’interface liquide est une onde plane, de´crite par
h(x, y) = h0 +A cos(2pix/λ). (1)
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Le proble`me optique est alors caracte´rise´ par 5 longueurs : la distance came´ra-motif H, la taille du
champ observe´ (suppose´e ici carre´e, de coˆte´ L), la profondeur moyenne de liquide h0, l’amplitude
de l’onde A, et sa longueur d’onde λ. Une sixie`me longueur intervient pour la reconstruction de la
hauteur : il s’agit de la taille des feneˆtres d’interrogation utilise´es dans l’algorithme de corre´lation
d’images.
La relation entre la surface h(x, y) et le de´placement apparent δr de´pend en ge´ne´ral des 5 nombres
dans dimension pouvant eˆtre construits sur ces 6 longueurs. Une line´arisation du proble`me est possible
lorsque les 3 conditions suivantes sont satisfaites :
(i) Angle de parallaxe ne´gligeable, β = L/(
√
2H)$ 1 (approximation de Gauss) ;
(ii) Faible pente de l’interface, ξ = 2piA/λ$ 1 ;
(iii) Amplitude de de´formation petite compare´e a` la distance surface - motif, A/h0 $ 1.










ou` n est l’indice optique du liquide. Il est alors possible de reconstruire, a` l’aide d’un algorithme
d’inversion au sens des moindres carre´s, la hauteur h(x, y) a` partir du de´placement mesure´ δr(x, y).
En revanche, l’utilisation de la relation line´aire (2) lorsque l’une au moins des 3 conditions ci-dessus
n’est pas satisfaite conduit a` une erreur sur la surface reconstruite, que nous allons caracte´riser dans
la suite.
Il faut noter ici que la mesure expe´rimentale du champ de de´placement δr(x, y) ne´cessite en outre
que la courbure de l’interface ne conduise pas a` des croisements de rayons lumineux, c’est-a`-dire a` la
formation de caustiques. En effet, si la distance focale associe´e aux lentilles forme´es par les parties
convexes des ondes devient infe´rieure a` la profondeur d’eau h0, il y a croisement des rayons, conduisant
a` un ensemble de points M ′′ non continuˆment relie´es aux points M ′, et donc a` un de´placement non
mesurable par corre´lation d’images. Cette condition n’affecte pas directement la relation line´aire (2),
mais impose toutefois une condition supple´mentaire lie´e aux conditions (ii) et (iii) : il faut en effet
satisfaire Ah0 $ λ2 (ou, de fac¸on e´quivalente, ξ $ λ/h0), ce qui ne pose de proble`me en pratique que
pour des grandes profondeurs h0.
3 Simulations non-line´aires
3.1 Principe
Nous avons re´alise´ une se´rie de simulations du proble`me optique, afin d’e´valuer l’amplitude des erreurs
commises dans l’approximation line´aire (2). Le protocole est le suivant :
(i) On part d’un ensemble de points M ′, re´partis sur une grille homoge`ne. On choisit une grille de
taille 128×128, typique des applications pratiques (e.g. feneˆtres d’interrogation de 16 pixels avec
un recouvrement de 50 % et une came´ra de 20482 pixels).
(ii) Par application de la loi de Snell-Descartes pour la surface plate, on en de´duit la grille des points
objet M dont sont issus les objets virtuels M ′. Cette e´tape est simple, car le plan d’incidence
est purement radial dans ce cas (figure 1a).
(iii) On calcule la position des points M ′′, objets virtuels associe´s aux points M par re´fraction a`
travers l’interface de´forme´e prescrite (1). Cette e´tape est la plus de´licate, car le plan d’incidence
n’est plus radial. En pratique, on de´termine la position du point d’intersection I en minimisant le
temps de parcours du rayon lumineux M → I → C, donne´ par τ = nMI+ IC (dans un syste`me
d’unite´ tel que c = 1). Cette de´termination est effectue´e par une optimisation non-line´aire base´e
sur la me´thode du simplexe de Nelder-Mead (imple´mente´e dans la fonction fminsearch de
Matlab).
(iv) A partir des grilles de points M ′ et M ′′ issues d’un meˆme objet M , on en de´duit le champ de
de´placement δr =M′M′′ en tout point de la grille initiale M ′.
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(a) Surface consigne h(x,y)
 
 























































Figure 2 – Illustration de l’effet de parallaxe, ici dans une situation de tre`s forte distorsion (came´ra
distante de H = 25 cm, parallaxe β = L/(
√
2H) ' 0.28). (a) Surface prescrite h(x, y), avec A =
0.1 mm, h0 = 20 mm, λ = 25 mm, L = 100 mm. (b) Champ de de´placement apparent δr(x, y). (c)
Surface reconstruite hr(x, y) par me´thode FS-SS line´aire. (d) Profils de hauteur en fonction de x, pour
y = Ly/2 = 50 mm, pour H = 0.25 m (β = 0.28) et H = 0.5 m (β = 0.14). Plus la came´ra est loin
(H ( L), plus le profil reconstruit hr tend vers le profil prescrit h.
(v) On inte`gre ce champ de de´placement pour reconstruire l’interface de´forme´e hr(x, y), par appli-
cation de la loi d’inversion line´arise´e (2).
Il est alors possible d’estimer l’erreur entre la hauteur prescrite h et la hauteur reconstruite hr. Nous
avons choisi de quantifier cette erreur par :
'rms = 〈(h − hr)2〉1/2/2A,
ou` 〈·〉 repre´sente une moyenne spatiale sur tout le champ.
3.2 Re´sultats
Nous examinons dans un premier temps l’influence de la distance H entre la came´ra et le motif de
points. La configuration de re´fe´rence choisie est caracte´ristique d’expe´riences re´alistes en laboratoire :
une hauteur h0 = 20 mm d’eau contenue dans la cuve et une zone d’observation de section carre´e
de largeur L = 10 cm. L’onde plane (1) est choisie de longueur d’onde fixe λ = 25 mm (soit 4
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Figure 3 – Erreur relative entre l’interface prescrite h(x, y) et l’interface reconstruite hr(x, y) selon
l’approximation line´aire. Simulations effectue´es pour une zone d’observation de cote´ L = 10 cm, une
onde de longueur d’onde λ = 25 mm, une e´paisseur d’eau moyenne de h0 = 20 mm. (a) Erreur en
fonction de l’angle de parallaxe β. (b) Erreur en fonction de l’amplitude de l’onde A.
longueurs d’onde dans la cuve), et d’amplitude A = 0.1 mm. La figure 2 illustre clairement l’impact
d’un angle de parallaxe trop grand (ici pour H = 25 cm seulement, comparable au coˆte´ L = 10 cm
du champ de mesure). On voit que les de´placements δr acquie`rent une composante supple´mentaire
non perpendiculaire au front d’onde loin du centre optique, conduisant a` un profil reconstruit hr(x, y)
de´forme´ sur les bords de l’image. La figure 2(d) montre les profils de hauteur pour 2 distances came´ra-
motif H. La distorsion de parallaxe induit deux effets syste´matiques : augmentation de l’amplitude
reconstruite sur les bords, et de´calage vers l’exte´rieur des extrema de hauteur, pouvant conduire a` une
sur-estimation syste´matique de la longueur d’onde mesure´e. Il faut noter toutefois que cette distorsion
est volontairement tre`s prononce´e ici a` titre d’illustration.
Nous avons calcule´ l’erreur commise 'rms en fonction de cet angle de parallaxe β (figure 3), pour des
ondes de diffe´rentes amplitude A entre 0.001 mm et 3 mm. L’influence de l’angle de parallaxe a e´te´
syste´matiquement caracte´rise´e, pour une distance motif-came´ra H comprise entre 10 cm (tre`s forte
distorsion de parallaxe β ' 0.7) et 100 m (tre`s faible distorsion, β ' 7 10−4). La figure 3(a) montre que
lorsque H devient grand (β → 0), l’erreur 'rms diminue, mais sature vers une constante, d’autant plus
petite que l’amplitude de l’onde A est faible. En effet, lorsque les non-line´arite´s lie´es a` la parallaxe
deviennent ne´gligeables, l’erreur devient domine´e par les non-line´arite´s lie´es aux autres parame`tres
du proble`me. A titre d’exemple, une pre´cision de 1 % peut eˆtre obtenue pour des ondes d’amplitude
A ≤ 0.1 mm a` condition que β ≤ 2× 10−2, soit H ≥ 3.5 m, ce qui reste accessible expe´rimentalement.
Pour des plus fortes amplitudes d’onde, ce n’est plus l’effet de la parallaxe qui domine l’erreur de
reconstruction, et des distances H plus petites peuvent eˆtre utilise´es. La figure 3(b) montre que pour
la mesure d’amplitudes plus grandes, A ≥ 1 mm, une re´solution de 3 % au mieux peut eˆtre atteinte
dans cette configuration.
Une seconde se´rie de simulations a e´te´ effectue´es, pour e´tudier l’influence croise´e de la longueur d’onde
et de la profondeur d’eau (figure 4). Sur la figure 4a on voit que lorsque la longueur d’onde seule est
augmente´e a` hauteur d’eau constante, l’erreur diminue logiquement puisque la pente de l’interface
diminue. Par contre il apparaˆıt une remonte´e de l’erreur a` grande longueur d’onde et faible hauteur
d’eau. On retrouve ce meˆme phe´nome`ne sur la figure 4b ou` les meˆmes re´sultats sont repre´sente´s en
fonction de la profondeur d’eau pour diffe´rentes longueurs d’onde. Le fait que l’effet de la hauteur
d’eau n’est pas monotone est a` relier a` une erreur de parallaxe non corrige´es ici. En effet la surface
reconstruite par les relations line´aires est suppose´es reconstruites a` la verticale du point M ′, alors
qu’en fait elle correspond a` une hauteur reconstruite au point J , a` la verticale du point d’intersection
I (figure 1b). Ce de´calage, faible en ge´ne´ral, peut devenir significatif si la hauteur d’eau est importante.
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Figure 4 – Erreur relative entre l’interface prescrite h(x, y) et l’interface reconstruite hr(x, y) selon
l’approximation line´aire. Simulations effectue´es pour une cuve de cote´ L = 10 cm, une distance came´ra-
motif H = 2 m, et une amplitude A = 0.1 mm. (a) Erreur en fonction de la longueur d’onde λ.
(b) Erreur en fonction de la profondeur d’eau h0.
4 Conclusion
Dans cet article nous avons quantifie´ les erreurs commises dans la me´thode FS-SS lorsque l’on utilise
les trois approximations line´aires (came´ra loin, ondes de faible amplitude et faible pente de l’interface)
a` la place des relations non-line´aires exactes du proble`me optique complet. De cette e´tude il apparaˆıt
que les corrections non-line´aires peuvent devenir significatives, en particulier l’erreur induite par le
parallaxe. Sachant que les logiciels de DIC (Digital Image Correlation) ont une pre´cision utile de l’ordre
du pourcent, il convient de de´terminer les re´glages optiques permettant d’acce´der a` une pre´cision d’au
mieux 1 % sur la reconstruction finale. Nos resultats montrent qu’une came´ra situe´e a` une distance
de l’ordre de 50 fois la taille totale de la zone image´e permet d’obtenir une telle pre´cision. Des efforts
supple´mentaires sont ne´cessaires dans l’algorithme de reconstruction de la surface afin d’inclure la
prise en compte de ces effets non-line´aires.
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