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Let T :D ⊂ X → X be an iteration function in a complete met-
ric space X . In this paper we present some new general complete
convergence theorems for the Picard iteration xn+1 = Txn with or-
der of convergence at least r ≥ 1. Each of these theorems contains
a priori and a posteriori error estimates as well as some other es-
timates. A central role in the new theory is played by the notions
of a function of initial conditions of T and a convergence function of
T . We study the convergence of the Picard iteration associated to
T with respect to a function of initial conditions E:D → X . The
initial conditions in our convergence results utilize only informa-
tion at the starting point x0. More precisely, the initial conditions
are given in the form E(x0) ∈ J , where J is an interval on R+ con-
taining 0. The new convergence theory is applied to the Newton it-
eration in Banach spaces. We establish three complete ω-versions
of the famous semilocal Newton–Kantorovich theorem as well as a
complete version of the famous semilocal α-theorem of Smale for
analytic functions.
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1. Introduction
Recently in [1] we have established a generalization of the Banach contraction principle with
arbitrary order of convergence of successive approximations. Later on in [2] we have presented some
general local convergence theorems for the Picard iteration associated to an iteration function in a
metric space again with arbitrary order of convergence. The purpose of this paper, which may be
regarded as a continuation of [1,2], is twofold.
First, we present some new general convergence theorems with order of convergence r ≥ 1 for
iterative processes of the type
xn+1 = Txn, n = 0, 1, 2, . . . , (1.1)
where T :D ⊂ X → X is an iteration function in a metric space X satisfying the following condition:
E(Tx) ≤ ϕ(E(x)) for all x ∈ Dwith Tx ∈ D and E(x) ∈ J, (1.2)
where E:D → R+, J is an interval on R+ containing 0, ϕ is a gauge function on J , i.e. ϕ: J → J . A
function E:D → R+ satisfying (1.2) was called in [2] a function of initial conditions of T . To obtain
a convergence theorem for Picard iteration (1.1) first of all we have to choose a function E of initial
conditions of T . With the help of the function E we form the set of initial points of T (Definition 3.2).
Further, we need a convergence function of T (Definition 3.4) which guarantees the convergence of
the Picard iteration (1.1). The new theory can be applied mainly for obtaining semilocal convergence
theorems for a given iteration function T .
Second, we apply our theory to Newton’s iteration in Banach spaces in other to establish some new
complete ω-versions of the famous Newton–Kantorovich theorem [3] as well as a complete version
of the famous α-theorem of Smale [4] for analytic functions.
The paper is structured as follows. The new general convergence theory for the iterative processes
of the type (1.1) is presented in Sections 2–6. The main general convergence results are given in
Theorems 5.4–5.7. In Section 6 we apply these results to obtain fixed point theorems for iterated
contraction mappings (with respect to a function of initial conditions E). The results in this section
generalize and extend some results of Ortega and Rheinboldt [5, Chap. 12], Hicks and Rhoades [6],
Park [7], Ćirić [8], Berinde [9,10] Proinov [1] and others.
In Section 7 we apply our convergence theory to Newton’s method:
xn+1 = xn − F ′(xn)−1F(xn), n = 0, 1, 2, . . . , (1.3)
where F :Ω ⊂ X → Y is a Fréchet differentiable operator on an open subset Ω of a Banach space X
with values in a Banach space Y . We assume that F ′ satisfies an affine invariant condition of the type
‖F ′(x0)−1F ′(x)− F ′(y)‖ ≤ ω(‖x− y‖) for all x, y ∈ Dwith ‖x− y‖ ≤ J,
whereω is a nondecreasing function on an interval J ⊂ R+ containing 0. Then we study the semilocal
convergence of Newton iteration (1.3) with respect to the function of initial conditions E defined as
follows:
E(x) = ‖F ′(x)−1F ′(x0)‖ ω(‖F ′(x)−1F(x)‖).
The results of this section (Theorems 7.3, 7.5 and 7.8) generalize, extend or complete some results of
Ezquerro and Hernández [11,12], Gragg and Tapia [13], Ostrowski [14], Miel [15], Yamamoto [16] and
others. For other semilocal convergence results for Newton’s method in Banach spaces we refer the
reader to the papers [17–24] and references therein.
In Section 8 we apply our theory to Newton iteration (1.3) for zeros of an analytic function
F :Ω ⊂ X → Y on an open subset Ω of a Banach space X with values in a Banach space Y . In this
section we study the semilocal convergence of the Newton iteration with respect to the function of
initial conditions E defined as follows:
E(x) = ‖F ′(x)−1F(x)‖ sup
k>1
∥∥∥∥F ′(x)−1 F (k)(x)k!
∥∥∥∥1/(k−1)
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and establish a new complete version of Smale’s α-theorem [4] with a priori and a posteriori error
estimates as well as with some other estimates. The result improves and complements a result of
Rheinboldt [25]. For other results that improve, generalize or extend Smale’s theorem we refer the
reader to the works of Wang and Han [26], Wang and Zhao [27], Wang [28], Dedieu, Priouret and
Malajovich [29], Ferreira and Svaiter [19], Alvarez, Bolte and Munier [30], Li and Wang [31], Li, Wang
and Dedieu [32] and the references therein.
Throughout the paper J denotes an interval onR+ containing 0, that is an interval of the form [0, R],
[0, R) or [0,∞). We use the abbreviation ϕn for the nth iterate of a function ϕ: J → J . For n ∈ N we
denote by Sn(t) the following polynomial:
Sn(t) =
n−1∑
k=0
tk.
If n = 0 we assume that Sn(t) ≡ 0. Throughout the paper we assume for convenience that 00 = 1.
2. Gauge functions
In this section,we consider someproperties of gauge functions of order r ≥ 1. The notion of a gauge
function of order r and some of its properties were given in [1,2]. The proofs of some of the statements
of this section are left to the reader.
Definition 2.1 (Quasi-Homogeneous Functions). A function ϕ: J → R+ is said to be quasi-homogeneous
of degree r ≥ 0 on J if it satisfies the following condition:
ϕ(λt) ≤ λrϕ(t) for all λ ∈ (0, 1) and t ∈ J. (2.1)
On the stipulation that 00 = 1 one can see that (2.1) is equivalent to the following condition:
ϕ(λt) ≤ λrϕ(t) for all λ ∈ [0, 1] and t ∈ J. (2.2)
It is obvious that a function ϕ is a quasi-homogeneous function of degree r = 0 on J if and only if ϕ
is nondecreasing on J . In the following proposition we give a characterization of quasi-homogeneous
functions of degree r > 0.
Lemma 2.2. Suppose ϕ: J → R+ and r > 0. Then the following statements are equivalent:
(i) The function ϕ is quasi-homogeneous of degree r on J.
(ii) The function ϕ(t)/t r is nondecreasing on J \ {0} and ϕ(0) = 0.
(iii) There exists a nondecreasing function ψ: J → R+ such that
ϕ(t) = t rψ(t) for all t ∈ J. (2.3)
Let us give some simple but useful properties of quasi-homogeneous functions.
• If a function ϕ is quasi-homogeneous of degree r on J , then ϕ is nondecreasing on J .
• If a function ϕ is quasi-homogeneous of degree r on J , then ϕ is also quasi-homogeneous of degree
r on every subinterval of J which contains 0.
• If a function ϕ is quasi-homogeneous of degree r on J , then ϕ is also quasi-homogeneous of every
degree p ∈ [0, r] on J .
• If two functions f and g are quasi-homogeneous of degree r on J , then f + g is also quasi-
homogeneous of degree r on J .
• If two functions f and g are quasi-homogeneous on J of degree p and degree q respectively, then
fg is quasi-homogeneous of degree p+ q on J .
Let us give an example for a class of quasi-homogeneous functions which we shall use in Section 7.
Example 2.3. Let ω be a quasi-homogeneous function of degree r ≥ 0 on J . Then the function Φ
defined byΦ(t) = ∫ t0 ω(u)du is a quasi-homogeneous function of degree r + 1 on J .
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Definition 2.4 (Gauge Functions of High Order). A function ϕ: J → R+ is said to be a gauge function of
order r ≥ 1 on J if it is quasi-homogeneous of degree r on J and
ϕ(t) ≤ t for all t ∈ J. (2.4)
A gauge function ϕ of order r on J is said to be a strict gauge function if the inequality (2.4) holds strictly
whenever t ∈ J \ {0}.
The following properties of gauge functions of order r are obvious:
• If ϕ is a gauge function of order r ≥ 1 on J , then ϕ is also a gauge function of order r on every
subinterval of J which contains 0.
• If ϕ is a gauge function of order r ≥ 1 on J , then ϕ is also a gauge function of every order p ∈ [1, r]
on J .
The following proposition shows that there do not exist gauge functions of order r > 1 on [0,∞)
apart from the zero function.
Lemma 2.5. If ϕ 6≡ 0 is a gauge function of order r > 1 on J, then J is a bounded interval.
Proof. Let ϕ 6≡ 0 be a gauge function of order r > 1 on an interval J . According to Lemma 2.2, there
exists a nondecreasing function ψ: J → R+ satisfying (2.3). It follows from (2.3) and (2.4) that
0 ≤ ψ(t) ≤ t1−r for all t ∈ J \ {0}.
Suppose J = [0,∞). Taking the limit as t → +∞, we obtain limt→+∞ ψ(t) = 0. On the other hand,
the identity (2.3) shows that ϕ 6≡ 0 implies ψ 6≡ 0 which leads to limt→+∞ ψ(t) > 0. The last limit
is in contradiction with the previous one. Therefore, J is a bounded interval. 
The following statement shows that if ϕ is a gauge function of order r ≥ 1 on a bounded interval
J , then without loss of generality we may assume that J is a closed interval.
Lemma 2.6. Every gauge function of order r ≥ 1 on an interval [0, R) has an extension which is a gauge
function of order r on [0, R].
Proof. Suppose ϕ is a gauge function of order r ≥ 1 on an interval of the type [0, R) with R > 0.
Define the function ϕ at R by ϕ(R) = limt→R− ϕ(t). Then it is easy to show that ϕ is a gauge function
of order r on [0, R]. 
The following assertion shows that if ϕ is a gauge function of order r > 1 on a bounded interval J ,
then condition (2.4) can be improved in int J .
Lemma 2.7. Every gauge function ϕ of order r ≥ 1 on a bounded interval J = [0, R] or [0, R) satisfies
ϕ(t) ≤ t
(
t
R
)r−1
for all t ∈ J. (2.5)
Proof. Without loss of generality wemay assume that ϕ is a gauge function of order r ≥ 1 on a closed
interval J = [0, R] (see Lemma 2.6). Taking into account that ϕ(R) ≤ R and ϕ(t)/t r is nondecreasing
on (0, R], we obtain
ϕ(t)
t r
≤ ϕ(R)
Rr
≤ 1
Rr−1
for all t ∈ (0, R]
which yields (2.5) since the case t = 0 is trivial. 
The next lemma is an immediate consequence of the previous one.
Lemma 2.8. If ϕ is a gauge function of order r > 1 on a an interval [0, R), thenϕ is a strict gauge function
of order r on [0, R).
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In the following proposition we present a simple sufficient condition for gauge functions of order
r on a closed interval.
Lemma 2.9. If ϕ: J → R+ is a quasi-homogeneous function of degree r ≥ 1 on an interval J and R ∈ J is
such that ϕ(R) ≤ R, then ϕ is a gauge function of order r on [0, R].
Proof. Suppose ϕ: J → R+ is a quasi-homogeneous function of degree r ≥ 1 on an interval J and
R ∈ J . Then ϕ(0) = 0 and ϕ is quasi-homogeneous of degree r on [0, R]. According to Definition 2.4 it
remains to prove only that ϕ(t) ≤ t for t ∈ (0, R]. The function ϕ is quasi-homogeneous of degree 1
on [0, R]. Hence, ϕ(t)/t is nondecreasing on (0, R]. Therefore,
ϕ(t)
t
≤ ϕ(R)
R
≤ 1 for all t ∈ (0, R]
which yields ϕ(t) ≤ t for t ∈ (0, R]. 
Lemma 2.10. For every gauge function ϕ of order r ≥ 1 on J there exists a nondecreasing function φ:
J → R+ such that
ϕ(t) = t φ(t) for all t ∈ J. (2.6)
If a nondecreasing function φ: J → R+ satisfies (2.6), then it is quasi-homogeneous of degree r − 1 on J
and
0 ≤ φ(t) ≤ 1 for all t ∈ J. (2.7)
If ϕ is a strict gauge function, then (2.7) can be replaced by
0 ≤ φ(t) < 1 for all t ∈ J. (2.8)
Remark 2.11. One can always define a function φ on J satisfying (2.6) by
φ(t) =
{
ϕ(t)/t if t ∈ J \ {0},
0 if t = 0. (2.9)
Note that in the case r > 1 this is the unique nondecreasing nonnegative function on J which satisfies
(2.6).
Lemma 2.12. Let ϕ be a gauge function of order r ≥ 1 on J. Then for every t ∈ J and all n ≥ 0 we have
ϕn+1(t) ≤ ψ(t) ϕn(t)r , ϕn(t) ≤ t φ(t)Sn(r) and φ(ϕn(t)) ≤ φ(t)rn , (2.10)
where ψ and φ are nonnegative nondecreasing function on J satisfying (2.3) and (2.6) respectively.
Proof. Let t ∈ J , n ≥ 0 and λ = φ(t). Note that (2.4) implies that ϕn(t) ≤ t . By the definition ofψ we
have ϕ(t) = t r ψ(t). Hence,
ϕn+1(t) = ϕ(ϕn(t)) = ϕn(t)r ψ(ϕn(t)) ≤ ϕn(t)r ψ(t)
which coincides with the first inequality in (2.10). It follows from Lemma 2.10 that 0 ≤ λ ≤ 1. We
shall prove the second inequality by induction. If n = 0, then it reduces to an equality. Assume that it
holds for an integer n ≥ 0. Then since ϕ is nondecreasing on J we get
ϕn+1(t) ≤ ϕ(t.λSn(r)) ≤ λrSn(r)ϕ(t) = t.λ1+rSn(r) = t.φ(t)Sn+1(r)
which completes the induction. Now, it follows from the second inequality and Lemma 2.10 that
φ(ϕn(t)) ≤ φ(t.λSn(r)) ≤ λ(r−1)Sn(r)φ(t) = λ1+(r−1)Sn(r) = φ(t)rn
which completes the proof. 
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Definition 2.13. A nondecreasing function ϕ: J → J is said to be:
(i) a Bianchini–Grandolfi gauge function [33] on J if
σ(t) =
∞∑
n=0
ϕn(t) <∞ for all t ∈ J; (2.11)
(ii) aMatkowski gauge function [34,35] on J if
lim
n→∞ϕ
n(t) = 0 for all t ∈ J. (2.12)
It is easy to see that everyMatkowski gauge function on J is a strict gauge function, i.e. it satisfies the
inequality ϕ(t) < t for all t ∈ J \ {0}. It is obvious that every Bianchini–Grandolfi gauge function on
J is a Matkowski gauge function on J . The next statement is an immediate consequence of the second
part of Lemma 2.12 and the obvious inequality Sn(r) ≥ n for r ≥ 1.
Lemma 2.14. Every strict gauge function of order r ≥ 1 on J is a Bianchini–Grandolfi gauge function on J.
Remark 2.15. Let us note that if J is a bounded interval, then a function ϕ: J → J is a gauge function
of order r ≥ 1 on J if and only if ϕ is a quasi-homogeneous function of degree r on J .
3. Functions of initial conditions and convergence functions
Themain purpose of this section is to introduce the notions of a function of initial conditions [2] and
a convergence function of an iteration function which play a central role in the convergence theorems
given in Section 5.
Definition 3.1 (Functions of Initial Conditions). Let T :D ⊂ X → X be a map on an arbitrary set X . A
function E:D → R+ is said to be function of initial conditions of T (with a gauge function ϕ on J) if
there exists a function ϕ: J → J such that
E(Tx) ≤ ϕ(E(x)) for all x ∈ Dwith Tx ∈ D and E(x) ∈ J. (3.1)
Definition 3.2 (Initial Points). Let T :D ⊂ X → X be a map on an arbitrary set X and let E:D → R+
be a function of initial conditions of T (with a gauge function on J). Then a point x ∈ D is said to be an
initial point of T if E(x) ∈ J and all of the iterates T nx (n = 0, 1, . . .) are well-defined and belong to D.
Lemma 3.3. Let T :D ⊂ X → X be a map on a set X and E:D → R+ a function of initial conditions of
T with a gauge function ϕ on an interval J . Suppose x ∈ D is an initial point of T . Then for all n ≥ 0 the
following statements hold:
(i) Every iterate xn = T nx is also an initial point of T .
(ii) E(xn+1) ≤ ϕ(E(xn)).
(iii) If ϕ is nondecreasing, then E(xn) ≤ ϕn(E(x0)).
(iv) If ϕ is a gauge function of order r ≥ 1, then
E(xn+1) ≤ ψ(E(x0))E(xn)r and E(xn) ≤ E(x0) λSn(r), (3.2)
where λ = φ(E(x0)), ψ and φ are nondecreasing nonnegative functions on J satisfying respectively (2.3)
and (2.6).
Proof. Let n ≥ 0 be a given integer. According to the assumptions and Definition 3.2, to show that
xn is an initial point of T we have to prove only that E(xn) ∈ J . We shall prove this by induction. The
case n = 0 is obvious. Assuming E(xn) ∈ J for some n ≥ 0 and applying (3.1) with x = xn, we get
E(xn+1) ≤ ϕ(E(xn))which shows that E(xn+1) ∈ J and so xn is an initial point of T . The first inequality
in (3.2) follows from (ii) and the identity (2.3). The second inequality in (3.2) follows from (iii) and
Lemma 2.12. 
P.D. Proinov / Journal of Complexity 26 (2010) 3–42 9
It follows from Lemma3.3 that ifϕ is aMatkowski gauge function on J , then E(T nx)→ 0 as n→∞
provided that x is an initial point of T (with respect to E). Besides, it shows that the convergence is of
order r ≥ 1 if ϕ is a strict gauge function of order r on J .
Definition 3.4 (Convergence Functions). Let T :D ⊂ X → X be an operator on a metric space (X, d)
and E:D → R+ be a function of initial conditions of T with a gauge function ϕ on J . Then a function
F :D → R+ is said to be a convergence function of T (with functions β and γ ) if the following two
conditions hold:
F(Tx) ≤ β(E(x)) F(x) for all x ∈ Dwith Tx ∈ D and E(x) ∈ J, (3.3)
d(x, Tx) ≤ γ (E(x)) F(x) for all x ∈ Dwith E(x) ∈ J, (3.4)
where β and γ are nondecreasing nonnegative functions on J and
0 ≤ β(t) < 1 for all t ∈ J. (3.5)
Let us consider some properties of convergence functions.
Lemma 3.5. Let T :D ⊂ X → X be an operator on a metric space (X, d) and E:D → R+ a function
of initial conditions of T with a gauge function ϕ on J satisfying (2.4). Assume that F :D → R+ is a
convergence function of T with functions β and γ . Then for each initial point x ∈ D of T and each n ≥ 0
we have
F(xn+1) ≤ β(E(xn)) F(xn) and F(xn) ≤ F(x0) qn, (3.6)
where xn = T nx and q = β(E(x0)).
Proof. Let x ∈ D be an initial point of T and n ≥ 0 a given integer. The first part of (3.6) follows im-
mediately from (3.3) since xn is an initial point of T . Combining Lemma 3.3 and (2.4) we deduce that
E(xn) ≤ E(x0). Then it follows from the first part of (3.6) that
F(xn+1) ≤ β(E(x0)) F(xn) = q F(xn)
which implies the second part of (3.6). 
It follows from Lemma 3.5 that the sequence (F(xn)) is nonincreasing and F(xn)→ 0 as n→∞,
where xn = T nx. Moreover, under the assumptions of Lemma 3.5 the series∑∞n=0 F(xn) is convergent.
In the next lemma we give two upper bounds for the remainder
Rn =
∞∑
j=n
F(xj) (3.7)
of this series.
Lemma 3.6. Let T :D ⊂ X → X be an operator on a metric space (X, d), E:D→ R+ a function of initial
conditions of T with a gauge function ϕ on J satisfying (2.4), and F :D → R+ a convergence function of
T with functions β and γ . Then for each initial point x of T the series
∑∞
n=0 F(xn) is convergent and for
each n ≥ 0 we have
Rn ≤ F(xn)1− β(E(xn)) ≤ F(x0)
qn
1− q (3.8)
and
Rn+1 ≤ F(xn) β(E(xn))1− β(E(xn)) , (3.9)
where Rn is defined by (3.7), xn = T nx and q = β(E(x0)).
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Proof. Let x ∈ D be a given initial point of T . First we shall show that
F(xn+j) ≤ F(xn) [β(E(xn))]j (3.10)
for all n, j ≥ 0. By Lemma 3.5 we have
F(T jx) ≤ F(x) [β(E(x))]j.
Recall that if x is an initial point of T , then xn is also an initial point of T . Therefore, replacing in the
last inequality x by xn we get (3.10). From (3.7), (3.10) and (3.5), we obtain
Rn =
∞∑
j=0
F(xn+j) ≤ F(xn)
∞∑
j=0
[β(E(xn))]j = F(xn)1− β(E(xn))
which proves the first inequality in (3.8). The rest of the statement follows from Lemma 3.5. 
In the following lemma we present another condition under which the series
∑∞
n=0 F(xn) is
convergent as well as two new upper bounds for the remainder Rn of this series.
Lemma 3.7. Let T :D ⊂ X → X be an operator on a metric space (X, d), E:D→ R+ a function of initial
conditions of T with a gauge function ϕ on J, and F :D→ R+ a convergence function of T with functions
β and γ . If there exists a nondecreasing nonnegative function g on J such that
β(t)g(ϕ(t)) ≤ g(t)− 1 for all t ∈ J, (3.11)
then for each initial point x of T the series
∑∞
n=0 F(xn) is convergent and for each n ≥ 0 we have
Rn ≤ g(E(xn)) F(xn) (3.12)
and
Rn+1 ≤ [g(E(xn))− 1] F(xn), (3.13)
where Rn is defined by (3.7) and xn = T nx.
Proof. Let x ∈ D be a given initial point of T and n ≥ 0. From (3.3), (3.1) and (3.11), we get
F(Tx) g(E(Tx)) ≤ [g(E(x))− 1] F(x).
This inequality can be written in the form F(x) ≤ G(x)− G(Tx), where G(x) = g(E(x))F(x). Since xn is
an initial point of T , we get
F(xn) ≤ G(xn)− G(xn+1) for all n ≥ 0.
This implies that the series
∑∞
n=0 F(xn) is convergent and for each n ≥ 0
Rn =
∞∑
j=n
F(xj) ≤
∞∑
j=n
[G(xj)− G(xj+1)] ≤ G(xn) = g(E(xn)) F(xn)
which proves (3.12). It follows from (3.12), Lemma 3.3 and (3.3) that
Rn+1 ≤ g(E(xn+1)) F(xn+1) ≤ g(ϕ(E(xn))) F(xn+1)
≤ g(ϕ(E(xn))) β(E(xn)) F(xn) ≤ [g(E(xn))− 1] F(xn)
which proves (3.13). 
The following lemma complements Lemma 3.5 in the case when ϕ is a gauge function of order
r ≥ 1.
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Lemma 3.8. Let T :D ⊂ X → X be an operator on a metric space (X, d) and E:D → R+ a function
of initial conditions of T with a gauge function ϕ of order r ≥ 1 on J. Suppose that F :D → R+ is a
convergence function of T with functions β and γ satisfying
tβ(t) is a strict gauge function of order r on J (3.14)
and
for t ∈ J:φ(t) = 0 implies β(t) = 0, (3.15)
where φ is a nondecreasing nonnegative function on J satisfying (2.6). Then for each initial point x of T
and each n ≥ 0 we have
F(xn) ≤ F(x0) θnλSn(r), (3.16)
where xn = T nx, λ = φ(E(x0)), θ = ψ(E(x0)) and ψ is a nonnegative functions on J such that
β(t) = φ(t)ψ(t) for all t ∈ J. (3.17)
Proof. Note that the condition (3.15) guarantees the existence of a nonnegative function ψ on J
satisfying (3.17). It follows from (3.14) and Lemma 2.10 that β satisfies (3.5) and
β(u t) ≤ ur−1β(t) for all u ∈ [0, 1] and t ∈ J. (3.18)
Let x ∈ D be a given initial point of T . Now we shall prove (3.16) by induction on n. If n = 0, then
(3.16) reduces to an equality. Assuming (3.16) to hold for an integer n ≥ 0, we shall prove it for n+ 1.
From Lemma 3.5 we have
F(xn+1) ≤ β(E(xn)) F(xn). (3.19)
It follows from Lemma 2.10 and the definition of λ that 0 ≤ λ ≤ 1. Then by Lemma 3.3 and (3.18) we
obtain
β(E(xn)) ≤ β
(
E(x0)λSn(r)
) ≤ λ(r−1)Sn(r) β(E(x0)). (3.20)
From (3.19) and (3.20) and the induction hypotheses, taking into account that λ θ = β(E(x0)), we get
F(xn+1) ≤ F(x0) β(E(x0)) θnλrSn(r)
= F(x0) θn+1λ1+rSn(r) = F(x0) θn+1λSn+1(r)
which completes the proof. 
Let us note that the numbers λ and θ defined in Lemma 3.8 satisfy the following conditions:
0 ≤ λ ≤ 1, θ ≥ 0 and 0 ≤ θλ < 1. (3.21)
Before going on with the properties of convergence functions we need a technical lemma.
Lemma 3.9. Let n ≥ 0 and r ≥ 1. Suppose that λ ≤ 1 and θ are nonnegative numbers such that θλ < 1.
Then
∞∑
j=n
θ j λSj(r) ≤ θ
n λSn(r)
1− θ λrn . (3.22)
Proof. We shall prove (3.22) by induction on n ≥ 0. If n = 0, then
∞∑
j=0
θ j λSj(r) ≤
∞∑
j=0
(θλ)j = 1
1− θλ =
θ0 λS0(r)
1− θ λr0 ,
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i.e. (3.22) holds for n = 0. Now assume that (3.22) holds for some n ≥ 0 for all nonnegative numbers
λ ≤ 1 and θ such that θλ < 1. We have
∞∑
j=n+1
θ j λSj(r) =
∞∑
j=n
θ j+1λSj+1(r) =
∞∑
j=n
θ j+1λ1+rSj(r) = θλ
∞∑
j=n
θ j
(
λr
)Sj(r) .
Now by the induction hypothesis we get
∞∑
j=n
θ j
(
λr
)Sj(r) ≤ θn (λr)Sn(r)
1− θ (λr)rn =
θn λrSn(r)
1− θ λrn+1
and so
∞∑
j=n+1
θ j λSj(r) ≤ θ
n+1λ1+rSn(r)
1− θ λrn+1 =
θn+1λSn+1(r)
1− θ λrn+1
which completes the proof. 
The next lemma complements Lemma 3.6 in the case when ϕ is a gauge function of order r ≥ 1.
Lemma 3.10. Let T :D ⊂ X → X be an operator on a metric space (X, d). Suppose that E:D→ R+ is a
function of initial conditions of T with a gauge function ϕ of order r ≥ 1 on J. Assume that F :D→ R+ is
a convergence function of T with functions β and γ satisfying (3.14) and (3.15). Let x be an initial point
of T and xn = T nx. Then for the remainders Rn (n = 0, 1, 2, . . .) defined by (3.7) the following estimates
hold:
Rn ≤ F(x)
∞∑
j=n
θ jλSj(r) ≤ θ
n λSn(r)
1− θ λrn , (3.23)
Rn ≤ F(xn)
∞∑
j=0
(θn)
j(λn)
Sj(r) ≤ F(xn)
1− β(E(xn)) , (3.24)
Rn+1 ≤ F(xn)
∞∑
j=1
(θn)
j(λn)
Sj(r) ≤ F(xn) θnλn1− θn (λn)r , (3.25)
where λ = φ(E(x)), θ = ψ(E(x)), λn = φ(E(xn)), θn = ψ(E(xn)), xn = T nx, and the functions φ and ψ
are defined as in Lemma 3.8.
Proof. The estimate (3.23) follows from (3.7), Lemmas 3.8 and 3.9. By Lemma 3.8 we have
F(T nx) ≤ F(x) [ψ(E(x))]n [φ(E(x))]Sn(r).
Replacing x by xn in this inequality we get
F(xn+j) ≤ F(xn) (θn)j(λn)Sj(r) (3.26)
for all n, j ≥ 0. The estimate (3.24) follows from (3.7) and (3.26). Putting n = 1 in the first inequality
of (3.23) and taking into account the definitions of Rn, λ and θ , we obtain
∞∑
j=1
F(T jx) ≤ F(x)
∞∑
j=1
[ψ(E(x))]j [φ(E(x))]Sj(r).
Now replacing x by xn in this inequality we get the first part of (3.25). The second part of (3.25) follows
from the first one and Lemma 3.9. 
In the case when r > 1 we can formulate the following generalization of Lemma 3.8.
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Lemma 3.11. Let T :D ⊂ X → X be an operator on a metric space (X, d) and E:D → R+ a function
of initial conditions of T with a gauge function ϕ of order r > 1 on J. Assume that F :D → R+ is a
convergence function of T with functions β and γ satisfying (3.15) and
tβ(t) is a strict gauge function of order R ≥ r on J. (3.27)
Let x be an initial point of T and xn = T nx. Then for each n ≥ 0 condition (3.16) holds with
λ = [φ(E(x))](R−1)/(r−1), θ = [ψ(E(x))](R−1)/(r−1), (3.28)
where φ is a nondecreasing nonnegative function on J satisfying (2.6) andψ is a nonnegative function on
J such that
[β(t)](r−1)/(R−1) = φ(t) ψ(t) for all t ∈ J. (3.29)
Proof. Note that the condition (3.15) guarantees the existence of a nonnegative function ψ on J
satisfying (3.29). It is easy to check that λ θ = β(E(x)). Indeed, we have
λ θ = [φ(E(x))ψ(E(x))] R−1r−1 =
(
[β(E(x))] r−1R−1
) R−1
r−1 = β(E(x)). (3.30)
Now we shall prove (3.16) by induction on n. The case n = 0 is obvious. Assume that (3.16) holds
for an integer n ≥ 0. It follows from Lemma 2.10 and the definition of λ that 0 ≤ λ ≤ 1. Hence, by
Lemma 3.3 and (3.18) we obtain
β(E(xn)) ≤ β
(
E(x0)λSn(r)
) ≤ λ(R−1)Sn(r) β(E(x0)). (3.31)
From (3.19), (3.31), the induction hypotheses and (3.30), we get
F(xn+1) ≤ β(E(xn)) F(xn)
≤ F(x0) β(E(x0)) θnλRSn(r) = F(x0) θn+1λ1+RSn(r)
≤ F(x0) θn+1λ1+rSn(r) = F(x0) θn+1λSn+1(r)
which completes the proof. 
The next lemma is a generalization of Lemma 3.10 in the case when r > 1 and β satisfies condi-
tion (3.27).
Lemma 3.12. Let T :D ⊂ X → X be an operator on a metric space (X, d). Suppose that E:D→ R+ is a
function of initial conditions of T with a gauge function ϕ of order r > 1 on J. Assume that F :D→ R+ is
a convergence function of T with functions β and γ satisfying (3.15) and (3.27). Let x be an initial point of
T and xn = T nx. Then for the remainders Rn (n = 0, 1, 2, . . .) defined by (3.7) the estimates (3.23)–(3.25)
are satisfied with λ and θ defined by (3.28), λn and θn defined as follows:
λn = [φ(E(xn))](R−1)/(r−1), θn = [ψ(E(xn))](R−1)/(r−1), (3.32)
where φ is a nondecreasing nonnegative function on J satisfying (2.6) andψ is a nonnegative function on
J satisfying (3.29).
Proof. The proof is the same as the proof of Lemma 3.10 with only one exception: that one can use
Lemma 3.11 instead of Lemma 3.8. 
4. Sufficient conditions for initial points
In this sectionwe present some sufficient conditions for initial points of an operator T :D ⊂ X → X
with respect to a function of initial conditions E:D → R+ and a convergence function F :D → R+.
Note that if T (D) ⊂ D, then every point x0 ∈ D satisfying E(x0) ∈ J is an initial point of T .
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Throughout this section and the whole paper for a metric space (X, d) we use U(x, r) and U(x, r)
to denote respectively the open ball and the closed ball with center x and radius r .
Whenever we say that an iterate xn = T nx is well-defined for some n ∈ N this means that all of
the iterates x0, . . . , xn−1 belong to D.
We begin this section with the following simple but useful sufficient condition for initial points.
For example, it is very useful in the convergence theory of the iterative methods for simultaneous
approximation of polynomial zeros.
Proposition 4.1 (First Initial Point Test). Let T :D ⊂ X → X be a map in an arbitrary set X and let
E:D→ R+ be a function of initial conditions of T with a gauge function ϕ on J. Suppose
x ∈ D with E(x) ∈ J implies Tx ∈ D. (4.1)
Then every point x0 ∈ D such that E(x0) ∈ J is an initial point of T .
Proof. Suppose there exists a point x0 ∈ D such that E(x0) ∈ J . Define the set U = {x ∈ D : E(x) ∈ J}.
Note that U is not empty since x0 ∈ U . To prove that x0 is an initial point of T it is sufficient to show
that T (U) ⊂ U . Let x ∈ U . It follows from (4.1) that Tx ∈ D. Then from (3.1), we obtain E(Tx) ≤ ϕ(E(x))
which implies E(Tx) ∈ J since ϕ(J) ⊂ J . Therefore, T (U) ⊂ U . 
Proposition 4.2 (Second Initial Point Test). Let T :D ⊂ X → X be an operator in a metric space (X, d),
E:D → R+ a function of initial conditions of T with a gauge function ϕ on J satisfying (2.4), and
F :D→ R+ a convergence function of T with functions β and γ . Let Ω be a set in X such that D ⊂ Ω and
x ∈ D with E(x) ∈ J and Tx ∈ Ω implies Tx ∈ D. (4.2)
Suppose x0 ∈ D satisfies E(x0) ∈ J and there exists an integer n ≥ 0 such that the iterate xn = T nx0 is
well-defined and
U(xn, ρn) ⊂ Ω where ρn = γ (E(xn)) F(xn)1− β(E(xn)) . (4.3)
Then x0 is an initial point of T .
Proof. We have to prove that for every m ≥ n the iterate xm is well-defined and xm ∈ D. We shall
prove by induction that for everym ≥ n
xm is well-defined, xm ∈ D, E(xm) ∈ J, U(xm, ρm) ⊂ Ω. (4.4)
Taking into account that E(x0) ∈ J and all of the iterates x0, . . . , xn lie in D one can easily prove that
E(xn) ∈ J . Therefore, (4.4) holds for m = n. Suppose (4.4) holds for some m ≥ n. Since xm ∈ D then
xm+1 is well-defined. From (3.4) and the definition of ρn we have
d(xm, xm+1) ≤ ρm
which means that xm+1 ∈ U(xm, ρm) ⊂ Ω . Therefore, from (4.2) we conclude that xm+1 ∈ D. Now
from the inequality E(xm+1) ≤ ϕ(E(xm)) we conclude that E(xm+1) ∈ J . Finally we shall prove the
following inclusion:
U(xm+1, ρm+1) ⊂ U(xm, ρm). (4.5)
Assume that x ∈ U(xm+1, ρm+1). By the triangle inequality and (3.4) we get
d(x, xm) ≤ d(x, xm+1)+ d(xm, xm+1) ≤ ρm+1 + γ (E(xm)) F(xm). (4.6)
Taking into account that ϕ satisfies (2.4), we conclude that
E(xm+1) ≤ E(xm). (4.7)
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It follows from the definition of ρm, (4.7), (3.3) and (3.5) that
ρm+1 = γ (E(xm+1)) F(xm+1)1− β(E(xm+1)) ≤
γ (E(xm)) β(E(xm))F(xm)
1− β(E(xm)) . (4.8)
Combining (4.6) and (4.8) we obtain d(x, xm) ≤ ρm which means that x ∈ U(xm, ρm) and so the
inclusion (4.5) is proved. Hence,U(xm+1, ρm+1) ∈ Ω . Therefore, (4.4) holds form+1which completes
the proof. 
Proposition 4.3 (Third Initial Point Test). Let T :D ⊂ X → X be an operator in a metric space (X, d),
E:D → R+ a function of initial conditions of T with a gauge function ϕ on J, and F :D → R+ a
convergence function of T with functions β and γ . Assume that either ϕ satisfies (2.4) or γ is constant.
Assume also that there exists a nondecreasing nonnegative function g on J satisfying (3.11). Let Ω ⊃ D be
a set in X satisfying (4.2). Suppose x0 ∈ D satisfies E(x0) ∈ J and there exists an integer n ≥ 0 such that
the iterate xn = T nx0 is well-defined and
U(xn, ρn) ⊂ Ω where ρn = γ (E(xn)) F(xn) g(E(xn)). (4.9)
Then x0 is an initial point of T .
Proof. By the assumptions of this proposition either ϕ satisfies (2.4) or γ is constant. It is easy to see
that in both cases
γ (E(xm+1)) ≤ γ (E(xm)). (4.10)
The proof of the proposition follows step by step the proof of the previous one. Only the inequality
(4.8) has to be replaced, by the one given below. It follows from the definition of ρm, (4.10), (3.3), (3.1)
and (3.11) that
ρm+1 = γ (E(xm+1)) F(xm+1) g(E(xm+1))
≤ γ (E(xm)) F(xm) β(E(xm)) g(ϕ(E(xm)))
≤ γ (E(xm)) F(xm) [g(E(xm))− 1].
This completes the proof. 
Proposition 4.4 (Fourth Initial Point Test). Let T :D ⊂ X → X be an operator in a metric space (X, d),
E:D → R+ a function of initial conditions of T with a gauge function ϕ of order r ≥ 1 on J, and F :
D→ R+ a convergence function of T with functions β and γ satisfying (3.14) and (3.15). Let Ω ⊃ D be
a set in X which satisfies (4.2). Assume x0 ∈ D satisfies E(x0) ∈ J and there exists an integer n ≥ 0 such
that the iterate xn = T nx0 is well-defined and
U(xn, ρn) ⊂ Ω where ρn = γ (E(xn)) F(xn)
∞∑
j=0
θ(xn)j λ(xn)Sj(r), (4.11)
λ(x) = φ(E(x)), θ(x) = ψ(E(x)), φ is a nondecreasing nonnegative function on J satisfying (2.6) and ψ
is a nonnegative function on J satisfying (3.17). Then x0 is an initial point of T .
Proposition 4.4 will be proved together with the following proposition.
Proposition 4.5 (Fifth Initial Point Test). Let T :D ⊂ X → X be an operator in a metric space (X, d), E:
D→ R+ a function of initial conditions of T with a gauge function ϕ of order r > 1 on J, and F :D→ R+
a convergence function of T with functions β and γ satisfying (3.15) and (3.27). Let Ω ⊃ D be a set in X
satisfying (4.2). Assume x0 ∈ D satisfies E(x0) ∈ J and there exists an integer n ≥ 0 such that the iterate
xn = T nx0 is well-defined and
U(xn, ρn) ⊂ Ω where ρn = γ (E(xn)) F(xn)
∞∑
j=0
θ(xn)j λ(xn)Sj(r), (4.12)
λ(x) = [φ(E(x))](R−1)/(r−1), θ(x) = [ψ(E(x))](R−1)/(r−1), (4.13)
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φ is a nondecreasing nonnegative function on J satisfying (2.6) and ψ is a nonnegative function on J
satisfying (3.29). Then x0 is an initial point of T .
Proof. The proofs of both Propositions 4.4 and 4.5 again follow step by step the proof of the
Proposition 4.2. Only the inequality (4.8) has to be replaced, by the following one:
ρm+1 ≤ γ (E(xm)) F(xm)
∞∑
j=1
θ(xm)j λ(xm)Sj(r). (4.14)
Before proving this inequality we shall prove that the functions θ, λ:D → R+ satisfy the following
relations:
β(E(x)) = θ(x) λ(x), (4.15)
β(E(Tx)) ≤ θ(x) λ(x)r , (4.16)
λ(Tx) ≤ λ(x)r , (4.17)
θ(Tx)j λ(Tx)Sj(r) ≤ θ(x)j λ(x)rSj(r) for all j ≥ 0. (4.18)
The definitions of the functions θ and λ are different in Propositions 4.4 and 4.5 but the relations
(4.15)–(4.18) are identical in both cases. We shall prove these relations only in the case when θ and λ
are defined by (4.13). In fact, the equality (4.15) has been proved in the proof of Lemma 3.11 (see Eq.
(3.30)). Setting u = φ(t) in (3.18), we get
β(ϕ(t)) ≤ φ(t)R−1β(t) for all t ∈ J. (4.19)
Taking into account (3.1), (4.19), (4.13) and (4.15), we get
β(E(Tx)) ≤ β(ϕ(E(x))) ≤ (φ(E(x)))R−1 β(t) = λ(x)r−1β(t) = λ(x)rθ(x)
which proves (4.16). By Lemma 2.12, we have
φ(ϕ(t)) ≤ φ(t)r for all t ∈ J. (4.20)
From (4.13), (3.1) and (4.20)
λ(Tx) = [φ(E(Tx))](R−1)/(r−1) ≤ [φ(ϕ(E(x)))](R−1)/(r−1) ≤ λ(x)r
which proves (4.17). It follows from (4.15)–(4.17) that for every integer j ≥ 0 we have
θ(Tx)j λ(Tx)Sj(r) = [θ(Tx) λ(Tx)]j λ(Tx)Sj(r)−j
= [β(E(Tx))]j λ(Tx)Sj(r)−j
≤ [θ(x) λ(x)r ]j [λ(x)r ]Sj(r)−j = θ(x)j λ(x)rSj(r)
which proves (4.18). Now we are ready to prove (4.14). From the definition of ρm, (3.3), (4.18) and
(4.15), we obtain
ρm+1 = γ (E(xm+1)) F(xm+1)
∞∑
j=0
θ(xm+1)j λ(xm+1)Sj(r)
≤ γ (E(xm)) F(xm) β(E(xm))
∞∑
j=0
θ(xm)j λ(xm)rSj(r)
= γ (E(xm)) F(xm)
∞∑
j=0
θ(xm)j+1 λ(xm)1+rSj(r)
= γ (E(xm)) F(xm)
∞∑
j=0
θ(xm)j+1 λ(xm)Sj+1(r)
= γ (E(xm)) F(xm)
∞∑
j=1
θ(xm)j λ(xm)Sj(r)
which proves (4.14). 
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Finally, we state without proof one more sufficient condition for initial points which is a more
complete variant of one given in Proinov [1, Lemma 3.5]. The proof is similar to the previous ones.
Proposition 4.6 (Sixth Initial Point Test). Let T :D ⊂ X → X be an operator in a metric space (X, d).
Suppose E:D→ R+ defined by E(x) = d(x, Tx) is a function of initial conditions of T with a Bianchini–
Grandolfi gauge functionϕ on J. LetΩ ⊃ D be a set in X satisfying (4.2). Suppose x0 ∈ D satisfies E(x0) ∈ J
and there exists an integer n ≥ 0 such that the iterate xn = T nx0 is well-defined and
U(xn, ρn) ⊂ Ω where ρn = σ(E(xn)). (4.21)
Then x0 is an initial point of T .
Remark 4.7. It is well-known that many convergence results for some special iterative processes of
the type
xn+1 = Txn, n = 0, 1, 2, . . . ,
usually require an assumption of the type
U(xn, ρn) ⊂ Ω (4.22)
with appropriate n, xn, ρn and Ω . The set Ω plays an important role in our convergence theory. We
chooseΩ ⊃ D to satisfy condition (4.2). Let us consider two limit cases forΩ . IfΩ = D, then condition
(4.2) holds. Unfortunately, in this case condition (4.22) is rather restrictive. IfΩ = X , then condition
(4.2) reduces to (4.1) which is simpler. In this last case condition (4.22) can be omitted since it is
automatically satisfied. As we have noted above this case is very important in the convergence theory
of iterative methods for simultaneous finding of all of the zeros of a polynomial. Unfortunately, for
many other iterations this is not the case. In particular, the case whenΩ 6= D is a proper subset of X
is very useful in the convergence theory of Newton’s methods (see Sections 7 and 8).
Remark 4.8. In Sections 7 and 8 we use Propositions 4.2–4.5 for simplicity only with n = 0, i.e. in
the initial conditions of the convergence theorems established in these sections we assume that
U(x0, ρ0) ⊂ Ω with appropriate radius ρ0.
5. General convergence theorems for Picard iteration
Let T :D ⊂ X → X be an operator in a metric space (X, d), E:D → R+ a function of initial
conditions of T , F :D→ R+ a convergence function of T , and x0 an initial point of T (with respect to E).
In this section we establish some complete theorems for the convergence of the Picard iteration
xn+1 = Txn, n = 0, 1, 2, . . . , (5.1)
associated to the iteration function T . In this paperwe say that a theorem for the convergence of Picard
iteration is complete if it contains:
• An initial condition of the form E(x0) ∈ J which guarantees the convergence of the iteration (5.1)
with R-order of convergence at least r ≥ 1.
• Error estimates (a priori and a posteriori) for the convergence of the Picard iteration (5.1).
• Error estimates (a priori and a posteriori) for the convergence of the sequence (E(xn)) associated
with the function of initial conditions E.
• Error estimates (a priori and a posteriori) for the convergence of the sequence (F(xn)) associated
with the convergence function F .
Note that the sequence (F(xn)) always converges to zero. In most cases, the sequence (E(xn)) also
converges to zero.
We begin this section with a simple but useful sufficient condition for the convergence of a
sequence in a complete metric space.
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Lemma 5.1. Let (xn) be an infinite sequence in a complete metric space (X, d) such that
∞∑
n=0
d(xn, xn+1) <∞. (5.2)
Then the sequence (xn) lies in U(x0, σ0) and converges to a point ξ which belongs to each of the closed
balls U(xn, σn), where the radii σn are defined as follows:
σn =
∞∑
j=n
d(xj, xj+1) (5.3)
for every n ≥ 0.
Proof. Using the triangle inequality it is easy to prove that
U(xn+1, σn+1) ⊂ U(xn, σn) for all n ≥ 0. (5.4)
Indeed, if x ∈ U(xn+1, σn+1), then we have
d(x, xn) ≤ d(x, xn+1)+ d(xn, xn+1) ≤ σn+1 + d(xn, xn+1) = σn
which means that x ∈ U(xn, σn). Condition (5.2) implies
σn → 0 as n→∞. (5.5)
Now from the Cantor theorem (for complete metric spaces), we deduce by virtue (5.4) and (5.5) that
there exists a unique point ξ such that ξ ∈ U(xn, σn) for all n ≥ 0 aswell as xn → ξ when n→∞. 
Applying Lemma 5.1 to the Picard iteration (5.1) we get the following basic convergence theorem.
Theorem 5.2 (Basic Convergence Theorem). Let T :D ⊂ X → X be an operator on a completemetric space
(X, d), E:D → R+ a function of initial conditions of T with a gauge function ϕ on J, and F :D → R+ a
convergence function of T with functionsβ and γ . Assume also that either ϕ satisfies (2.4) or γ is constant.
Then starting from an initial point x0 of T the Picard iteration (5.1) remains in U(x0, ρ0) and converges to
a point ξ which belongs to each of the closed balls U(xn, ρn), n = 0, 1, . . ., where
ρn = γ (E(xn))
∞∑
j=n
F(xj). (5.6)
Proof. It follows from Definition 3.4 that the Picard sequence (5.1) satisfies
d(xn, xn+1) ≤ γ (E(xn)) F(xn) for all n ≥ 0. (5.7)
According to the assumptions of the theorem either ϕ satisfies (2.4) or γ is constant. In both cases the
sequence (γ (E(xn))) is nondecreasing and we deduce from (5.7) that
d(xn, xn+1) ≤ γ (E(x0)) F(xn) for all n ≥ 0. (5.8)
From this and Lemma 3.5, we conclude that (5.2) holds for the sequence (5.1). Then, it follows from
Lemma 5.1 that the Picard iteration (5.1) remains in U(x0, σ0) and converges to a point ξ which
belongs to each of the closed balls U(xn, σn), n = 0, 1, . . ., where σn is defined by (5.3). Now taking
into account that the sequence (γ (E(xn))) is nondecreasing, we get from (5.7) σn ≤ ρn for all n ≥ 0
which completes the proof. 
Lemma 5.3 (Bounds for Inclusion Radii). Let T :D ⊂ X → X be an operator on a complete metric space
(X, d), E:D → R+ a function of initial conditions of T with a gauge function ϕ on J, and F :D → R+
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a convergence function of T with functions β and γ . Suppose x0 is an initial point of T and (xn) is the
sequence defined by (5.1). Then for the radii ρn (n = 0, 1, 2, . . .) defined by (5.6) the following estimates
hold:
(i) If ϕ satisfies (2.4), then
ρn ≤ γ (E(xn))F(xn)1− β(E(xn)) ≤ γ (E(x0))F(x0)
qn
1− q , (5.9)
ρn+1 ≤ γ (E(xn+1))F(xn) β(E(xn))1− β(E(xn)) (5.10)
where q = β(E(x0)).
(ii) If there exists a nonnegative function g on J such that (3.11) holds, then
ρn ≤ γ (E(xn))g(E(xn))F(xn), (5.11)
ρn+1 ≤ γ (E(xn+1))[g(E(xn))− 1]F(xn). (5.12)
(iii) If ϕ is a gauge function ϕ of order r ≥ 1 and if β satisfies (3.14) and (3.15), then
ρn ≤ AnF(x0)
∞∑
j=n
θ jλSj(r) ≤ AnF(x0) θ
n λSn(r)
1− θ λrn , (5.13)
ρn ≤ γ (E(xn))F(xn)
∞∑
j=0
(θn)
j(λn)
Sj(r) ≤ γ (E(xn)F(xn))
1− β(E(xn)) , (5.14)
ρn+1 ≤ γn F(xn)
∞∑
j=1
(θn)
j(λn)
Sj(r) ≤ γn F(xn) θnλn1− θn (λn)r , (5.15)
where λ = φ(E(x0)), θ = ψ(E(x0)), λn = φ(E(xn)), θn = ψ(E(xn)), An = γ
(
E(x0)λSn(r)
)
, γn =
γ (E(xn+1)) and the functions φ and ψ are defined as in Lemma 3.8.
(iv) If ϕ is a gauge function ϕ of order r > 1 and if β satisfies (3.15) and (3.27), then the estimates
(5.13)–(5.15) are satisfied with λn and θn defined by (3.32),
λ = [φ(E(x0))](R−1)/(r−1), θ = [ψ(E(x0))](R−1)/(r−1), (5.16)
where the functions φ and ψ are defined as in Lemma 3.12.
Proof. Note that ρn = γ (E(xn))Rn, where Rn is defined by (3.7). Therefore, the assertions (i), (ii), (iii)
and (iv) follow from Lemmas 3.6, 3.7, 3.10 and 3.12, respectively. 
Theorem 5.4 (First Convergence Theorem). Let T :D ⊂ X → X be an operator on a complete metric space
(X, d), E:D→ R+ a function of initial conditions of T with a gauge function ϕ on J satisfying (2.4), and
F :D→ R+ a convergence function of T with functions β and γ . Suppose that x0 is a given initial point of
T . Then the following statements hold true.
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a point ξ ∈ U(x0, ρ), where
ρ = γ (E(x0)) F(x0)
1− β(E(x0)) .
(ii) A priori estimate. For all n ≥ 0 we have the following estimate:
d(xn, ξ) ≤ γ (E(x0)) F(x0) q
n
1− q , (5.17)
where q = β(E(x0)).
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(iii) First a posteriori estimate. For all n ≥ 0 we have the following estimate:
d(xn, ξ) ≤ γ (E(xn))
∞∑
j=n
F(xj) ≤ γ (E(xn)) F(xn)1− β(E(xn)) . (5.18)
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following estimate:
d(xn+1, ξ) ≤ γ (E(xn+1))
∞∑
j=n+1
F(xj) ≤ γ (E(xn+1)) F(xn) β(E(xn))1− β(E(xn)) . (5.19)
(v) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (5.20)
F(xn+1) ≤ β(E(xn)) F(xn), (5.21)
F(xn) ≤ F(x0) qn. (5.22)
(vi) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
Proof. The statements (i)–(iv) follow from Theorem 5.2 and part (i) of Lemma 5.3. The estimates in
(v) follow from Lemmas 3.3 and 3.5. 
Theorem 5.5 (Second Convergence Theorem). Let T :D ⊂ X → X be an operator on a complete metric
space (X, d), E:D→ R+ a function of initial conditions of T with a gauge function ϕ on J satisfying (2.4),
and F :D→ R+ a convergence function of T with functions β and γ . If there exists a nonnegative function
g on J such that (3.11) holds, then the following statements hold for each initial point x0 of T :
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a point ξ ∈ U(x0, ρ), where
ρ = γ (E(x0))g(E(x0))F(x0).
(ii) First a posteriori estimate. For all n ≥ 0 we have the following estimate:
d(xn, ξ) ≤ γ (E(xn))g(E(xn))F(xn). (5.23)
(iii) Second a posteriori estimate. For all n ≥ 0 we have the following estimate:
d(xn+1, ξ) ≤ γ (E(xn))[g(E(xn))− 1]F(xn). (5.24)
(iv) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (5.25)
F(xn+1) ≤ β(E(xn))F(xn). (5.26)
(v) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
Proof. The statements (i)–(iii) follow from Theorem 5.2 and part (ii) of Lemma 5.3. The estimates in
(iv) follow from Lemmas 3.3 and 3.5. 
Theorem 5.6 (Third Convergence Theorem). Let T :D ⊂ X → X be an operator on a complete metric
space (X, d) and E:D→ R+ a function of initial conditions of T with a gauge function ϕ of order r ≥ 1
on J. Suppose F :D → R+ is a convergence function of T with functions β and γ satisfying (3.14) and
(3.15). Suppose that x0 is a given initial point of T . Then the following statements hold true.
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x, ρ) and converges to a point ξ ∈ U(x, ρ), where
ρ = γ (E(x0))F(x0)
∞∑
j=0
θ jλSj(r) ≤ γ (E(x0)) F(x0)
1− β(E(x0)) ,
λ = φ(E(x0)), θ = ψ(E(x0)), φ is a nondecreasing nonnegative function on J satisfying (2.6) andψ
is a nondecreasing nonnegative function on J satisfying (3.17).
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(ii) A priori estimate. For all n ≥ 0 we have the estimate
d(xn, ξ) ≤ An F(x0)
∞∑
j=n
θ jλSj(r) ≤ An F(x0) θ
n λSn(r)
1− θ λrn (5.27)
where An = γ
(
E(x0)λSn(r)
)
.
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn, ξ) ≤ γ (E(xn)) F(xn)
∞∑
j=0
(θn)
j(λn)
Sj(r) ≤ γ (E(xn)) F(xn)
1− β(E(xn)) , (5.28)
where λn = φ(E(xn)), θn = ψ(E(xn)).
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn+1, ξ) ≤ γn F(xn)
∞∑
j=1
(θn)
j(λn)
Sj(r) ≤ γn F(xn) θnλn1− θn(λn)r (5.29)
where γn = γ (E(xn+1)).
(v) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (5.30)
E(xn) ≤ E(x0)λSn(r), (5.31)
F(xn+1) ≤ β(E(xn))F(xn), (5.32)
F(xn) ≤ F(x0) θn λSn(r). (5.33)
(vi) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
Proof. The statements (i)–(iv) follow from Theorem 5.2 and part (iii) of Lemma 5.3. The estimates in
(v) follow from Lemmas 3.3, 3.5 and 3.8. 
In our paper [36] we have announced without proof two convergence results for Ehrlich’s and
Nourein’s methods for simultaneous finding of polynomial zeros. These two results (Theorems 3.1
and 4.1 of [36]) can be proved using Theorem 5.6 together with Proposition 4.1.
Theorem 5.7 (Fourth Convergence Theorem). Let T :D ⊂ X → X be an operator on a complete metric
space (X, d) and E:D→ R+ a function of initial conditions of T with a gauge function ϕ of order r > 1
on J. Assume that F :D→ R+ is a convergence function of T with functions β and γ satisfying (3.15) and
(3.27). Suppose that x0 is a given initial point of T . Then the following statements hold true.
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x, ρ) and converges to a point ξ ∈ U(x, ρ), where
ρ = γ (E(x0))F(x0)
∞∑
j=0
θ jλSj(r) ≤ γ (E(x0)) F(x0)
1− β(E(x0)) ,
where λ and θ are defined by (5.16), φ is a nondecreasing nonnegative function on J satisfying (2.6)
and ψ is a nonnegative function on J satisfying (3.29).
(ii) A priori estimate. For all n ≥ 0 we have the estimate
d(xn, ξ) ≤ An F(x0)
∞∑
j=n
θ jλSj(r) ≤ An F(x0) θ
n λSn(r)
1− θ λrn (5.34)
where An = γ
(
E(x0)λSn(r)
)
.
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(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn, ξ) ≤ γ (E(xn)) F(xn)
∞∑
j=0
(θn)
j(λn)
Sj(r) ≤ γ (E(xn)) F(xn)
1− β(E(xn)) , (5.35)
where λn and θn are defined by (3.32).
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn+1, ξ) ≤ γn F(xn)
∞∑
j=1
(θn)
j(λn)
Sj(r) ≤ γn F(xn) θnλn1− θn(λn)r (5.36)
where γn = γ (E(xn+1)).
(v) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (5.37)
E(xn) ≤ E(x0)λSn(r), (5.38)
F(xn+1) ≤ β(E(xn))F(xn), (5.39)
F(xn) ≤ F(x0) θn λSn(r). (5.40)
(vi) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
Proof. The statements (i)–(iv) follow from Theorem 5.2 and part (iv) of Lemma 5.3. The estimates in
(v) follow from Lemmas 3.3, 3.5 and 3.8. 
We end this section with some remarks:
Remark 5.8. If T (D) ⊂ D, then each of the theorems given in this section (and the next one as well)
can be used directly. But if this is not the case, then each of these theorems can be combined with a
sufficient condition for initial points given in the previous section. Hence, Theorems 5.2 and 5.4–5.7
can be considered together with Propositions 4.1–4.6. Of course, the Sixth Initial Point Test (i.e. Propo-
sition 4.6) can be used only in the case E(x) = d(x, Tx).
Remark 5.9. In applying Theorems 5.4–5.7 to some specific iteration functions, it is often the case
that the last statement of these theorems is not needed.
Remark 5.10. Let us recall a well-known fact that the continuity of T at ξ in the last part of each these
theorems can be weakened. For example, one can replace it by lower semicontinuity of the function
G(x) = d(x, Tx) at ξ . Indeed, suppose ξ ∈ D and G is lower semicontinuous at ξ . Taking into account
that the Picard sequence (xn) converges to ξ we conclude that
0 ≤ d(ξ , Tξ) = G(ξ) ≤ lim inf
n→∞ G(xn) = lim infn→∞ d(xn, xn+1) = 0
which implies that ξ is a fixed point of T .
6. Convergence theorems for iterated contraction mappings
In this section we consider some fixed point theorems with error estimates for a large class of
iterated contraction mappings.
Definition 6.1 (Iterated Contractions). Let (X, d) be a metric space. A mapping T :D ⊂ X → X is said
to be an iterated contraction (on D) if
d(Tx, T 2x) < d(x, Tx) for all x ∈ Dwith Tx ∈ D and x 6= Tx. (6.1)
Some classes of iterated contraction mappings were studied by Cheney and Goldstein [37],
Rheinboldt [38], Ortega and Rheinboldt [5, Ch. 12], Gel’man [39], Rus [40], Hicks and Rhoades [6],
Park [7], Hicks [41], Proinov [1] and others.
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Definition 6.2 (Iterated Contractions with Respect to a Function of Initial Conditions). Let T :D ⊂ X → X
be amapping in ametric space (X, d) and E:D→ R+ a function of initial conditions of T (with a gauge
function on an interval J). Then the mapping T :D ⊂ X → X is said to be an iterated contraction with
respect to E if
d(Tx, T 2x) < d(x, Tx) for all x ∈ Dwith Tx ∈ D, E(x) ∈ J and x 6= Tx. (6.2)
In other words, T is an iterated contraction with respect to E if it is an iterated contraction on the set
U = {x ∈ D : E(x) ∈ J}.
Let T :D ⊂ X → X be an operator in a metric space (X, d) and E:D → R+ a function of initial
conditions of T (with a gauge function on an interval J). In this section we shall present complete
convergence theorems for iterated contraction mappings (with respect to E) of the type
d(Tx, T 2x) ≤ β(E(x))d(x, Tx) for all x ∈ Dwith Tx ∈ D and E(x) ∈ J, (6.3)
where β is a nondecreasing function on J such that
0 ≤ β(t) < 1 for all t ∈ J. (6.4)
Taking the convergence function F of T in the previous section to be defined by F(x) = d(x, Tx) we
immediately get the following four special cases of Theorems 5.4–5.7.
Theorem 6.3. Let T :D ⊂ X → X be an operator on a complete metric space (X, d) and E:D → R+ a
function of initial conditions of T with a gauge function ϕ on J satisfying (2.4). Suppose T is an iterated
contraction mapping of the type (6.3) with a nondecreasing function β satisfying (6.4). Assume that x0 is
a given initial point of T . Then the following statements hold true.
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a point ξ ∈ U(x0, ρ), where
ρ = d(x0, Tx0)
1− β(E(x0)) .
(ii) A priori estimate. For all n ≥ 0 we have the estimate:
d(xn, ξ) ≤ q
n
1− qd(x0, Tx0), (6.5)
where q = β(E(x0)).
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn, ξ) ≤ d(xn, xn+1)1− β(E(xn)) . (6.6)
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following estimate
d(xn+1, ξ) ≤ β(E(xn))1− β(E(xn))d(xn, xn+1). (6.7)
(v) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (6.8)
d(xn+1, xn+2) ≤ β(E(xn))d(xn, xn+1), (6.9)
d(xn, xn+1) ≤ qnd(x0, Tx0). (6.10)
(vi) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
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The case E(x) = d(x, Tx), ϕ(t) = λ t (0 ≤ λ < 1) and β(t) ≡ λ of Theorem 6.3 leads to the
complete versions of the Banach Contraction Principle (for self-mappings and non-self-mappings)
as well as to the corresponding results of Ortega and Rheinboldt [5, Chap. 12], Rus [40], Kornstaedt
[42, Satz 4.1], Hicks and Rhoades [6], Park [7, Theorem 2], Ćirić [8], Berinde [9,10] and others. In
Section 7 we shall apply Theorem 6.3 to Newton’s operator in order to establish a completeω-version
of the well-known Newton–Kantorovich theorem (see Theorem 7.3).
Theorem 6.4. Let T :D ⊂ X → X be an operator on a complete metric space (X, d) and E:D → R+ a
function of initial conditions of T with a gauge function ϕ on J satisfying (2.4). Suppose T is an iterated
contraction mapping of the type (6.3) with a nondecreasing function β satisfying (6.4). If there exists a
nondecreasing nonnegative function g on J such that (3.11) holds, then the following statements hold true
for each initial point x0 of T :
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a point ξ ∈ U(x0, ρ), where
ρ = g(E(x0))d(x0, Tx0).
(ii) First a posteriori estimate. For all n ≥ 0 we have the following estimate:
d(xn, ξ) ≤ g(E(xn))d(xn, xn+1). (6.11)
(iii) Second a posteriori estimate. For all n ≥ 0 we have the following estimate:
d(xn+1, ξ) ≤ [g(E(xn))− 1]d(xn, xn+1). (6.12)
(iv) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (6.13)
F(xn+1) ≤ β(E(xn)) F(xn). (6.14)
(v) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
Putting E(x) = d(x, Tx),ϕ(t) = λ t (0 ≤ λ < 1) andβ(t) ≡ λ and g(t) ≡ 1/(1−λ) in Theorem6.4,
we again obtain both versions of the Banach Contraction Principle (for self-mappings and non-self-
mappings). It turns out that the famous Kantorovich theorem [3] for Newton’s method in Banach
spaces is a special case of Theorem 6.4 (see Theorem 7.8).
Theorem 6.5. Let T :D ⊂ X → X be an operator on a complete metric space (X, d) and E:D → R+
a function of initial conditions of T with a gauge function ϕ of order r ≥ 1 on J. Suppose T is an
iterated contractionmapping of the type (6.3)with a nondecreasing functionβ satisfying (3.14) and (3.15).
Suppose that x0 is a given initial point of T . Then the following statements hold true.
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a point ξ ∈ U(x0, ρ), where
ρ = d(x0, Tx0)
∞∑
j=0
θ jλSj(r) ≤ d(x0, Tx0)
1− β(E(x0)) ,
λ = φ(E(x0)), θ = ψ(E(x0)), φ is a nondecreasing nonnegative function on J satisfying (2.6) andψ
is a nonnegative function on J satisfying (3.17).
(ii) A priori estimate. For all n ≥ 0 we have the estimate
d(xn, ξ) ≤ d(x0, Tx0)
∞∑
j=n
θ jλSj(r) ≤ θ
n λSn(r)
1− θ λrn d(x0, Tx0). (6.15)
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn, ξ) ≤ d(xn, xn+1)
∞∑
j=0
(θn)
j(λn)
Sj(r) ≤ d(xn, xn+1)
1− β(E(xn)) , (6.16)
where λn = φ(E(xn)), θn = ψ(E(xn)).
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(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn+1, ξ) ≤ d(xn, xn+1)
∞∑
j=1
(θn)
j(λn)
Sj(r) ≤ θnλn
1− θn(λn)r d(xn, xn+1), (6.17)
(v) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (6.18)
E(xn) ≤ E(x0)λSn(r), (6.19)
d(xn+1, xn+2) ≤ β(E(xn))d(xn, xn+1), (6.20)
d(xn, xn+1) ≤ θn λSn(r)d(x0, Tx0). (6.21)
(vi) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
In the case E(x) = d(x, Tx) and β(t) = φ(t), where φ is a nondecreasing nonnegative function
on J satisfying (2.6), Theorem 6.5 coincides with Theorem 4.2 of Proinov [1]. Hence, it generalizes and
extends various fixed point theorems (see [1] and references cited therein). In Section 8 we apply
Theorem 6.5 to Newton’s method for analytic mappings in order to obtain a complete version of
the famous Smale α-theorem [4] (see Theorem 8.6). In our paper [43] we have announced without
proof a convergence theorem for Weierstrass’s method for simultaneous finding all of the zeros of a
polynomial. This theorem can be proved using Theorem 6.5 together with Proposition 4.1.
Theorem 6.6. Let T :D ⊂ X → X be an operator on a complete metric space (X, d) and E:D → R+ a
function of initial conditions of T with a gauge function ϕ of order r > 1 on J. Suppose T is an iterated con-
traction mapping of the type (6.3) with a nondecreasing function β satisfying (3.27) and (3.15). Suppose
that x0 is a given initial point of T . Then the following statements hold true.
(i) Convergence. The Picard iteration (5.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a point ξ ∈ U(x0, ρ), where
ρ = d(x0, Tx0)
∞∑
j=0
θ jλSj(r) ≤ d(x0, Tx0)
1− β(E(x0)) ,
λ and θ are defined by (5.16), φ is a nondecreasing nonnegative function on J satisfying (2.6) and ψ
is a nonnegative function on J satisfying (3.29).
(ii) A priori estimate. For all n ≥ 0 we have the estimate
d(xn, ξ) ≤ d(x0, Tx0)
∞∑
j=n
θ jλSj(r) ≤ θ
n λSn(r)
1− θ λrn d(x0, Tx0). (6.22)
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn, ξ) ≤ d(xn, xn+1)
∞∑
j=0
(θn)
j(λn)
Sj(r) ≤ d(xn, xn+1)
1− β(E(xn)) , (6.23)
where λn and θn are defined by (3.32).
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
d(xn+1, ξ) ≤ d(xn, xn+1)
∞∑
j=1
(θn)
j(λn)
Sj(r) ≤ θnλn
1− θn(λn)r d(xn, xn+1), (6.24)
(v) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (6.25)
E(xn) ≤ E(x0)λSn(r), (6.26)
d(xn+1, xn+2) ≤ β(E(xn))d(xn, xn+1), (6.27)
d(xn, xn+1) ≤ θn λSn(r)d(x0, Tx0). (6.28)
(vi) Existence of a fixed point. If ξ ∈ D and T is continuous at ξ , then ξ is a fixed point of T .
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In Section 7we shall apply Theorem 6.5 to Newton’s operator in order to obtain a complete version
of the well-known Newton–Kantorovich theorem with R-order of convergence at least 1 + p, where
0 < p ≤ 1 (see Theorem 7.5).
7. Newton–Kantorovich type theorems
Let X and Y be two Banach spaces, both real or both complex. Throughout this and the next section
we denote by L(Y , X) the Banach space of bounded linear operators from Y into X .
In this section we apply our convergence theory to Newton’s method:
xn+1 = xn − F ′(xn)−1F(xn), n = 0, 1, . . . , (7.1)
where F :Ω ⊂ X → Y is a Fréchet differentiable operator on an open subsetΩ of X .
We prove some semilocal convergence theorems with error estimates for Newton’s method under
the following affine invariant condition:
‖F ′(x0)−1(F ′(x)− F ′(y))‖ ≤ ω(‖x− y‖) for all x, y ∈ Ω with ‖x− y‖ ∈ J, (7.2)
where ω is a nondecreasing function on an interval J . We study the convergence of Newton iteration
with respect to the function of initial conditions E defined as follows:
E(x) = ‖F ′(x)−1F ′(x0)‖ ω(‖F ′(x)−1F(x)‖). (7.3)
Throughout this section D denotes the domain of E, i.e. the set
D = {x ∈ Ω : ∃ F ′(x)−1 ∈ L(Y , X) and ‖F ′(x)−1F(x)‖ ∈ J}. (7.4)
Following Ezquerro and Hernández [11] we consider a nondecreasing function h on [0, 1] such that
ω(ut) ≤ h(u) ω(t) for all u ∈ [0, 1] and t ∈ J. (7.5)
Note that such a function always exists. Indeed, if ω is a nonzero function on J , then one can define a
function h: [0, 1] → R by
h(u) = sup
{
ω(ut)
ω(t)
: t ∈ J with ω(t) > 0
}
. (7.6)
It is easy to see that the function h defined on [0, 1] by (7.6) satisfies (7.5) and has the following simple
properties:
• h(0) = 0 and h(1) = 1 provided that ω(0) = 0;
• h is nondecreasing on [0, 1] provided that ω is nondecreasing on J;
• h is continuous on [0, 1] provided that ω is continuous on J;
• h is identical to 1 on [0, 1] if ω is nondecreasing on J and ω(0) > 0.
Everywhere in this section T denotes Newton’s operator defined by
Tx = x− F ′(x)−1F(x). (7.7)
In the following two lemmas we give some properties of Newton’s operator.
Lemma 7.1. Let F :Ω ⊂ X → Y be a continuously Fréchet differentiable operator on an open convex set
Ω . Let x0 ∈ Ω be such that there exists F ′(x0)−1 ∈ L(Y , X) and F ′ satisfies an affine invariant condition
of the type (7.2) with a nondecreasing function ω on an interval J . Then:
(i) For every x ∈ D such that Tx ∈ Ω and there exists F ′(x)−1 ∈ L(Y , X),
‖Tx− T 2x‖ ≤ G(Tx)Φ(‖x− Tx‖). (7.8)
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(ii) For every x ∈ D such that ‖x− ξ‖ ∈ J ,
‖Tx− ξ‖ ≤ G(x)Φ(‖x− ξ‖), (7.9)
where ξ ∈ Ω is a given zero of F .
Here G is a real-valued function defined by
G(x) = ‖F ′(x)−1F ′(x0)‖ (7.10)
andΦ is a real function defined by
Φ(t) =
∫ t
0
ω(u)du. (7.11)
Proof. Let x ∈ D be such that Tx ∈ Ω and there exists F ′(x)−1 ∈ L(Y , X). By the definition of T we
obtain
‖Tx− T 2x‖ = ‖F ′(Tx)−1F(Tx)‖
≤ ‖F ′(Tx)−1F ′(x0)‖ ‖F ′(x0)−1F ′(Tx)‖
= G(Tx) ‖F ′(x0)−1F ′(Tx)‖. (7.12)
SinceΩ is open and convex, we have
F(Tx) =
∫ 1
0
(F ′(xt)− F ′(x)) (Tx− x)dt, (7.13)
where xt = x+ t(Tx− x). Note that ‖xt − x‖ = t‖x− Tx‖ ∈ J since x ∈ D. From (7.2) and (7.13), we
obtain
‖F ′(x0)−1F(Tx)‖ =
∥∥∥∥∫ 1
0
F ′(x0)−1(F ′(xt)− F ′(x)) (Tx− x)dt
∥∥∥∥
≤
∫ 1
0
‖F ′(x0)−1(F ′(xt)− F ′(x))‖ ‖Tx− x‖dt
≤
∫ 1
0
ω(‖xt − x‖) ‖Tx− x‖dt
=
∫ 1
0
ω(t‖x− Tx‖) ‖Tx− x‖dt
= Φ(‖x− Tx‖). (7.14)
From (7.12) and (7.14), we get (7.8) which completes the proof of (7.8). Now suppose ξ ∈ Ω is a zero
of F and x ∈ D is such that ‖x− ξ‖ ∈ J . We have
Tx− ξ = F ′(x)−1 (F(ξ)− F(x)− F ′(x)(ξ − x))
= F ′(x)−1F ′(x0)
∫ 1
0
F ′(x0)−1 (F ′(xt)− F ′(x) (ξ − x))dt,
where xt = x + t(ξ − x). From this and (7.2) taking into account that ‖xt − x‖ = t‖x − ξ‖ ∈ J , we
obtain
‖Tx− ξ‖ ≤ ‖F ′(x)−1F ′(x0)‖
∫ 1
0
‖F ′(x0)−1 (F ′(xt)− F ′(x))‖ ‖x− ξ‖dt
≤ ‖F ′(x)−1F ′(x0)‖
∫ 1
0
ω(t‖x− ξ‖) ‖x− ξ‖dt
= ‖F ′(x)−1F ′(x0)‖
∫ ‖x−ξ‖
0
ω(u)du = G(x)Φ(‖x− ξ‖)
which completes the proof of (7.9). 
28 P.D. Proinov / Journal of Complexity 26 (2010) 3–42
Lemma 7.2. Let F :Ω ⊂ X → Y be a continuously Fréchet differentiable operator on an open convex set
Ω . Let x0 ∈ Ω be such that there exists F ′(x0)−1 ∈ L(Y , X) and F ′ satisfies an affine invariant condition
of the type (7.2)with a nondecreasing function ω on an interval J . Let h be any nondecreasing function on
[0, 1] satisfying (7.5) and µ = ∫ 10 h(u)du. Assume x ∈ D is such that E(x) < 1/(µ + 1) and Tx ∈ Ω .
Then Tx ∈ D and
E(Tx) ≤ ϕ(E(x)) and ‖Tx− T 2x‖ ≤ β(E(x)) ‖x− Tx‖, (7.15)
where the real functions ϕ and β are defined by
ϕ(t) = t
1− t h
(
µt
1− t
)
and β(t) = µt
1− t . (7.16)
Proof. Note that E(x) can be written in the form
E(x) = G(x) ω(‖x− Tx‖) (7.17)
where G is defined by (7.10). From (7.2), (7.10) and (7.17), we get
‖I − F ′(x)−1F ′(Tx)‖ = ‖F ′(x)−1(F ′(x)− F ′(Tx))‖
≤ ‖F ′(x)−1F ′(x0)‖ ‖F ′(x0)−1(F ′(x)− F ′(Tx))‖
≤ G(x) ω(‖x− Tx‖) = E(x) < 1/(µ+ 1) ≤ 1
where I denotes the identity operator on X . It follows from the Banach Lemma on invertible operators
that there exists F ′(Tx)−1 ∈ L(Y , X) and
‖F ′(Tx)−1F ′(x)‖ ≤ 1
1− E(x) .
From (7.10) and this inequality, we obtain
G(Tx) = ‖F ′(Tx)−1F ′(x0)‖
≤ ‖F ′(Tx)−1F ′(x)‖ ‖F ′(x)−1F ′(x0)‖ ≤ G(x)1− E(x) . (7.18)
It is easy to see that the functionΦ: J → R defined by (7.11) satisfies
Φ(t) ≤ µ t ω(t) for all t ∈ J. (7.19)
Now by Lemma 7.1, (7.19) and (7.18), we get
‖Tx− T 2x‖ ≤ G(Tx)Φ(‖x− Tx‖)
≤ µG(Tx) ω(‖x− Tx‖) ‖x− Tx‖
≤ µG(x) ω(‖x− Tx‖)
1− E(x) ‖x− Tx‖
= µ E(x)
1− E(x) ‖x− Tx‖ = β(E(x)) ‖x− Tx‖ (7.20)
which proves the second inequality in (7.15). Note that E(x) < 1/(µ + 1) implies β(E(x)) < 1.
Therefore, from the inequality (7.20) taking into account that x ∈ D, we conclude that ‖Tx− T 2x‖ ∈ J
which proves that Tx ∈ D since the operator F ′(Tx)−1 ∈ L(Y , X).
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It remains to prove the first inequality in (7.15). From (7.17), (7.18), (7.20) and (7.5), we get
E(Tx) = G(Tx) ω(‖Tx− T 2x‖) ≤ G(x)
1− E(x) ω(β(E(x))‖x− Tx‖)
≤ G(x)
1− E(x) h(β(E(x))) ω(‖x− Tx‖)
= E(x)
1− E(x) h(β(E(x))) = ϕ(E(x))
which completes the proof. 
Applying Theorem 6.3, Proposition 4.2 and Lemma 7.2, we get the following complete ω-version
of the Newton–Kantorovich theorem.
Theorem 7.3 (First Newton–Kantorovich Theorem). Let F :Ω ⊂ X → Y be a continuously Fréchet dif-
ferentiable operator on an open convex set Ω . Suppose there exists a point x0 ∈ Ω such that:
(a) There exists F ′(x0)−1 ∈ L(Y , X) and F ′ satisfies an affine invariant condition of the type (7.2) with a
nondecreasing function ω on an interval J .
(b) The following initial conditions hold:
E(x0) <
1
µ+ 1 and φ(E(x0)) ≤ 1, (7.21)
where µ = ∫ 10 h(u)du, h is a nondecreasing function on [0, 1] satisfying (7.5), and the real function
φ is defined by φ(t) = 11−t h
(
µt
1−t
)
.
(c) U(x0, ρ) ⊂ Ω , where ρ = ‖F ′(x0)−1F(x0)‖/(1− β(E(x0))) and β is defined by β(t) = µt/(1− t).
Then the following statements hold:
(i) Convergence. The Newton iteration (7.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a solution ξ of the equation F(x) = 0.
(ii) A priori estimate. For all n ≥ 0 we have the following a priori error estimate:
‖xn − ξ‖ ≤ q
n
1− q ‖x0 − x1‖, (7.22)
where q = β(E(x0)).
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori error estimate:
‖xn − ξ‖ ≤ ‖xn+1 − xn‖1− β(E(xn)) . (7.23)
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori error estimate:
‖xn+1 − ξ‖ ≤ β(E(xn))1− β(E(xn)) ‖xn+1 − xn‖. (7.24)
(v) Some other estimates. For all n ≥ 0 we have the following estimates:
E(xn+1) ≤ ϕ(E(xn)), (7.25)
E(xn) ≤ E(x0) λn, (7.26)
‖xn+2 − xn+1‖ ≤ β(E(xn)) ‖xn+1 − xn‖, (7.27)
‖xn+1 − xn‖ ≤ qn ‖x0 − x1‖, (7.28)
where λ = φ(E(x0)), and the real function ϕ is defined by
ϕ(t) = t
1− t h
(
µt
1− t
)
.
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Proof. If E(x0) = 0, then x1 is a zero of F and so all of the statements of the theorem hold. Suppose
E(x0) > 0 and consider the interval J0 = [0, E(x0)]. It is easy to see that ϕ is a gauge function on J0
satisfying (2.4) and β is a nondecreasing function on J0 satisfying (6.4). According to Lemma 7.2 the
function E defined by (7.3) is a function of initial conditions of Newton’s operator T :D ⊂ X → X
with a gauge function ϕ on the interval J0 and T is an iterated contraction mapping with respect to E.
Besides, the setΩ satisfies (4.2). Hence, Proposition 4.2 and assumption (c) imply that x0 is an initial
point of T . Now by Theorem 6.3 it follows that the Newton sequence (xn) converges to a point ξ ∈ Ω
and that all of the statements of Theorem 7.3 hold apart from the fact that ξ is a zero of F . By the
continuity of F and F ′ and taking the limit in the identity F(xn)+ F ′(xn)(xn+1− xn) as n→∞, we get
F(ξ) = 0 which completes the proof. 
Remark 7.4. One can prove that if the function h in Theorem 7.3 is nondecreasing continuous and
such that h(0) < 1 and h(1) ≥ 1 (it is always possible if ω is continuous and ω(0) = 0), then there
exists a unique fixed point R of the function ϕ in the interval (0, 1/(1+µ)). Now the initial conditions
(7.21) can also be written in the following equivalent form:
E(x0) ≤ R.
In essence, part (i) of Theorem 7.3 is due to Ezquerro and Hernández [11, Theorem 2.2]. In an affine
invariant setting their initial condition can be written in the form
E(x0) < min
{
1− h
(
µ E(x0)
1− E(x0)
)
,
1
µ+ 1
}
which is equivalent to the initial conditions (7.21) but with strong inequality in the second part.
Note that if in Theorem 7.3 the function ω is quasi-homogeneous of degree p ∈ (0, 1] on J , then
(7.5) holds with h(t) = tp. With this h the function ϕ has a unique fixed point Rp in (0, 1) and ϕ is a
gauge function of order r = p+ 1 on the interval Jp = [0, Rp]. Besides, the function β in this case is a
nondecreasing function on Jp satisfying conditions (3.27) (with R = 2) and (3.15). Therefore, applying
Theorem 6.6, Proposition 4.5 and Lemma 7.2, we immediately get the following complete ω-version
of the Newton–Kantorovich theorem with R-order of convergence at least p+ 1.
Theorem 7.5 (Second Newton–Kantorovich Theorem). Let F :Ω ⊂ X → Y be a continuously Fréchet
differentiable operator on an open convex set Ω . Suppose x0 ∈ Ω is such that there exists F ′(x0)−1 ∈
L(Y , X) and F ′ satisfies an affine invariant condition of the type (7.2) with a quasi-homogeneous function
ω of degree p ∈ (0, 1] on an interval J . Let Rp be the unique fixed point in the interval (0, 1) of the function
ϕ(t) = t
1− t
(
t
(1+ p)(1− t)
)p
.
Assume that E(x0) ≤ Rp and U(x0, ρ) ⊂ Ω , where
ρ = ‖F ′(x0)−1F(x0)‖
∞∑
j=0
θ jλ[(p+1)
j−1]/p ≤ ‖F
′(x0)−1F(x0)‖
1− β(E(x0)) ,
λ = [φ(E(x0))]1/p, θ = [ψ(E(x0))]1/p and the real functions φ, ψ and β are defined as follows:
φ(t) = 1
1− t
(
t
(1+ p)(1− t)
)p
, ψ(t) = 1− t, β(t) = t
(p+ 1)(1− t) .
Then the following statements hold:
(i) Convergence. The Newton iteration (7.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a solution ξ of the equation F(x) = 0. Moreover, if E(x0) < Rp , then the
convergence is of R-order at least p+ 1.
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(ii) A priori estimate. For all n ≥ 0 we have the following a priori error estimate:
‖xn − ξ‖ ≤ ‖x0 − x1‖
∞∑
j=n
θ j λ[(p+1)
j−1]/p ≤ θ
n λ[(p+1)n−1]/p
1− θ λ(p+1)n ‖x0 − x1‖. (7.29)
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori error estimate:
‖xn − ξ‖ ≤ ‖xn+1 − xn‖
∞∑
j=0
(θn)
j(λn)
[(p+1)j−1]/p ≤ ‖xn+1 − xn‖
1− β(E(xn)) , (7.30)
where λn = [φ(E(xn))]1/p, θn = [ψ(E(xn))]1/p.
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori error estimate:
‖xn+1 − ξ‖ ≤ ‖xn+1 − xn‖
∞∑
j=1
(θn)
j(λn)
[(p+1)j−1]/p ≤ θnλn
1− θn(λn)r ‖xn+1 − xn‖. (7.31)
(v) Some other estimates. For all n ≥ 0 we have the following estimates:
E(xn+1) ≤ ϕ(E(xn)), (7.32)
E(xn) ≤ E(x0) λ[(p+1)n−1]/p, (7.33)
‖xn+2 − xn+1‖ ≤ β(E(xn)) ‖xn+1 − xn‖, (7.34)
‖xn+1 − xn‖ ≤ θn λ[(p+1)n−1]/p ‖x0 − x1‖. (7.35)
Note that the unique fixed point Rp of ϕ in the interval (0, 1) satisfies the estimates
p
p+ 1 ≤ Rp ≤
1
2
which reduces to an inequality only if p = 1.
In the case ω(t) = c tp (c > 0, 0 < p ≤ 1) the initial condition E(x0) ≤ Rp , given in Theorem 7.5,
is due to Vertgeim [44,45]. Vertgeim’s result was consecutively improved by Keller [46] (only for small
p), Lysenko [47], De Pascale and Zabrejko [48], Cianciaruso and De Pascale [49–51], and Galperin [21].
In the last work Galperin find the optimal Rp under the Hölder condition. Moreover, he finds the
optimal Rp even in the case when ω is a concave function. Note that Galperin’s result for the optimal
Rp is not in explicit form. The best known, until now, explicit value of Rp under the Hölder condition
is due to Cianciaruso and De Pascale [50]:
Rp = 1(
1+ p p1−p
)1−p .( p1+ p
)p
.
Explicit error estimates with R-order of convergence at least p + 1 (0 < p < 1) were established
by Jankó and Coroian (see Jankó [52]), Petcu [53], Hernández [54], Ezquerro and Hernández [11,12].
Note that part (i) and the second estimate in part (ii) of Theorem 7.5 coincide with the corresponding
result of Ezquerro and Hernández [12, Theorem 3.4] which generalizes a previous result of Hernández
[54, Theorem 2.1] and improves the corresponding results of Jankó and Coroian (see Jankó [52]).
Implicit a posteriori error estimates were established by Cianciaruso and De Pascale [49–51] and
Galperin [21].
In the classical case ω(t) = c t (c > 0) the initial condition E(x0) ≤ Rp reduces to the famous
Kantorovich one: b c ≤ 1/2, where b = ‖F ′(x0)−1F(x0)‖. Nevertheless, we do not arrive at the Kan-
torovich theorem since in this case our radius ρ of the ‘‘initial’’ ball U(x0, ρ) is bigger than the corre-
sponding one in the classical Newton–Kantorovich theorem. To establish a complete generalization
of Newton–Kantorovich theorem we shall apply Theorem 6.4.
Further, we need to two simple technical lemmas. The proof of the first one is omitted since it is
trivial.
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Lemma 7.6. Let ϕ, β and g be real functions defined by
ϕ(t) = 1
2
(
t
1− t
)2
, β(t) = t
2(1− t) and g(t) =
2
1+√1− 2t .
Then the following identities hold for every t ∈ [0, 1/2]:
g(ϕ(t))β(t) = g(t)− 1,
θ(ϕ(t)) = θ(t)2, β(t) = θ(t)
1+ θ(t)2 and t =
2 θ(t)
(1+ θ(t))2 ,
where
θ(t) = g(t)− 1 = 1−
√
1− 2t
1+√1− 2t . (7.36)
Lemma 7.7. Define real functions ϕ and β as in the previous lemma. Let (En) and (Gn) be two sequences
of nonnegative numbers such that E0 ≤ 12 , G0 ≤ 1, En+1 ≤ ϕ(En) and Gn+1 ≤ Gn/(1−En). Then for every
n ≥ 0,
En = 2 θn
(1+ θn)2 , β(En) =
θn
1+ θ2n
, (7.37)
θn+1 ≤ θ2n , θn ≤ θ2
n
, Gn ≤ 1+ θ1− θ
1− θ2n
1+ θ2n , (7.38)
where
θn = 1−
√
1− 2En
1+√1− 2En and θ = θ0. (7.39)
Proof. The identities (7.37) follow immediately from the corresponding ones of Lemma 7.6. Again by
Lemma 7.6, we have
θn+1 = θ(En+1) ≤ θ(ϕ(En)) = θ(En)2 = θ2n ,
where the function θ(t) is defined by (7.36). The inequality θn+1 ≤ θ2n implies θn ≤ θ2n as well as
En = θn/(1+ θn)2 ≤ θ2n/(1+ θ2n)2. Therefore,
Gn+1 ≤ Gn1− En ≤
(1+ θ2n)2
1+ θ2n+1 Gn.
Now the inequality for Gn in (7.38) can easily be proved by induction. 
Nowwe are ready to present the following completeω-generalization of the Newton–Kantorovich
theorem when ω is a quasi-homogeneous function of degree 1.
Theorem 7.8 (Third Newton–Kantorovich Theorem). Let F :Ω ⊂ X → Y be a continuously Fréchet
differentiable operator on an open convex set Ω . Suppose x0 ∈ Ω is such that there exists F ′(x0)−1 ∈
L(Y , X) and F ′ satisfies an affine invariant condition of the type (7.2) with a quasi-homogeneous function
ω of degree 1 on an interval J . Assume also that
E(x0) ≤ 12 and U(x0, ρ) ⊂ Ω,
where
ρ = 2 ‖F
′(x0)−1F(x0)‖
1+√1− 2E(x0) .
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Then the following statements hold:
(i) Convergence. The Newton iteration (7.1) starting from x0 is well-defined, remains in the closed ball
U(x0, ρ) and converges to a solution ξ of the equation F(x) = 0. Moreover, if E(x0) < 1/2, then
Newton iteration converges Q -quadratically to ξ .
(ii) A priori estimate. For all n ≥ 0 we have the following a priori error estimate:
‖xn − ξ‖ ≤ (1− θ2) θ
2n−1
1− θ2n ‖x0 − x1‖, (7.40)
where
θ = 1−
√
1− 2E(x0)
1+√1− 2E(x0) . (7.41)
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori error estimate:
‖xn − ξ‖ ≤ 2 ‖xn+1 − xn‖
1+√1− 2E(xn) , (7.42)
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori error estimate:
‖xn+1 − ξ‖ ≤ 1−
√
1− 2E(xn)
1+√1− 2E(xn) ‖xn+1 − xn‖. (7.43)
(v) Third a posteriori estimate. For all n ≥ 0 we have the following a posteriori error estimate:
‖xn+1 − ξ‖ ≤ θ2n‖xn+1 − xn‖. (7.44)
(vi) Estimates for E(xn). For all n ≥ 0 we have the following estimates:
E(xn+1) ≤ ϕ(E(xn)), (7.45)
E(xn) ≤ 1+ θ1− θ
1− θ2n
1+ θ2n ω(‖xn+1 − xn‖), (7.46)
E(xn) ≤ 2 θ
2n
(1+ θ2n)2 . (7.47)
(vii) Estimates for ‖xn+1 − xn‖. For all n ≥ 0 we have the following estimates:
‖xn+2 − xn+1‖ ≤ β(E(xn)) ‖xn+1 − xn‖, (7.48)
‖xn+2 − xn+1‖ ≤ θ
2n
1+ θ2n+1 ‖xn+1 − xn‖, (7.49)
‖xn+2 − xn+1‖ ≤ 1+ θ1− θ
1− θ2n+1
1+ θ2n+1 Φ(‖xn+1 − xn‖), (7.50)
‖xn+1 − xn‖ ≤ (1− θ2) θ
2n−1
1− θ2n+1 ‖x0 − x1‖. (7.51)
(viii) Rate of convergence. For all n ≥ 1 we have the following estimates1:
‖xn+1 − ξ‖ ≤ 1+ θ1− θ
1− θ2n
1+ θ2n Φ(‖xn − ξ‖), (7.52)
‖xn+1 − ξ‖ ≤ 1+ θ1− θ (1− θ
2n+1)Φ(‖xn+1 − xn‖). (7.53)
1 These estimates are also satisfied for n = 0 provided that ρ ∈ J .
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Here the real functions ϕ and β are defined by
ϕ(t) = 1
2
(
t
1− t
)2
and β(t) = t
2(1− t) ,
andΦ: J → R is defined by (7.11).
Proof. Let J0 = [0, 1/2]. It is easy to see that ϕ is a gauge function of the second order on J0. In
particular ϕ satisfies condition (2.4). The function β satisfies (6.4). Lemma 7.6 shows that the function
g(t) = 2/(1 + √1− 2t) satisfies (3.11). Hence, by Theorem 6.4 and Proposition 4.3 we obtain the
claims (i), (iii) and (iv) as well as the estimates (7.45) and (7.48). Now we shall show that the rest of
the theorem easily follows from Lemmas 7.2, 7.7 and 7.1. Set En = E(xn) and Gn = G(xn), where the
function G:D→ R is defined by (7.10). It follows from (7.15) and (7.18) that the sequences (En) and
(Gn) satisfy the hypotheses of Lemma 7.7.
Claim (v) It follows from (iv) and the second inequality in (7.38).
Claim (vi) The estimate (7.46) follows from (7.17) and the third inequality in (7.38). The estimate (7.47)
follows from the first identity in (7.37) and the second inequality in (7.38).
Claim (vii) The estimate (7.49) follows from (7.48), the second identity in (7.37) and the second
inequality in (7.38). The estimate (7.50) follows from (7.8) and the third inequality in (7.38). The
estimate (7.51) follows from (7.49) by induction.
Claim (viii) Since x0 ∈ D, then ‖x0− x1‖ ∈ J . Then (7.44) implies ‖xn− ξ‖ ∈ J for all n ≥ 1. Now (7.52)
follows from (7.9) and the third inequality in (7.38). Each of the estimates (7.44) or (7.43) implies
‖xn − ξ‖ ≤ (1+ θ2n)‖xn+1 − xn‖. Combining this with (7.52), we get (7.53).
Claim (ii) It follows from (7.44) and (7.51). 
Remark 7.9. In the estimates of Theorem 7.8 and Corollary 7.14 the value at θ = 1 of each function
depending on θ is assumed to be the limit value as θ → 1. For example, in the estimates (7.40) the
value of the function τ(θ) = (1− θ)/(1− θ2n) at θ = 1 is τ(1) = 1/2n.
Remark 7.10. Example 2.3 implies that Φ is a quasi-homogeneous function of degree 2. Then it
follows from (7.52), Lemma 2.2 and (7.40) that
‖xn+1 − ξ‖ ≤ 1+ θ1− θ Ψ (‖x0 − x1‖) ‖xn − ξ‖
2 for all n ≥ 1, (7.54)
where Ψ is a nondecreasing function on J satisfying Φ(t) = t2 Ψ (t) for all t ∈ J . The estimate (7.54)
shows that Newton iteration (7.1) under the conditions of Theorem 7.8 converges Q -quadratically to
ξ provided that E(x0) < 1/2.
Remark 7.11. In the classical case ω(t) = c t (c > 0) the first a posteriori estimate (7.42) in
Theorem 7.8 can be replaced by the following two-sided estimate:
2 ‖xn+1 − xn‖
1+√1+ 2E(xn) ≤ ‖xn − ξ‖ ≤
2 ‖xn+1 − xn‖
1+√1− 2E(xn) . (7.55)
The lower bound in (7.55) can be proved using a classical method of Gragg and Tapia [13].
Remark 7.12. Using upper bounds for E(xn) in the estimates (7.42), (7.43) and (7.55) one can obtain
a lot of upper and lower error estimates for the Newton iteration. For example, combining (7.42) and
(7.46), we obtain a generalization of a result of Yamamoto [55] (see also [24]) which improves a well-
known a posteriori bound of Potra and Pták [60].
Remark 7.13. Let us give some historical notes for the classical case ω(t) = c t (c > 0). The a priori
error estimate (7.40) is due to Gragg and Tapia [13]. Ostrowski [14] has also given (7.40) in a rather
more complicated form. The a posteriori error estimate (7.44) is also due to Gragg and Tapia [13]. The
estimate (7.53) in the classical case coincides with a result of Miel [15]. A lot of lower and upper error
bounds for the Newton iteration are given in a remarkable paper of Yamamoto [16] (see also [24]). All
of these bounds can be obtained by Theorem 7.8.
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Corollary 7.14. Let F :Ω ⊂ X → Y be a continuously Fréchet differentiable operator on an open convex
set Ω . Suppose x0 ∈ Ω is such that there exists F ′(x0)−1 ∈ L(Y , X) and F ′ satisfies an affine invariant
Lipschitz condition
‖F ′(x0)−1(F ′(x)− F ′(y))‖ ≤ c ‖x− y‖ for all x, y ∈ Ω. (7.56)
Assume that
a = b c ≤ 1
2
and U(x0, ρ) ⊂ Ω,
where b = ‖F ′(x0)−1F(x0)‖ and ρ = 2b/(1 +
√
1− 2a). Then Newton iteration (7.1) starting from x0
is well-defined, remains in the closed ball U(x0, ρ) and converges to a zero ξ of F . Moreover, we have the
following estimates:
‖xn+1 − ξ‖ ≤ c2
1+ θ
1− θ
1− θ2n
1+ θ2n ‖xn − ξ‖
2, (7.57)
‖xn+1 − ξ‖ ≤ c2
1+ θ
1− θ (1− θ
2n+1) ‖xn+1 − xn‖2, (7.58)
‖xn+1 − xn‖ ≤ c2
1+ θ
1− θ
1− θ2n
1+ θ2n ‖xn − xn−1‖
2, (7.59)
‖xn − ξ‖ ≤ (1− θ2) θ
2n−1
1− θ2n+1 ‖x0 − ξ‖, (7.60)
‖xn − ξ‖ ≤ (1− θ2) θ
2n−1
1− θ2n ‖x0 − x1‖, (7.61)
‖xn+1 − xn‖ ≤ (1− θ2) θ
2n−1
1− θ2n+1 ‖x0 − x1‖, (7.62)
where
θ = 1−
√
1− 2a
1+√1− 2a . (7.63)
Proof. All of the estimates in Corollary 7.14 apart from (7.60) follow immediately from Theorem 7.8.
The estimate (7.60) follows from (7.57) by induction. 
As we have noted above, the estimates (7.58) and (7.61) are due to Miel [15] and Gragg-Tapia [13],
respectively. The estimate (7.62) follows easily from a result of Miel [56] but it has been given in
explicit form in Yamamoto [16]. It is known (see Potra [57]) that a priori estimate (7.61) is sharp in
the sense that for any b = ‖F ′(x0)−1F(x0)‖ and c with b c < 1/2 there exists a function that satisfies
the hypothesis of Corollary 7.14 for which the estimate is satisfied with equality for every n ≥ 0.
From the estimates (7.60)–(7.62) of Corollary 7.14, we immediately obtain the following corollary.
Corollary 7.15. Let F :Ω ⊂ X → Y be a continuously Fréchet differentiable operator on an open convex
set Ω . Suppose x0 ∈ Ω is such that there exists F ′(x0)−1 ∈ L(Y , X) and F ′ satisfies an affine invariant
Lipschitz condition (7.56). Assume that
a = b c ≤ 4
9
and U(x0, ρ) ⊂ Ω,
where b = ‖F ′(x0)−1F(x0)‖ and ρ = 2b/(1+
√
1− 2a). Then Newton iteration (7.1) starting from x0 is
well-defined, remains in the closed ball U(x0, ρ) and converges Q -quadratically to a zero ξ of F with the
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following estimates:
‖xn − ξ‖ ≤
(
1
2
)2n−1
‖x0 − ξ‖ for all n ≥ 0, (7.64)
‖xn − ξ‖ ≤
(
1
2
)2n−1
‖x0 − x1‖ for all n ≥ 1, (7.65)
‖xn+1 − xn‖ ≤
(
1
2
)2n−1
‖x0 − x1‖ for all n ≥ 0. (7.66)
One can show that the estimate (7.66) of Corollary 7.15 yields a result of Rheinboldt [25] (see
Theorem 8.3) that extends the so called α-theorem of Smale [4].
8. Smale’s theorem for Newton’s method
Let X and Y be two Banach spaces, both of which are either real or complex. In this section we
apply Theorem 6.5 to Newton’s method:
xn+1 = xn − F ′(xn)−1 F(xn), n = 0, 1, . . . , (8.1)
where F :Ω ⊂ X → Y is an analytic mapping on an open setΩ . We study the convergence of Newton
iteration (8.1) with respect to the Smale function of initial conditions [4] E:D ⊂ X → Y defined as
follows:
E(x) = ‖F ′(x)−1F(x)‖ sup
k>1
∥∥∥∥F ′(x)−1 F (k)(x)k!
∥∥∥∥1/(k−1) . (8.2)
Note that E(x) can also be written in the following more compact form:
E(x) = γ (x)‖x− Tx‖, (8.3)
where T again denotes Newton’s operator defined by Tx = x− F ′(x)−1 F(x) and
γ (x) = sup
k≥2
γk(x), γk(x) =
∥∥∥∥F ′(x)−1 F (k)(x)k!
∥∥∥∥1/(k−1) , k = 0, 1, . . . . (8.4)
Obviously, the domainD of E consists of all points x ∈ Ω such that there exists F ′(x)−1 ∈ L(Y , X) and
the sequence (γk(x)) of real numbers is bounded.
Throughout this section we use the above notations as well as the following real functions:
ϕ(t) = t
2
(2t2 − 4t + 1)2 , φ(t) =
t
(2t2 − 4t + 1)2 , β(t) =
t(1− t)
2t2 − 4t + 1 ,
ψ(t) = (1− t)(2t2 − 4t + 1). (8.5)
Let us note that the functions ϕ, β and φ are strictly increasing on the interval [0, 1 − √2/2). The
function ϕ has a unique fixed point R = 0.162 . . . in the open interval (0, 1−√2/2) and it is a gauge
function of the second order on the interval J = [0, R].
In 1986, Smale [4] (see also [58]) proved the following famous convergence theorem for Newton’s
method applied to analytic mappings which utilize only information at the starting point.
Theorem 8.1 (Smale’s Theorem). Let F : X → Y be an analytic mapping. Suppose x0 ∈ X is such that
E(x0) < R, where R = 0.162 . . . is the unique fixed point of the function ϕ in the interval (0, 1−
√
2/2).
Then Newton iteration (8.1) starting at x0 is well-defined, converges to a zero of F and
‖xn+1 − xn‖ ≤ λ2n−1‖x0 − x1‖ for all n ≥ 0, (8.6)
where λ = φ(E(x0)).
In his paper [4] Smale pointed out that this theorem immediately yields the following result which
is very useful for complexity analysis of Newton’s method.
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Theorem 8.2 (Smale’s α-Theorem). Let F : X → Y be an analytic mapping. Suppose x0 ∈ X is such that
E(x0) < r, where r = 0.130 . . . is the unique zero of the equation φ(t) = 1/2 in the interval (0, 1 −√
2/2). Then Newton iteration (8.1) starting at x0 is well-defined, converges to a zero of F and
‖xn+1 − xn‖ ≤
(
1
2
)2n−1
‖x0 − x1‖ for all n ≥ 0. (8.7)
These two theorems of Smale are known in the literature as ‘‘α-theorems’’ since Smale has denoted
the function of initial conditions E by α.
In 1988, Rheinboldt [25] established a version of Smale’s α-theoremwhich holds also for operators
that are analytic only on subsets of the space X .
Theorem 8.3 (Rheinboldt’s α-Theorem). Let F :Ω ⊂ X → Y be analytic on an open set Ω . Suppose
x0 ∈ Ω is such that
E(x0) ≤ τ/
√
2 = 0.119 . . . and U(x0, τ/γ (x0)) ⊂ Ω,
where τ = 0.168 . . . is the unique positive solution of the equation
(
√
2− 1)(1− t)3 = √2 t.
Then Newton iteration (8.1) starting at x0 is well-defined, converges to a zero of F and satisfies (8.7).
There are a lot of results that improve, generalize or extend Smale’s and Rheinboldt’s theorems.We
refer the reader to the works of Wang and Han [26], Wang and Zhao [27], Wang [28], Dedieu, Priouret
and Malajovich [29], Ferreira and Svaiter [19], Alvarez, Bolte and Munier [30], Li and Wang [31], Li,
Wang and Dedieu [32] and to the references therein.
In this section we shall establish a new version of Smale’s theorem with a priori and a posteriori
error estimates as well as with some other estimates for Newton iteration (8.1).
Lemma 8.4. Let F :Ω ⊂ X → Y be analytic on an open set Ω . Assume x ∈ Ω is such that E(x) <
1−√2/2 and U(x, ρ) ⊂ Ω , where ρ = ‖x− Tx‖ and Tx = x− F ′(x)−1 F(x). Then:
(i) T 2x is well-defined and ‖Tx− T 2x‖ ≤ β(E(x))‖x− Tx‖;
(ii) E(Tx) is well-defined and E(Tx) ≤ ϕ(E(x)).
Proof. First we shall show that F can be represented by Taylor’s series about x in the ball U(x, ρ).
By the assumptions one can see that x ∈ D . It is easy to prove (see for example [59, Prop. 90]) that
1/γ (x) ≤ R(x), where R(x) denotes the radius of convergence of Taylor’s series of F about x. It follows
from this that ρ < R(x). Indeed, if γ (x) = 0, then this is obvious since R(x) = +∞. If γ (x) > 0, then
ρ = ‖x− Tx‖ = E(x)
γ (x)
<
1
γ (x)
≤ R(x).
Therefore, F can be expanded in a Taylor’s series about x in the ball U(x, ρ).
(i) According to the assumptions, Tx ∈ U(x, ρ). To prove that T 2x iswell-defined it is sufficient to show
that F ′(Tx) is invertible and F ′(Tx)−1 ∈ L(Y , X). We shall prove that there exists F ′(y)−1 ∈ L(Y , X)
even for every y ∈ U(x, ρ). Using Taylor’s expansion of F ′(y) about x and taking into account that
‖x− y‖ ≤ ρ = ‖x− Tx‖, we obtain
‖I − F ′(x)−1F ′(y)‖ =
∥∥∥∥∥ ∞∑
j=1
F ′(x)−1
F (j+1)(x)
j! (y− x)
j
∥∥∥∥∥
≤
∞∑
j=1
∥∥∥∥F ′(x)−1 F (j+1)(x)j!
∥∥∥∥ ‖x− y‖j
≤
∞∑
j=1
(j+ 1)E(x)j = 1
(1− E(x))2 − 1 = c < 1 (8.8)
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since E(x) < 1−√2/2. Consequently, by the Banach lemma, there exists F ′(y)−1 ∈ L(Y , X) and∥∥F ′(y)−1F ′(x)∥∥ ≤ 1
1− c = (1− E(x))
2 h(E(x)), (8.9)
where h(t) = 1/(2t2 − 4t + 1). It remains to estimate ‖Tx − T 2x‖. Further, for convenience, we set
y = Tx. We have
‖y− Ty‖ = ∥∥F ′(y)−1F(y)∥∥ ≤ ∥∥F ′(y)−1F ′(x)∥∥ ∥∥F ′(x)−1F(y)∥∥ . (8.10)
The Taylor series of F(y) about x gives
‖F ′(x)−1F(y)‖ =
∥∥∥∥∥ ∞∑
j=2
F ′(x)−1
F j(x)
j! (y− x)
j
∥∥∥∥∥
≤
∞∑
j=2
∥∥∥∥F ′(x)−1 F j(x)j!
∥∥∥∥ ‖x− y‖j
≤ ‖x− y‖
∞∑
j=2
E(x)j−1 = E(x)
1− E(x) ‖x− y‖ (8.11)
since F(x) + F ′(x)(y − x) = 0 and E(x) < 1. It follows from (8.10), (8.9) and (8.11) that ‖y − Ty‖ ≤
β(E(x))‖x− y‖which completes the proof of the first part of Lemma 8.4 since y = Tx.
(ii) Now to prove that E(Tx) is well-defined it remains to show that the sequence (γk(Tx)) defined by
(8.4) is bounded. For convenience, we again set y = Tx. We have
γk(y)k−1 =
∥∥∥∥F ′(y)−1 F (k)(y)k!
∥∥∥∥ ≤ ∥∥F ′(y)−1F ′(x)∥∥ ∥∥∥∥F ′(x)−1 F (k)(y)k!
∥∥∥∥ . (8.12)
Further, using Taylor’s expansion of F (k)(y) about x, we obtain∥∥∥∥F ′(x)−1 F (k)(y)k!
∥∥∥∥ =
∥∥∥∥∥ ∞∑
j=1
F ′(x)−1
F (k+j)(x)
k!j! (y− x)
j
∥∥∥∥∥
≤
∞∑
j=1
(
k+ j
k
)∥∥∥∥F ′(x)−1 F (k+j)(x)(k+ j)!
∥∥∥∥ ‖y− x‖j
=
∞∑
j=1
(
k+ j
k
)
γk(x)k+j−1‖x− Tx‖j
≤
∞∑
j=1
(
k+ j
k
)
γ (x)k+j−1‖x− Tx‖j
≤ γ (x)k−1
∞∑
j=1
(
k+ j
k
)
E(x)j = γ (x)
k−1
(1− E(x))k+1 (8.13)
since E(x) < 1. From (8.12), (8.9) and (8.13), we get
γk(y)k−1 ≤ h(E(x))
(
γ (x)
1− E(x)
)k−1
which yields
γk(y) ≤ γ (x)1− E(x) h(E(x))
1/(k−1) ≤ γ (x)
1− E(x) h(E(x)). (8.14)
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The last inequality holds since 0 ≤ E(x) < 1−√2/2 implies h(E(x)) ≥ 1. The estimate (8.14) shows
that the sequence (γk(Tx)) is bounded, which implies that E(Tx) is well-defined. It remains to estimate
E(Tx). It follows from (8.14) that
γ (Tx) ≤ γ (x)
1− E(x) h(E(x)). (8.15)
From (8.3) and (8.15) and (i), we obtain
E(Tx) = ‖Tx− T 2x‖ γ (Tx) ≤ E(x) β(E(x)) h(E(x))
1− E(x) = ϕ(E(x))
which completes the proof. 
Lemma 8.5. Let F :Ω ⊂ X → Y be analytic on an open set Ω . Define the set
D = {x ∈ Ω : E(x) ≤ R and U(x, ρ(x)) ⊂ Ω}, (8.16)
where R = 0.162 . . . is the unique fixed point of the function ϕ in the interval (0, 1 − √2/2), ρ(x) =
‖x− Tx‖/(1− β(E(x))) and Tx = x− F ′(x)−1 F(x). Then T (D) ⊂ D and
E(Tx) ≤ ϕ(E(x)) and ‖Tx− T 2x‖ ≤ β(E(x))‖x− Tx‖ for all x ∈ D. (8.17)
Proof. Let x be a given point in D. The condition E(x) ≤ R implies the inequality 0 ≤ β(E(x)) < 1
which yields ρ ≥ ‖x − Tx‖. Therefore, the inequalities (8.17) follow immediately from Lemma 8.4.
We have to prove only that Tx ∈ D. Obviously, Tx ∈ Ω . It is easy to see that ϕ(t) ≤ t for t ∈ [0, R].
Then E(x) ≤ R and E(Tx) ≤ ϕ(E(x)) imply E(Tx) ≤ R. It remains to show that U(Tx, ρ(Tx)) ⊂ Ω . We
shall prove even that
U(Tx, ρ(Tx)) ⊂ U(x, ρ(x)).
Assume y ∈ U(Tx, ρ(Tx)). Using the triangle inequality, inequalities (8.17) and taking into account
that ϕ(t) ≤ t for all t ∈ [0, R], we obtain
‖y− x‖ ≤ ‖y− Tx‖ + ‖x− Tx‖ ≤ ρ(Tx)+ ‖x− Tx‖
= ‖Tx− T
2x‖
1− β(E(Tx)) + ‖x− Tx‖
≤ β(E(x))‖x− Tx‖
1− β(E(x)) + ‖x− Tx‖ = ρ(x).
Thus y ∈ U(x, ρ(x))which completes the proof. 
Applying Theorem 6.5 and Lemma 8.5 we immediately get the following complete version of
Smale’s α-theorem. Let us recall again that everywhere in this section the functions ϕ, φ, β and ψ
are defined by (8.5).
Theorem 8.6. Let F :Ω ⊂ X → Y be an analytic mapping on an open set Ω . Suppose x0 ∈ Ω is such
that
E(x0) ≤ R and U(x0, ρ) ⊂ Ω,
where R = 0.162 . . . is the unique fixed point of the function ϕ in the interval (0, 1−√2/2),
ρ = ‖F
′(x0)−1F(x0)‖
1− β(E(x0)) .
Then the following statements hold:
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(i) Convergence. The Newton iteration (8.1) is well-defined, remains in the ball U(x0, ρ) and converges
to a solution ξ ∈ U(x0, ρ) of the equation F(x) = 0. Moreover, if E(x0) < R, then the convergence is
quadratic.
(ii) A priori estimate. For all n ≥ 0 we have the estimate
‖xn − ξ‖ ≤ ‖x0 − x1‖
∞∑
j=n
θ jλ2
j−1 ≤ θ
n λ2
n−1
1− θ λ2n ‖x0 − x1‖. (8.18)
where λ = φ(E(x0)), θ = ψ(E(x0)).
(iii) First a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
‖xn − ξ‖ ≤ ‖xn+1 − xn‖
∞∑
j=0
(θn)
j(λn)
2j−1 ≤ ‖xn+1 − xn‖
1− β(E(xn)) (8.19)
where λn = φ(E(xn)), θn = ψ(E(xn)).
(iv) Second a posteriori estimate. For all n ≥ 0 we have the following a posteriori estimate:
‖xn+1 − ξ‖ ≤ ‖xn+1 − xn‖
∞∑
j=1
(θn)
j(λn)
2j−1 ≤ θnλn
1− θn(λn)2 ‖xn+1 − xn‖. (8.20)
(v) Some other estimates. For all n ≥ 0 we have
E(xn+1) ≤ ϕ(E(xn)), (8.21)
E(xn) ≤ E(x0)λ2n−1, (8.22)
‖xn+2 − xn+1‖ ≤ β(E(xn))‖xn+1 − xn‖, (8.23)
‖xn+1 − xn‖ ≤ θn λ2n−1‖x0 − x1‖. (8.24)
Proof. Let us define the set D ⊂ Ω by (8.16) and consider Newton’s operator T :D ⊂ X → X defined
by Tx = x− F ′(x)−1 F(x). It is easy to see that ϕ is a gauge function of the second order on the interval
J = [0, R] and β is a nondecreasing function on J satisfying conditions (3.14) (with r = 2) and (3.15).
According to Lemma 8.5, T is an iterated contraction mapping with respect to E and x0 is an initial
point of T . Applying Theorem 6.5 we obtain all of the statements of the theorem. 
Remark 8.7. Note that Smale’s theorem (Theorem 8.1) is an immediate consequence of Theorem 8.6.
Indeed, it follows from the estimate (8.24) since θ ≤ 1. Let us note also that if one chooses in
Theorem 8.6 a starting point x0 ∈ Ω such that 0 < E(x0) ≤ α with α ≤ R, then
ρ = ‖F
′(x0)−1F(x0)‖
1− β(E(x0)) =
E(x0)
1− β(E(x0)) ·
1
γ (x0)
≤ α
1− β(α) ·
1
γ (x0)
= τ
γ (x0)
,
where τ = α/(1− β(α)). In the case α = 0.12 we obtain τ < 0.15 and we get Rheinboldt’s theorem
(Theorem 8.3).
Remark 8.8. Note that the a posteriori estimate (8.20) implies the following useful corollary: Let
σ = 0.140 . . . be the unique zero of the equation φ(t) = (√5 − 1)/2 in the interval (0, 1 −√2/2).
If E(xm) ≤ σ for somem ≥ 0, then
‖xn − ξ‖ ≤ ‖xn − xn−1‖ for all n > m.
Note that in the case E(x0) < R = 0.162 . . . there always exists an integer m ≥ 0 such that
E(xm) ≤ σ = 0.140 . . . since E(xn)→ 0 as n→∞.
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