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Resumo. Moscas-das-frutas sa˜o insetos de grande importaˆncia biolo´gica e
econoˆmica para a agricultura de diferentes paı´ses no mundo. As perdas di-
retas e indiretas causadas por essa praga podem exceder USD 2 Bilho˜es,
tornando-a um dos grandes problemas para a agricultura mundial, especial-
mente para o Brasil. Nesse contexto, o desenvolvimento de sistemas para a
identificac¸a˜o automa´tica ou semiautoma´tica de moscas-das-frutas do geˆnero
Anastrepha pode auxiliar os especialistas (entomo´logos) na reduc¸a˜o de tempo
de ana´lise e nas perdas. Neste trabalho de iniciac¸a˜o cientı´fica, no´s propu-
semos um sistema de reconhecimento de moscas-das-frutas baseada em duas
diferentes representac¸o˜es de imagens: (1) representac¸a˜o de nı´vel-me´dio (Bag-
of-Words); (2) representac¸a˜o de aprendizagem profunda (deep learning-based
features). Ambos trabalhos conseguiram excelentes resultados de efica´cia para
a tarefa de identificac¸a˜o de treˆs espe´cies das moscas-das-frutas do geˆnero Anas-
trepha superando os resultados encontrados na literatura.
Introduc¸a˜o
As moscas-das-frutas pertencem a famı´lia Tephritidae, que abrange aproximadamente
5,000 espe´cies. Esta˜o distribuı´das por todo o mundo e va´rias espe´cies sa˜o importan-
tes pragas agrı´colas. Os danos sa˜o causados pelas larvas que se alimentam no interior
da fruta, e a tornando impro´pria para consumo e comercializac¸a˜o. Ale´m disso, algu-
mas espe´cies tambe´m sa˜o de importaˆncia quarentena´ria, assim essas espe´cies dificultam
a comercializac¸a˜o internacional de frutas frescas (in natura). Os paı´ses em que as pragas
quarentena´rias na˜o ocorrem impo˜em barreiras alfandega´rias para a importac¸a˜o de merca-
dorias do paı´s onde a praga esta´ presente.
Entre as moscas-das-frutas de importaˆncia econoˆmica nas Ame´ricas esta˜o as
espe´cies do geˆnero Anastrepha. Esse geˆnero e´ o mais diversificado nos tro´picos e
subtro´picos da Ame´rica com aproximadamente 300 espe´cies conhecidas, na qual 120
sa˜o registradas no Brasil [Zucchi, R. A. 2008]. No entanto, poucas espe´cies sa˜o de
importaˆncia econoˆmica no Brasil. Chamadas de moscas-das-frutas da Ame´rica do Sul
Anastrepha fraterculus (Wiedemann), moscas-das-frutas da I´ndia Ocidental Anastrepha
obliqua (Macquart),e moscas-das-frutas da goiaba Anastrepha striata Schiner, sa˜o treˆs
espe´cies consideradas pragas de importaˆncia quarentena´ria pelas ageˆncias reguladoras.
A identificac¸a˜o das espe´cies e´ uma etapa crucial para o desenvolvimento de es-
tudos na biologia. A identificac¸a˜o das espe´cies de Anastrepha sa˜o baseadas em padro˜es
das asas, e principalmente nos acu´leos (a parte perfurante do ovipositor da feˆmea). No
entanto, as diferenc¸as entre as espe´cies de alguns complexos de moscas-das-frutas sa˜o
difı´ceis de delimitar. Anastrepha fraterculus e´ o caso mais emblema´tico de um com-
plexo de espe´cies crı´pticas nas Ame´ricas, por ser uma praga importante somente em algu-
mas a´reas de sua ocorreˆncia, na qual abrange do Me´xico ao norte da Argentina [Schutze
et al. 2017]. Portanto, erros na identificac¸a˜o podem ser um problema se´rio para a
implementac¸a˜o de restric¸o˜es de quarentena, gerenciamento integrado de pragas e outros
programas de controle [McPheron 2000].
Novos processos de identificac¸a˜o de insetos esta˜o sendo usados como ana´lises
morfome´tricas e moleculares para uma identificac¸a˜o precisa das moscas-das-frutas do
geˆnero Anastrepha [Bomfim et al. 2011, Bomfim et al. 2014]. No entanto, Martineau et
al. [Martineau et al. 2017] apontou que poucos trabalhos na literatura propuseram identifi-
car o geˆnero Anastrepha atrave´s de processamento de imagem e te´cnicas de aprendizagem
de ma´quina. Provavelmente esse fato esta´ relacionado a alta semelhanc¸a entre as espe´cies
pertencentes ao geˆnero Anastrepha.
Neste sentido, este trabalho de iniciac¸a˜o propoˆs a utilizac¸a˜o de uma abordagem de
representac¸a˜o de nı´vel-me´dio (bag of visual words - BossaNova [Avila et al. 2013]) base-
ada em descritores locais de imagem e representac¸a˜o de aprendizagem profunda baseada
em arquiteturas de redes neurais convolucionais (CNN) para a tarefa de identificac¸a˜o de
moscas-das-frutas do geˆnero Anastrepha [Leonardo et al. 2017, Leonardo et al. 2018].
Ale´m disso, foi comparada a efetividade dos resultados de diferentes te´cnicas de aprendi-
zagem de ma´quina para auxiliar o desenvolvimento de um sistema de tempo real para
identificac¸a˜o de espe´cies do geˆnero Anastrepha. Esse sistema mostrou ser uma boa
soluc¸a˜o para a tarefa alvo.
Sistema de Reconhecimento de Moscas-das-frutas
Esta sec¸a˜o aborda a explicac¸a˜o de cada um dos dois me´todos propostos neste trabalho de
iniciac¸a˜o cientı´fica.
Representac¸a˜o de Nı´vel-me´dio (Bag-of-Words)
A classificac¸a˜o de imagens e´ tipicamente abordada em treˆs etapas, (I) extrac¸a˜o de ca-
racterı´sticas visuais locais, que consiste no processo de extrac¸a˜o de informac¸o˜es dire-
tamente dos pixeis da imagem, (II) extrac¸a˜o de caracterı´sticas de nı´vel-me´dio, faz com
que as informac¸o˜es sejam generalizadas, agregando abstrac¸a˜o ao modelo, e por fim (III)
classificac¸a˜o supervisionada, consiste em uma te´cnica de aprendizagem de ma´quina que
permite a extrac¸a˜o de um modelo geral a partir dos dados. Esta sec¸a˜o mostra as etapas do
sistema de reconhecimento de espe´cies de moscas-das-frutas baseado em representac¸a˜o
de nı´vel-me´dio.
A Figura 1 mostra o sistema de reconhecimento de espe´cies de moscas-das-frutas
baseado em representac¸a˜o de nı´vel-me´dio. Para isso, a abordagem BossaNova [Avila
et al. 2013] foi adotada.
O sistema inicia com a extrac¸a˜o local de caracterı´sticas, onde o descritor local
SIFT [Lowe 2004] realiza a extrac¸a˜o atrave´s dos pontos de interesses detectados pelo
algoritmo FAST [Rosten and Drummond 2005]. Enta˜o, uma extrac¸a˜o de caracterı´sticas
de nı´vel-me´dio e´ realizada por meio do uso a abordagem BossaNova, em que vetores de
caracterı´sticas SIFT dos pontos das imagens da base sa˜o agrupados para originar o di-
ciona´rio visual de palavras (dimenso˜es do histograma). Uma etapa de treino do modelo
de decisa˜o e´ realizada em que os vetores BossaNova das imagens do conjunto de treino
sa˜o utilizados como entrada para treinar uma te´cnica de aprendizagem de ma´quina. Fi-
nalmente, a etapa de previsa˜o do modelo de decisa˜o em que o modelo treinado utiliza os
vetores do BossaNova das imagens do conjunto de teste para prever suas classes. Mais
detalhes sobre a abordagem BossaNova, podem ser encontrados em [Avila et al. 2013].
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Figura 1. O pipeline principal da abordagem BossaNova [Leonardo et al. 2017].
Representac¸a˜o de Aprendizagem Produnda (Deep Learning)
Nesta sec¸a˜o sera˜o apresentadas algumas das mais bem sucedidas famı´lias de arquiteturas
de aprendizagem profunda utilizadas na literatura (VGG, GoogLeNet e ResNet) baseadas
em camadas convolucionais [Leonardo et al. 2018].
Visual Geometry Group (VGG)
As arquiteturas VGG [Simonyan and Zisserman 2014] com 16 camadas (VGG16) and
19 camadas (VGG19) foram desenvolvidas no Visual Geometry Group (VGG) para a
competic¸a˜o ImageNet de 2014. O time VGG obteve o primeiro e segundo lugar na tarefa
de localizac¸a˜o e classificac¸a˜o, respectivamente. Essas arquiteturas sa˜o estruturada inici-
almente com cinco blocos de camadas convolucionais seguidas por treˆs camadas comple-
tamente conectadas. As camadas convolucionais usam 3 × 3 kernels com stride de 1 e
padding de 1 para assegurar que cada mapa de ativac¸a˜o contenha as mesmas dimenso˜es
da camada anterior. Uma func¸a˜o de ativac¸a˜o ReLU (rectified linear unit) esta´ apo´s cada
camada convolucional e uma operac¸a˜o de max pooling e´ usada no final de cada bloco para
reduc¸a˜o da dimensionalidade espacial. As camadas de max pooling usam kernels 2 × 2
com um stride de 2 e sem padding para garantir que cada dimensa˜o espacial do mapa de
ativac¸a˜o da camada anterior seja reduzida pela metade. Duas camadas completamente co-
nectadas com 4096 valores calculados pela func¸a˜o de ativac¸a˜o ReLU sa˜o gerados antes da
camada final softmax de 1000 no´s/classes. A desvantagem entre as arquiteturas VGG16 e
VGG19 e´ tempo de treinamento, uso de memo´ria e escolha de paraˆmetros. VGG16 tem
aproximadamente 138 milho˜es de paraˆmetros e a VGG19 tem 143 milho˜es de paraˆmetros.
GoogLeNet
A arquitetura GoogLeNet foi apresentada como GoogLeNet (Inception V1), depois sur-
giu a Inception V2 e atualmente existe a Inception V3 [Szegedy et al. 2016]. Os mo´dulos
Inception sa˜o extratores de caracterı´sticas convolucionais responsa´veis por aprender
representac¸o˜es ricas com poucos paraˆmetros. Uma camada convolucional tradicional
tenta aprender filtros em espac¸o 3D por meio de 2 dimenso˜es espaciais (altura e largura)
e 1 dimensa˜o de canal. Assim, um u´nico kernel esta´ encarregado de mapear simultanea-
mente correlac¸o˜es entre canis e correlac¸o˜es espaciais. A ideia por tra´s do mo´dulo Incep-
tion e´ tornar esse processo mais fa´cil e eficiente ao fatorar explicitamente uma se´rie de
operac¸o˜es que examinam independentemente as correlac¸o˜es entre canais e as correlac¸o˜es
espaciais. Ja´ a arquitetura Xception [Chollet 2016] e´ uma extensa˜o da arquitetura Incep-
tion com a substituic¸a˜o do mo´dulo Inception padra˜o por convoluc¸a˜o separa´vel depthwise.
Ao inve´s de particionar os dados de entrada em va´rias pedac¸os comprimidos, o novo
mo´dulo mapeia as correlac¸o˜es espaciais para cada canal de saı´da separadamente e enta˜o,
aplica 1× 1 convoluc¸a˜o separa´vel depthwise para capturar a correlac¸a˜o entre canais. As-
sim, esse processo procura primeiro por correlac¸o˜es 2D, seguido por correlac¸o˜es 1D,
resultando em um mapeamento completo 3D (2D+1D). A arquitetura Xception supera
ligeiramente a arquitetura InceptionV3 na base ImageNet e supera amplamente o desem-
penho em base maior com 17.000 classes, com nu´mero similar de paraˆmetros e maior
eficieˆncia. O Xception tem 22.855.952 paraˆmetros treina´veis, enquanto o Inception V3
tem 23.626.728 paraˆmetros treina´veis.
ResNet
Residual Networks (ResNets) [He et al. 2016] sa˜o redes convolucionais profundas, as
quais teˆm como ideia ba´sica pular blocos de camadas convolucionais usando conexo˜es de
atalho para formar blocos chamados blocos residuais. Esses blocos residuais empilhados
melhoram muito a eficieˆncia do treinamento e resolvem o problema de degradac¸a˜o das
caracterı´sticas extraı´das ao longo da rede convolucional. Na arquitetura ResNet-50, os
blocos ba´sicos seguem duas simples regras: (i) para mesmo tamanho de mapa de carac-
terı´sticas de saı´da, as camadas teˆm o mesmo nu´mero de filtros; and (ii) se o tamanho do
mapa de caracterı´sticas e´ reduzido pela metade, o nu´mero de filtros e´ dobrado. A amos-
tragem ou down-sampling e´ realizada diretamente pelas camadas convolucionais que teˆm
um stride de 2 e uma normalizac¸a˜o de batch e´ realizada logo apo´s cada convoluc¸a˜o e antes
da func¸a˜o de ativac¸a˜o ReLU. O nu´mero total de camadas e´ 50 com 23534.592 paraˆmetros
treina´veis.
Formas de Treinamento de Arquiteturas de Aprendizagem Profunda
Na literatura, poucos trabalhos realizam treinamento completo (em ingleˆs, learning from
scratch) de redes neurais convolucionais (em ingleˆs, Convolutional Neural Networks –
CNN). Este fato ocorre pela insuficiente quantidade de dados da aplicac¸a˜o alvo que per-
mita um ajuste deseja´vel do modelo de aprendizagem. A alternativa adotada pelos pesqui-
sadores e´ a estrate´gia de transfereˆncia de aprendizagem (em ingleˆs, transfer learning [Yo-
sinski et al. 2014]), a qual se utiliza de arquiteturas CNN pre´-treinadas em uma grande
base de dados (e.g. ImageNet) para classificar dados de uma aplicac¸a˜o especı´fica ou uti-
liza dessas arquiteturas CNN como um poderoso descritor de imagem da aplicac¸a˜o alvo.
Dentre as formas de realizar transfereˆncia de aprendizagem esta˜o:
• CNN como descritor de imagem: Utiliza-se uma CNN pre´-treinada com a
base ImageNet, remove-se as u´ltimas camadas completamente conectada e as-
sim, utiliza-se a arquitetura CNN como um extrator de caracterı´sticas de ima-
gens para nova aplicac¸a˜o. Cada arquitetura CNN codifica as propriedades visu-
ais das imagens para um vetor de caracterı´stica com tamanho especı´fico (e.g.,
VGG16/VGG19 com 4096 dimenso˜es, Inception com 1024 dimenso˜es e Resnet-
50 com 2048 dimenso˜es). Uma vez extraı´das as caracterı´sticas das imagens da
aplicac¸a˜o alvo, utiliza-se esses vetores de caracterı´sticas como entrada para um
me´todo de aprendizagem de ma´quina (e.g. SVM Linear [Boser et al. 1992]).
• Ajuste fino da CNN (em ingleˆs, fine-tuning): Esta estrate´gia na˜o e´ apenas subs-
tituir ou retreinar o classificador na u´ltima camada da CNN para a nova aplicac¸a˜o,
mas tambe´m refinar os pesos de algumas camadas de uma arquitetura CNN pre´-
treinada na ImageNet pela estrate´gia de retro propagac¸a˜o de erro (em ingleˆs, back-
propagation). Essa etapa de refinar os pesos da arquitetura pode ser realizada em
todas as camadas ou apenas em algumas delas, mantendo fixos os pesos das pri-
meiras camadas e ajustando pesos das camadas restantes. A motivac¸a˜o para refinar
pesos apenas de parte das camadas da CNN se da´ pelo fato que as camadas inici-
ais extraem propriedades visuais mais gene´ricas das imagens (e.g. bordas, cantos,
junc¸o˜es e cores) que devem ser u´teis para qualquer aplicac¸a˜o. Ja´ as u´ltimas cama-
das da arquitetura CNN buscam propriedades visuais mais especı´ficas da base de
dados da aplicac¸a˜o alvo [Larochelle et al. 2009].
• Modelos pre´-treinados: Desde que arquiteturas CNN podem levar muito tempo
para treinar utilizando-se de mu´ltiplas GPUs na base ImageNet, algo comum que
ocorre na literatura e´ encontrar arquiteturas ja´ treinadas e com os pesos ja´ refina-
dos para o uso. Essa pode ser uma outra estrate´gia de aprendizagem disponı´vel
que basta o usua´rio substituir a u´ltima camada completamente conectada que e´
especı´fica para ImageNet (1000 classes) por uma camada com o nu´mero de no´s
igual ao de classes da nova aplicac¸a˜o.
Bases de Dados
Em nossos experimentos, no´s utilizamos imagens microsco´pica de treˆs espe´cimes de
Anastrepha da colec¸a˜o do Instituto Biolo´gico de Sa˜o Paulo. Este base, chamada de base
de imagem original (O), e´ composta de 301 imagens (resoluc¸a˜o 2560 × 1920) e divi-
dido em treˆs categorias diferentes, A. fraterculus (100), A. obliqua (101) e A. sororcula
(100) [Leonardo et al. 2017].
A. fraterculus A. obliqua A. sororcula
Figura 2. Exemplos de asas das espe´cies estudas [Faria et al. 2014].
Tabela 1. Resultados de efica´cia (em %) entre todos os classificadores baseados
em nı´vel-me´dio. [Leonardo et al. 2017]
Descritor Te´cnicas de Aprendizagem de Ma´quinaMLP NB DT NBT kNN1 kNN3 kNN5 SL SVM
BRIEF 92.0 73.5 79.8 78.8 86.4 90.0 88.1 82.7 90.7
BRISK 87.4 51.5 74.4 69.1 78.4 74.4 71.4 79.7 87.0
FREAK 88.4 55.8 67.8 70.4 76.7 75.1 73.7 84.0 85.0
ORB 90.0 61.8 75.1 74.4 86.7 84.4 82.4 82.1 90.4
SIFT 84.7 53.8 62.5 61.8 67.2 68.4 68.5 75.1 84.4
SURF 89.4 63.5 62.5 70.1 77.4 78.7 79.7 66.8 87.4
F-SIFT 94.7 62.1 76.7 82.1 87.4 85.1 84.4 82.4 93.7
F-SURF 84.7 49.2 65.8 66.1 76.1 74.1 72.1 80.4 83.4
Me´dia 88.9 58.9 70.6 71.6 79.5 78.8 77.5 79.2 87.7
IC 2.4 5.5 4.7 4.57 4.8 5.0 4.9 4.0 2.5
Resultados e Discusso˜es
Nesta sec¸a˜o sera˜o mostradas ana´lises divididas em quatro partes. Primeiro, experimen-
tos realizados no artigo cientı´fico publicado na confereˆncia e-Science [Leonardo et al.
2017] para verificarmos o comportamento do sistema de reconhecimento baseado em
representac¸a˜o de nı´vel-me´dio (Sec¸a˜o 2.1). Segundo, os experimentos contidos no artigo
cientı´fico publicado na confereˆncia SIBGRAPI [Leonardo et al. 2018] sa˜o mostrados os
resultados com representac¸a˜o de aprendizagem profunda. Finalmente, realizamos uma
comparac¸a˜o entre os melhores classificadores utilizando as representac¸o˜es nı´vel-me´dio,
de aprendizagem profunda e os me´todos encontrados na literatura.
Classificadores baseados em Representac¸a˜o Nı´vel-me´dio
Nesta sec¸a˜o, no´s analisamos oito descritores locais baseados em pontos de interesses
(BRIEF [Calonder et al. 2010], BRISK [Leutenegger et al. 2011], FREAK [Alahi et al.
2012], ORB [Rublee et al. 2011], F-SIFT, F-SURF, SIFT [Lowe 2004], and SURF [Bay
et al. 2008]); e nove te´cnicas de aprendizagem de ma´quina (MLP, NB, DT, NBT, kNN1,
kNN3, kNN5, SL, and SVM).
A Tabela 1 mostra os resultados de efica´cia para todos os classificadores baseados
em nı´vel-me´dio para o protocolo 5-fold cross validation. Em azul esta˜o os melhores
descritores de imagem para cada te´cnica de aprendizagem de ma´quina. As ce´lulas cinzas
esta˜o as melhores te´cnicas de aprendizagem de ma´quina para cada descritor de imagem.
Primeiramente, no´s podemos observar que os descritores BRIEF e F-SIFT conse-
guiram quatro dos melhores resultados de efica´cia entre nove te´cnicas de aprendizagem de
ma´quina (em azul). O descritor FREAK conseguiu um melhor resultado usando a te´cnica
simple logistic (SL). Ale´m disso, no´s podemos notar que o descritor BRIEF conseguiu a
melhor acura´cia me´dia (84, 7%).
Ainda, como pode ser observado a te´cnica multilayer perceptron (MLP) con-
seguiu sete melhores resultados entre os oitos descritores locais (ce´lula cinza) usados
neste trabalho. A te´cnica SVM conseguiu um melhor resultado com 90,4% de acura´cia
me´dia usando descritor ORB. A te´cnica MLP usando descritor F-SIFT foi a melhor tu-
pla (descritor+te´cnica de aprendizagem) com 94, 7% de acura´cia me´dia (em azul e ce´lula
cinza). Finalmente, no´s podemos verificar que as te´cnicas MLP e SVM foram as melhores
com acura´cia me´dia de 88, 9% e 87, 7%, respectivamente.
Classificadores baseados em Representac¸a˜o Profunda
A Tabela 2 mostra os resultados de efica´cia entre cinco arquiteturas deep learning (In-
ception, ResNet, VGG16, VGG19, and Xception) e nove te´cnicas de aprendizagem de
ma´quina (DT, kNN1, kNN3, kNN5, kNN7, MLP, NB, SGD, SVM) para um protocolo 5-
fold cross-validation. Em azul esta˜o as melhores representac¸o˜es deep features para cada
te´cnica de aprendizagem de ma´quina. As ce´lulas cinzas esta˜o as melhores te´cnicas de
aprendizagem de ma´quina para cada representac¸a˜o deep learning.
Tabela 2. Resultados de efica´cia (em %) entre os classificadores baseados em
representac¸a˜o de aprendizagem profunda [Leonardo et al. 2018].
Deep Learning Te´cnicas de Aprendizagem de Ma´quinaDT KNN1 KNN3 KNN5 KNN7 MLP NB SGD SVM
Inception 57,83 71,09 70,09 70,09 66,77 87,7 54,13 88,03 88,37
ResNet 65,43 75,08 77,08 77,74 80,06 89,03 73,40 89,70 90,36
VGG16 75,75 84,39 89,02 87,71 87,73 95,02 75,75 93,36 95,68
VGG19 72,1 84,72 82,08 80,09 81,39 92,68 67,13 91,35 94,34
Xception 51,48 60,79 56,12 55,77 55,44 68,33 51,82 78,41 78,74
No´s podemos observar que as representac¸o˜es extraı´das da arquitetura VGG16 con-
seguiram oito dos melhores resultados entre as nove te´cnicas de aprendizagem de ma´quina
disponı´veis (em azul). Ale´m disso, no´s podemos notar que a te´cnica SVM usando ker-
nel linear conseguiu os melhores resultados em todas as cinco representac¸o˜es profun-
das (ce´lula cinza) utilizadas neste trabalho. Finalmente, podemos comentar que a tupla
SVM+VGG16 foi a melhor neste trabalho com 95,68% de acura´cia me´dia (em azul e
ce´lula cinza).
Comparac¸a˜o entre os Melhores Classificadores
Nesta sec¸a˜o no´s comparamos os melhores classificadores baseados em nı´vel-me´dio (F-
SIFT+MLP [Leonardo et al. 2017]), classificadores baseados em representac¸a˜o de apren-
dizagem profunda (Inception+SVM, ResNet+SVM, VGG16+SVM, VGG19+SVM,
and Xception+SVM) e o me´todo estado-da-arte (LCH+SVM [Faria et al. 2014].
LCH+SVM e´ uma te´cnica SVM com kernel polinomial usando descritor de imagem cha-
mado Local Color Histogram [Swain and Ballard 1991]. F-SIFT+MLP e´ uma te´cnica
MLP usando representac¸a˜o em nı´vel-me´dio [Avila et al. 2011] com detector de pontos de
interesse FAST [Rosten and Drummond 2006] e descritor local SIFT [Lowe 2004].
A Figura 3 mostra os resultados de efica´cia entre as melhores tuplas (representac¸a˜o
+ te´cnica de aprendizagem de ma´quina) e o melhor me´todo existente na literatura. Apesar
do VGG16+SVM (em azul) ter conseguido a melhor acura´cia me´dia (95,68%), quando
calculamos o intervalo de confianc¸a com nı´vel de significaˆncia de 0.05, e´ possı´vel obser-
var que na˜o existe diferenc¸a estatı´stica entre os classificadores. Entretanto, e´ importante
notar que a abordagem LCH+SVM conseguiu bons resultados de efica´cia extraindo pro-
priedades de cor de imagens melhoradas (e.g., segmentac¸a˜o e operac¸o˜es morfolo´gicas).
Portanto, esta abordagem baseada em cor na˜o pode ser utilizada em sistemas reais, dife-
rente das outras te´cnicas (F-SIFT+MLP and VGG16+SVM).
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Figura 3. Resultados de efica´cia para cada caracterı´stica de imagem com inter-
valo de confianc¸a de 95% (IC), i.e, um nı´vel de significaˆncia de 0.05. Em
azul esta´ SVMLinear usando caracterı´sticas VGG16 que conseguiu a me-
lhor acura´cia me´dia [Leonardo et al. 2018].
Conclusa˜o
Neste trabalho de iniciac¸a˜o cientı´fica, no´s propomos um sistema de reconhecimento de
moscas-das-frutas com duas diferentes representac¸o˜es (nı´vel-me´dio e aprendizagem pro-
funda). Diferente te´cnicas de aprendizagem de ma´quina, descritores de imagens e arquite-
turas de aprendizagem profunda foram comparadas conseguindo um excelente resultados
de 95,68% de acura´cia me´dia utilizando a abordagem VGG16+SVM na aplicac¸a˜o alvo.
Esta abordagem consegue o melhor resultado sem qualquer operac¸a˜o adicional de melho-
ramento de imagem. Este fato e´ muito importante considerar na construc¸a˜o de um sistema
de tempo real que podera´ ajudar os escassos especialistas (entomo´logos) na luta contra es-
sas pragas de plantac¸a˜o. Como trabalhos futuro, no´s pretendemos realizar experimentos
com outras espe´cies de moscas-das-frutas e te´cnicas de aprendizagem de ma´quina. Outro
trabalho pode ser o desenvolvimento de um sistema mo´vel para auxiliar os especialistas
nos seus trabalhos de campo.
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