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Albert's candidate for a noncyclic p-algebra of prime degree p is actually seen
 .to be a p-symbol and thereby cyclic , as a consequence of calculations related to
the corestriction down a quadratic extension. More generally, under many circum-
 .stances which subsume the known case p s 3 , a p-algebra of degree p which
becomes cyclic after a quadratic extension of the center already is already cyclic.
However, there is a proposed counterexample to this assertion in general, which
may be noncyclic algebra for p G 5. Q 1999 Academic Press
In this paper we study the cyclicity of a division algebra D of prime0
degree p G 5 with center of characteristic p. First we shall review Albert's
w x example 2]4 , in more modern notation and prove contrary to Albert's
.indicated expectations that it is cyclic. Since part of the calculation
involves a corestriction over a field extension, we shall deal with this more
generally, and present Albert's example in its general setting, proving that
 .any p-algebra of degree p of a certain form type A which becomes cyclic
after a quadratic extension of the center must already be cyclic. In general,
we have a generic presentation of p-algebras which become cyclic after a
 .quadratic extension type B and propose it as a potential noncyclic
algebra. During the course of these computations we obtain an explicit
criterion for the tensor product of two arbitrary p-algebras to be split,
which has independent interest.
* Research supported in part by U.S.]Israel Binational Science Foundation Grant 92-
00255r1. The author thanks David Saltman for many helpful conversations. Also the author
thanks Pascal Mammone for finding a significant error in an earlier version of this paper,
which in fact led to the proposed counterexample.
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1. SOME GENERAL THEORY BEHIND THE EXAMPLE
Dm2 always denotes D m D. Let K be a quadratic Galois exten-CentD.
sion of F, and let t denote the nontrivial automorphism of KrF. We
consider throughout a cyclic division algebra D of odd degree n over the
center K. In case t extends to an automorphism of order 2 on D, it is well
known that the fixed subring Dt is a division algebra of degree n over F,
and
D f Dt m K .F
It is natural to ask whether or not Dt must be cyclic. This was Albert's
w xapproach in 2]4 when F has characteristic p, so we shall focus on this
case. Note: The referee has provided an argument which shows that if t
extends to an automorphism of D then it extends to an automorphism of
.order 2. This section consists of results which can be found in the
literature, but we include them for the reader's convenience. We shall
show Dt is a symbol, explicitly computing its structure. The first two
 .observations which really are folklore are characteristic free.
Remark 1.1. The following conditions are equivalent:
 .i t extends to an automorphism of order 2 on D;
 .ii D has the form D m K.0 F
 .  . tProof. i « ii . Take D s D .0
 .  .ii « i . Take the automorphism 1 m t .
On the other hand we have
LEMMA 1.2. If t extends to an automorphism of order 2 on D then
Cor D f Dm2 where D is as in Remark 1.1.K r F 0 0
 .Proof. D s t D , so
Dm2 m K f Dm2 f D m t D s Cor D m K ; .0 F K F
m2 op w xhence D m Cor D is split by K. Since K : F s 2 is prime to n we0 F
m2 op m2conclude D m Cor D is split, and thus D f Cor D.0 0
Thus, the division algebra D is cyclic iff Cor D is cyclic. This is the0
basic idea underlying the subsequent calculations.
Re¤iew of p-Symbols in Characteristic p. Throughout we shall take
w .D s a, b , a p-symbol of degree p over K. Recall this is defined as the
algebra generated by elements x and y such that x p y x s a, y p s b, and
 .yx s x q 1 y. The following elementary properties are standard, cf. Mam-
w xmone 6 , who also obtained the analog of the Rosset]Tate computation of
the corestriction.
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Remark 1.3.
w w wa , b m a , b ; a q a , b . 1 .. . .1 2 1 2
w w wa, b m a, b ; a, b b . 2 .. . .1 2 1 2
py1 yp y1w a, a ; 1. Indeed, xy s N x y s aa s 1, ..  . K  x .r K
3 .py1so xy y 1 s 0, implying D cannot be a division algebra. . .
w w ia, b ; a, a b for any i g N, by 2 and 3 . 4 .  .  .. .
mpp pw w wa, i s a, i ; a, i ; 1 for any integer i , since i s i in K . 5 .. . .
w p p p 6a y a, b ; 1. Indeed, if x y x s a y a  ..
p
then x y a y x y a s 0, so the minimal polynomial .  .
of x y a must divide the completely reducible polynomial
pl y l and thus has degree 1, implying x g K ,
a contradiction..
w pi , b ; 1 for any integer i , if K contains a subfield of p elements. 7 ..
pThis is true since the polynomial l y l y i would already have
roots in K , so apply 5 . . .
  .Aside: The extra condition in Remark 1.3 7 is necessary, since if one
takes L to be the field of p p elements and s to be a nontrivial
w xautomorphism of L over Z , then the skew polynomial ring L y, s is anp
w p.  p. .order in the division algebra 1, y , whose center is Z y .p
The Corestriction Computation of a Quadratic Extension in Characteris-
tic p. The p-analogues for the ``projection formula'' for the corestriction
w xare well known, cf. 6 .
w . w  . .If b g F then Cor a, b ; Tr a , b where Tr always will denote theK r F
trace under the field extension KrF.
w . w  ..  .If a g F then Cor a, b ; a, N b where N denotes the normK r F
 .N .K r F
w .For quadratic extensions KrF the corestriction Cor a, b was com-K r F
w xputed in 8 , for arbitrary a, b in K, as follows: If a and b are linearly
w . w .dependent over F, say b s a a, then a, b ; a, a , whose corestriction is
w  . .Tr a , a , a p-symbol. Thus we assume a and b are linearly independent.
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Write
a q b b s g
for b , g in F. Then
w w w w w wa, b m a, b ; a, b b ; g y b b , b b ; g , b b m yb b , b b. . . . . .
w w; g , b m g , b ,. .
so
w w w w wa, b ; g y a, b m g , b ; b b , b m g , b .. . . . .
Hence
wCor a, b ; b Tr b , b m g , N b .  .. . .
; yb Tr b , Tr b m g , N b . 8 .  .  .  .. .
w x 2Let us make this more explicit. Write K s F u where u g F. Write
a s a q a u for a g F ,0 1 i
b s b b q u for b g F . .0 1 i
Comparing coefficients of 1, u in g s a q b b yields
ya1
g s a q b b b , b s ;0 0 1 b0
w  .. w  .. w  ..  .since g , N b ; a , N b m b b b , N b , 8 yields0 0 1
wCor a, b ; g , N b m Tr b b , b .  .. . .
w; a , N b m b b b , N b m 2b b b , b .  . .. .0 0 1 0 1
2; a , N b m b b b , N b b .  .. .0 0 1
2a N b .1
; a , N b m ya b , . 9 .  ..0 1 1 2 /b0
2. ALBERT'S EXAMPLE
In this section we reproduce Albert's example, but from a different point
w xof view from 2]4 , which relied on the theory of derivations. Our ap-
 .proach is based on Eq. 10 below. Recall F has characteristic p, an odd
w x 2prime, and K s F u where u g F, and a s a q a u. We want a crite-0 1
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w . w  .  ..rion for a, b f t a , t b . Note
op
t a , t b s a y a u , t b ; a , t b m a u , t b , .  .  .  .  .. . . .0 1 0 1
so
bopw a, b m t a , t b ; a , m a u , N b . .  .  .. . .0 1/t b .
w .. w .Thus the property t a, b f a, b could be rewritten as
t b .
a , f a u , N b . 10 .  ..0 1/b
 .One way of obtaining 10 is to make both sides trivial. In Albert's
example,
b t b .
pa s q q N b u . 11 .  .
t b b .
Thus
b t b .
py1a s q ; a s N b u . .0 1t b b .
 .Let us see that each side of 10 is trivial, under this selection. Indeed
t b t b .  .
, ; 1,/b b
and
op
b t b b b .
, ; , ; 1,//t b b t b t b .  .  .
so
t b .
a , ; 1.0 /b
On the other hand
N b .
p p p ypN b u , N b ; N b u , ; N b u , u .  .  .  .. .p /N b u .
pp y1; N b u , u ; 1, . .
as desired. This proves that Albert's example is t-invariant.
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The Corestriction Computation for Albert's Example. By Lemma 1.2, the
w .fixed subring of a, b will be a p-symbol iff the corestriction is a p-symbol.
Although we shall soon generalize Albert's example, one can show that
Albert's example is actually cyclic for all p, just by combining the two
 .p-symbols on the RHS of 9 , so we start with this easier demonstration,
22b t b b q t b .  .
a s q s0 t b b N b .  .
2b2 b2 q u2 2u2 b2 .0 1 0s s 2 1 q . /N b N b .  .
 .  pThus the first p-symbol of 9 assuming F contains a subfield of p
.elements is
2 2 2 22u b 4u b0 0
2 1 q , N b ; , N b , .  . / //N b N b .  .
which we can rewrite as
32 2 2 22u b 2u b N b .0 02, N b ; , . . 2 2/N b N b u b / .  . 0
Also,
N b u p .
a s ,1 u
 .so the second p-symbol on the RHS of 9 is similar to
3N b .
ya b , .1 1 2 2u b /0
Hence
3 32 22u b N b N b .  .0wCor a, b ; , m ya b ,. 1 12 2 2 2N b u b u b/ / . 0 0
32 22u b N b .0
; y a b ,1 1 2 2N b u b / . 0
32 22u b N b .0 py1; y u N b b , , . 1 2 2N b u b / . 0
the desired p-symbol. Thus we have proved
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w xTHEOREM 2.1. Albert's example of 2]4 is cyclic, pro¤ided F contains a
field of p p elements.
 .This restriction will be removed when we extend Theorem 2.1.
3. ARBITRARY CYCLIC QUADRATIC EXTENSIONS
OF p-ALGEBRAS
In this section Albert's example is put in its general context, and we ask
w xQUESTION 3.1. If D is t-in¤ariant and is a p-symbol where K : F s 2
then is Dt a p-symbol?
Obviously this must be true for p s 3, since all simple algebras of
degree 3 are cyclic. As we shall see, the key calculation modifies the
constants defining p-symbols:
i w x  p. p iLEMMA 3.2. Gi¤en f s a l g K l , write f for a l , in otheri i
 p. p.  . p w xwords f b s f b for any b in K. Define a K-deri¤ation d on K l , by
 .  i. i  . w xd l s l; i.e., d a l s ia l . Then for any f l g K l ,i i
 p.  p.f b d f b .  .w a, b ; ya , . 12 ..  p. /ad f b .
  p. p .Note that there is no ambiguity in d f since i s i.
w x w x Proof. Writing ¤ , w for ¤w y w¤ , we have x, y s yy where x, y
 .are as before Remark 1.3 , implying
x , f y s yd f y , .  .
Äand so, writing f for d f , we have
y1 y1Ä Äxf y f y , f y s x , f y f y f y .  .  .  .  .  .
y1Ä Äs yf y f y f y s yf y . .  .  .  .
Ä y1 .  .  . w . w .Hence letting x9 s xf y f y and y9 s f y we have a, b s a9, b9
where
pp  p. p  p.b9 s y9 s f y s f y s f b .  .  .
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and so, denoting the reduced norm by red N, we obtain
f  p. b .y1Äa9 s redN x9 s redN x redN f y redN f y s ya . .  .  .  . . .  p.Äf b .
Hence
 p.f b .
 p.w a, b ; ya , f b , ..  p. /d f b .
 .  .which by 4 taking i s y1 is similar to
 p.  p.f b d f b .  .
ya , y p. /ad f b .
which in turn is similar to
 p.  p.  p.f b f b d f b .  .  .
ya , y1 m ya , , p.  p./ /ad f b d f b .  .
 .and the first of these symbols is trivial by 5 .
Type A
Although Albert's example is seen to be cyclic, one can mess things up
 .just a bit by replacing 11 by
b t b .
p pa s g q q N b u , . /t b b .
 . twhich still satisfies 10 , but our previous method does not show that D is
cyclic.
Accordingly, we take the obvious generalization of Albert's example, and
 .say the algebra D has type A if both sides of 10 are trivial. This leads us
w .to the question: ``For which 0 / ¤ g K is ¤ , w trivial? Clearly this is the
case if we can write
py1
p p i¤ s a y a q a w , 13 .0 0 i
is1
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for suitable a in K, since theni
py1
p p iw¤ , w ; a y a , w m a w , w. . .m0 0 i /is1
py1 1
p i i; a w , w .m iiis1
py1 1
p i yp; a w , a ; 1..m i iiis1
1  . .We write for the inverse of i mod p .
i
w x  .On the other hand, Teichmuller 9 has shown that 13 is necessary as
w .well as sufficient to get ¤ , w ; 0. This can be seen by direct computation,
w xbut is perhaps understood most quickly by means of Jacobson 5 , who
 .describes any p-algebra D with center K in terms of a maximal insepara-
 . w xble over K subfield L of D having derivation d . Writing d s , d and
 .letting ¤ be the constant term of the minimal polynomial of d over K , he
 .defines a function V and shows that D is split iff ¤ g V L .
In the case under consideration, we have w s y p, ¤ s x p y x, and
 . w x  . w xyx s x q 1 y. Thus y, x s y, so taking L s F y , we have d s , x .
 i. iNote that d y s iy , seen easily by induction on i, so
d py1 y i s y i 14 . .
p w xfor each 0 - i - p, implying d y d s 0. Hence, 5 has
V z s z p q d py1z y z 15 .  .
py1 i  . py1for all z g L. Writing z s  a y , we see by 14 that d z y z sis0 i
ya , and thus0
ppy1
p p iV z s z y a s a y a q a y . 16 .  .0 0 0 i /
is1
w .  .The criterion for ¤ , w to be split thereby reduces to 13 , as desired.
Thus the algebra D has type A iff the following two conditions hold,
t b .where d s ,
b
a s b p y b q b pdi , 17 .0 0 0 i
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for suitable b g K ;i
py1
ip pa u s g y g q g N b , 18 .  .1 0 0 i
is1
for suitable g g K.i
 . p  p 4We examine 17 more closely. Let F denote a : a g F , a subfield
of F. Then
p p yia s t a s t b y t b q t b d .  .  .  .0 0 0 0 i
p
t b .ip pyis t b y t b q d .  . 0 0  /d
so
p1 1 1
a s Tr a s Tr b y Tr b .  .  .0 0 0 0 /2 2 2
p
1 t b .py i iq b q d , 19 . i /2 d
 .  .so we see by 19 that in 17 we may assume b g F.0
 .Similarly, in 18
py1
p p iya u s t a u s t g y t g q t g N b , .  .  .  .  .1 1 0 0 i
is1
X 1   ..so writing g u s g y t g we have0 0 02
py1 1 pp iX Xa u s g u y g u q g y t g N b .  .  . .1 0 0 i i2is1
 p p .and we may assume g g Fu. Thus also g g Fu s Fu. Clearly0 0
p pw wa, b s a q a u , b ; a y b y b q a u y g y g , b , 20 ..  .  .. .0 1 0 0 0 1 0 0
 p .  p .so we can replace a by a y b y b and a u by a u y g y g0 0 0 0 1 1 0 0
w .  .  .without affecting a, b . Then in 17 , 18 we get
b s 0 s g .0 0
Writing
py1 py1b gi ii i w xf l s l , g l s l g K l , .  . i iis1 is1
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and using the derivative d and notation f  p. of Lemma 3.2, we have
proved:
w .LEMMA 3.3. Any p-algebra D s a, b of type A can be written in the
w .form a q a u, b where0 1
 .  .p pa s d f d g F , a u s d g N b g Fu. 21 .  .  .  .  . .0 1
w xfor suitable f , g g K l of degree p y 1 and ha¤ing constant term 0.
We are ready for
w . tTHEOREM 3.4. If D s a, b is a p-algebra of type A then D is cyclic,
w .i.e., D can be rewritten as a p-symbol a9, b9 with a9, b9 g F. Furthermore,
taking a , a as abo¤e one can ha¤e0 1
a2 u21
b9 s .2a0
t b .w . w .Proof. Write a, b as a q a u, b as in Lemma 3.3, and take d s .0 1 b
Then
m2w wa, b ; a, b m t a , t b .  .. . .
w w; a , b m a u , b m a , t b m ya u , t b .  .. . . .0 1 0 1
w; a , N b m ya u , d . 22 .  ...0 1
We claim that each of these last two symbols can be rewritten as a
p-symbol terminating in a ura , and thus in1 0
2 2 2a u a u1 1s g F2 /a a0 0
w . 2 2 2implying a, b can be rewritten as a p-symbol terminating in a s a u ra .1 0
w . w .This is all we need, by a theorem of Albert; indeed, writing a, b s c, a
for c g K we then would have
w w2 a, b s c, a m t c , a s Tr c , a . 23 .  .  .. . . .
 .To prove the claim, write a , a u as in 21 . In fact it is enough to write0 1
 .each of the symbols on the RHS of 22 as ending in a ura . But by1 0
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Lemma 3.2,
 .p p.g N b d g N b .  .  . .  .
a , N b ; a , . .0 0  .p a /d g N b .  . . 0
 p.g N b a u . . 1s a , ; 24 .0 /a u a1 0
 .p p.f d d f d .  .  .wya u , d ; ya u ,.1 1  .p a u /d f d .  . 1
 p.  p.f d a f d a u .  .0 1s ya u , ; a u , , 25 .1 1/ /a a u a a0 1 0 0
as desired.
Type B
We turn to the general case. As above, write a s a q a u. Letting0 1
b
y1¤ s a , ¤ s a u , w s d s , w s N b , 26 .  .1 0 2 1 1 2t b .
we have
t ¤ s ¤ , t ¤ s y¤ , t w s wy1 , t w s w . .  .  .  .1 1 2 2 1 1 2 2
 .On the other hand, 10 says
w w¤ , w m ¤ , w ; 1 27 .. .1 1 2 2
is trivial, and we want to show the following can be written as a single
symbol with entries fixed by t :
2 2w w wa, b ; a, b s ¤ q ¤ , w w. .. 1 2 1 2
w w w w; ¤ , w m ¤ , w m ¤ , w m ¤ , w. . . .1 1 1 2 2 1 2 2
w w¤ , w m ¤ , w. .1 2 2 1
  ..in view of 27 .
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One can get examples which do not readily reduce to type A:
EXAMPLE 3.5. Suppose
py1 py1
p p i p i j¤ s b y b q b w q b w w ; 1 0 0 i 1 i , j 1 2
is1 i , js1
28 .
py1 py1
p p i p i j¤ s g y g q g w q g w w , 2 0 0 i 2 i , j 1 2
is1 i , js1
j
for suitable b , g b , g g K, where g s b . Theni j i, j i, j i, j i, ji
1
p i j p i j yib w w , w ; y b w w , w/i , j 1 2 1 i , j 1 2 1 /i
1 1
p i j p j; y b w w , y b wi , j 1 2 i , j 2 /i i
1
p i j j; y b w w , wi , j 1 2 2 /i
j
p i j; y b w w , wi , j 1 2 2 /i
and
py1 py1
p i p ib w , w ; 1 ; g w , w ; i 1 1 i 2 2/ /is1 is1
thus
py1 py1
p i j p i jw w¤ , w m ¤ , w ; b w w , w m g w w , w. .  1 1 2 2 i , j 1 2 1 i , j 1 2 2/ /i , js1 i , js1
py1 j
p p i j; g y b w w , w i , j i , j 1 2 2 / /ii , js1
w; 0, w ; 1..2
w .Thus in this case we see that ¤ q ¤ , w w is t-invariant.1 2 1 2
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Accordingly we define
w .DEFINITION 3.6. The p-symbol a, b has type B if, in the above
b
notation i .e., for a s a q a u , w s N b , w s , we have .0 1 1 2 / .t b
py1 py1
p i p i ja s b w q b w w , 0 i , 0 2 i , j 1 2
is1 i , js1
py1 py1 j
p i p i ja u s g w q b w w 1 i , 0 1 i , j 1 2iis1 i , js1
for suitable b , g , b , g in K.i i i, j i, 0
We shall show presently that every t-invariant symbol can be rewritten
as a p-symbol having type B. More generally, we turn to the ¤ , w-notation
  .for ¤ , w g K, where the ¤ are t-eigenvectors whereby we mean t ¤ si i i i
. e ¤ for e s "1 , and w are multiplicative t-eigenvectors whereby wei i i i
 . e Xi X .mean t w s w for e s "1 . Note that u is a t-eigenvector sincei i i
 .t u s yu, and thus any t-eigenvector is in F or Fu. In particular, we
define
1 y ek  4i s g 0, 1k 2
for k s 1, 2; then ¤ g Fui i.i
w . w .PROPOSITION 3.7. If ¤ , w m ¤ , w ; 1, where ¤ , ¤ are t-eigen¤ec-1 1 2 2 1 2
 .tors and w , w are multiplicati¤e t-eigen¤ectors, then ¤ , ¤ satisfy 28 , for1 2 1 2
j
suitable b , g , b g K, where g s b .i i i j i j i ji
 .  . e Xk XFurthermore, writing t ¤ s e ¤ , and t w s w , for e , e s "1,k k k k k k k
1 F k F 2, we ha¤e each b g Fui1, g g Fui2 , and relations among the bi i i, j
 X Xdescribed in the proof. Explicitly, if e s 1 and e s y1 then1 2
t b .i j
b si , pyj w2
p y 1 .for 1 F j F .
2
 .Proof. Please be forewarned that the proof is several pages long.
p
w xLetting L s K w we see that t extends naturally to L via' 2
p p X
e2t w s w ,' '2 2 /
p-ALGEBRAS HAVING QUADRATIC EXTENSIONS 219
and
w w¤ , w m L f ¤ , w m L ; 1,. .1 1 K 2 2 K
 .implying by 13 that
¤ s b p y b q b p w i , 29 .1 0 0 i 1
for suitable b g L. Note that LrK is purely inseparable, so b p g K fori i
each i G 0, implying b g K. Define0
1 y e XkX  4i s g 0, 1k 2
X .  4for k s 1, 2. t induces an action t depending on e on 0, 1, . . . , p y 11
given by
i if e X s 1 or i s 01
t i s .  p y i otherwise,
X X .  4i.e., t i s e i q i p for i / 0. Note that t has two orbits, namely 0 and1 1
2 41, . . . , p y 1 , and t is the identity. Then
t b p .ip i t  i.t b w s X w . 30 . .i 1 1i p1w1
Writing
1
Xb s b q e t b . .0 0 1 02
and
1 t b .t  i.Xb s b q e Xi i 1 i1 /2 w1
we have
py11
X p X X p i¤ s ¤ q e t ¤ s b y b q b w , 31 .  . . 1 1 1 1 0 0 i 12 is1
so replacing b by b X for 0 F i - p enables us to concludei i
b g Kt ui1 s Fui1 .0
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 .Also 31 shows
py1 py1
p i p i0 s e ¤ y t ¤ s e b w y t b w .  . 1 1 1 1 i 1 i 1
is1 is1
ppy1 py1 t b .ip p t  i. t  i.s e b w y X w 1 t  i. 1 1i p1w1is1 is1
ppy1 py1 t b .p it  i. t  i.s e b w y X w . . 1 t  i. 1 1i1w1is1 is1
Now, matching powers of w yields1
t b .i
e b s X1 t  i. i1w1
for each i / 0.
Furthermore writing b asi
py1
p
jb w ,' i j 2
js0
for b g K, we havei j
py1




p p i j¤ s b y b q b w w , 32 . 1 0 0 i j 1 2
is1 js0
where b g K, b g Fui1.i j 0
We want to make a further reduction. Let
py1




p i j¤ s b w w .Ã  1 i j 1 2
is1 js1
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thus
¤ s b p y b q ¤ q ¤ . 33 .Ä Ã1 0 0 1 1
 .Now, using 30 ,
ppy1 p t b .t  i. , 0p i it ¤ s t b t w s X w .  . .Ä  1 i0 1 1i p1w1is1 is1
pp t b .t  i. , 0 is X w . 1i1 /w1is1
Likewise, we define an action on pairs
X X X Xt i , j s e i q i p , e j q i p .  .1 1 2 2
  .  ..and have writing i9, j9 for t i, j
py1 py1
p i j
t ¤ s t b t w t w .  . .Ã  . 1 i j 1 2
is1 js1
ppy1 py1 t b .i j i9 j9s X X w w  1 2i p i p1 2w w1 2is1 js1
ppy1 py1 t b .t  i , j. i js X X w w .  1 2i i1 2 /w w1 2is1 js1
Thus,
p
t b .t  i. , 0 i¤ q e t ¤ s b q e X w ; .Ä Ä 1 1 1 i , 0 1 1i1 /w1
ppy1 py1 t b .t  i , j. i j¤ q e t ¤ s b q e X X w w . .Ã Ã  1 1 1 i , j 1 1 2i i1 2 /w w1 2is1 js1
 .Applying t to 33 and adding we have
1 1 1
¤ s ¤ q e t ¤ s ¤ q e t ¤ q ¤ q e t ¤ , .  .  . . Ä Ä Ã Ã .  .1 1 1 1 1 1 1 1 1 12 2 2
 .which we now see is a decomposition of the same form as 33 ; using this
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new decomposition we may assume
¤ , ¤ g Fui1 ,Ä Ã1 1
 .  .i.e., are t-eigenvectors. Consequently, writing i9, j9 s t i, j and compar-
i9 j9  .ing terms of w w in e ¤ s t ¤ we haveÃ Ã1 2 1 1 1
p
t b .i jp i9 j9 p i j i9 j9e b w w s t b w w s X X w w .1 t  i , j. 1 2 i j 1 2 1 2i i1 2 /w w1 2
implying
t b .i j
e b s X X 34 .1 t  i , j. i i1 2w w1 2
for 1 F i, j F p y 1.
p
w xApplying the analogous argument, this time tensoring by K w , and' 1p
w xextending t naturally to K w we have' 1
py1 py1
p p i j¤ s g y g q g w w , 35 . 2 0 0 i j 2 1
is1 js0
where g g Fui2 , g g K, and we can rewrite0 i j
¤ s g p y g q ¤ q ¤ ,Ä Ã2 0 0 2 2
where
py1 py1 py1
p i i p i j i2 2¤ s g w g Fu , ¤ s g w w g Fu ,Ä Ã  2 i0 2 2 i j 2 1
is1 is1 js1
with
t g .i j
e g s X X . 36 .2 t  i , j. i i2 1w w1 2
Let us observe that
py1 py1py1 1
p i p i p i i¤ , w ; b w , w ; b w , w ; b w , wÄ . . m m1 1 i0 1 1 i0 1 1 i0 1 1 // iis1 is1is1
py1
1
p i yp; b w , b ; 1, 37 .m i0 1 i0 /iis1
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and likewise
py1
p i¤ , w ; g w , w ; 1. 38 .Ä . 2 2 i0 2 2 /is1
 .  .  .Applying 35 , 38 to 27 yields
py1 py1 py1 py1
p i j p i jg w w , w ; g w w , w   i j 2 1 2 i j 2 1 2/ /is1 js1 is1 js0
py1 py1
p p i j; g y g , w m g w w , w.  0 0 2 i j 2 1 2 /is1 js0
w; ¤ , w .2 2
w; y¤ , w .1 1
py1 py1
p p i j; b y b , w m y b w w , w.  0 0 1 i j 1 2 1 /is1 js0
py1 py1
p i j; y b w w , w  i j 1 2 1 /is1 js0
py1 py1
p i j; y b w w , w  i j 1 2 1 /is1 js1
ppy1 py1 bi j j i yi; w w , w  2 1 1 /iis1 js1
p ppy1 py1 b bi j i jj i j; w w , w  2 1 2 /i iis1 js1
ppy1 py1 bi j j i j; w w , w  2 1 2 /iis1 js1
py1 py1 j
p i j; b w w , w 39 .  i j 1 2 2 /iis1 js1
implying
py1 py1 py1 py1 j
p i j p i jg w w y b w w , w ; 1. 40 .   i j 2 1 i j 1 2 2 /iis1 js1 is1 js1
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 .But now we can apply 13 to get
py1 py1 py1 py1 py1j
p i j p i j p p ig w w y b w w s n y n q n w 41 .    i j 2 1 i j 1 2 0 0 i 2iis1 js1 is1 js1 is1
for suitable n g K.i
 . i2We claim that the LHS of 41 is in Fu . Indeed, first note that the first
i2  .  .  .sum is ¤ g Fu . For the second sum, write t i, j s i9, j9 . Since t ¤ sÃ Ã2 1
e ¤ , the w i9w j9 term of the second sum is1 1 1 2
j9 e j p2p i9 j9 i9 j9b w w s b w w .t  i , j. 1 2 t  i , j. 1 2i9 e i1
p
j t b .i j i9 j9s e X X w w2 1 2i i1 2 /i w w1 2
j
i js e t b w w ,2 i j 1 2 /i
implying
py1 py1 py1 py1j j
p i j p i jt b w w s e b w w ,   i j 1 2 2 i j 1 2 /i iis1 js1 is1 js1
as desired.
Now, by decomposing into t-eigenspaces, we can replace the RHS of
 .41 by
ppy1 t n .p t  i. in q e t n y n q e t n q n q e X w .  . .  . 0 2 0 0 2 0 i 2 2i 2 /w2is1
i2  .thereby enabling us to assume n g Fu . But we can now utilize 41 in0
the computation of ¤ s g p y g q ¤ q ¤ , and thereby replace g byÄ Ã2 0 0 2 2 0
g q n ; then0 0
py1 py1 py1j
p p i j p j¤ q ¤ y n y n s ¤ q b w w q n w .Ä Ã Ä   2 2 0 0 2 i j 1 2 j 2iis1 js1 js1
py1 py1 py1 j
p j p i js ¤ q n w q b w w .Ä   2 j 2 i j 1 2 / ijs1 js1 is1
In other words we can replace ¤ by ¤ q  py1n p w j and ¤ byÄ Ä Ã2 2 js1 j 2 2
py1 py1 j
p i jb w w .  i j 1 2ijs1 is1
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  .Reversing steps shows that 40 is a necessary and sufficient condition
.for the hypothesis.
Note that Proposition 3.7 yields a necessary and sufficient condition for
the tensor product of two symbols over F to be trivial, since all elements of
F are eigenvectors.
Digression. The criterion is equivalent to one which was determined by
w xMammone 7 using Jacobson p-symbols and can be phrased in parallel
language as follows: Let d denote the partial derivation with respect to li i
as described in Lemma 3.2. Then with hypotheses as in Proposition 3.7, we
w xhave f g K l , l , i s 1, 2 of degree p y 1 and constant term 0, suchi 1 2
 .  .that d f s d f and2 1 1 2
¤ s a p y a q f w , w . .i i i i 1 2
Incidentally, it is not known whether or not the type A analog in the
Jacobson p-symbol theory is cyclic. This would be a Jacobson symbol
 .a q a u, b q b u for a , b g F, such that0 1 0 1 i i
a u , b ; 1 ; a ,b u . .  .1 0 0 1
Recalling that the hypothesis of Proposition 3.7 yields
w w w w w¤ q ¤ , w w ; ¤ , w m ¤ , w m ¤ , w m ¤ , w. . . . .1 2 1 2 1 1 2 2 1 2 2 1
w w; ¤ , w m ¤ , w ,. .1 2 2 1
we have proved:
w xTHEOREM 3.8. If D s D m K is a p-symbol, where K : F s 2, then D0 F
has type B.
w .Proof. Write D s a, b with a s a q a u for a g F. In the set-up of0 1 i
Proposition 3.7 we take
b
¤ s a , ¤ s a u , w s , w s N b . .1 0 2 1 1 2t b .
Since we can subtract out b p y b from a and g p y g from a u0 0 0 0 0 1
without altering the p-symbol, we have reduced to type B.
Remark 3.9. Let us now compute the algebra of type B. Recall
¤ , w m ¤ , wÃ Ã. .1 2 2 1
py1 py1 py1 py1




p i j p i j yig w w , w s y g w w , w/i j 1 2 1 i j 1 2 1 /i
1 1
p i j p j; y g w w , y g wi j 1 2 i j 2 /i i
1
p i j j; y g w w , wi j 1 2 2 /i
j
p i j; y g w w , wi j 1 2 2 /i
j j
p i j; y b w w , wi j 1 2 2 / /i i
2j
p i j; y b w w , w .i j 1 2 2 / /i
py1 py1  .Hence the two components of the sums   in 42 combine tois1 js1
2py1 py1 j
p i j1 y b w w , w ,  i j 1 2 2 / / /iis1 js1
which is 0 whenever i s j or i s p y j, which is always the case when
p s 3. In general,
2p j
p i jw w¤ , w m ¤ , w ; ¤ , w m ¤ , w m 1 y b w w , w. . Ä Ä. . 1 2 2 1 1 2 2 1 i j 1 2 2 / /ii , js1
py1 py1
p i p i; b w , w m g w , w i0 1 2 i0 2 1/ /is1 is1
2j
p i jm 1 y b w w , w . 43 . i j 1 2 2 / /ii , js1
In case p s 3 then, as noted above, the last term on the right side
vanishes. It follows that D has type A by Remark 3.6, so is a symbol by0
Theorem 3.4; in fact we have seen that it is split by a2 u2ra2.Ä Ä1 0
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Originally I thought this argument would lead to a reduction in general
to type A, which would show that any p-algebra of degree p which
becomes cyclic after a quadratic extension is already cyclic. However,
Mammone pointed out an error in my computations namely that the last
 . .term in 43 need not vanish .
4. A PROPOSED NONCYCLIC p-DIVISION ALGEBRA OF
PRIME DEGREE p ) 3
It is not difficult to describe a generic example of type B, so this
provides a conjectured example of a noncyclic p-algebra which becomes
.cyclic after a quadratic extension of the center. Namely, write
F s Z m , n , b , g , g X , b , b X , .p i i i i ji ji
w xwhere n , n , b , b are indeterminates over Z and take K s F u wherei i ji p
u2 s m g F,
1 q n u1 2 2w s ; w s n 1 y n m s N n 1 q n u g F . 44 .  . . .1 2 0 1 0 11 y n u1
Define
d s g q g X u , c s b q b X ui i i ji ji ji
p y 1 p y 1
for 1 F i F , 1 F j F p y 1, j / i. Let p9 s and
2 2
p9 py1 p9
p pp i yi p i j i yj¤ s d w q t d w q c w w q t c w w 45 .  .  . .  1 i 1 i 1 ji 1 2 ji 1 2
is1 is1 js1
py1 py1 p9 j pp p i p i j i yj¤ s b u w q c w w y t c w w . 46 .  .    /2 i 2 ji 1 2 ji 1 2iis1 is1 js1
w .As before, we have ¤ g F and ¤ g Fu. Then D s ¤ q ¤ , w w ;1 2 1 2 1 2
w . w .¤ , w m ¤ , w is the most general algebra of type B, and thus also is1 2 2 1
the most general division p-algebra of degree p which becomes a symbol
after a quadratic extension. Thus, for any given p ) 3, either this is a
noncyclic p-division algebra of degree p, or every p-division algebra of
degree p which becomes cyclic after a quadratic extension must be cyclic.
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