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Abstract
Conditional independence testing is an important problem, yet provably
hard without assumptions. One of the assumptions that has become popular
of late is called “model-X”, where we assume we know the joint distribution of
the covariates, but assume nothing about the conditional distribution of the
outcome given the covariates. Knockoffs is a popular methodology associated
with this framework, but it suffers from two main drawbacks: only one-bit
p-values are available for inference on each variable, and the method is ran-
domized with significant variability across runs in practice. The conditional
randomization test (CRT) is thought to be the “right” solution under model-
X, but usually viewed as computationally inefficient. This paper proposes a
computationally efficient leave-one-covariate-out (LOCO) CRT that addresses
both drawbacks of knockoffs. LOCO CRT produces valid p-values that can
be used to control the familywise error rate, and has nearly zero algorithmic
variability. For L1 regularized M-estimators, we develop an even faster variant
called L1ME CRT, which reuses computation by leveraging a novel observation
about the stability of the cross-validated lasso to removing inactive variables.
Last, for multivariate Gaussian covariates, we present a closed form expres-
sion for the LOCO CRT p-value, thus completely eliminating resampling in
this important special case.
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1 Introduction
1.1 Conditional independence testing under model-X
Testing the importance of variables in high dimensional models is an active area of
research with wide-ranging applications. Suppose we have n samples
(X i1, . . . X
i
m, Y
i)
i.i.d∼ FX,Y , i = 1, . . . , n,
from some joint distribution FX,Y . The null hypothesis that the jth variable is
unimportant can be formulated as a statement of conditional independence:
Hj : Y ⊥ Xj | X−j. (1)
As formalized by Shah and Peters [1], this problem is hard in general: no asymp-
totically uniformly valid test of this hypothesis can have nontrivial power against
any alternatives without assumptions being placed on the distribution FX,Y . Sev-
eral works, such as those based on debiasing the lasso [2, 3, 4, 5], have proceeded
by placing assumptions like linearity and sparsity on the distribution FY |X . Works
on double robustness / double machine learning [6, 7, 8, 1] approach the problem
by flexibly learning the distributions Y |X−j and Xj|X−j, giving asymptotically
valid p-values for certain statistics if at least one of these approximations is accurate
enough.
A complementary recent line of work has focused on shifting the assumption to
the distribution FX . In particular, Cande`s et al. [9] proposed the
model-X assumption: the distribution FX is known exactly, (2)
while making no assumptions on FY |X . These authors argue that in certain cases,
modeling X can be more appropriate than modeling Y |X. They also note that a
natural way of testing the hypothesis (1) in the model-X framework is the conditional
randomization test (CRT). The CRT takes an arbitrary test statistic, say the mag-
nitude of a cross-validated lasso coefficient β̂j, and calibrates its distribution under
the null by resampling Xj from the conditional distribution Xj|X−j. This yields
powerful p-values valid in finite samples. However, they point out that the CRT is
impractical due to its computational cost. Informally, for sufficient precision to pass
a multiple testing correction, we would need each of the p-values to potentially take
values close to α/m, and thus we need at least m/α resamples for each of the m
variables. Therefore, we need to evaluate the test statistic approximately m2 times.
To get powerful inference, [9] argue that the test statistic should be derived from a
multivariate method like the lasso. Therefore, the CRT requires retraining (say) the
lasso on m variables m2 times, which becomes prohibitively expensive for large m.
2
1.2 Model-X knockoffs: advantages and disadvantages
As an alternative to the CRT, Cande`s et al. [9] propose knockoffs. The idea is to
construct knockoff variables (X˜1, . . . , X˜m) to serve as “negative controls” for the
original variables. Then, a multivariate method such as the lasso is run on an aug-
mented design matrix containing the original variables and their knockoffs. Each
variable receives a statistic defined as the difference in measured importance be-
tween its original and its knockoff. These statistics obey a sign-symmetry property
under the null, which can be leveraged to obtain a rigorous false discovery rate (FDR)
guarantee. Compared to the CRT, which requires m2 applications of the lasso in-
volving m variables, knockoffs requires only one application of the lasso involving 2m
variables. Knockoffs is thus feasible for large-scale problems, and this methodology
has successfully been applied to genome-wide association studies (GWAS) [10, 11].
Despite the increasing popularity of knockoffs, this methodology is not without
its drawbacks. Principal among these are
• Knockoffs produce only ‘one bit p-values’ for each variable.
• The procedure is randomized, and different runs produce different outputs.
The term “one bit p-values” refers to the fact that inference is based on the sign of the
knockoff statistic, which is positive or negative with equal probability under the null.
All the inferential properties of knockoffs are based on this one bit of information per
variable. A consequence of this is that no single variable, however strong, can stand
on its own; the methodology can only make aggregate statements about multiple
variables. Therefore, knockoffs cannot control the family-wise error rate (FWER) at
a level of less than 0.5. Controlling the FWER is particularly relevant for GWAS
applications, where it is the error rate of choice in the community. Furthermore,
practitioners are accustomed to having an interpretable measure of significance, such
as a p-value, for each hypothesis. The lack of such a measure for knockoffs makes it
hard to interpret the significance of individual variables.
The other drawback of knockoffs is that it is a randomized procedure; one set of
knockoff variables is sampled for each observation. This randomization can lead to
variability in the performance of the procedure (see Figure 1 below, and Figure 4
of [10]). While it is tempting to generate multiple instances of knockoffs and some-
how aggregate the resulting rejection sets (“derandomization”), there is no known
principled way of doing this. Incorporating multiple jointly exchangeable knockoffs
into the selection procedure itself has been considered [12], though this approach has
been found to have low power. In past applications of knockoffs [9, 10], the procedure
has been heuristically derandomized by running the entire procedure multiple times
and reporting for each variable the fraction of times it ended up in the rejection
set. However, the price of this heuristic is a sacrifice of knockoffs’ elegant theoretical
guarantee and thus interpretability of its results.
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Figure 1: Expected similarity—measured using the Jaccard Index—between knockoff
rejection sets resulting from two independent knockoff samples (see definition (17)).
Each point corresponds to a realized pair (X, Y ), generated from a sparse linear
model with 1000 samples, 500 variables, 50 non-nulls, AR(0.5) Gaussian design.
There are 25 points (repetitions) each for six signal strengths, and the FDR level
is q = 0.1 (other details in Section 3). LOESS smoother (gray) is added for visual-
ization. Ideally, the Jaccard index would be around (1 − q)/(1 + q) ≈ 0.82 (dashed
line) if repeated runs lead to only the selected nulls changing with the selected non-
nulls staying the same. The dip in the middle of the plot suggests high algorithmic
variability in practical settings where the power is not very low or very high.
1.3 Revisiting the conditional randomization test
These drawbacks of knockoffs highlight the appeal of the CRT, which does not suffer
from either. This leads to the question: is there a computationally efficient version
of the CRT? The recently proposed holdout randomization test (HRT) [13] is such
a procedure, but it sacrifices power for computation by relying on sample splitting.
Indeed, the HRT faces a hard trade-off: each data point must be used either for
model fitting or for inference, so power can suffer from either a poor model fit or too
few samples for inference. Further, just like knockoffs, the HRT is also randomized,
hence both methods suffer from a potential lack of reproducibility. So the HRT only
addresses the first drawback above, but not the second.
In this paper, we propose the leave-one-covariate-out conditional randomization
test (LOCO CRT), a computationally efficient instantiation of the CRT that sacrifices
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little or no power compared to the full CRT. Our naming was inspired by the LOCO
metric for variable importance suggested recently in the conformal literature [15], but
the mathematical guarantees for each are rather different. The LOCO CRT operates
by fitting a multivariate regression model to (Y ,X−j) (i.e. leaving covariate j out)
and then regressing the residual on Xj. The first step is computationally expensive,
but the result can be recycled upon resampling Xj. Therefore, each additional
resample can be computed in time O(n). Algorithm 1 summarizes the algorithm
when the test statistic is an M-estimator. This reduces the number of times we must
run a multivariate regression from m2 to m, a huge gain in high-dimensional settings.
We show that for L1-regularized M-estimators like the lasso, this computational
acceleration can be further improved. We demonstrate that the solution of the lasso
with one variable left out can be obtained from the solution of the lasso on the
full data, unless the variable is in the active set of the latter. This recycling of
computation allows us to compute the m LOCO CRT p-values using only one lasso
run on the full data and s runs of the lasso with one variable left out, where s is the
size of the full data active set.
Importantly, we show through simulations that unlike HRT, LOCO CRT does not
pay much price in power (relative to full CRT) for its computational improvement
and is competitive with knockoffs for FDR control in some regimes. Code to re-
produce our simulations is available on Github at https://github.com/ekatsevi/
LOCO-CRT.
Notation. We use bold symbols for population level variables and regular font for
their observations in the sample. Let [a] denote the set {1, 2, . . . , a}. For consistency,
we use i ∈ [n] to denote an index for data points (always superscript), j ∈ [m] for
variables (always subscript), g ∈ [G] for gridpoints on a regularization path, and
k ∈ [K] for folds in cross-validation. As an example, Xj ∈ R denotes the j-th
variables, Xj (∈ Rn) denotes the jth column of the design matrix; i.e. the values
of the jth variable for the n samples. The notation X−j (∈ Rn×(m−1)) denotes all
columns of the design matrix but the jth one. We remark that we use m for number
of variables instead of p, because the latter will be used to denote p-values.
Paper outline. In Section 2, we present the proposed LOCO CRT methodology,
along with two computational speed-ups. We explore the power of LOCO CRT using
numerical simulations in Section 3, and conclude with a discussion in Section 4.
Note: While completing this paper as a methodological counterpart to our theoret-
ical grounding of model-X methods [16], we became aware of a parallel preprint by
Liu and Janson [17] with similar goals to this paper. Their ideas appear to have both
similarities and differences from ours, but we leave detailed comparisons for later.
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2 Leave-one-covariate-out CRT
This section summarizes our three main contributions:
• We propose the LOCO CRT methodology based on any machine learning model
for Y |X−j. This choice does not affect type-I error but it does affect power,
so we choose our algorithm to mimic the optimal test statistic [16].
• We propose the L1ME CRT (pronounced “lime CRT”), an additional speedup
to compute the LOCO CRT p-values across all variables when using L1-regularized
M -estimators. L1ME CRT operates by recycling computation across variables.
• We derive closed-form p-values and thus avoid resampling altogether when
the model for X is multivariate Gaussian, an important special case often
considered in the knockoffs literature [18, 19].
2.1 LOCO CRT methodology
For an arbitrary test statistic Tj(X, Y ), the CRT p-value [9] is defined
pj(X, Y ) ≡ P[Tj(X˜j, X−j, Y ) ≥ Tj(X, Y )|X, Y ], (3)
where X˜ ij|X, Y ind∼ L(Xj|X−j = X i−j). Since this conditional probability usually
cannot be computed explicitly, a p-value is calculated by Monte Carlo based on a
large number B of resamples X˜1j , . . . , X˜
B
j :
p̂j(X, Y ) ≡
1 +
∑B
b=1 1(Tj(X˜
b
j , X−j, Y ) ≥ Tj(X, Y ))
B + 1
. (4)
We emphasize that pj and p̂j are valid p-values if the model-X assumption holds.
To motivate and derive the LOCO CRT, consider the usual linear model
L(Y |X) = N(X1β1 + · · ·+Xmβm, σ2), (5)
though we remind the reader that no assumption on FY |X is necessary for Type-I
error control. Proposition 1 of our parallel work [16] uses the Neyman-Pearson lemma
and Bayes rule to conclude that the optimal CRT statistic is the log-likelihood:
T ∗j (X, Y ) = −‖Y −Xβ‖2.
Technically, the aforementioned result states that the optimal test statistic is the
difference between the log-likelihood of Y |X and Y |X−j, which is explicitly written
as −‖Y − Xβ‖2 + ‖Y − X−jβ−j‖2. This form is more interpretable and intuitive,
6
but as noted there already, the second term behaves like a constant from the point
of view of the CRT resampling step, and so the two test statistics will have exactly
identical type-I error and power.
Of course, β is unknown, so it is natural to approximate T ∗j by
Tj(X, Y ) ≡ −‖Y −Xβ̂‖2,
where β̂ is some estimate of the regression coefficients. In a high-dimensional setting,
this estimate may be obtained via the lasso. However, as discussed in the introduction
and noted earlier [9, 13], re-fitting the lasso model with B resampled design matrices
to get the CRT p-value for a single variable is prohibitively expensive. Despite this,
one may reasonably assume that most of the computational effort that went into
fitting the model once on the original data should somehow be able to be recycled for
refitting the model with resampled design matrices (since only column j is resampled
in each step of the CRT, and thus most of the data matrix remains the same).
Indeed, there is an elegant way of recycling computation. Our starting point
is a fact from low-dimensional linear regression theory: the ordinary least squares
coefficient β̂j can be obtained by first regressing X−j out of Y and separately out of
Xj, and then regressing the residual from Y on the residual from Xj. This motivates
the following procedure to obtain a test statistic:
1. Use any method to learn β̂−j ∈ Rm−1 based on (Y,X−j), and extract the
residual rj ≡ Y −X−jβ̂−j.
2. Compute µj ≡ E[Xj|X−j] based on the model-X assumption (2).
3. Regress rj on Xj − µj to obtain β̂j ≡ (Xj − µj)
T rj
‖Xj − µj‖2 .
4. Compute the test statistic Tj(X, Y ) ≡ −‖Y −X−jβ̂−j − (Xj − µj)β̂j‖2.
Now, note that steps 1 and 2 involve functions of only (Y,X−j), so only steps 3 and
4 must be repeated when Xj is replaced by X˜j. Therefore, each resampling step does
not require a new model fit and takes time only O(n) (if sampling X˜j is fast). It
usually takes less time to do all the resampling than to fit the original model.
These computational savings come at negligible statistical price. Indeed, if we
consider the OLS example, the above test statistic is essentially the same as directly
fitting β̂. If β̂−j is fit using the lasso, the coefficient vector β̂ obtained from the above
steps will not be the same as that obtained from running a lasso on all the variables.
Nevertheless, this change will not have a large impact on the power of the CRT;
we may as well explain as much of variance in Y as possible using X−j because the
power to reject (1) lies only in the part of Y not explained by X−j.
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The above intuition leads to Algorithm 1, a general definition of the proposed
LOCO CRT procedure. We replace the squared error with an arbitrary differentiable
and strictly convex loss function `, and we do not assume linearity as in (5).
Algorithm 1: LOCO CRT for variable j
Data: Pairs (X i, Y i) for i = 1, . . . , n, loss function `, machine learning
method f
1 Fit f to (Y,X−j) to obtain f̂−j, and calculate fitted values oi ≡ f̂−j(X i−j);
2 Compute µj ≡ E[Xj|X−j];
3 Solve univariate problem with offsets: β̂j ≡ min
βj
∑n
i=1 `(Y
i, (X ij − µj)βj + oi);
4 Compute Tj(X, Y ) ≡
∑n
i=1 `(Y
i, (X ij − µj)β̂j + oi);
5 for b ∈ {1, . . . , B} do
6 Sample X˜bj from L(Xj|X−j);
7 Compute Tj(X˜
b
j , X−j, Y ) by repeating steps 3 and 4 with X˜
b
j replacing Xj;
8 end
9 Compute p̂j based on formula (4);
Result: LOCO CRT Monte Carlo p-value p̂j.
In practice, Algorithm 1 would be applied for each variable j to obtain CRT
p-values p1, . . . , pm, where pj tests the hypothesis (1). The computational cost of
Algorithm 1 is m · (Tf +B · n), where Tf is the cost of running the machine learning
algorithm to fit f̂
(j)
−j . In comparison, the cost of running the full CRT (without
LOCO) is m · B · Tf . Therefore, the computational cost of LOCO CRT is B times
smaller than full CRT, and this difference can be several orders of magnitude. The
cost of running the HRT, Tf +m ·Bn, is even smaller, but at the cost of lower power
and higher algorithmic variability. By contrast, the computational cost of knockoffs
is approximately Tf , as the machine learning algorithm needs to be fit only once.
Table 1 summarizes the above discussion.
Model-X method Total computation time Algorithmic variability
Knockoffs [9] Tf,2m Non-negligible
Full CRT [9] m ·B · Tf,m Negligible
HRT [13] Tf,m +m ·Bn Non-negligible
LOCO CRT (Algorithm 1) m · (Tf,m−1 +Bn) Negligible
L1ME CRT (Algorithm 2) |A| · (Tf,m−1 +Bn) Negligible
Table 1: Summary of the computation times and algorithmic variabilities of model-X
methods based on n samples. Tf,m is the time to fit a machine learning algorithm on
m variables. A is the lasso active set, B is the number of Monte Carlo resamples.
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We end by noting that the HRT splits across data points, but LOCO CRT splits
across variables (it leaves one variable out, as opposed to one data point out). While
both strategies save computation, they are crucially different. The HRT requires
just one model fit, but sacrifices statistical efficiency by splitting the data. The
LOCO CRT, though much faster than full CRT, still requires fitting a model for
each variable. But as we see in Section 3, LOCO CRT is as powerful as full CRT
and much more powerful than HRT. A natural question is whether the strengths of
the two strategies can be combined, but we leave this for future work.
Despite the fact that the LOCO CRT is fully parallelizable across variables, the
cost m · Tf might still be prohibitive for massive datasets. In the next subsection,
we propose a computational shortcut for lasso-based test statistics that computes all
LOCO CRT p-values in time |A| ·Tf , where A is the active set of the cross-validated
lasso applied to all variables.
2.2 L1ME CRT for L1-regularized M-estimators
Let us consider the case of a general L1-regularized M -estimator:
β̂(X, Y ;λ) ≡ arg min
β∈Rm
n∑
i=1
`(Y i, X iβ) + λ ‖β‖1 , (6)
where λ > 0. To avoid degeneracies, we assume throughout that the columns of X
are in general position. This, together with the strict convexity and differentiability
of `, guarantees that β̂ is unique [20]. Suppose we wish to apply Algorithm 1 for all
variables j, and would like to use the lasso to fit each f̂−j ≡ X−jβ̂(X−j, Y ;λ), where
β̂(X−j, Y ;λ) ≡ arg min
β∈Rm−1
n∑
i=1
`(Y i, X i−jβ) + λ ‖β‖1 . (7)
The LOCO problem (7) is quite similar to the full problem (6) for each j. In fact,
for a fixed regularization parameter λ, we show that the solution for the former can
often be directly derived from the solution for the latter.
Lemma 2.1. Suppose the columns of X are in general position and that the loss ` is
differentiable and strictly convex. If β̂j(X, Y ;λ) = 0 for some λ and some variable j,
then the LOCO lasso coefficient vector is the same as the full lasso coefficient vector
with the jth coordinate removed:
β̂j(X, Y ;λ) = 0 =⇒ β̂(X−j, Y ;λ) = β̂−j(X, Y ;λ). (8)
The above lemma (proved in the appendix) has important computational impli-
cations, because it suggests that we can avoid refitting the LOCO lasso for most
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variables j, instead recycling the lasso fit on the full design matrix. Of course, the
parameter λ is usually tuned via cross-validation, which introduces extra complica-
tions. However, we claim that if λ is chosen in an appropriate data-dependent way,
then the result (8) will still hold for most j.
To make this precise, first let {1, . . . , n} = D1 ∪ · · · ∪ DK be a partition of the
data points into K folds and let
λ(1) > λ(2) > · · · > λ(G) > 0 (9)
be a grid of regularization parameters. Now, consider applyingK-fold cross-validation
to (X−j, Y ). For each fold k and each grid point g, we compute β̂(X
−Dk
−j , Y
−Dk ;λ(g)),
the coefficient estimate on the data obtained by holding out the kth fold and the
jth variable. Summing over variables, define the CV error for the jth variable when
using λg as
E−j,g ≡
n∑
i=1
`(Y i, X i−jβ̂(X
−Dk
−j , Y
−Dk ;λ(g)),
where k(i) is the fold k to which data point i belongs. Now, we select λ̂ = λ(ĝ−j)
via some rule ĝ as follows:
ĝ−j ≡ ĝ(E−j,1, . . . , E−j,G), (10)
and then re-run the lasso on all data points to get the final estimate β̂(X−j, Y ;λ(ĝ−j)).
In the spirit of Lemma 2.1, we would like to run this procedure on the full data,
and then recycle the results to recover β̂(X−j, Y ;λ(ĝ−j)) for most j. To obtain such
a property, we must restrict our attention to sequential rules to select λ̂:
Definition 1. A rule ĝ to select the penalty parameter λ based on CV errors E1, . . . , EG
is “sequential” if these values are traversed in this order, and at some stopping time
g˜, the algorithm terminates and chooses λ(ĝ) for some ĝ ≤ g˜.
For example, for any integer ∆ ≥ 1, the following rule is sequential:
ĝ ≡ min{g : Eg ≤ min(Eg+1, . . . , Eg+∆)},
which is the first time along the regularization path that the CV error is smaller than
the following ∆ steps (the first ‘local minimum’ on the CV path, and the ‘sparsest’
of all such local minima). In this case the stopping time is g˜ = ĝ + ∆.
The following novel proposition gives a key computational speedup; its proof can
be found in Appendix A.
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Proposition 2.2. Fix a grid of regularization parameters (9). Consider applying
the `1-regularized regression (6) on the whole data (X, Y ), with λ selected by cross-
validation with a sequential stopping rule ĝ. Let ĝfull and g˜full be the resulting grid
point and stopping time, respectively. Define the active set
A ≡ {j ∈ [m] : β̂j(X, Y ;λ(ĝfull)) 6= 0 or
β̂j(X
−Dk , Y −Dk ;λ(g)) 6= 0 for some k, g ≤ g˜full}.
(11)
If the loss ` is differentiable and strictly convex, and the columns of X and X−Dk are
in general position for each k, then excluding non-active variables j does not alter
the fitted coefficients:
for each j 6∈ A, ĝ−j = ĝfull and β̂(X−j, Y ;λ(ĝ−j)) = β̂−j(X, Y ;λ(ĝfull)). (12)
Proposition 2.2 states that for each variable j not in the active set, we need
not re-run the lasso holding out variable j; we can instead fit the full lasso once
and then read off the coefficient vector. This computational shortcut, summarized
in Algorithm 2, reduces the computational cost of the LOCO CRT from m · C to
|A| · C. Depending on the sparsity of the problem, this reduction can save several
orders of magnitude of computation. It is known that at most, the lasso solution has
min(m,n) nonzero entries [20], though in most cases it is much sparser.
Algorithm 2: L1ME CRT
Data: Pairs (X i, Y i) for i = 1, . . . , n, sequence λ(1) > · · · > λ(G) > 0, loss `,
sequential rule ĝ
1 Fit a cross-validated lasso on the full design matrix (6); choose ĝfull via the
rule ĝ to obtain β̂(X, Y ;λ(ĝfull)); record the active set A as defined in (11);
2 for j ∈ A do
3 Refit the lasso on the LOCO design X−j using the rule ĝ to obtain
β̂−j ≡ β̂(X−j, Y ;λ(ĝ−j)).
4 end
5 for j 6∈ A do
6 Set β̂−j = β̂−j(X, Y ;λ(ĝfull)).
7 end
8 For each j, let f̂−j(X−j) = X−jβ̂−j;
Result: Functions f̂−j to be used with Algorithm 1 for all j.
2.3 Exact LOCO CRT for Gaussian covariates
In line with the literature on knockoffs, we consider the special case of model-X when
the covariates are normally distributed:
X ∼ N(0,Σ) (13)
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for some covariance matrix Σ ∈ Rm×m. In this case, we show that LOCO CRT and
HRT p-values (3) can be computed exactly without resorting to Monte Carlo. Proofs
are deferred to Appendix A. Consider the following statistic using the squared loss:
Tj(X, Y ) ≡ −‖Y − f̂−j(X−j)− (Xj − µj)β̂j‖2 ≡ −‖rj − (Xj − µj)β̂j‖2. (14)
For LOCO CRT, we define
β̂j ≡ (Xj − µj)
T rj
‖Xj − µj‖2 ,
and for HRT, we learn β̂j based on the training set. In both of these cases, there is
an exact expression for the p-value based on statistic (14).
Proposition 2.3. Suppose the covariates have a Gaussian distribution (13) and `
is squared error loss. Then, the LOCO CRT p-value has the following explicit form:
pLOCOj (X,Y ) = P
Fn−1,1 ≤ 1
n− 1
( (Xj − µj)T (Y − f̂−j(X−j))
‖Xj − µj‖ · ‖Y − f̂−j(X−j)‖
)−2
− 1
∣∣∣∣∣∣X,Y
 , (15)
where Fn−1,1 represents a random variable with an F distribution on n − 1 and 1
degrees of freedom.
In the Gaussian case, the LOCO CRT p-value is therefore exactly the tail prob-
ability of an F distribution. The formula (15) also shows that the test statistic is
equivalent to the empirical correlation between Xj and Y , after both are corrected
for X−j.
Proposition 2.4. Let n = ntrain + ntest be a split of the samples for training and
testing. Suppose the covariates have a Gaussian distribution (13). Consider the HRT
defined by a model f̂(X) = f̂−j(X−j) + (Xj − µj)β̂j, trained on ntrain data points,
with squared error loss. Then, the HRT p-value has the following explicit form:
pHRTj (X,Y ) = P
[
χ2ntest,ncp ≤
‖Y − f̂(X)‖2
s2j β̂
2
j
∣∣∣∣∣X,Y
]
; ncp ≡ ‖Y − f̂−j(X−j)‖
2
s2j β̂
2
j
, (16)
where χ2d,ncp denotes a noncentral chi-square random variable with d degrees of free-
dom and noncentrality parameter ncp and s2j ≡ Var[Xj|X−j].
Thus, the HRT p-value also has an explicit expression, though it is the tail prob-
ability of a noncentral chi-square distribution rather than an F distribution. This
difference arises from the fact that HRT fits β̂j out-of-sample, while the LOCO CRT
fits it in-sample.
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3 Numerical simulations
In this section, we evaluate the performance of the LOCO CRT on simulated data;
code to reproduce our experiments is available at https://github.com/ekatsevi/
LOCO-CRT. All experiments are based on a sparse linear model (5) with Gaussian
covariates (13). We use an autocorrelated design matrix Σj1,j2 = ρ
|j1−j2|, with ρ ∈
{0.2, 0.5, 0.8}. The k non-null entries of the coefficient vector β are equally spaced,
all have magnitude A/
√
n, and random signs. We call A the signal strength.
LOCO CRT has similar power to full CRT. Here, we take n = 200 and
m = 1000, with k = 50 non-null coefficients. We assess the power of following four
methods to reject a single non-null variable at level α = 0.2:
• Full CRT: Using the 10-fold cross-validated lasso coefficient, leaving the vari-
able of interest unpenalized.
• LOCO CRT: Algorithm 1 with squared loss, accelerated using Proposition 2.3.
• HRT: Learn a linear model using 10-fold cross-validated lasso on 50% of the
data (variable of interest unpenalized), and then test on the remaining 50%
using the squared error loss. Accelerated using Proposition 2.4.
• Oracle HRT: Same as the HRT, but using the ground truth model instead of
the learned model.
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Figure 2: Power of CRT and HRT variants to reject one non-null variable at α = 0.2.
Each point computed based on 1000 repetitions. LOCO CRT performs similarly to
full CRT and outperforms HRT.
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Figure 2 shows the power of each method versus the signal strength (a normalized
version of the coefficient magnitudes) across the three correlation settings. We see
that the power of LOCO CRT tracks that of the full CRT quite closely, suggesting
that the computational advantage of LOCO comes without much of a statistical price.
On the other hand, the HRT performs significantly worse than the two CRT variants,
demonstrating that sample splitting does come with a statistical cost. Finally, even
the oracle HRT methodology can sometimes perform worse than the (LOCO) CRT—
in spite of the fact that it uses the ground truth model—due to the smaller number
of samples it has access to for inference.
LOCO CRT controls FWER more powerfully than HRT. Next, we assess
the FWER control performance of the following three methods in a problem with
m = 500 and n = 1000:
• The L1ME CRT (Algorithm 2), accelerated using Proposition 2.3.
• The HRT with 80%/20% train/test split, accelerated using Proposition 2.4.
• The CRT based on marginal correlation Tj(X, Y ) ≡ (Xj − µj)TY .
We apply each method to all 500 variables, which excludes the full CRT due
to its computational complexity. We Bonferroni adjust the p-values returned by
each method with the goal of controlling the FWER at level α = 0.05. We repeat
the experiment 25 times each for ten signal strengths, ρ ∈ {0.2, 0.5, 0.8}, and k ∈
{25, 50, 100}.
As discussed in the introduction, knockoffs cannot control the FWER at this level
due to its reliance on one-bit p-values. Figure 3 compares the power of these three
methods, and it shows that the LOCO CRT significantly outperforms the HRT. It
also outperforms the CRT based on marginal correlation, where the gap depends on
how well LOCO CRT learns the contributions of the other variables to the response.
14
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Figure 3: Comparing the power of three CRT/HRT variants controlling the FWER
at level α = 0.05. LOCO CRT has better power than the two available alternatives
(notably missing knockoffs), because it leverages the power of multivariate modeling
without the need to split the sample.
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Model-X knockoffs can outperform LOCO CRT when controlling FDR,
but exhibit substantial algorithmic variability. Next, we applied model-X
knockoffs, in addition to the three above CRT/HRT variants with the BH procedure,
to control the FDR at level q = 0.1 in the same problem setting. Figure 4 shows
the power of these four methods. LOCO CRT continues to outperform HRT and
marginal CRT. It also performs as well as or better than knockoffs in the case ρ = 0.2.
However, as the correlation increases, knockoffs surpasses the LOCO CRT. This
discrepancy is intriguing and deserves further attention.
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Figure 4: Comparing the power three methods from Figure 3 to that of knockoffs,
this time controlling the FDR at level q = 0.1. LOCO CRT outperforms or matches
knockoffs for low correlation, but has lower power for medium and high correlations.
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Despite the good average power of knockoffs, we find that it suffers generally
poor stability with respect to knockoff resampling. Given data X, Y , consider two
independent draws of the knockoff matrix X˜(1) and X˜(2). These lead to two rejection
sets R(r) ≡ R([X, X˜(r)], Y ), r = 1, 2. Their similarity can be measured via the
Jaccard Index, defined
J(R(1),R(2)) ≡ |R
(1) ∩R(2)|
|R(1) ∪R(2)| .
This quantity is between 0 and 1, with higher Jaccard Indices representing greater
similarity. We define the stability of the knockoffs rejection set R([X, X˜], Y ) as the
expectation of this quantity:
stability(X, Y ) ≡ E
[
J
(
R([X, X˜(1)], Y ),R([X, X˜(2)], Y )
)∣∣∣X, Y ] . (17)
To assess this measure of stability in the above simulation, we reran each experiment
with 50 independently drawn knockoffs realizations. Then, we approximated the
stability via
̂stability(X, Y ) ≡ 1(50
2
) ∑
1≤r1<r2≤50
J
(
R([X, X˜(r1)], Y ),R([X, X˜(r2)], Y )
)
.
Figure 5, whose middle panel was presented in Figure 1, shows the stability of
knockoffs rejections across different values of ρ and k. If only the null rejections
changed with knockoff resampling, we would expect the stability to be (1− q)/(1 +
q) ≈ 0.82, which is denoted by the dashed line in the figure. Aside from the extreme
scenarios when the power is either very low or very high, the stability of the knockoffs
rejection set generally fails to meet this threshold. This suggests that even the non-
nulls rejected by knockoffs change based on the randomization.
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Figure 5: Knockoffs variability as measured by expected Jaccard Index between two
independent knockoff realizations, plotted against realized power. Details are as in
Figure 1, which displayed the middle panel. This significant variability across re-runs
is acknowledged to be a drawback of knockoffs from a reproducibility standpoint.
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4 Discussion
The HRT provided the first indication that a variant of the CRT could be com-
putationally tractable, albeit at the cost of statistical performance. In this paper,
we demonstrate that leaving out variables instead of samples creates a procedure
that is almost as fast but much more powerful. While not yet quite as powerful or
computationally efficient as knockoffs, the negligible algorithmic variability, easy-to-
understand procedure, and fine-grained p-value output makes the LOCO CRT an
attractive alternative.
We contend that returning a p-value for the significance of each variable is a par-
ticularly important advantage of CRT-style methods. Beyond their familiarity and
interpretability, p-values allow for various downstream analyses. For example, they
open the door to the application of decades worth of multiple testing methodology to
the variable selection problem. Knockoffs methodology, though it does not yield p-
values, has nevertheless been extended to carry out an impressive variety of multiple
testing tasks (Table 2). Other tasks still remain out of reach for knockoffs. With the
advent of fast CRT methods like LOCO CRT, these statistical tasks may not need
to be challenges requiring custom novel solutions, instead becoming opportunities to
employ existing multiple testing methodology in the model-X framework.
Multiple testing task Approach based on p-values Knockoffs approach
Global null testing Fisher ’25 [21] Duan et al. ’19 [22]
FWER control Bonferroni ’36 [23] [Impossible]
Null proportion estimation Schweder, Spjøtvoll ’82 [24] Katsevich, Ramdas ’201 [25]
FDR control Benjamini, Hochberg ’95 [26] Barber, Cande`s ’15 [18]
k-FWER control Lehmann, Romano ’05 [27] Janson, Su ’16 [28]
FDR control with side info Genovese et al. ’06 [29] Lei, Fithian ’19 [30, 31, 32]
Hierarchical FWER control Meinshausen ’08 [33, 34, 35] [Impossible]
Hierarchical FDR control Yekutieli ’08 [36, 37, 38, 39] Lei et al. ’20 [31]
Group FDR control Hu et al. ’10 [40] Dai, Barber ’16 [41]
Simultaneous FDP control Goeman, Solari ’11 [42] Katsevich, Ramdas ’20 [25]
Multilayer FDR control Barber, Ramdas ’15 [43] Katsevich, Sabatti ’19 [44]
Table 2: Multiple testing tasks, p-value based methodologies to address them, and
their knockoff counterparts if applicable. The authors and dates listed correspond to
the earliest references we are aware of.
1Though Katsevich and Ramdas [25] do not discuss null proportion estimation directly, it has
since been pointed out [45] that simultaneous FDP controlling procedures can be applied to null
proportion estimation via closed testing.
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There is still much to be done on this front. We may not always be able to
plug-and-play CRT p-values in multiple testing procedures, since their dependency
structure is currently unknown. Nevertheless, we note that Bates et al. [46] recently
proposed a clever method of generating independent HRT p-values for groups of
linearly-structured covariates, at a modest cost in power. Furthermore, many multi-
ple testing procedures are fairly robust or entirely agnostic to p-value dependence.
The LOCO CRT is a proof of principle, but can likely be fine-tuned for better
power and even faster computation. Many degrees of freedom in the construction of
LOCO CRT test statistic remain to be explored. For instance, should the statistic
be based on the fitted coefficient of a variable or on the loss function? If the latter,
should the loss be evaluated in-sample (as is done here) or out-of-fold? The theory we
recently developed [16] may help guide the search for powerful test statistics. Finally,
we are currently attempting to extend the exact expressions derived in Section 2.3
to discrete covariates.
We are optimistic about the prospects of the CRT for fruitful practical applica-
tion, and look forward to continued improvements in the computational and statis-
tical efficiency of model-X methodology.
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A Proofs
Proof of Lemma 2.1. Since β̂(X, Y ;λ) is a minimizer of the convex objective (6), 0
must belong to its subgradient at this point. This means that there exists an ŝ ∈ Rm
such that
n∑
i=1
X ij′
˙`(Y i, X iβ̂(X, Y ;λ)) + λ · ŝj′ = 0 for all j′ ∈ [m], (18)
where ŝj′ = sign(β̂j′(X, Y ;λ)) if β̂j′(X, Y ;λ) 6= 0 and ŝj′ ∈ [−1, 1] otherwise. If
β̂j(X, Y ;λ) = 0, then we have
X i−jβ̂−j(X, Y ;λ) = X
iβ̂(X, Y ;λ) for every i ∈ [n], (19)
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which together with equation (19) implies that
for all j′ 6= j,
n∑
i=1
X ij′
˙`(Y i, X i−jβ̂−j(X, Y ;λ)) + λ · sj′ = 0.
Therefore, β̂−j(X, Y ;λ) satisfies the first-order optimality condition in the convex
problem (7), so it must be a minimizer. Given the assumed general position of the
columns of X and the assumptions on `, the minimizer of the problem (7) is unique
[20]. Therefore, β̂(X−j, Y ;λ) = β̂−j(X, Y ;λ), as desired.
Proof of Proposition 2.2. Fix j 6∈ A. For this variable, β̂j(X−Dk , Y −Dk ;λ(g)) = 0 for
each fold k and for all g ≤ g˜full. By Lemma 2.1 applied to (X−Dk , Y −Dk), it follows
that
β̂(X−Dk−j , Y
−Dk ;λ(g)) = β̂−j(X−Dk , Y −Dk ;λ(g)) for each fold k and all g ≤ g˜full.
Therefore, the cross-validation errors for the full and LOCO problems match for each
g ≤ g˜full:
E−j,g ≡
n∑
i=1
`(Y i, X i−jβ̂(X
−Dk
−j , Y
−Dk ;λ(g))) =
n∑
i=1
`(Y i, X iβ̂(X−Dk , Y −Dk ;λ(g))) ≡ Eg.
Because the rule to choose λ is sequential, we conclude that g˜−j = g˜full and also ĝ−j =
ĝfull. The conclusion (12) now follows from another application of Lemma 2.1, this
time with the full data (X, Y ) and the regularization parameter λ(ĝ−j) = λ(ĝfull).
Proof of Proposition 2.3. Under squared-error loss, the univariate problem in step 3
of Algorithm 1 reduces to the univariate regression of the residual vector rj onXj−µj,
i.e., step 3 of the procedure introduced in Section 2.1 to motivate the LOCO CRT.
Therefore,
pj(X, Y )
≡ P[Tj(X˜j, X−j, Y ) ≥ Tj(Xj, X−j, Y ) | X, Y ]
= P
−∥∥∥∥∥rj − (X˜j − µj)(X˜j − µj)T rj‖X˜j − µj‖2
∥∥∥∥∥
2
≥ −
∥∥∥∥rj − (Xj − µj)(Xj − µj)T rj‖Xj − µj‖2
∥∥∥∥2
∣∣∣∣∣∣X, Y

= P
( (X˜j − µj)T rj
‖X˜j − µj‖ · ‖rj‖
)2
≥
(
(Xj − µj)T rj
‖Xj − µj‖ · ‖rj‖
)2∣∣∣∣∣∣X, Y
 .
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To evaluate this probability, we need the distribution L(X˜j|X, Y ) = L(Xj|X−j). For
each sample i = 1, . . . , n, we have
L(X˜ ij|X, Y ) = L(Xj|X−j = X i−j) = N(µij, s2j),
where
µij ≡ Σj,−jΣ−1−j,−j(X i−j)T , s2j ≡ Σj,j − Σj,−jΣ−1−j,−jΣ−j,j.
Furthermore, X˜ ij are independent across i. Therefore, we have
L(X˜j|X, Y ) = N(µj, s2jIn×n), µj ≡ (µ1j, . . . , µnj). (20)
If we let Z ∼ N(0, In), it follows that for any c ∈ [0, 1],
P
( (X˜j − µj)T rj
‖X˜j − µj‖ · ‖rj‖
)2
≥ c
∣∣∣∣∣∣X, Y
 = P[( ZT rj‖Z‖ · ‖rj‖
)2
≥ c
]
= P
[
Z21
Z21 + · · ·+ Z2n
≥ c
]
= P
[
(Z22 + · · ·+ Z2n)/(n− 1)
Z21/1
≤ 1
n− 1
(
1
c
− 1
)]
= P
[
Fn−1,1 ≤ 1
n− 1
(
1
c
− 1
)]
.
The second equality in this derivation holds because the rotational invariance of the
distribution of Z allows us to set rj = (1, 0, . . . 0) without loss of generality. The
conclusion follows.
Proof of Proposition 2.4. Using the resampling distribution (20), we find that
pj(X, Y ) ≡ P[−Tj(X˜j, X−j, Y ) ≤ −Tj(X, Y ) | X, Y ]
= P
[∥∥∥rj − (X˜j − µj)β̂j∥∥∥2 ≤ ‖Y − f̂(X)‖2∣∣∣∣X, Y ]
= P
∥∥∥∥∥X˜j − µjsj − rjsj|β̂j|
∥∥∥∥∥
2
≤ ‖Y − f̂(X)‖
2
s2j β̂
2
j
∣∣∣∣∣∣X, Y

= P
∥∥∥∥∥N
(
−rj
sj|β̂j|
, I
)∥∥∥∥∥
2
≤ ‖Y − f̂(X)‖
2
s2j β̂
2
j
∣∣∣∣∣∣X, Y

= P
[
χ2n,ncp ≤
‖Y − f̂(X)‖2
s2j β̂
2
j
∣∣∣∣∣X, Y
]
,
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where ncp ≡ ‖rj‖
2
s2j β̂
2
j
. This concludes the proof.
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