Every 3-graph in which no four vertices are independent and no four vertices span precisely three edges must have edge density ≥ 4/9(1 − o (1)). This bound is tight.
Introduction
In the classical paper [Man07] , Mantel determined the minimal number of edges a graph G must have so that every three vertices span at least one edge. This minimum is attained if we take an almost balanced function χ : V (G) −→ {0, 1} and let E(G) consist of all χ-monochromatic edges. In the paper [Tur41] (that essentially started off the field of extremal combinatorics), Turán generalized Mantel's result to independent sets of arbitrary size. He also asked if similar generalizations can be obtained for hypergraphs, and these questions became notoriously known ever since as one of the most difficult open problems in discrete mathematics. But they also became pivotal for its development.
To be more specific (many more details can be found in the survey [Sid95] is the complete r-graph on vertices. In any case, we prefer the treatment in complementary terms as it is better consistent with some of the relevant literature and makes constructions look slightly more neat.
We still do not know π min (I r ) (not even to mention the exact value of ex min (n; I r )) for any pair > r ≥ 3, although plausible conjectures do exist [Sid95] . The simplest unresolved case that has also received most attention is r = 3, = 4. Turán himself proved that π min (I 3 4 ) ≤ 4/9 and conjectured that this is actually the right value. His construction goes as follows: fix an almost balanced function χ : V (H) −→ Z 3 , and let E(H) consist of all those triples e ⊆ V (H) for which one of the following is true:
1. e is χ-monochromatic;
2. there exists a ∈ Z 3 such that χ| e takes on the value a two times, and the value a + 1 -one time.
Brown [Bro83] found another example attaining the edge density 4/9, and Kostochka [Kos82] significantly generalized both these constructions by presenting a "continuous" series of examples witnessing the inequality π min (I 3 4 ) ≤ 4/9. These are all currently known "asympotically different" constructions achieving the edge density 4/9 (or, in terms of flag algebras, all different homomorphisms φ ∈ Hom + (A 0 , R) with φ(ρ) = 4/9). Fon-der-Flaass [FdF88] offered a very instructive interpretation of Kostochka's examples. More precisely, he showed how to convert any simple digraph with no induced C 4 into a 3-graph with no induced I 3 4 ; Kostochka's examples can all be constructed in this way from rather simple digraphs. [Cae91] , Giraud (unpublished), [CL99] proved increasingly stronger lower bounds on π min (I 3 4 ), with the current (to the best of our knowledge) record
held by [CL99] .
Let G i be the uniquely defined 3-graph on 4 vertices with i edges. An easy inspection of Turán's construction reveals that besides I 3 4 (which is G 0 ) it also misses G 3 as an induced subgraph. Therefore, that construction also proves π min (I 3 4 , G 3 ) ≤ 4/9. The main result of this paper is that this bound is actually tight:
Theorem 1 π min (I Our proof is the second application of the formalism of flag algebras developed in [Raz07] , but this time we exploit features of this framework quite different from those exploited in the first application [Raz08] . In fact, we simply apply a Cauchy-Schwarz argument (aka semidefinite method) similar to those that were many times applied in this area in the past. However, the mathematical structure inherent in the theory of flag algebras allowed us to computerize the search for "right" relations using Maple and the CSDP package for semi-definite programming [Bor99] . As the reader will hopefully be convinced below, this has endowed us with capabilities (in terms of the sheer amount of routine work that becomes feasible) which can be hardly attained with any non-systematic approach. And we would like to specifically acknowledge here the earlier paper by Bondy [Bon97] devoted to similar goals in the context of a different problem.
Finally, we applied the same semi-definite program to Turán's original problem, and our numerical computations suggest the following improvement of (1):
We, however, did not feel motivated enough (there are 964 non-isomorphic 3-graphs on 6 vertices without induced I 3 4 !) to try to convert this floating-point computation into a rigorous mathematical proof.
The rest of the paper is organized as follows. In the next section 2 we recall the small fragment of the theory of flag algebras that is needed for our purposes (mostly notational system, in this paper we do not need its more sophisticated parts). Our account is specialized to the concrete firstorder theory (of 3-graphs without induced G 0 or G 3 ), and we give plenty of examples as we go along. Section 3 contains the proof of our main result. We deliberately present it first in the form of an ad hoc computation in flag algebras. For a (loose) description of the heuristical process and some mathematics behind these calculations that might be useful in other situations, the interested reader is referred to the next section 4. We finish with a few concluding remarks in Section 5.
Flag Algebras
We call a 3-graph admissible if it does not contain induced copies of G 0 or G 3 (recall that G i is the 3-graph on 4 vertices with i edges). Let H be the set of all admissible 3-graphs on vertices considered up to an isomorphism.
H 3 consists of two elements: an edge and the empty 3-graph. We will denote the first of them (the edge) by ρ.
H 5 has 9 elements. We depict them on Figure 1 using the following convenient notation from [CL99] : a 3-graph on [5] def = {1, 2, . . . , 5} corresponds to the ordinary graph with the same vertex set [5] in which e ∈ [5] 2 is an edge if and only if {1, 2, . . . , 5} \ e is a (hyper)edge of the original 3-graph. This creates an one-to-one correspondence between H 5 and the set of (ordinary) graphs on 5 vertices without vertices of degree 0 or 3 shown on Figure  1 . The five 3-graphs in the shaded area will be called regular; these are |H 6 | = 34. Since we do not know of any reasonable way to draw complicated 3-graphs, we list the elements of H 6 in Table 1 by their edge sets. The eight regular 3-graphs are listed first and denoted in bold.
A type is a totally labeled admissible 3-graph σ, i.e. an admissible 3-graph σ with V (σ) = [k] for some k ≥ 0 called the size of σ and denoted by |σ|.
For k = 0, 1, 2, there is only one type of size k that will be denoted simply by k.
Except for these trivial types, we will need only two types of size 4 that are based upon G 1 , G 2 and called τ 1 , τ 2 , respectively (Figure 2) .
For a type σ of size k, a σ-flag is a pair F = (H, θ), where H is an admissible 3-graph and θ : [k] −→ V (H) is an injective function defining 
. We choose in V (H) uniformly at random a subset V 1 of size 1 containing im(θ) and let p(F 1 , F ) be the probability that the induced σ-flag F | V 1 is isomorphic to F 1 . The "chain rule" [Raz07, Lemma 2.2] says that whenever 1 ≤˜ ≤ , we have the identity
We consider the space RF σ of formal finite linear combinations of σ-flags with real coefficients; the elements f = F α F F should be thought of as "flag parameters" mapping sufficiently large flags
Identities (3) then suggest that it is natural to factor RF σ by the subspace K σ of "identically zero flag parameters" generated by all elements of the form
where
is naturally endowed with the structure of a commutative associative algebra ([Raz07, Lemma 2.4]). We will give the exact recipe for computing F 1 F 2 only in conjunction with the averaging operator below, but the intuition behind this definition is that although the flag parameter
, this difference becomes negligible when the size of F grows to infinity ([Raz07, Lemma 2.3]). Therefore, the "idealized" function F → p(F, F ) for "very large" F should be expected to represent an algebra homomorphism φ ∈ Hom(A σ , R). Taking into account also the non-negativity property p(F, F ) ≥ 0, denote
Then it turns out that our intuition pays off and this object indeed captures all asymptotically true relations in extremal combinatorics. Referring the interested reader to [Raz07, Corollary 3.4] for full details, in our particular situation we have
The linear operator is that this expectation must be equal to p( f σ , H) for any (sufficiently large) H.
After this little bit of theory, let us look at the computational aspect.
, the element F 1 F 2 σ is computed as follows. Fix an arbitrary ≥ 1 + 2 − |σ| (the relations (4) will ensure that the final result does not depend on , see the example below) and let F 1 F 2 σ def = H∈H α H H, where non-negative coefficients α H are computed as follows. Choose uniformly at random an injective mapping θ : [k] −→ V (H) and two subsets V 1 , V 2 ⊆ V (H) of sizes 1 , 2 , respectively, subject to the only restriction V 1 ∩ V 2 = im(θ). Then α H is the probability that θ defines an embedding of σ into H and σ-flags
As an example, let us compute (e − 4/9)(1 − e) 1 (this element will be really used in our proof). First, (e − 4/9)(1 − e) 1 = −4/9 + 13/9e − e 2 1 = − 4 9 + 13 9 ρ − e 2 1 . Now we will express this element as a linear combination of hypergraphs in
where α i is the edge density Table 2 ; the interested reader may readily check that we will arrive at the same result if we first express (e − 4/9)(1 − e) 1 as a linear combination of elements of H 5 and then lift this expression to H 6 using relations (4).
, we abbreviate ∀φ ∈ Hom
This is a partial preorder on A 0 , and we need to prove that ρ ≥ 4/9. What we know ([Raz07, pages 1259-1260]) is that f 2 σ ≥ 0 for every type σ and every f ∈ A σ . This immediately implies that
and Q is an arbitrary positive semidefinite quadratic form.
Proof of Theorem 1
The upper bound π min (I 3 4 , G 3 ) ≤ 4/9 is provided by Turan's construction, so we only have to prove the opposite inequality π min (I 3 4 , G 3 ) ≥ 4/9 or, in our terminology, that ρ ≥ 4/9.
First note that (e − 4/9)(1 − e) 1 = 5 9 e − 4/9 1 − (e − 4/9) 2 1 ≤ by (6) 5 9 (ρ − 4/9); (7) therefore, it is sufficient to prove that (e−4/9)(1−e) 1 ≥ 0. And, again due to (6), it is sufficient to exhibit positive definite quadratic forms
As promised in Introduction, here we present the bare result, deferring a little bit of intuition to the next section. We let (cf. Figure 3 )
The quadratic form Q 1 is represented by the matrix 
11
; the reader better familiar with the language from [Raz07] should also notice that g 0 = i∈{1,2} j∈{3,4}
, where e * ∈ F 2 3 is an edge with two distinguished vertices. But we do not need this interpretation here.
Next, This completes the proof of Theorem 1.
Some reflections
Although the proof of Theorem 1 was mostly done on a computer, still there are a few important mathematical principles that have simplified both this work and the subsequent process of writing down its results. Like virtually anything in the theory of flag algebras, these principles are nothing else but a somewhat cleaned and mathematically structured form of certain intuition well-known in the field.
Given a type σ, let Γ σ be its group of automorphisms (for example, Γ τ 1 = S 3 and Γ τ 2 = Z 2 ⊕ Z 2 ). Then Γ σ naturally acts on A In order to reduce dimension even further, suppose that our problem comes equipped with a set Φ ⊆ Hom Table 3 ), the inequalities we are looking for should not have any slackness on regular (meaning ∃φ ∈ Φ(φ(H) > 0)) models H.
In our particular setting these general principles were combined with computer search roughly as follows.
The choice of τ 1 , τ 2 comes entirely from computer experiments -the analogue of (8) does not exist if we concentrate on τ 1 , τ 4 or τ 2 , τ 4 .
After the decision to restrict to τ 1 , τ 2 has been made, the right-hand side of (8) will necessarily vanish on the (regular!) complete 3-graph H 8 , and, by the third principle, so must the left-hand side. Introducing the term (1 − e) into it is the simplest way to make it happen.
The choice of g 0 and the decision to avoid the anti-invariant part Q 
Conclusion and open problems
It immediately follows from definitions that f ≥ 0 (f ∈ A σ ) implies that for any > 0 there exists > 0 such that all the coefficients in the expansion
are positive and, thus, inequality f ≥ − possesses a trivial proof in any reasonable sense. The complexity of this straightforward proof, however, grows when decreases.
The most interesting (in our opinion) general open question about asymptotic extremal combinatorics is whether any true relation f ≥ 0 can be itself proved using a "finite amount of manipulation with finitely many flags". In [Raz07, §6] (see also [Lov08, Problem 17]) we tried to present several precise refinements of this question. The current work gives one more example of an argument that can be formalized within the weakest of these refinements [Raz07, Question 0 on page 1280]. This also solves Problem 19 from [Lov08] .
That would be very nice to give a purely combinatorial proof of our result, e.g. by finding an inequality like (8) with a combinatorial (as opposed to brute-force) verification algorithm.
Is Turan's configuration φ T the only element of Hom
, R) attaining the extremal value φ(ρ) = 4/9? Note that since all entries in the last column of Table 3 corresponding to singular 3-graphs are strictly positive, we have also proved that any extremal φ must satisfy ∀H ∈ H 6 (φ T (H) = 0 =⇒ φ(H) = 0). This makes our uniqueness conjecture even more plausible.
And, of course, the problem of proving (or disproving) that π min (I 6. Recent developments 6.1. Other papers
After this paper was disseminated, Pikhurko [Pik09] completely proved the uniqueness conjecture stated above. In fact, his methods allowed him to obtain a complete characterization of all extremal graphs for sufficiently large n.
Hladký, Král' and Norine [HKN09] used the theory of flag algebras in their work on Cacceta-Håggkvist conjecture. They showed that every digraph on n vertices with minimum outdegree 0.3465n contains an oriented triangle that significantly improves upon all previously known bounds.
Mubayi challenge
Dhruv Mubayi (personal communication) compiled a list of a few other exact results, both known and new, about the density of 3-graphs similar to the one considered in the main body of our paper. As it has turned out, all of them can be re-proved with our method.
We utilize all our previous notation, with the exception that the notion of "admissible" will depend on the context. We also let E, N be the types of size 3 based on an edge (non-edge, respectively). We adopt the following enumerating scheme for
We let H 5,i ∈ H 5 (1 ≤ i ≤ 9) denote the ith 3-graph on Figure 1 . H 5,7 will be of particular interest to us; it will be denoted by C 5 and called the pentagon.
We begin with one old result by Frankl and Füredi [FF84] . Even if the structure of admissible graphs in this case is very restrictive, for some unclear reasons it requires substantially more computations than the others. We include our proof for the sake of completeness anyway, but the reader who does not want to get a wrong impression may want to skip to Theorem 3. Proof. For the lower bound see the original paper [FF84] . (1, 2, 3), (1, 2, 4), (1, 2, 5), (1, 2, 6), (1, 2, 7), (1, 3, 4), (1, 3, 5), (1, 4, 6), (1, 5, 7), (1, 6, 7), (2, 3, 4), (2, 3, 5), (2, 4, 6), (2, 5, 7), (2, 6, 7), (3, 4, 7), (3, 5, 6), (3, 6, 7), (4, 5, 6), (4, 5, 7) H 2
(1, 2, 3), (1, 2, 4), (1, 2, 5), (1, 2, 6), (1, 3, 4), (1, 3, 5), (1, 3, 7), (1, 4, 6), (1, 5, 7), (2, 3, 4), (2, 3, 5), (2, 4, 6), (2, 4, 7), (2, 6, 7), (3, 5, 6), (3, 5, 7), (3, 6, 7), (4, 5, 6), (4, 5, 7), (4, 6, 7), (5, 6, 7) H 3
(1, 2, 3), (1, 2, 4), ( There are only 10 admissible graphs on 7 vertices listed in Table 4 . We have:
(e − 13/18)(1 − e)(e + 5/18) 1
There are three ways to turn the pentagon C 5 into an N -flag (differing only be permuting labels) and we denote by µ 
It is straightorward to check that Q σ 1 is positive semi-definite, and
6 is shown on Figure 6 ; the bold edge between i and j corresponds to the element (x, i, j) of the link of the newly added vertex x. We let
6 is shown on Figure 7 . Let And finally we define
is positive semi-definite, and
Finally, combining pieces together, we get (e − 13/18)(1 − e)(e + 5/18) 1
Similarly to (7), ρ ≥ 13/18 follows by summing this inequality with e(e − 13/18) 2 1 ≥ 0.
Proof. For the lower bound (Mubayi) fix again an almost balanced function χ : V (H) −→ Z 3 and add to Turán's example all remaining hyperedges e that are not properly colored by χ (i.e., those e for which χ| e assumes twice some a ∈ Z 3 , and once -the value (a − 1) So far our constraints always involved induced subgraphs. This is not the case in the rest of the paper, so we switch to the dual notation π(H 1 , . . . , H h ) that is probably more customary to many readers anyway. Proof. π(H 5,2 ) ≥ 4/9 is implied by the 3-graph with 1/3, 2/3 partition of the vertices and all edges with exactly two vertices in the larger part [FPS03] .
As for the upper bound, in this case H 6 consists of 426 different 3-graphs, and we do not attempt to list all of them. We let (recall that E is the type of size 3 corresponding to an edge) This also beats (10) and implies π(G 3 , C 5 ) < π(G 3 ). It is worth noting that since π(G 3 , C 5 ) < π(C 5 ) also follows from (11) below, the pair {G 3 , C 5 } makes yet another example of a non-principal pair of 3-graphs [Bal90, MP08] .
[MT08a] also studied the version π 2 (G 3 ) when the G 3 -free 3-graph must be also 2-colorable, that is its vertex set can be represented as the union of two independent sets. They showed 0.2573 ≤ π 2 (G 3 ) < 0.291.
For our improvement of their upper bound, we look at the first-order theory (cf. [Raz07, §2] ) of 2-colored, as opposed to 2-colorable graphs. In other words, the models consist of pairs (H, χ), where H is an G 3 -free 3-graph and χ is its (explicit) 2-coloring. There are 1059 admissible models on 6 vertices, and the corresponding semi-definite program gives π 2 (G 3 ) < 0.2621.
[MR02] were also interested in π(C 5 ), and they proved that 0.4641 < 2 √ 3 − 3 ≤ π(C 5 ) ≤ 2 − √ 2 < 0.586.
There exist 835 admissible 3-graphs on 6 vertices, and our calculation shows that π(C 5 ) < 0.4683.
This value is pretty close to the lower bound in (11) which brings about an interesting possibility that perhaps the construction from [MR02] is optimal and in fact π(C 5 ) = 2 √ 3 − 3 is an irrational number. While such examples have been recently discovered for 2-colorable 3-graphs [MT08b] , to the best of our knowledge they are still unknown for 3-graphs without an additional structure.
