The present paper deals with a hydraulic jump study, characterization and numerical modeling. 
METHODS

Geometry and mesh
In this model of the hydraulic jump, the geometry to discre- As a consequence, cubic mesh elements of uniform size Δx are used throughout the entire domain (see Figure 1 ). The optimum mesh element size is highly case specific, so it is determined by means of a mesh sensitivity analysis.
Numerical model
Water level of open channel flows can be obtained by shallow wave approaches. However, they are not sufficient when modeling complex geometries as only a water depth value is assigned to each point on the streambed. In cases where a full description of the flow characteristics is necessary, resolving the Navier-Stokes Equations becomes a must. Equations (2) and (3) are the Navier-Stokes Equations for mass and momentum conservation in their incompressible form. Unfortunately, their complete analytical resolution has not been achieved so far, so numerical models are necessary to approximate a solution to every problem involving fluid motion.
where u is velocity, p is pressure, t is time, ρ is density, υ is kinematic viscosity, and f b is body forces (gravity and surface tension). The flow is assumed to be incompressible in order to save computational resources and so density vary- and Rusche ().
Water surface tracking
The coexistence and interaction of several fluids and the way that the interface among them is defined is of para- Its distribution throughout the domain is modeled by approximating an additional convection transport equation (Equation (4)). This implies considering both fluids, A and B, as a single multiphase fluid, whose properties are treated as weighted averages according to the fraction occupied by one fluid or another in each mesh element (see Equation (5)). This results in a set of α values between 0 and 1 throughout the entire modeled domain but no clear waterair interface is defined a priori.
where α is fluid fraction, u is velocity, t is time, and ξ rep- 
Flow aeration
The aeration of a water flow modifies its volume, depth, Its formulation is depicted in Equations (6) and (7)
where k is turbulent kinetic energy, ε is the dissipation rate of k, t is time, ρ is density, x i is the coordinate in the i axis, μ is dynamic viscosity, μ t is turbulent dynamic viscosity, P k is production of turbulent kinetic energy, P b is the buoyancy effect, Y M is the dilatation effect, and S k and S ε are the moduli of mean rate-of-strain tensor.
The remaining terms, (C μ , C 1ε , C 2ε , C 3ε , σ k , and σ ε ) are Among them, the SST k À ω (Menter ) proved to perform better than the Standard and the baseline (BSL) k À ω.
The suitability of one model or another is highly case specific and differences from using one model or another are normally remarkable. Hence, in order to determine which model performs best at a reasonable computational cost, a sensitivity analysis is conducted. To do so, simulations are run using the three RANS models discussed above ceteris paribus.
Boundary conditions
The boundary conditions imposed to force the hydraulic jump to occur consist of a supercritical flow inlet, a subcritical flow outlet, smooth bottom and side walls and an upper open air patch (see Figure 2) . At the inlet, in order to fulfill the desired Froude number, a water depth (h 1 ) and a potential velocity profile are imposed using a Dirichlet boundary condition. The pressure value is defined as a null von Neumann boundary condition, so forcing a hydrostatic profile.
As regards the inlet variables of the RANS model, i.e., k, ε, and ω, they cannot be directly estimated from measurements. Instead, they are set to an arbitrary low value and a short initial stretch of channel is added in order for the flow to develop while approaching the hydraulic jump.
As regards the outlet, the subcritical water height that forces the hydraulic jump to occur within the simulated domain (h 2 ) has to be imposed. This variable has to be (), have had to bypass this issue. To do so, they added an additional stretch of channel with an obstacle on the streambed, such as a step, a gate or a ramp, followed by a conventional free outlet.
In the present model, this problem is overcome by imposing a velocity profile at the outlet and so letting the hydrostatic profile develop, as is done at the inlet boundary condition. Assuming mass conservation, this approach univocally produces a given water height. This avoids having to model the aforementioned extra stretch of channel. As this implies bringing the boundary conditions closer to the phenomenon under study, comparative simulations are run in order to assess the model sensitivity to the boundary condition type.
A no-slip condition is imposed at the walls and roughness is not considered (Hager ). An atmospheric boundary condition is imposed at the top of the channel to allow fluids to enter and leave the channel. This is achieved by imposing a null Von Neumann condition to all variables except for pressure, which is set to zero (atmospheric pressure). Figure 2 summarizes the model's boundary conditions and some of its most relevant variables.
Wall treatment
The way the boundary layer is treated is of paramount importance in fluid modeling. Von Karman () established a universal law of the wall which defines the flow velocity profiles in the boundary layer. Velocity (u) and distance to wall (y) are adimensionalized using the shear velocity (u τ ) and the viscosity (υ), respectively
The lowest y þ regions, the so-called viscous sublayer (Schlichting & Gersten ) , are characterized by large gradients of velocity and other properties and the predominance of viscous effects. To avoid having to resolve these regions, wall functions are often used in CFD models.
These functions are imposed as boundary conditions on solid patches to avoid the use of excessively fine meshes, with the subsequent saving of computational resources. As a consequence, the model mesh has to be refined so that the y þ coordinate of the center of all mesh elements in touch with solid walls be somewhere between the buffer and the logarithmic sublayers (y þ ∼ 30). It is important not to over-refine meshes when using wall functions. If this happens, wall functions will be modeling the viscous sublayer, whereas the model itself would be resolving the flow in this region. This controversy may cause finer meshes to yield less accurate results.
In terms of accuracy, the best choice would be to use a low Reynolds number model with no wall function at all.
However, this implies refining the mesh to such an extent that the computational cost may become unaffordable.
There is a vast literature on improvements to the original implementation of wall functions, such as Johnson & Launder (), but most of the solutions proposed have not been adopted by most CFD codes. This is due to the fact that, despite these approaches being valid from a theoretical point of view, many of them may cause stability issues (Blocken et al. ) .
In this research, a high Reynolds number wall function for RANS models and smooth solid surfaces is implemented. The boundary layer in a case of these characteristics is likely to be slightly skewed (Taylor ).
Nevertheless, as the flow mainstream direction is completely longitudinal, a bi-dimensional wall function is used for the sake of simplicity.
Discretization schemes
As regards the discretization schemes used to make the CFD model partial differential equations numerically approximable, a good choice always must be a good compromise between accuracy and stability. In spatial discretization, 
where h 1 is supercritical water depth, w is channel width, However, in this study the stagnation point is used as a criterion to delimit the roller end. Hager () proposes the following expression to estimate the roller length
The efficiency of hydraulic jumps is defined as the ratio of the energy drop to the upstream hydraulic head. These variables are obtained from Equation (12) as a function of water height (h i ), flow velocity (u i ) and acceleration of gravity (g). Equation (13) represents how hydraulic jump efficiency is computed. According to Hager & Sinniger () , in classical hydraulic jumps, the latter variable can be estimated as a function of the approaching Froude number using Equation (14)
Water surface levels are a variable of paramount importance in the design of hydraulic structures. Its accurate estimation is crucial for a proper stilling basin design that avoids bank overflows. In the present work, the average water surface levels are numerically computed and compared to the expression by Bakhmeteff & Matzke ()
where Γ(x) is water level at x (h i ), non-dimensionalized following Equation (16), where h 1 and h 2 are the supercritical and subcritical water levels, respectively. The variable X is the non-dimensional longitudinal coordinate (x), computed as a function of x 1 (hydraulic jump toe position) and x 2 (roller end position) as Equation (17) indicates
The nature of hydraulic jumps is highly chaotic and unstable, and so most of its characteristic variables show a quasi-periodic behavior (i.e., patterns can eventually be observed, but their characteristic period is not constant). 
RESULTS AND DISCUSSION
Graphic analysis
A visual analysis of the model results leads to the conclusion that a stabilized hydraulic jump is reached (see Figure 3 ). All the characteristic features of this kind of jump described by 
Sensitivity analysis
As discussed above, a mesh, turbulence, and boundary condition model sensitivity analysis is conducted in order to determine the best combination to achieve accurate results at an affordable computational cost. As regards the outlet boundary condition used, Figure 4 shows examples of hydraulic jumps simulated using both As regards the estimation of roller lengths, the SST k À ω model appears not to be able to capture accurately this variable. The Standard k À ε model shows a reasonable accuracy (all errors are below 6%) and low sensitivity to mesh size, which is an asseet. However, RNG k À ε is even more accurate and shows a perfect monotonically decreasing trend in errors, although the model is also highly sensitive to mesh size variations. The RNG k À ε model with 7:00 mm size mesh appears to be the most accurate approach in the roller length prediction.
The prediction of the hydraulic jump efficiency achieves the highest accuracy values, with the error of all models below 2%. The Standard k À ε with 7:00 mm size mesh is the most accurate (0:1%) but, as observed in Figure 5 , the Nevertheless, an instant observation of the evolution of this variable shows that SST k À ω models produce a more unstable and bursting water surface with high bubble and spray production. Both k À ε models produce smoother surfaces, even though the Standard k À ε is also the model that yields a more uniform and less turbulent free surface. In the light of the results, the model is ready to be applied to real-life design cases, such as dam stilling basins, stepped spillways, river rapids, meandering channels, etc. As discussed above, the most accurate turbulence model in this kind of application is the RNG k À ε, although very fine meshes are necessary to ensure good performance and this model proved to be slightly slower than the Standard k À ε. The latter turbulence model could be a better choice in cases where low computational requirements are preferred without compromising accuracy excessively. The
Standard k À ε also proved capable of reproducing the average water free surface slightly better.
As for future work, the model is currently being used in similar applications, both theoretical, such as triangular, circular and radial hydraulic jumps, and real-life cases. Also, the air entrainment and concentration distribution in hydraulic jumps is being studied using this model and compared with experimental data. 
