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AbtractThe performance of current shared-memory multiprocessor systems depends on both the
efficient utilization of all the architectural elements in the system (processors, memory,
etc), and the workload characteristics. This Thesis has the main goal of improving the ex-
ecution of workloads of parallel applications in shared-memory multiprocessor systems
by using real performance information in the processor scheduling.
In multiprocessor systems, users request for resources (processors) to execute their
parallel applications. The Operating System is responsible to distribute the available
physical resources among parallel applications in the more convenient way for both the
system and the application performance.
It is a typical practice of users in multiprocessor systems to request for a high number
of processors assuming that the higher the processor request, the higher the number of processors
allocated, and the higher the speedup achieved by their applications. However, this is not true.
Parallel applications have different characteristics with respect to their scalability. Their
speedup also depends on run-time parameters such as the influence of the rest of running
applications.
This Thesis proposes that the system should not base its decisions on the users requests
only, but the system must decide, or adjust, its decisions based on real performance
information calculated at run-time. The performance of parallel applications is an
information that the system can dynamically measure without introducing a significant
penalty in the application execution time. Using this information, the processor allocation
can be decided, or modified, being robust to incorrect processor requests given by users.
We also propose that the system use a target efficiency to ensure the efficient use of
processors. This target efficiency is a system parameter and can be dynamically decided
as a function of the characteristics of running applications or the number of queued
applications.
We also propose to coordinate the different scheduling levels that operate in the
processor scheduling: the run-time scheduler, the processor scheduler, and the queueing
system. We propose to establish an interface between levels to send and receive
information, and to take scheduling decisions considering the information provided by
the rest of levels. In particular, we propose that the processor scheduler decides when a
new application can be started and let the decision about which application to start to the
queueing system.
viii ABSTRACTThe evaluation of this Thesis has been done using a practical approach. We have
designed and implemented a complete execution environment to execute OpenMP
parallel applications. We have introduced our proposals, modifying the three scheduling
levels (run-time library, processor scheduler, and queueing system): At the run-time level
we have implemented some techniques to improve the run-time behavior in a
multiprogrammed multiprocessor system, including the coordination with the O.S.
scheduler. We have also proposed a mechanism to dynamically measure the performance
of parallel applications. At the processor scheduling level, we have mainly proposed
several scheduling policies to include the performance information in the processor
allocation policy. We have also specified the mechanism to coordinate the processor
scheduler with the queueing system. At this level we have also done proposals to work
both in space-sharing and in gang scheduling policies. At the queueing system we have
mainly incorporated the coordination with the processor scheduling level.
Results show that the ideas proposed in this Thesis of (1) measuring the applications
performance at run-time to decide and/or adjust the processor allocation, (2) imposing a
target efficiency to ensure the efficient use of resources, and (3) coordinating the different
scheduling levels, significantly improve the system performance. If the evaluated
workload has been previously tuned, in the worst case, we have introduced an slowdown
around 5% in the workload execution time compared with the best execution time
achieved. However, in some extreme cases, with a workload and a system configuration
not previously tuned, we have improved the system performance in a 400%, also
compared with the next best time.
The main results achieved in this Thesis can be summarized as follows:
• The performance of parallel applications can be measured at run-time. The
requirements to apply the mechanism proposed in this Thesis is to have malleable
applications and shared-memory multiprocessor architectures.
• The performance of parallel applications must be considered to decide the
processor allocation. The system must use this information to self-adjust its
decisions based on the achieved performance. Moreover, the system must impose a
target efficiency to ensure the efficient use of processors.
• The different scheduling levels must be coordinated to avoid interferences
between levels.
• Malleability is a desired application characteristic that benefits both the
application and the system. The application because applications do not have to
wait for a certain amount of resources to become available, and to the system
because it can better distribute the available resources among applications.
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This Thesis focuses on the efficient execution of workloads of parallel ap
cations in multiprogrammed multiprocessor environments. In particular,
will defend two main ideas: the first one is that all the scheduling lev
must be coordinated to achieve a good system performance. The secon
is that the processor scheduling must consider real performance infor
tion to decide the processor allocation, and to impose a target efficienc
running applications to ensure the efficient use of resources.
In this Chapter, we introduce the main subjects of this Thesis, its motivat
and our contributions.1
2 CHAPTER11.1 Introduction
Multiprocessor architectures appeared as the natural extension to uniprocessor systems.
The common characteristics among all the multiprocessor systems is that they have mul-
tiple processors that may be used to execute multiple applications at the same time, one
application in multiple processors (parallel application), or combinations of the two cases
(multiprogrammed systems that execute parallel applications).
The first approach to schedule concurrent applications on these systems was to directly
apply uniprocessor policies extended to the case of several processors. However, users,
system administrators, and researchers, quickly observed that uniprocessor policies do
not exploit the potential of these systems.
The problem was to consider that a multiprocessor system had the same characteristics
and problems that a uniprocessor system. Multiprocessor systems have their own goals,
applications, and architectural characteristics, and they must be taken into account to
schedule, not only processors, but any physical resource. Goals, because multiprocessor
systems are oriented to increase the throughput of the system and the speedup of individ-
ual applications. Applications, because parallel applications have frequent synchroniza-
tions. These synchronizations imply that the delay of some of the processes can result in
a delay of the complete application. Architectural characteristics, because multiprocessors
have two elements that in most of the cases determine the application and the system per-
formance: the memory system and the interconnection network. In multiprocessor sys-
tems, the different memory and network organizations have a direct effect in how
applications must be scheduled.
For these reasons, since multiprocessor systems appeared, the scheduling of applica-
tions has been an important research subject in this kind of systems, from the point of
view of job scheduling, to the point of view of run-time libraries that schedule parallel
loops.
As we have commented, all the components of the system (processors, memory, net-
work, and I/O) influence in the performance of a multiprocessor system. In this Thesis,
we will focus in the problem of how to schedule workloads of parallel applications in
shared-memory multiprocessor systems, taking into account all the elements of the sys-
tem, but focusing in the processor scheduling.
Introduction 31.2 The scheduling problem
The scheduling problem consists of how to assign physical processors to application
threads. The scheduling problem can be divided in three levels: job scheduling, processor
scheduling, and loop scheduling.
Figure 1.1 shows the three scheduling levels. The first one, the most external, is the job
scheduling. At this level the problem consists of deciding which job should be executed.
This level of decision is implemented by the queueing system. These decisions are taken
at a low frequency compared with the other levels. The second decision level is the pro-
cessor scheduling. It decides how many processors to allocate at any moment to each run-
ning application. This level of decision is implemented by the processor scheduler. The
last one is the loop scheduling problem, and it decides how to distribute the computation
among the processors allocated to the application. It is implemented by the run-time
library that controls the application parallelism. This very short-term scheduler is nor-
mally not considered by the O.S, but it is a responsibility of the application itself.
In commercial systems, these three levels are loosely coordinated. Decisions taken by
each level are taken without cooperation with the others levels. This behavior generates
situations such as applications running with more kernel threads than available proces-
sors, or that there are free processors and queued applications at the same time.
In some previous research works, it was proposed an interface between the processor
scheduling level and the loop scheduling level to adjust the number of running threads












Decision level Implemented by
4 CHAPTER1informs the processor scheduler about the number of processors requested, and the pro-
cessor scheduler informs the run-time about the number of processors allocated to the
application. With this first level of interaction, the overall performance was significantly
improved. These proposals are described in Chapter 2.
Introduction 51.3 Our Thesis
In this Thesis, we propose to extend other proposals with three main points:
• To achieve the best overall system performance, and the best individual
application performance, all the scheduling decisions must be coordinated. That
means, to provide an interface between the queueing system and the processor
scheduler, and an interface between the processor scheduler and the run-time
library allowing such coordination.
• It is necessary to include real performance information in the processor
scheduling decisions. We consider real performance information those values
measured at run-time.
• It is necessary to impose a target efficiency to running applications to ensure
the efficient use of processors.
The first point is the coordination between levels. Coordination means that each sched-
uling level will provide information about its internal status to levels that communicate
with it, and that it will receive information from them. Coordination also means that
scheduling decisions taken at each level will consider all this information. Coordination
will allow the system to avoid incorrect situations that degrade the system performance
such as the ones commented previously, where there can be free processors and queued
applications at the same time. Or the inverse situation, where the queueing system can
start a new application when the system is heavily loaded.
The second point, the use of real performance information in addition to other user
provided information, will allow the processor scheduler to improve its scheduling deci-
sions. Our third point is not only to consider the application performance, but also to
impose a target efficiency to be achieved by running applications. The goal of this target
efficiency is to ensure the efficient use of resources. Not to consider the application per-
formance could result in an inefficient processor allocation such as to allocate a small
number of processors to a parallel application that scales very well and a lot of processors
to a parallel application that does not scale at all. This last case even can result in an incre-
ment in the execution time of the application.
6 CHAPTER1Figure 1.2 shows the main proposals of this Thesis: coordinate the three scheduling lev-
els to improve the system performance, and include performance related information to
decide the processor scheduling.
Some works have previously proposed to allocate processors as a function of the appli-
cation performance. They always assume that application performance is known before
the application execution, a priori. Details about these proposals are presented in Chapter
5. However, we believe that the system can not rely on users be neither experts nor honest.
There are also some other related problems to the use of a priori information:
• Sometimes, it is not possible to evaluate parallel applications because their
performance depends on input data and the number of combinations makes it
impossible to calculate all the possibilities.
• Sometimes, the optimal number of processors for a particular application may
not be optimal for the overall system performance, for instance if the load is very
high.
• The performance of a high number of applications depends on run-time
parameters such as the memory mapping, the number of process migrations, or the
influence of the rest of running applications (concurrently executed).
To demonstrate our Thesis, we propose an execution environment with the following
characteristics: The performance of parallel applications will be measured at run-time, the
processor scheduler will impose a target efficiency to running applications to receive pro-

















Introduction 71.4 Contributions of this Thesis
To demonstrate our ideas, we present a practical approach based on implementing mech-
anisms and policies in a real system. The particular contributions that demonstrate the
main points of this Thesis are divided into three parts.
In the first part of this Thesis, we propose a complete execution environment that
includes a run-time library that performs a dynamic performance analysis, and a new
scheduling policy that incorporates the concepts of: use of real performance information,
impose a target efficiency, and coordination with the queueing system.
The dynamic performance analysis is implemented by the SelfAnalyzer. SelfAnalyzer
is a run-time library that measures the speedup of parallel applications at run-time, and
also estimates the execution time of parallel applications. SelfAnalyzer exploits the itera-
tive behavior that have a lot of parallel applications, which have a predictable behavior
since they repeat the same code several times. The SelfAnalyzer measures the execution
time of several iterations with different number of processors and calculates the speedup
as the ratio between two of these measurements.
The new coordinated scheduling policy is called Performance-Driven Processor Allo-
cation Policy (PDPA). PDPA takes two decisions: the processor allocation and the multi-
programming level. Regarding the processor allocation, PDPA is a dynamic space-
sharing policy that decides a processor allocation based on the performance of running
applications, and imposes a target efficiency. With respect to the multiprogramming level,
PDPA decides to increment the multiprogramming level when there are free processors
and all the running applications have an stable allocation. PDPA will show us the poten-
tial and the benefits of a policy that considers application performance and ensures a tar-
get efficiency in parallel applications in front of policies that do not consider this point.
In the second part of this Thesis, we present a new methodology to incorporate these
three points to any previously proposed processor scheduling policy. The goal of this
methodology is to incorporate the concepts of (use real performance information/ensure
target efficiency/coordinated scheduler) to other criteria exploited by other policies. With
this aim, we present Performance-Driven Multiprogramming Level (PDML). We have
applied PDML to two space-sharing policies: Equipartition and Equal_efficiency. We
have named the resulting policies Equip++ and Equal_eff++. Results will show that after
applying PDML, the resulting policies detect and correct situations where applications
with bad performance were using a high number of processors due to inefficient alloca-
tions decided by the original policies.
In the last part of this Thesis, we incorporate the concepts of (use of real performance
information/ensure target efficiency/coordinated scheduler) to a different set of policies,
gang scheduling policies. Gang scheduling policies perform time-sharing among applica-
tions. Applications are grouped into slots, and at each quantum expiration the scheduler
selects a new slot to execute in a round-robin way. Traditionally, these policies apply a
8 CHAPTER1simple dispatch, that means that applications receive as many processors as they request.
We will show that the ideas proposed in this Thesis are also valid in gang scheduling pol-
icies.
We propose two contributions to this kind of policies. In the first one, we propose to
apply the PDML methodology to a traditional gang scheduling policy. We call the result-
ing policy Performance-Driven Gang Scheduling (PDGS). PDGS evaluates the perfor-
mance of active applications every a certain quantum, and adjust their allocation if they
do not reach the target efficiency.
The second proposal to improve gang scheduling is a new re-packing algorithm. Re-
packing algorithms decide how applications are grouped in the different slots. We pro-
pose the Compress&Join algorithm. The goal of Compress&Join is to reduce the number
of slots, which is one of the main sources of overhead of gang scheduling policies. Com-
press&Join reduces the processor allocation of applications in a proportional way to the
application performance. With this reduction in the processor allocation, it is possible to
fit the same number of applications in a small number of slots. In both cases, PDGS and
Compress&Join, we coordinate the processor scheduler with the queueing system to
decide when a new application can be started.
Introduction 91.5 Overview of the Thesis environment
Since we will demonstrate our ideas using a practical approach, we believe that it is im-
portant to briefly describe the characteristics of the Thesis execution environment. Figure
1.3 shows its main elements, and it is fully described in Chapter 3.
This Thesis has been developed in an shared-memory multiprocessor environment. In
particular, in a CC-NUMA machine with 64 processors. We have selected this architecture
because of its availability, and because it is representative of systems with a medium-high
number of processors used in commercial environments and supercomputing centers.
One of the characteristics of our proposed environment is that applications must be
malleable to adapt their parallelism to the number of processors available. In this Thesis,
we have used the OpenMP programming model because in OpenMP the parallelization
does not only depend on the number of physical processors, but also it depends on the
algorithm and the loop scheduling policy applied. With the OpenMP model, and the sup-
port of the run-time library, applications can be malleable. In this Thesis, we have used
the NthLib as run-time library. The NthLib uses the processor scheduler interface to
request for processors and to check the number of processors allocated to the application.
The NthLib is able to react to changes in the number of processors allocated to the appli-
cation.
The last elements in the execution environment are the processor scheduler and the
queueing system. These two elements have been implemented at user level to implement
and evaluate all the proposals presented in this Thesis. The processor scheduler imple-
ments the processor scheduling policy and enforces its decisions by means of the native
operating system. As we have commented, it provides an interface used by the run-time
library. In this Thesis, the processor scheduler also provides another interface used by the











Figure 1.3: Thesis execution environment
scheduler
IRIX 6.5
10 CHAPTER1decides when to start the execution of jobs submitted to the system. In our proposed exe-
cution environment, the processor scheduler will inform the queueing system about the
convenience of starting a new application, and the job scheduling policy (implemented
by the queuing system) will decide which particular application to start. In this Thesis,
the job scheduling policy implemented is a FIFO, and the job selected is always the first
queued job.
Introduction 111.6 Organization of the Thesis document
This Thesis is organized as follows: Chapter 2 describes the main elements of a multipro-
cessor system: multiprocessor architectures, scheduling policies, and programming mod-
els. We focus on elements that are more related to this Thesis such as CC-NUMA
architectures or space-sharing policies.
Chapter 3 presents the particular characteristics of our execution environment. We
describe the queueing system, Launcher, the processor scheduler, CPUManager, and the
improvements introduced in this Thesis in the run-time library, NthLib.
Chapter 4 presents SelfAnalyzer, a run-time library that dynamically calculates the
performance of parallel applications.
Chapter 5 presents Performance-Driven Processor Allocation (PDPA), a coordinated
scheduling policy that decides both the processor allocation and the multiprogramming
level.
Chapter 6 describes Performance-Driven Multiprogramming Level (PDML), a new
methodology that transforms previously proposed processor allocation policies to
include job performance analysis and coordination with the queueing system.
Chapter 7 presents two new techniques based on the use of job performance analysis
and job malleability to improve gang scheduling policies: Performance-Driven Gang
Scheduling (PDGS) and Compress&Join algorithm.
Finally, Chapter 8 presents the conclusions and the future work of this Thesis.
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