Abstract. In this paper the implementation of a parallel watershed algorithm is described. The algorithm has been implemented on a Cray J932, which is a shared memory architecture with 32 processors. The watershed transform has generally been considered to be inherently sequential, but recently a few research groups, see 5, 9, 10], have designed parallel algorithms for computing watersheds. Most of these parallel algorithms are based on splitting the source image in blocks, computing the watersheds of these blocks and merging the resulting images into the desired result. A disadvantage of this approach is that a lot of communication is necessary at the boundaries of the blocks. It is possible to formulate the computation of the watershed transform as a shortest path searching problem that is commonly found in algorithmic graph theory. In this paper we use a parallel adapted version of Dijkstra's algorithm for computing shortest paths in undirected graphs.
Introduction
Meyer gives in 7] a de nition of the watershed of a digital gray scale image in terms of shortest paths. In this section we will give a short summary of this de nition.
A digital gray scale image is a function f : D ?! IN, where D Z Z 2 is the domain of the image and f(p) denotes the gray value of the pixel p 2 D. Let E denote the underlying grid, i.e. E is a subset of Z Z 2 Z Z 2 . A path P of length l between two pixels p and q is an (l + 1)-tuple (p 0 ; p 1 ; :::; p l?1 ; p l ) such that p 0 = p, p l = q and 8i 2 0; l) : (p i ; p i+1 ) 2 E. The length of a path P is denoted by l(P). For a pixel p 2 D the set of neighboring pixels of p is de ned as N E (p) = fq 2 D j (p; q) 2 Eg.
The lower slope, which is the maximal slope linking a pixel p to any of its neighbors of lower altitude, is de ned as LS(p) = MAX q2fpg NE(p) (f(p) ? f(q))
The cost for walking from one position p to a neighboring position q is de ned as cost(p; q) = We denote the set of all paths from p to q by p ; q. The topographical distance between two pixels p and q along a path P = (p 0 ; :::; p l(P) ) is de ned as
The topographical distance between points p and q is de ned as the minimum of the topographical distances along all paths between p and q:
The topographical distance between a point p 2 D and a set A D is de ned as:
Note that T f (p; q) = 0 if p and q are interior pixels of the same plateau. Now we construct a function f by replacing the values of f in all the local minima of f by 0, i.e. f (p) = 0 if p lies in a regional minimum, f (p) = f(p) otherwise. Let (m i ) i2I be the collection of minima of the function f . Note that these minima are sets, since a minimum can be a plateau instead of one single pixel. The catchment basin of a minimum m i , denoted CB(m i ), is de ned as the set of points p 2 D that are topographically closer to m i than to any other minimum m j :
The watershed of a function f is the set of points of its domain which do-not belong to any catchment basin:
Dijkstra's algorithm
In the previous section the de nition of the watershed of a digital image is given. However, although this de nition is mathematically sound, it is not immediately clear how to compute the watershed of a digital image, since the de nition quanti es over all topographical paths between each pixel p 2 D and all the minima m i .
In graph theory shortest path searching problems have been studied extensively. In the rest of this section we will review the problem of computing the lengths of the shortest paths in a given graph from a source node s to all the other nodes in this graph. We assume we have an undirected graph G = (V; E), and a weight function (p i ; p i+1 ) 2 E, is the shortest path from a node p 0 to another node p n , then the shortest path from p 0 to p i , with 0 i n, is given by (p 0 ; :::; p i ). This trivial observation leads to a very elegant algorithm for solving the shortest path problem.
The basic idea is to initialize for each node v 2 V nfsg the distance between v and s to in nity, while the distance between s and itself is set to zero. After initialization, a wavefront starting in s is propagated through the graph along the edges of the graph. During the propagation we keep track of the distance the wavefront has traveled so far. When a node is reached by the wavefront and the distance traveled is smaller than the current value stored in this node, the value of this node is updated. This propagation process stops when all nodes of the graph have been reached by the wavefront. The pseudo-code of this algorithm is given in Fig. 1 .
From the code of the algorithm it is clear that, assuming that the time complexity of the function GetMinDist is O(1), the time complexity of the entire algorithm is O(jEj), since each edge of the graph is traversed only twice 2 . Since E V V , the time complexity can also be written as O(jV j 2 ).
Computation of the Watershed based on Dijkstra's algorithm
If we compute the function cost of a digital gray scale image f, and use it as the weight function associated with the edges of the grid E, then Dijkstra's algorithm can be used to compute the topographical distance between each pixel and a local minimum m i . In the rest of this paper all distances are topographical distances unless explicitly stated otherwise. Dijkstra's algorithm appears to be a very time consuming operation, since the number of nodes of the graph is the number of pixels in the image. However, because the graph is a digital image there are only 4, 6 or 8 edges leaving each node, in the cases of 4, 6, or 8-connectivity, respectively. Thus jE j= k 2 jV j, where k denotes the connectivity we use. So, the time complexity of 2 In a directed graph each edge is traversed only once. Dijkstra's algorithm for this speci c case is not quadratic in the number of pixels, but linear.
For the computation of the watershed of f we need to know the distance of each pixel p 2 D to each minimum (m i ) i2I , so we could apply the algorithm j I j times, to compute the distances between each pixel p and each minimum in the image. However, we will modify the function d in Dijkstra's algorithm as follows. We store for each p 2 D in the rst coordinate of d v] the index of the nearest minimum, and in the second coordinate the distance to this minimum. The resulting algorithm is given in Fig. 2 . A wavefront is initiated in each minimum of the image. Each wave is labeled with the index of the minimum it started in. If wavefront i reaches a node p after it has propagated over a distance l, and l is less then the value of the second coordinate of d p], the value l is placed in the second coordinate of d p], while the rst coordinate is set to i. If a node p is reached by another wavefront that has propagated over the same distance, the rst coordinate of p is set to the arti cial value Wsh, designating that p is a watershed pixel.
If, for the time being, we assume that GetMinDist has time complexity O(1), the sequential watershed has time complexity O(j E j), which is the same as time complexity O(j D j). Thus, if we are able to implement the function GetMinDist such that it runs in constant time, we can compute the watershed of an image in an amount of time which is linear in the number of pixels of the image.
Implementation of GetMinDist using queues
In this section we will show that it it possible to implement the function GetMinDist such that it has time complexity O(1). The function should return the pixel p, which has not been reached by the wavefront yet, with the shortest distance to any of the This can be realized with a priority queue of fo-queues. It is implemented as a simple circular array. With each fo-queue a distance is associated. This distance is the distance that a wavefront still has to travel before it will reach the pixels in this queue. The distances associated with the fo-queues are used as the priority values in the priority queue { a smaller distance means a higher priority. In the fo-queue with distance d associated with it, we store the pixels that will be reached by some wavefront after it travels a distance d further than where it is now. The order in which pixels of di erent plateaus are stored in these queues is irrelevant. The queues are fo-queues, such that pixels which are located in the interior of a plateau, are ordered in this queue according to another distance function d , which measures how far pixels are away from the boundary of the plateau. For this function d one may take any of the standard metrics for binary images, such as the city-block distance in the case of 4-connectivity. In this way the algorithm automatically computes a skeleton by in uence zones of such a plateau, if the plateau is reached by two or more waves at the same time. The priority queue is initialized with a fo-queue (at index 0) containing all pixels that are located in the regional minima of the image. It is clear that, using this data structure, GetMinDist runs in O(1) time, since it simply returns (and removes) the pixel at the front of the fo-queue which is the rst queue in the priority queue (queue with index 0 in g. 3). This queue, and that pixel, are directly accessible. Insertion in the queues can also be done in O(1) time, if we keep track of the last position in each fo-queue, as well as the rst position.
Parallelization of the Sequential Watershed Algorithm
It is easy to compute the lower slope and the cost function of an image in parallel, since the computation of the function value of a pixel is completely independent of the computation of this value for some other pixel. On the Cray J932, a shared memory computer, the speedup for computing these routines is almost linear with the number of processors.
The detection of minima is not entirely trivial, since local minima can be huge plateaus, and as a result we cannot decide whether a pixel is located in a regional minimum by just inspecting its value and those of its neighbors. To solve this problem, we use the algorithm for detecting local minima as given in 9] 3 . The speedup of this algorithm is approximately linear in the number of processors, although the in uence of concurrent references to the same memory locations starts to play a major role if we use many processors 4 .
The computation of the watershed on the graph can also easily be parallelized. Given a shared memory computer with as many processors as there are minima, each processor computes the catchment basin belonging to a single minimum. Each processor has a private version of the queue data structures. The algorithm executed by a single processor is almost the same as the sequential code. The only di erence is that the priority queue is initialized di erently. Instead of placing all minima pixels in the queue only the minima pixels corresponding to the processor's minimum are placed in the queue.
In practice we do not have as many processors as the number of minima. If this number is M and the number of processors is P we assign to each processor the task to compute the catchment basins of dM=Pe minima. Of course the number M is in general not divisible by P, so one processor will be assigned a slightly smaller task, which may result in a slight load imbalance. Since we use shared memory, concurrent references to the same memory locations are to be expected. Since this can result in unpredictable behavior we have to synchronize these memory references using critical sections. Critical sections are sections of the program that can be executed by only one processor at the same time. These critical sections are implemented using binary semaphores (see 2]).
Performance Results
In general it is impossible to predict the exact speed-up of the parallel algorithm, since it is unknown a priori how many minima there are, and we do not know the size of the corresponding catchment basins. If the number of minima is smaller than the number of processors, we should not expect to gain speed by using more processors since each extra processor will be idle. In practice however, most images contain many more minima than the number of processors. Load imbalance as a result of di erent sizes of the catchment basins is a much more serious cause of decrease in speedup. In theory it is even possible that an image has catchment basins of only a few pixels, while some other catchment basin contains most of the pixels. In this case, the runtime performance of the parallel algorithm will be close to, or even worse than, the sequential algorithm running on a single processor, since the task to compute the large catchment basin is (almost) as expensive as computing the watershed of the entire image. However, if all the catchment basins are of approximately the same size, then the load balancing should be relatively even.
We tested the algorithm on a series of 6 images of 512 512 pixels. While running We see that the speedup in the case of the blobs image remains the same if we keep adding more processors. The image contains only 4 regional minima, and thus each extra processor will remain idle. The poor speedup in the case of the chess board image is caused by the fact that it contains a widespread regional minimum { the boundaries of the squares. This minimum reaches over the entire image, causing a big load imbalance. The peppers image and the aircraft image contain many regional minima, most of them are noise resulting in many very small tasks causing a lot of overhead. The waves image and the gold image contain a reasonable number of uniformly distributed regional minima, resulting in a fairly good speedup.
Conclusions and further research
Computing watersheds in parallel is di cult. The original watershed algorithm proposed by Vincent and Soille (see 11]) is very hard to parallelize since this de nition is an inherently sequential recursion. The de nition given by Meyer (see 7] ) used in this paper, o ers some possibilities to compute watersheds in parallel using Dijkstra's shortest path algorithm.
Since we do not know a priori the size of a catchment basin associated with each minimum, load imbalance may occur. This will be the subject of study for future implementations. One solution is to reduce the number of minima using standard techniques to reduce over-segmentation. In practice we see that a lot of computing time is wasted on noise minima.
Another possible solution for the load imbalance is a better allocation of minima to the processors. If we allocate minima which are close to each other to the same processor wavefronts will get pruned earlier.
