Abstract. We study the global geometry of surfaces in Sasakian space forms whose mean curvature vector is parallel in the normal bundle (these include the Riemannian Heisenberg space of dimension 2n + 1). We prove a codimension reduction theorem. We introduce two holomorphic quadratic differentials on antiinvariant such surfaces and use them to obtain classification theorems.
Introduction
There is considerable research on the geometry of constant mean curvature surface (cmc surfaces) in 3-dimensional manifolds. In this paper we will consider surfaces in manifolds of dimension greater than 3, whose mean curvature vector is parallel in the normal bundle (pmc surfaces).
The theory of pmc surfaces was developed by S.-T. Yau [20] , D. Ferus [7] and J. Erbacher [4] . Recently, H. Alencar, M. do Carmo and R. Tribuzy obtained structure theorems for pmc surfaces in M n × R, where M n is a simply connected space form [1] . The present authors developed the theory in complex and cosymplectic space forms [8, 9] . M. J. Ferreira and R. Tribuzy continued this study in symmetric spaces [6] .
We now study pmc surfaces in simply connected Sasakian space forms N 2n+1 (c) of constant ϕ-sectional curvature c (we will explain what this means in the next section). Remark that N 2n+1 (1) is isometric to the unit sphere S 2n+1 and N 2n+1 (−3) is isometric to Heisenberg space. We recommend the book of D. E. Blair [2] .
One of our main results is the following theorem.
Theorem 3.9. Let Σ 2 be an isometrically immersed non-minimal pmc surface in a Sasakian space form N 2n+1 (c) with constant ϕ-sectional curvature c = 1. Then one of the following holds:
(1) Σ 2 is an integral pseudo-umbilical surface and n ≥ 3; or (2) Σ 2 is not pseudo-umbilical and lies in a Sasakian space form N 11 (c).
We also study anti-invariant pmc surfaces in N 2n+1 (c) with c = 1 and mean curvature vector H = 0. We introduce two holomorphic quadratic differentials on such surfaces and use them to understand their geometry. In particular, we classify all integral complete non-minimal pmc surfaces with non-negative Gaussian curvature when n = 3 (dimension 7). The theorem is (we will explain the terminology in Section 4): The paper is organized as follows. In Section 2 we define Sasakian manifolds and state their curvature equations. We give the four models of the simply connected Sasakian space forms N 2n+1 (c) obtained by S. Tanno [18] .
In Section 3 we develop the study of the geometry of pmc surfaces in the space forms N 2n+1 (c). We then prove the reduction of codimension result, Theorem 3.9.
In Section 4 we discuss anti-invariant pmc surfaces in N 2n+1 (c). We introduce two quadratic differentials and prove that their (2, 0)-parts are holomorphic quadratic differentials on such surfaces. We define Hopf cylinders and discuss their geometry. We then prove Theorem 4.7.
Finally, in Section 4, we pursue the study of anti-invariant pmc surfaces and we prove the following non-existence theorem. Equivalently, a contact metric manifold is a Sasakian manifold if and only if
for all tangent vector fields U and V , where ∇ N is the Levi-Civita connection. It can be easily shown that on a Sasakian manifold we have ∇ N U ξ = −ϕU (see [2] ). A submanifold M of a Sasakian manifold N 2n+1 is called anti-invariant when ϕ(T M ) ⊂ N M , where N M is the normal bundle of M , and integral if η(X) = 0 for all vector fields X tangent to M . The dimension m of an anti-invariant submanifold satisfies m ≤ n + 1 and that of an integral submanifold m ≤ n. We also note that any integral submanifold of a Sasakian manifold is anti-invariant. An integral curve is called a Legendre curve. Now, let (N, ϕ, ξ, η, g) be a Sasakian manifold. The sectional curvature of the 2-plane generated by U and ϕU , where U is a unit vector orthogonal to ξ, is called the ϕ-sectional curvature determined by U . A Sasakian manifold with constant ϕ-sectional curvature c is called a Sasakian space form and it is denoted by N 2n+1 (c).
The curvature tensor field of a Sasakian space form N 2n+1 (c) is given by
In [15] , it is proved that a Sasakian manifold is locally symetric if and only if it is of constant sectional curvature 1. However, all Sasakian space forms are locally ϕ-symmetric spaces, i.e.,
for all tangent vector fields U , X, Y and Z orthogonal to ξ. In order to characterize locally φ-symmetric spaces, a very useful tool proved to be the affine connection∇ introduced by M. Okumura, defined on a Sasakian manifold bȳ [15] ). The torsionT (U, V ) = 2T U V of this connection does not vanish, but it is parallel with respect to∇, and T. Takahashi showed that a Sasakian manifold is locally ϕ-symmetric if and only if the curvatureR of∇ is parallel:∇R = 0. HereR is given bȳ
This is equivalent to
for all tangent vector fields U , X, Y and Z (see [17] ). It is easy to verify that equation (2.2) holds on any Sasakian space form.
Complete simply connected Sasakian space forms N 2n+1 (c) were classified by S. Tanno in [18] , as follows:
• if c > −3, then either N 2n+1 (c) is isometric to the unit sphere S 2n+1 endowed with its canonical Sasakian structure, or N (c) is isometric to S 2n+1 endowed with a deformed Sasakian structure, described in the following. Let S 2n+1 = {z ∈ C n+1 : |z| = 1} be the unit 2n + 1-dimensional sphere endowed with its standard metric field , 0 . Consider the following structure tensor fields on S 2n+1 : ξ 0 = −J z for each z ∈ S 2n+1 , where J is the usual complex structure on C n+1 , and ϕ 0 = s • J , where s : T z C n+1 → T z S 2n+1 denotes the orthogonal projection. Equipped with these tensors, S 2n+1 becomes a Sasakian space form with ϕ 0 -sectional curvature equal to 1.
Next, consider a deformed structure on S 2n+1 , given by
where a is a positive constant. Then (S 2n+1 , ϕ, ξ, η, , ) is a Sasakian space form with constant ϕ-sectional curvature c = 4 a − 3 > −3.
• if c = −3, then N 2n+1 (c) is isometric to the generalized Heisenberg group R 2n+1 endowed with the following Sasakian structure. On R 2n+1 , with coordinates (x 1 , . . . , x n , y 1 , . . . , y n , z), consider the vector field ξ = 2(∂/∂z),
and the Riemannian metric , = (1/4)
Then (R 2n+1 , ϕ, ξ, η, , ) becomes a Sasakian space form with constant ϕ-sectional curvature c = −3.
• if c < −3, then N 2n+1 (c) is isometric to B 2n × R, where B 2n is the unit ball in C n , with the Sasakian structure given by the 1-form η = π * ω + dt and the Riemannian metric , = π * G + η ⊗ η, where (J, G) is a Kähler structure with constant sectional holomorphic curvature k < 0 and exact fundamental 2-form Ω = dω, π : B 2n × R → B 2n is the canonical projection, and t is the coordinate on R. Endowed with this structure, B 2n × R becomes a Sasakian space form with constant ϕ-sectional curvature c = k − 3.
Throughout our paper, we shall work in the above described spaces, that we will simply call Sasakian space forms. We also have the Gauss equation
, and the equation of Ricci
for any vector fields X, Y , Z and W tangent to Σ 2 and any normal vector fields U and V , where R N , R and R ⊥ are the curvature tensors corresponding to ∇ N , ∇, and ∇ ⊥ , respectively. The pmc surfaces in Euclidean sphere were studied by S.-T. Yau in [20] . Henceforth we shall assume that our ambient space N 2n+1 (c) has constant ϕ-sectional curvature c = 1.
Let us now consider a non-minimal pmc surface Σ 2 isometrically immersed in N 2n+1 (c). Since the map p ∈ Σ 2 → (A H − | H| 2 I)(p) is analytic, it follows that if H is an umbilical direction, then this either holds on the whole surface or only for a closed set without interior points. In the last case H is not an umbilical direction in an open dense set. We shall split our study in two cases as H is umbilical everywhere or it is not umbilical on an open dense set.
First, we need the following lemma. Proof. The conclusion follows from the Ricci equation (3.3), since 
for any tangent vector fields X and Y .
We shall prove that Σ 2 is an integral surface and n ≥ 3. First, we have 
Proof. First, assume that Σ 2 is integral. Then, from the definition of the Sasakian structure, it follows that X, ϕY = dη(X, Y ) = 0, for any tangent vector fields X and Y , which means that our surface is anti-invariant. Moreover, since η(X) = 0 for any tangent vector field X, we also have
Finally, from R N (X, Y ) H = 0 and the fact that c = 1, we obtain that
and then, taking the inner product with ϕY and since Σ 2 is integral, that ϕ H, X = 0, i.e., ϕ H is orthogonal to T Σ 2 .
We have just proved that (i) implies (ii), (iii) and (iv).
Next, we will show that (ii) implies (i). Let us choose an orthonormal frame field
Taking the inner product with E 2 and with ϕE 2 , respectively, one obtains
Now, if Σ 2 is anti-invariant, from (3.6), it follows that η( H)η(E 1 ) = 0. But, since Σ 2 is pseudo-umbilical, we also have
which shows that η(E 1 ) = 0. This means that Σ 2 is an integral surface. If (iii) holds on Σ 2 , then we have 0 = E 1 (η( H)) = −| H| 2 η(E 1 ), which again implies that Σ 2 is integral. Finally, assume that ϕ H ⊥ T Σ 2 . Then, from (3.6), we obtain that η( H)η(E 1 ) = 0, which, as we have seen before, means that Σ 2 is an integral surface. Proof. Let us again consider the orthonormal frame field {E 1 , E 2 } on Σ 2 used in the proof of Lemma 3.4. We shall first prove some equations that will be used later on.
Taking the inner product of (3.5) with ϕ H and ϕE 1 , respectively, and using (3.7), one obtains
We shall now assume that ϕE 2 , E 1 = 0 and we shall prove that this leads to a contradiction. From Lemma (3.4) and equation (3.7) it follows that ϕ H, E 2 = 0. Then, from (3.6) and (3.8) we have
and, from (3.6) and (3.9), one obtains
Now, from equation (3.10), it follows that E 1 (|ϕ
In the same way, from equation (3.10), we obtain
Next, from (3.6) and (3.14), one obtains that η(
Finally, taking the inner product of (3.5) with σ(E 1 , E 2 ) and using (3.12), we get
As we have seen in Section 2, the Sasakian space form N 2n+1 (c) is a ϕ-symmetric space, which means that equation (2.2) holds on N 2n+1 (c). This implies that
After a long but straightforward computation, using equations (2.1), (3.5) and (3.12)-(3.16), and the fact that R N (E 1 , E 2 ) H = 0, the last equation becomes
and, by taking the inner product with E 1 and using (3.7) and (3.16), we obtain that
Next, from equations (3.6), (3.10) and (3.11), it follows that
Then, from (3.17), since η( H) = 0 by Lemma 3.4, we get that
or, equivalently,
It is easy to see that η(E 2 ) = 0 implies η(∇ E 1 E 1 ) = 0, which means that
Next, from (3.11), we see that 9 (3.18) and (3.6), it follows
From (3.6) we get E 1 (η( H)η(E 1 ) + 3 ϕE 2 , E 1 ϕ H, E 2 ) = 0, that, since H is umbilical and parallel, and using in this order equations (3.18), (3.12), (3.19), (3.10) and (3.11), leads to
Since Σ 2 is non-minimal and equation (3.11) implies that ϕe 2 , e 1 2 < 1/9, we can see that the last equation is actually a contradiction. Therefore, ϕE 2 , E 1 = 0, i.e., Σ 2 is anti-invariant and then integral, by Lemma 3.4.
Again using Lemma 3.4, it can be easily seen that {ϕE 1 , ϕE 2 , H, ϕH, ξ} are linearly independent vector fields in the normal bundle of the surface, which means that n ≥ 3.
3.2.
H is not an umbilical direction. As we have seen, in this case H is not umbilical on an open dense set. We shall work on this set and then we shall extend our results to the whole surface by continuity. It will turn out that the codimension of such a surface Σ 2 in N 2n+1 (c) can be reduced to 9 and then that the surface lies in an 11-dimensional Sasakian space form N 11 (c).
Proposition 3.6. If H is not an umbilical direction then there exists a parallel subbundle of the normal bundle that contains the image of the second fundamental form σ and has dimension less than or equal to 9.
Proof. Let L be a subbundle of the normal bundle, defined by
X, Y tangent to Σ 2 } and ξ ⊥ is the normal component of ξ along the surface. We shall prove that L is parallel. If V is a normal vector field orthogonal to L, it is easy to verify that so it is ϕV . Next, we shall prove that for a normal vector field V orthogonal to L also ∇ ⊥ V is orthogonal to L, which means that L is parallel.
First, since V is orthogonal to L, we have
for any tangent vector field X, where ξ ⊤ is the tangent part of ξ.
Next, one obtains
for any tangent vector fields X and Y . We also get
We now choose a local orthonormal frame field {E 1 , E 2 } tangent to the surface such that it diagonalizes A H . Since H is not umbilical, from Corollary 3.3, we get that {E 1 , E 2 } also diagonalizes A V , where V is a normal vector field satisfying V ⊥ ϕT Σ 2 and V ⊥ ϕ H. Since ∇ ⊥ X V has these properties, it follows that
Now, using the fact that V is normal and orthogonal to L, the Codazzi equation (3.2) and expression (2.1) of the curvature R N , one obtains
that, since σ is symmetric, together with (3.20) 
Next, for i = j, we have
since H is parallel. Finally, it only remains to be proved that ∇ ⊥ V is orthogonal to (ϕ(Im σ)) ⊥ . This follows from the following computation
Hence, we have just proved that the subbundle L is parallel. 
It is also easy to see that∇ X Y ∈ T Σ 2 ⊕ L, for any vector fields X and Y tangent to Σ 2 . Next, let us consider a normal vector field V ∈ L. Then
Since from Proposition (3.6) we know that L is parallel, it follows that T Σ 2 ⊕ L is parallel with respect to Okumura's connection∇.
It is easy to see that, if γ : I → N 2n+1 (c) is a parametrized curve, then∇ γ ′ γ ′ = ∇ N γ ′ γ ′ , which means that the connections∇ and ∇ N have the same geodesics, and therefore, that∇ is a complete connection. Then, using that∇T = 0,∇R = 0 and Proposition 3.7, we can apply [5, Theorem 2] to prove that our surface lies in an 11-dimensional totally geodesic submanifold of
and ξ ∈ L ⊕ T Σ 2 , this totally geodesic submanifold actually is a Sasakian space form with the same ϕ-sectional curvature c as the ambient space (see [19] ). We conclude with the following proposition. (1) Σ 2 is an integral pseudo-umbilical surface and n ≥ 3; or (2) Σ 2 is not pseudo-umbilical and lies in a Sasakian space form N 11 (c).
4. Anti-invariant pmc surfaces 4.1. Holomorphic differentials. Let Σ 2 be an isometrically immersed surface in a Sasakian space form N 2n+1 (c). Let us consider the following two quadratic forms on Σ 2 :
and
where σ is the second fundamental form of the surface and H its mean curvature vector field. Proof. Let us consider isothermal coordinates (u, v) on the surface and then we have
We mention that this rather unusual notation for conjugation is used only for the reader's convenience.
In the following, we shall compute
First, we have
since H is parallel and
where ∇ Z Z = 0, from the definition of ∇.
Next, from the Codazzi equation (3.2), one obtains
We use the expression (2.1) of the curvature R N and the fact that our surface is anti-invariant, to obtain
Next, it is easy to see that
Since the ambient space is a Sasakian space form, we use that Σ 2 is anti-invariant and equation (4.3) to prove that
From equations (4.1), (4.2), (4.4) and (4.5) we conclude that Z(Q 1 (Z, Z)) = 0, i.e., the (2, 0)-part of Q 1 is holomorphic.
In order to prove that also the (2, 0)-part of Q 2 is holomorphic we shall compute
First, as we have seen before, we have Z(η(Z)) = Z, Z η( H). Next, using the properties of a Sasakian space form, the fact that our surface is anti-invariant and pmc, and equation (4.3), we get
Hence Z(Q 2 (Z, Z)) = 0 and we conclude.
Hopf cylinders.
Let us now consider the orbit spaceN = N/ξ of the Sasakian space form N 2n+1 (c). ThenN is a complex space form with constant holomorphic sectional curvature c + 3 (see [19] ). The fibration π : N →N is called the BoothbyWang fibration. An example of such a fibration is the well known Hopf fibration π : S 2n+1 → CP n . Now, let us recall the definition of Frenet curves in a Riemannian manifold. Let γ : I ⊂ R → M be a curve parametrized by arc-length in a Riemannian manifold M . The curve γ is called a Frenet curve of osculating order r, 1 ≤ r ≤ 2n, if there exist r orthonormal vector fields {E 1 = γ ′ , . . . , E r } along γ such that When γ is a Frenet curve in a complex space formN n (c + 3), then its complex torsions are defined by τ ij = E i , JE j , 1 ≤ i < j ≤ r, where (J, , ) is the complex structure onN n (c + 3). A helix of order r is called a holomorphic helix of order r if all the complex torsions are constant. It is easy to see that a circle is always a holomorphic circle (see [14] ).
In order to find examples of anti-invariant pmc surfaces in the Sasakian space form N 2n+1 (c) we shall first study Hopf cylinders, i.e., surfaces Σ 2 = π −1 (γ), where π : N →N is the Boothby-Wang fibration and γ : I →N n (c + 3) is a Frenet curve of osculating order r inN n (c + 3). For any vector field X tangent toN n (c + 3) we shall denote by X H its horizontal lift to N 2n+1 (c). For the Riemannian metrics on N n (c + 3) and N 2n+1 (c), we will use the same notation , .
Since {E H 1 , ξ} is a local orthonormal frame on Σ 2 and E H i , 1 < i ≤ r, are normal vector fields, the mean curvature vector H of Σ 2 is given by 
for any vector fields X and Y tangent toN (c + 3) (see [15] ). The first consequence of this equation is that κ 1 = 2| H| and then a Hopf cylinder Σ 2 = π −1 (γ) is minimal in N 2n+1 (c) if and only if the curve γ is a geodesic inN n (c + 3). In [11] , it is proved that a non-minimal pmc Hopf cylinder Σ 2 lies in a Sasakian space form N 3 (c) of dimension 3. In this case, since ϕE H 1 is orthogonal to Σ 2 , it follows that H = ±| H|ϕE H 1 . Then equation (4.6) implies that τ 12 = E 1 , JE 2 = ±1, where J is the complex structure onN 1 (c + 3) .
Next, from the second Frenet equation of γ, one obtains
It is easy to verify that
where ∇ is the connection on the surface, and then we get that [ξ,
where we obtain that ∇ N ξ H = −ϕ H = ∓| H|E H 1 . We conclude with the following proposition. 
can vanish on a nonminimal pmc Hopf cylinder, since this would imply that H is orthogonal to ϕE H
1 , which is a contradiction.
4.3.
Integral surfaces. Let Σ 2 be an integral non-minimal pmc surface in a 7-dimensional Sasakian space form N 7 (c) such that Q (2,0) 1 = 0 on Σ 2 . It is easy to see that, since our surface is integral, this condition is equivalent with that that Σ 2 is pseudo-umbilical. From Proposition 3.5 we know that if {E 1 , E 2 } is an orthonormal frame field tangent to the surface, then {E 3 = ϕE 1 , E 4 = ϕE 2 , E 5 = H/| H|, E 6 = ϕE 5 , E 7 = ξ} is a normal orthonormal frame field, where H is the mean curvature vector field of Σ 2 . We note that also Q (2,0) 2 = 0 on such a surface. Since Σ 2 is integral, it is easy to verify that
and (4.8)
and, as the surface is pseudo-umbilical, we also have that (4.9)
In the following, we shall choose the tangent frame field {E 1 , E 2 } such that it diagonalizes A 3 = A E 3 , and then we have (4.10)
where a : Σ 2 → R is a function on the surface. Next, using equation (4.7), we obtain that
Since for any tangent vector field X we have H, ϕX = 0 and ϕX is normal, it follows that ∇ ⊥ Y H, ϕX + ∇ N Y ϕX, H = 0, which gives, using that H is parallel and again that ϕ H is a normal vector field,
for any vector field Y tangent to the surface. Therefore, we have (4.12)
Next, using the equation of Gauss (3.1), the expression (2.1) of R N and equations (4.8)-(4.12), one obtains the Gaussian curvature K of the surface as
On the other hand, since ∇ E i E 1 and ∇ E j E 2 are orthogonal, we have
Lemma 4.5. The following equations hold on
Since H is parallel and umbilical, we have ∇ ⊥ X ϕE i , H = 0 and also
for any vector field X tangent to the surface. Now, for i = j, one obtains
Finally, we again use that H is parallel and umbilical, ∇ N X ξ = −ϕX and ϕX is normal, to conclude. 
Proof. Using equations (4.8)-(4.12), Lemma 4.5 and the fact that H is parallel, we can compute
and, in the same way,
From the Codazzi equation (3.2) and using (2.1), one obtains
, which leads to the conclusion. Now, we are ready to prove the following theorem. Proof. First, we shall prove that a 2 : Σ 2 → R is a subharmonic function. Indeed, after a straightforward computation, using Lemma 4.6 and equation (4.14), we have
Since K ≥ 0, it follows that Σ 2 is a parabolic space. Moreover, from equation (4.13), we get that 2a 2 ≤ (c + 3)/4 + | H| 2 , which means that a 2 is a bounded subharmonic function on a parabolic space and, therefore, due to a result in [10] , a constant. Then, either a vanishes or the surface is flat and ∇E 1 = ∇E 2 = 0.
Case I: a = 0. In this case, σ(X, Y ), V = 0 for any normal vector field V orthogonal to H, which means that the normal subbundle L = span{Im σ} = span{ H} is parallel. Also, it is easy to see that T Σ 2 ⊕ L is invariant byT and R, whereT andR are the torsion and the curvature, respectively, of Okumura's connection. Moreover, the characteristic vector field ξ is orthogonal to T Σ 2 ⊕ L. Therefore, we can use [5, Theorem 2] and [2, Proposition 8.1] to conclude that Σ 2 lies is a space form M 3 ((c + 3)/4) immersed in N 7 (c) as an integral submanifold.
Case II: a = 0. We have that K = 0, which gives a 2 = (c + 3)/8 + |H| 2 /2, and ∇E 1 = ∇E 2 = 0. Since E 1 and E 2 are parallel, they determine two distributions which are mutually orthogonal, smooth, involutive and parallel. Therefore, from the de Rham Decomposition Theorem follows, also taking into account that the surface is complete and using its universal cover if necessary, that Σ 2 is a product γ 1 × γ 2 , where γ i : R → N 7 (c), i ∈ {1, 2}, are integral curves of E 1 and E 2 , respectively, parametrized by arc-length, i.e., γ ′ 1 = E 1 and γ ′ 2 = E 2 (see [12] ). Moreover, since the surface is integral, the two curves are Legendre curves. In the following, we shall determine their curvatures.
Let κ i , 1 ≤ i < 7, be the curvatures of γ 1 and {X 1 j }, 1 ≤ j < 8, be its Frenet frame field, where 
Next, using Lemma 4.5, we get, after a straightforward computation,
which shows that
It follows that ∇ N E 1 X 1 3 = − 1 + | H| 2 E 3 and, from the third Frenet equation,
Finally, we obtain ∇ N E 1
, which shows that γ 1 is a helix of osculating order 4.
In the case of the curve γ 2 , consider its Frenet frame field {X 2 j }, 1 ≤ j < 8, with X 2 1 = E 2 , and, again using equations (4.8)-(4.12), we have ∇
which means that its first curvature is κ = a 2 + | H| 2 and
Then, using Lemma 4.5, we obtain ∇ N E 2 X 2 2 = −κE 2 . Therefore, the curve γ 2 is a circle in N 7 (c).
Using a result in [3] we have the following corollary. 
4.4.
Anti-invariant surfaces. In the last part of our paper, we shall consider antiinvariant non-minimal pmc surfaces Σ 2 isometrically immersed in a Sasakian space form N 2n+1 (c), c = 1, such that the mean curvature vector field H is not umbilical. We will prove that there are no 2-spheres with these properties.
First, let Σ 2 be a surface as above and assume that Q = 0, it follows that H is umbilical at p. Also, if we assume that ξ is tangent to the surface at a point p, then Q (2,0) 2 = 0 at p, which is a contradiction. Therefore, since the map p ∈ Σ 2 → (A H − | H| 2 I)(p) is analytic, it follows that the tangent and normal parts of the characteristic vector field ξ do not vanish on an open dense set. We shall work on this set and then we will extend our results to the whole surface by continuity.
Since the tangent part ξ ⊤ and the normal part ξ ⊥ of ξ do not vanish, we can choose an orthonormal frame field {E 1 , E 2 } on Σ 2 such that E 2 = ξ ⊤ /|ξ ⊤ |. Then we have that η(E 1 ) = 0 and, from Q 
and A H E 1 , E 2 = 0, which means that 
Proof. Since Σ 2 is an anti-invariant pmc surface, from equation (4.16) and using (4.17), one obtains
On the other hand, from η(E 1 ) = 0, we easily get that η(∇ N E 1
In order to prove the third identity, let us first note that ϕE 1 is orthogonal to ϕ H and, therefore, to its normal part (ϕ H) ⊥ . Then, from the Ricci equation (3.3) and (2.1), we see that A H and A (ϕ H) ⊥ commute, which means, since {E 1 , E 2 } diagonalizes A H and H is not umbilical, that ϕ H, σ(E 1 , E 2 ) = 0. Now, since E 2 ( ϕ H, E 1 ) = 0 and Σ 2 is an anti-invariant pmc surface, using equation (4.17), one obtains ϕ H, σ(
Next, let V be a normal vector field orthogonal to ϕE 1 . From the Ricci equation (3.3) and (2.1), we get that A H and A V commute, which implies that
Again using (3.3) and (2.1), it follows that
Then, from (4.15), one obtains that σ(
Finally, since our surface is anti-invariant, we get
, and then, from equation (4.17),
, which ends the proof. 
Proof. From equation (4.18), we have
Using Lemma 4.9, one obtains ϕσ(E 2 , E 2 ), σ(E 1 , E 1 ) = ϕ∇
Next, from equation (4.22), we have
, which leads to
.
Since ∇ E 2 E 1 = 0, we get, using (4.22) and (4.21),
and then, since η(∇ N E 1 E 1 ) = 0,
It follows that
From here, using the expression (2.1) of the curvature R N and equation (4.26), one obtains that
Replacing in (4.27) and using (4.20), we have
and then, from equation (4.25), also using
it follows, after a straightforward computation, that ϕσ(E 2 , E 2 ), σ(E 1 , E 1 ) =2η(σ(E 2 , E 2 )) − 2η( H ) + 2 (η(E 2 )) 2 η(σ(E 2 , E 2 ) − 3σ(E 1 , E 1 )).
Finally, from equation (4.24), one sees that η(σ(E 2 , E 2 )) = 3η(σ (E 1 , E 1 ) ), i.e., η(σ(E 1 , E 1 )) = (1/2)η( H ) and η(σ(E 2 , E 2 ) = (3/2)η( H ). Now, we can prove the following proposition. Using the fact that ∇E 1 = ∇E 2 = 0 and (4.21), we have
and then, also using (4.22),
This, together with (4.29), gives σ(E 1 , E 1 ), σ(E 2 , E 2 ) = − c + 3 4 + c − 1 4 (η(E 2 )) 2 + 4 (η(E 2 )) 2 , and, therefore, from (4.28), one obtains |σ(E 2 , E 2 )| 2 = 2 H, σ(E 2 , E 2 ) − σ(E 1 , E 1 ), σ(E 2 , E 2 ) = −2 + c + 3
Finally, since c < 1 and (η(E 2 )) 2 < 1, it can be easily verified that (1 − c)(η(E 2 )) 4 + (c − 5)(η(E 2 )) 2 − 16 < 0, which is a contradiction.
