Abstract. Different analysis problems for state-transition models can be uniformly treated as instances of temporal logic query-checking, where only states are sought as solutions to the queries. In this paper, we propose a symbolic querychecking algorithm that finds exactly the state solutions to any query. We show that our approach generalizes previous ad-hoc techniques, and this generality allows us to find new and interesting applications, such as finding stable states. Our algorithm is linear in the size of the state space and in the cost of model checking, and has been implemented on top of the model checker NuSMV, using the latter as a black box. We show the effectiveness of our approach by comparing it, on a gene network example, to the naive algorithm in which all possible state solutions are checked separately.
Introduction
, formalized in the branching temporal logic CTL [10] . There are many interesting questions which are not readily expressed in temporal logic and require specialized algorithms. One example is finding the reachable states, which is often needed in a pre-analysis step to restrict further analysis only to those states. These states are typically found by computing a forward transitive closure of the transition relation [8] . Another example is the computation of "procedure summaries". A procedure summary is a relation between states, representing the input/output behavior of a procedure. The summary answers the question of which inputs lead to which outputs as a result of executing the procedure. They are computed in the form of "summary edges" in the control-flow graphs of programs [21, 2] . Yet another example is the algorithm for finding dominators/postdominators in program analysis, proposed in [1] . A state
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, meaning "what are the reachable states in which the system will remain forever?".
These analysis problems further require that solutions to their queries be states of the model. For example, a query is a solution by itself. When only state solutions are needed, we can formulate a restricted state query-checking problem by constraining the solutions to be single states, rather than arbitrary propositional formulas (that represent sets of states). A naive state query checking algorithm is to repeatedly substitute each state of the model for the placeholder, and return those for which the resulting CTL formula holds. This approach is linear in the size of the state space and in the cost of CTL model checking. While of significantly more efficient than general query checking, this approach is not "fully" symbolic, since it requires many runs of a model-checker.
While several approaches have been proposed to solve general query checking, none are effective for solving the state query-checking problem. The original algorithm of Chan [5] was very efficient (same cost as CTL model checking), but was restricted to valid queries, i.e., queries whose solutions can be characterized by a single propositional formula. This is too restrictive for our purposes. For example, neither of the queries ¡ , 7
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, nor the stable states query 7 ¤ 9 are valid. Bruns and Gode-froid [3] generalized query checking to all CTL queries by proposing an automata-based CTL model checking algorithm over a lattice of sets of all possible solutions. This algorithm is exponential in the size of the state space. Gurfinkel and Chechik [15] have also provided a symbolic algorithm for general query checking. The algorithm is based on reducing query checking to multi-valued model checking and is implemented in a tool TLQSolver [7] . While empirically faster than the corresponding naive approach of substituting every propositional formula for the placeholder, this algorithm still has the same worst-case complexity as that in [3] , and remains applicable only to modest-sized query-checking problems. An algorithm proposed by Hornus and Schnoebelen [17] finds solutions to any query, one by one, with increasing complexity: a first solution is found in time linear in the size of the state space, a second, in quadratic time, and so on. However, since the search for solutions is not controlled by their shape, finding all state solutions can still take exponential time. Other query-checking work is not directly applicable to our state query-checking problem, as it is exclusively concerned either with syntactic characterizations of queries, or with extensions, rather than restrictions, of query checking [23, 25] .
In this paper, we provide a symbolic algorithm for solving the state query-checking problem, and describe an implementation using the state-of-the-art model-checker NuSMV [8] . The algorithm is formulated as model checking over a lattice of sets of states, but its implementation is done by modifying only the interface of NuSMV. Manipulation of the lattice sets is done directly by NuSMV. While the running time of this approach is the same as in the corresponding naive approach, we show empirical evidence that our implementation can perform better than the naive, using a case study from genetics [12] .
The algorithms proposed for the program analysis problems described above are special cases of ours, that solve only 8 and 7 queries, whereas our algorithm solves any CTL query. We prove our algorithm correct by showing that it approximates general query checking, in the sense that it computes exactly those solutions, among all given by general query checking, that are states. We also generalize our results to an approximation framework that can potentially apply to other extensions of model checking, e.g., vacuity detection, and point to further applications of our technique, e.g., to querying XML documents.
There is a also a very close connection between query-checking and sanity checks such as vacuity and coverage [19] . Both problems require checking several "mutants" of the property to obtain the final solution. In fact, the algorithm for solving state-queries presented in this paper bears many similarities to the coverage algorithms described in [19] . Since query-checking is a more general approach, we believe it can provide a uniform framework for studying all these problems.
The rest of the paper is organized as follows. Section 2 provides the model checking background. Section 3 describes the general query-checking algorithm. We formally define the state query-checking problem and describe our implementation in Section 4. Section 5 presents the general approximation technique for model checking over lattices of sets. We present our case study in Section 6, and conclude in Section 7. 
Background
In this section, we review some notions of lattice theory, minterms, CTL model checking, and multi-valued model checking. is a set of atomic propositions, and
is a labeling function, providing the set of atomic propositions that are true in each state. CTL formulas are evaluated in the states of . The formal semantics of CTL is given in Figure 1 (b). Without loss of generality we consider only CTL formulas in negation normal form, where negation is applied only to atomic propositions [9] . In Figure 1 
, provided that meet, join, and quantification can be computed in constant time [6] , which depends on the lattice.
Query Checking
In this section, we review the query-checking problem and a symbolic method for solving it.
Background. Let , is a CTL formula containing a placeholder " " for a propositional subformula (over the atomic propositions in In this paper, we consider queries in negation normal form where negation is applied only to the atomic propositions, or to the placeholder. We further restrict our attention to queries with a single placeholder, although perhaps with multiple occurrences. For a query . We assume that occurrences of the placeholder are either non-negated everywhere, or negated everywhere, i.e., the query is either positive or negative, respectively. Here, we limit our presentation to positive queries; see Section 5 for the treatment of negative queries.
The general CTL query-checking problem is: given a CTL query on a model, find all its propositional solutions. For instance, the answer to the query on the model in Figure 1 
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) is also a solution, due to the monotonicity of positive queries [5] . Thus, the set of all possible solutions is an upset; it is sufficient for the query-checker to output the strongest solutions, since the rest can be inferred from them.
One can restrict a query to a subset d q 7 [3] . We then denote the query by Symbolic Algorithm. A symbolic algorithm for solving the general query-checking problem was described in [15] and has been implemented in the TLQSolver tool [7] . We review this approach below.
Since an answer to
is an upset, the upset lattice z e d is the space of all possible answers [3] . For instance, the lattice for 7 ¢# is shown in Figure 2(b) . In the model in Figure 1(a) 
This case analysis can be logically encoded by the formula . The complexity of this algorithm is the same as in the naive approach. In practice, however, TLQSolver was shown to perform better than the naive algorithm [15, 7] . 
State Solutions to Queries
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, etc. Thus, for state query checking, an answer to a query is a set of minterms, rather than an upset of propositional formulas. For instance, for the query 7 , on the model of Figure 1(a) Of course, any algorithm solving general query checking, such as the symbolic approach described in Section 3, solves minterm query checking as well: from all solutions, we can extract only those which are minterms. This approach, however, is much more expensive than needed. Below, we propose a method that is tailored to solve just minterm query checking, while remaining symbolic.
Solving minterm query checking
Since an answer to minterm query checking is a set of minterms, the space of all answers is the powerset and obtain the answer
, that is indeed the only minterm solution for this model.
To prove our algorithm correct, we need to show that its answer is the set of all minterm solutions. We prove this claim by relating our algorithm to the general algorithm in Section 3. We show that, while the general algorithm computes the set m z . The minterm approximation preserves set operations; this can be proven using the fact that any set of propositional formulas can be partitioned into minterms and nonminterms. . In other words, our algorithm results in set of all minterm solutions, which concludes the correctness argument. . The worst-case complexity of our algorithm is the same as that of the naive approach. With an efficient encoding of the approximate lattice, however, our approach can outperform the naive one in practice, as we show in Section 6.
Proposition 1. The minterm approximation
Theorem 1 (Correctness of minterm approximation). For any state
Implementation
Although our minterm query-checking algorithm is defined as model checking over a lattice, we can implement it using a classical symbolic model checker. This in done by encoding the lattice elements in 
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We input this formula into NuSMV, and obtain the set of minterm solutions as a propositional formula over the encoding variables
, on the model in Figure 1(a) , we obtain the result £ ¥ , corresponding to the only minterm solution
Exactness of minterm approximation
In this section, we address the applicability of minterm query checking to general query checking. When the minterm solutions are the strongest solutions to a query, minterm query checking solves the general query-checking problem as well, as all solutions to that query can be inferred from the minterms. In that case, we say that the minterm approximation is exact. We would like to identify those CTL queries that admit exact minterm approximations, independently of the model. The following can be proven using the fact that any propositional formula is a disjunction of minterms. An example of a query that admits an exact approximation is ; its strongest solutions are always minterms, representing the reachable states. In [5] , Chan showed that deciding whether a query is distributive over conjunction is EXPTIME-complete. We obtain a similar result by duality.
Theorem 2. Deciding whether a CTL query is distributive over disjunction is EXPTIMEcomplete.
Since the decision problem is hard, it would be useful to have a grammar that is guaranteed to generate queries which distribute over disjunction. Chan defined a grammar for queries distributive over conjunction, that was later corrected by Samer and Veith [22] . We can obtain a grammar for queries distributive over disjunction, from the grammar in [22] , by duality.
Approximations
The efficiency of model checking over a lattice is determined by the size of the lattice. In the case of query checking, by restricting the problem and approximating answers, we have obtained a more manageable lattice. In this section, we show that our minterm approximation is an instance of a more general approximation framework for reasoning over any lattice of sets. Having a more general framework makes it easier to accommodate other approximations that may be needed in query checking. For example, we use it to derive an approximation to negative queries. This framework may also apply to other analysis problems that involve model checking over lattices of sets, such as vacuity detection [14] .
We first define general approximations that map larger lattices into smaller ones. Let is an approximation to which Theorem 3 applies, yielding Theorem 1.
Definition 2 (Approximation
The minterm approximation defined in Section 4.1 was restricted to positive queries. The general approximation framework defined above makes it easy to derive a minterm approximation for negative queries. We denote a negative query by . In summary, we have shown that minterm approximations can be generalized to an approximation framework over any lattices of sets, which is applicable, for instance, to finding minterm solutions to negative queries.
Case Study
In this section, we study the problem of finding stable states of a model, and evaluate the performance of our implementation by comparing it to the naive approach to state query checking.
In a study published in plant research, a model of gene interaction has been proposed to compute the "stable states" of a system of genes [12] . This work defined stable states as reachable gene configurations that no longer change, and used discrete dynamical systems to find such states. A different publication, [4] , advocated the use of Kripke structures as appropriate models of biological systems, where model checking can answer some of the relevant questions about their behaviour. [4] also noted that query-checking might be useful as well, but did not report any applications of this technique. Motivated by [4] , we repeated the study of [12] using our state query-checking approach. The model of [12] consists of 15 genes, each with a "level of expression" that is either boolean ( or The problem of finding all stable states of the model and the initial states leading to them is formulated as the minterm query checking of 7 5 9 , where ranges over all variables. Performance of our symbolic algorithm (Section 4) and the naive state query-checking algorithm for this query is summarized in the top row of the table in Figure 3(a) , where the times are reported in minutes. Our algorithm was implemented using NuSMV as described in Section 4.2. The naive algorithm was also implemented using NuSMV by generating all possible minterms over the model variables, replacing each for the placeholder in 7 ¤ 9
and calling NuSMV to check the resulting formulas. Both algorithms were run on a Pentium 4 processor with 2.8GHz and 1 GB of RAM. Our algorithm gave an answer in under two hours, being about 20% faster than the naive.
To have a larger basis of comparison between the two algorithms, we varied the model (see rows 2-4), and the checked queries (see rows 5-7). Each "mutant" was obtained by permanently switching a different gene off, as indicated in [12] . The performance gain of our algorithm remained unchanged. Discussion. Performance improvements observed in our case study may not be attainable for every model. If the model is sufficiently small, our algorithm is likely to be faster. As models grow, however, the naive algorithm, which uses fewer BDD variables, will be more scalable. For more challenging models, a combination of the two approaches may yield the best results.
