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ABSTRACT
The fraction of AGN luminosity obscured by dust and re-emitted in the mid-IR is critical for
understanding AGN evolution, unification, and parsec-scale AGN physics. For unobscured (Type-1)
AGN, where we have a direct view of the accretion disk, the dust covering factor can be measured by
computing the ratio of re-processed mid-IR emission to intrinsic nuclear bolometric luminosity. We
use this technique to estimate the obscured AGN fraction as a function of luminosity and redshift
for 513 Type-1 AGN from the XMM–COSMOS survey. The re-processed and intrinsic luminosities
are computed by fitting the 18-band COSMOS photometry with a custom SED-fitting code, which
jointly models emission from: hot-dust in the AGN torus, the accretion disk, and the host-galaxy.
We find a relatively shallow decrease of the luminosity ratio as a function of Lbol, which we interpret
as a corresponding decrease in the obscured fraction. In the context of the receding torus model,
where dust sublimation reduces the covering factor of more luminous AGN, our measurements require
a torus height which increases with luminosity as h ∝ L 0.3−0.4bol . Our obscured fraction-luminosity
relation agrees with determinations from SDSS censuses of Type-1 and Type-2 quasars, and favors a
torus optically thin to mid-IR radiation. We find a much weaker dependence of obscured fraction on
2–10 keV luminosity than previous determinations from X-ray surveys, and argue that X-ray surveys
miss a significant population of highly obscured Compton-thick AGN. Our analysis shows no clear
evidence for evolution of obscured fraction with redshift.
Subject headings: galaxies: active – galaxies: evolution – quasars: general – methods: statistical,
SED-fitting
1. INTRODUCTION
The spectral energy distribution (SED) of AGN covers
the full electromagnetic spectrum from radio to hard X–
rays. The most prominent features are the ”near-infrared
bump” at ∼ 10 µm, and an upturn in the optical-UV,
the so-called ”big-blue bump” (BBB; Sanders et al. 1989;
Elvis et al. 1994; Richards et al. 2006; Shang et al. 2011;
Elvis et al. 2012; Krawczyk et al. 2013). The BBB is
thought to be representative of the emission from the ac-
cretion disc around the supermassive black hole (SMBH),
while the near-infrared bump is due to the presence of
dust which re-radiates a fraction of the optical-UV disc
photons at infrared wavelengths.
The presence of this screen of gas and dust surrounding
the accretion disc is the foundation of the unified model
for AGN (Antonucci 1993; Urry & Padovani 1995), ac-
cording to which the observed AGN SED shape arises
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from different viewing angles relative to the obscuring
material, under the simple assumption that the dust is
smoothly distributed in a toroidal shape. This gives
rise to the classification distinction between unobscured
(Type-1) AGN and obscured (Type-2) AGN. In the for-
mer case, the observer has a direct view into the nuclear
accretion disc region, while in the latter the optical-UV
emission is completely or partially extincted depending
on the inclination angle. A key ingredient of this model
is the spatial distribution of this dust, which governs
the amount of obscuration. This can be parametrized
by a dust covering factor and its dependence on nu-
clear luminosity. In the simplest model where the ob-
scuring medium is a dusty torus, this covering fraction
is directly related to the opening angle of the torus, or
equivalently its height and distance from the nucleus.
AGN unification postulates that the disk and broad line
region emit anisotropically towards the observer for a
Type-1 AGN while, in the optically thin case, the re-
processed optical–UV emission is re-radiated isotropi-
cally in the infrared. For a toroidal distribution of
dust, the mid-infrared luminosity is altered by incli-
nation effects as well (Dullemond & van Bemmel 2005;
Granato & Danese 1994).
Thus the ratio of mid-infrared to bolometric luminos-
ity, which we define as R, provides an estimate of the
covering factor of the dust, and, therefore, it is used to
infer the fraction, fobsc, of AGN which are obscured. The
parameter fobsc is a function of the luminosity ratio R,
and in the simplest model where the torus is optically
thin to its own infrared radiation (see Granato & Danese
1994 and our detailed discussion in Sect. 6.1), it can be
2written as
fobsc ≃ R.
In this paper, we estimate R for a large sample of X-ray
selected Type-1 AGN, which is used to determine fobsc.
Note that the terms covering factor and obscured fraction
refer to the same physical quantity, and the amount of
AGN obscuration is equivalent to R in the optically thin
case only (see also Sect. 2.5 in Nenkova et al. 2008a).
In the context of AGN unification, the obscured frac-
tion fobsc is simply a free parameter, and unification
makes no prediction for its dependence on luminosity, al-
though there are compelling physical arguments for why
such a relationship might exist. In more luminous AGN
the distance of the torus from the central source is larger,
hence the opening angle (defined as the minimum angle
between the perpendicular to the disk and a line of sight
which intersect the torus, see Fig.1 in Simpson 1998) is
also larger, assuming a constant height of the torus. Dust
grains in the inner part of the torus are heated by the
primary optical–UV continuum radiation, and destroyed
by evaporation, hence the torus extends from the dust
sublimation radius outwards (Barvainis 1987, see also
Ho¨nig & Beckert 2007). We therefore expect a decrease
of fobsc with increasing luminosity. This is the so-called
receding torus model (Lawrence 1991).
Another explanation of AGN obscuration does not in-
volve the presence of the dusty torus, but rather a parsec
scale wind/outflow. In this scenario the torus is identified
with the outer region of a hydromagnetic disk-driven out-
flow (Konigl & Kartje 1994; Elitzur & Shlosman 2006;
but see also the recent works done by Dorodnitsyn et al.
2011; Dorodnitsyn & Kallman 2012). Such winds
can also provide an important link between SMBH
and host-galaxy (i.e., AGN feedback). From a the-
oretical point of view, initial attempts to model
the AGN torus have assumed a smooth dust distri-
bution (Pier & Krolik 1992; Granato & Danese 1994;
van Bemmel & Dullemond 2003), but such prescrip-
tion fails to fully reproduce the mid-infrared SED.
Nenkova et al. (2002, 2008b) suggest that a clumpy dis-
tribution better represents the observations, with average
covering factor value of ∼ 0.6. Thus an empirical calibra-
tion of the amount of re-processed optical-UV emission,
and its dependence on luminosity, would greatly inform
theoretical models of parsec scale physics and the envi-
ronment of AGN.
Broadly speaking, there is mounting evidence that su-
permassive black holes may be characterized by signif-
icant differences in their accretion processes, triggers,
and environment as a function of luminosity and/or cos-
mic time (Hopkins et al. 2007). According to the clas-
sic Soltan argument (Soltan 1982), the luminosity den-
sity of AGN emission over the history of the Universe
should be commensurate with the local mass density of
supermassive black holes. However, this commensura-
bility requires that the census of cosmic AGN accretion
accounts for the amount of obscured accretion, which
can depend on both luminosity and cosmic time. The
amount of obscuration is therefore a fundamental ingre-
dient in order to understand the formation history of
SMBHs (Hopkins et al. 2007).
The AGN obscured fraction can be determined via
multiple independent methods. One is to use AGN de-
mographics, that is, by conducting a census of AGN
at a wavelength which is agnostic to viewing angle
(such that both Type-1 and Type-2 AGN are selected),
and then simply computing the obscuring fraction as
fobsc ≃ NType−2/(NType−1 + NType−2). Such determi-
nations typically require spectroscopic follow-up to dis-
tinguish Type-1 (broad-line) from Type-2 (narrow line)
AGN, but if multi-wavelength data are available, an
SED-based classification can be adopted. The amount
of obscuration is also a crucial ingredient for mod-
els of the cosmic X–ray background (XRB, Gilli et al.
2007). Indeed, the XRB amplitude and spectral shape
depends on the relative contributions of unobscured,
moderately obscured (Compton-thin) AGN, and highly
obscured (Compton-thick) AGN. Thus XRB synthesis
models which attempt to reproduce observations of the
XRB, give another independent estimate of the obscured
fraction given assumptions about the Compton-thin pop-
ulations. Finally, the obscured fraction can be deter-
mined from an analysis of AGN SEDs, because the ratio
of the reprocessed infrared luminosity to bolometric AGN
emission depends on the covering factor of the obscur-
ing medium (e.g., Maiolino et al. 2007, hereafter M07;
Treister et al. 2008; Sazonov et al. 2012). It is the latter
approach which we pursue in this paper.
The first evidence for a luminosity dependent obscured
fraction was reported in Lawrence & Elvis (1982), where
fobsc is parametrized by the hard-to-soft X–ray lumi-
nosity ratio (L[2−10]keV/L[0.5−2]keV); while Ueda et al.
(2003) first measured a significant decrease in the frac-
tion of obscured AGN with increasing X–ray luminos-
ity, by employing a demographic approach (similar re-
sults have been obtained, with the same methodol-
ogy, from independent X-ray selected AGN samples by
Steffen et al. 2003; Hasinger 2004; La Franca et al. 2005;
Treister & Urry 2006; Hasinger 2008). The obscured
fraction in these studies decreases from 0.8 to 0.1 with
L[2−10]keV increasing from 10
42 erg s−1 to 1046 erg s−1.
Demographic analyses, employing optically selected sam-
ples from SDSS (Simpson 2005), and radio-selected AGN
samples (Grimes et al. 2004), have found a similar trend
between fobsc and [O iii] luminosity, with an obscured
fraction decreasing from 0.85 to 0.5 with increasing [O iii]
luminosity (1044−46 erg s−1, see also Willott et al. 2000
for similar results by employing the [O ii] emission-line
luminosity). The demographic analysis presented by
Assef et al. (2012) for a sample of WISE selected AGN
in the Boo¨tes field confirms that a relation between the
Type-1 AGN fraction and the AGN bolometric luminos-
ity also exists. The Type-1 AGN fraction estimated by
Assef et al. (2012) ranges from ∼ 0.3 to ∼ 0.64 with
Lbol = 10
44.3−45.6 erg s−1, which can be translated into
an obscured fraction decreasing from 0.7 to 0.36 with
increasing Lbol.
Inherent in all of these demographic studies are ambi-
guities in how Type-1/2 AGN are identified and defined,
and therefore their selection of AGN could be biased.
For example, X–ray surveys miss Compton-thick AGN
as pointed out by Gilli et al. (2007), where, although the
fraction of obscured AGN is assumed to decrease with X–
ray luminosity, a non-negligible population of obscured
AGN is still required to properly model the XRB spec-
trum. Optical selection of Type-2 AGN may miss ob-
3scured objects which do not show strong narrow emission
line regions (Reyes et al. 2008), while radio-loud objects
might have different obscured fraction than radio-quiet
ones in radio selected AGN samples (Willott et al. 2000).
Previous work using SED-based analyses to con-
strain the obscured fraction has been performed by sev-
eral studies using AGN samples selected from SDSS
(e.g., Gallagher et al. 2007; Hatziminaoglou et al. 2008;
Roseboom et al. 2012; Ma & Wang 2012), and Spitzer
(e.g., M07; Treister et al. 2008; Hatziminaoglou et al.
2009). SED-based studies have found covering fac-
tors of the order of 0.3 − 0.4 , considering optically
selected AGN samples from SDSS (Roseboom et al.
2012) and the well-studied CLASXS Chandra survey
(Rowan-Robinson et al. 2009). Spitzer -selected Type-
1 AGN samples show average covering factors from
hot-dust clouds9 that range from 0.15 (Mor & Netzer
2012) to ∼ 0.4 (Rowan-Robinson et al. 2008; see also
Hatziminaoglou et al. 2009 for a sample of Type-2 AGN).
All SED-based studies need photometric coverage over a
broad range of wavelength, from infrared to optical–UV.
Optical and infrared selected AGN samples did not have
the X–ray coverage for a large number of objects. There-
fore, in order to compare the results coming from X–ray
analyses with infrared/optical ones, a bolometric correc-
tion (kbol) needs to be assumed. Corrections are also of-
ten assumed to estimate the total infrared and/or optical
luminosity when the necessary multi wavelength cover-
age is not present (e.g., M07; Treister et al. 2008). Very
few studies, so far, have presented the obscured fractions
corrected for the host-galaxy emission, subtracting this
component from the bolometric budget (see, for exam-
ple, the recent work by Sazonov et al. 2012). However,
even in these works, the specific assumptions about dust
geometry and emission in the parametrization of cover-
ing factor are usually not discussed, and no reddening
correction of the disk emission in the optical is applied.
The evolution of the AGN obscured fraction with red-
shift is even more uncertain. Ueda et al. (2003) did not
find clear evidence for a redshift dependence (see also
Gilli et al. 2007), while recently Hasinger (2008) have ar-
gued for a significant increase of the obscured fraction
with redshift (Ballantyne et al. 2006; Treister & Urry
2006; but see also Gilli et al. 2010). Iwasawa et al.
(2012) also show that the fraction of absorbed AGN at
high luminosity may be higher at high redshift than in
the local Universe considering a rest-frame 9–20 keV se-
lection of heavily obscured AGN at z > 1.7 from the deep
XMM-CDFS survey (see also Vito et al. 2013 for similar
results at z > 3).
The goal of the present study is to measure the covering
factor of the AGN obscuring medium (i.e. the obscured
fraction), and its dependence on luminosity and redshift.
Our approach is to consider a sample of Type-1 AGN,
such that both optical-UV emission from the accretion
disk and reprocessed infrared emission from the torus
can be measured. The ratio of infrared to optical-UV
luminosity can then be used to determine the covering
factor of dust. We utilize SED fitting (Lusso et al. 2011,
2012, hereafter L11 and L12, respectively), to conduct
a spectral decomposition of the various emission compo-
9 In the following we will not make any distinction between emis-
sion from the torus and the emission from the hot-dust.
nents in the AGN, and thus obtain robust estimate of
the nuclear and torus emission. We thus require a well
sampled SED over a broad range of wavelength. In par-
ticular, far-infrared data are fundamental to probe the
star formation activity, while mid-infrared observations
are necessary to cover the wavelengths where most of
the re-processed AGN optical-UV luminosity is expected
to be emitted. For these reasons, we carried out our
analysis over a sample of Type-1 AGN drawn from the
XMM-COSMOS survey, which is a unique area given its
deep and comprehensive multi-wavelength coverage: in-
frared coverage from Spitzer and Herschel, optical bands
with Hubble, Subaru, SDSS and other ground-based tele-
scopes, near- and far-ultraviolet bands with the Galaxy
Evolution Explorer (GALEX) and X-rays with XMM–
Newton. Our approach exploits the best available multi
wavelength coverage, is less biased against Type-2 AGN
classification inherent to demographic studies, and makes
no assumptions about bolometric corrections since we
directly fit the full AGN SED. Furthermore, our SED-
fitting approach explicitly corrects for the effect of intrin-
sic AGN reddening, and subtracts off the contaminating
emission from the host-galaxy.
A comparison of our measurements of the obscured
fraction with that determined independently from AGN
demographics or synthesis of the XRB is interesting
for several reasons. Naturally, these obscured fractions
should all agree, but each approach depends on an in-
dependent set of assumptions. For example, as we will
see in Sect. 6.1, the results of our SED-fitting approach
depend somewhat on the properties of the dust in the
torus (i.e. optically thick or thin, anisotropic emission,
etc.), which can thus be constrained by comparing to an
independent determination from another technique. De-
mographic measurements of the obscured fraction require
an unbiased survey of the total AGN population; hence a
disagreement with our SED based obscured fraction esti-
mates could reveal biases in these surveys. For example
X–ray surveys could be missing Compton thick Type-2
AGN, mid-IR selection could be severely contaminated
by star-forming galaxies, and optical Type-2 AGN sur-
veys might be missing sources lacking strong narrow line
emission.
The structure of this paper is as follows. In Section 2
we discuss the sample selection and the employed photo-
metric data-sets. In Sect. 3 we describe the SED-fitting
code and, in particular, the new developments with re-
spect to L11 and L12. The luminosities computed at
different wavelengths will be presented in Section 4. Our
R estimates and their variation with Lbol are presented in
Section 5, while the results of our analysis are discussed
in Section 6. Conclusions are outlined in Sect. 7. De-
tails regarding the SED-fitting code and discussion about
outliers are presented in the Appendix. We adopt a
concordance Λ−cosmology with H0 = 70 km s−1Mpc−1,
ΩM = 0.27, ΩΛ = 1− ΩM (Komatsu et al. 2009).
2. SAMPLE DESCRIPTION
The Type-1 AGN sample discussed in this paper is
extracted from the XMM-COSMOS catalog which com-
prises 1822 point–like X–ray sources detected by XMM-
Newton over an area of ∼ 2 deg2 (Hasinger et al. 2007;
Cappelluti et al. 2009). All the details about the cat-
alog are reported in Brusa et al. (2010). We con-
4sider in this analysis 1577 X–ray selected sources for
which a reliable optical counterpart can be associated
(see discussion in Brusa et al. 2010, Table 110). We
have selected 1375 X–ray sources detected in the [0.5-
2] keV band at a flux larger than 5× 10−16erg s−1cm−2
(see Brusa et al. 2010). From this sample, 403 ob-
jects are spectroscopically classified as broad-line AGN
on the basis of broad emission lines (FWHM >
2000 km s−1) in their optical spectra (see Lilly et al.
2007; Trump et al. 2009). The origin of spectroscopic
redshifts for the 403 sources is as follows: 64 objects from
the SDSS archive (Adelman-McCarthy & et al. 2005;
Kauffmann et al. 2003), 75 from MMT observations
(Prescott et al. 2006), 71 from the IMACS observation
campaign (Trump et al. 2007), 143 from the zCOSMOS
bright 20k sample (see Lilly et al. 2007), 44 from the
zCOSMOS faint catalog, and 5 from individual Keck runs
(Brusa et al. 2010). We will refer to this sample as the
“spectro-z” Type-1 AGN sample. For a detailed descrip-
tion of the sample properties see Elvis et al. (2012) and
Hao et al. (2012b).
Unfortunately, the spectroscopic information is avail-
able only for a fraction of the objects and, the AGN with
spectroscopy data are, on average, brighter in the opti-
cal bands than those without spectroscopy. This would
potentially introduce a bias in our results if we used only
AGN with spectroscopy. To avoid this bias, we added
to the spectro-z sample a sample of 136 Type-1 AGN
defined as such via SED fitting (“photo-z” sample here-
after). The information on the nature of these sources
is retrieved from Salvato et al. (2009, S09 hereafter) and
Salvato et al. (2011, S11 hereafter). In these papers the
authors compute reliable redshifts for the entire XMM–
COSMOS survey. While the reader should refer to the
original papers for more detailed description, in the fol-
lowing we provide the relevant information.
Each source in XMM-COSMOS has been fitted with
different libraries and priors, depending on the morphol-
ogy (from deep COSMOS HST/ACS images, see Sect. 3
in S11), variability (see Sect. 3 in S11 for details), and
X–ray flux. If the object was morphologically extended
in the optical bands than it was assumed to be galaxy
dominated, and a library of normal galaxies with emis-
sion lines was considered (i.e., Ilbert et al. 2009). Oth-
erwise, a dedicated library including few galaxies, local
AGN, QSO, and hybrids was created, with different lu-
minosity priors (see S09 for details on the priors and
Fig. 8 in S11). In particular, hybrids were created by
assuming a varying ratio between AGN and galaxy tem-
plates (see Table 2 in S09). The library and the pri-
ors adopted, allowed the authors to obtain reliable pho-
tometric redshift for the entire sample. More specifi-
cally, using a sample of 590 sources in COSMOS, S11
obtained an accuracy of σ∆z/(1+z) ∼ 0.015 and a frac-
tion of outliers of 6% for the entire Chandra–COSMOS
sample. Moreover, the classification done via SED fitting
10 The multi-wavelength XMM-
COSMOS catalog can be retrieved from:
http://www.mpe.mpg.de/XMMCosmos/xmm53 release/, ver-
sion 1st November 2011. This is an updated version of the catalog
already published by Brusa et al. (2010), which includes the
photometric redshift catalog by Salvato et al. (2011), and new
spectroscopic redshift measurements.
with the one obtained via hardness ratio was consistent.
The sources classified as AGN dominated are clearly lo-
cate were they were expected to be (Fig. 10 in S09). In
this work we selected all sources with a best-fit photo-
metric classification consistent with an AGN-dominated
SED (i.e., 19 ≤ SED− Type ≤ 30 as presented by S09).
We double-check the photo-z classification by comparing
the spectroscopic class with the photometric one. The
large majority of the broad emission line AGN in the
spectro-z sample are classified as Type-1 AGN by the
SED fitting as well (342/403; 85%), while the number of
spectroscopic Type-1 AGN which have SED–Type dif-
ferent from the one mentioned above is relatively small
(61/403).
The expected contamination and incompleteness in
the classification method for the analyzed Type-1 AGN
sample is already presented by L12. They found that
the Type-1 sample is expected to be contaminated (i.e.
Type-2 AGN misclassified as Type 1 AGN from the SED
analysis) at the level of∼1.6% and incomplete (i.e. Type-
1 AGN misclassified as Type-2 AGN, and therefore not
included in our Type-1 sample) at the level of ∼9.2% (see
their Sect. 2.1 for details).
The SED-fitting classification is not necessarily incor-
rect, but rather been more sensitive of the global proper-
ties of the sources. It is also important to note that the
fitting procedure covers a wide wavelength range (from
U-band to 8 µm), while the spectrum covers few thou-
sand Angstrom. Therefore, the AGN classification pro-
vided by Salvato et al. for the photo-z sample is reason-
ably robust. All the results presented in the paper still
hold without considering the photo-z, but their inclusion
increases the sample statistics and allows us to extend
our sample at fainter magnitudes.
In the following, we assume that 136 X-ray sources,
classified by the SED fitting with an AGN-dominated
SED are Type-1 AGN. We will refer to this sample as the
“photo-z” Type-1 AGN sample. The final Type-1 AGN
sample used in our analysis comprises 539 X-ray selected
AGN and it spans a wide range of redshifts (0.04 < z <
4.25, with a median redshift of 1.73). As pointed out by
Treister et al. (2008), considering sources over a broad
range of redshifts may introduce a bias in the fobsc − L
relationship. We have discussed this issue in Sects. 6.3
and 6.6.
2.1. Multi-wavelength coverage
The catalog includes multi-wavelength data from far-
infrared to hard X-rays: Herschel data at 160 µm and
100 µm (Lutz et al. 2011), 70 µm and 24 µm MIPS
GO3 data (Le Floc’h et al. 2009), IRAC flux densities
(Sanders et al. 2007; Ilbert et al. 2010), near-infrared J
UKIRT (Capak et al. 2008), H-band (McCracken et al.
2010), CFHT/K-band data (McCracken et al. 2008),
HST/ACS F814W imaging of the COSMOS field
(Koekemoer et al. 2007), optical multiband photome-
try (SDSS, Subaru, Capak et al. 2007), near- and far-
ultraviolet bands with GALEX (Zamojski et al. 2007).
The observations in the optical-UV and near-infrared
bands are not simultaneous, as they span a time interval
of about 5 years: 2001 (SDSS), 2004 (Subaru and CFHT)
and 2006 (IRAC). In order to reduce possible variability
effects, we have selected the bands closest in time to the
IRAC observations (i.e., we excluded SDSS data, that in
5any case are less deep than other data available in simi-
lar bands). All the data for the SED computation were
shifted to the rest frame, so that no K-corrections were
needed. Galactic reddening has been taken into account:
we used the selective attenuation of the stellar continuum
k(λ) taken from Table 11 of Capak et al. (2007). Galac-
tic extinction is estimated from Schlegel et al. (1998) for
each object. We decided to ignore the near-UV GALEX
(NUV) band for objects with redshift higher than 1,
and far-UV GALEX (FUV) band for sources with red-
shift higher than 0.3 in order to avoid IGM absorption
at wavelengths below 1216 A˚ in the rest-frame.
In the far-infrared, the inclusion of Herschel data at
100 µm and 160 µm (Lutz et al. 2011) better constrains
the AGN emission in the mid-infrared. The number of
detections at 100 µm is 77 (14%, 67 and 10 detections in
the spectro-z and photo-z, respectively), while at 160 µm
it is 68 (13%, 58 and 10 detections in the spectro-z and
photo-z, respectively).
Count rates in the 0.5-2 keV and 2-10 keV are con-
verted into monochromatic X–ray fluxes in the ob-
served frame at 1 and 4 keV, respectively, considering
a Galactic column density NH = 2.5 × 1020 cm−2 (see
Dickey & Lockman 1990; Kalberla et al. 2005). We have
computed the integrated unabsorbed luminosity in the
[0.5-2]keV and [2-10]keV bands, for a sub-sample of 133
Type-1 AGN (25%, 102 spectro-z and 31 photo-z), for
which we have an estimate of the column density NH
from spectral analysis (see Mainieri et al. 2007, 2010),
while for 75 AGN (48 spectro-z and 27 photo-z) ab-
sorption is estimated from hardness ratios (Brusa et al.
2010). For the rest of the sample (61%, 331/539) the
hardness ratios are consistent with no intrinsic absorp-
tion. The integrated intrinsic unabsorbed luminosity is
computed assuming a power-law spectrum with slope
Γ = 2 and Γ = 1.7 for the [0.5-2]keV and [2-10]keV
bands, respectively (Cappelluti et al. 2009). The choice
of two different Γ values is consistent with the proce-
dure adopted by Cappelluti et al. (2009) in order to ac-
count for the ”soft excess” observed in AGN. The aver-
age shift induced by the correction for absorption in the
Type-1 sample is, as expected, small in the soft band
〈∆Log L[0.5−2]keV〉 = 0.10 ± 0.01, and negligible in the
hard band.
3. SED-FITTING METHOD
The SED-fitting code presented in the present paper
is a modified version of the one already employed in L11
(see their Section 5) and L12 for a sample of X-ray se-
lected AGN in COSMOS over a wide range of obscuring
column densities (20.4 ≤ Log NH [cm−2] ≤ 24). The ma-
jor improvement is the addition of a fourth component
in the fit to those already considered, i.e. the cold-dust
emission from star-forming regions, the hot-dust emission
(AGN torus), and optical-UV emission from the evolv-
ing stellar population. The additional fourth component
represents the AGN emission in the optical-UV from the
BBB.
We used two different starburst template libraries
for the SED-fitting: Chary & Elbaz (2001) and
Dale & Helou (2002). These template libraries repre-
sent a wide range of SED shapes and luminosities and
are widely used in the literature. The total far-infrared
template sample used in our analysis is composed of 169
templates (105 from Chary & Elbaz 2001 and 64 from
Dale & Helou 2002), and they have been used to fit the
cold dust alone, i.e. far-IR emission. A subsample of
starburst templates are plotted in Figure 1 (black long-
dashed lines).
The nuclear hot-dust SED templates are taken from
Silva et al. (2004). They were constructed from a large
sample of Seyfert galaxies selected from the literature
for which clear signatures of non-stellar nuclear emission
were detected in the near-IR and mid-IR, and also using
the radiative transfer code GRASIL (Silva et al. 1998).
The infrared SEDs are divided into 4 intervals of absorp-
tion: NH < 10
22 cm−2 for Seyfert 1, 1022 < NH < 10
23
cm−2, 1023 < NH < 10
24 cm−2, and NH > 10
24 cm−2
for Seyfert 2. The latter case is neglected in our analysis.
The three templates employed in the code are plotted in
Fig. 1 with the brown solid line. The NH estimates are
used to select the torus template in the SED-fitting code
for each AGN in the sample. The mean NH of our sam-
ple is ∼ 1021 cm−2. Sixty-one percent (331/539) have
NH consistent with no absorption, while the rest have a
median of 7.5 × 1021 cm−2. Four-hundred and forty-six
objects (83%) have NH lower than 10
22 cm−2; we have
therefore considered the Seyfert 1 template for them.
Only 17% (93/539) have NH greater than 10
22 cm−2.
For these sources dedicated templates (constructed con-
sidering Type-1 AGN with NH > 10
22 cm−2) are needed,
but we have nevertheless employed the torus templates of
Sy2 for this sub-sample of sources. The Seyfert 1 torus
template is not extremely different than the Seyfert 2
ones, hence the results are not affected in any significant
way.
We used a set of 30 galaxy templates built from
the Bruzual & Charlot (2003, BC03 hereafter) code for
spectral synthesis models, using solar metallicity and
Chabrier IMF (Chabrier 2003). For the purposes of this
analysis a set of galaxy templates representative of the
entire galaxy population from passive to star forming is
selected. To this aim, 10 exponentially decaying star for-
mation histories (SFHs) with characteristic times ranging
from τ = 0.1 to 10Gyr and a model with constant star
formation are included. For each SFH, a subsample of
ages available in BC03 models is selected, to avoid both
degeneracy among parameters and speed up the compu-
tation. In particular, early-type galaxies, characterized
by a small amount of ongoing star formation, are repre-
sented by models with values of τ smaller than 1 Gyr and
ages larger than 2Gyr, whereas more actively star form-
ing galaxies are represented by models with longer values
of τ and a wider range of ages from 0.1 to 10Gyr. An
additional constraint on the age is that, for each source,
the age has to be smaller than the age of the Universe at
the redshift of the source. Each template is reddened ac-
cording to the Calzetti et al. (2000) reddening law. The
E(B−V )gal values range between 0 and 1 with a step of
0.05. A subsample of templates from star forming to pas-
sive (without reddening) is presented in Figure 1 (green
dotted lines).
The BBB template representative of the accretion disk
emission is taken from Richards et al. (2006). The near-
infrared bump is neglected since we have already covered
the mid-infrared region of the SED with the hot-dust
templates. This template is reddened according to the
6Figure 1. Examples of templates employed in the SED-fitting code. Left panel : The black long-dashed and the green dotted lines
correspond to the starburst and host-galaxy templates, respectively. Right panel : The brown solid and blue dashed lines correspond to the
hot-dust from reprocessed AGN emission and BBB templates with increasing reddening, respectively.
Prevot et al. (1984) reddening law for the Small Magel-
lanic Clouds (SMC, which seems to be appropriate for
Type-1 AGN, Hopkins et al. 2004; Salvato et al. 2009).
The E(B − V )qso values range between 0 and 1 with a
variable step (∆E(B − V )qso = 0.01 for E(B − V )qso
between 0 and 0.1, and ∆E(B − V )qso = 0.05 for
E(B − V )qso between 0.1 and 1) for a total of 29 tem-
plates. A subsample of templates with different redden-
ing levels is presented in Figure 1 (blue dashed lines).
Fig. 2 shows the distribution of the best-fit E(B −
V )qso for our AGN sample from SED fitting. More than
half of the sample is well fitted with low E(B − V )qso
values (75% with E(B − V )qso ≤ 0.1, 402 objects), with
a median E(B−V )qso of 0.03. However, 137 Type-1 AGN
(24% of the total sample, 59 objects from the photo-z
sample and 78 from the spectro-z sample) show evidence
for a significant amount of obscuration11 (E(B−V )qso >
0.1). The fraction of photo-z Type-1 AGN with E(B −
V )qso > 0.1 is higher (43%, 59/136) than in the spectro-z
sample (19%, 78/403). Given that the AGN in the photo-
z sample are, on average, fainter in the optical bands than
those in the spectro-z sample, it is not surprising that
the Type-1 AGN in the photo-z sample have relatively
higher reddening values than the spectroscopic Type-1s.
In any case, the total fraction of reddened Type-1 AGN
in our sample is consistent with previous work in the
literature (e.g., Richards et al. 2003; Maddox & Hewett
2006; Glikman et al. 2007).
In Fig. 3 the broad-band SEDs of eight XMM-Newton
Type-1 AGN are plotted as examples. The four compo-
11 A definition of the dust reddened Type-1 AGN sample in
XMM-COSMOS was already presented in Lusso et al. (2010).
Their Fig. 13 clearly shows that ∼ 10−20% of the AGN population
in XMM-COSMOS has E(B − V )qso > 0.1. This dust-reddened
AGN population also presents colors that are redder than what has
been found by Richards et al. (2003, see their Fig. 6).
Figure 2. Disk reddening distribution for main sample (open his-
togram). The spectro-z (cyan filled histogram) and photo-z (red
hatched histogram) sample are also plotted. The solid line repre-
sents the median at 0.03, while the dashed lines correspond to the
16th and the 84th percentile at 0 and 0.25, respectively.
nents adopted in the SED-fitting code (starburst, AGN
torus, host-galaxy and BBB templates) are also plotted.
The red line represents the best-fit, while the black points
represent the photometric data used in the code, from
low to high frequency: Herschel/MIPS-Spitzer (160 µm,
100 µm, 70 µm, and 24 µm if available), 4 IRAC bands,
near-IR bands (J , H , and K), optical Subaru, CFHT
7Figure 3. Examples of SED decompositions in the rest-frame plane. Black circles are the observed photometry in the rest-frame (from the
far-infrared to the optical-UV). The black long-dashed, brown solid, green dotted, and blue dashed lines correspond to the starburst, hot-
dust from reprocessed AGN emission, host-galaxy, and BBB templates found as the best fit solution, respectively. The red line represents
the best-fit SED. XID, bolometric and torus luminosities in erg s−1 are also reported.
8and GALEX bands. XID 9 and 126 are representative
of a full SED with all detections from the far-infrared
to the optical. Unfortunately, there is a limited num-
ber of detections at 160 and 70µm (see Sect. 2.1), so
that the more representative situation is shown in the
other panels. XID 11 is representative of an AGN SED
with contribution from the host-galaxy in the near-IR,
while for the XID 146 and 51 the host-galaxy contribu-
tion is almost negligible. XID 153, 13, and 69 repre-
sent cases where the host-galaxy emission is significant.
Subtracting the host-galaxy contributions, especially for
those sources with high stellar contamination, is there-
fore essential in order to measure, for example, the R
parameter properly.
The observed data points from infrared to optical are
fitted employing a standard χ2 minimization procedure
χ2 =
nfilters∑
i=1
1
σ2i
(Fobs,i −A× FSB,i −B × Ftorus,i+
−C × Fgal,i −D × FBBB,i)2
(1)
where Fobs,i and σi are the monochromatic observed flux
and its error in the band i; FSB,i, Ftorus,i, Fgal,i, and
FBBB,i are the monochromatic template fluxes for the
starburst, the torus, the host-galaxy, and the BBB com-
ponent, respectively; A, B, C, and D are the normal-
ization constants for the starburst, the torus, the host-
galaxy, and the BBB component. The starburst compo-
nent is used only when the source has a detection between
160µm and 24µm. Otherwise, a three components SED-
fit is used. Twenty is the maximum number of bands
adopted in the SED-fitting (only detections are consid-
ered), namely: 160 µm, 100 µm, 70 µm, 24 µm, 8.0 µm,
5.8 µm, 4.5 µm, 3.6 µm, KS, J , H , z
+, i∗, r+, g+, VJ ,
BJ , u
∗, NUV and FUV.
For each source the code computes several physical
parameters such as SFR (from both optical and far-
infrared), stellar mass and colors of the host-galaxy, AGN
luminosity computed in different regions of the SED, and
far-infrared luminosity of the cold-dust. All outputs are
estimated from the best-fit solution. The upper and the
lower confidence levels of the luminosities are evaluated
from the distribution of the normalizations of all fit so-
lutions corresponding to 68% confidence level by taking
the ∆χ2 for a single parameter of interest (∆χ2 = 1,
see Avni 1976). Large uncertainties on output parame-
ters reflect the degeneracy among the templates involved
in the fit, especially between star-forming galaxies and
reddened BBB templates (see Fig. 1).
4. ANALYSIS
In this Section we discuss the computation of the mid-
infrared to bolometric luminosity ratio, R, and the as-
sumptions underlying its definition. We then present
luminosities from both observed rest-frame SEDs and
model-fitting. Finally, we compare the luminosities com-
puted with these two methods to highlight the impact of
host-galaxy and reddening correction on these measure-
ments.
4.1. Mid-infrared to bolometric luminosity ratio
The mid-infrared to bolometric luminosity ratio, which
we employ to parametrize the obscured fraction, is de-
fined as
R ≡ Ltorus
Lbol
=
∫ ν1µm
ν1000µm
Lνdν
∫ νmax
ν1µm
Lνdν
, (2)
where Ltorus is the infrared emission reprocessed by the
dust at the wavelength range 1 − 1000µm, while Lbol is
our definition of the bolometric luminosity, which repre-
sents the optical–UV and X–ray emission emitted by the
nucleus and reprocessed by the dust grains in the torus.
There is some ambiguity in the literature about whether
the X–ray emission, which partially arises from the ac-
cretion disk itself, but also from accretion disk photons
Compton up-scattered by a hot X–ray corona, should
be included in the bolometric luminosity. However, be-
cause we are here interested in all emission being repro-
cessed by dust grains, we include the X–ray contribu-
tion (∼ 10%) to the bolometric luminosity12. Thus we
need to quantify the maximum frequency, νmax, which we
we define to be the frequency at which the dust optical
depth in the torus, τd = Ndσd(ν), is unity, where Nd is
the column density of dust in the torus, and σd(ν) is the
dust cross-section. Photons with a frequency higher than
νmax should not be counted in the bolometric emission
budget, as they will just pass through the torus without
being reprocessed.
Draine (2003b) estimated the X-ray extinction and
scattering cross section per H nucleon due to interstel-
lar dust, assumed to be a mixture of carbonaceous and
amorphous silicate grains, and absorption due to gas with
interstellar gas-phase abundances in the energy range
0.1 − 10 keV (see their Fig. 6). Absorption by H and
He dominates at energies lower than ∼ 0.25 keV, while
above this energy value observations of extinction and
scattering by dust is significant for bright sources with
sufficient dust column densities along the line of sight.
At E ≥ 0.8 keV extinction is mainly due to dust grains.
The energy at which the dust optical depth is equal to
one considering an average NH value for obscured AGN
of ∼ 1022 cm−2 (see L12) is around 1 keV, which cor-
responds to a frequency of 2.4 × 1017 Hz. We have to
integrate Eq. (2) out to energies that are intercepted
by the torus (not along our line-of-sight), and thus the
average NH for Type-2 AGN should be more appropri-
ate. The precise energy of the absorption in the X–rays
will be dependent on the chemical nature of the grain
material (Forrey et al. 1998; Draine 2003a,b); given that
soft X–ray emission usually contributes about 10% of
the total bolometric output, the uncertainty in our lu-
minosity estimates due to the unknown X-ray opacity
will be less than this. In order to quantify the degree
of variation on the Lbol estimates we have also consid-
ered an energy cutoff of 0.4 keV and 2 keV (frequency
of 1017 and 4.8 × 1017 Hz), which correspond to an NH
of about 1021 (the average value of the present Type-1
AGN sample) and 1.6 × 1022 cm−2, respectively13. The
shift induced by considering the difference between Lbol
estimated up to a maximum energy cutoff of 0.4 and 2
keV is 〈∆Log Lbol〉 = −0.066±0.004. Thus our assump-
12 We are implicitly assuming that the observed soft and hard
X–ray emission is originated on scales smaller than that of the
torus.
13 Column densities lower than 1022 cm−2 are almost transpar-
ent to hard (> 2 keV) X–rays (Morrison & McCammon 1983).
9tion of a 1 keV cutoff will result in uncertainties smaller
than this, and this effect is much smaller than other un-
certainties in our calculation, i.e. degeneracies between
templates, uncertainties on the data, etc. We consider
as our fiducial νmax value the frequency corresponding
to the energy at 1 keV.
We can compute total luminosities in a given range in
two ways, one by integrating the actual photometry, and
the other by integrating the resulting best-fit SEDs out-
put of the SED-fitting code. For the first approach, no
attempt is made to subtract off the host-galaxy contribu-
tion or to de-redden the photometry (i.e., the BBB). For
the latter approach, we present two cases. In the first
case we have estimated R considering Lbol without cor-
recting for the intrinsic AGN reddening. This approach
is what has been used by other works on SEDs that tried
to estimate covering fractions (see Maiolino et al. 2007;
Treister et al. 2008). In the second case Lbol is corrected
for both host-galaxy and reddening contributions. In the
next Sections we will proceed as follows. We will present
these two ways of computing the total luminosities in a
given range, and we will dedicate a separate discussion
about the effect of the AGN reddening and host-galaxy
correction on Lbol.
4.2. Luminosities from observed rest-frame SED
We have computed the individual observed rest-frame
SEDs for all sources in the sample, following the same
approach as in L10. For the estimate of the rest-frame
AGN SED we need to extrapolate the UV data to X-
ray “gap” and at high X-ray energies. The SED is ex-
trapolated up to 1200A˚ with the slope computed con-
sidering the last two rest-frame optical data points at
the highest frequency in each SED (only when the last
UV rest frame data point is at λ > 1200A˚). Then, a
power law spectrum to 500A˚ is assumed, as measured by
HST observations for radio-quiet AGN (fν ∝ ν−1.8, see
Zheng et al. 1997). The UV luminosity at 500 A˚ is then
linearly connected (in the log space) to the luminosity
corresponding to the frequency of 1 keV. We note that
the fraction of bolometric luminosity in the 500 A˚ to 1
keV range depends on the model adopted, as shown by
Krawczyk et al. (2013). However, these authors found
that bolometric corrections estimated at 2500 A˚, consid-
ering different UV-X–ray extrapolations, agree within a
factor of about 1.5. Finally, the X-ray spectrum is ex-
trapolated at higher energies introducing an exponential
cut-off at 200 keV (e.g., Perola et al. 2002). An example
of observed rest-frame SED is plotted in Figure 4 with
the black dot-dashed line. We checked if the extrapola-
tion works properly by inspecting all objects visually.
Observed infrared and bolometric luminosities (here-
after LIR,obs and Lbol,obs) are quantified by integrating
the observed rest-frame SED in the log space from 1 µm
to 24 µm (Hao et al. 2012b), and from 1 µm to 1 keV,
respectively.
4.3. Luminosities from SED-fitting
The four-component SED-fitting code presented here
allows us to have a reliable estimate of both disk and
torus luminosities (hereafter Ldisk and Ltorus). In Fig. 4
a full AGN SED from far-infrared to X-rays, with the
respective best-fits, is presented as an example. X-rays
Figure 4. Example of full AGN SED from far-IR to X-rays at
redshift 1.4 (XID=21). The rest-frame data, used to construct
the observed and fitted SED, are represented with black points.
The black long-dashed, brown solid, green dotted, and blue dashed
lines correspond to the best-fit starburst, hot-dust from reprocessed
AGN emission, host-galaxy, and BBB templates, respectively. The
black dot-dashed line represents the observed rest-frame SED as
described in Section 4.2, while the magenta short-long dashed line
is the best-fit BBB template plus X-rays as described in Section 4.3.
are not taken into account in the fit procedure. There-
fore, in order to estimate Ldisk, we need to include them
in a separate step. We consider the disk template up to
500 A˚ and the de-absorbed X–ray spectrum (as described
in the previous Section) at energies higher than 1 keV.
We then linearly connect these two curves (an example
is presented with the magenta short-long dashed line in
Fig. 4). The resulting disk+X–ray SED is integrated
from 1 µm to 1 keV and it is our definition of bolometric
luminosity. Only six objects (2 spectro-z and 4 photo-z)
over 539 Type-1 AGN do not require any disk compo-
nent in the best-fit. As a result, Ldisk is not available for
these sources14.
The Ltorus values are computed by integrating the best-
fit torus templates (brown solid line in Fig. 4) from 1-
1000 µm. Information on Ltorus is available from the
best-fit models for 516 out of 539 (96%) Type-1 AGN,
but three of these sources have been removed because
the optical-UV photometry is fitted with a galaxy tem-
plate only (and therefore R cannot be estimated without
constrains on Ldisk). This leads to a sub-sample of 513
Type-1 AGN (388 spectro-z and 125 photo-z) with both
Ltorus and Ldisk estimates.
14 The SED for XID=300 (COSMOS J100050.16+022618.5,
z = 3.715) is fitted with a starburst galaxy, but presents clear
QSO features in the spectrum (Lyα, C iv). The observed SED
has very strong BBB with absorption at wavelength shortwards
of 912 A˚, but the SED-fitting code is not able to reproduce
this feature with a reddened disk. The SED for XID=2394
(COSMOS J100127.53+020837.8, z = 3.333) is very well fitted
with a star-forming galaxy, and the spectrum presents faint AGN
feature (C iv).
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For the remaining 19 Type-1 AGN (4%) a torus tem-
plate is not considered in the best-fit. All of these sources
are at high redshift (1.60 ≤ z ≤ 4.26). Three objects are
detected at 24 µm, but the code is not considering the
torus model in the best-fit due of the combination of two
facts: first, large error on the 24 µm detection, and sec-
ond, IRAC and optical-UV photometry are nicely fitted
with galaxy plus disk templates only. No photometric
coverage in the mid-infrared is present for the other 16,
which do not have a 24 µm detection.
As we have already pointed out, there are several fac-
tors that need to be taken into account when obtain-
ing Lbol,obs by integrating the interpolated photometry.
Host-galaxy emission and reddening are both present and
they can lead to over/underestimate AGN emission, re-
spectively. The analysis presented here takes into ac-
count these contributions, thanks to our model fitting
procedure, and we will discuss their effects on Lbol,obs in
the following.
4.4. Disk luminosities: effect of the host-galaxy &
reddening
Our first step in determining the intrinsic bolometric
AGN emission is to subtract the host-galaxy contribution
from total observed Lbol without taking into account the
AGN reddening. A comparison between Lbol,obs (from
interpolated photometry) and Lbol (from model fitting,
host-galaxy subtracted) is presented in the left panel of
Fig. 5, where the one-to-one correlation is plotted with
the red solid line as reference. The median shift between
Lbol,obs, which includes both host-galaxy and reddening
contamination, and Lbol is 0.25 dex. Sources that de-
viate more from the average Log Lbol,obs/Lbol are those
with higher host-galaxy contamination and reddening.
Twenty AGN (12 spectro-z and 8 photo-z) lie more than
3 σ away from the median and are marked with orange
open squares in Fig. 5 (left panel). Representative ex-
amples of SEDs of these outliers are discussed in Ap-
pendix A. Part of the scatter and the fact that none of the
sources lie on the one-to-one correlation might be due to
the different methods of extrapolation in the UV-soft X–
ray gap (15.5 . Log ν . 17.5 Hz) adopted (see Fig. 4). In
order to check this issue we have estimated, for each ob-
ject, the observed optical–UV luminosity (Lopt−UV,obs)
by integrating the interpolated rest-frame photometry
between 1 µm and the bluest rest-frame data point in
the optical-UV, and the fitted optical–UV luminosity
(Lopt−UV) by integrating the best-fit BBB template in
the same wavelength range. The result is plotted in the
right panel of Fig. 5. Sources are now closer to the
one-to-one relation (with 16 outliers), but the scatter is
still significant demonstrating that the host-galaxy con-
tribution is important in the optical–UV.
We have also computed the host-galaxy luminosity
(Lhost) from the best-fit galaxy template for each Type-1
AGN over the same wavelength range of Lopt−UV. For
a significant fraction of the objects Lhost is comparable
to Lopt−UV. For example, we found that the ratio be-
tween Lhost and Lopt−UV is more than 0.7 for 34% of the
Type-1 AGN in our sample.
Overall, our model fitting procedure highlights a signif-
icant host-galaxy contamination in the bolometric emis-
sion of Type-1 AGN in XMM-COSMOS, in agreement
with previous results (see also Fig. 4 in Bongiorno et al.
2012). In a recent paper (Elvis et al. 2012) the average
SED of the same COSMOS sample employed here is pre-
sented. It is clear from Figure 14 in Elvis et al. (2012)
that the mean observed SED is quite flat, and lacks the
1µm inflection point between the UV and near-IR bumps
seen in previous analyses. This suggests that this sam-
ple has a higher contamination from the host-galaxy light
than brighter optically selected samples (see Elvis et al.
2012; Hao et al. 2012b).
The next step in determining the intrinsic nuclear Lbol
is to correct for reddening the best-fit BBB template by
employing the corresponding E(B−V )qso value for each
object in our sample. The reddening corrected best-
fit bolometric luminosities are plotted in the left panel
of Fig. 6 as a function of Lbol,obs. As expected, AGN
with high E(B − V )qso tend to have higher Lbol than
Lbol,obs, with the ratio of the corrected Lbol and Lbol,obs
distributed almost symmetrically around zero (see right
panel of Fig. 6), but with a tail toward small values re-
sulting from highly reddened systems. Outliers deviating
more than 3 σ below the median (2 objects, which are su-
perimposed in the plot) represent high host-galaxy con-
tamination, while outliers deviating more than 3 σ above
the median (9 objects) have large values of E(B − V )qso
(E(B−V )qso ∼ 1) and small contribution from the host-
galaxy. Representative SEDs of these outliers are pre-
sented in Appendix B.
As a further check we have compared the infrared lu-
minosities estimated from the observed rest-frame SED
and those output of our SED-fitting code. The left panel
of Fig. 7 shows this comparison. The majority of the
sources lie along the one-to-one correlation with a median
shift between the observed infrared luminosity and the
torus luminosity of 〈Log LIR,obs/Ltorus〉 = 0.10 (see the
right panel of Fig. 7), meaning that the infrared emission
observed is mainly originated from hot-dust. The tail
at high Log LIR,obs/Ltorus values is likely due to some
contamination from star formation, which has been sub-
tracted using the fitting technique. Outliers are again de-
fined as those at more than 3 σ away from the median.
Six percent (32/513) of the sample and only 2 sources
lie below and above 3 σ from the median, respectively.
Their SEDs are discussed in Appendix C.
In summary, AGN bolometric luminosities need to be
corrected for the effects of both host-galaxy contamina-
tion and intrinsic AGN reddening. Studies that do not
take these factors into account may bias they results on
AGN obscuring fractions. To further emphasize this last
point, in the following Section we present a comparison of
the R−Lbol relations under different assumption: 1) the
relation is presented without correcting for host-galaxy
and reddening, 2) considering Lbol and Ltorus from the
model fitting where the Lbol values are host-galaxy sub-
tracted and, finally, 3) where both effects of the host-
galaxy and reddening are considered.
5. MID-INFRARED TO BOLOMETRIC LUMINOSITY
RATIO VERSUS Lbol
Previous analyses have found a decrease of the mid-
infrared luminosity ratios as a function of bolometric (i.e.
accretion disk) luminosity (see e.g., M07; Treister et al.
2008; Hatziminaoglou et al. 2009), which has been in-
terpreted as a corresponding decrease in the obscured
fraction with luminosity, but these previous works have
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Figure 5. Left panel : comparison between the values of Lbol computed by the SED-fitting code (host-galaxy subtracted) and those
obtained integrating the observed rest-frame SED from 1 µm to 1 keV (see Sect. 4.2). Reddening has not been taken into account in the
Lbol values. Three-sigma outliers from the median are marked with orange open squares (20 objects). Black points and red triangles
represent the spectro-z and photo-z sample, respectively. The red solid line represents the one-to-one correlation. The average error on
Lbol is plotted in the bottom right for clarity. Right panel : comparison between the observed optical–UV luminosity (Lopt−UV,obs)
by integrating the interpolated rest-frame photometry between 1 µm and the bluest rest-frame data point in the optical-UV, and the
fitted optical–UV luminosity (Lopt−UV) by integrating the best-fit BBB template in the same wavelength range (16 outliers, open orange
squares).
Figure 6. Left panel : comparison between the values of Lbol computed by the SED-fitting code (see Sect. 4.3) and those obtained
integrating the observed rest-frame SED from 1µm to 1 keV (see Sect. 4.2). Reddening has been taken into account in the Lbol values.
Black points and red triangles represent the spectro-z and photo-z sample, respectively. The red solid line represents the one-to-one
correlation, while 3 σ outliers are marked with orange open squares. Right panel : Histogram of the ratio between Lbol,obs and Lbol. Key
as in Fig. 2. The solid line represents the median at Log Lbol,obs/Lbol = 0.07, while the dashed lines correspond to the median absolute
dispersion ( 1.4826×MAD, see § 5) at 0.25 dex.
12
Figure 7. Left panel : comparison between the values of torus luminosity computed by the SED-fitting code and those obtained integrating
the observed rest-frame SED from 1 µm to 24 µm. Key as in Fig. 5. Grey bars represent 1− σ error as discussed in Sect. 3. Right panel :
Histogram of the ratio between LIR,obs and Ltorus. Key as in Fig. 2. The solid line represents the median at Log LIR,obs/Ltorus = 0.10,
while the dashed lines correspond to the median absolute dispersion ( 1.4826×MAD, see § 5) at 0.16 dex.
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Figure 8. Panel a: Log LIR,obs/Lopt,obs as a function of Lopt,obs computed from the observed rest-frame SED. Black points and red
triangles represent the spectro-z and photo-z sample, respectively. Green points are the median of the Log LIR,obs/Lopt,obs values in each
bin (about 77 sources per bin), the bars in the y axis represent the uncertainty on the median, while the bars in the x axis are the width
of the bin. The cyan line shows the mid-infrared luminosity ratios inferred by M07. Dashed lines trace the uncertainties due to bolometric
correction. Panel b: Log Ltorus/Lbol as a function of host-galaxy corrected Lbol without reddening correction (about 73 sources per bin).
Panel c: Log Ltorus/Lbol as a function of Lbol with both host-galaxy and reddening correction (about 73 sources per bin). The average
uncertainty on Lbol and Log Ltorus/Lbol are plotted in the bottom right of panel b and c.
one (or more) of the following limitations: a) disk lumi-
nosities and/or mid-infrared luminosities have been es-
timated using uncertain bolometric corrections b) host-
galaxy light has not been subtracted out c) the disk has
not been de-reddened in computing the bolometric lumi-
nosity.
In § 4.4, we have seen that reddening can lead one
to significantly underestimate the true bolometric lu-
minosity and hence the luminosity ratio R (the rela-
tion between the obscured fraction and R is discussed
in Sect. 6). Figure 8 (panel a) shows our observed
Log LIR,obs/Lopt,obs values as a function of Lopt,obs where
green points are the median of Log LIR,obs/Lopt,obs in
each bin (defined to have approximately the same num-
ber of sources in each bin, about 77 objects). The lumi-
nosities have been determined by integrating the inter-
polated observed photometry (see §. 4.2), as has the ob-
served bolometric luminosity plotted on the x-axis. The
errors on these luminosities are negligible and so we do
not show estimates here. The bars in the y–axis represent
the uncertainty on the median estimated as the standard
deviation divided by the square root of the number of
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objects in each bin (σmed = 1.4826 MAD/
√
N ; Hampel
1974; Hoaglin et al. 1983; Rousseeuw & Croux 1993)15.
The bars in the x–axes are the width of the bin. We
decided to consider the median instead of the mean, be-
cause our measures are sometimes moderately disperse
(e.g., Ltorus/Lbol as a function of Lbol in Fig. 8). Mean
and standard deviation are heavily influenced by extreme
outliers. The median and the MAD provide a measure
of the core data without being significantly affected by
extreme data points. In order to further check that the
MAD is actually a robust estimator of our distribution,
we have compared MAD with both bootstrap analysis
and percentile. All uncertainties are consistent among
the three different methods. We have then considered
only one method (i.e., MAD) throughout the paper for
ease of discussion.
M07 present mid-infrared luminosity ratios for a sam-
ple of 25 high luminous QSOs at redshift 2 < z <
3.5 with Spitzer -IRS low resolution mid-IR spectra,
combined with data for low luminosity Type-1 AGN
from archival IRS observations. Their definition of ob-
scuring fraction is based on the luminosity ratio at
6.7µm and 5100A˚, corrected by a fixed kbol (f =
0.39 L6.7µm/L
5100A˚
, where the thermal infrared bump is
defined as 2.7 L6.7µm and the accretion disk luminosity is
7 L
5100A˚
), and where the X–ray emission is neglected. To
compare our results with M07, we have then converted
their L
5100A˚
values using a kbol of 7. The variation of
the obscuring fraction as a function of luminosity found
by M07 is also plotted in Fig. 8 with the solid cyan line,
while the dashed lines represent the M07 estimate of the
uncertainty due to their adopted bolometric correction.
Our points in Figure 8a (ignoring host-galaxy contamina-
tion and not de-reddening the disk) show a similar trend
as M07 relation. M07 has a flatter distribution, less af-
fected by host galaxy contamination at low Lbol, while
our measurements show a steeper decline with luminos-
ity. This further emphasize that proper host-galaxy and
reddening correction are needed especially at low lumi-
nosities.
The M07 analysis assumes that the luminosity ratio
is equivalent to the obscured AGN fraction (i.e., opti-
cally thin torus regime, see Section 6.3). Our median
LIR,obs/Lbol,obs value is 0.81
+0.07
−0.01. A Spearman rank
test gives the correlation coefficient, ρ, of -0.51, exclud-
ing the null correlation at the level of about 14σ.
About 37% (199/539) have observed LIR,obs/Lbol,obs
values higher than one, which is not physical given our as-
sumption on the optically thin torus (i.e., the energy has
to be conserved). However, this could be due to several
factors such as uncertainties in the observational data
(83 objects over 199 AGN with LIR,obs/Lbol,obs > 1 do
not have spectroscopic redshift measurement), reddening
and/or host-galaxy contamination, and non-trivial torus
radiative transfer effects, i.e. optically thick torus.
The above discussion of Fig. 8a regards the
Log LIR,obs/Lbol,obs − Log Lbol,obs relationship, where
no host-galaxy and AGN reddening correction has been
15 The MAD term is the median of absolute deviation between
data and the median of data (MAD = 〈ABS(d − 〈d〉)〉, where d
are the data). The MAD value is scaled by a factor of 1.483 to
become comparable with the gaussian standard deviation.
performed. If we now use our SED-fitting to take into
account and effectively subtract off host-galaxy contam-
ination from the Lbol estimates, without correcting for
AGN reddening, the overall effect is to shift R (defined
as in Eq. [2]) to higher values and move Lbol to lower
luminosities as shown in Figure 8 (panel b). This is be-
cause host-galaxy light more significantly contaminates
the near-IR to UV part of the SED more than it does
in the mid-infrared, and hence it significantly impacts
our Lbol estimates. This is especially true for those
cases where the optical-UV region is fitted with a star-
forming galaxy template (i.e., XID=16, 2072, and 53583
in Fig. 21), which would lead to unphysical results. In
fact, on average the R values determined from SED fits
and where the host-galaxy is subtracted are only a factor
of ∼ 1.2 higher than the R determined from integrated
photometry, with a median R of 0.98+0.02−0.02 ( ρ =-0.33,
excluding the null correlation at the level of about 8σ).
The shift to higher R values is mainly due to the em-
ployed Lbol, given that the observed and the fitted torus
luminosities are quite similar16 (except outliers discussed
in Appendix C). The resulting trend between R and Lbol
is still present, although with a different normalization.
Each best-fit BBB template has been then de-reddened
considering the corresponding E(B−V )qso output of the
SED-fit. Figure 8 (panel c) shows the R values as a func-
tion Lbol after employing this correction. The median R
is 0.57+0.03−0.01 ( ρ =-0.19, excluding the null correlation at
the level of about 4σ). About 19% (99/513) still have
R factors higher than one (70 spectro-z and 29 photo-
z). The SEDs of these objects have, on average, a high
host-galaxy contamination at low Lbol (four examples are
presented in Fig. 9).
Summarizing, we find that the average observed R
value for the Type-1 AGN sample presented here is
0.81, with a clear trend of decreasing R with increas-
ing Lbol,obs. We still observe the same trend between R
and Lbol if we compute R from the output luminosities of
our SED-fitting code, and correcting for the host-galaxy
contribution only, but the average R is higher than the
observed one (〈R〉 ≃ 0.98). We therefore need to con-
sider the effect of the intrinsic AGN reddening as well,
whose correction leads to a more reasonable value of R
(〈R〉 ≃ 0.57), while our relation between R and Lbol is
shallower than in earlier works (e.g., M07). This is pre-
sumably because, differently from previous analyses, we
have corrected for dust reddening and subtracted off the
host. Therefore, the correct average R value is the one
taking into account both corrections (i.e., 〈R〉 ≃ 0.57).
We conclude that any SED-based analysis needs to
take into account the intrinsic AGN reddening/host-
galaxy contamination in order to properly estimate R
and its variation on luminosity. Throughout the fol-
lowing discussion, we consider the intrinsic Lbol the one
reddened-corrected and where the host-galaxy has been
subtracted.
6. DISCUSSION
16 In this case, the Lbol values (output of our code) have the
AGN reddening left in. The LIR,obs and Ltorus values are con-
sistent within 0.16 dex, but the reddened Lbol estimates are, on
average, lower than Lbol,obs.
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Figure 9. Example of SEDs with R > 1. Keys as in Fig. 3.
6.1. AGN obscured fraction: optically thin versus
optically thick tori
The infrared emission detected by an observer along a
line of sight that crosses the torus (Type-2) might differ
from the one along a dust-free sightline (Type-1), which
is to say that infrared emission from the torus could be
anisotropic. Following Granato & Danese (1994, GD94
hereafter), we define the ratio between the integrated
flux emitted by the dust in the direction of the equa-
tor and that emitted in the direction of the pole as p
(see their Eq. [22]). This parameter, which quantifies
the anisotropy of the radiation emitted by the torus, is
directly related to the obscured fraction fobsc, and it
depends on the optical depth (at a fixed fobsc and for
a given geometry, see GD94 Fig. 10) of the torus to its
own mid-infrared radiation. The basic idea is that if
we assume that the bulk of the infrared radiation is pro-
duced by an optically thick (to its own infrared radiation)
dusty torus, and the observer has an absorption-free line
of sight, fobsc is related to the R (R = Ltorus/Lbol) and
p factors as follows
fobsc ≃ R
1 +R(1− p) . (3)
For a torus transparent to its own radiation (optically
thin) the parameter p is of the order of unity (no viewing
angle dependence), and therefore fobsc ∼ R. If the torus
is instead optically thick, the torus behaves like a black
body, and the obscured fraction, for a given value of R,
is lower than the one in the optically thin regime.
GD94 studied a sample of 56 local (z ≤ 0.08) opti-
cally selected radio-quiet Seyferts, of which 16 are un-
obscured (Seyfert 1). In the case of unobscured AGN,
GD94 find that the observed infrared continuum origi-
nates from an almost homogenous dust distribution, ex-
tending at least a few hundred parsec, with fobsc ≤ 0.6.
The GD94 radiative transfer models also show that op-
tically thick and broad (extending for ∼ 1000 pc at op-
tical luminosities of the order of 1046 erg s−1, but see
also Tristram & Schartmann 2011) tori are able to ex-
plain the infrared continua observed in both Type-1 and
Type-2 AGN.
Nenkova et al. (2008b) consider clumpy torus mod-
els and showed that a number of 5-15 optically
thick dusty clouds along the radial equatorial line of
sight can successfully explain AGN infrared observa-
tions. Further observational evidence from interferom-
etry (e.g., Kishimoto et al. 2007) and molecular emis-
sion lines (e.g., Pe´rez-Beaupuits et al. 2011) favor a
clumpy, rather than smooth, dust distribution in AGN
tori. This has stimulated additional modeling efforts by
several authors (e.g., Dullemond & van Bemmel 2005;
Ho¨nig & Kishimoto 2010, and references therein). In-
terestingly, another set of simulations of clumpy torus
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models by Ho¨nig & Kishimoto (2011) have found that,
although the clouds are optically thick, the observed
SED is dominated by emission from optically thin dust
in Type-1 AGN.
Given all the conflicting views about whether the torus
is optically thick or thin to infrared radiation, we remain
agnostic and consider p as a free parameter. But in order
to compute fobsc, we would need a determination of p for
each source in our sample, which would require informa-
tion about the mid-infrared optical depth of each AGNs
torus. Since such estimates are not available and, more-
over, as p strongly depends on assumptions about the dis-
tribution of dust in the torus and its geometry, we instead
explore the two extreme cases where p = 1 (fobsc = R,
optically thin torus) and p ≪ 1 (fobsc ≃ R/(1 + R), op-
tically thick torus). The true obscured AGN fraction is
bounded by these two extremes.
6.2. Dust reddened AGN population
All of our analysis on the obscured fraction is based
on the parameter R, which is the ratio between the mid-
infrared and the bolometric emission. In presence of a
reddened optical–UV emission, our model fitting proce-
dure should be able to correct for the extinction, so that
we can use the de-reddened Lbol. However, as we have
mentioned at the beginning of this section, the infrared
emission along a line of sight that crosses the torus can be
different from the one along a dust-free line of sight, and
this difference increases as the torus becomes more opti-
cally thick (p decreases from unity). The difference goes
in the direction that infrared emission from an obscured
line-of-sight (i.e. equatorial emission) is smaller than
along a non-obscured line-of-sight (i.e. polar emission).
In cases for which we find that our Type-1 BBB disk
model fits require significant extinction, these lines of
sight are not strictly speaking dust-free, and their (more
equatorial) infrared emission will tend to be smaller.
However, the application of Eq. (3) from GD94 requires
that the Ltorus in the numerator of R, is determined from
a (more polar) dust-free line-of-sight, i.e. it is the Ltorus
of a Type-1 AGN. Thus highly extinct Type-1 AGN will
have smaller Ltorus values, resulting in lower value for R
and thus the obscured fraction that we obtain for such
objects would be systematically smaller than it is in re-
ality.
Such highly reddened AGN, which are broad-line
sources with nevertheless significantly reddened BBB
SEDs, clearly reside in a gray area of the AGN unifica-
tion classification into only two types of AGN (i.e. purely
obscured and unobscured). These sources are likely ob-
served from intermediate viewing angles, and thus the
simple modeling of GD94 (parameterized by a Type-1
AGNs polar Ltorus emission) is no longer applicable for
such objects. We thus quantify the fraction of such red-
dened AGN in our sample by considering the best-fit
E(B − V )qso output of our model fitting (see Fig. 2).
In what follows, we present our results for the main
sample of 513 Type-1 AGN and for the sub-sample of
391 objects with E(B − V )qso ≤ 0.1. Our choice of
E(B−V )qso = 0.1 is rather arbitrary, but it is effective in
defining a sub-sample of AGN with representative SEDs
of the main population (see Fig. 2, but see also Fig. 6
and related discussion in Richards et al. 2003).
6.3. Dependence of obscured AGN fraction with
bolometric luminosity
Our estimates of the obscured AGN fraction as a func-
tion of Lbol in the optically thin and optically thick
regimes described above are presented in Figure 10.
Filled circles represent the optically thin torus case, while
open circles show the results for the thick torus pre-
scription. As a comparison, we have overplotted fobsc
as found by M07. For completeness we also plotted the
mean fobsc in each bin, and the 1 σ error bars. The mean
fobsc of the first bin is out of scale (i.e., 〈fobsc〉 = 1.24).
Mean fobsc estimates are more sensitive to the data with
fobsc > 1 (20% of the all sample, but mainly found at the
low luminosity end), thus in this case the median is more
representative of our obscuring fraction distribution. By
defining the obscured fraction fobsc = R, the M07 anal-
ysis assumes an optically thin torus (solid cyan line in
Fig. 10). If we instead consider the optically thick case
where p≪ 1, the obscured AGN fraction implied by the
M07 R measurements is reduced as shown by the dot-
dashed cyan line. We confirm that a decrease of fobsc
with increasing Lbol exists in both the main sample (left
panel of Fig. 10) and the sample with E(B−V )qso ≤ 0.1
(right panel of Fig. 10). Our fobsc − Lbol relations is
within M07’s 1 σ dispersion. Assuming the optically
thin case, the obscured AGN fraction for the main sam-
ple changes from ∼ 75% at Lbol ≃ 1.5× 1044 erg s−1 to
∼ 45% at Lbol ≃ 2.5×1046 erg s−1. This decreasing trend
is strongly suppressed in the optically thick torus regime,
where fobsc ranges approximately from ∼45% to ∼30%.
If we instead consider the low-reddening sub-sample, the
slope of the fobsc − Lbol relation does not change signif-
icantly, but the normalization is shifted to higher fobsc
values. This is expected because the full sample includes
the reddened AGN, which tend to have lower Ltorus (see
§ 6.2) and hence lower R values, implying lower obscured
fractions.
Another SED based approach has been presented in
Treister et al. (2008) (T08 hereafter). This analysis con-
sider 230 Type-1 AGN (with spectroscopic redshifts) at
z ∼ 1, selected from several surveys (206 AGN are drawn
from SDSS, 10 from GOODS, and 14 from COSMOS),
with archival 24 µm MIPS photometry, and GALEX
data. This sample spans a similar range in Lbol from
1044 to 1047.5 erg s−1, and their fobsc measurement are
plotted in Fig. 11 with grey open squares. T08 argue that
their measurements agree with M07, and the agreement
is rather remarkable; however, in the T08 analysis fobsc
is estimated by assuming an anisotropic infrared emis-
sion coming from an optically thick torus (p ≪ 1, see
their Eq. [1]), whereas the M07 results are derived un-
der the assumption of an optically thin torus fobsc ∼ R.
The level of agreement between fobsc by M07 and those
evaluated by T08 is therefore unexpected. The obscured
fraction produced by an optically thick torus should be
lower than the one originated in a thin torus at a given
R = Ltorus/Lbol ratio.
In order to understand this rather confusing agreement
between T08 and M07, it is worth discussing the T08
analysis in more detail. The obscured AGN fraction in
T08 is evaluated from the ratio between the observed lu-
minosity at 24 µm, corresponding approximately to the
rest frame 12 µm luminosity, and the bolometric lumi-
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Figure 10. Left panel : Obscured AGN fraction as a function of Lbol for the main sample of 513 Type-1 AGN. Filled circles represent
our median estimates of the fobsc parameter in the optically thin torus regime (p = 1), while open circles represent the fobsc parameter
in the optically thick torus regime (p ≪ 1). Triangles represent the mean of the obscuring fraction in each bin, while dotted lines are
1 σ error bars. The cyan solid line is the obscured AGN fraction as originally estimated by M07 (thin case), while the cyan dot-dashed
line represent the obscured AGN fraction by M07 in the optically thick torus case. Dashed lines trace the uncertainties due to bolometric
correction. Right panel : Obscured AGN fraction as a function of Lbol for the 391 Type-1 AGN with E(B − V )qso ≤ 0.1.
Figure 11. Obscured AGN fraction as a function of Lbol in the
optically thick torus regime (p≪ 1) for the 391 Type-1 AGN with
E(B − V )qso ≤ 0.1. Open circles represent our estimates of the
fobsc parameter. Open squares are the fobsc estimates by T08
(thick regime).
nosity (neglecting X–ray emission), and with no correc-
tion for host-galaxy and reddening contamination. Con-
sequently, they need to compute the fraction of the to-
tal dust-reprocessed luminosity falling within the MIPS
band as a function of opening angle (f12(θ)), which can
be interpreted as inverse of a bolometric correction in the
infrared. They find that f12(θ) varies from 0.06 to 0.08
considering a series of models constructed with the code
described in Dullemond & van Bemmel (2005). These
f12(θ) values correspond to a bolometric correction at
24 µm of ∼ 12.5 − 17, which might be responsible for
higher total mid-infrared luminosity than the one we ob-
served, and therefore leading T08 to overestimate the
obscured fraction. However, we note that a bolomet-
ric correction of 10 (consistent with the recent findings
by Runnoe et al. 2012) does not lead to a significantly
better agreement with the optically thick case. Given
the angular dependence of f12(θ), it is not straightfor-
ward to determine what aspect of the T08 calculation
leads to overestimated obscured fractions. We have
also estimated the obscuring fraction for a sub-sample
of AGN in the same redshift range explored by T08
(0.8 ≤ z ≤ 1.2, 89 objects with 0 ≤ E(B − V )qso ≤ 1,
70 with E(B − V )qso ≤ 0.1), but we do not find a better
agreement. However, we caution that this sub-sample is
significantly smaller than the one considered by T08.
The agreement between M07 and T08 thus remains
puzzling, given that our analysis is consistent with M07
under similar assumptions, and has been carried out with
a completely independent method, and without any bolo-
metric correction prescription.
6.4. Comparison to demographic based analysis.
We can now compare our fobsc estimates with
demography-based analyses (e.g., Hao et al. 2005;
Simpson 2005). Simpson (2005) (hereafter S05) used a
magnitude-limited AGN sample17 from the SDSS to de-
17 S05 classified objects which display broad (FWHM > 1000
km s−1) Hα and H β emission lines as a Type-1 AGN, while objects
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Figure 12. Left panel : Obscured AGN fraction as a function of Lbol for the main sample of 513 Type-1 AGN. Filled circles represent our
median estimates of the fobsc parameter in the optically thin torus regime (p = 1), while open circles represent the fobsc parameter in the
optically thick torus regime (p≪ 1). The cyan solid line is the obscured AGN fraction as originally estimated by M07 (thin case), while the
cyan dot-dashed line represent the obscured AGN fraction by M07 in the optically thick torus case. Dashed lines trace the uncertainties
due to bolometric correction. Right panel : Obscured AGN fraction as a function of Lbol for the 391 Type-1 AGN with E(B−V )qso ≤ 0.1.
Open diamonds are the fobsc values estimated by S05.
termine that the fraction of Type-2 AGN relative to the
total (i.e. the obscured fraction) decreases with the lu-
minosity of the [O iii] narrow emission line, where it has
been assumed that the [O iii] luminosity is a good proxy
for the bolometric AGN emission and, crucially, that the
Type-2 AGN sample is complete.
A comparison between our measurement of the ob-
scured AGN fraction with S05 is presented in Figure 12
for the total and the low-reddening AGN sample. We
converted the [O iii] luminosities to bolometric using kbol
of ∼ 3200 (Shen et al. 2011). We find that the obscured
fraction estimated by S05 is fully consistent with the
optically thin torus regime. Given that the fobsc val-
ues from S05 are computed using a completely differ-
ent and independent method, this may be an indication
that the reprocessed infrared emission in AGN occurs in
the optically thin regime (we will address this issue in
Sect. 6.7). Assuming a constant k[O III] for L[O III] is a
rather crude approximation, as it has been found that an
anti-correlation exists between the equivalent widths of
emission lines and the continuum luminosity of AGNs,
i.e. the so-called Baldwin effect, may also exist in nar-
row emission lines such as [O iii] line (e.g., Dietrich et al.
2002; Netzer et al. 2004; Zhang et al. 2012; but see also
Croom et al. 2002 for a different result). If the [O iii] lu-
minosity can be considered a good proxy for Lbol (e.g.,
Heckman et al. 2004), there may be the possibility that
k[O III] value is very different from what we have consid-
ered and may not be constant with Lbol. We have then
applied the relation between Lbol and [O iii] luminos-
ity as found recently by Stern & Laor (2012) (see their
Eq. [4]), and the data are still fully consistent with an
showing only broad ”wings” of the Hα line have been classified
intermediate Type-1 and grouped into the Type-2 AGN sample.
optically thin torus.
Reyes et al. (2008) present the obscured AGN fraction
(i.e., the ratio of Type-2 to total (Type-1 + Type-2)
quasar number densities.) for a large sample of opti-
cally selected Type-2 AGN from SDSS with redshifts
z < 0.83. They carefully take into account selection ef-
fects and biases in their estimate of the obscured fraction,
giving reliable lower limits to this parameter (in agree-
ment with S05 results). In their analysis it is clearly
pointed out that [O iii] luminosity is not a perfect tracer
of Lbol, and there is considerable scatter between these
two luminosities for Type-1 AGN (see their Fig. 9; see
also Netzer et al. 2006 for similar results). They have
also found indications that [O iii] line is slightly more
extincted in Type-2 AGN than in Type-1. These find-
ings thus conclude that AGN samples selected through
this line might be biased toward Type-1 objects and this
would artificially reduce the obscured AGN fraction de-
rived in demography-based studies.
Summarizing, we confirm that a correlation exists be-
tween fobsc and the Lbol in the optically thin regime,
while the correlation is very weak in the thick case. The
slope of fobsc − Lbol relation does not vary significantly
considering the total and the low-reddening AGN sam-
ple, but the overall relation for the low-reddening AGN
sample is shifted to higher fobsc than the one for total
AGN sample. Finally, a comparison of our SED-based
obscured fraction results to demography-based determi-
nations seems to favor the optically thin regime.
6.5. Dependence of obscured AGN fraction with hard
X–ray luminosity
Ueda et al. (2003) were the first to find a significant
(almost linear) decrease of the obscured AGN fraction
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Figure 13. Top row: Obscured AGN fraction as a function of the X–ray luminosity for the total AGN sample assuming p = 1 (filled
black circles) and p ≪ 1 (open black circles), Ueda et al. (2003, blue open squares), and Hasinger et al. (2008, green open triangles).
Magenta dashed line represents the ratio of Compton-thin absorbed AGN to all Compton-thin AGN assumed in the Gilli et al. (2007)
population synthesis model. The long-dashed brown line represents the fobsc −L[2−10]keV relation found by Treister et al. (2009). bottom
row: Obscured AGN fraction as a function of the X–ray luminosity for the low-reddening AGN sample. Keys as in the top row.
with increasing hard X–ray luminosity (L[2−10]keV, see
also Steffen et al. 2003), considering a combination of
hard X–ray surveys, namely the High Energy Astron-
omy Observatory 1 (HEAO 1), ASCA, and Chandra for
a total of 247 AGNs in the 2−10 keV luminosity range of
1041.6−46.5 erg s−1 and redshift up to 3. After that work,
a series of almost independent analyses of X–ray selected
samples have been performed confirming this trend (e.g.,
Steffen et al. 2003; Barger et al. 2005; La Franca et al.
2005; Hasinger 2008). All these works have computed the
obscured AGN fraction considering the ratio of Type-2
AGN over the total AGN population.
Figure 13 shows the obscured fraction as a function
of L[2−10]keV in the optically thin (p = 1, filled circles)
and thick (p ≪ 1, open squares) regime for the main
sample (0 ≤ E(B−V )qso ≤ 1, top row), and for the low-
reddening AGN one (E(B − V )qso ≤ 0.1, bottom row).
As a comparison, we have over-plotted fobsc measure-
ment from Ueda et al. (2003) (open squares), Hasinger
(2008) (open triangles), and the fobsc − L[2−10]keV rela-
tion found by Treister et al. (2009, brown dashed curve,
T09 hereafter), utilizing a demographic approach, for
339 X-ray AGN in the Extended Chandra Deep Field
South. There are several interesting points to note.
First, we find that fobsc does not show a clear trend with
L[2−10]keV, but it has a peak at ∼ 2 × 1044 erg s−1, and
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decreases towards low L[2−10]keV. Second, the variation
of fobsc with L[2−10]keV in the optically thick regime is
extremely weak. Third, X-ray demography-based sam-
ples find an obscured fraction lower than our estimates
(SED-based) by a factor of ∼ 2 in the optically thin
regime, and by a factor of ∼ 1.3 in the optically thick
one at high L[2−10]keV (> 10
44 erg s−1). Evidence for
a higher fobsc than X–ray surveys has already been ob-
tained by Reyes et al. (2008). They find a lower limit
of the obscured fraction significantly higher than that
derived from X–ray surveys (especially Hasinger et al.
2008, and T09) at [O iii] luminosities higher than 1043
erg s−1.
Our SED-based obscured fraction determination pro-
vides an independent confirmation that X-ray demo-
graphic analyses are systematically missing obscured and
highly obscured AGN, which are likely to be the Comp-
ton thick AGN.
In Fig. 13 we also show the relation between absorbed
(i.e., 21.5 < Log NH [cm
−2] < 23.5) Compton-thin AGN
to all Compton-thin AGN assumed in the Gilli et al.
(2007, G07 hereafter) X-ray background population syn-
thesis model (a luminosity-dependent fobsc parameter
has been assumed). The G07 model predicts a rela-
tively large fraction of obscured AGNs, ∼50%, at high
luminosities, while the observed value by T09 is only
∼20%. Our fobsc estimates show a different behav-
ior in both the optically thick and thin regimes than
the fobsc − L[2−10]keV relation in G07. However, at
L[2−10]keV > 10
44 erg s−1 the fobsc values we observe
are in better agreements with the fobsc values in G07 if
we consider the optically thin case.
While in § 6.3 we observed an essentially monoton-
ically linear decrease of fobsc with logLbol, we find a
non-monotonic dependence of fobsc on logL[2−10]keV and
thus no compelling evidence for a decreasing trend with
hard X-ray luminosity. The differing behavior of fobsc
with these luminosities could be explained if Lbol and
L[2−10]keV are not monotonically related, and/or if their
relationship has a large scatter. In Figure 14 Lbol is plot-
ted as a function of L[2−10]keV. The relation seems to be
almost linear, although the scatter is large (∼ 0.44 dex).
Another possible explanation is that Type-1 AGN with
high obscured fractions (fobsc ∼ 0.6−0.8) have, for some
reasons, been systematically excluded from our sample
at low X–ray luminosities. For example, if these faint
AGN were erroneously misclassified as obscured (Type-
2) AGN, in a way which is not random, but rather
dependent on their dust covering factor, then our low-
luminosity Type-1 sample would be biased towards lower
covering factors.
6.6. Evolution with redshift?
Ueda et al. (2003) did not find clear evidence of
fobsc − z dependence (see also Gilli et al. 2007), while
Treister & Urry (2006) have found a significant increase
of the obscured fraction with redshift (as (1 + z)α, with
α = 0.4 ± 0.1 using a demography-based approach;
see also La Franca et al. 2005; Ballantyne et al. 2006;
Hasinger 2008) combining seven wide and deep surveys,
for a total sample of 2341 objects. To investigate if an
evolution of R (and therefore of fobsc) with redshift exists
using our data, we have binned the whole sample in the
Figure 14. Bolometric luminosity as a function of L[2−10]keV .
Red points are the median of the Lbol values in each bin (about 73
sources per bin), the bars in the y axis represent the uncertainty on
the median (1.4826 MAD/
√
N , see § 5), while the bars in the x axis
are the width of the bin. The red solid line represents an average
hard X–ray bolometric correction of ∼ 15 (Lbol/L[2−10]keV , see
Fig.9 in L12 for the average Lbol of our sample of ∼ 2.5× 1045 erg
s−1). The red dashed line represents Lbol/L[2−10]keV ∼ 30 (see
Fig. 3 in Marconi et al. 2004 for Lbol ∼ 2.5× 1045 erg s−1).
Figure 15. R as a function of redshift considering the all Type-1
AGN sample. The average error bar on R measurements is plotted
in the bottom right.
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Log R− z plane considering the same number of objects
in each bin (∼ 73 sources per bin). The distribution is
presented in Figure 15. To first order, there is no clear
evolution between R with redshift (ρ =0.11 consistent
with no correlation). However, this approach can hide
possible trends due to the fact that we have considered a
flux limited sample, and hence the range of luminosities
probed in each redshift bin is not the same. We have
therefore investigated any possible dependence of fobsc
with both Lbol and L[2−10]keV by selecting two complete
samples in the Lbol − z and L[2−10]keV − z plane.
6.6.1. Evolution with redshift of the R− Lbol relationship
The possibility of a dependency of the R − Lbol rela-
tionship with redshift has been explored by binning in z
and Lbol. The sample is divided in two redshift bins and
three Lbol bins. The redshift bins are 0.5 ≤ z ≤ 1.55
and 1.55 < z ≤ 2.5 in the Lbol range of 1045−46 erg s−1,
while the luminosity cuts in each redshift bin are cho-
sen in order to explore almost the same luminosity range
(Log Lbol [erg s
−1]= 45−45.3, 45.3−45.6 , and 45.6−46).
In Fig. 16 (left panel) the Lbol distribution as a function
of redshift is presented. Red and blue open circles mark
the two complete subsamples selected with the criteria
above. There are 136 AGN in the low redshift bin with a
median Lbol = 10
45.37 erg s−1, while there are 139 objects
in the high-redshift bin with a median Lbol = 10
45.52 erg
s−1. The two median Lbol differ only by a factor of ∼ 1.4.
Given the absence of a clear trend in Fig. 15, a factor 1.4
difference results in a small change in the mid-infrared to
bolometric luminosity ratio. We have performed a (two-
sided) Kolmogorov-Smirnov test in order to further test
whether these two AGN subsamples are consistent with
having the same distribution of Lbol (D value of 0.17 and
probability of 0.042). The histograms in Fig. 17 (upper
panel) show the Log R distributions, while the dashed
lines represent the median Log R in each bin. In Fig. 17
(lower panel) the median Log R is plotted against the
median Lbol. Different symbols for low redshift (filled
circles) and high redshift (open squares) are introduced.
All bins are consistent within the errors. Moreover, a
Spearman rank test between Log R and Lbol indicates
no correlation for both high and low redshift bins. Given
that with our data-set we can investigate only a narrow
range of Lbol, we cannot claim whether a significant evo-
lution of R as a function of Lbol is present on a wider
Lbol range.
6.6.2. Evolution with redshift of the R − L[2−10]keV
relationship
The same analysis of the previous Section has been
applied at the R − L[2−10]keV relationship by binning in
z and L[2−10]keV. The redshift bins are 1.0 ≤ z ≤ 1.75
and 1.75 < z ≤ 2.5 in the L[2−10]keV range of 1044−44.8
erg s−1, while the luminosity cuts in each redshift bin
are Log Lbol [erg s
−1]= 44 − 44.22, 44.22 − 44.5, and
44.5 − 44.8. In Fig. 16 (right panel) the L[2−10]keV dis-
tribution as a function of redshift is presented. Red and
blue open circles mark the two complete subsamples se-
lected with the criteria above. There are 113 AGN in
the low redshift bin with a median Lbol = 10
44.25 erg
s−1, while there are 120 objects in the high-redshift bin
with a median Lbol = 10
44.34 erg s−1. There is a factor of
∼ 1.2 difference and a (two-sided) Kolmogorov-Smirnov
test gives a D value of 0.19 and probability of 0.014.
The histograms in Fig. 18 (upper panel) show the Log R
distributions, while the dashed lines represent the me-
dian Log R in each bin. In Fig. 18 (lower panel) the
median Log R is plotted against the median L[2−10]keV.
The two redshift bins do not show significantly different
trends, and the median is consistent within the errors.
The narrow range of L[2−10]keV does not allow us any
claim whether a significant evolution of R as a function
of L[2−10]keV is present.
6.7. Torus models
The presented analysis of the obscured AGN fraction
over about four decades of Lbol is consistent with what
has been found by demographics (i.e., S05), yet consid-
ering a completely different and independent method.
This result favors the ”receding torus” scenario where
re-emission occurs in the optically thin torus regime. In-
terestingly, Ho¨nig & Kishimoto (2011), studying the in-
frared emission of Type-1 AGN through a set of simula-
tions of clumpy torus models, have found that, although
the clouds are optically thick, the visible AGN SED is
dominated by optically thin dust. Increasing AGN radi-
ation pressure may cause large thick dust clouds to be
driven out of the torus at higher luminosities, and this ef-
fect can be also explained by optically thin layers of dust
illuminated by the nuclear source (Ho¨nig & Kishimoto
2010).
In the context of the receding torus, the obscured frac-
tion can be defined as (see Simpson 1998, 2005)
fobsc = (1 + 3Lbol/L0)−0.5, (4)
where L0 is the luminosity for an opening angle of 60◦
(i.e. equal number of Type-1 and 2 AGN), under the
assumption that the height of the torus is constant with
luminosity. This model for the main and low-reddening
AGN sample are shown as solid lines in Figs. 19 and 20
for the optically thin (left panel) and thick (right panel)
torus regime. For both cases our data are not well fit by
this model. Considering the main sample of 513 Type-1
AGN (i.e., 0 ≤ E(B − V )qso ≤ 1), the best-fit for the
optically thin case has a reduced (6 degrees of freedom)
χ2 of 142 for L0 = 1045.71±0.04 erg s−1, while the optically
thick case has a reduced χ2 of 200 for L0 = 1044.92±0.04
erg s−1 (see Fig. 19). If we instead consider the sub-
sample of 391 Type-1 AGN (i.e., E(B − V )qso ≤ 0.1),
the best-fit for the optically thin case has a reduced (6
degrees of freedom) χ2 of 90 for L0 = 1045.95±0.03 erg
s−1, while the optically thick case has a reduced χ2 of
177 for L0 = 1045.10±0.03 erg s−1 (see Fig. 20).
We instead adopt the modified receding torus model
presented in Simpson (2005) where the height of the torus
is allowed to vary (h ∝ Lξ), and hence Eq. (4) becomes
fobsc = (1 + 3Lbol/L0)1−2ξ. (5)
This model produces a very good fit of our data in both
torus regimes. Considering the main AGN sample, the
best-fit for the optically thin case has a reduced (5 de-
grees of freedom) χ2 of 2 for L0 = 1046.16±0.16 erg s−1 and
ξ = 0.37±0.02, while the optically thick case has a similar
χ2 for L0 = 1042.65±1.24 erg s−1 and ξ = 0.44± 0.03 (see
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Figure 16. Left panel : Distribution of Lbol as a function of redshift. Red and blue open circles mark the two subsamples at Log Lbol =
45 − 46 [erg s−1] with redshift 0.5 ≤ z ≤ 1.55 (136 objects) and 1.55 < z ≤ 2.5 (139 objects), respectively. Right panel : Distribution of
L[2−10]keV as a function of redshift. Red and blue open squares mark the two subsamples at Log L[2−10]keV = 44 − 44.8 [erg s−1] with
redshift 1.0 ≤ z ≤ 1.75 (120 objects) and 1.75 < z ≤ 2.5 (112 objects), respectively.
Fig. 19). For the low reddening AGN sample we found
that the best-fit for the optically thin case has a reduced
(5 degrees of freedom) χ2 of 5 for L0 = 1046.48±0.16 erg
s−1 and ξ = 0.32 ± 0.03, while the optically thick case
has a reduced χ2 of 1.2 for L0 = 1043.66±0.72 erg s−1 and
ξ = 0.43 ± 0.03 (see Fig. 19). In the light of this, the
model employing a luminosity-dependent torus height is
preferred.
As a further support to our analysis, we note that
Cao (2005, C05 hereafter), considering a sample of 64
Palomar-Green (PG) QSOs with infrared SEDs (3 −
150 µm) observed by the Infrared Space Observatory,
have estimated how the torus height varies with lumi-
nosities considering an SED-based approach18. C05 have
found that the height of the torus scales with Lbol (esti-
mated from the optical continuum luminosity at 5100A˚
and a kbol = 9) with a slope ξ of 0.37± 0.05. Fifty-four
PG QSOs in C05 sample have FWHM of the Hβ line
larger than 2000 km s−1 (broad-line QSO sample). For
this sub-sample, C05 has found a slope ξ = 0.34± 0.04.
The fact that our best-fit ξ value agrees with the the C05
provides a further (independent) evidence that a torus
optically thin to its own radiation is the preferred solu-
tion.
Summarizing, our data favor the optically thin solu-
tion with the height of torus varying with the bolometric
luminosity with a slope ξ = 0.32 − 0.37 considering the
low-reddening and the main AGN sample, respectively.
6.8. Possible biases
18 i.e., through the fobsc − Lbol relation with fobsc =
LIR,obs/Lbol. The host-galaxy/reddening contribution is neglected
given that these objects are bright PG QSOs with Lbol ∼ 1045−47
erg s−1. C05 sample contains also two QSOs with Lbol ∼ 1048 erg
s−1.
Hatziminaoglou et al. (2008) pointed out that SED-
fitting techniques are both powerful and limited. Pow-
erful not only because samples with photometry are al-
ways orders of magnitudes larger than the spectroscopic
ones, but also because photometry allows us to explore a
wider range of wavelength than a single spectrum. The
limitations are, for examples, in the quality of the pho-
tometric data and in the templates employed to explore
the parameter space (i.e., degeneracies in the model pa-
rameters).
In our analysis we are employing only one BBB tem-
plate which does not vary on the x-axes (i.e., we have
assumed a fixed disk temperature). This might bias our
optical-UV luminosity estimates if the shape of the BBB
changed with luminosity and/or redshift, and if there is
a range of disk temperatures. However, all work in the
literature on AGN SED have found that the shape of
the average AGN SED does not change with redshift
and luminosity (Sanders et al. 1989; Elvis et al. 1994;
Richards et al. 2006; Shang et al. 2011; Marchese et al.
2012; Elvis et al. 2012).
For what concerns the disk temperature, our estimate
of disk luminosities might be underestimated for those
sources where we are not sampling the peak of the BBB,
and therefore luminosity ratios might be overestimated.
In order to evaluate the wavelength to which BBB peaks
in the optical-UV, we have considered the relation be-
tween disk temperature, MBH and accretion rate given
by Peterson (1997) (see Eq. [3.20]). Assuming an average
MBH of 3 × 108 M⊙, an accretion rate onto the SMBH
(normalized to the Eddington one) of 0.1 (Lusso et al.
2012), and a scale radius of 3 Schwarzschild radius (i.e.
the innermost stable orbit), the emission of the inner part
of the disk is maximum at the frequency of ∼ 7×1015 Hz,
which corresponds to a wavelength of ∼430A˚. The energy
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Figure 17. Upper panel : Distributions of Log R in bins of Lbol and redshift. The panels are divided between 0.5 ≤ z ≤ 1.55 (top three
panels) and 1.55 < z ≤ 2.5 (lower three panels), and bolometric luminosities increases from left to right (Log Lbol [erg s−1] intervals and
the number of objects are reported on top of each panel). Histograms show the observed Log R distributions. The dashed lines are the
median values, while the solid black lines in the first and in the second bins are plotted at the Log R value corresponding to the median
in the highest luminosity bin. Lower panel : Median Log R as a function of the median Lbol. Filled circles and open squares represent the
median Log R for 0.5 ≤ z ≤ 1.55 and 1.55 < z ≤ 2.5, respectively. Solid lines connect low redshift bins, while dashed ones connect high
redshift bins. Error bars on the median are estimated considering the MAD divided by the square root of the number of observed AGN.
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Figure 18. Upper panel : Distributions of Log R in bins of L[2−10]keV and redshift. The panels are divided between 1.0 ≤ z ≤ 1.75 (top
three panels) and 1.75 < z ≤ 2.5 (lower three panels), and bolometric luminosities increases from left to right (Log Lbol [erg s−1] intervals
and the number of objects are reported on top of each panel). Histograms show the observed Log R distributions. The dashed lines are the
median values, while the solid black lines in the first and in the second bins are plotted at the Log R value corresponding to the median
in the highest luminosity bin. Lower panel : Median Log R as a function of the median Lbol. Filled circles and open squares represent the
median Log R for 1.0 ≤ z ≤ 1.75 and 1.75 < z ≤ 2.5, respectively. Solid lines connect low redshift bins, while dashed ones connect high
redshift bins. Error bars on the median are estimated considering the MAD divided by the square root of the number of observed AGN.
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Figure 19. Obscured AGN fraction as a function of Lbol for the main AGN sample. Left panel : Optically thin torus models. The solid
line shows the best-fit “standard” receding torus model (Eq. [4]), while the long dashed line represents the best-fit model where the torus
height varies (Eq. [5]). Right panel : Optically thick torus models. Keys as the in left panel.
Figure 20. Obscured AGN fraction as a function of Lbol for the low-reddening AGN sample. Left panel : Optically thin torus models.
The solid line shows the best-fit “standard” receding torus model (Eq. [4]), while the long dashed line represents the best-fit model where
the torus height varies (Eq. [5]). Right panel : Optically thick torus models. Keys as the in left panel.
peak of the BBB lies in the unobserved extreme ultravio-
let (e.g., 100–912A˚) region (e.g., see Mathews & Ferland
1987), therefore to determine the shape and the peak of
the BBB is of particular importance.
7. SUMMARY AND CONCLUSIONS
We have presented a homogeneous and comprehensive
analysis of the obscured fraction for a sample of 513
Type-1 AGN from the XMM–COSMOS survey, which
has the best available multi wavelength coverage pro-
vided in the literature, over a wide range of redshifts
(0.10 ≤ z ≤ 3.75) and bolometric luminosities (43.47 ≤
Log Lbol [erg s
−1] ≤ 46.84). The main goals of the
present study are (i) to measure the AGN infrared lu-
minosity from the torus and the optical-UV luminosity
from the accretion disc, and (ii) to use these measure-
ments to determine the fraction of obscured AGN, and
its dependence on luminosity and redshift. To achieve
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these goals, we have employed an upgraded version of
the SED-fitting code already presented in Lusso et al.
(2011) and Lusso et al. (2012), which models simulta-
neously four components of the AGN SED; i.e., cold-
dust from star-forming region, hot-dust from the torus,
optical-UV emission from the evolving stellar population,
and optical-UV from the accretion disk.
The AGN obscured fraction has been obtained with-
out assuming any bolometric correction, and we have
determined its dependence on Lbol and L[2−10]keV inde-
pendently. Our SED-fitting approach allows us to cor-
rect for both the effect of intrinsic AGN reddening and
subtract off the contamination of the host-galaxy to iso-
late the AGN emission. Moreover, we have explored two
distinct regimes bracketing the range of physical prop-
erties of the torus, one where the dust is optically thin
(fobsc = R) and the other where it is optically thick
(fobsc = R/(1 + R)) to its own infrared radiation. The
true AGN obscured fraction lies between these two cases
(under the assumption of a toroidal obscuring region).
Given that highly extincted Type-1 AGN (E(B −
V )qso > 0.1) will have smaller Ltorus values (resulting in
lower values for R), the obscured fraction that we obtain
for such objects would be systematically smaller than it
is in reality. We have therefore analyzed the obscured
fraction for the main sample of 513 Type-1 AGN and for
the sub-sample of 391 objects with E(B − V )qso ≤ 0.1.
The most important results obtained in the present
study can be summarized as follows:
1. We confirm previous studies that found a decrease
of the obscured fraction of Type-1 AGN with in-
creasing bolometric luminosity. In particular, for
the main AGN sample, fobsc ranges in the optically
thin case from about 0.45 to 0.75, while in the op-
tically thick case the trend between fobsc and Lbol
is much flatter ranging from 0.30 to 0.45. For the
low reddening sample, fobsc ranges in the optically
thin case from about 0.45 to 0.85, while in the op-
tically thick case the trend between fobsc and Lbol
is much flatter ranging from 0.35 to 0.45. This de-
crease with Lbol can be interpreted in the context
of the receding torus model where the covering fac-
tor of the dust is reduced at high Lbol.
2. We favor a scenario where the torus is optically
thin, with the torus height varying with bolometric
luminosity (h ∝ L 0.32−0.37bol ). This result is sup-
ported by the agreement between the fobsc − Lbol
relation estimated with our SED-based approach
and S05 which has used a different sample (i.e.,
optically selected AGN) and a completely indepen-
dent method (i.e., demographics).
3. The obscured fraction does not vary monotoni-
cally with X–ray luminosity. The fobsc−L[2−10]keV
relationship in the optically thick case is almost
flat. X–ray demography-based studies found an
obscured fraction lower by a factor ∼ 2 in the op-
tically thin regime, and by a factor of ∼ 1.3 in
the thick one. We argue that X–ray studies miss
a large fraction of the highly obscured-Compton-
thick AGN at L[2−10]keV > 10
44 erg s−1.
4. We do not find any clear evidence of evolution with
redshift of the mid-infrared to bolometric luminos-
ity ratio, and hence of the obscured fraction, as a
function of both Lbol and L[2−10]keV.
We conclude that the major driver of the
fobsc−luminosity relationship is the bolometric luminos-
ity, rather than X–ray luminosity. This is expected in
the receding torus scenario, i.e. the X-ray emission is
not providing most of the heat that sublimates dust and
regulates the torus distance.
Our fobsc measurements could be used in the context of
future demographics analyses in order to check whether
AGN surveys are missing highly obscured-Compton thick
AGN. Moreover, by comparing any unbiased demo-
graphic sample to our results one could obtain deeper
insights into the structure of the torus. Indeed, our com-
parison with S05 suggests that the torus is optically thin
to its own radiation.
This analysis also provide a fitting formula (Eq. [5],
see §6.7) which can be used in all future bolometric lu-
minosity function papers (e.g., Hopkins et al. 2007), to
determine the contribution of the obscured accretion as
a function of bolometric luminosity and to study the
growth history of SMBHs.
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APPENDIX
APPENDIX
We summarize below the main properties of the SEDs of the outliers marked with orange open squares in Figs. 5,
6, and 7.
19 http://www.mpia-hd.mpg.de/ENIGMA/
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Figure 21. Examples of outliers in SED fitting shown in Fig. 5. Keys as in Fig. 3.
28
Figure 22. Examples of spectra of heavily reddened Type-1 AGN (zCOSMOS 20k-Bright, Lilly et al. 2007, 2013 in preparation) in the
analyzed sample with identification of the main emission lines. The flux is per unit wavelength (Fλ), and normalization is arbitrary. The
red line is the SDSS reddened quasar composite (Richards et al. 2003).
EXAMPLES OF OUTLIERS IN SED FITTING SHOWN IN FIG. 5
Representative examples of SEDs of outliers plotted in the left panel of Fig. 5 are shown in Fig. 21. The majority of
them are fitted with a reddened BBB, while the optical-UV emission is mainly coming from a young stellar population.
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From Fig. 1 it is clear that a (partial) modeling degeneracy between reddened disks and star-forming galaxies is present
in the optical-UV. To break this degeneracy an independent measurement of the host-galaxy emission is needed, but it
is not straightforward to estimate for unobscured AGN. We have then tried to verify whether the best-fit SED and the
optical spectrum are qualitatively in agreement. The optical spectra of these outliers are therefore fitted considering
a set of SDSS composite spectra from Richards et al. (2003), representative of the quasar emission, and a grid of 39
theoretical galaxy template spectra from Bruzual & Charlot (2003, hereafter BC03), spanning a wide range in age and
metallicity, to account for the stellar component. Five spectra, mainly at low Lbol,obs, have poor signal-to-noise, and
therefore it is not possible to obtain a reasonable good fit for them. Four sources can be fitted only if, along with an
SDSS reddened quasar composite, a significant host galaxy component is also included. For three objects (see the SED
of XID=54513, 2072, and 5323) there is no detectable host galaxy component, and the spectrum is well fitted with
an SDSS quasar composite spectrum alone, although one of the reddest composite spectra. The SEDs are presented
in Fig. 21, and some spectra example from zCOSMOS 20k-Bright (Lilly et al. 2007, 2013 in preparation) in Fig. 22
where we show the SDSS reddened quasar composite spectrum for clarity. The best-fit SEDs of these objects are not
in agreement with the spectral fit.
As a further sanity check we have fitted the whole sample without host-galaxy component. The scatter in the
Log Lbol,obs/Lbol distribution is obviously smaller with a median Log Lbol,obs/Lbol of 0.20 . The average obscuring
fraction and the results discussed in our analysis are not significantly affected.
EXAMPLES OF OUTLIERS IN SED FITTING SHOWN IN FIG. 6
The upper outliers in Fig. 6 are shown in the top-middle row of Fig. 23. On average, these objects present very
high reddening (E(B − V )qso ≥ 0.7) and NH values of the order of ∼ 1022 cm−2. The optical spectrum of XID=135
(NH ≃ 1.1 × 1022 cm−2) shows a strong [O iii] emission line, a faint/absent Hβ, but the Hα is broad. The high
Hα/Hβ ratio (≫ 3) indicates high reddening, consistent with the best-fit BBB SED (see Fig. 22, middle left). The
spectrum of XID=447 (NH ≃ 7 × 1022 cm−2) has a poor signal-to-noise, but it shows a broad Mg ii. XID=2152
(NH ≃ 1.2 × 1021 cm−2) has a strong narrow Hβ emission line on top of a broad component with a FWHM∼ 2000
km s−1 (see Fig. 22, bottom left). The continuum of this source shows high level of obscuration consistently with the
results from our SED-fit. The spectrum of XID=5205 (NH ≃ 1.2× 1023 cm−2) has good signal-to-noise and it shows
broad emission lines, however with some level of reddening in agreement with our SED fit. These four AGN might be
considered intermediate Type AGN (1.5 to 1.9). For the other five outliers, three have a photometric redshift, while
for the two with spectra similar considerations can be made: either the spectrum has a poor-signal-to-noise but with
broad-lines present, and/or lines show intermediate FWHM (∼ 2000 km s−1).
The SED of the lower outliers in Fig. 6 are presented in the bottom row of Fig. 23. The spectrum of XID=30918
has a good signal-to-noise with evident broad-line features (e.g., broad C iv). XID=2204 is clearly a broad-line AGN
(broad Mg ii), in agreement with the best-fit, although a significant host-galaxy contamination is present.
EXAMPLES OF OUTLIERS IN SED FITTING SHOWN IN FIG. 7
The upper outliers in Fig. 7 are presented in the top row of Fig. 24. These objects present an SED with a strong
near-infrared bump. The SED of XID=5607 was already discussed in Hao et al. (2012a) and was presented as a good
candidate for an AGN at the beginning of the ”blow-out phase”, where the nucleus emerges from its dusty cocoon and
starts dominating in the optical-UV. However, we caution the reader that the Ltorus values for these two outliers are
uncertain given that these sources do not have a 24 µm detection.
Examples of outlier’ SEDs at LIR,obs < 10
44.6 erg s−1 are presented in the second and third row of Fig. 24. These
sources are strongly galaxy-dominated with weak near-infrared emission coming from the torus, and all of them have
MIPS detection at 24 µm. At LIR,obs > 10
44.6 erg s−1 outliers still show a strong galaxy emission, but the disk is
clearly present (see bottom row in Fig. 24). Eight sources in this region do not have 24 µm detection, making these
estimates uncertain (as shown by the large error bars), while 6 sources also have Herschel data and a SED similar to
XID=304 (z = 1.607) plotted in Fig. 24. The latter object has a best-fit torus luminosity of Ltorus = 10
44 erg s−1,
much lower than what is measured from the observed SED (LIR,obs = 10
45.6 erg s−1). In our fit this source appears to
be a composite AGN/starburst SED, where the AGN component is extremely weak in comparison with the starburst
one. This is in good agreement with the results presented by Hao et al. (2012a). In this paper XID=304 has been
fitted by a ULIRG Arp 220 SED (Polletta et al. 2007), but weak broad emission lines are present in the spectrum.
This result has been interpreted by Hao et collaborators as an evidence for a ”new born quasar”, where the AGN
starts becoming visible during a merger triggered starburst (Hopkins et al. 2006). We cannot exclude this possibility,
but a detailed separate analysis is required (Hao et al., in preparation).
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