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Abstract
We consider unitary Virasoro minimal models on the disk with Cardy boundary conditions
and discuss deformations by certain relevant boundary operators, analogous to tachyon
condensation in string theory. Concentrating on the least relevant boundary field, we
can perform a perturbative analysis of renormalization group fixed points. We find that
the systems always flow towards stable fixed points which admit no further (non-trivial)
relevant perturbations. The new conformal boundary conditions are in general given by
superpositions of ’pure’ Cardy boundary conditions.
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1. Introduction
Conformal field theory on surfaces with boundaries, or boundary CFT for short, has re-
cently attracted new interest because it provides the framework for a world-sheet analysis
of D-branes in string theory. It has also applications to various systems of condensed mat-
ter physics such as the three-dimensional Kondo effect [1], fractional quantum Hall fluids
(see e.g. [2]) and other quantum impurity problems.
A lot of progress has been made in clarifying the rather rich intrinsic structure of boundary
CFTs, but deformations away from the conformal point have been investigated less sys-
tematically in the literature. Their study should provide some insight into the structure of
the space of boundary theories and its renormalization group fixed points, besides possible
applications in condensed matter physics. Such deformations are also important in the
string theory context, where flows triggered by a relevant boundary operator appear as
tachyon condensation and may result e.g. in the formation of (non-BPS) bound states of
branes, see [3,4] and the more recent string field theory considerations in [5,6].
Most of the existing literature on relevant boundary deformations rests on the thermody-
namic Bethe ansatz (TBA), on scattering matrices or on the truncated conformal space
approach (TCSA), see e.g. [7,8]. These methods can provide (non-perturbative) informa-
tion about RG flows even between the fixed points, but they do not lend themselves easily
to model independent investigations. Some general aspects of conformal perturbation the-
ory have been discussed in the work of Affleck and Ludwig [1,9], leading to the formulation
of the so-called “g-theorem”. Here, we want to use and refine these techniques to study
specific relevant boundary deformations of arbitrary unitary Virasoro minimal models.
The problem we attack can be viewed as a boundary analogue of Zamolodchikov’s analysis
of relevant bulk perturbations of minimal models [10] which showed that deformation of
the minimal model Mm by the least relevant bulk field ϕ(1,3) induces an RG flow to a new
fixed point corresponding to the model Mm−1.
In order to identify the CFT at the new fixed point, Zamolodchikov simply checks that,
after the deformation, the central charge agrees with cm−1 up to higher order corrections
in the coupling constant λ. It is a (technically important) peculiarity of the least relevant
field ϕ(1,3) that the expansion in λ coincides with an expansion in the parameter 1/m.
In the study of boundary perturbations, the quantity of interest is the ground-state degen-
eracy ga = 〈1〉a, i.e. the vacuum expectation value of the identity in the presence of the
boundary condition a, which also plays the main role in the g-theorem. In close analogy
to [10], we first determine the new fixed point from the beta function – to low order in the
coupling constant or, at the same time, to low order in 1/m. (The same “peculiarity” as
in the bulk case can be exploited for the least relevant boundary operator ψ(1,3).) Then
we calculate the change of ga in an expansion in 1/m. Since the set of possible boundary
conditions for Virasoro minimal models is discrete, the first few terms suffice to identify
the boundary condition which is reached at the perturbative fixed point of the ψ(1,3)-flow
– up to some residual ambiguities which can be resolved by studying one-point functions
of other primary bulk fields.
In the next section, we recall some facts about minimal models on the disk, postponing
some lengthier formulas to the Appendix. The perturbative analysis of relevant boundary
deformations is carried out in Section 3, while Section 4 contains conclusions and remarks
on possible generalizations.
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On a qualitative level, there are two main lessons to be drawn from the results of Section 3.
First of all, the RG flows generically end up with conformal boundary conditions that can
only be described by superpositions of Cardy boundary states. It appears, therefore, that
one cannot attribute a more fundamental meaning to such “pure” boundary conditions
(with a unique vacuum state in the spectrum) than to superpositions thereof. Both types
occur on an equal footing in the space of conformal boundary conditions associated with
a given CFT on the Riemann sphere. Similar effects show up in string theory, where
single D-branes can be continuously deformed into systems of several branes, see [11,4].
The physical meaning of these “systems” in terms of two-dimensional phase diagrams can,
however, be very different: In the recent work [12], Affleck has connected superpositions of
boundary conditions with long range order of boundary spins, and thus to first order phase
transitions. While [12] focuses on the tri-critical Ising model (m = 4), this interpretation
certainly generalizes to the boundary states we will meet below, simply because the main
“world-sheet signal” for an ordered phase, the occurrence of additional dimension zero
operators, is present in all these cases.
The second comment we would like to make is that some naive expectations about RG
flows fail in the context of boundary perturbations: Renormalization can be thought of
as integrating out degrees of freedom, and intuitively one would expect that the more
relevant the perturbing operator is the more degrees of freedom are integrated out. In the
bulk case [10], the CFT reached after perturbing a minimal model with the least relevant
field does contain further relevant operators, in accordance with this simple picture. In
contrast, the boundary flows found in the present paper, and in fact most examples studied
in the literature so far, lead to stable fixed points (in the sense that no relevant boundary
operators remain in the spectrum). On the other hand, there are counterexamples like in
the three-states Potts model [13] and in SU(2) WZW models [14]. A perhaps even more
counterintuitive behaviour of boundary perturbations was discovered in [11,4]: In some
situations, a (seemingly irreversible) relevant boundary perturbation can be “undone” by
a sequence of (invertible) marginal deformations in the bulk and on the boundary. Such
“failures” of the Wilsonian picture of RG flows are most probably due the the very different
weights of bulk and boundary degrees of freedom, but we feel that the phenomenon deserves
further study.
2. Boundary conditions for minimal models
We consider unitary Virasoro minimal models Mm with central charges cm = 1− 6m(m+1)
for m = 3, 4, . . ., and with diagonal modular invariant partition functions. The left- and
right-moving conformal dimensions of the primaries ϕi(ζ, ζ¯) are given by the Kac table
hm(r, s) =
((m+ 1)r −ms)2 − 1
4m(m+ 1)
(1)
with i ≡ (r, s) ∈ IKac := { (r¯, s¯) | 1 ≤ r¯ ≤ m− 1, 1 ≤ s¯ ≤ m }/ ∼ , where “∼” denotes the
conformal grid symmetry (r, s) ∼ (m− r,m + 1 − s). Conformal boundary conditions on
such a “bulk CFT” can be described by boundary states
||a〉〉 =
∑
i∈IKac
Bia |i〉〉 . (2)
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To each irreducible representation of the Virasoro algebra, there is an associated Ishibashi
state |i〉〉 = |r, s〉〉 satisfying linear conditions (Ln−L−n ) |i〉〉 = 0 which guarantee conformal
invariance of the system on the upper half-plane or the unit disk, see [15,16] for the
construction. The complex coefficients Bia are subject to non-linear equations like sewing
constraints [17] and conditions from modular covariance [16]. The latter require that the
quantity
Zab(q) := 〈〈b|| q˜L0− c24 ||a〉〉 =
∑
i,j
BibB
i
a Sijχj(q) =
∑
j
njab χj(q) (3)
can be interpreted as partition function of a CFT on a strip, with boundary conditions
a and b imposed along the boundaries. In other words, the njab must be non-negative
integers. Above, we have introduced the conformal characters χj(q) := trHjq
L0−
c
24 of the
irreducible modules Hj , with q = e2piiτ and q˜ = e−2pii/τ , and the modular S-matrix from
χi(q˜) =
∑
j Sijχj(q).
For rational diagonal models, Cardy found a general solution to the constraints (3): Spe-
cializing to our case, the Cardy boundary states carry the same labels a ∈ IKac from the
Kac table as the Ishibashi states, and the coefficients are
Bia =
Sai√
S0i
(4)
(0 = (1, 1) denotes the vacuum representation) with the minimal model S-matrix
S(r,s)(r′,s′) =
√
8
m(m+1)
(−1)1+rs′+sr′ sin (pim+1
m
rr′) sin (pi m
m+1
ss′) . (5)
The partition functions calculated with Cardy’s boundary states have the simple form
Zab(q) =
∑
j N
j
ab χj(q), where the minimal model fusion rules N
k
ij can be read off from
φ(r,s) × φ(r′,s′) =
rmax∑
r′′=|r−r′|+1
r+r′+r′′ odd
smax∑
s′′=|s−s′|+1
s+s′+s′′ odd
φ(r′′,s′′) (6)
with summations running up to rmax = min(r + r
′ − 1, 2m − r − r′ − 1) resp. smax =
min(s+ s′ − 1, 2m− s− s′ + 1).
The Cardy boundary states ||a〉〉 form a complete set in the sense [18] that the matrix of
coefficients Bia is invertible; see also [19]. This implies that any other boundary state ||A〉〉
is a (complex) linear combination of Cardy states. If we impose the natural compatibility
condition that ZA0(q), where ||0〉〉 is the Cardy state associated with the vacuum represen-
tation, is a partition function, then ||A〉〉 is in fact an element of the Z+-lattice generated
by the Cardy boundary states,
||A〉〉 =
∑
a∈IKac
naA ||a〉〉 with naA ∈ Z+ . (7)
The partition functions Zaa(q) describe the spectrum of boundary fields – of field operators
which can be inserted (only) along world-sheet boundaries where the boundary condition
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a is imposed (in distinction to the bulk fields ϕi(ζ, ζ¯) which live in the interior of the disk).
The boundary operators are in one-to-one correspondence to the space of states of the
boundary CFT, for Cardy type boundary conditions given by
Haa =
⊕
j∈IKac
H ⊕Njaaj . (8)
The Hj are irreducible representations of the Virasoro algebra, again with highest weights
from the Kac table (1). Note that Cardy boundary conditions are distinguished among
the ||A〉〉 by the property that Haa contains the vacuum precisely once.
Partition functions Zab(q) with a 6= b are associated to spaces of so-called boundary condi-
tion changing operators, which induce a jump in the boundary condition. (In string theory,
they correspond to excitations of open strings stretched between two different D-branes.)
The decomposition (8) in particular allows us to determine the set of relevant boundary
operators: We have hm(r, s) < 1 iff s = r, r±1, r+2, and the least relevant boundary field
ψ(1,3) has conformal dimension
hm(1, 3) =
m− 1
m+ 1
.
It appears in the state space of each Cardy boundary condition with the exception of the
series ||a〉〉 = ||(r, 1)〉〉, for which Haa contains no (non-trivial) relevant boundary fields at
all.
A conformal field theory is “solved” once all correlation functions are known. The Bia
determine [20] the one-point functions of primary bulk fields ϕi(ζ, ζ¯) in the presence of the
boundary condition a,
〈ϕi(ζ, ζ¯) 〉a = B
i
a
| 1− ζζ¯ |2hi ,
and with the help of the structure constants in the bulk operator product expansion and
of the conformal Ward identities, one can in principle compute arbitrary correlators which
involve only bulk fields. Correlators of (bulk and) boundary fields can be treated in the
same way once the structure constants in the bulk-boundary OPE [20] and in the OPE of
boundary fields [17]
ψabk (e
iθ1)ψcdl (e
iθ2) ≈
∑
m
δb,c Cabdklm (θ1 − θ2)hm−hk−hl ψadm (eiθ2) (9)
(for θ1 ≈ θ2 and 0 ≤ θ2 < θ1 < 2pi) are known. All these structure constants are subject to
non-linear equations arising from duality or sewing constraints [17]. For Virasoro minimal
models, solutions for the constants in eq. (9) were constructed by Runkel [21]:
Cabcklm = Fbm
[
a c
k l
]
(10)
where F is the fusing matrix of the (chiral) Virasoro model; explicit expressions for special
entries are given in the Appendix, see [21] for the remaining cases. That the boundary
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OPE is related to the fusing matrix is a more general phenomenon, as was shown recently
in [22]; see also [19] for earlier investigations.
We have collected defining data of Virasoro minimal models on the unit disk. For what
follows, the most important pieces of information are the one-point functions of the identity
operator for Cardy boundary conditions a = (r, s),
ga ≡ B0a =
(
8
m(m+1)
) 1
4
sin pir
m
sin pis
m+1(
sin pim sin
pi
m+1
) 1
2
, (11)
the boundary OPE structure constants Caaakkm for the special case of a constant boundary
condition, and the spectra of boundary (condition changing) operators contained in Hab.
3. Relevant boundary perturbations
Given a boundary CFT with correlation functions 〈 · 〉a, where a denotes the boundary
condition along the unit circle, we can select a boundary field ψ and try to define a new
set of correlators by the (formal) expression
〈ϕi1(ζ1, ζ¯1) · · ·ϕiN (ζN , ζ¯N ) 〉a; λψ
= 〈ϕi1(ζ1, ζ¯1) · · ·ϕiN (ζN , ζ¯N ) P exp
{
λ εhψ−1Sψ
} 〉a . (12)
The symbol P denotes path ordering of the exponential of the perturbation
Sψ :=
∫
∂Σ
ψ(s) ds
inserted along the boundary of the world-sheet Σ (here: a disk of radius L). Path ordering
takes care of the fact that boundary fields in general are not local wrt. each other or wrt.
themselves – cf. the specific ordering of world-sheet arguments and the appearance of the
δ-symbol for boundary condition changing operators in the expansion (9).
The higher order terms of the exponential series require UV regularization e.g. by restrict-
ing all integrals to the region |xi − xj | > ε, where ε is some UV cutoff. We introduce
a dimensionless renormalization group parameter l that regulates the scale of the theory,
L
ε (l) = e
−l. We will keep the disk circumference 2piL fixed so that we need not deal with
IR divergences; they could also be taken care of by introducing a finite temperature, see
e.g. [1].)
The cutoff ε was already used above to render the real parameter λ in (12) dimensionless.
λ is the strength of the perturbation in direction of ψ. If the conformal dimension of ψ is 1,
i.e. if ψ is marginal, then the new set of correlation functions may define a new boundary
conformal field theory. A criterion which ensures that such a ψ yields a truly marginal
deformation to all orders in λ was established in [11], where also various general results on
the structure of the new CFT were obtained, providing some insight into the moduli space
of conformal boundary conditions (or of D-branes).
Here, we are interested in deformations with hψ < 1. Such relevant perturbations introduce
dimensionful quantities into the theory and therefore break conformal invariance. The
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latter is restored only at fixed points of the renormalization group flow triggered by ψ, and
we reach a new conformal boundary condition for the same bulk CFT that we started from.
(Perturbations by boundary operators do not affect the local properties in the interior of
the disk, thus the “parent” bulk theory is not changed.)
Several approaches can be applied to exhibit the properties of the RG flow and of the
new fixed points, e.g. TBA and TSCA methods. In this paper, we use (zero temperature)
conformal perturbation theory (see [23] for a nice introduction to the bulk case), which is
suitable to study a small neighbourhood of the original theory λ = 0.
In this approach, new fixed points are determined from the zeroes of the beta function
β(λ) = dλ/d ln(L/ε) = dλ/dl, which in turn is computed perturbatively (in λ) from the
OPE of the field ψ, see e.g. [9,1,23],
β(λ) = (1− hψ)λ+ Caaaψψψλ2 +O(λ3) . (13)
Note that λ denotes the renormalized coupling constant here. We have assumed that no
other non-trivial relevant operators appear in the OPE of ψ with itself, as is the case for the
field ψ = ψ(1,3) we are going to study; otherwise, new counterterms arise which introduce
additional coupling constants and render the analysis much more complicated; see [23].
To this lowest non-trivial order, β(λ∗) = 0 yields a fixed point at [9]
λ∗ = − y
Caaaψψψ
with y := 1− hψ . (14)
This value can be inserted into the perturbative expansion of the correlators (12), and we
can in particular determine the one-point function of the identity ga(λ) ≡ ga;λψ at the new
fixed point. In the work [9], this quantity was interpreted as ground-state degeneracy of
the boundary CFT with boundary condition a, and it was conjectured that ga(λ) decreases
along the RG trajectory; see also [1] for a perturbative proof of this “g-theorem”. The
formula [9]
ln
(
ga(λ)
)
= ln(ga)− pi2 y Caaaψψ1 λ2 −
2pi2
3
Caaaψψψ C
aaa
ψψ1 λ
3 +O(λ4) (15)
is obtained from the general prescription (12) in a similar way as β(λ); while only the OPE
(more precisely the fusion channel yielding ψ from ψ × ψ) plays a role for the latter, we
have to integrate two- and three-point functions of the perturbing field to arrive at ga(λ)
and eq. (15). At the fixed point, the logarithm of the ground-state degeneracy is shifted
from the original value by
∆ ln
(
ga(λ
∗)
)
= −pi
2
3
Caaaψψ1(
Caaaψψψ
)2 y3 . (16)
Due to the specific coefficients in eqs. (14) and (15), this is exact up to O(y4)-corrections
– as long as the coefficients of λN in the terms we ignore have no higher order poles in
y. These coefficients IN (y, ε) are the integrals of the N -point functions of the perturbing
field ψ, and their singularities in y have been studied for the ϕ(1,3)-bulk deformation in
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[24]. The arguments used there depend only on the OPE of ψ and can be applied to our
situation, too. It follows that the IN (y, ε) are regular as y → 0.
Let us now specialize to Virasoro minimal models. In view of the remarks made in the
previous section, we know that the boundary CFT at the fixed point (14) can again be
described by a “pure” Cardy boundary state or by an integer linear combination (7)
thereof. Thus, the new ground-state degeneracy g(λ∗) must be contained in (or be a
sum of values in) the list (11), at least to accuracy O(y4). If we focus on perturbations
by the least relevant boundary field ψ = ψ(1,3) in the boundary model Mm with some
boundary condition ||a〉〉 6= ||(r, 1)〉〉, this precision becomes high for large values of m, since
y = 2/(m+ 1).
In order to determine the new boundary condition at the fixed point λ∗, we first expand
the ratio of two ground-state degeneracies ga, gb from eq. (11) in powers of 1/(m+ 1):
ln
( gb
ga
)
= ln
( β1β2
α1α2
)
+
pi2
6
(α21 + α
2
2 − β21 − β22) (m+ 1)−2
+
pi2
3
(α21 − β21) (m+ 1)−3 +O
(
(m+ 1)−4
)
,
(17)
where we have used the notation a = (α1, α2), b = (β1, β2), and where we assume that
the labels for the boundary conditions are close to the origin of the conformal grid, i.e.
αi, βi ≪ m. (Note that the next formula shows that if the αi satisfy this restriction then
so do the βi.)
If we plug in Runkel’s OPE structure constants from the Appendix into the perturbative
formula (16), we obtain
∆ ln
(
ga(λ
∗)
)
= −pi
2
3
(α22 − 1) (m+ 1)−3 +O
(
(m+ 1)−4
)
. (18)
Now we compare the expressions (17) and (18) order by order in 1/(m+ 1) to determine
the new boundary condition b = (β1, β2); one finds the equations
α1α2 = β1β2 , α
2
1 + α
2
2 = β
2
1 + β
2
2 , β
2
1 − α21 = α22 − 1 . (19)
If the starting boundary condition a = (α1, α2) satisfies α1 = 1, there is a (unique) solution
over the positive integers,
β1 = α2 , β2 = α1 ,
which corresponds to a flow from boundary condition a = (1, r) to b = (r, 1). For specific
small values of m, these RG trajectories have already been found by TBA methods [7,8].
For a 6= (1, r), one cannot find a Cardy boundary state ||b〉〉 with b ∈ IKac such that eqs.
(19) are fulfilled. This means that we have to pass to superpositions of Cardy boundary
states as in eq. (7), and to replace gb in (17) by a sum gsup = gb1 + . . .+ gbN with gbl from
eq. (11), each bl = (β
l
1, β
l
2) possibly occuring more than once. Then we get, after some
algebra,
ln
(gsup
ga
)
= ln(σ) +
pi2
6
(
α21 + α
2
2 −
∑
l
sl
σ
(
(βl1)
2 + (βl2)
2
) )
(m+ 1)−2
+
pi2
3
(
α21 −
∑
l
sl
σ
(βl1)
2
)
(m+ 1)−3 +O
(
(m+ 1)−4
)
,
(20)
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where we have introduced the abbreviations sl :=
βl1β
l
2
α1α2
and σ :=
∑
l sl. Now we can again
compare with the perturbative result (18) and obtain the equations
σ = 1 ,
∑
l
sl
(
(βl1)
2 + (βl2)
2
)
= α21 + α
2
2 ,
∑
l
sl(β
l
2)
2 = 1 . (21)
These enforce βl2 = 1 for all l, thus the RG flow triggered by the least relevant boundary
field leads from a Cardy boundary condition a to a superposition of bl = (β
l
1, 1). Depending
on the actual values of α1, α2 and m, eqs. (21) may admit several solutions for the labels
βl1. There is, however, the distinguished generic solution
βl2 = 1 , β
l
1 = α1 + α2 + 1− 2l for l = 1, . . . , N := min(α1, α2) . (22)
A flow to a superposition of boundary conditions was already observed in [8] for the special
case m = 4 and a = (2, 2).
So far, all our calculations were based on the ground-state degeneracy. This leaves some
ambiguities in the final boundary condition because of the symmetry g(r,s) = g(m−r,s) =
g(r,m+1−s). We can, however, repeat the procedures from above for one-point functions of
other bulk fields and compute e.g. the change of 〈ϕ(2,2)(ζ, ζ¯)〉a;λψ . This function picks
up a sign under the transformations a ≡ (r, s) 7→ (m − r, s) or a 7→ (r,m + 1 − s). In
fact, it is easy to see that the zeroth order in λ already suffices to rule out (m − βl1, βl2)
and (βl1, m + 1 − βl2) in favour of (βl1, βl2) from eq. (22). With the help of higher order
corrections, one can also exclude some of the non-generic solutions to eqs. (21).
4. Concluding remarks
Our perturbative analysis of relevant boundary deformations yields the following picture:
The RG flow triggered by the least relevant boundary field ψ(1,3), starting from a Virasoro
minimal model with Cardy boundary condition a = (α1, α2), α2 > 1, has a non-trivial
fixed point with new boundary condition given by a superposition of N := min(α1, α2)
Cardy boundary states, namely
a = (α1, α2)
ψ(1,3)−→ aλ∗ψ(1,3) =
N∑
l=1
(α1 + α2 + 1− 2l, 1) . (23)
For the time being, this result remains slightly conjectural in that we cannot exclude all
the non-generic solutions to eqs. (21) by analytic means. In order to back up the RG flow
pattern (23), one can resort to TCSA calculations which rest on an explicit diagonalization
of the perturbed Hamiltonian in a finite-dimensional subspace of low-lying energy levels.
This allows one to determine the spectrum Z0,aλ∗ψ (q), from which the new boundary
condition aλ∗ψ can be inferred by counting degeneracies of energy levels. This method is
restricted to case-by-case studies, but in all examples tested so far the pattern (23) was
confirmed [25], even for small m-values down to m = 3. Likewise, the assumption αi ≪ m,
which we had to make for technical reasons, does not seem to play any role in the end.
(When dropping this condition, the conformal grid symmetry makes the number N of
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superimposed boundary conditions introduced in (22) ambiguous: We should then pass to
(m−α1, m+1−α2) if one of the entries in this labeling is smaller than those in (α1, α2).)
TBA and TCSA investigations of ψ(1,3) boundary flows reveal the existence of a second
fixed point λ∗− besides the perturbative value λ
∗
+ := λ
∗ from eq. (14). The values λ∗±
have different signs and correspond to moving away from the original theory in directions
±ψ(1,3).
From the works [7,8] and from a large number of TCSA calculations [25], one is led to
consider the following pattern: For large enough αi, the boundary condition aλ∗
−
ψ reached
by perturbing a = (α1, α2) with −ψ(1,3) coincides with a′λ∗
+
ψ reached by perturbing a
′ :=
(α1, α2 − 1) with +ψ(1,3) as above, i.e. [25]
a = (α1, α2)
−ψ(1,3)−→ aλ∗−ψ(1,3) =
N∑
l=1
(α1 + α2 − 2l, 1) (24)
with N := min(α1, α2 − 1). In hindsight, it is clear that our perturbative analysis could
not uncover this second class of fixed points, since ∆ ln(g(λ∗−)) does not become small for
large m.
Remarkably, in all these cases, perturbation with the least relevant boundary field already
leads to a “stable” boundary condition: The spectrum at the new fixed point follows from
eqs. (3) and (7),
Zsup(q) =
N∑
l,l′=1
nblsup n
bl′
sup Zblbl′ (q) , (25)
and using formula (8) together with the fusion rules (6), we see that βl2 = 1 implies
that no relevant boundary (condition changing) operators besides the identity are left in
the spectrum. This phenomenon is to be contrasted to the chain of least relevant bulk
flows considered in [10]. Formula (25) also shows that there are N boundary operators of
dimension zero contained in the spectrum of the superposition.
The Virasoro minimal models on the disk studied here are intimately connected to RSOS
models on a cylinder, whose “spin variables” take values in an Am graph. Here, boundary
conditions appear as additional restrictions on the spin variables in the layers near the
cylinder ends [26,16,19]. The pattern (23) suggests that, when a relevant perturbation
with ψ(1,3) is turned on along the boundaries of the cylinder, the lattice model “breaks
up” into N2 independent sublattices, with boundary conditions bl, bl′ as in (22). (The
lattice interpretation of the Cardy boundary condition (βl1, 1) is that the spins in the two
outer layers are fixed to βl1 and β
l
1+1.) The partition function of such a subsystem is then
given by the term Zblbl′ (q) from eq. (25). As we mentioned in the introduction, Affleck
found that this “splitting into subsystems” signals the presence of ordered phases along the
boundary [12]. The meaning of the associated first order phase transitions within brane
physics remains to be understood better.
One should also try to generalize the investigations of Section 3 to minimal models of
the N = 2 super Virasoro algebra. These occur as building blocks of phenomenologically
interesting string backgrounds, namely of Gepner models. Boundary conditions in these
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superconformal theories [27] are closely related to D-branes in superstring compactifica-
tions on Calabi-Yau manifolds [28]. Statements on relevant boundary flows in such models
should directly translate into statements on stability and bound state formation of the
corresponding branes, extending ideas in [4,3] and the SU(2)-findings of [14].
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Appendix
Here we give explicit expressions for specific structure constants of the boundary OPE of
Virasoro minimal models. According to Runkel’s work [21], they follow from the fusing
matrices which describe a change of basis in the space of conformal blocks. We write
a = (α1, α2) for the boundary condition as before and introduce δa := α2−α1, along with
some further abbreviations:
A(δa, α2) := Γ(δa − α2m+1 ) Γ(δa − α2−1m+1 ) Γ(1− δa + α2m+1 ) ,
B(δa, α2) := Γ
2(1 + δa − α2+1m+1 ) Γ(1− δa + α2−1m+1 ) ,
C(δa, α2) := Γ
2(1 + δa − α2+1m+1 ) Γ(−δa + α2+1m+1 ) ,
D(δa, α2) := Γ(1 + δa +
α2−1
m+1 ) Γ(−1 + δa − α2−2m+1 ) Γ(2− δa + α2−2m+1 ) .
Using the recursive formula for the F-entries given in [21], the structure constants needed
for the investigation of relevant perturbations with ψ = ψ(1,3) can be written as follows:
Caaaψψ1 =
Γ(2− 2
m+1 )Γ(2−
3
m+1 )Γ(1−
2
m+1 )
Γ(1− 1
m+1 )
( A(δa, α2)
B(δa, α2)
+
A(−δa,−α2)
B(−δa,−α2)
)
,
Caaaψψψ =
Γ2(−1+ 2
m+1 )Γ(−1+
3
m+1 )Γ(2−
2
m+1 )Γ(2−
3
m+1 )
Γ(−2+ 4
m+1 )Γ
2( 1
m+1 )Γ
2(1− 1
m+1 )
( A(δa, α2)
C(δa, α2)
+
A(−δa,−α2)
C(−δa,−α2)
)
+
Γ(−2+ 3
m+1 )Γ(3−
4
m+1 )Γ(3−
3
m+1 )
Γ(1− 1
m+1 )Γ(
1
m+1 )Γ(2−
2
m+1 )
( A(δa, α2)
D(δa, α2)
+
A(−δa,−α2)
D(−δa,−α2)
)
.
Now, we can expand the ratio Caaaψψ1/
(
Caaaψψψ
)2
in 1/(m+1), with the rather simple result
Caaaψψ1(
Caaaψψψ
)2 = 18 (α22 − 1) +O((m+ 1)−1) .
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