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Abstract
We propose a multivariate functional responses low rank regression model with possible
high dimensional functional responses and scalar covariates. By expanding the slope functions
on a set of sieve basis, we reconstruct the basis coefficients as a matrix. To estimate these
coefficients, we propose an efficient procedure using nuclear norm regularization. We also derive
error bounds for our estimates and evaluate our method using simulations. We further apply our
method to the Human Connectome Project neuroimaging data to predict cortical surface motor
task-evoked functional magnetic resonance imaging signals using various clinical covariates to
illustrate the usefulness of our results.
1 Introduction
The advancement of neuroimaging technology has produced massive imaging data observed over
both time and space, including functional magnetic resonance imaging (fMRI), electroencephalog-
raphy (EEG), diffusion tensor imaging (DTI), positron emission tomography (PET) and single
photon emission-computed tomography (SPECT), among others. Scientists are often interested
in characterizing the association between imaging data and clinical predictors. The functional re-
gression models are widely used to achieve this goal, for instance, the functional linear regression
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[24, 25, 31] and functional response regression model [11, 25]. We refer the readers to [28] for a
recent review.
In this paper, we are interested in predicting the blood-oxygen-level-dependent (BOLD) signals
obtained from different regions of interest (ROIs) of the brain using clinical covariates. Specifically,
we propose the following multivariate functional responses regression model
Y ptq “
sÿ
j“1
Xjβjptq ` εptq, (1.1)
where Y ptq “ pY1ptq, . . . , YpptqqT P Rp represents the BOLD signals from p ROIs,
βjptq “ pβj1ptq, . . . , βjpptqqT P Rp
for 1 ď j ď s represent the coefficient functions, characterizing the effect of the jth predictor Xj
(1 ď j ď s) on the responses, and εptq P Rp is the random error which is independent of Xj
(1 ď j ď s). In the current paper, we assume that both Y ptq and Xj ’s are centered and focus on
the case when the model (1.1) does not have an intercept term. Indeed, our methodology can be
extended to the case when they have nonzero known mean functions. We refer the readers to our
discussion in Remark 3.12.
A similar multivariate varying coefficient model (MVCM) [39, 40] has been studied for delineat-
ing the association between multiple diffusion properties along major white matter fiber bundles
with a set of covariates of interest. They assume that the error term εptq can be decomposed into
two independent terms, where the first term depicts the error correlations between two time points,
and the second term depicts the individual curve variation. Under this assumption, they proposed
a weighted least squares procedure based on a local polynomial kernel smoothing technique [9] to
estimate the coefficient functions βjptq. They also employed the functional principal component
analysis to delineate the structure of the variability in fiber bundle diffusion properties.
There are several key differences between our proposal and the MVCM. First, the task-evoked
fMRI data often has non-stationary nature [14]. Motivated by this perspective, unlike the MVCM,
our error process can cover a wide range of non-stationary processes. Second, in neuroimaging
studies, the dimensions of the responses and covariates can be quite large. In the present paper,
we allow the dimensions to be divergent with the sample size, while the MVCM considers the case
when the dimenions are fixed. Third, the MVCM uses local kernel smoothing method to estimate
the coefficient function, which can be computationally slow since it needs to estimate the coefficient
functions pointwisely. To overcome this computational difficulty, our method employs the state-of-
art sieve regression which utilizes the global information among all the time points. By imposing
a low-rank structure of the coefficient matrix, our proposal can obtain a global fit of the coefficient
curves, which significantly improves the computational efficiency.
The rest of the article is organized as follows. In Section 2, we introduce our multivariate
functional responses low rank regression model, and propose a low-rank estimation procedure with
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an efficient algorithm. Section 3 investigates the theoretical properties of our method. Simulations
are conducted in Section 4 to evaluate the finite sample performance of the proposed approach.
Section 5 illustrates an application of our method using data from the Human Connectome Project.
We end with some discussion in Section 6. Technical proofs, numerical simulation and real data
results are given in the supplementary file.
2 Model setup and estimation procedure
Denote tyiptq, pxij , 1 ď j ď sq, εiptq : i “ 1, . . . , nu independent and identically distributed (i.i.d.)
realizations from the population tY ptq, pXj , 1 ď j ď sq, εptqu generated from the model (1.1).
Without loss of generality, we assume t P r0, 1s. In practice, we cannot observe the entire trajectories
of tyiptqu. Instead, we can collect intermittent measurements tyiptkqu for 0 ď t1 ď t2 ď . . . ď tT ď 1
for each i, where T P N is the number of time points. In this paper, we assume each subject is
observed at the same time points t1, . . . , tT , and this assumption is valid for our fMRI data. In
light of model (1.1), we can write
yiptkq “
sÿ
j“1
xijβjptkq ` εiptkq, k “ 1, 2, ¨ ¨ ¨ , T, i “ 1, 2, ¨ ¨ ¨ , n. (2.1)
We are interested in estimating the coefficient functions tβjptq, 1 ď j ď su. In the current paper,
we assume that the functions βjlptqp1 ď j ď s, 1 ď l ď pq are smooth in t, which is a realistic
assumption for fMRI data. We also allow s, p and T to diverge with the sample size n.
To estimate βjlptq, we approximate βjlptq using sieve expansion [5]. Examples of sieve basis in-
clude trigonometric series, orthogonal polynomials, and the orthogonal wavelet basis. In particular,
according to Section 2.3 of [5], we have
βjlptq “
cÿ
h“1
Mjl,hbhptq `
8ÿ
h“c`1
Mjl,hbhptq «
cÿ
h“1
Mjl,hbhptq, (2.2)
where tbhptqu8h“1 is a set of pre-chosen sieve basis functions, tMjl,h : 1 ď j ď s, 1 ď l ď p, 1 ď h ď cu
are coefficients to be estimated, and c is the truncation number of sieve basis functions. For
simplicity, we use the same c for all 1 ď j ď s and 1 ď l ď p.
Plugging (2.2) into (2.1), we obtain the approximation
yilptkq «
sÿ
j“1
xij
cÿ
h“1
Mjl,hbhptkq ` εilptkq, (2.3)
for k “ 1, 2, ¨ ¨ ¨ , T, l “ 1, 2, . . . , p, i “ 1, 2, ¨ ¨ ¨ , n. Based on this approximation, the estimation of
tβjptq, 1 ď j ď su boils down to estimating Mjl,h’s.
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Let Yi P RpˆT with lkth entry yilptkq, and Ei P RpˆT with lkth entry εilptkq. Let b be the
Kronecker product. We define
Xi “ xi bB P RscˆT , (2.4)
where xi “ pxi1, ¨ ¨ ¨ , xisqT P Rs and B P RcˆT “ pbpt1q, ¨ ¨ ¨ , bptT qq with bptq “ pb1ptq, . . . , bcptqqT P
Rc. Further, denote Mj P Rpˆc, whose entry satisfies pMjqlh “ Mjl,h, 1 ď l ď p, 1 ď h ď c, and
M “ pM1,M2, . . . ,Msq P Rpˆsc. One can rewrite (2.3) as a matrix form
Yi « MXi `Ei, i “ 1, 2, ¨ ¨ ¨ , n. (2.5)
The model (2.5) is a multivariate response linear regression model, and the parameter of interest
is the coefficient matrix M.
The conventional approach to estimate M is the ordinary least squares (OLS). However, the
OLS may perform suboptimally since they do not utilize the information that the entries of Yi are
related, especially when both p and T diverge with the sample size n. Recently, [34, 4] proposed
reduced rank regression models by assuming low-rankness of M. They introduced nuclear norm
penalized regression methods to estimate M, which can achieve parsimonious models with enhanced
interpretability. The low-rank assumption has been commonly used in neuroimaging applications,
see [38, 35, 15, 33, 13, 12] for example. In the current paper, we also assume that M is of low
rank. As we will see in the discussion of Section 3, the low rank assumption of M indicates that
βis, 1 ď i ď s can be viewed as a finite linear combination of dynamic factors.
In particular, we solve
min
M
«
1
2nT
nÿ
i“1
Tr
!
pYi ´MXiqpYi ´MXiqT
)
` λ}M}˚
ff
, (2.6)
where }M}˚ is the nuclear norm, defined as the summation of all the singular values of M, and λ is
a tuning parameter.
If we let Y “ tY T1 , . . . ,Y Tn uT P RnTˆp, X “ tXT1 , . . . ,XTn uT P RnTˆsc, the optimization problem
(2.6) is equivalent to
min
M
ˆ
1
2nT
}Y ´ XMT}2F ` λ}MT}˚
˙
. (2.7)
Denote the solution of (2.7) as pM. It is easy to see that the estimate of the coefficient function can
be written as pβjlptq “ řch“1 xMjl,hbhptq.
The optimization problem (2.7) can be solved by the proximal gradient algorithm. For simplic-
ity, we use D “ MT. Let LpDq “ 12nT }Y´XD}2F and PpDq “ λ}D}˚. The objective function QpDq
can be decomposed as Qp¨q “ Lp¨q`Pp¨q . Define ∇LpSptqq “ ∇||Y´XSptq||2F “ 2X T pXSptq´Yq.
We utilize the Nestrov’s gradient descent method [2, 21] to solve (2.7). In particular, we propose
the following algorithm.
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1. Initialize: Dp0q “ Dp1q, αp0q “ 0 and αp1q “ 1, δ “ 1{λmaxpX TX q.
2. Repeat:
i. Sptq “ Dptq ` αpt´1q´1
αptq pDptq ´Dpt´1qq;
ii. Atemp “ Sptq ´ δ∇LpSptqq;
iii. Singular value decomposition: Atemp “ U diagpaqVT ;
iv. d “ pa´ λδ ¨ 1q`;
v. Dpt`1q “ U diagpdqVT ;
vii. αpt`1q “
”
1`a1` p2αptqq2ı {2;
3. Until objective function QpDptqq converges.
From step ii to step v, the gradient descent is based on the first order approximation to the loss
function L at the current search point Sptq. Specifically,
gpD|Sptq, δq “LpSptqq ` x∇LpSptqq,D´ Sptqy ` 1
2δ
||D´ Sptq||2F ` PpDq,
“ 1
2δ
||D´ pSptq ´ δ∇LpSptqqq||2F ` PpDq ` cptq,
where cptq collects the term irrelevant to the optimization and the constant δ is chosen such that
the relation between the surrogate and target functions always holds: gpD|Sptq, δq ě QpDq. We set
δ as a Lipschitz constant for ∇Lp¨q with δ “ 1{λmaxpX TX q. Solution to the surrogate optimization
problem is given by Proposition 1 of [35]. Singular value decomposition is performed on the
intermediate matrix Atemp “ Sptq ´ δ∇LpSptqq. The next iterate Dpt`1q shares the same singular
vectors as Atemp and its singular values d
pt`1q are determined by minimizing 12δ ||d ´ a||22 ` fpdq,
where a “ σpAtempq. For the nuclear norm regularization fpdq “ λřj |bj |, the solution is given by
soft thresholding the singular values b
pt`1q
j “ paj ´ λδq` as suggested by Corollary 1 of [35].
There are two tuning parameters involved in our estimation procedure, the truncation number
c and the regularization parameter λ. In this paper, we use 5-fold cross-validation to select the
optimal values based on two-dimensional grid search.
3 Theoretical Results
We begin with some notation. Define z “ pz1, ¨ ¨ ¨ , zsqT as a subgaussian random vector with some
parameter σ ą 0 if for all α P Rs,
E
”
exppαTzq
ı
ď expp}α}2σ2{2q.
We next introduce the locally stationary time series. Consider the time series [36, 37]
zi “ Gp i
n
,Fiq, (3.1)
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where Fi “ p. . . , ηi´1, ηiq and ηi, i P Z are i.i.d. random variables, and G : r0, 1s ˆ R8 Ñ R
is a measurable function such that ξiptq :“ Gpt,Fiq is a properly defined random variable for all
t P r0, 1s. We introduce the following dependence measure to quantify the temporal dependence of
(3.1).
Definition 3.1. Let tη1iu be an i.i.d. copy of tηiu. We assume that for some q ą 2, }xi}q ă 8,
where } ¨ }q “ rE| ¨ |qs1{q is the Lq norm of a random variable. For j ě 0, we define the physical
dependence measure by
δpj, qq :“ sup
tPr0,1s
max
i
}Gpt,Fiq ´Gpt,Fi,jq}q, (3.2)
where Fi,j :“ pFi´j´1, η1i´j , ηi´j`1, . . . , ηiq.
The measure δpj, qq quantifies the changes in the system’s output when the input of the system
j steps before is changed to an i.i.d. copy. If the change is small, then we have short-range
dependence.
With the above notation, we introduce the assumptions for the theoretical development.
Assumption 3.2. We assume that xi, i “ 1, 2, ¨ ¨ ¨ , n, are i.i.d. centered subgaussian random
vectors independent of εiptkq, i “ 1, 2, ¨ ¨ ¨ , n, for all k “ 1, 2, ¨ ¨ ¨ , T . Moreover, we assume that for
each i “ 1, 2, ¨ ¨ ¨ , n, and l “ 1, 2, ¨ ¨ ¨ , p, tεilptkquTk“1 is a centered locally stationary time series of
the form (3.1). Finally, for some large q, γ ą 0, there exists some universal constant C ą 0, such
that
δpj, qq ď Cj´γ , j ě 1. (3.3)
We mention that the assumption (3.1) represents a wide class of stationary, locally stationary
linear and nonlinear processes [36, 37]. As we mentioned earlier, previous works [39, 40] focus
on fitting the coefficients of functional regression locally. Hence, they do not need to consider
the temporal relation for the underlying stochastic process. In contrast, our estimation relies on
(2.3), which utilizes the global information for all the time points. A natural assumption is the
short-range temporal dependence, i.e., (3.3), which needs that the temporal correlation between
the process εip¨q has a polynomial decay. Moreover, as a technical byproduct, we only require the
existence of second moment of εilp¨q. This improves the assumption of finite fourth moment in
[40]. Finally, we mention that (3.3) can be satisfied by many stochastic processes, for instance, the
Ornstein-Uhlenbeck process and the linear process
εilptq “
8ÿ
k“1
ak,ilptqυi,
where tυiu are independent standard Gaussian random variables and supt |ak,ilptq|2 ď Ck´γ , for
some constant C ą 0.
We also need the following assumption on the smoothness of βjlp¨q’s.
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Assumption 3.3. For j “ 1, 2, ¨ ¨ ¨ , s, l “ 1, 2, ¨ ¨ ¨ , p, βjlp¨q’s are smooth functions of time such
that βjlp¨q P Cdpr0, 1sq, where Cdpr0, 1sq ) is the function space on r0, 1s of continuous functions
that have continuous first d derivatives.
By Assumption 3.3, βjlptq can be well approximated by sieve expansion [5]. Specifically, in light
of (2.2), we have that
βjlptq “
cÿ
h“1
Mjl,hbhptq `Opc´dq, j “ 1, 2, ¨ ¨ ¨ , s, (3.4)
where the error Opc´dq is entrywise. Plugging (3.4) into (2.1), with high probability, we have
yiptkq “
sÿ
j“1
xijMjbptkq ` εiptkq `Opsc´dq. (3.5)
When the error term Opsc´dq is negligible, we can approximate βjptkq using
β˜jptkq “Mjbptkq. (3.6)
For a rigorous justification, we refer the readers to Theorem 3.9 and Corollary 3.11 and their
proofs.
Recall Yi P RpˆT is a matrix with lk-th entry yilptkq, and Ei P RpˆT with lk-th entry εilptkq.
We can write the model (2.1) as
Yi “ MXi `Ei ` op1q, i “ 1, 2, ¨ ¨ ¨ , n, (3.7)
where M is defined under equation (2.4). Therefore, our estimation problem boils down to estimat-
ing the coefficient matrix M.
Remark 3.4. Since rβjptq can approximate βj well, we now connect the structure of rβjptq with the
matrix M to show that βj will have a dynamic factor model structure when M is approximately low
rank. Note M is a rectangular matrix stacking Mj P Rpˆc, j “ 1, 2, ¨ ¨ ¨ , s. For each j “ 1, 2, ¨ ¨ ¨ , s,
we write the singular value decomposition of Mj as
Mj “
mintp,cuÿ
l“1
σlulv
J
l ,
where tσlu, tulu and tvlu are the singular values, left singular vectors and right singular vectors of
Mj , respectively. Consequently, we find that
rβjptkq “ mintp,cuÿ
l“1
σlpvJl bptkqqul.
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If we further denote αlptkq :“ σlpvJl bptkqq, then rβjptkq can be further written as
rβjptkq “ mintp,cuÿ
l“1
αlptkqul.
This implies that rβjptkq is a time-varying linear combination of the basis tulu, as which we can
regard a dynamic factor model. In the current paper, we follow the common low-rank assumption
in the literature of approximate factor models [1] and assume that only a few of tulu are useful for
our estimation and prediction. As a result, Mj is of low-rank structure.
Suppose that the rank of Mj is rj , j “ 1, 2, ¨ ¨ ¨ , s. Since
rankpMq ď
sÿ
j“1
rj ,
and s is slowly divergent, we can assume that M is of approximate low-rank structure. This is
formally stated in Assumption 3.5.
Denote
ξ :“ sup
1ďhďc
sup
tPr0,1s
|bhptq|. (3.8)
As mentioned in Section 4.2 of [7], ξ can be well controlled for the commonly used sieve basis
functions. For instance, ξ “ Op1q for the trigonometric series and orthogonal polynomials and
ξ “ Op?cq for the orthogonal wavelet basis.
Assumption 3.5. We assume that M is of approximately low-rank structure, i.e., there exists a
constant κ ą 0 such that
mintp,scuÿ
i“1
σipMq ď κ,
where σipMq, i “ 1, 2, ¨ ¨ ¨ ,mintp, scu are the singular values of M. Moreover, we assume that for
any arbitrarily small constant τ ą 0, we have that
?
rξpnτ
cs
?
T
“ op1q, where r “ rankpMq. (3.9)
Remark 3.6. The assumption in (3.9) is mild. Denote
c “ Opnα1q, T “ Opnα2q, p “ Opnα3q, s “ Opnα4q. (3.10)
If we choose the trigonometric series or orthogonal polynomials, (3.9) reads as
r1{2nα3´α2{2`τ´α1´α4 “ op1q.
In other words, when the true rank r is finite and p “ Opscq, we only need to have Opn2τ q time
points observed from the stochastic process εip¨q.
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To guarantee the consistency of the estimation, we need the following assumption on the pa-
rameters.
Assumption 3.7. We assume that
ξps2n2τ c´d “ op1q. (3.11)
The assumption 3.7 is mild. When we use the trigonometric series or orthogonal polynomials,
and assume βjp¨q is infinitely differentiable, (3.11) will always hold and we can allow ps2 diverging
fast. In our paper, we need our sieve bases satisfy (3.9) and (3.11) and belong to Cdpr0, 1sq defined
in Assumption 3.3. Note that the parameter ξ in (3.9) and (3.11) is directly related to the sieve
bases via (3.8). Indeed, all the sieve bases listed in Section 2.3 of [5] satisfy these assumptions. For
instance, the Fourier basis, the orthogonal polynomials, the Daubenchies orthogonal wavelets and
the splines.
Finally, we introduce the following assumption to guarantee that the covariance matrix of xi
is regular. We will see later that the following condition is a sufficient condition for the restricted
strong convexity condition (c.f. Definition S.2).
Assumption 3.8. Denote Σs as the covariance matrix of xi. We assume that Σs is bounded and
there exists some constant δ ą 0 such that
λminpΣsq ě δ,
where λminpΣsq is the smallest eigenvalue of Σs.
Armed with the above assumptions, we now present our main result. Denote λn as the regular-
ization parameter of the optimization problem (2.7), and M˚ the true value of M. Recall that pM is
the solution of (2.7), we have the following result. It can be seen that even though our approach
may be suboptimal, it can achieve consistency under mild conditions.
Theorem 3.9. Suppose Assumptions 3.2–3.8 hold. For any given arbitrarily small constant τ ą 0
defined in Assumption 3.5, when both n and T are large enough, there exists some Cq ą 0 depending
on q in Assumption 3.2, with probability at least 1´Cqn´qτ , we have for some constants C,C1 ą 0,
when λn ě C1pξnτT´1{2,
}M˚ ´ pM}F ď C
˜ ?
pξnτ{2a
c trpΣsqT 1{4
`
?
rpξnτ
c trpΣsq
?
T
¸
. (3.12)
One thing to note here is that T also diverges with the sample size n. Since the role of τ is to
control the probability and can be arbitrary, we can obtain a consistent estimator for a reasonably
large T . Specially, in the setting of (3.10), our estimator is consistent under Assumption 3.7.
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Remark 3.10. In our theoretical development, we borrow the idea of the regularized M-estimator
developed in [20]. However, one main challenge of our proof is that we need to account for the
approximation errors brought by truncation of the basis expansion in (2.2).
We next provide some insights of the above results when we use either the trigonometric series or
the orthogonal polynomials. From Assumption 3.8, we have trpΣsq “ Opsq. Hence, by Assumption
3.5, the second term of the right-hand side of (3.12) is of order op1q. On one hand, if the second
term of the right-hand side of (3.12) dominates the first one,
?
rpξnτ
c trpΣsq
?
T
ą
?
pξnτ{2a
c trpΣsqT 1{4
, (3.13)
which implies
?
r
?
pnτ{2 ą ?csT 1{4. If we further let the matrix be of exactly low rank and the
functions βjp¨q be infinitely differentiable such that c can be chosen at an order of log T , then we
obtain an upper bound for number of time points as
T ! n2τ
´p
s
¯2
.
On the other hand, when the first term of the right-hand side dominates, we need to have that
?
pnτ{2?
csT 1{4
“ op1q,
which basically requires that
T " n2τ
´p
s
¯2
.
In this sense, the choice of T will not significantly affect the consistency of our estimators. Since
our assumptions are mild as explained in Section 2, once T and n are reasonably large, we obtain
a consistent estimator.
Let pM “ pxM1, ¨ ¨ ¨ , xMsq. Denote the estimatorpβjptq “ xMjbptq, 1 ď j ď s, t P r0, 1s.
We now state the convergence result for the coefficient functions.
Corollary 3.11. Suppose that the assumptions of Theorem 3.9 hold. Then for 1 ď j ď s and some
universal constant C ą 0, with probability at least 1´ Cqn´qτ , we have
sup
t
}βjptq ´ pβjptq} ď C?c˜ ?pξnτ{2a
c trpΣsqT 1{4
`
?
rpξnτ
c trpΣsq
?
T
¸
.
Compared to Theorem 3.9, we get an extra
?
c factor in Corollary 3.11 since our estimate
involves the sieve basis functions. Similarly, we can obtain a consistent estimator when both T and
n are reasonably large.
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Remark 3.12. It is remarkable that in the high dimensional setting, it is not trivial to center the
high-dimensional responses. However, in many applications, we can assume that there exists a
time-varying mean function for each Ylptq, 1 ď l ď p. Specifically, we can assume that for some
functions mip¨q P Cdpr0, 1sq such that
EpYlptqq “ mlptq, 1 ď l ď p.
In this setting, we can rewrite our model (1.1) as
Y ptq ´mptq “
sÿ
j“1
Xjβjptq ` εptq,
where mptq “ pm1ptq, ¨ ¨ ¨ ,mpptqq. Moreover, if we set β0ptq “ mptq and X0 “ 1, we can further
write
Y ptq “
sÿ
j“0
Xjβj ` εptq.
Since mlptq P Cdpr0, 1sq, l “ 1, 2, ¨ ¨ ¨ , p, we can expand them on a set of basis functions and
mlptq « řch“1 κlhbhptq. Therefore, we can apply our current methodology to estimate the coeffi-
cients.
4 Simulations
In the section, we perform simulation studies to evaluate our method. We consider a set of Fourier
basis
bjptq “
$&%
1, if j “ 1;?
2 sinppijtq, if j is even;?
2 cosppipj ´ 1qtq, Otherwise.
The xi is generated from a multivariate normal distribution with mean zero and covariance Σ
with j1j2th entry Σj1j2 “ 0.5|j1´j2| for 1 ď j1 ď j2 ď s. The Xi “ xi b B, where B P RcˆT “
pbpt1q, ¨ ¨ ¨ , bptT qq with bptq “ pb1ptq, . . . , bcptqqT P Rc. Here, we set tk “ k´1T for k “ 1, . . . , T .
The response is generated from
Yi “ MXi ` ν ¨Ei, i “ 1, 2, ¨ ¨ ¨ , n,
where ν is a constant, and each row of Ei P RpˆT is a time series with an autoregressive structure.
In particular, let Eij P RT be the jth row of Ei and Eijk “ Eijp kT q as the jkth entry of Ei for
j “ 1, . . . , p and k “ 1, . . . , T . We set Eijp kT q “ 0.3Eijpk´1T q ` εip kT q, with Eijp0q “ 0 for all
j “ 1, . . . , p, where εip kT q is a series of i.i.d Gaussian random variables with mean 0 and variance 1.
We consider pn, p, T, c, sq “ p100, 32, 256, 4, 8q. In this case, the matrix M P R32ˆ32, and we consider
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three different shapes for M: a square shape, a T shape and a cross shape, shown in Figure S.1 (a)
(d) (g). The true coefficient functions are generated from βjlptq “ řch“1Mjl,hbhptq.
We define the signal to noise ratio (SNR) as
SNR “
řn
i“1 TrpXi˚M˚MXiqřn
i“1 ν2TrpEi˚ Eiq
.
We consider three cases SNR “ 1, 5, 10, where we change ν to obtain different SNRs.
To fit the model, we consider two sets of sieve basis. One is the same set of Fourier basis, and
we evaluate the performance of our method if one can choose the basis correctly. In practice, we
may not know the true basis, therefore, we also fit a different basis when applying our procedure,
to reflect the scenarios where the true underlying basis does not align with the fitted basis. In the
simulation, we consider the Chebyshev basis of second kind. In particular, the basis is defined as
bjptq “
$&% 2 ¨ p1´ r2pt´ 1{2qs
2q1{4{?pi, if j “ 1;
2tb1ptq, if j “ 2;
2tbj´1ptq ´ bj´2ptq, Otherwise.
For each case, we report the mean integrated squared errors (MISEs) of the estimates of βjp¨q P
Rp, j “ 1, . . . , s defined as
MISEj :“ 1
p
pÿ
l“1
ż 1
0
´
βjlptq ´ βˆjlptq
¯2
dt.
We also compare with the ordinary least squares, where we set λ “ 0 in (2.6) and solve the
optimization problem. All the results are based on 100 Monte Carlo run.
We include the cases (SNR = 5), where the true basis is the Fourier basis and the fitted basis is
also Fourier basis in Table S.3, and the true basis is the Fourier basis with the fitted basis Chebyshev
of second kind in Table S.2. For SNR = 1 and SNR = 10, the results are included in Tables S.5
to S.8 in the supplementary material. In particular, the MISEs for 8 functional slope estimates
for our proposed methods are smaller than those for OLS methods. As expected, when the true
basis is Fourier, fitting using Fourier basis results in better estimation accuracy (smaller MISEs)
compared to using Chebyshev basis. We have also plotted the estimated pM from one randomly
selected Monte Carlo run in Figure S.1 for SNR = 1 with Fourier basis fit. From the results, we can
see that our estimates can achieve much better estimation accuracy for those coefficient functions
compared with OLS.
In addition, we also perform a simulation study where the true basis is the Chebyshev basis of
second kind defined in previous paragraph. The results of fitting our method using both Chebyshev
basis of second kind and Fourier basis are included in Tables S.9 to S.14 in the supplementary
material. The findings are similar.
When the fitted basis and the true basis align with each other, we also report the average number
of basis selected using using 5-fold cross validation in Table S.4. As shown from the results, if we
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know the true basis, cross validation can select the right number of basis for most scenarios. When
SNR increases, the average number of basis selected gets closer to the truth (c “ 4).
To investigate how the truncation number c affects the performance of the proposed method,
we add a simulation study, where 4 Fourier basis is used to generate the data, but we fit our model
by setting c “ 6, and the λ is still chosen by 5-fold cross validation. Compared with the result
where pc, λq are chosen by 5-fold cross validation, we find the rank of estimated pM becomes smaller.
The results are as shown in Tables S.15, S.16 and S.17 in the supplementary material. Taking SNR
= 5 for example (Table S.16), the average ranks of estimated pM when c “ 6 (1.00, 2.00 and 2.00)
are smaller than the average ranks of pM when c is determined by cross validation (9.79, 13.41 and
13.56). However, the MISEs of the estimated coefficient functions using c “ 6 are actually greater
than the MISEs of the estimated functional slopes from using cross validation, which shows the
importance of using cross-validation to select the truncation number c.
In addition, we perform a simulation study, where a set of equivalent basis (Chebyshev2) is used
in fitting. The results are included in Table S.18 in the supplementary material. We find that the
average ranks of estimated pM are smaller than the average ranks of pM when the true basis (Fourier)
is used. Taking SNR = 5 (Table S.18) for example, the average ranks of estimated pM when the
equivalent basis is used (1.00, 2.00 and 2.00) are smaller than the average ranks of pM when c is
determined by cross validation (9.79, 13.41 and 13.56). We have found that the MISEs obtained by
fitting using the Chebyshev2 basis is still reasonably small, which shows the robustness of proposed
method when an equivalent basis is used.
To mimic the case where the coefficient functions lie in an infinite dimensional space, we
add an additional simulation study with a modified setting pn, p, T, c, sq “ p100, 32, 256, 50, 4q,
where the coefficient function βilptq’s are generated from 50 basis functions such that βjlptq “ř8
h“1Mjl,hωhbhptq`
ř50
h“9whbhptq, where ω1 “ 1, ω2 “ 0.8, ω3 “ 0.6, ω4 “ 0.5, and ωh “ 8ph´2q´4
for h ě 5. We consider three cases SNR “ 1, 5, 10. As shown in Table S.19 of the supplementary
material, the number of basis selected by cross validation is much smaller than 50 due to the decay
of ωhs. Taking SNR = 5 for example, when the Fourier basis is used, the average number of basis
selected for the T shape is 4.790 with a standard error 0.041. We include the cases (SNR = 5),
where the true basis is the Fourier basis and fit our method using the Fourier basis in Table S.30
and the Chebyshev basis of second kind in Table S.27 in the supplementary material. For SNR =
1 and SNR = 10, the results are included in Tables S.26, S.28, S.29 and S.31 in the supplementary
material. In particular, the MISEs for 4 functional slope estimates for our proposed methods are
smaller than those for OLS methods. As expected, when the true basis is Fourier, fitting using
Fourier basis results in better estimation accuracy (smaller MISEs) compared with using Chebyshev
basis.
In addition, we also perform simulation studies where the true basis is the Chebyshev basis of
second kind defined in previous paragraph, and we fit our method using both Chebyshev basis of
second kind and Fourier basis. The results are included in Tables S.20 to S.25 in the supplementary
material. The findings are similar.
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5 Real data applications
We apply our method to the cortical surface motor task related fMRI data from Human Connectome
Project (HCP) Dataset (https://www.humanconnectome.org/). We use the 900 Subjects release
that includes behavioral and 3T MR imaging data from 970 healthy adult participants collected
in 2012-spring 2015. We focus on the 845 subjects having the cortical surface motor task related
fMRI data. This task was adapted from the one developed by Buckner and colleagues [3, 32].
In the motor task, participants are presented with visual cues that ask them to either tap their
left or right fingers, or squeeze their left or right toes, or move their tongue to map motor areas.
Each block of a movement type lasted 12 seconds (10 movements), and is preceded by a 3 second
cue. In each of the two runs, there are 13 blocks, with 2 of tongue movements, 4 of hand movements
(2 right and 2 left), and 4 of foot movements (2 right and 2 left). In addition, there are 3 15-second
fixation blocks per run. This task contains the following events, each of which is computed against
the fixation baseline. For each subject, number of frames per run of the motor task is 284, with run
duration of 3.57 minutes [30]. For each subject, two motor task-related fMRI scans are available:
one run was acquired with right-to-left phase encoding, and a second run with left-to-right phase
encoding. In this paper, we use the left-to-right phase encoding scan for each subject.
We use the “Desikan-Killiany” atlas [6] to divide the brain into 68 regions of interest (ROIs).
For each subject i, we average the blood oxygenation level dependent (BOLD) time series of all
pixels in each ROI, which results in a functional curve yilptq for 1 ď i ď n and 1 ď l ď p. For
each curve yilptq, we do not observe their full trajectory, but instead realization of the curve on
284 equally space time points: tk “ 2.16 ˚ pk ´ 1q{283 minutes (1 ď k ď 284). We consider
s “ 4 motor instrument covariates measured using tests adapted from the American Thoracic
Society’s 6-minute walk test [8], the 9-hole pegboard test [29], and the American Society of Hand
Therapy’s grip strength test [17]. In the test adapted from American Thoracic Society’s 6-minute
walk test, the sub-maximal cardiovascular endurance is measured by recording the distance that the
participant is able to walk on a 50-foot course in 2 minutes and the time that the participant is able
to walk a 4-meter distance at their usual pace. In the 9-hole pegboard test, the manual dexterity is
measured by the time required for the participant to accurately place and remove 9 plastic pegs into
a plastic pegboard. In the test adapted from American Society of Hand Therapy’s grip strength
test, participants are seated in a chair with their feet touching the ground. With the elbow bent
to 90 degrees and the arm against the trunk, wrist at neutral, participants squeeze the Jamar Plus
Digital dynamometer as hard as they can for a count of three. The dynamometer records a digital
reading of force in pounds. The 4 covariates we consider are “Endurance-AgeAdj”, “GaitSpeed-
Comp”, “Dexterity-AgeAdj”, and “Strength-AgeAdj”, where “GaitSpeed-Comp” is the distance
walked in 2 minute, and “Endurance-AgeAdj”, “Dexterity-AgeAdj” and “Strength-AgeAdj” are
sub-maximal cardiovascular endurance, manual dexterity and grip strength respectively, adjusted
by the participant’s age.
To implement our method, we first standardize the functional responses yilptq’s and centre the
covariates xij ’s. We apply our method by fitting the model using Fourier basis and select the
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optimal regularization parameter and truncation number by five-fold cross validation. We have
selected 9 Fourier basis functions, and the rank of pM is 4.
We have also obtained the OLS estimate pMOLS, i.e. setting λ “ 0 in equation (2.6). We plotted
the first 10 singular values of the pM (red solid) and pMOLS (black dashed) in Figure S.2. Inspecting
the figure reveals that the first 4 singular value of pMOLS dominate the remaining ones, which verifies
the low-rank assumption in this paper.
Previous literature [18] suggested the left and right superior frontal regions are strongly associ-
ated with motor function. Therefore, We plot the estimated coefficient functions tβˆjptq, 1 ď j ď 4u
corresponding to the left superior frontal regions in Figure S.3, and the estimated coefficient func-
tions tβˆjptq, 1 ď j ď 4u corresponding to the right superior frontal region in Figure S.4. From
the figures, we can see the estimated coefficient functions βˆjptq for right and left superior frontal
regions have similar patterns for each 1 ď j ď 4. This is explained by the symmetry of the brain.
To summarize the result of the performance of all 68 regions, we plot the standardized βˆ1ptq
for all 68 ROIs in Figure S.5 (a). Here the standardized βˆ1ptq is defined as βˆj,standptq “ tβˆjptq ´ş1
0 βˆjpsqdsu{r
ş1
0tβˆjpuq ´
ş1
0 βˆjpsqdsu2dus1{2 for 1 ď j ď 4. Similar plots for standardized versions of
βˆ2ptq, βˆ3ptq and βˆ4ptq are included in Figure S.5 (b)-(d), respectively.
We have also tested the non-stationary assumption of the error processes in real data application.
In particular, we apply the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests [16] on the fitted
residual time series for 845 individuals, which yield 845ˆ68 “ 57, 640 error processes. We find that
96.7% of them are not (trend) stationary with significance level 0.05. This indicates that most of
the error processes in the application are not stationary.
6 Discussion
In this paper, we propose a multivariate functional responses low rank regression model with
possible high dimensional functional responses and scalar covariates. To estimate the nonparametric
coefficient functions, our method employs the state-of-art sieve regression. By imposing a low-
rank structure of the coefficient matrix, our proposal can obtain a global fit of the coefficient
estimates. We have shown that our method performs well in both simulation and the HCP fMRI
data application.
There are a number of important directions for future work. First, we assume the covariates
affect the responses linearly with only main effects. Further investigation is warranted to extend
the proposed approach to the case with interaction effects and/or nonlinear effects. Second, it is an
interesting topic to further develop inference procedure for our approach, which can characterize
the uncertainty of estimates. One may consider using either bootstrap or debiased approaches to
construct simultaneous confidence bands for the coefficient curves.
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Supplementary material for
Multivariate functional responses low rank regression with an application to
brain imaging data
This supplementary material contains technical proofs, numerical simulation and real data appli-
cation results.
S.1 Some preliminaries
We write (3.4) as
βjlptq “
cÿ
h“1
Mjl,hbhptq `
8ÿ
h“c`1
Mjl,hbhptq, (S.1)
where
ř8
h“c`1Mjl,hbhptq corresponds to the error Opc´dq in (3.4). Similar to the definition of M,
we denote M: as the collection of the entries corresponding to the second term of the right-hand
side of (S.1) and M as the matrix containing all the entries Mjl,h, j “ 1, 2, ¨ ¨ ¨ , s, h “ 1, 2, ¨ ¨ ¨ , in
(S.1). Strictly speaking, M is not a matrix, but for notation convenience, we denote it as a matrix
of dimension pˆ s8. Therefore, we have that M “ pM,M:q.
In light of (2.1) with (S.1), for the sequence of observation pairs pXi,Yiq, i “ 1, 2, ¨ ¨ ¨ , n, we
denote the loss function for M as
LpM; pXi,Yiq, i “ 1, 2, ¨ ¨ ¨ , nq “ 1
nT
nÿ
i“1
}Yi ´MXi}2F , (S.2)
where MXi “ MXi `M:X:i . Recall Xi is defined in (2.4), X:i is defined in a similar fashion by
using the basis tbjp¨qując and Xi is defined accordingly. Ideally, M:X:i corresponds to the op1q part
in (3.7). Therefore, the true value M
˚
is defined as
M
˚ “ arg min
M
ELpM; pXi,Yiq, i “ 1, 2, ¨ ¨ ¨ , nq.
As discussed in Section 2, we want to estimate M and hence we can treat M: as nuisance
parameters. In this sense, the true value of M is defined as
M˚ “ arg min
M
ELpM; pXi,Yiq, i “ 1, 2, ¨ ¨ ¨ , n|pM:q˚q, (S.3)
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where
LpM; pXi,Yiq, i “ 1, 2, ¨ ¨ ¨ , n|pM:q˚q “ 1
nT
nÿ
i“1
}Yi ´MXi ´ pM:q˚X:i }2F .
To ease the notation, we introduce a diagonal block matrix M P Rnpˆnsc with n blocks and each
diagonal block is M and X P Rns8ˆT ,Y P RnpˆT contain the sequences of Xi and Yi, i “ 1, 2, ¨ ¨ ¨ , n
respectively. Similarly, we can define M : and M . As a consequence, we can rewrite (S.3) as
M˚ “ arg min
M
ELpM;X ,Y|pM:q˚q, (S.4)
where
LpM;X ,Y|pM:q˚q “ 1
nT
}Y ´MXc ´M :X :c }2F ,
with Xc P RnscˆT contains the matrices Xi, i “ 1, 2, ¨ ¨ ¨ , n and Xc is defined similarly.
Next, we provide an estimate ofM˚ denoted by pM. For any given regularizerR and regularization
penalty λn, let pM “ arg min
M
rL1pM;X ,Yq ` λnRpMqs , (S.5)
where L1 is an approximate loss function for L and defined as
L1pM;X ,Yq “ 1
nT
}Y ´MXc}2F , (S.6)
R is the nuclear norm for the rectangular matrix. Our goal is to derive a bound for }M´ pM}F . We
state such results in the following subsection.
We start by decomposing the loss function LpM;X ,Y|pM:q˚q. Note that
LpM;X ,Y|pM:q˚q “ L1pM;X ,Yq ´ 2 1
nT
tr
´
pY ´MXcqrpM :q˚X :c sT
¯
` 1
nT
}pM :q˚X :c }2F . (S.7)
First of all, since pM :q˚ is a nuisance parameter , the third term on the right-hand side of (S.7)
can be regarded as a constant term with respect to M. Hence it suffices to minimize L1pM;X ,Yq´
2
nT tr
´
pY ´MXcqrpM :q˚X :c sT
¯
. Denote
EpMq “ 2
nT
tr
´
pY ´MXcq
“pM :q˚X :c ‰T¯ . (S.8)
In order to state our results and make it clear how our work differs from [20], we follow the notation
of [20] and let θ ” M. Based on the above discussion, in view of the definition of xM in (S.5), it
suffices to consider the following optimization problempθ “ arg min
θ
“Lpθ;X ,Y|pM:q˚q ` λnRpθq ` Epθq‰ . (S.9)
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We introduce some notation and assumptions, which are also used in [20]. Let M be the
model subspace to capture the constraints; for instance, the subspace of low-rank matrices under
Assumption 3.5 in our problem. Let M be the completion of M and MK be the orthogonal
complement of M. It is remarkable that MK is referred to as the perturbation subspace, representing
deviations away from the model subspace M.
We need the following definition, taken from Definition 1 in [20].
Definition S.1 (Decomposability of R). Given a pair of subspaces M ĎM, a norm-based regu-
larizer R is decomposable with respect to pM,MKq if
Rpθ ` γq “ Rpθq `Rpγq,
for all θ PM and γ PMK.
It has been shown in Example 3 of [20] that the nuclear norm is decomposable with respect to
appropriately chosen subspaces (see equations (13a) and (13b) of [20]).
We then introduce the restricted strong convexity (RSC) condition, which is taken from Defini-
tion 2 of [20]. Denote the error of Taylor series of L at θ˚ as
δLp∆, θ˚q :“ Lpθ˚ `∆q ´ Lpθ˚q ´ x∇Lpθ˚q,∆y.
Definition S.2 (Restricted Strong Convexity). The loss function satisfies a RSC condition with
curvature κL ą 0 and tolerance function τL if
δLp∆, θ˚q ě κL}∆}2 ´ τ2Lpθ˚q,
for all ∆ P C defined in (S.2) or (S.3).
Finally, we introduce the subspace compatibility constant to control Rp¨q (Definition 3 in [20]).
Definition S.3 (Subspace compatibility constant). For any subspace M of Rp, the subspace com-
patibility constant with respect to the pair pR, } ¨ }q is given by
ΨpMq :“ sup
uPMzt0u
Rpuq
}u} .
We are ready to state our main results. The following result deals with general M -estimator of
the form (S.9). We define the projection operator as follow
ΠMpuq :“ arg min
vPM
}u´ v},
with the projection ΠMK defined in an analogous way. For simplicity, we use the following shorthand
notation uM “ ΠMpuq and uMK “ ΠMKpuq.
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Theorem S.4. Suppose that the loss function L is convex and differentiable, and satisfies the RSC
condition in Definition S.2 with curvature κL and tolerance τL. We also assume that the regularizer
R is a norm and is decomposable with respect to the subspace pair pM,MKq, where M Ă M.
Denote
ςpκ, τ, υq ” ςpλn,Ψ, κ, τ, θ˚, υq
:“ 9λ
2
n
κ2
Ψ2pMq ` λn
κ
t2τ2pθ˚q ` 4Rpθ˚MKq ` 2υu. (S.10)
Suppose that there exists some linear function D in ∆ and independent of θ˚ such that
Dp∆q “ Epθ˚ `∆q ´ Epθ˚q.
Furthermore, let ε ą 0 such that
sup
∆
|Dp∆q| ď ε. (S.11)
If the strictly positive regularization constant satisfies λn ě 2R˚p∇Lpθ˚qq, when conditional on the
observation pX ,Yq and n is large enough, we have that
}pθλn ´ θ˚}2 ď CςpκL, τL, 2εq, (S.12)
where the error norm is the same as Lp¨q and C ą 0 is some universal constant.
We remark that the error bound in [20, Theorem 1] is ςpκL, τL, 0q since they do not have the
error term E . Moreover, in our setup for the sieve regression, Ep¨q satisfies (i) of Theorem S.4 since
tr
´
pY ´ pθ˚ `∆qXcqrpθ:q˚X :c sT
¯
´ tr
´
pY ´ θ˚Xcqppθ:q˚X :c qT
¯
“ tr
´
∆Xcrpθ:q˚X :c sT
¯
. (S.13)
S.2 Technical proofs
To make it convenient for the readers, we use Table S.1 to list the matrices and their associated
dimensions.
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Matrix Dimension
Yi,Ei pˆ T
Xi scˆ T
M pˆ sc
X:i s8ˆ T
M: pˆ s8
Xc nscˆ T
M npˆ nsc
X :c ns8ˆ T
M : npˆ ns8
Y,E npˆ T
Table S.1: Matrices and their dimensions. Here we use the short-hands that sc “ sˆc. For instance,
Xi contains T matrices of dimension sˆ c as a stack.
We use the following abbreviations for our proof
Lp¨q “ Lpθ;X ,Y|pθ:q˚q.
We will make use of the function F given by
Fp∆q :“ Lpθ˚ `∆q ´ Lpθ˚q ` λnpRpθ˚ `∆q ´Rpθ˚qq ` Epθ˚ `∆q ´ Epθ˚q. (S.1)
We denote the optimal error by p∆ “ pθ ´ θ˚.
We notice that Fp0q “ 0 and Fpp∆q ď 0.
S.2.1 Some auxiliary lemmas
In this section, we provide some auxiliary lemmas which will be used in the proof of Theorem S.4
and Theorem 3.9. We first provide some preliminary results.
Lemma S.1 (Deviation inequalities). For any decomposable regularizer and θ˚ and ∆, we have
Rpθ˚ `∆q ´Rpθ˚q ě Rp∆MKq ´Rp∆Mq ´ 2Rpθ˚MKq.
Moreover, as long as λn ě 2R˚p∇Lpθ˚qq and L is convex, we have
Lpθ˚ `∆q ´ Lpθ˚q ě λn
2
rRp∆Mq `Rp∆MKqs.
Proof. See Lemma 3 of [20].
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Lemma S.2. Suppose L is a convex and differentiable function, and consider any optimal solutionpθ to the optimization problem (S.9) with a strictly positive regularization parameter satisfying
λn ě 2R˚p∇Lpθ˚qq.
Then for any pair pM,MKq over which R is decomposable, the error p∆ “ pθλn ´ θ˚ belongs to the
set
CpM,MK; θ˚q :“
"
∆|Rp∆MKq ď
2
λn
pEpθ˚q ´ Epθ˚ `∆qq
`3Rp∆Mq ` 4Rpθ˚MKq
(
. (S.2)
Moreover, if Ep¨q is some convex and differentiable norm on the metric space of the parameter, we
have that if
λn ě 2R˚p∇Lpθ˚q `∇Epθ˚qq,
then for any pair pM,MKq over which R is decomposable, the error p∆ “ pθλn ´ θ˚ belongs to the
set
CpM,MK; θ˚q :“
!
∆|Rp∆MKq ď 3Rp∆Mq ` 4Rpθ˚MKq
)
. (S.3)
Proof. By the expansion (S.1), the fact Fpp∆q ď 0 and Lemma S.1, we readily obtain that
0 ě Fpp∆q ě λn !Rp∆MKq ´Rp∆Mq ´ 2Rpθ˚MKq)´ λn2 ”Rp∆Mq `Rp∆MKqı
` Epθ˚ ` p∆q ´ Epθ˚q
“ λn
2
!
Rp∆MKq ´ 3Rp∆Mq ´ 4Rpθ˚MKq
)
` Epθ˚ ` p∆q ´ Epθ˚q.
This concludes the proof of (S.2). For the proof of (S.3), we can apply Lemma S.1 to the convex and
differentiable function L1 :“ L`E . Since ∇ is a linear operator, when λn ě 2R˚p∇Lpθ˚q`∇Epθ˚qq,
we have
0 ě Fpp∆q ě λn !Rp∆MKq ´Rp∆Mq ´ 2Rpθ˚MKq)´ λn2 ”Rp∆Mq `Rp∆MKqı
“ λn
2
!
Rp∆MKq ´ 3Rp∆Mq ´ 4Rpθ˚MKq
)
,
from which the proof of (S.3) follows.
Remark S.3. The counterpart of the above lemma [20, Lemma 1] does not have the approximation
error term Ep¨q. In our setup, Ep¨q is not a properly defined norm. Hence, we need to apply (S.2)
whenever it is needed. For an interpretation of the Lemma S.2, we refer to Figure 1 of [20].
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Recall the sets C defined in (S.2) or (S.3). Let δ be a given error radius and denote Kpδq :“
CX t}∆} “ δu. We have the following lemma, the counterpart of which is [20, Lemma 4].
Lemma S.4. Suppose Rp¨q is decomposable and convex, and L is differentiable and convex. Then
(i). When C is defined in (S.2), suppose that there exists some linear function D in ∆ and inde-
pendent of θ˚ such that
Dp∆q “ Epθ˚ `∆q ´ Epθ˚q.
If Fp∆q ą 0 for all vectors ∆ P Kpδq, then }p∆} ď δ.
(ii). When C is defined in (S.3), i.e. Ep¨q is some convex differentiable norm, if Fp∆q ą 0 for all
vectors ∆ P Kpδq, then }p∆} ď δ.
Proof. We start with the proof of (i). We prove the contrapositive statement: in particular, if
for some optimal solution pθ such that }p∆} ą δ, there must be some vector r∆ P Kpδq such that
Fpr∆q ď 0. To achieve this goal, it suffices to prove the following claim:
Claim S.5. If p∆ P C, then the entire line ttp∆|t P p0, 1qu connecting p∆ with all-zeros vector is
contained with C.
We first show how we can construct such a r∆ using the above claim. If }p∆} ą δ, then the line
joining p∆ and 0 must intersect the set Kpδq at some intermediate point t˚ p∆, for some t˚ P p0, 1q
(i.e. after some proper scaling). By Claim S.5, we have that t˚ p∆ P C. Since Dp∆q is linear and
both L and R are convex, by Jensen’s inequality, we have
Fpt˚ p∆q “ Fpt˚∆` p1´ t˚q0q ď t˚Fpp∆q ` p1´ t˚qFp0q “ t˚Fpp∆q,
where in the last equality we use the fact that Fp0q “ 0. Since p∆ is optimal, we have that Fpt˚ p∆q ď
0. Hence, we can choose r∆ “ t˚ p∆ and conclude the proof of (i).
Finally, we prove Claim S.5. First, when θ˚ P M, we have that Rpθ˚MKq “ 0 and the proof
follows immediate. Second, when θ˚ RM, it is easy to see that for any t P p0, 1q, we have
ΠMpt∆q “ arg min
γPM
}t∆´ γ} “ t arg min
γPM
}∆´ γ
t
} “ t ΠMp∆q,
where we use the fact γ{t also belongs to the subspace M. Similarly, we can show that
ΠMKpt∆q “ tΠMKp∆q.
Hence, we have that for all ∆ P C,
RpΠMKpt∆qq “ RptΠMKp∆qq “ tRpΠMKq
ď t  3RpΠMp∆qq ` 4RpΠMKpθ˚qq `Dp∆q( ,
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where we use the fact that Rp¨q is a norm and the definition of C in (S.2). We observe that
3tRpΠMp∆qq “ 3RpΠMpt∆qq and 4tRpΠMKpθ˚qq ď 4RpΠMKpθ˚qq, t P p0, 1q. Moreover, since Dp¨q
is linear in ∆, we have Dpt∆q “ tDp∆q. Putting all these together, we find that
RpΠMKpt∆qq ď 3RpΠMpt∆qq ` 4tRpΠMKpθ˚qq `Dpt∆q
ď 3RpΠMpt∆qq ` 4RpΠMKpθ˚qq `Dpt∆q.
This concludes the proof of Claim S.5.
For (ii), we can apply [20, Lemma 4] for the loss function L1 :“ L` E to finish the proof.
Next, we provide some matrix inequalities that will be used in the proof of Theorem 3.9 to
bound Ep¨q.
Lemma S.6. Suppose A P Rmˆn. Denote
ri :“
ÿ
1ďj‰iďn
|aij |, ci :“
ÿ
1ďj‰iďm
|aji|,
and
si :“ maxtri, ciu, ai :“ |aii|,
for i “ 1, 2, ¨ ¨ ¨ ,mintm,nu. Moreover, for m ‰ n, we define
s :“
$&% maxn`1ďiďm
!řn
j“1 |aij |
)
, m ą n
max
m`1ďiďn
!řn
j“1 |aji|
)
, m ă n.
For m ě n, we have that for each singular value of A lies in one of the real intervals defined as
Bi “ rmaxtai ´ si, 0u, ai ` sis, i “ 1, 2, ¨ ¨ ¨ , n; Bn`1 “ r0, ss.
If m “ n or if m ą n and ai ě si`s, i “ 1, ¨ ¨ ¨ , n, then Bn`1 is not needed in the above statement.
Similarly results hold when m ď n.
Proof. See Theorem 2 of [23].
Lemma S.7. Suppose A and B are positive definite square matrices. Then we have
λminpAq trpBq ď trpABq ď λmaxpAq trpBq,
where λmaxpAq is the largest eigenvalue of A and λminpAq is the smallest eigenvalues of A.
Proof. See equation (1) of [10].
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Lemma S.8. Consider a sequence of i.i.d. subgaussian vectors z1, ¨ ¨ ¨ , zn in Rs with covariance
matrix Σs. Let ε P p0, 1q, t ě 1, then for some constant C ą 0, with probability at least 1 ´
2 expp´t2nq we have if n ě Cpt{εq2s
}Σns ´ Σs} ď ε,
where Σns is the sample covariance matrix of pziq.
Proof. See Corollary 5.50 of [27].
Lemma S.9. Let ra, bs be a bounded closed interval. We take an n-division ∆ of ra, bs as
∆ : a “ s0 ď s1 ď ¨ ¨ ¨ sn´1 ď sn “ b,
and hence si “ a` ipb´ aq{n. If f is a twice differentiable and f 2is bound and almost everywhere
continuous on ra, bs then
lim
nÑ8n
2
#ż b
a
fpxqdx´
nÿ
i“1
psi ´ si´1qfpsi´1 ` si
2
q
+
“ pb´ aq
2
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pf 1pbq ´ f 1paqq. (S.4)
Proof. See Theorem 1.1 of [26].
Lemma S.10. Let A “ paijq be a real nˆ n matrix. For 1 ď i ď n, let Ri “ řj‰i |aij | be the sum
of the absolute values of the non-diagonal entries in the i-th row. Let Dpaii, Riq Ď R be a closed
disc centered at aii with radius Ri. Such a disc is called a Gershgorin disc. Every eigenvalue of
A “ paijq lies within at least one of the Gershgorin discs Dpaii, Riq, where Ri “ řj‰i |aij |.
Proof. See Lemma D.1 of [7].
Finally, we provide a concentration inequality for the locally stationary time series tεikptqu, 1 ď
i ď n, 1 ď k ď p.
Lemma S.11. Let xi “ GipFiq, where Gip¨q is a measurable function and Fi “ p. . . , ηi´1, ηiq and
ηi, i P Z are i.i.d. random variables. Suppose that Exi “ 0 and maxi E|xi|q ă 8 for some q ą 1.
For some k ą 0, let δxpkq :“ max1ďiďn }GipFiq ´GipFi,i´kq}q . We further let δxpkq “ 0 if k ă 0.
Write γk “ řki“0 δxpiq. Let Si “ řij“1 xj .
(i). For q1 “ minp2, qq,
}Sn}q1q ď Cq
8ÿ
i“´n
pγi`n ´ γiqq1 .
(ii). If ∆ :“ ř8j“0 δxpjq ă 8, we then have›››› max1ďiďn |Si|
››››
q
ď Cqn1{q1∆.
In (i) and (ii), Cq are generic finite constants which only depend on q and can vary from place to
place.
Proof. See Lemma D.6 of [7].
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S.2.2 Proof of Theorem S.4
With the preparation in Section S.2.1, especially Lemma S.4, we now proceed to finish the proof
of Theorem S.4.
Proof. The proof is essentially similar to that of [20, Theorem 1], for the self-completeness, we also
provide the complete proof. In light of Lemma S.4, it suffices to establish a lower bound on Fp∆q
over Kpδq for an appropriately chosen radius δ ą 0. Indeed, for an arbitrary ∆ P Kpδq, using the
definition of F in (S.1), we have
Fp∆q ě x∇Lpθ˚q,∆y ` κL}∆}2 ´ τ2Lpθ˚q ` λntRpθ˚ `∆q ´Rpθ˚qu `Dp∆q,
ě x∇Lpθ˚q,∆y ` κL}∆}2 ´ τ2Lpθ˚q`
` λntRp∆MKq ´Rp∆Mq ´ 2Rpθ˚MKqu `Dp∆q,
where the first inequality follows from RSC and the second inequality follows from Lemma S.1.
Moreover, by the Cauchy-Schwarz inequality and the definition of dual norm, we readily obtain
that
|x∇Lpθ˚q,∆y| ď R˚p∇Lpθ˚qqRp∆q.
Since λn ě 2R˚p∇Lpθ˚qq by assumption, we find that |x∇Lpθ˚q,∆y| ď λn2 Rp∆q and hence we have
Fp∆q ě κL}∆}2 ´ τ2Lpθ˚q `
`λntRp∆MKq ´Rp∆Mq ´ 2Rpθ˚MKqu `Dp∆q ´
λn
2
Rp∆q.
Together with Rp∆q ď Rp∆MKq `Rp∆Mq, we find that
Fp∆q ě κL}∆}2 ´ τ2Lpθ˚q ´ λn2 t3Rp∆Mq ` 4Rpθ
˚
MKqu `Dp∆q.
Since 0 P M, it is easy to see (the equation below eq. (55) of [20]) }∆M} ď }∆}. Moreover, by
Definition S.3, we find that Rp∆Mq ď ΨpMq}∆}. Since sup∆ |Dp∆q| ď ε, this leads to
Fp∆q ě κL}∆}2 ´ τ2Lpθ˚q ´ λn2 t3ΨpMq}∆} ` 4Rpθ
˚
MKqu ´ ε.
Note that the right-hand side of the above inequality is a strictly defined quadratic form in }∆} and
hence will be positive for }∆} large. The proof then follows from some elementary computation on
the quadratic equation.
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S.2.3 Proof of Theorem 3.9
We will employ Theorem S.4 to prove Theorem 3.9. The key ingredient is to provide a bound for
Ep¨q using (3.4). We will need the following facts on the matrix differentiation. For details, it can
be found in [22]. For any two mˆn rectangular matrices A,B and any matrix function f, we have
∇A trpABTq “ B, ∇ATfpAq “ p∇AfpAqqT. (S.5)
We prepare some computation on the derivatives using (S.5). Recall (S.6), as
L1 “ 1
nT
tr
´
YYT ´ YpMXcqT ´MXcYT `MXcX Tc MT
¯
,
by (S.5), we readily obtain that
∇ML1 “ 1
nT
´
´YX Tc ´ XcYT `MXcX Tc ` XcX Tc MT
¯
, (S.6)
and the Hessian matrix of L1 at M is
HML1 “ 2
nT
XcX Tc . (S.7)
Recall (S.8), we have that
∇ME “ ´ 2
nT
pM :q˚X :cX Tc , (S.8)
and the Hessian matrix of E at M is
HME “ 0. (S.9)
Proof. In view of (S.13), we need to apply (i) of Theorem S.4. We prepare two important facts for
our proof. First, since R is the nuclear norm, we have that ([20, Section 2.3])
R˚pMq “ }M}, (S.10)
where }M} stands for the largest singular value of M . Second, from the proof of [19, Corollary 5],
we know that under Assumption 3.5, ΨpMq “ 2?r (Recall Definition S.3). Armed with the above
results, we now proceed to check the conditions of Theorem S.4 and the computation of the inputs
there.
In what follows, we denote ∆ “ M ´ pM and ∆ to be a diagonal matrix with n blocks whose
diagonals are ∆.
Checking of the decomposablity and differentiablity: It is clear that L is differentiable with respect
to M . R is the nuclear norm and it is decomposable with respect to suitable subspaces defined in
[20, equations (13a) and (13b)].
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Checking of the RSC condition: By (S.7) and (S.9), we find that the first-order Taylor expansion
from Definition S.2 is exact such that
δL “ 2
nT
}Xc∆}2F .
It suffices to provide a lower bound for 2nT }Xc∆}2F . Note that
δL “ 2
nT
nÿ
i“1
}Xi∆}2F ě 2nT }
nÿ
i“1
Xi∆}2F
ě 2}∆}2Fλmin
˜
p1{nT q
nÿ
i“1
XiX
J
i
¸
.
where X “ px1, ¨ ¨ ¨ ,xnq and in the first inequality we use the property of matrix norm and the
second inequality we use Lemma S.7.
By Assumption 3.7 and Lemma S.8, for some constant C ą 0, with probability at least 1 ´
2 expp´nq, we have
} 1
n
XXT ´ Σs} ď C
c
s
n
. (S.11)
Together with Assumptions 3.7 and 3.8, when n is sufficiently large, with probability at least
1´ 2 expp´nq, we have
λminp 1
n
XXTq ě
?
2
2
λminpΣsq.
Moreover, by Lemmas S.9 and S.10, we find that for some constant C ą 0,
} 1
T
BBT ´ Ic} ď C
T 2
, (S.12)
where we use the smoothness of the basis functions and the facts that
ş1
0 biptqbjptqdt “ δij and the
ijth entry of 1TBB
J is 1T
řT
k“1 biptkqbjptkq.
Hence, when T is large enough, we have
λminp 1
T
BBTq ě
?
2
2
.
This shows that with probability at least 1´ expp´nq, we have
δL ě cλminpΣsq}∆}2F ,
where we use the fact that the eigenvalues of A b B are the products of the eigenvalues of A and
B. Hence, we can take κL “ CλminpΣsq ą 0.
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Computation of λn: Let E be the matrix contains Ei, i “ 1, 2, ¨ ¨ ¨ , n. By (S.6) and (S.8), we have
that
∇ML “ ´ 1
nT
´
EX Tc ` XcET
¯
´ 3
nT
pM :q˚X :cX Tc ´ 1nT Xc
“pM :q˚X :c ‰T , (S.13)
where we use the fact that Y ´MXc “ pM :q˚X :c ` E. By (S.10), it suffices to provide an upper
bound for the largest singular value of the right-hand side of (S.13) using Lemmas S.6 and S.9.
First, by Lemmas S.6 and S.11, under Assumption 3.2, for some constant Cq ą 0, with probability
at least 1´ Cqn´qτ , for some constant C ą 0,
1
nT
}EX Tc } ď pξn
τ
?
T
.
Similarly, we have
1
nT
}XcET} ď pξn
τ
?
T
.
Second, by (3.4), (3.5) and Assumption 3.8 that xi, i “ 1, 2, ¨ ¨ ¨ , n, are subgaussian, for some small
constant τ ą 0, we have that with probability at least 1´ 2 expp´n2τ q,
1
nT
}pM :q˚X :cX Tc } ď pξn
τ c´d?
T
, (S.14)
where we use Lemma S.6. Similarly, we have
1
nT
}Xc
“pM :q˚X :c ‰T } ď pξnτ c´d?
T
. (S.15)
This implies that with probability at least 1´ Cqn´qτ , we can choose
λn ě Cpξn
τ
?
T
.
Computation of ε in (S.11): We simply show that ε can be chosen as a bounded constant value
with high probability, which is sufficient for our proof. This is done by using Cauchy-Schwartz
inequality. Note that
Dp∆q “ 1
nT
tr
´
∆Xcppθ:q˚X :c qT
¯
ď 1
nT
`}∆Xc}2F ` }pθ:X :c q˚}2F ˘ ,
where we use Cauchy-Schwartz inequality. On one hand, by (S.11) and Assumption 3.8 that Σs is
bounded, when n is large enough, we have that with probability at least 1´ 2 expp´nq
1
nT
}∆Xc}2F ď C1λ1pΣsq}∆}2F ď C2, (S.16)
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where in the first inequality we use Lemma S.7 and second inequality we use Assumption 3.5,
and C1, C2 ą 0 are some constants. On the other hand, by (3.4), (3.5) and Assumption 3.8 that
xi, i “ 1, 2, ¨ ¨ ¨ , n, are subgaussian, for some small constant τ ą 0, we have that with probability
at least 1´ 2 expp´n2τ q,
1
nT
}pθ:q˚X :c }2F ď ξps2n2τ c´d “ op1q, (S.17)
where in the first inequality we use the fact that for subgaussian random variable x, we have
Pp|x| ě nτ q ď 1 ´ 2 expp´n2τ q and the definition of } ¨ }2F , and for the second equality we use
Assumption 3.7. By (S.16) and (S.17), we have shown that with probability at least 1´2 expp´n2τ q
Dp∆q ď 2C2.
After checking the conditions of Theorem S.4 and the computation of λn and ε, together with
the fact that Rpθ˚MKq “ 0, we complete the proof.
S.2.4 Proof of Corollary 3.11
In this section, we prove Corollary 3.11.
Proof. Note that pβjptq ´ βjptq “ pxMj ´Mjqbptq. Since
}pβjptq ´ βjptq}2 “ trpppβjptq ´ βjptqqppβjptq ´ βjptqqJq
“ trppxMj ´MjqpxMj ´MjqJpbptqbJptqqq,
by Lemma S.7 and Theorem 3.9, with probability at least 1´ Cqn´qτ , we have
}pβjptq ´ βjptq}2 ď C ˜ ?pξnτ{2a
c trpΣsqT 1{4
`
?
rpξnτ
c trpΣsq
?
T
¸2
}bptqbJptq}.
Moreover, for any t P r0, 1s, we have
}bptqbJptq} “
cÿ
h“1
b2hptq ď c. (S.18)
We can therefore conclude our proof.
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S.3 Numerical simulation and real data application results
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure S.1: Simulation results for the case n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 1 from a
randomly selected Monte Carlo run. First column plots the shapes of true M, second column plots
estimated pM based on the Fourier basis, and third column plots estimated pMOLS using OLS. The
true basis is Fourier. The fitted basis is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 1.944(0.049) 1.201(0.003) 2.984(0.018)
β2ptq 1.946(0.045) 0.416(0.002) 2.987(0.018)
β3ptq 1.958(0.048) 0.416(0.002) 2.984(0.019)
β4ptq 1.952(0.048) 0.414(0.002) 1.425(0.008)
β5ptq 1.954(0.048) 0.535(0.003) 1.426(0.006)
β6ptq 1.937(0.045) 1.170(0.004) 1.783(0.019)
β7ptq 1.944(0.049) 1.169(0.004) 1.799(0.019)
β8ptq 4.198(0.067) 1.169(0.004) 1.798(0.019)
MISE(OLS) Square T Cross
β1ptq 24.410(1.402) 2.075(0.006) 8.028(0.020)
β2ptq 24.598(1.379) 0.931(0.005) 8.120(0.022)
β3ptq 24.704(1.403) 0.935(0.005) 8.108(0.023)
β4ptq 24.622(1.391) 0.938(0.006) 4.235(0.015)
β5ptq 24.680(1.410) 1.450(0.007) 4.257(0.017)
β6ptq 24.554(1.382) 2.260(0.008) 6.949(0.021)
β7ptq 24.589(1.401) 2.267(0.008) 6.957(0.024)
β8ptq 37.464(2.070) 2.230(0.007) 6.881(0.021)
Table S.2: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 5 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses . For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Fourier. The fitted basis is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 0.037(0.004) 0.020(0.001) 0.028(0.001)
β2ptq 0.038(0.004) 0.019(0.001) 0.029(0.001)
β3ptq 0.039(0.005) 0.016(0.001) 0.032(0.001)
β4ptq 0.040(0.005) 0.018(0.001) 0.032(0.001)
β5ptq 0.038(0.005) 0.020(0.001) 0.029(0.001)
β6ptq 0.040(0.005) 0.020(0.001) 0.032(0.001)
β7ptq 0.038(0.005) 0.019(0.001) 0.030(0.001)
β8ptq 0.051(0.007) 0.018(0.000) 0.029(0.001)
MISE(OLS) Square T Cross
β1ptq 0.659(0.130) 0.089(0.002) 0.139(0.003)
β2ptq 0.714(0.130) 0.109(0.002) 0.175(0.004)
β3ptq 0.702(0.132) 0.109(0.002) 0.175(0.004)
β4ptq 0.713(0.134) 0.114(0.002) 0.179(0.004)
β5ptq 0.708(0.132) 0.109(0.002) 0.174(0.003)
β6ptq 0.717(0.135) 0.107(0.002) 0.176(0.004)
β7ptq 0.709(0.133) 0.104(0.002) 0.177(0.004)
β8ptq 0.890(0.195) 0.084(0.002) 0.137(0.003)
Table S.3: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 5 for 100 Monte
Carlo runs using Fourier basis. The mean values of MISEs (10´2) for 8 functional slope estimates
are listed for the proposed method as well as the OLS method. Their associated standard errors
are reported in the parentheses . For each method, the M P R32ˆ32 are chosen to be a 32 by 32
pictures of Square, T and Cross correspondingly. The true basis type is Fourier. The fitted basis
is Fourier.
SNR Basis Square T Cross ORACLE
1 Fourier 5.190(0.049) 4.000(0.000) 4.000(0.000) 4
5 Fourier 4.220(0.052) 4.000(0.000) 4.000(0.000) 4
10 Fourier 4.100(0.030) 4.000(0.000) 4.000(0.000) 4
1 Chebyshev2 5.210(0.050) 4.000(0.000) 4.000(0.000) 4
5 Chebyshev2 4.270(0.057) 4.000(0.000) 4.000(0.000) 4
10 Chebyshev2 4.120(0.036) 4.000(0.000) 4.000(0.000) 4
Table S.4: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 for 100 Monte Carlo runs. The
average number of basis selected as well as the oracle number of basis is listed for each of basis
type, Fourier or Chebyshev2, and SNR, 1, 5 or 10. Their associated standard errors are reported
in the parentheses .
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Figure S.2: Real Data Results: The scree plot for the first 10 singular values for the estimated pM
(red solid) and pMOLS using OLS (black dashed). The fitted basis is Fourier.
(a) (b) (c)
(d)
Figure S.3: Real Data Results: Panel (a) - (d) plot, for left superior frontal region, the estimated
βˆjptq for s “ 4 motor instrument covariates: “Endurance-AgeAdj”, “GaitSpeed-Comp”, “Dexterity-
AgeAdj”, and “Strength-AgeAdj”. The fitted basis is Fourier.
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(a) (b) (c)
(d)
Figure S.4: Real Data Results: Panel (a) - (d) plot, for right superior frontal region, the estimated
tβˆjptq : 1 ď j ď 4u corresponding to four motor instrument covariates: “Endurance-AgeAdj”,
“GaitSpeed-Comp”, “Dexterity-AgeAdj”, and “Strength-AgeAdj”, respectively. The fitted basis is
Fourier.
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(a) (b) (c)
(d)
Figure S.5: Real Data Results: Panel (a) - (d) plot the βˆj,standptq’s of 68 ROIs for s “ 4 mo-
tor instrument covariates: “Endurance-AgeAdj”, “GaitSpeed-Comp”, “Dexterity-AgeAdj”, and
“Strength-AgeAdj”. The fitted basis is Fourier.
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MISE(sieve) Square T Cross
β1ptq 0.166(0.008) 0.095(0.002) 0.144(0.005)
β2ptq 0.175(0.009) 0.092(0.003) 0.145(0.006)
β3ptq 0.181(0.009) 0.082(0.003) 0.152(0.005)
β4ptq 0.194(0.010) 0.089(0.003) 0.147(0.006)
β5ptq 0.190(0.011) 0.103(0.004) 0.140(0.005)
β6ptq 0.178(0.009) 0.097(0.003) 0.158(0.006)
β7ptq 0.190(0.009) 0.098(0.003) 0.142(0.005)
β8ptq 0.243(0.012) 0.092(0.003) 0.132(0.004)
MISE(OLS) Square T Cross
β1ptq 3.810(0.206) 0.429(0.008) 0.721(0.016)
β2ptq 4.182(0.220) 0.555(0.012) 0.892(0.019)
β3ptq 4.234(0.217) 0.535(0.010) 0.870(0.017)
β4ptq 4.398(0.242) 0.542(0.011) 0.914(0.019)
β5ptq 4.287(0.227) 0.533(0.012) 0.892(0.018)
β6ptq 4.264(0.229) 0.532(0.011) 0.863(0.018)
β7ptq 4.339(0.218) 0.536(0.011) 0.883(0.018)
β8ptq 5.048(0.299) 0.425(0.007) 0.701(0.012)
Table S.5: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Fourier. The fitted basis is Fourier.
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MISE(sieve) Square T Cross
β1ptq 0.016(0.001) 0.010(0.000) 0.014(0.000)
β2ptq 0.017(0.001) 0.009(0.000) 0.016(0.001)
β3ptq 0.017(0.002) 0.009(0.000) 0.017(0.001)
β4ptq 0.017(0.001) 0.009(0.000) 0.015(0.001)
β5ptq 0.017(0.001) 0.011(0.000) 0.015(0.000)
β6ptq 0.016(0.001) 0.010(0.000) 0.017(0.001)
β7ptq 0.017(0.001) 0.010(0.000) 0.016(0.001)
β8ptq 0.021(0.002) 0.010(0.000) 0.014(0.000)
MISE(OLS) Square T Cross
β1ptq 0.248(0.046) 0.044(0.001) 0.069(0.001)
β2ptq 0.276(0.047) 0.056(0.001) 0.089(0.002)
β3ptq 0.272(0.047) 0.056(0.001) 0.088(0.002)
β4ptq 0.271(0.048) 0.055(0.001) 0.087(0.002)
β5ptq 0.270(0.046) 0.054(0.001) 0.085(0.002)
β6ptq 0.268(0.045) 0.055(0.001) 0.087(0.002)
β7ptq 0.272(0.047) 0.053(0.001) 0.089(0.002)
β8ptq 0.324(0.070) 0.043(0.001) 0.069(0.001)
Table S.6: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Fourier. The fitted basis is Fourier.
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MISE(sieve) Square T Cross
β1ptq 1.946(0.048) 1.244(0.004) 3.007(0.023)
β2ptq 1.974(0.050) 0.462(0.004) 3.030(0.019)
β3ptq 1.960(0.053) 0.455(0.004) 3.034(0.021)
β4ptq 1.953(0.051) 0.459(0.005) 1.505(0.010)
β5ptq 1.962(0.050) 0.584(0.005) 1.494(0.012)
β6ptq 1.946(0.055) 1.226(0.006) 1.826(0.021)
β7ptq 1.969(0.050) 1.227(0.006) 1.825(0.022)
β8ptq 4.152(0.069) 1.219(0.005) 1.829(0.020)
MISE(OLS) Square T Cross
β1ptq 27.115(1.481) 2.596(0.016) 9.302(0.054)
β2ptq 28.202(1.503) 1.606(0.019) 9.742(0.063)
β3ptq 28.206(1.529) 1.612(0.020) 9.685(0.056)
β4ptq 28.145(1.532) 1.631(0.023) 5.813(0.051)
β5ptq 28.251(1.494) 2.097(0.021) 5.836(0.047)
β6ptq 28.066(1.536) 2.922(0.023) 8.553(0.055)
β7ptq 28.080(1.515) 2.890(0.025) 8.526(0.052)
β8ptq 39.690(2.153) 2.750(0.019) 8.191(0.054)
Table S.7: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Fourier. The fitted basis is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 1.878(0.040) 1.201(0.003) 2.938(0.017)
β2ptq 1.884(0.041) 0.412(0.001) 2.940(0.017)
β3ptq 1.873(0.040) 0.413(0.001) 2.936(0.018)
β4ptq 1.875(0.040) 0.412(0.001) 1.410(0.006)
β5ptq 1.875(0.040) 0.533(0.003) 1.400(0.005)
β6ptq 1.887(0.041) 1.170(0.003) 1.743(0.018)
β7ptq 1.873(0.040) 1.168(0.003) 1.745(0.018)
β8ptq 4.085(0.057) 1.169(0.003) 1.746(0.017)
MISE(OLS) Square T Cross
β1ptq 22.550(1.093) 2.015(0.004) 7.893(0.013)
β2ptq 22.674(1.096) 0.850(0.003) 7.919(0.016)
β3ptq 22.596(1.088) 0.851(0.004) 7.913(0.017)
β4ptq 22.628(1.096) 0.850(0.003) 4.031(0.012)
β5ptq 22.601(1.092) 1.363(0.005) 4.028(0.012)
β6ptq 22.700(1.106) 2.176(0.004) 6.771(0.016)
β7ptq 22.600(1.090) 2.176(0.005) 6.763(0.016)
β8ptq 34.711(1.618) 2.160(0.005) 6.734(0.013)
Table S.8: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Fourier. The fitted basis is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 0.159(0.010) 0.098(0.003) 0.144(0.005)
β2ptq 0.163(0.009) 0.096(0.004) 0.137(0.005)
β3ptq 0.174(0.010) 0.081(0.003) 0.164(0.006)
β4ptq 0.172(0.010) 0.091(0.003) 0.140(0.005)
β5ptq 0.156(0.010) 0.107(0.004) 0.143(0.006)
β6ptq 0.165(0.010) 0.100(0.003) 0.156(0.005)
β7ptq 0.174(0.011) 0.101(0.004) 0.139(0.006)
β8ptq 0.210(0.013) 0.095(0.003) 0.135(0.004)
MISE(OLS) Square T Cross
β1ptq 3.926(0.211) 0.432(0.009) 0.707(0.015)
β2ptq 4.339(0.225) 0.539(0.012) 0.885(0.022)
β3ptq 4.401(0.220) 0.519(0.012) 0.862(0.018)
β4ptq 4.353(0.219) 0.539(0.013) 0.875(0.019)
β5ptq 4.305(0.230) 0.544(0.012) 0.850(0.018)
β6ptq 4.293(0.224) 0.532(0.013) 0.883(0.018)
β7ptq 4.333(0.226) 0.547(0.015) 0.869(0.017)
β8ptq 5.131(0.299) 0.433(0.010) 0.688(0.014)
Table S.9: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Chebyshev2. The fitted basis is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 0.044(0.006) 0.021(0.001) 0.029(0.001)
β2ptq 0.044(0.005) 0.019(0.001) 0.031(0.001)
β3ptq 0.050(0.006) 0.018(0.001) 0.034(0.001)
β4ptq 0.046(0.005) 0.018(0.001) 0.032(0.001)
β5ptq 0.046(0.006) 0.023(0.001) 0.030(0.001)
β6ptq 0.045(0.005) 0.022(0.001) 0.034(0.001)
β7ptq 0.045(0.005) 0.020(0.001) 0.033(0.001)
β8ptq 0.060(0.009) 0.019(0.001) 0.028(0.001)
MISE(OLS) Square T Cross
β1ptq 0.749(0.138) 0.088(0.002) 0.141(0.003)
β2ptq 0.798(0.137) 0.110(0.003) 0.174(0.004)
β3ptq 0.824(0.144) 0.106(0.003) 0.178(0.004)
β4ptq 0.807(0.140) 0.108(0.002) 0.178(0.004)
β5ptq 0.814(0.143) 0.111(0.003) 0.172(0.004)
β6ptq 0.793(0.139) 0.109(0.003) 0.175(0.003)
β7ptq 0.798(0.138) 0.106(0.002) 0.176(0.004)
β8ptq 1.032(0.207) 0.086(0.002) 0.140(0.003)
Table S.10: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 5 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Chebyshev2. The fitted basis is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 0.018(0.002) 0.011(0.000) 0.014(0.000)
β2ptq 0.018(0.002) 0.010(0.000) 0.016(0.000)
β3ptq 0.019(0.003) 0.009(0.000) 0.016(0.001)
β4ptq 0.018(0.002) 0.010(0.000) 0.015(0.000)
β5ptq 0.018(0.002) 0.012(0.000) 0.015(0.001)
β6ptq 0.019(0.003) 0.011(0.000) 0.016(0.001)
β7ptq 0.020(0.003) 0.010(0.000) 0.016(0.001)
β8ptq 0.023(0.004) 0.010(0.000) 0.014(0.000)
MISE(OLS) Square T Cross
β1ptq 0.293(0.069) 0.043(0.001) 0.068(0.001)
β2ptq 0.317(0.069) 0.053(0.001) 0.084(0.002)
β3ptq 0.314(0.070) 0.053(0.001) 0.084(0.002)
β4ptq 0.313(0.070) 0.054(0.001) 0.083(0.002)
β5ptq 0.316(0.070) 0.054(0.001) 0.085(0.002)
β6ptq 0.319(0.072) 0.053(0.001) 0.087(0.002)
β7ptq 0.323(0.071) 0.053(0.001) 0.085(0.002)
β8ptq 0.393(0.103) 0.042(0.001) 0.067(0.001)
Table S.11: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Chebyshev2. The fitted basis is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 5.515(0.104) 3.100(0.032) 11.250(0.062)
β2ptq 5.521(0.103) 1.626(0.013) 11.260(0.072)
β3ptq 5.598(0.096) 1.666(0.015) 11.338(0.071)
β4ptq 5.515(0.109) 1.667(0.014) 7.910(0.065)
β5ptq 5.572(0.101) 3.766(0.027) 3.116(0.039)
β6ptq 5.599(0.105) 4.453(0.030) 6.996(0.075)
β7ptq 5.570(0.106) 4.473(0.031) 6.963(0.076)
β8ptq 8.087(0.149) 4.438(0.031) 6.914(0.078)
MISE(OLS) Square T Cross
β1ptq 69.510(2.704) 13.131(0.331) 41.488(0.864)
β2ptq 71.406(2.785) 7.504(0.183) 42.341(0.892)
β3ptq 72.134(2.859) 7.610(0.176) 42.425(0.881)
β4ptq 71.144(2.712) 7.748(0.187) 25.450(0.466)
β5ptq 71.838(2.816) 14.171(0.318) 21.714(0.545)
β6ptq 71.875(2.751) 16.817(0.382) 39.297(0.974)
β7ptq 71.724(2.792) 16.868(0.388) 39.247(0.988)
β8ptq 100.029(3.930) 16.492(0.378) 38.312(0.958)
Table S.12: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Chebyshev2. The fitted basis is Fourier.
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MISE(sieve) Square T Cross
β1ptq 5.636(0.103) 3.024(0.035) 10.959(0.055)
β2ptq 5.579(0.099) 1.608(0.010) 10.955(0.058)
β3ptq 5.592(0.100) 1.603(0.011) 10.951(0.056)
β4ptq 5.618(0.097) 1.605(0.010) 7.616(0.061)
β5ptq 5.623(0.105) 3.781(0.023) 2.998(0.026)
β6ptq 5.579(0.096) 4.451(0.027) 6.868(0.063)
β7ptq 5.608(0.100) 4.435(0.027) 6.813(0.056)
β8ptq 8.248(0.150) 4.440(0.027) 6.842(0.059)
MISE(OLS) Square T Cross
β1ptq 64.673(2.387) 10.933(0.362) 41.135(0.846)
β2ptq 64.822(2.420) 5.587(0.172) 41.347(0.847)
β3ptq 64.864(2.416) 5.564(0.169) 41.255(0.852)
β4ptq 65.097(2.429) 5.567(0.173) 22.879(0.384)
β5ptq 65.035(2.427) 11.680(0.329) 19.530(0.478)
β6ptq 64.810(2.417) 14.160(0.417) 38.493(0.934)
β7ptq 64.921(2.413) 14.121(0.413) 38.313(0.911)
β8ptq 95.809(3.591) 14.027(0.410) 38.240(0.923)
Table S.13: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 5 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Chebyshev2. The fitted basis is Fourier.
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MISE(sieve) Square T Cross
β1ptq 5.603(0.085) 3.052(0.028) 11.043(0.060)
β2ptq 5.604(0.083) 1.593(0.009) 11.028(0.058)
β3ptq 5.608(0.084) 1.592(0.009) 11.048(0.061)
β4ptq 5.612(0.085) 1.590(0.009) 7.596(0.055)
β5ptq 5.617(0.084) 3.669(0.025) 3.034(0.027)
β6ptq 5.584(0.084) 4.357(0.028) 6.913(0.063)
β7ptq 5.638(0.084) 4.358(0.028) 6.919(0.067)
β8ptq 8.245(0.128) 4.359(0.028) 6.923(0.064)
MISE(OLS) Square T Cross
β1ptq 61.110(2.285) 12.198(0.257) 40.356(0.644)
β2ptq 61.348(2.298) 6.066(0.121) 40.385(0.651)
β3ptq 61.322(2.285) 6.046(0.119) 40.471(0.653)
β4ptq 61.367(2.294) 6.077(0.120) 22.103(0.284)
β5ptq 61.387(2.299) 12.748(0.233) 18.963(0.374)
β6ptq 61.203(2.300) 15.589(0.295) 37.552(0.719)
β7ptq 61.542(2.297) 15.616(0.293) 37.601(0.720)
β8ptq 91.039(3.399) 15.554(0.294) 37.433(0.717)
Table S.14: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis is Chebyshev2. The fitted basis is Fourier.
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MISE(sieve) Square T Cross
β1ptq 0.190(0.012) 0.097(0.003) 0.146(0.006)
β2ptq 0.208(0.014) 0.094(0.004) 0.151(0.008)
β3ptq 0.211(0.017) 0.089(0.004) 0.164(0.008)
β4ptq 0.194(0.014) 0.094(0.004) 0.158(0.009)
β5ptq 0.227(0.015) 0.103(0.003) 0.160(0.008)
β6ptq 0.191(0.013) 0.103(0.004) 0.172(0.009)
β7ptq 0.229(0.016) 0.098(0.003) 0.149(0.007)
β8ptq 0.271(0.021) 0.096(0.003) 0.140(0.005)
Rank(pMsieve) 1.440(0.219) 13.800(0.192) 13.010(0.260)
MISE(c “ 6) Square T Cross
β1ptq 0.322(0.028) 0.482(0.021) 0.810(0.038)
β2ptq 0.357(0.034) 0.250(0.010) 0.854(0.041)
β3ptq 0.357(0.033) 0.249(0.011) 0.864(0.038)
β4ptq 0.334(0.032) 0.260(0.010) 0.433(0.018)
β5ptq 0.377(0.035) 0.486(0.022) 0.424(0.016)
β6ptq 0.328(0.032) 0.605(0.026) 0.865(0.038)
β7ptq 0.381(0.036) 0.605(0.025) 0.851(0.041)
β8ptq 0.485(0.045) 0.562(0.023) 0.831(0.036)
Rank(pMc“6) 1.000(0.000) 2.000(0.000) 2.000(0.000)
Table S.15: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 1 for 100
Monte Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed
for the proposed methods when c is chosen by cross validation and c is chosen to be fixed as 6.
Their associated standard errors are reported in the parentheses. The average ranks of pM are also
reported with the associated standard errors in the parentheses. For each method, the M P R32ˆ32
are chosen to be a 32 by 32 pictures of Square, T and Cross correspondingly. The true basis type
is Fourier. The fitted basis type is Fourier.
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MISE(sieve) Square T Cross
β1ptq 0.046(0.008) 0.020(0.001) 0.030(0.001)
β2ptq 0.051(0.009) 0.018(0.001) 0.033(0.001)
β3ptq 0.049(0.007) 0.017(0.001) 0.035(0.001)
β4ptq 0.050(0.009) 0.018(0.001) 0.032(0.001)
β5ptq 0.050(0.008) 0.022(0.001) 0.033(0.001)
β6ptq 0.045(0.007) 0.021(0.001) 0.036(0.001)
β7ptq 0.051(0.009) 0.021(0.001) 0.032(0.001)
β8ptq 0.063(0.012) 0.019(0.001) 0.031(0.001)
Rank(pMsieve) 9.790(0.448) 13.410(0.303) 13.560(0.311)
MISE(c “ 6) Square T Cross
β1ptq 0.244(0.023) 0.408(0.015) 0.743(0.033)
β2ptq 0.259(0.025) 0.198(0.007) 0.753(0.033)
β3ptq 0.250(0.025) 0.197(0.006) 0.751(0.034)
β4ptq 0.259(0.024) 0.197(0.006) 0.346(0.013)
β5ptq 0.249(0.024) 0.408(0.015) 0.356(0.012)
β6ptq 0.243(0.023) 0.505(0.018) 0.741(0.033)
β7ptq 0.244(0.024) 0.497(0.018) 0.751(0.033)
β8ptq 0.369(0.036) 0.498(0.018) 0.736(0.033)
Rank(pMc“6) 1.000(0.000) 2.000(0.000) 2.000(0.000)
Table S.16: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 5 for 100
Monte Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed
for the proposed methods when c is chosen by cross validation and c is chosen to be fixed as 6.
Their associated standard errors are reported in the parentheses. The average ranks of pM are also
reported with the associated standard errors in the parentheses. For each method, the M P R32ˆ32
are chosen to be a 32 by 32 pictures of Square, T and Cross correspondingly. The true basis type
is Fourier. The fitted basis type is Fourier.
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MISE(sieve) Square T Cross
β1ptq 0.022(0.004) 0.011(0.000) 0.014(0.000)
β2ptq 0.024(0.005) 0.010(0.001) 0.016(0.001)
β3ptq 0.023(0.004) 0.009(0.000) 0.018(0.001)
β4ptq 0.024(0.004) 0.009(0.000) 0.015(0.001)
β5ptq 0.025(0.004) 0.011(0.000) 0.016(0.001)
β6ptq 0.025(0.005) 0.011(0.001) 0.017(0.001)
β7ptq 0.024(0.004) 0.011(0.000) 0.016(0.001)
β8ptq 0.030(0.006) 0.009(0.000) 0.015(0.001)
Rank(pMsieve) 10.540(0.369) 13.490(0.351) 13.950(0.250)
MISE(c “ 6) Square T Cross
β1ptq 0.296(0.031) 0.407(0.016) 0.681(0.027)
β2ptq 0.292(0.031) 0.196(0.007) 0.683(0.028)
β3ptq 0.298(0.032) 0.196(0.006) 0.689(0.027)
β4ptq 0.295(0.031) 0.193(0.007) 0.313(0.009)
β5ptq 0.293(0.031) 0.412(0.016) 0.315(0.010)
β6ptq 0.290(0.031) 0.504(0.019) 0.679(0.027)
β7ptq 0.292(0.031) 0.509(0.019) 0.687(0.028)
β8ptq 0.439(0.046) 0.505(0.018) 0.678(0.027)
Rank(pMc“6) 1.000(0.000) 2.000(0.000) 2.000(0.000)
Table S.17: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 and SNR = 10 for 100
Monte Carlo runs. The mean values of MISEs (10´2) for 8 functional slope estimates are listed
for the proposed methods when c is chosen by cross validation and c is chosen to be fixed as 6.
Their associated standard errors are reported in the parentheses. The average ranks of pM are also
reported with the associated standard errors in the parentheses. For each method, the M P R32ˆ32
are chosen to be a 32 by 32 pictures of Square, T and Cross correspondingly. The true basis type
is Fourier. The fitted basis type is Fourier.
Rank(sieve) Square T Cross
SNR = 1 1.000(0.000) 2.030(0.022) 2.000(0.000)
SNR = 5 1.000(0.000) 2.000(0.000) 2.000(0.000)
SNR = 10 1.000(0.000) 2.000(0.000) 2.000(0.000)
Table S.18: Simulation results for n “ 100, p “ 32, T “ 256, c “ 4 for 100 Monte Carlo runs.
The average ranks of pM are reported with the associated standard errors in the parentheses. The
M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T and Cross correspondingly. The true
basis type is Fourier. The fitted basis type is Chebyshev2.
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SNR Basis Square T Cross ORACLE
1 Chebyshev2 4.280(0.045) 4.740(0.044) 5.000(0.000) 50
5 Chebyshev2 4.280(0.045) 4.740(0.044) 5.000(0.000) 50
10 Chebyshev2 4.280(0.045) 4.740(0.044) 5.000(0.000) 50
1 Fourier 4.220(0.042) 4.790(0.041) 5.000(0.000) 50
5 Fourier 4.200(0.040) 4.790(0.041) 5.000(0.000) 50
10 Fourier 4.200(0.040) 4.790(0.041) 5.000(0.000) 50
Table S.19: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 for 100 Monte Carlo runs. The
mean number of basis selected as well as the oracle number of basis is listed for each of basis type,
Fourier or Chebyshev2, and SNR, 1, 5 or 10. Their associated standard errors are reported in the
parentheses.
MISE(sieve) Square T Cross
β1ptq 1.083(0.015) 0.732(0.053) 0.526(0.012)
β2ptq 1.071(0.017) 0.939(0.055) 0.792(0.013)
β3ptq 1.084(0.016) 0.955(0.057) 0.811(0.013)
β4ptq 1.746(0.049) 0.944(0.056) 0.786(0.011)
MISE(OLS) Square T Cross
β1ptq 5.389(0.172) 4.106(0.091) 6.001(0.021)
β2ptq 5.411(0.176) 6.018(0.162) 9.337(0.034)
β3ptq 5.454(0.171) 6.054(0.161) 9.438(0.031)
β4ptq 10.244(0.369) 5.945(0.157) 9.205(0.027)
Table S.20: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T and
Cross correspondingly. The true basis type is Chebyshev2. The fitted basis type is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 1.071(0.014) 0.722(0.052) 0.514(0.011)
β2ptq 1.065(0.015) 0.934(0.055) 0.782(0.011)
β3ptq 1.071(0.015) 0.941(0.056) 0.790(0.011)
β4ptq 1.736(0.048) 0.937(0.056) 0.774(0.010)
MISE(OLS) Square T Cross
β1ptq 5.177(0.169) 3.935(0.086) 5.763(0.009)
β2ptq 5.169(0.170) 5.813(0.155) 9.060(0.015)
β3ptq 5.189(0.168) 5.829(0.154) 9.106(0.013)
β4ptq 10.050(0.364) 5.795(0.153) 8.951(0.012)
Table S.21: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 5 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T and
Cross correspondingly. The true basis type is Chebyshev2. The fitted basis type is Chebyshev2.
MISE(sieve) Square T Cross
β1ptq 1.069(0.014) 0.721(0.052) 0.513(0.011)
β2ptq 1.065(0.015) 0.934(0.055) 0.781(0.011)
β3ptq 1.069(0.015) 0.939(0.056) 0.787(0.011)
β4ptq 1.735(0.048) 0.936(0.056) 0.772(0.010)
MISE(OLS) Square T Cross
β1ptq 5.149(0.168) 3.914(0.086) 5.734(0.006)
β2ptq 5.140(0.169) 5.789(0.154) 9.030(0.010)
β3ptq 5.154(0.168) 5.800(0.153) 9.062(0.009)
β4ptq 10.026(0.364) 5.778(0.152) 8.918(0.008)
Table S.22: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T and
Cross correspondingly. The true basis type is Chebyshev2. The fitted basis type is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 7.386(0.053) 3.605(0.020) 5.356(0.068)
β2ptq 7.357(0.055) 5.619(0.029) 8.148(0.075)
β3ptq 7.400(0.056) 5.646(0.029) 8.201(0.077)
β4ptq 17.320(0.074) 5.620(0.028) 8.108(0.074)
MISE(OLS) Square T Cross
β1ptq 19.985(0.507) 18.658(0.374) 29.668(0.239)
β2ptq 20.059(0.513) 28.123(0.573) 46.284(0.368)
β3ptq 20.177(0.509) 28.228(0.572) 46.579(0.372)
β4ptq 41.213(0.952) 27.899(0.567) 45.524(0.369)
Table S.23: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Chebyshev2. The fitted basis type is Fourier.
MISE(sieve) Square T Cross
β1ptq 7.379(0.052) 3.592(0.018) 5.327(0.066)
β2ptq 7.365(0.053) 5.610(0.027) 8.130(0.072)
β3ptq 7.384(0.053) 5.622(0.027) 8.153(0.073)
β4ptq 17.325(0.073) 5.611(0.027) 8.079(0.072)
MISE(OLS) Square T Cross
β1ptq 19.588(0.500) 18.146(0.359) 28.711(0.228)
β2ptq 19.578(0.502) 27.511(0.545) 45.155(0.354)
β3ptq 19.630(0.500) 27.563(0.547) 45.291(0.355)
β4ptq 40.946(0.946) 27.461(0.545) 44.539(0.352)
Table S.24: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 5 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Chebyshev2. The fitted basis type is Fourier.
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MISE(sieve) Square T Cross
β1ptq 7.375(0.052) 3.590(0.018) 5.323(0.066)
β2ptq 7.364(0.053) 5.609(0.026) 8.129(0.072)
β3ptq 7.378(0.053) 5.618(0.026) 8.145(0.072)
β4ptq 17.323(0.073) 5.610(0.026) 8.075(0.071)
MISE(OLS) Square T Cross
β1ptq 19.521(0.499) 18.071(0.358) 28.592(0.227)
β2ptq 19.506(0.500) 27.424(0.541) 45.026(0.352)
β3ptq 19.543(0.498) 27.462(0.543) 45.122(0.353)
β4ptq 40.889(0.945) 27.398(0.542) 44.414(0.350)
Table S.25: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Chebyshev2. The fitted basis type is Fourier.
MISE(sieve) Square T Cross
β1ptq 3.645(0.050) 1.327(0.006) 1.350(0.023)
β2ptq 3.628(0.047) 1.610(0.009) 2.390(0.026)
β3ptq 3.648(0.052) 1.596(0.009) 2.405(0.026)
β4ptq 6.511(0.100) 1.600(0.009) 2.260(0.026)
MISE(OLS) Square T Cross
β1ptq 13.922(0.036) 8.003(0.022) 10.108(0.026)
β2ptq 14.027(0.039) 11.873(0.034) 16.103(0.040)
β3ptq 14.058(0.045) 11.768(0.031) 16.054(0.043)
β4ptq 26.994(0.044) 11.735(0.025) 15.617(0.036)
Table S.26: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Fourier. The fitted basis type is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 3.624(0.048) 1.321(0.005) 1.337(0.022)
β2ptq 3.616(0.047) 1.595(0.008) 2.371(0.024)
β3ptq 3.625(0.049) 1.589(0.008) 2.378(0.024)
β4ptq 6.508(0.098) 1.592(0.008) 2.256(0.024)
MISE(OLS) Square T Cross
β1ptq 13.511(0.016) 7.738(0.009) 9.751(0.011)
β2ptq 13.522(0.018) 11.497(0.015) 15.622(0.018)
β3ptq 13.538(0.019) 11.452(0.014) 15.602(0.019)
β4ptq 26.645(0.019) 11.458(0.011) 15.287(0.016)
Table S.27: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 5 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Fourier. The fitted basis type is Chebyshev2.
MISE(sieve) Square T Cross
β1ptq 3.620(0.048) 1.320(0.005) 1.336(0.022)
β2ptq 3.614(0.047) 1.593(0.008) 2.369(0.024)
β3ptq 3.621(0.048) 1.589(0.008) 2.374(0.024)
β4ptq 6.510(0.098) 1.590(0.008) 2.257(0.024)
MISE(OLS) Square T Cross
β1ptq 13.457(0.011) 7.704(0.007) 9.705(0.008)
β2ptq 13.459(0.012) 11.446(0.011) 15.559(0.013)
β3ptq 13.470(0.013) 11.414(0.010) 15.545(0.013)
β4ptq 26.607(0.014) 11.423(0.008) 15.248(0.011)
Table S.28: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Fourier. The fitted basis type is Chebyshev2.
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MISE(sieve) Square T Cross
β1ptq 1.091(0.015) 0.674(0.049) 0.555(0.012)
β2ptq 1.097(0.019) 0.905(0.054) 0.834(0.014)
β3ptq 1.096(0.016) 0.891(0.052) 0.847(0.014)
β4ptq 1.723(0.049) 0.896(0.053) 0.805(0.014)
MISE(OLS) Square T Cross
β1ptq 5.219(0.159) 4.266(0.088) 6.106(0.018)
β2ptq 5.300(0.173) 6.343(0.152) 9.572(0.029)
β3ptq 5.295(0.157) 6.283(0.152) 9.551(0.031)
β4ptq 9.836(0.343) 6.246(0.149) 9.282(0.026)
Table S.29: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 1 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Fourier. The fitted basis type is Fourier.
MISE(sieve) Square T Cross
β1ptq 1.072(0.014) 0.669(0.049) 0.545(0.012)
β2ptq 1.073(0.015) 0.890(0.053) 0.819(0.012)
β3ptq 1.074(0.014) 0.884(0.052) 0.824(0.012)
β4ptq 1.685(0.045) 0.886(0.053) 0.800(0.012)
MISE(OLS) Square T Cross
β1ptq 4.943(0.152) 4.092(0.082) 5.858(0.008)
β2ptq 4.959(0.158) 6.095(0.146) 9.233(0.013)
β3ptq 4.960(0.152) 6.069(0.146) 9.225(0.014)
β4ptq 9.500(0.329) 6.067(0.145) 9.053(0.011)
Table S.30: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 5 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Fourier. The fitted basis type is Fourier.
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MISE(sieve) Square T Cross
β1ptq 1.071(0.014) 0.668(0.049) 0.544(0.012)
β2ptq 1.072(0.015) 0.887(0.053) 0.817(0.012)
β3ptq 1.072(0.014) 0.883(0.052) 0.821(0.012)
β4ptq 1.686(0.045) 0.885(0.052) 0.801(0.012)
MISE(OLS) Square T Cross
β1ptq 4.918(0.152) 4.070(0.082) 5.826(0.006)
β2ptq 4.926(0.156) 6.062(0.145) 9.189(0.009)
β3ptq 4.927(0.152) 6.043(0.145) 9.183(0.010)
β4ptq 9.481(0.329) 6.045(0.144) 9.026(0.008)
Table S.31: Simulation results for n “ 100, p “ 32, T “ 256, c “ 50 and SNR = 10 for 100 Monte
Carlo runs. The mean values of MISEs (10´2) for 4 functional slope estimates are listed for the
proposed method as well as the OLS method. Their associated standard errors are reported in the
parentheses. For each method, the M P R32ˆ32 are chosen to be a 32 by 32 pictures of Square, T
and Cross correspondingly. The true basis type is Fourier. The fitted basis type is Fourier.
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