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Introduction
The aim of this paper is to study, almost from the very basics, the continuous dependence
among solutions and initial data of a Cauchy problem related to an scalar conservation
law.
We begin by setting a class of functions U , which plays a central roll in different
branches of knowledge such as statistics. For this class of functions U we first derive a
kind of “fundamental theorem of calculus” which shows a relation between differentiation,
and how to recover functions from its derivatives via an accumulation process. This class
of functions is also studied from a very abstract viewpoint, known in category theory
as the class of left adjoin functions, which turns out to be a very important tool for
computations.
About the equation itself in the year of 1969 the soviet mathematician S. Kruzˇkov
showed existence and uniqueness of solutions. The reason for considering this class of
functions U , is that it remains invariant for the conservation law; if the initial data is a
function in U then so does the solution at every time t.
We then proceed to study certain continuous dependence between the initial data and
solutions; for this we introduce the Wasserstein metric. We point out that among the
many different ways to provide a metric structure on a set of probability measures, this
one has shown to be useful, not only in the field of statistics but also in transportation
theory. In our case we will make some measurements with it, since derivatives of functions
of U can be regarded as probability measures.
With all the machinery ready for action, we construct an approximation for the
solution of the scalar conservation law, and prove many different convergence results, that
pave the way down towards the desired result, the Wasserstein distance between solutions
is a non increasing function of time, and this yields a continuous dependence between
solutions and initial data.
III
INTRODUCTION IV
We end up this article by showing how to apply the whole theory developed in this
article to actually find explicit solutions to equations such as the Burger’s equation and
the linear advection equation as long as the initial data is a function in U .
We tried to be as self contained as possible, trying to state all the results needed and,
for sake of consistency, we put references wherever needed for the detailed proofs that lie
beyond the scope of this paper.
CHAPTER 1
Probability
1.1 Probability.
1.1.1 Some basic probability
In this section we settle some terminology and useful notation that will be used throughout
the paper.
Consider R or the open interval (0, 1) ⊂ R. We say that µ is a probability measure on
R or (0, 1), whenever for any of these spaces, endowed with their Borel σ − algebra, µ is
a Borel measure such that µ(R) = 1 or µ((0, 1)) = 1. Unless stated explicitly we shall
denote (0, 1) for the probability space (0, 1) equipped with its Borel σ − algebra and dw
will stand for the Lebesgue measure on it.
Given any probability measure µ on R we define its cumulative distribution function
by means of
Fµ(x) = µ((−∞, x]) for every x ∈ R.
This distribution function satisfies some interesting properties as the following lemma
shows.
Lemma 1.1.1 Let µ be a probability measure on R and let Fµ be its cumulative distribution
function. Then the following holds.
1. If x ≤ y then Fµ(x) ≤ Fµ(y),
2. lim
x→−∞Fµ(x) = 0,
3. lim
x→∞Fµ(x) = 1,
4. lim
h→0+
Fµ(x+ h) = Fµ(x).
Proof: In this proof we use some properties of measures that can be found in [3].
1
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1. Let x ≤ y then (−∞, x] ⊂ (−∞, y] and thus µ((−∞, x]) ≤ µ((−∞, y]) as claimed.
2. Let {xn}n∈N ⊂ R be any decreasing sequence such that:
lim
n→∞xn = −∞.
Then family of sets {(−∞, xn]}n is such that
∞⋂
n=1
(−∞, xn] = ∅,
and for n ≤ m
(−∞, xn] ⊂ (−∞, xm].
Then since µ is a probability measure; µ(R) = 1, we have that
0 = µ(∅) = µ(
∞⋂
n=1
(−∞, xn]) = lim
n→∞µ((−∞, xn]).
And we are done since the sequence is arbitrary.
3. The proof is similar to the one above, we just use the property that for any increasing
family of sets {En}n∈N
µ(
∞⋃
n=1
En) = lim
n→∞µ(En).
This property holds regardless µ is a probability measure on R or just a measure in
general.
4. For this proof, let x ∈ R and choose a sequence {hn}n∈N such that hn → 0+ in
a monotone fashion. We then have that the family of sets {(−∞, x + hn]}n is a
decreasing family of sets such that
∞⋂
n=1
(−∞, x+ hn] = (−∞, x].
Again using the fact that µ is a probability measure on R we can pass the limits to
obtain
µ((−∞, x]) = lim
n→∞µ(
∞⋂
n=1
(−∞, x+ hn]),
and since {hn}n was arbitrary but positive, the proof follows.

The following notation will be used throughout the paper.
Definition 1.1.1 We say that a function
F : R→ [0, 1]
belongs to U whenever the following conditions hold:
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1. If x ≤ y then F (x) ≤ F (y),
2. lim
x→−∞F (x) = 0,
3. lim
x→∞F (x) = 1,
4. lim
h→0+
F (x+ h) = F (x).
As should be clear, this class of functions contains the cumulative distribution function of
any given probability measure µ on R. This gives rise to the question whether or not can
be, somehow, recover a probability measure µ from its distribution function Fµ, turning
U into precisely the class of such functions. Towards this question we have the following
theorem which aims to prove that this is exactly the case.
The next theorem can be regarded as “fundamental theorem of calculus” for it shows
that accumulation is the inverse operation to that of differentiation. Although there exists
a more general setting under which the theorem can be proved, see [9], we are going to
restrict ourselves to the case of probability measures.
For the proof of the following theorem recall that
Definition 1.1.2 Let
u : R→ R.
We say say u is of locally bounded variation if for any a < b and any partition of the
interval a < x1 < · · · < xn+1 = b the following
sup
n∑
j=1
|u(xj+1)− u(xj)|
where the supremum is extended over all partitions of (a, b] exists.
This supremum is usually denoted by:
V ba u.
Remark 1 Every function u ∈ U is a function of locally bounded variation indeed we have
that
V ba u = u(b)− u(a+).
This is easily verified since
n∑
j=1
|u(xj+1)− u(xj)| =
n∑
j=1
u(xj+1)− u(xj) = u(b)− u(x1)
and thus the claim follows.
In order to state the following theorem, we must understand first what we mean by
“differentiation” of functions u ∈ U . It should be clear that we are not allowed to take
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classical derivatives such as the ones we all are taught in a first course of calculus, since
functions in U may well have infinite points of discontinuity, and no derivatives can be
taken at those points, however we will show a way to overcome such obstacle.
Suppose we are given the following data: we have a function u ∈ U and a function
ϕ ∈ C1c (R,R). Assume also that u has classical derivative ux, then we find by integrating
by parts that: ∫
R
uxϕ(x)dx = −
∫
R
uϕ′(x)dx
but notice that the right hand side does not involve information about the differentiability
of the function u. This motivates the following definition.
Definition 1.1.3 Let u ∈ U . We say that a measurable real valued function g is a weak
derivative of u if the following formula holds true for all ϕ ∈ C1c (R,R).∫
R
g(x)ϕ(x)dx = −
∫
R
uϕ′(x)(x)dx.
In case such a function g exists we denote it by ux.
We now proceed to state and proof:
Theorem 1.1.1 The weak derivative of any u ∈ U is a probability measure on R
Proof:
1. We first prove the following fact about arbitrary functions u ∈ U ,
∀V ⊂⊂ R, sup
{∫
V
uϕ′dx | ϕ ∈ C1c (V,R), ‖ϕ‖∞ ≤ 1
}
≤ 1.
Let ε > 0 and put
uε = ρε ? u
The usual smooth approximation of u by means of an approximate identity ρε. We
consider the case V is a connected set i.e, V = (a, b) an open interval. Choose ti,
i = 1, . . .m+ 1 such that a+ ε < t1 < · · · < tm+1 < b− ε.
m∑
j=1
|uε(tj+1)− uε(tj)| =
m∑
j=1
|
∫ ε
−ε
ρε(s)u(tj+1 − s)− u(tj − s)ds|
≤
m∑
j=1
∫ ε
−ε
ρε(s)|u(tj+1 − s)− u(tj − s)|ds
=
∫ ε
−ε
ρε(s)
m∑
j=1
|u(tj+1 − s)− u(tj − s)|ds
≤
∫ ε
−ε
ρε(s)ds
= 1
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By the mean value theorem it follows that:
m∑
j=1
|uε(tj+1)− uε(tj)| =
m∑
j=1
|u′ε(t′j)|(tj+1 − tj) for some tj < t′j < tj+i, j = 1, . . . ,m,
and thus∫ b−ε
a+ε
|u′ε|dx = sup

m∑
j=1
|uε(tj+1)− uε(tj)||tj partition of (a+ ε, b− ε)
 ≤ 1.
Let ϕ ∈ C1c (V,R) with ‖ϕ‖ ≤ 1∫ b
a
uεϕ
′dx = −
∫ b
a
u′εϕdx ≤
∫ b−ε
a+ε
|u′ε|dx ≤ 1
as ε→ 0 we get ∫ b
a
uϕ′dx ≤ 1
proving our assertion.
With this fact about functions in U we proceed to prove the theorem.
2. Define the following linear functional
L : C1c (U,R)→ R
L(ϕ) = −
∫
U
uϕ′dx.
L is clearly a lineal functional, and our previous assertion allows us to define the
following
C(V ) = sup{L(ϕ)|ϕ ∈ C1c (V,R), ‖ϕ‖∞ ≤ 1} ≤ 1
for any V ⊂⊂ U , and thus
|L(ϕ)| ≤ C(V )‖ϕ‖∞.
Now, for any ϕ ∈ Cc(U,R) fix a compact set K ⊂ U , and an open set V such that
supp(ϕ) ⊂ K ⊂ V ⊂⊂ U. Then there always exists a sequence {ϕk}k ⊂ C1c (V,R)
such that ϕk → ϕ uniformly on V , and therefore in U by extending the functions
ϕk by 0 outside V. We use this sequence to extend the linear functional L to L¯ by
means of the following formula:
L¯(ϕ) = lim
k→∞
L(ϕk).
This limit always exists and it is well defined, in the sense that it is independent of
the choice of the sequence {ϕk}k converging to ϕ, since L is bounded and C1c (U,R)
is dense in Cc(U,R).
This unique extension
L¯ : Cc(U,R)→ R
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also satisfies that
sup{L¯(ϕ)|ϕ ∈ Cc(U,R), ‖ϕ‖∞ ≤ 1, supp(ϕ) ⊂ K} ≤ 1
for each K ⊂ U .
We now make use of the well known Riesz representation theorem, see for instance
[9], to grant the existence a Radon measure µ such that∫
U
uϕ′dx = −
∫
U
ϕdµ
for all ϕ ∈ C1c (U,R).
3. Now we ought to check that µ is actually a probability measure, in symbols µ(R) = 1.
From the Riesz representation theorem, it follows that for every a, b ∈ R
µ((a, b)) = sup
{∫ b
a
uϕ′dx|ϕ ∈ C1c ((a, b),R), ‖ϕ‖∞ ≤ 1
}
We will show that u(b)− u(a+) ≤ µ((a, b)).
Choose a < c < d < b and ϕ ∈ C1c ((c, d),R) with ‖ϕ‖∞ ≤ 1. For each adequately
small ε > 0, we have that∫ d
c
u′εϕdx = −
∫ d
c
uεϕ
′dx
= −
∫ d
c
(ρε ? u)ϕ
′dx
= −
∫ b
a
u(ρε ? ϕ)
′dx
≤ µ((a, b))
Thus ∫ d
c
|u′ε|dx ≤ µ((a, b)).
Finally by choosing a partition a < t1 < · · · < tm+1 < b,
m∑
j=1
|u(tj+1)− u(tj)| = lim
ε→0
m∑
j=1
|uε(tj+1)− uε(tj)|
≤ lim sup
ε→0
∫ b
a
|u′ε|dx
= µ((a, b))
and so u(b)− u(a+) ≤ µ((a, b)) as claimed.
1 = lim
b→∞
u(b)− lim
a→∞u(a) ≤ µ(R) ≤ 1,
and this completes the proof.
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
Again we would like to point out that the crucial point in this proof is the fact
that any v ∈ U is a function on Bounded variation. A good introduction of functions
of bounded variation can be found in [11] and for a more advanced treatment we refer to [9].
One more comment about this theorem. We begin with a probability measure µ on R,
then we took its cumulative distribution function Fµ and then we find its weak derivative
(Fµ)x. The theorem above not only shows us that (Fµ)x is probability measure, but,
putting step 1 and step 3 together, we actually find that
(Fµ)x((−∞, y]) = sup
{∫ y
−∞
Fµϕ
′dx | ϕ ∈ C1c ((−∞, y],R)
}
= Fµ(y)− Fµ(−∞) = Fµ(y) = µ((−∞, y]).
Thus we did not recover any but the original probability measure µ.
1.1.2 Convergence of probability measures.
Theorem 1.1.2 Let µ, µn with n ∈ N be probability measures on R. The following
statements are equivalent:
1. lim
n→∞
∫
R fdµn =
∫
R fdµ for all f ∈ Cc(R,R).
2. lim sup
n→∞
µn(K) ≤ µ(K) for all K ⊂ R compact and µ(U) ≤ lim inf
n→∞ µn(U) for each
U ⊂ R open.
3. lim
n→∞µn(B) = µ(B) for each Borel set B ⊂ R with µ(∂(B)) = 0.
Proof: We refer to [9]. 
With this theorem at hand we define the weak convergence of probability measures.
Definition 1.1.4 Let µ, µn with n ∈ N be probability measures on R. If any, and thus
all of the conditions of the previous theorem is satisfied, we say that µn converges weakly
to the measure µ. We write
µn ⇀ µ
in this case.
There is another useful criteria to determine weak convergence of probability measures.
Let Fµ(x) = µ((−∞, x]) be the cumulative distribution function of the probability measure
µ, then we have:
Lemma 1.1.2 Let µ, µn with n ∈ N be probability measures on R. Then µn ⇀ µ if and
only if Fµn → Fµ at each point x where Fµ is continuous.
Remark 2 The set D = {x ∈ R|µ(x) = 0} is dense in R since it is the set of points of
continuity of Fµ, an increasing real valued function.
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Proof:
1. Suppose first that Fµn → Fµ on D, as above. Choose ε > 0, ϕ ∈ Cc(R,R) and K > 0
such that µ(−K,K) > 1− ε. We can choose a ≤ −K and b > K such that a, b ∈ D
Since D is dense.
Let a = x0 < x1 < x2 < · · · < xm = b a partition such that x0, . . . , xm ∈ D and
sup
xi≤x≤xi+1
|ϕ(x)− ϕ(xi)| < ε
for all i = 0, 1, . . . ,m−1. Such partition can always be chosen because ϕ is uniformly
continuous on [a, b].
|
∫
R
ϕdµn −
∫
R
ϕdµ| = |
∫ a
−∞
ϕdµn −
∫ a
−∞
ϕdµ
+
m−1∑
i=1
(
∫ xi+1
xi
ϕdµn −
∫ xi+1
xi
ϕdµ) +
∫ ∞
b
ϕdµn −
∫ ∞
b
ϕdµ|
≤ ‖ϕ‖∞(µn((−∞, a]) + µ((−∞, a]) +
m−1∑
i=0
|µn((xi, xi+1])− µ((xi, xi+1])|+ µn((b,∞)) + µ((b,∞)))
Letting n→∞ we get that
lim sup
n→∞
|
∫
R
ϕdµn −
∫
R
ϕdµ| ≤ ‖ϕ‖∞2(1− µ((a, b])) ≤ ‖ϕ‖∞2ε,
and the result follows since ε is arbitrary.
2. Let ε > 0, a, b ∈ D such that a < b. Let ϕ ∈ Cc(R,R) such that ϕ = 1 on [a, b],
supp(ϕ) ⊂ (a− ε, b+ ε) and 0 ≤ ϕ ≤ 1. Since µn ⇀ µ it follows that
lim
n→∞
∫
R
ϕdµn =
∫
R
ϕdµ,
but µn((a, b]) ≤
∫
R ϕdµn and
∫
R ϕdµ ≤ µ((a− ε, b+ ε]), thus
lim sup
n→∞
µn((a, b]) ≤ µ((a− ε, b+ ε]).
Finally by letting ε→ 0 we get
lim sup
n→∞
µn((a, b]) ≤ µ((a, b]).
A similar argument with φ ∈ Cc(R,R) such that supp(φ) ⊂ (a, b), 0 ≤ φ ≤ 1 and
φ = 1 on [a− ε, b+ ε], yields
lim inf
n→∞ µn((a, b]) ≥ µ((a, b]).
Thus
lim
n→∞µn(a, b] = µ(a, b]
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for all a, b ∈ D which is dense.

We end this section with a theorem about compactness of probability measures. The
theorem is due to Helly and is usually known as Helly’s selection theorem.
Theorem 1.1.3 Let A be an infinite collection of probability measures on R. Then there
exist a sequence {µn}n ⊂ A and a probability measure µ such that µn ⇀ µ.
Proof: The proof is beautifully written in [2]. 
For a more complete and detailed exposition about weak convergence of probability
measures we recommend the book of [2].
1.1.3 Product of measures.
In this section we shall merely mention some concepts that will be used later. For a fully
detailed and fine exposition we recommend [3].
Given a probability measure pi on R2, we say that pi has µ1 and µ2 as its marginals
provided that
µ1(A) = pi(A× R) for all A ⊂ R mesurable and,
µ2(B) = pi(R×B) for all B ⊂ R mesurable.
Given two probability measures µ1, µ2 we define
Π(µ1, µ2) = {pi|pi is a probability measure on R2 with marginals µ1 and µ2}
This set is never empty since the product measure µ1 × µ2 ∈ Π(µ1, µ2).
1.1.4 Random variables.
Definition 1.1.5 A random variable X is a measurable real function on a probability
space.
Random variables give rise to probability measures on the real line R in a rather natural
way.
Definition 1.1.6 Given any random variable X : (0, 1)→ R, and given Borel set B ⊂ R,
let
µX(B) =
∫ 1
0
1{w∈(0,1)|X(u)∈B}(w)dw.
It is easy to check that µX is actually a probability measure on R, and such measure
is called the law of the random variable X. Following [4] given any random variable X on
the probability space (R, µ), we can define its probability cumulative function, or simply
distribution function, as
FX(y) = µ(X
−1((−∞, y])),
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which happens to be exactly the cumulative distribution function of the measure µX .
In general any of such distribution functions satisfies the following properties by lemma
1.1.1:
1. If x ≤ y then FX(x) ≤ FX(y),
2. lim
x→−∞FX(x) = 0,
3. lim
x→∞FX(x) = 1,
4. lim
h→0+
FX(x+ h) = FX(x).
Related to the measure µX we have the following “change of variable formula”.
Lemma 1.1.3 Let X : (0, 1)→ R be a random variable, and let ϕ : R→ R be a measurable
function. Then we have: ∫ 1
0
ϕ(X(w))dw =
∫
R
ϕ(x)dµX(x).
Proof: Following [3], Recall that a simple function is a measurable function whose range
is finite. Following [3], the result will follow by proving it first for simple functions.
Let g : (R, µX)→ R be any simple function whose range is the finite set {bi}ni=1,
g(x) =
n∑
i=1
bi1{x∈R|g(x)=bi}(x),
the integral of g can be regarded as the integral of the simple function g ◦X∫
R
gdµX =
n∑
i=1
bi
∫ 1
0
1{w∈(0,1)|g(X(x))=bi}(w)dw =
∫ 1
0
g ◦X(w)dw.
Assume now that ϕ ≥ 0. Then by [3] there always exists a sequence of simple functions
gm such that,
• 0 ≤ gm(x) ≤ gm+1(x) for all x ∈ R
• ϕ(x) = lim gm(x) for all x ∈ R
Using the well known monotone convergence theorem we get:∫
R
ϕ(x)dµX(x) = lim
m
∫
R
gm(x)dµX(x) = lim
m
∫ 1
0
gm(X(w))dw =
∫ 1
0
ϕ(X(w))dw.
Finally apply this argument for the positive and negative parts of ϕ. 
We end this section with the following terminology. A probability measure µ on R has
finite moment of order p if ∫
R
|x|pdµ <∞.
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Definition 1.1.7 v ∈ Up if and only if v ∈ U and vx has finite moment of order p.
CHAPTER 2
Wasserstein metrics
2.1 Wasserstein metrics
In this section we introduce the Wasserstein metric along with some of its properties.
This metric will be used later on when dealing with solutions of a certain class of partial
differential equations.
Definition 2.1.1 Let p ≥ 1 and µ1, µ2 be probability measures on R
Wp(µ1, µ2) = inf
pi∈Π(µ1,µ2)
(∫
R2
|x− y|pdpi(x, y)
)1/p
The Wasserstein metric is actually a minimization problem and it is a non-trivial fact to
show that this problem always admits a solution. In the literature it is also known under
different names such as the Monge-Kantorovich distance, or taking p = 1 it is sometimes
called the Kantorovich-Rubisntein distance and when p = 2 it is also named as the
quadratic Wasserstein distance. We will simply call them the Wasserstein distance. This
minimization problem arose from the study of optimal transport mass back in the year
of 1781 by the French mathematician Monge, the problem was then retaken in the off-
spring of world war II almost 150 years after Monge, by the Soviet economist Kantorovich.
More recently the French mathematician C. Villani, awarded the Fields medal in
2010, wrote a book called topics in optimal transportation [13] concerned entirely about
this problem. We suggest the reader to read this book carefully for it is an excellent and
complete book on this subject, In this book a proof about the existence of a solution that
minimizes the Wasserstein metric can be found .
Our task now is to show an equivalent way of defining the Wasserstein metric in terms
of random variables, and then show how this number can be reckoned, at least theoretically.
For this we introduce the concept of a generalized inverse or left adjoint function, it is both
remarkable and surprising that the following construction is an ubiquitous and central idea
through mathematics, many deep theorems such as Galois’ theorem for field extension and
subgroups lies upon this notion.
12
CHAPTER 2. WASSERSTEIN METRICS 13
Definition 2.1.2 Let u ∈ U , we define its left adjoint function or generalized inverse
function by
u−1 : (0, 1)→ R
u−1(w) = inf{x ∈ R|u(x) ≥ w}.
Maybe the most important easy to check properties about this function are summarized
in the following lemma:
Lemma 2.1.1 Let u ∈ U and its generalized inverse u−1. Then the following properties
hold.
1. If w1 ≤ w2 then u−1(w1) ≤ u−1(w2).
2. u−1(w) ≤ x⇐⇒ w ≤ u(x).
3. u−1 is continuous from the right.
Proof: Proofs are straight forward from the definition. 
In our case, u−1 yields another interesting and useful fact.
Lemma 2.1.2 The law of the random variable u−1 is ux.
Proof: Following [3] it suffices to check that for any x ∈ R
µu−1((−∞x]) = ux((−∞, x]) = u(x),
keep in mind that µu−1 is the law of u
−1.
µu−1((−∞, x]) =
∫ 1
0
1{w∈(0,1)|u−1(w)≤x}(w)dw
=
∫ 1
0
1{w∈(0,1)|w≤u(x)}(w)dw
= u(x)
Moreover the cumulative distribution function is u. 
This lemma shows a very important feature in probability theory for it shows that the
probability space (0, 1) is universal in the sense that it is always possible to find a random
variable X on (0, 1) with cumulative distribution function a prescribed function in U or,
up to differentiation, a random variable whose law is any given probability measure on R.
We now proceed to derive some useful consequences of this fine lemma, but first lets
take the probabilistic view point of what has been done so far.
In the given definition of the Wasserstein metric, one can replace all the measure
theoretical language by the language of random variables. Instead of taking probability
measures µ1 and µ2 on R, we can replace them by random variables on the space (0, 1)
with respective laws µ1 and µ2, and instead of measures on the product space, we can
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think about couplings between them. By doing so we will show how to use the generalized
inverse to actually reckon the distance Wp.
Remark 3 Given u, u¯ ∈ U , then the probability measures on R ux, u¯x satisfy
Wp(ux, u¯x) =
(∫ 1
0
|u−1(w)− u¯−1(w)|pdw
)1/p
The proof of this fact lies beyond the scope of this paper, we suggest the interested
reader to take a look at the book of [13] for a detailed and more general description of
the situation.
We will now show that Wp actually defines a metric on Pp.
Lemma 2.1.3 Let p ≥ 1, Wp is actually a metric on the set Up
Proof: We shall prove the following, let µ1, µ2, µ3 ∈ Up
1. Wp(µ1, µ2) = 0⇐⇒ µ1 = µ2,
2. Wp(µ1, µ3) ≤Wp(µ1, µ2) +Wp(µ2, µ3).
It is clear that Wp is symmetric, non negative and it is finite since we are considering the
space Up.
1. It should be clear that if µ1 = µ2 then Wp(µ1, µ2) = 0. Assume now that
Wp(µ1, µ2) = 0 for any given µ1, µ2 ∈ Up and let pi be a probability measure such
that the Wasserstein metric attains its infimum.
Notice first that pi is supported on the diagonal this is, the diagonal D = {y = x} is
the biggest closed set such that pi(R2 −D) = 0.
0 ≤
∫
R2−D
|x− y|pdpi ≤
∫
R2
|x− y|pdpi = 0,
But |x− y|p > 0 on R2 −D and so pi(R2 −D) = 0 as claimed.
Now for any ϕ ∈ Cb(R,R) we have that∫
R
ϕ(x)dµ1(x) =
∫
R2
ϕ(x)dpi(x, y) =
∫
D
ϕ(x)dpi(x, y)
=
∫
D
ϕ(y)dpi(x, y) =
∫
R2
ϕ(y)dpi(x, y)
∫
R
ϕ(y)dµ2(y)
And so we get that µ1 = µ2.
2. The proof of the triangle inequality is a little bit more trickier, for it needs a lemma
whose proof can be found in [13].
Lemma 2.1.4 Let µ1, µ2, µ3 be probability measures on R and let pi12 ∈
Π(µ1, µ2), pi23 ∈ Π(µ2, µ3). Then there exists a probability measure pi on R3 with
marginals pi12 and pi23
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With this lemma at hand we proceed to prove the triangle inequality.
Given µ1, µ2 and µ3 choose pi12 ∈ Π(µ1, µ2) and pi23 ∈ Π(µ2, µ3). Let Xi be the
support of the measure µi. By means of the preceding lemma, we know there exists
a probability measure pi with respective marginals pi12, pi23. Now we simply check
that the triangle inequality holds
Wp(µ1, µ3) ≤
(∫
X1×X3
|x− z|pdpi13(x, z)
)1/p
=
(∫
X1×X2×X3
|x− z|pdpi(x, y, z)
)1/p
≤
(∫
X1×X2×X3
(|x− y|+ |y − z|)pdpi(x, y, z)
)1/p
≤
(∫
X1×X2×X3
|x− y|pdpi(x, y, z)
)1/p
+
(∫
X1×X2×X3
|y − z|pdpi(x, y, z)
)1/p
=
(∫
X1×X2
|x− y|pdpi12(x, y)
)1/p
+
(∫
X2×X3
|y − z|pdpi23(y, z)
)1/p
≤ Wp(µ1, µ2) +Wp(µ2, µ3).

A useful characterization about the convergence in Wp is given in the following
Theorem 2.1.1 The following statements are equivalent, for µn and µ measures in Up
and p ≥ 1
1. Wp(µn, µ) converges to 0
2. µn ⇀ µ and supn
∫
|x|≥R |x|pdµn tends to 0 as R goes to ∞.
3. µn ⇀ µ and
lim
n→∞
∫
|x|pdµn →
∫
|x|pdµ
4. For every real valued continuous function ϕ which satisfies |ϕ(x)| ≤ C|1 + |x|p| for
some C ∈ R then
lim
n→∞
∫
ϕdµn =
∫
ϕdµ
Proof: The proof can be found in [13]. 
In general we have the following
Lemma 2.1.5 Let p ≥ 1, µn, µ, νn and ν probability measures on R such that µn ⇀ µ
and νn ⇀ ν, then
Wp(µ, ν) ≤ lim inf
n
Wp(µn, νn)
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Proof: This proof makes use of the Skorohod’s theorem, see [2], which states that the weak
convergence of probability measures
µn ⇀ µ
implies the convergence almost everywhere of the generalized inverses of the cumulative
distribution functions
F−1µn (w)→ Fµ(w) for almost all w ∈ (0, 1).
With this theorem at hand we proceed as follows:
First of all for simplicity let
F−1µn (w) = u
−1
m (w), F
−1
µ (w) = u
−1(w), F−1νn (w) = v
−1
m (w), F
−1
ν (w) = v
−1(w),
using this convention the Wasserstein metric becomes
Wp(µn, νn) =
(∫ 1
0
|u−1n (w)− v−1n (w)|pdw
)1/p
.
Now we get∫ 1
0
|u−1(w)− v−1(w)|pdw =
∫ 1
0
lim
n→∞ |u
−1
n (w)− v−1n (w)|pdw
≤ lim inf
n→∞
∫ 1
0
|u−1n (w)− v−1n (w)|pdw,
by Fatou’s lemma, and thus
Wp(µ, ν) ≤ lim inf
n→∞ Wp(µn, νn),
as claimed. 
Another useful property of the Wasserstein metric is that of convexity given by the
following proposition.
Lemma 2.1.6 Let µ1, µ2, ν1, ν2 be probability measures on R, p ≥ 1 and α ∈ [0, 1], then
W pp (αµ1 + (1− α)µ2, αν1 + (1− α)ν2) ≤ αW pp (µ1, ν1) + (1− α)W pp (µ2, ν2).
Proof: See [5] or [13]. 
CHAPTER 3
Scalar conservation laws
3.1 Scalar conservation laws.
3.1.1 The Burger’s equation
Consider the following Cauchy problem related to the partial differential equation, known
as the Burger’s equation:
ut + (
u2
2
)x = 0,
u(0, x) = u0(x).
By a classical solution of this equation, we mean a differentiable function
u : R2 → R
such that
∂u
∂t
(t, x) + u(t, x)
∂u
∂x
(t, x) = 0
u(0, x) = u0(x),
for all (t, x) ∈ R2 and x ∈ R, where u0(x) is a preassigned function.
The characteristic curves are given by the following ordinary differential equation
dx
dt
(t) = u(t, x(t)).
Now, suppose there exists u : R2 → R a classical solution of the Burger’s equation. Along
this characteristic curve we have
du
dt
(t) =
∂u
∂t
(t, x(t)) +
∂u
∂x
(t, x(t))
dx
dt
(t, x(t)) = ut(t, x(t)) + u(t, x(t))ux(t, x(t)) = 0.
17
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Hence along each characteristic curve, u is constant. On the other hand we have that
dx
dt
(t) = u(t, x(t)),
but since u(t, x(t)) is constant we must have that such characteristic curves are straight
lines and thus the curve passing through the point (0, x0) is of the form
x = x0 + u0(x0)t
and all along such straight line u(t, x) = u0(x0).
In order to settle ideas down, suppose that the initial data u0 is of the form
u0(x) =

1 if x < 0,
g(x) g any nonincreasing function on [0, 1] with g(0) = 1 and g(1) = 0,
0 if x > 1.
According to the analysis above we have that
1. for x0 = 0 the characteristic line is given by x = 0 + 1.t = t and hence u(1, 1) =
u0(0) = 1,
2. for x0 = 1 the characteristic line is given by x = 1 + 0.t = 1 and hence u(1, 1) =
u0(1) = 0.
Thus the value of u at (1, 1) is not even well define, so there can not be classical solution
for the Burger’s equation.
For a detailed explanation about the details of the so-called characteristics method,
we refer to [8] or [12].
3.1.2 Weak solutions.
We have just noticed that, for the Burger’s equation, there are not classical solutions, yet
we have the following:
Let ϕ ∈ C∞c ([0,∞)× R), by multiplying on both sides of 3.1.1 yields
utϕ+ (
u2
2
)xϕ = 0.
Integrating by parts we obtain the following formula∫
R2
utϕ+ (
u2
2
)xϕdxdt =
∫
R2
uϕt +
u2
2
ϕx = 0,
where it should be noted that the left hand side involves u and all of its derivatives whereas
the right hand side does not. Based on this fact we state the following definition
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Definition 3.1.1 Let u : R2 → R be a measurable function. We say that u is a weak
solution for the Burger’s equation if for all ϕ ∈ C∞c ([0,∞)×R) the following formula holds∫
R2
uϕt +
u2
2
ϕx = 0.
For a fine introductory exposition of the theory of partial differential equations and weak
solutions we refer to [10]. We only make a couple of comments. In many cases, this notion
of weak solution happens to be adequate to formulate “well posed problems”. For a well
posed problem we mean a Cauchy problem where existence, uniqueness and continuous
dependence between solutions and initial data, among other properties, hold.
For the kind of equations we are concerned with, this notion of weak solution is not
good enough because there are weak solutions to the Burger’s equation yet it is not
unique, as the following example shows.
Consider the Burger’s equation with initial data the Heaviside function:
H(x) = 1[0,∞)(x).
We have that for each α ∈ [0, 1] the following are weak solutions of 3.1.1.
uα(t, x) =

0 if x < αt2 ,
α if αt2 ≤ x < (α+1)t2 ,
1 if x ≥ (α+1)t2 .
This example was taken form [7].
3.1.3 entropy solutions.
So far we have shown that the Burger’s equation not only does not posses classical
solutions but, even worst, weak solutions do not constitute an adequate setting, because
there is no uniqueness. So in order to overcome such difficulty we adopt a new crite-
ria that allow us to have existence and uniqueness of solutions. This criteria is the entropy.
The idea is that the entropy will allow us to choose, among the weak solutions, the
one that is physically plausible. We point out that this is not the only way to do so and
the reader should consult [7] for a clear exposition about the entropy condition as well as
some other admissible conditions.
Following [7] or [8] we say that a weak solution u of the Burger’s equation is an entropy
solution if given any
E : R→ R
differentiable and convex function, and letting F such that
E′(x)x = F ′(x)
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the following inequality holds in the weak sense
E(u)t + F (u)x ≤ 0,
this means that for every ϕ ∈ C∞c ([0,∞)× R), ϕ ≥ 0 the following inequality holds∫ ∞
∞
∫ ∞
0
(E(u)ϕt + F (u)ϕx)dtdx ≥ 0.
In particular if we take E(x) = ±x and F (x) = ±x22 we find out that entropy solutions
are weak solutions.
At the end of this article we will make a clear exposition about how to find the entropy
solution to equations such as the Burger’s equation and some other interesting examples.
3.1.4 Scalar conservation laws.
In the sequel we shall define the class of differential equations we are interested in, and
some aspects related to existence and uniqueness of solutions.
By an scalar conservation law we mean the following partial differential equation
ut + f(u)x = 0 t ≥ 0 x ∈ R, (1)
u(0, x) = u0(x).
Where u(t, x) ∈ R is an unknown function, f is real valued Lipschitz function, known as
the flux and the initial data u0(x) ∈ L∞(R).
An striking fact about this kind of equations is that, in general, there do not exist
classical solutions to (1), such is the case of the Burger’s equation for example. However,
in the year of 1969, the Soviet mathematician S. Kruzˇkov proved the following theorem.
Theorem 3.1.1 For every u0 ∈ L∞(R), there exists a unique entropy solution u to (1)
in the space
L∞([0,∞))⋂ C([0,∞)L1loc(R)).
Proof: [5]. 
Following [8], an entropy solution is
Definition 3.1.2 g ∈ C([0,∞), L1(R))⋂L∞(R× (0,∞)) is said to be an entropy solution
for (1) if the following inequalities hold:∫ ∞
∞
∫ ∞
0
(E(g)ϕt + F (g)ϕx)dtdx ≥ 0,
lim
t→0
g(t, x) = u0(x) in L
1(R)
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For all ϕ ∈ C∞c ([0,∞) × R) non negative i,e. ϕ ∈ C∞([0,∞) × R) has compact support
and ϕ ≥ 0. In this inequality E : R → R is a real valued differentiable function which is
convex and F (x) is defined by the relation :
E′(x)f ′(x) = F ′(x), x ∈ R.
For a more detailed explanation about entropy solutions for systems of conservation laws,
we recommend the book of [8].
The following theorem gives an insight of the situation, for it relates the scalar conser-
vation law (1) with the set U . Although the proof of this fact lies at the end of this paper
it is nevertheless the keystone of the forthcoming work in terms of consistency.
Theorem 3.1.2 Given u0 ∈ U as an initial data for (1), then the entropy solution u of
(1), satisfies that u(t, x) ∈ U for all t > 0.
Proof: The proof will be given as a corollary at the end of theorem 5.1.1. 
The aim of this paper is thus to prove a theorem about a certain continuous dependence
between the initial data and the respective solutions, in view of this theorem, we know
that entropy solutions to (1), can be regarded in a certain way as probability measures, by
doing so we can use the Wasserstein distance to measure how solutions will behave having
some knowledge about the initial data forehand.
CHAPTER 4
The classicalviewpoint
4.1 The classical viewpoint
This section may seem to be a little out of context because, in here seek to illustrate
the method of characteristics for solving the scalar conservation law, and show how the
Wasserstein metric behaves in this case. The important feature about this section is that,
anyhow the future work is inspired on the result and methods used in here.
Theorem 4.1.1 Given a C1 real-valued function f on R, let u0 and u¯0 in U be two initial
data such that the associated entropy solutions u and u¯ to (1) are classical solutions,
increasing in x for all t ≥ 0. Then for any t ≥ 0 and p ≥ 1 we have (with possibly infinite
values)
Wp(ux(t, x), u¯(t, x)) = Wp(u
0
x(t, x), u¯
0(t, x))
Proof: First of all, since u0 is increasing form 0 to 1 it has a true inverse defined on (0, 1).
Let X(0, w) : (0, 1)→ R be its real inverse.
u0(X(0, w)) = w for all w ∈ (0, 1).
Pick any w ∈ (0, 1) and consider the following ordinary differential equation, keep in mind
w is fixed.
d
dt
X(t, w) = f ′(u(t,X(t, w))) with X(0, w) = w.
Since f ′ is continuous, by a famous theorem due to Picard, we can ensure the existence
of a solution, although it may not be unique. We denote such solution by X(t, w), t ≥ 0.
We claim now that if u is a solution of (1), then we must have u(t,X(t, w)) = w
22
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for all t ≥ 0. For this take the derivative respect to t and we get
d
dt
u(t,X(t, w)) =
d
dt
u(t,X(t, w)) +
d
dx
u(t,X(t, w))
d
dt
X(t, w)
= −f ′(u(t,X(t, w))) d
dx
u(t,X(t, w)) +
d
dx
u(t,X(t, w))
d
dt
X(t, w)
= −f ′(u(t,X(t, w))) d
dx
u(t,X(t, w)) +
d
dx
u(t,X(t, w))f ′(u(t,X(t, w)))
= 0
Hence u(t,X(t, w)) must be constant, but since u(0, X(0, w)) = u0(X(0, w)) = w, the
claim is proved. By virtue of this easy observation, it follows that
d
dt
X(t, w) = f ′(u(t,X(t, w))) = f ′(w),
and so
X(t, w) = X(0, w) + tf ′(w).
Finally let’s take into account how to reckon the distance Wp, and notice that for each
t ≥ 0, u(t, x) has as true inverse the function X(t, w). X¯ denotes the result of applying
the same argument with the initial data u¯0.
Wp(ux(t, x), u¯x(t, x)) = (
∫ 1
0
|X(t, w)− X¯(t, w)|pdw)1/p
= (
∫ 1
0
|X(0, w)− X¯(0, w)|pdw)1/p
= Wp(u
0
x(t, x), u¯
0(t, x))

To recap we end up this section with a corollary on the classical setting.
Corollary 4.1.2 Given a C2 convex flux f and two C1 increasing initial data u0 and
u¯0 ∈ Up for some p ≥ 1, the following three properties hold:
1. the associated entropy solutions u and u¯ are classical solutions;
2. u(t, x) and u¯(t, x) belong to Up and are increasing for all t ≥ 0;
3. for all t ≥ 0, we have Wp(ux(t, x), u¯x(t, x)) = Wp(u0x(t, x), u¯0x(t, x))
Proof: For a complete proof we refer to [5]. We shall only prove the fact that the
conservation law preserves moments.
Let p ≥ 1, t ≥ 0 and recall that the inverse function of u(t, x) is denoted by
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X(t, w). ∫
R
|x|pdux(t, x)(x) =
∫ 1
0
|X(t, w)|pdw
=
∫ 1
0
|X(0, w) + tf ′(w)|pdw
≤ 2p−1(
∫ 1
0
|X(0, w)|pdw + tp||f ′||pL∞(R))
which is finite by assumption. 
CHAPTER 5
The main setting.
5.1 The main setting.
On the last section we used the so called method of characteristics to find a solution to
the scalar conservation law (1). We used the fact that the initial data u0 is continuous,
and the differentiability of the solution u.
This is no longer the case when restricting to arbitrary functions of U , so another
approach is needed to find solutions of (1) and prove a contraction property for the
Wasserstein distance.
Using the notation and techniques of the previous section we define:
Definition 5.1.1 Let u ∈ U , we denote its generalized inverse by
X(0, w) = inf{x ∈ R|u(x) ≥ w}.
According to the method of characteristics, for a given h > 0 the inverse of the initial
data evolved into
X(h,w) = X(0, w) + hf ′(w).
X(h,w) can be regarded as random variable on (0, 1), hence it makes sense to take its
cumulative distribution function FX(h,w) which is turn in again a function of U
Thu(x) = FX(h,w)(x) =
∫ 1
0
1{w∈(0,1)|X(h,w)≤x}(w)dw.
The next proposition yields some basic properties about this distribution function.
Lemma 5.1.1 Let h ≥ 0, FX(h,w) defined as above and p ≥ 1. Then
1. Thu(x) = FX(h,w) belongs to Up if u does.
2. For any u, u¯ ∈ U we have Wp((Thu(x))x, (Thu¯(x))x) ≤Wp(ux, u¯x)
25
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Proof:
1. By definition it suffices to check that∫
R
|x|pdFX(h,w)(x) =
∫ 1
0
|X(h,w)|pdw
=
∫ 1
0
|X(0, w) + hf ′(w)|pdw
≤ 2p−1
∫ 1
0
|X(0, w)|p + |hf ′(w)|pdw
≤ 2p−1(
∫ 1
0
|X(0, w)|pdw + hp||f ′||L∞((0,1)))
≤ 2p−1(
∫
R
|x|pdux(x) + hp||f ′||L∞((0,1)))
Which is finite by assumption on u.
2. Since both X(h,w) and X¯(h,w) have respective laws (Thu(x))x and (Thu¯(x))x, by
definition of the Wasserstein distance we get
Wp((Thu(x))x, (Thu¯(x))x) ≤
∫ 1
0
|X(h,w)− X¯(h,w)|pdw
=
∫ 1
0
|X(0, w)− X¯(0, w)|pdw = Wp(ux, u¯x),
Since X(h,w)− X¯(h,w) = X(0, w)− X¯(0, w).

Lemma 5.1.2 Given u ∈ U and h ≥ 0 we have
‖Thu(x)− u(x)‖L1(R) ≤ 2h‖f ′‖L∞((0,1)).
Proof: let X(0, w) be the generalized inverse of u, we then have
|Thu(x)− u(x)| = |
∫ 1
0
1{w∈(0,1)|X(0,w)+hf ′(w)≤x}(w)dw − u(x)|
= |
∫ 1
0
1{w∈(0,1)|X(0,w)+hf ′(w)≤x}(w)− 1{w∈(0,1)|X(0,w)≤x}(w)dw|
= |
∫ 1
0
1{w∈(0,1)|X(0,w)+hf ′(w)≤x}4{w∈(0,1)|X(0,w)≤x}(w)dw|
≤
∫ 1
0
1{w∈(0,1)|0<|x−X(0,w)|≤h|f ′(w)|}(w)dw
≤
∫ 1
0
1{w∈(0,1)|0<|x−X(0,w)|≤h‖f ′‖L∞((0,1))}(w)dw
≤ u(x+ h‖f ′‖L∞((0,1)))− u(x− h‖f ′‖L∞((0,1)))
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The result now follows by integration on R. 
With the aid of this cumulative distribution function (Thu(x))x we construct an ap-
proximate solution for the scalar conservation law.
Definition 5.1.2 Let h > 0 and u ∈ U . For any t ≥ 0 choose N ∈ N and 0 ≤ s < 1 such
that t = (N + s)h, we write
Shu(t, x) = (1− s)TNh u(x) + sTN+1h u(x).
Remark 4 The definition of Shu(t, x) shows that it will be necessary to be able to reckon
iterations of the Th operator, however there is a special, somewhat general case where this
task becomes simpler.
Assume that there exists a function g : R→ (0, 1) such that for each h > 0
g−1(w) = X(0, w) + hf ′(w),
for all w ∈ (0, 1).
Under this assumptions we have that the process of taking generalized inverses and
that of finding the cumulative distribution functions are inverse to each other, hence when
looking for TNh u(x) for large N ∈ N, the iteration process can be skipped, for it becomes
TNh u(x) = The cumulative distribution function of the random variable, X(0, w) +Nhf
′(w).
The expression Sh is well defined by the previous lemma. We now ought to prove
some lemmas regarding contraction properties paving the way up to our main result, a
contraction property on the Wasserstein distance when applied to the solution of (1).
Lemma 5.1.3 Pick h > 0 and let Sh as above. For any s, t ≥ 0 we get
‖Shu(t, x)− Shu(s, x)‖L1(R) ≤ 2|t− s|‖f ′‖L∞([0,1]).
Proof: First of all, choose M,N ∈ N and µ, ν ∈ [0, 1) such that t = (M + µ)h and
s = (N + ν)h. Assume without loss of generality that M ≥ N.
Shu(t, x)− Shu(s, x) = (1− µ)TMh u(x) + µTM+1h u(x)− ((1− ν)TNh u(x) + νTN+1h u(x))
= TMh u(x)− TNh u(x)
+µ(TM+1h u(x)− TMh u(x))− ν(TN+1h u(x)− TNh u(x))
= TMh u(x) · · · − TKh u(x) + TKh u(x) · · · − TNh u(x) +
+µ(TM+1h u(x)− TMh u(x))− ν(TN+1h u(x)− TNh u(x))
=
M−1∑
K=N+1
TK+1h u(x)− TKh u(x)
+µ(TM+1h u(x)− TMh u(x)) + (1− ν)(TN+1h u(x)− TNh u(x))
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Notice that t ≥ s since M > N and so
|t− s| = t− s = (M −N + µ− ν)h,
Finally by taking the L1(R) norm and applying lemma 5.2 we get
‖Shu(t, x)− Shu(s, x)‖1
= ‖
M−1∑
K=N+1
TK+1h u(x)− TKh u(x)
+µ(TM+1h u(x)− TMh u(x)) + (1− ν)(TN+1h u(x)− TNh u(x))‖1
≤
M−1∑
K=N+1
‖TK+1h u(x)− TKh u(x)‖1
+µ‖(TM+1h u(x)− TMh u(x))‖1
+(1− ν)‖(TN+1h u(x)− TNh u(x))‖1
≤ 2(M −N − 1 + µ+ 1− ν)h‖f ′‖∞
= 2|t− s|‖f ′‖∞
as desired. 
Lemma 5.1.4 Let h be any positive number and Sh as above. Then for u and u¯ in U , we
have for any t ≥ 0
Wp((Shu)x(t, x), (Shu¯)x(t, x)) ≤Wp(ux, u¯x)
Proof: Recall lemma 5.1.1 where the result was proved for Th, and recall the convexity
property of the Wasserstein metric in lemma 2.1.6.
Let N ∈ N and 0 ≤ s < 1 such that t = (N + s)h, we have that
W pp ((Shu)x(t, x), (Shu¯)x(t, x)) = W
p
p ((1− s)(TNh u)x(x)
+s(TN+1h u)x(x), (1− s)(TNh u¯)x(x)
+s(TN+1h u¯)x(x))
≤ (1− s)W pp ((TNh u)x(x), (TNh u¯)x(x))
+sW pp ((T
N+1
h u)x(x), (T
N+1
h u¯)x(x)))
≤ (1− s)W pp (ux, u¯x) + sW pp (ux, u¯x)
= W pp (ux, u¯x).
taking p−roots
Wp((Shu)x(t, x), (Shu¯)x(t, x)) ≤Wp(ux, u¯x)
And we are done. 
5.1.1 The central theorem.
The following theorem is the heart of the paper.
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Theorem 5.1.1 Let u0 ∈ U , then Shu0(t, x) converges to an entropy solution of (1), as
h goes to 0 in C([0,∞), L1loc(R)).
The proof will be done in two main steps. On the first one we shall prove that actually
lim
h→0
Shu
0(t, x)
exists for every t ≥ 0 and x ∈ R, and then we will prove that such limit is the entropy
solution of the scalar conservation law.
Lemma 5.1.5 Under the hypothesis of theorem 5.1.1,
lim
h→0
Shu
0(t, x)
exists.
Proof: Let M > 0 and let t ∈ [0,M ] note that the set
{Shu0(t, x)|h > 0}
is relatively compact in U ⊂ L1loc(R) by theorem 1.1.3. Since [0,M ] is a compact metric
space, and
‖Shu0(t, x)− Shu0(s, x)‖L1loc(R) ≤ 2|t− s|‖f
′‖L∞([0,1])
by 5.1.3, the conditions of Arzela-Ascoli, see [1], are fulfilled and the result now follows.

Note that every accumulation point is actually a function in U .
The next step on the proof is to show that any accumulation point, as h→ 0 satisfies
the entropy condition. We will momentary denote any of such limits Su0(t, x) and we will
put, with the aim of having a simpler notation throughout the proof
lim
h→0
Shu
0(t, x) = Su0(t, x),
nevertheless such limit, so far may not exists, we only mean a sequence h tending to 0.
Lemma 5.1.6 Under the hypothesis of theorem 5.1.1 and lemma 5.1.5, we have the fol-
lowing: For every
E : R→ R
differentiable and convex function, and letting F such that
F ′(x) = E′(x)f ′(x),
and for every test functions
r : [0,∞)→ R
and
ϕ : R→ R
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the following inequality holds
−
∫ ∞
0
∫
R
(
E(Su0(t, x))r′(t)ϕ(x) + F (Su0(t, x))r(t)ϕ(x)
)
dxdt ≤ 0.
Proof:
1. First of all we approach the integral with respect to t by means of the following
adequate Riemann sum. For h > 0 and k ∈ N let
h
∑
k∈N
r(hk)(
∫
R
E(Shu
0(h(k + 1), x))− E(Shu0(hk, x))
h
ϕ(x)dx−
∫
R
F (Shu
0(hk, x))ϕ′(x)dx).
We now justify the above approximate expression.
First, recall that r has compact support as well as r′. Moreover supp(r′) ⊂ supp(r)
and so the integration with respect to t is carried on a compact set. Now since h > 0,
hk defines a partition of supp(r) of mesh h and so the following holds
−
∫ ∞
0
∫
R
F (Su0(t, x))r(t)ϕ(x)dxdt = lim
h→0
−h
∑
k∈N
∫
R
F (Su0(hk, x))r(hk)ϕ′(x)dx, (?)
since the right hand side is an ordinary Riemann sum. Keep in mind that
∑
is
actually a finite sum because supp(r) is compact.
On the other hand for a > 0, we have just shown that
lim
a→0
Sau
0(t, k) = Su0(t, k),
where this limit should be taken as a limit in C([0,∞), L1loc(R)), and so for each t we
have a function Sau
0(t, ·) in L1loc(R).
Using the fact that ϕ stands for a test function and thus it is compactly supported
and regularity on the entropy flux F , we have that the following integral is finite∫
R
F (Sau
0(t, x))ϕ′(x)dx <∞,
for all a > 0.
Fix t > 0, the correspondence
t −→
∫
R
F (Sau
0(t, x))ϕ′(x)dx,
converges uniformly, as a→ 0, to∫
R
F (Su0(t, x))ϕ′(x)dx,
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and so we can pass the limit to get
lim
a→0
∫ ∞
0
∫
R
F (Sau
0(t, x))r(t)ϕ′(x)dtdx =
∫ ∞
0
∫
R
F (Su0(t, x))r(t)ϕ′(x)dtdx.
The tricky part in this proof is not only to choose, as h → 0, a partition of mesh h
but also involve the approximates Shu
0(t, x) of Su0(t, x).
Thus (?) holds for we are, as h → 0, taking a Riemann sum of mesh h of the
approximate Shu
0(t, x), and convergence is granted by our previous discussion.
We now remain to check that
lim
h→0
h
∑
k∈N
r(hk)
∫
R
E(Shu
0(h(k + 1), x))− E(Shu0(hk, x))
h
ϕ(x)dx
= −
∫ ∞
0
∫
R
E(Su0(t, x))r′(t)ϕ(x)dxdt.
We proceed as above but we now make the following remark:
For every x ∈ R, the Abel formula [11] for finite sums yields:
∑
k∈N
r(hk)
E(Shu
0(h(k + 1), x))− E(Shu0(hk, x))
h
= −
∑
k∈N
E(Shu
0(hk, x))
r(h(k + 1))− r(hk)
h
,
Where the right hand side tends to∫ ∞
0
E(Su0(t, x))r′(t)dt
as h→ 0.
Finally by Fubini’s theorem, the result follows.
2. We proceed with a very important inequality which puts the elements of this lemma
all together.
Lemma 5.1.7 For every positive test function ϕ(x), every u0 ∈ L1loc(R) and E
differentiable and convex function, the following inequality holds:
1
h
∫
R
(E(Thu
0(x))− E(u0))ϕ(x)dx ≤
∫
R
F (u0(x))ϕ′(x)dx+ CheCh‖u0‖L1
supp(ϕ)
.
where C ≤ 0 depends only on ϕ and E.
The proof can be found in [6]
3. We put in all the elements developed so far, i.e. the estimate and the inequality. We
consider the integral
−
∫ ∞
0
∫
R
(
E(Su0(t, x))r′(t)ϕ(x) + F (Su0(t, x))r(t)ϕ(x)
)
dxdt,
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which can be approach by
h
∑
k∈N
r(hk)(
∫
R
E(Shu
0(h(k + 1), x))− E(Shu0(hk, x))
h
ϕ(x)dx
−
∫
R
F (Shu
0(hk, x))ϕ′(x)dx),
and by the previous inequality this quantity is less than
h
∑
k∈N
r(hk)CheCh‖T khu0(x)‖L1 ≤ Ch2eCh
∑
k∈N
r(hk)(2‖f ′‖L∞h+ ‖u0‖L1loc) ≤ 0,
for all h because C as given in the previous lemma is negative, and all the other
involved expressions are positive and so we are done.

Under the hypothesis of theorem 5.1.1, we have proved existence of an entropy solution
of (1), we would like to point out that we have made no use of Kruzˇkov’s theorem 3.1.1 on
that. The crucial point here is that our proof has shown that every accumulation point,
as h → 0, satisfies the entropy condition and thus is an entropy solution of (1), at this
point is that theorem 3.1.1 grants unicity and thus allows us to have the following limit
lim
h→0
Shu
0(t, x)
as the unique entropy solution of (1).
As promised before we now derive as a corollary theorem 3.1.2.
Corollary 5.1.2 Given u0 ∈ U as an initial data for (1), then the entropy solution u of
(1), satisfies that u(t, x) ∈ U for all t > 0.
Proof: We have just shown that the unique solution to (1) is an element of U , for every
t ≥ 0. 
5.1.2 Convergence properties.
The following is a rather technical lemma important for the proof of the fact that there is
a convergence of the Sh to the entropy solution in the Wasserstein metric.
Lemma 5.1.8 Let Sh defined as above, u ∈ Up and T a positive real number. Then
sup
0≤h≤T
sup
0≤t≤T
∫
|x|≥R
|x|pd(Shu)x(t, x)→ 0 as R→∞.
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Proof: First we must consider Th itself and without loss of generality let R ≥ h‖f ′‖∞∫
|x|≥R
|x|pd(Thu)x(x) =
∫ 1
0
|u−1(w) + hf ′(w)|p1{w∈(0,1)|u−1(w)+hf ′(w)≥R}(w)dw
≤
∫ 1
0
(|u−1(w)|+ h|f ′(w)|)p1{w∈(0,1)|u−1(w)+hf ′(w)≥R}(w)dw
≤
∫
R
(|x|+ h‖f ′‖∞)p1{x∈R||x|+h‖f ′‖∞≥R}(x)dux(x)
=
∫
R
|x|p
(
1 +
h‖f ′‖∞
|x|
)p
1{x∈R||x|+h‖f ′‖∞≥R}(x)dux(x)
≤
∫
R
|x|p
(
1 +
h‖f ′‖∞
R− h‖f ′‖∞
)p
1{x∈R||x|+h‖f ′‖∞≥R}(x)dux(x)
=
(
1 +
h‖f ′‖∞
R− h‖f ′‖∞
)p ∫
|x|≥R−h‖f ′‖∞
|x|pdux(x)
We now study the iteration TNh for some N ∈ N, we put the additional assumption that
R ≥ Nh‖f ′‖∞∫
|x|≥R
|x|pd(TNh u)x(x) ≤
N∏
j=1
(
1 +
h‖f ′‖∞
R− jh‖f ′‖∞
)p ∫
|x|≥R−Nh‖f ′‖∞
|x|pdux(x)
Now notice that
N∏
j=1
(
1 +
h‖f ′‖∞
R− jh‖f ′‖∞
)
≤
(
1 +
h‖f ′‖∞
R−Nh‖f ′‖∞
)N ≤ exp( Nh‖f ′‖∞
R−Nh‖f ′‖∞
)
.
Thus ∫
|x|≥R
|x|pd(Shu)x(Nh, x)
=
∫
|x|≥R
|x|pd(TNh u)x(x) ≤ exp
( pT‖f ′‖∞
R− T‖f ′‖∞
)∫
|x|≥R−T‖f ′‖∞
|x|pdux(x),
for any N and h such that Nh ≤ T .
For the general case choose N ∈ N and 0 ≤ s < 1 such that t = (N + s)h for t, s ≤ T∫
|x|≥R
d(Shu)x(t, x) = (1− s)
∫
|x|≥R
|x|pd(TNh u)x(x) + s
∫
|x|≥R
|x|pd(TN+1h u)x(x)
≤ (1− s) exp
( pNh‖f ′‖∞
R−Nh‖f ′‖∞
)∫
|x|≥R−Nh‖f ′‖∞
|x|pdux(x)
+s exp
( p(N + 1)h‖f ′‖∞
R− (N + 1)h‖f ′‖∞
)∫
|x|≥R−(N+1)h‖f ′‖∞
|x|pdux(x)
≤ (1− s) exp
( p2T‖f ′‖∞
R− 2T‖f ′‖∞
)∫
|x|≥R−2T‖f ′‖∞
|x|pdux(x)
+s exp
( p2T‖f ′‖∞
R− 2T‖f ′‖∞
)∫
|x|≥R−2T‖f ′‖∞
|x|pdux(x)
= exp
( p2T‖f ′‖∞
R− 2T‖f ′‖∞
)∫
|x|≥R−2T‖f ′‖∞
|x|pdux(x)
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The proof now follows because the right hand side tends to 0 as R goes to ∞. 
To end this section we have the following convergence theorem
Theorem 5.1.3 Given an initial data u0 ∈ Up, let u be the entropy solution to (1). Then
for any t ≥ 0
lim
h→0
Wp((Shu
0)x(t, x), (Shu)x(t, x)) = 0.
Proof: We already know from theorem 5.1.1 that
lim
h→0
Shu
0(t, x) = u(t, x) in L1loc(R),
hence Shu
0(t, x) = u(t, x) converges to u(t, x) in the sense of distributions, i.e. for every
ϕ ∈ C∞c (R,R)
lim
h→0
∫
R
ϕ(x)Shu
0(t, x)dx =
∫
R
ϕ(x)u(t, x)dx,
and so (Shu
0)x(t, x) converges to ux(t, x) in the distributional sense. Recall that in this
particular case distribution derivatives are probability measures and so we have the fol-
lowing relation. For every ϕ ∈ C∞c (R,R)
lim
h→0
∫
R
ϕd(Shu
0)x(t, x) =
∫
R
ϕdux(t, x).
We now ought to replace the function space C∞c (R,R) by Cc(R,R). In other words we are
going to get rid of the differentiability. For this we use the fact that for any continuous
real valued function ϕ with compact support, there exists a compact set K and a sequence
of ϕn ∈ C∞c (R,R) such that supp(ϕ) ⊂ K and ϕn → ϕ uniformly on K.
lim
h→0
∫
R
ϕd(Shu
0)x(t, x) = lim
h→0
∫
K
ϕd(Shu
0)x(t, x)
= lim
h→0
lim
n→∞
∫
R
ϕnd(Shu
0)x(t, x)
= lim
n→∞ limh→0
∫
R
ϕnd(Shu
0)x(t, x)
= lim
n→∞
∫
R
ϕndux(t, x)
=
∫
R
ϕdux(t, x).
Thus we have weak convergence of the probability measures.
Our previous lemma finishes the proof for it grants the convergence in the Wasserstein
metric Wp, according to theorem 2.1.1. 
Theorem 5.1.4 Given a locally Lipschitz real valued function f on R and two initial data
u0 and u¯0 in U , let u and u¯ be the associated entropy solutions to (1). Then, for any t ≥ 0
and p ≥ 1, we have
Wp(ux(t, x), u¯x(t, x)) ≤Wp(u0x(t, x), u¯0x(t, x))
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Proof: The proof of this theorem now easily follows from all the hard work done so far.
First of all, according to the proof of the theorem above, for any t ≥ 0 (Shu0)x(t, x) ⇀
ux(t, x) in the weak sense of probability measures and so lemma 2.1.5 yields
Wp(ux(t, x), u¯x(t, x)) ≤ lim inf
h→0
Wp((Shu
0)x(t, x), (Shu¯
0)x(t, x)),
but for each h ≥ 0
Wp((Shu
0)x(t, x), (Shu¯
0)x(t, x)) ≤Wp(u0x, u¯0x)
by lemma 5.1.4 and this completes the proof. 
Finally some consequences of all the work done so far
Corollary 5.1.5 Let f be any locally Lipschitz function on R, p ≥ 1 and u0 ∈ Up. Then
the entropy solution u to (1) belongs to C([0,∞),Up).
Proof: We have already shown that for every t ≥ 0 the solution to the scalar conservation
law u(t, x) belongs to Up. Furthermore by a theorem proved by S. Kruzˇkov, see theorem
3.1.1, we can assert that for 0 < t < s u(t, x) → u(s, x) in L1loc(R), and so following the
proof of theorem above we get that
ux(t, x) ⇀ ux(s, x)
hence it remains only to check the convergence of the moments of order p.
Let T ≥ s. We will prove that
lim
R→∞
sup
0≤t≤T
∫
|x|≥R
|x|pdux(t, x) = 0.
Let ε > 0 and R such that
sup
0≤h≤T
sup
0≤t≤T
∫
|x|≥R
|x|pd(Shu0)x(t, x) < ε,
Now choose φ ∈ C∞c (R,R) such that φ(x) = 0 on |x| ≤ R and 0 ≤ φ ≤ 1. On one hand we
get ∫
R
φ(x)|xp|d(Shu0)x(t, x)→
∫
R
φ(x)|x|pdux(t, x)
Since φ(x)|x|p ∈ C∞c (R,R) and we have already shown that (Shu0)x(t, x) converges to
ux(t, x) in the distribution sense as h goes to 0. But on the other hand we have that∫
R
φ(x)|xp|d(Shu0)x(t, x) < ε
for all 0 ≤ h, t ≤ T and so the limit∫
R
φ(x)|x|pdux(t, x) < ε
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for all 0 ≤ t ≤ T . From this we get
sup
0≤t≤T
∫
|x|≥R
|x|pdux(t, x) < ε
proving that
lim
R→∞
sup
0≤t≤T
∫
|x|≥R
|x|pdux(t, x) = 0
as desired. 
For the case p = 1 we get a sharp result
Corollary 5.1.6 Let f be any locally Lipschitz function on R and u0 ∈ U1. Then the
entropy solution u to (1) satisfies the following
‖u(t, x)− u(s, x)‖L1(R) ≤ 2|t− s|‖f ′‖L∞((0,1)).
Proof: By virtue of theorem 5.1.1 we know that Shu
0(t, x)→ ux(t, x) in Lloc1 (R), thus we
have for all s, t, n ≥ 0
‖u(t, x)− u(s, x)‖L1([−n,n]) = lim
h→0
‖Shu0(t, x)− Shu0(s, x)‖L1([−n,n])
but for all h > 0
‖Shu0(t, x)− Shu0(s, x)‖L1([−n,n]) ≤ ‖Shu0(t, x)− Shu0(s, x)‖L1(R) ≤ 2|t− s|‖f ′‖∞
and so
‖u(t, x)− u(s, x)‖L1([−n,n]) ≤ 2|t− s|‖f ′‖∞.
The result now follows since n was arbitrary. 
CHAPTER 6
The Burger’s Equation Revisited and some other
examples.
6.1 The Burger’s Equation Revisited and some other exam-
ples.
We are now going to perform explicit computations illustrating how to use the theory
developed so far in order to reckon out the entropy solution of the Burger’s equation, with
initial data
ut + (
u2
2
)x = 0
u0(x) = 1[0,∞)(x).
From theorem 5.1.1 it follows that we just need to reckon the following limit
lim
h→
Shu
0(t, x),
thus we proceed to calculate the iterations of the operator Th first.
1. Recall we are using X(0, w) to denote the generalized inverse of the Heaviside func-
tion u0.
X(0, w) = inf{x ∈ R|u0(x) ≥ w} = 0, for all w ∈ (0, 1),
thus the generalized inverse of u0 is the constant function 0.
2. We now let the function X(0, w) to evolve along the conservation law by letting
X(h,w) = X(0, w) + hw = hw, for all w ∈ (0, 1).
3. By definition of Th we get
Thu
0(x) =
∫ 1
0
1{w∈(0,1)|X(h,w)≤x}(w)dw =

0 if x ≤ 0,
x
h if 0 < x < h,
1 if x ≥ h.
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4. For N ∈ N we repeat the previous three steps N times, to find that
TNh u
0(x) =

0 if x ≤ 0,
x
Nh if 0 < x < Nh,
1 if x ≥ Nh.
With this simple calculation at hand we now proceed to reckon Shu
0(t, x).
Let h > 0 and choose N ∈ N and 0 ≤ s < 1 such that t = (N + s)h, now by definition
we get that
Shu
0(t, x) = (1− s)TNh u0(x) + sTN+1h u0(x).
Although we can achieve from this formula an approximate solution for the entropy
solution of 3.1.1, we opt to choose another way that actually will lead us to the solution
in any time t > 0, by means of less cumbersome formulas
Let t > 0, we choose an adequate sequence hk → 0; namely let hk = tk for all k ∈ N.
These adequate parameters will make Shu
0 simpler and easier to hand out.
In view of theorem 5.1.1, we are allowed to do so since we have shown that the following
limit exists
lim
h→0
Shu
0,
and so does not matter how we approach to it.
A simple computation yields
Shku
0(t, x) = T kt
k
u0(x) =

0 for x ≤ 0,
x
t for 0 < x < t,
1 for x ≥ t,
which is the entropy solution at time t, since this expression does not depend on k.
Consider now this initial data
v0(x) =

0 if x < 0,
1
2 if 0 ≤ x < 12 ,
1 if x ≥ 12
Following exactly the same three steps as in the previous example, we find out that, for
any N ∈ N
TNh v
0 =

0 if x < 0,
x
hN if 0 ≤ x < Nh2 ,
1
2 if
Nh
2 ≤ x < Nh+12 ,
x
hN − 12hN if Nh+12 ≤ x < Nh+ 12 ,
1 if x ≥ Nh+ 12 .
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Again if we want to know the entropy solution at any t > 0, we choose hk =
t
k and by
definition we get
Shku
0(t, x) = T kt
k
u0(x) =

0 if x < 0,
x
t if 0 ≤ x < t2 ,
1
2 if
t
2 ≤ x < t+12 ,
x
t − 12t if t+12 ≤ x < t+ 12 ,
1 if x ≥ t+ 12 .
Since this expression does not depend on k, we have immediately that this must be the
entropy solution.
Let p ≥ 1, we will show the behaviour of the Wasserstein metric along the solutions.
First, let’s study the initial data
W pp (u
0
x, v
0
x) =
∫ 1
0
|u0−1(w)− v0−1(w)|pdw =
∫ 1
1
2
(
1
2
)pdw = (
1
2
)p+1.
and then for any t > 0 ∫ 1
1
2
|wt+ 1
2
− wt|pdw = (1− 1
2
)(
1
2
)p.
Therefore the Wasserstein distance remains constant for all p ≥ 1 and all t > 0, as
expected.
6.1.1 The linear advection equation
This equation is of the form
ut + aux = 0
where a ∈ R. Suppose we have been given as initial data a function u0 ∈ U . In this case,
our computations of TNh yield the following
1. X(h,w) = X(0, w) + ha.
2. TNh u
0(x) =
∫ 1
0 1{w∈(0,1)|X(0,w)≤x−Nha}(w)dw =
∫ 1
0 1{w∈(0,1)|w≤u0(x−Nha)}(w)dw =
u0(x−Nha).
3. This shows that for every t > 0 the solution of the advection equation is
u0(x− ta),
solutions are just left or right translates of the the initial data, according to the sign
of a.
It is very important to point out that the observations made at 4 are satisfied in these
examples.
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6.1.2 Absolutely continuous independent random variables.
A random variable X is said to be absolutely continuous if there exists a measurable
function
fX : R→ R
called a probability density function, such that
FX(x) =
∫ x
−∞
fX(y)dy,
where the right hand side is an ordinary Riemann integral.
Definition 6.1.1 Let X,Y be random variables, defined on the same probability space.
X,Y are said to be independent if for every x, y ∈ R∫ 1
0
1{w∈(0,1)|X(w)≤x and Y (w)≤y}(w)dw
=
∫ 1
0
1{w∈(0,1)|X(w)≤x}(w)dw ·
∫ 1
0
1{w∈(0,1)|Y (w)≤y}(w)dw.
Following [2], the probability density function of the random variable X + Y is given
by
fX+Y (x) = fX ? fY (x),
the ? denotes the convolution product, see [10].
We will extract the entropy solution of an scalar conservation law in the case the
initial data and the hf ′(w) can be regarded as absolutely continuous random variables
and 4 is satisfied.
Let t > 0 and choose the adequate hk =
t
k for k ∈ N. Following the theory developed
we get
1. Let fu0 and gk be the probability density functions respect to the initial data u
o and
khf ′(w) respectively. T kh (x) = fu0 ? gk(x).
2. Our assumptions allow us to explicitly find the entropy solution by means of the
limit
lim
k→∞
fu0 ? gk(x) = fu0 ? G(x),
where
G(x) =
∫ x
t
−∞
g(y)dy,
and g is the density of the random variable f ′.
The main advantage of this approach is that it yields an explicit formula for the
solution for the reasonable price of finding out an appropriate function g, task which
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might not be easy, yet on the other hand convolution has a smooth effect on functions
which brings us in the case of 4, make computation easier.
In general it is a difficult task to find the cumulative distribution function of the
addition of two random variables, even when they are independent. That is why we have
chosen the case of absolutely continuous random variables. Also in many different fields
of knowledge, such as statistics, this is precisely the situation.
An interesting remark is that we can always suppose that the initial data and the
random variable f ′ are independent, since the limit of the scheme Shu0(t, x) is the entropy
solution of the conservation law, and it is unique by 3.1.1.
Conclusions and comments.
It is remarkable how the abstract notion of left-adjoin function became so useful every-
where when performing computations. We did not mention it explicitly but the adjoin
property is also used in 4, and this remark allowed us to easy make the computations of
the given examples.
The Wasserstein metric, as defined in this paper, has many applications in mathemat-
ical analysis, probability theory, physics and even economics since it provides a tool for
the study of mass transportation problems. See [13]. It should be pointed out that the
fact that we can use left adjoin functions to calculate it, is valid only in the real case.
A similar analysis has been done for the case a viscous conservation law, see [5] and
the Boltzman equation see [13].
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