Abstract-In this article, we revisit the type-theoretic account of higher-order model-checking by Kobayashi and Ong in the light of linear logic and of its relational semantics. We start from the well-known fact that every higher-order recursion scheme (HORS) on a given signature Σ may be seen after Church encoding as a lambda-term with fixpoint Y of a given secondorder type. We then observe that the type of this Church encoding is dual (in the sense of linear logic) to the type of alternating tree automata A on the same signature Σ. This duality simply reflects the fact that a tree automaton is eventually designed to interact with a tree. Guided by this basic but fundamental intuition, we show how to express inside the relational semantics of linear logic the set of states accepted by an alternating tree automaton A on the infinite tree generated by a HORS G of the same signature Σ. More specifically, we establish that this set of accepting states coincides with the composite G|A of the interpretation of the HORS G with the interpretation of the tree automaton A in the relational semantics. Once this purely semantic account of acceptance performed, we explain how to extend it to the more difficult case of alternating parity tree automata (APT). A meticulous analysis of the Kobayashi-Ong intersection type system leads us to the interesting discovery that the priorities (or colors) of APT behave in just the same way as a parametric version of the exponential modality of linear logic. This observation prompts us to formulate an infinitary and colored extension of tensorial logic (an intuitionistic and polarized refinement of linear logic) and of its relational semantics. We obtain in this way the following structure theorem, which clarifies the semantic nature of higher-order model-checking: every HORS G and every APT A on the same signature Σ can be interpreted in the relational semantics of tensorial logic, in such a way that the interaction G|A of their respective interpretations computes the set of accepting states of the automaton A on the infinite tree generated by the recursion scheme G. We briefly explain in the end of the paper how this connection with linear logic and its relational semantics enables us to recover in a clean and conceptual way the original decidability result of monadic second-order logic formulas on infinite trees generated by HORS.
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I. INTRODUCTION
Thanks to the seminal work by Girard and Reynolds on polymorphism and parametricity in the 1970s, it has been recognized that every finite tree t on a given signature Σ can be seen alternatively as a simply-typed λ-term of an appropriate type depending on Σ. This correspondence between trees and λ-terms is even bijective if one considers λ-terms up to βη-equivalence, see for instance Girard [1] . Typically, a finite tree t on the signature Σ = { a : 2 , b : 1 , c : 0 }
is the same thing as a simply-typed λ-term t of type
modulo βη-equivalence. The idea underlying the correspondence is that every constructor a, b, c of the signature Σ should be treated as a variable
where the number of inputs o in the type o → · · · → o → o of the variable a, b, c indicates the arity of the combinator. An equally well-known fact is that this translation extends to infinite trees generated by higher-order recursion schemes on the signature Σ if one extends the simply-typed λ-calculus with a fixpoint operator Y . Typically, the higher-order recursion scheme G on the signature Σ G = S → F a b c F x y z → x (y z) (F x y (y z))
constructs the infinite tree 
As expected, the higher-order recursion scheme G in (4) can be translated as a proof t A of this formula A in linear logic extended with a fixpoint operator Y . An amusing and slightly puzzling observation is that the scheme G can be alternatively translated as a proof t B of the formula B below:
with the same underlying simply-typed λ-term with fixpoint operator Y . The difference between the terms t A and t B is not syntactic, but type-theoretic: in the case of the term t A , the type A indicates that each tree-constructor a, b and c of the signature Σ is allowed to call its hypothesis as many times as desired:
whereas in the case of the term t B , the type B indicates that each variable a, b, c calls each of its hypothesis exactly once:
As a matter of fact, it appears that the proof t B is the image of the proof t A along a canonical coercion of linear logic
The status of this program transformation ι is difficult to understand unless one recalls that linear logic is based on the existence of a perfect duality between the programs of a given type A and their environments or counter-programs which are typed by the linear negation A ⊥ of the original type A. Accordingly, since the two terms t A and t B = ι • t A are syntactically equal, their difference should lie in the class of counter-programs of type A ⊥ or B ⊥ which are allowed to interact with them. This idea takes its full flavour in the context of model-checking, when one realizes that every tree automaton A on the signature Σ may be seen as a counterprogram whose purpose is indeed to interact with t A or t B in order to check whether a specific property of interest is satisfied by the infinite tree [[G] ] generated by the recursion scheme G. This leads to the tentative duality principle:
higher-order recursion schemes G tree automata A where a tree automata A on the signature Σ is thus seen as counter-programs of type A ⊥ or B ⊥ interacting with the higher-order recursion scheme G seen as a program of type A or B. An apparent obstruction to this duality principle is that, in contrast to what happens with recursion schemes G, it is in general impossible to translate a tree automaton A as a proof of linear logic -in particular because linear logic lacks nondeterminism. However, one neat way to resolve this matter and to extend linear logic with non-determinism is to embed the logic in its relational semantics, based on the monoidal category Rel of sets and relations. The relational semantics of linear logic is indeed entitled to be seen as a non-deterministic extension of linear logic where every nondeterministic tree automaton A = Σ, Q, δ, q 0 may be "implemented" by interpreting the base type o as the set Q of states of the automaton, and by interpreting each variable a, b, c as the following relations
deduced from the transition function δ of the automaton:
The nondeterministic tree automaton A is then interpreted as the counter-program
obtained by tensoring the three relations a, b, c lifted with by the exponential modality ! together with the singleton d = {q 0 } consisting of the initial state of the automaton, and understood as a counter-program of type Q ⊥ . Note that by composition with the contraposite ι
Note also that when the type o is interpreted as Q in the relational model, the counter-programs of type B ⊥ of the form ! a ⊗ ! b ⊗ ! c ⊗ d with d = {q 0 } correspond exactly to the non-deterministic tree automata on the signature Σ with set of states Q and initial state q 0 . The difference between the two types A and B becomes very clear and meaningful at this stage: shifting to the type A ⊥ enables one to extend the class of nondeterministic tree automata to nondeterministic alternating tree automata A with typical transitions of the form
meaning that the tree automaton A meeting the tree a(t 1 , t 2 ) at state q explores the left subtree t 1 twice with states q 1 and q 2 and does not explore at all the right subtree t 2 . Such a transition δ(q, a) is typically represented in the relational semantics of linear logic by the singleton relation
where one uses the set ! Q of finite multisets of Q to encode the transition (7) with the finite multiset {|q 1 , q 2 |} consisting of the two states q 1 , q 2 ∈ Q and the empty multiset ∅ of states. It should be stressed that a tree automaton A admitting such an "alternating" transition δ(q, a) cannot be encoded as a counter-program of type B ⊥ because the transitions of the tree automaton A are linear in that type and thus explore exactly once each subtree t 1 and t 2 of the tree a(t 1 , t 2 ). Summarizing the current discussion, we are entitled to consider that each linear type A ⊥ and B ⊥ reflects a specific class of tree automata on the signature Σ:
non-deterministic tree automata A ⊥ ↔ non-deterministic alternating tree automata Accordingly, the purpose of the coercion ι from t A to t B is to restrict the power of the class of non-deterministic tree automata allowed to explore the infinite tree [[G] ] generated by the higher-order recursion scheme G of signature Σ.
At this stage, the reader will probably agree that the connection between higher-order model checking and linear logic is sufficiently interesting and tangible to be worth elaborating further. To that purpose, we will explain how the conceptual point of view offered by linear logic and its relational semantics sheds light on the recent but already influential work by Kobayashi and Ong [2] .
The starting point of this paper is an article of Kobayashi [3] where the author associates to every alternating tree automaton A and higher-order recursion scheme G on a same signature Σ an intersection type system Kob(G, A). The typability in this system of the axiom of G with the initial state of A is equivalent to the acceptance by the automaton of the Σ-
] satisfies the cotrivial MSO property associated to A. Our first contribution in this article is to recast this result in a semantic framework, at the light of a connection between intersection types and denotations in appropriate models of linear logic [4] . We introduce an infinitary variant Rel of the relational model of linear logic, which has a coinductive fixpoint [5] . We use it for interpreting the syntactic fixed point operator Y , so that a λY -term t has a denotation [[t]] in Rel. We obtain the 
Kobayashi's result was extended to all the MSO properties by Kobayashi and Ong [2] . They incorporate in Kob(G, A) a colouring operation, defining in this way a new type system KO(A) together with a companion parity game Adamic(G, A) modelling the parity condition of A. They establish a fundamental correspondence theorem, which states that the existence of a winning run-tree of A over [ [G] ] is equivalent to the existence of a winning strategy for Eve in Adamic(G, A).
Accordingly, a second contribution of the paper is to introduce an equivalent variant Edenic(G, A) of the original parity game Adamic(G, A) as well as a variant KO f ix (G, A) of the original type system KO(A) and to establish a one-to-one correspondence between
• the winning strategies σ of Eve played in Edenic(G, A), • the winning derivation trees π constructed in KO f ix (G, A) and with conclusion the type judgement S : Ω(q0) q 0 :: ⊥ S : q 0 :: ⊥.
Here, the non-terminal S denotes the axiom of G, while the box Ω(q0) is simply a tag informing the type system KO f ix (G, A) that the initial state q 0 has colour Ω(q 0 ) in the alternating parity tree automaton A. An important point is that the winning condition on derivation trees of KO f ix (G, A) is extremely simple: a derivation tree π is declared winning precisely when all its infinite branches b are winning -for the usual parity condition. By composing this correspondence with the theorem established by Kobayashi and Ong [2] , we obtain the Correspondence theorem. The alternating parity tree automaton A has a winning run-tree over the value-tree [[G]] precisely when there exists a winning derivation tree with conclusion (9) in the type system KO f ix (G, A).
Although this result may appear as essentially technical, it is important because it discloses the truly proof-theoretic nature of the parity game Adamic(G, A) originally designed by Kobayashi and Ong in [2] . The study of the type system KO f ix (G, A), at the light of fundamental intuitions of game semantics, motivates the introduction of a new variant KO new f ix (G, A) in which the colouring policy is relaxed, yet sufficient for modelling type-theoretically the behaviour of an APT, as stated in Theorem 11.
This slight alteration of the original colouring policy of Kobayashi and Ong leads us to the third and main contribution of the paper, which is to elaborate a translation of the type system KO new f ix (G, A) into a refinement of linear logic called tensorial logic and developed by the second author in a series of recent articles [6] - [8] . The translation into tensorial logic relies on the unexpected discovery that the colours appearing in the type system KO new f ix (G, A) behave in essentially the same way as the exponential modality ! of linear logic, or as the necessity modality of the modal logic S 4 . In order to translate KO new f ix (G, A) into tensorial logic, we thus extend the logic with a specific modality noted m for each colour m ∈ N ∪ {−1}, and equipped with the structure of a parametric monoidal comonad in the sense of [8] . This means proof-theoretically that the following sequents are canonically provable in the logic: 
is a winning derivation tree of tensorial logic with colours.
Here, the infinite βη-long normal form t(G f rozen ) is an infinite λ-term deduced by a series of canonical and elementary transformations on the original higher-order recursion scheme G. On the other hand, the context Γ is a refinement of the simple types associated to the constructors of the signature Σ. Typically, in the case of the signature (1), the context Γ would refine the types (2) of the three constructors a, b, c of the signature. This refinement reflects the interaction G|A between the HORS G and the APT A. An important methodological point about the translation is that the definition of tensorial logic is independent of G and A, in contrast to the approach developed by Kobayashi and Ong where the definition of the type system KO(A) and of its companion parity game Adamic(G, A) depend on G and A. One recovers in this way the traditional interpretation of trees inherited from the work on polymorphism and parametricity by Girard and Reynolds. The approach moreover accomodates the coercion ι A B between alternating and non-alternating automata described in the introduction.
A last important contribution of this article is an extension of the semantic co-trivial model-checking to the full case of alternating parity automata. Indeed, the infinitary exponential of the infinitary model Rel can be composed with the parametric comonad . This provides a cartesian closed category in which a coloured fixed point operator can be defined [5] , so that terms with recursion as well as the constructors of Σ have a coloured interpretation [[t] ] in this infinitary model of the λY -calculus. We state the Semanticl model-checking theorem. An alternating parity automaton A with set of states Q has a run-tree with initial state q 0 over the value tree
Plan of the paper: after a description of the related works in §II and the necessary preliminaries on logical specification and tree automata in §III, we introduce higher-order recursion schemes in §IV. In §V, we recall Kobayashi's intersection type system, and prove that it can be reformulated purely semantically, using an infinitary variant of the relational model of linear logic. We then recall the type system KO(A) of Kobayashi and Ong, which extends Kobayashi's approach to the case of an alternating parity tree automata A. Its companion parity game Adamic(G, A) is introduced in §VI. Motivated by type-theoretic intuitions, we modify it and obtain a variant Edenic(G, A). We prove the equivalence of these games. From Edenic(G, A), we define a variant KO f ix (G, A) of the original type system KO(A), which features a recursion rule f ix and reflects directly into derivations the parity condition of Adamic(G, A). We establish the correspondence Theorem 9 which states that a winning strategy for Eve in Edenic(G, A) is the same thing as a winning derivation tree in KO f ix (G, A) of the typing judgement (9) . In §VII, after recalling a well-known correspondence between innocent strategies and typing derivations for simply-typed β-normal λ-terms, we modify the recursion scheme G to obtain G f rozen , which generates an infinite λ-term in normal form. We sketch a variant of traditional innocent game semantics, in the spirit of the parity game Edenic(G, A), whose interactions correspond to the construction of typing trees in KO f ix (G, A). At the light of this connection with game semantics, we show that the coloring policy of KO f ix (G, A) can be relaxed, and obtain a new type system KO new f ix (G, A), which reveals that the coloring operation acts logically and semantically as a parametric comonad. We deduce a colored variant of tensorial logic in §VIII, which leads us to the definition of an infinitary, colored variant of the relational semantics of linear logic in §IX, in which the interpretation of the λY -term associated to a recursion scheme can interact with alternating parity automata, resulting in the semantic model-checking Theorem 13. We then conclude and give a few research directions in §X.
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II. RELATED WORKS Propelled by the seminal result by Ong [10] , higher-order model checking has been a very active topic. In particular, much work has been devoted to reestablish the original decidability result by Luke Ong. Besides the type-theoretic approach developed by Kobayashi and Ong [2] , [3] , Hague, Murawski, Ong, Serre [11] developed an automata-theoretic approach based on the translation of the higher-order recursion scheme G into a collapsible pushdown automaton (CPDA), which led the four authors to yet another proof of Luke Ong's decidability theorem. An important and clarifying connection was then made by Salvati and Walukiewicz between this translation of higher-order recursion schemes into CPDAs and the traditional evaluation mechanism of the environment Krivine machine [12] . Following this discovery, Salvati and Walukiewicz are currently developing a semantic approach to higher-order model checking, based on the interpretation of the Krivine environment machine in finite models of the λ-calculus with fixpoint operators, see [13] , [14] for details.
Besides its application to the concrete implementation of higher-order model checkers [15] , [16] , the type-theoretic approach to higher-model checking initiated by Kobayashi and Ong [2] , [3] has attracted a lot of theoretical interest in the community. In particular, Haddad developed in his PhD thesis [17] an automata-theoretic reformulation of the Kobayashi-Ong type system KO(A) and companion parity game Adamic(G, A), which lead him to a constructive proof of the decidability of the selection problem for monadic secondorder logic, see [17] , [18] for details. Ong and Tsukada [19] suggested another reformulation of the higher-order modelchecking problem, based on game semantics enriched with a parametrised adjunction.
The idea of connecting linear logic to automata theory is a longstanding dream which has been nurtured by a number of important contributions. Among them, we would like to mention the thorough categorical and proof-theoretic study by Santocanale [20] - [22] of the connections between circular proofs, µ-bicomplete categories, and the modal µ-calculus. Another source of inspiration has been the work by Baelde [23] on a multiplicative additive linear logic µM ALL extended with a dual pair of induction (µ) and coinduction (ν) operators on the formulas. Finally, let us also mention the recent work by Terui [24] who develops a semantic and typetheoretic approach based on linear logic, intersection types and automata theory in order to characterize the complexity of evaluation to the booleans in the simply-typed λ-calculus. See the related work on intersection types and complexity by de Carvalho [25] . The relation between intersection type systems and relational semantics was studied by the authors in [4] , at the light of Bucciarelli and Ehrhard's indexed linear logic, a logical characterization of the relational semantics of λ-terms introduced in [26] , [27] .
III. LOGICAL SPECIFICATION AND AUTOMATA THEORY

A. Preliminaries: trees and types
Given a ranked alphabet Σ, we consider two kinds of Σ-labelled trees:
• ranked trees, in which the number of children of a node labelled with f ∈ Σ equals the arity ar(f ) of its label, • and unranked trees, in which this constraint is relaxed:
they coincide with Σ-labelled directed acyclic graphs. Note that we consider trees of finite or countable depth. In this approach, trees are intended to model the branching behavior of a recursive program, which may indeed contain infinite executions, corresponding to countable branches.
Given a base type ⊥, we consider the set K of simple types as the one generated by the grammar κ ::= ⊥ | κ → κ modulo associativity of the arrow to the right, so that every simple type can be written uniquely
where n is the arity of κ, denoted ar(κ). The complexity of κ may be measured by its order, defined inductively by order(κ) = 0 if n = 0 and
else. In the sequel, following Kobayashi and Ong [2] , we shall refer to simple types as kinds, to prevent confusions with intersection types. We write f :: κ or t :: κ when a symbol f or a term t has kind κ. A symbol f ∈ Σ has kind
and order 0 or 1. It has order 0 if and only if it is a leaf label. Ranked trees may be understood as well-typed trees.
B. Monadic second-order logic and modal µ-calculus
As mentioned earlier in the article, the purpose of higherorder model-checking is to abstract the behavior of a functional program with recursion as a tree approximating the set of its potential executions, and then to specify a logical property to check over this tree. The tradition in higher-order model-checking is to consider monadic second-order logic, a well-balanced choice between expressivity -it contains most other usual logics over trees -and complexity: the satisfiability of a formula is decidable for infinite structures of interestas infinite trees (Rabin 1969). Higher-order verification has a different approach: the question is whether a given tree satisfies the formula -or whether an equivalent automaton accepts it. A first step towards this automata model for MSO is Theorem 1 (Janin-Walukiewicz [28] ). MSO is equi-expressive to modal µ-calculus over trees.
where modal µ-calculus formulae are defined by
with f ∈ Σ. Given a ranked tree, the semantics of a formula is the set of nodes where it holds. The predicate f is true on f -labelled nodes, φ is true on nodes whose succesors all satisfy φ, i φ is true on nodes whose i th succesor satisfies φ, and the µ and ν are two fixed points operators which can be understood in two different manners. Semantically, they are dual operators, µ and ν being respectively the least and greatest fixpoint on the semantics of formulae. These formal semantics can be found in the Appendix. Another understanding of µ and ν is syntactic and closer to automata theory: both allow the unfolding of formulae
but → µ may only be expanded finitely, while → ν is unconstrained. The semantics of a formula may then be understood as the set of positions from which it admits unfoldings which are logically true and which do not use → µ infinitely.
C. Alternating parity tree automata
From this syntactic interpretation of fixed points over formulae, we can define a class of automata corresponding to modal µ-calculus, namely alternating parity automata (APT), whose purpose is to synchronise the unraveling of formulas with symbols of the tree. These automata are top-down tree automata, with two additional features:
• alternation: they have the power to duplicate or drop subtrees, and to run with a different state on every copy, • and parity conditions: since run-trees are infinitary by nature, these automata discriminate a posteriori the runtree unfolding → µ infinitely. The transition function takes values in positive Boolean formulae over couples of states and directions, its generic shape being
which consists of a non-deterministic choice of i followed by the execution of |J i | copies of the automaton, each on the successor in direction d i,j of the current node, with state q i,j . When every set J i is a singleton, we recover the usual notion of non-deterministic parity automaton. States of an APT may be understood as subformulae of the formula of interest, so that some correspond to subformulae µX. φ and others to subformulae νX. φ. To exclude infinite unfoldings of µ, every state q is given a color Ω(q) ∈ N. States in the immediate scope of a µ receive an odd color, and the others an even one. If q corresponds to a subformula of q , then the coloring will satisfy Ω(q) ≤ Ω(q ). The construction of Ω is such that the greatest color among the ones seen infinitely often in an infinite branch informs the automaton about which fixed point operator was unfolded infinitely along it.
A branch of a run-tree is winning when the greatest color seen infinitely often along it is even. A run-tree is declared winning when all its infinite branches are. Every modal µ-calculus formula φ can be translated to an APT A φ such that Theorem 2. Given a Σ-labelled ranked tree T , φ holds at the root of T if and only if A φ has a winning run-tree over T .
We denote Col = Ω(Q) the set of colors of an APT.
D. An interactive interpretation of APT
Recall that a parity game is a graph in which each vertex v ∈ V belongs to a player: Eve or Adam. It can be understood as a game where a token moves from vertex to vertex, starting from the initial one, and taking on each vertex an outer edge chosen by the player controlling it. The resulting interaction is called a play, and a maximal play is finite if and only if it ends on a vertex without outer edges. There is a coloring function Ω : V → N, and the winning condition over infinite plays is defined just as for infinite branches of run-trees. For finite maximal plays, the player controlling the last vertex looses.
A strategy for a player is a map from the set of plays ending with a node he controls to V. It indicates the player which move he should take during a play. It is positional if it can be recovered from a function V → V. The strategy is winning (resp. colorblind) if every maximal play (resp finite maximal play) in which it is followed by the player is winning for him. Theorem 3. Parity games enjoy positional determinacy: given an initial vertex, one of the players has a winning positional strategy from it. It is computable when the game is finite.
The execution of an APT over a tree T may then be understood as a parity game in which Eve constructs a runtree by playing the non-deterministic choice of the transition function (11): she selects i, while Adam chooses a direction to explore by picking j ∈ J i . A play is thus an exploration of a branch -controlled by Adam -of a run-tree built by Eve. Then Eve has a winning strategy from the root (and the initial state) if and only if she can build a run-tree in which Adam can not find a branch violating the parity condition, or rejected by the automaton: she has a winning strategy if and only if A has a winning run-tree over T .
IV. HIGHER-ORDER RECURSION SCHEMES
Functional programs are a challenge for verification, as they feature higher-order recursion. Higher-order recursion schemes (HORS) provide an abstract model of functional programs which precisely focuses on the complex program flow induced by this recursive power. HORS produce trees abstracting the set of executions of programs. They notably do not allow the evaluation of conditionals nor the treatment of references.
Consider a signature Σ, a set of variables V, and a set of non-terminals N . The function kind is extended to V N with a simple type for each variable and non-terminal. A HORS is the data of an axiom S ∈ N of simple type ⊥ and of a function R mapping each non-terminal N to a closed term
of simple type kind(F ), and such that each of the x i is in V and that t is a term without abstractions. The order of G is max ({order(kind(F )) | F ∈ N }). We define inductively the rewriting relation → G over terms by:
The value tree [[G]] of the scheme, when it exists, is defined as the limit tree obtained by this infinite rewriting process starting from S, and is a Σ-labelled ranked tree.
We define the term t(G) as the one obtained by considering R as a regular grammar. It is the infinite term corresponding to G; its β-reduction computes
Its value tree is depicted in Figure 1 . Even though the scheme is very simple, this is not a regular tree: it has infinitely many different subtrees. A consequence is that the application of Theorem 3 over [[G]] does not suffice to decide the existence of a winning run-tree over it. The effect of the transitions
is depicted in Figure 2 .
The higher-order model-checking problem is decidable: Theorem 4 (Ong [10] ). Given a MSO formula φ and a HORS G, it is decidable whether φ holds at the root of
This theorem has several alternate proofs. The key is to understand the action of APT at higher-order, and to run them on the terms describing the rules of the recursion scheme. Indeed, the finiteness of the scheme together with a higherorder extension of the parity game interpretation of APT lead to a finite parity game whose winner is effectively computable. Kobayashi and Ong [2] used a type-theoretic approach which will be crucial in our understanding of the semantic behavior of alternating parity tree automata.
V. THE KOBAYASHI-ONG TYPE SYSTEM
A. Alternation and intersection types
Kobayashi proposed in 2009 [3] a type-theoretic approach for higher-order verification, for the case of alternating tree automata without parity condition, based on the fundamental idea that a transition may be understood as a refinment of the simple type if :: ⊥ → ⊥ → ⊥ with an intersection type ∅ → (q 0 ∧ q 1 ) → q 0 . This refined type expresses the fact that, given any tree T 1 and a tree T 2 accepted from both states q 0 and q 1 , the composed tree if T 1 T 2 is accepted from q 0 .
A crucial point of Kobayashi's approach is the stability by surjective reindexing of the intersection types: given a surjectionf :
This implies in particular the expected equation σ ∧ σ = σ. From this fundamental idea, given a HORS G and an alternating automaton A without parity condition, Kobayashi designs a type system Kob(G, A) such that:
Theorem 5 (Kobayashi [3] ). The provability of the sequent Note that A does not have a parity condition, and only accounts for safety properties. The corresponding formulas of modal µ-calculus only make use of the fixed point operator ν.
B. Intersection types and models of linear logic
A careful study of the type system Kob(G, A) in the case of λ-terms without recursion lead the authors to prove that the typing derivations of η-long β-normal terms coincide with the construction of their denotations in a variant of the Scott model of linear logic inspired by [24] , where the return type ⊥ is interpreted as the set Q of states of an automaton.
A first contribution of this article is to lift from these qualitative semantics of linear logic to its quantitative, relational semantics, following a line of work the authors initiated in a type-theoretic fashion in [4] . A term t of simple type ⊥ over a signature Σ = {f i : a i }, which reduces to a Σ-labelled ranked tree, can be interpreted under the Girard-Reynolds polymorphic interpretation of trees as a subset
where this relational interpretation of terms and types only differs of the usual one by the fact that
The transition function of an APT over Σ with states in Q is interpreted as
the idea being that a transition (13) 
In other terms, the interpretation of a term can interact with the dual one of any APT with set of states Q, the result being the set of states from which its normal form is accepted by the automaton. The only hurdle to an extension of this theorem to terms with recursion is the finiteness of the relational semantics: higher-order recursion may produce terms using their inputs countably. The authors solved this problem by defining an infinitary relational model Rel of linear logic, whose objects are the sets of cardinality at most the one of the reals, and the morphims are relations. There is an exponential modality sending a set A to the set A of finiteor-countable multisets of elements of A, see [5] for details. This model admits a coinductive fixed point operator, which gives an interpretation of the fixed point combinator Y and thus of λY -terms, which we denote 
, where t is the λY -term canonically associated to the recursion scheme G.
C. A treatment of the parity condition
Kobayashi's type-theoretic approach to higher-order modelchecking was extended by Kobayashi and Ong [2] to account for the parity condition of APT. The key idea is to enrich the intersection types with a coloring information, which propagates in the typing the sequence of colors played by the automaton. Consider a rule (12) 
where the variable x i appears twice, and which admits a noncolored typing where x i : σ is the only refined type for x i . In the colored type system, setting m 1 and m 2 the maximal colors seen on the two branches leading from the root of the term to the occurences of x i , the corresponding colored typing is x i : m1 σ ∧ m2 σ. The colored type system is again idempotent: if m 1 = m 2 , the typing collapses to x i : m1 σ. Formally, given a set of states Q, the colored intersection types are generated by the grammar
and are considered modulo surjective reindexing (14). The refinment relation for these types is defined in Figure 3 . The color acts on refined types and contexts by m i∈I
Given an APT A with set of states Q, its coloring function Ω is extended to intersection types by Ω(τ → σ) = Ω(σ). The Kobayashi-Ong type system is defined in Figure 4 . Note that it only allows to type terms without recursion, the point being that the non-terminals occuring in a term are typed with the Axiom rule and thus appear in the context of a typing sequent
More specifically, in the Kobayashi-Ong type system, every rule of a recursion scheme admits a finite number of typings (15) , where the contexts consit of refined typings of the nonterminals occuring in R(F ). The typical shape of the typing of a non-terminal G in ∆ is
D. Recursion as a parity game.
Fixing a recursion scheme G and an APT A, we obtain a finite set of typings (15) for each rewrite rule. In order to account for recursion, Kobayashi and Ong introduce the finite parity game Adamic(G, A), in which Adam incrementally tries to disprove Eve's typing by picking non-terminals to unfold.
More specifically, Eve's vertices correspond to colored typings for non-terminals, while Adam's vertices are typing contexts. There is an edge from a typing F : m θ :: κ to a context ∆ if and only the sequent
is provable in the colored type system KO(A), and there is an edge from a context ∆ to a typing G : m θ :: κ if and only if G occurs in ∆ with this refined type -that is, if G occurs in ∆ as (16), if there is i ∈ I such that m = m i and θ = θ i . Note that the resulting game is finite, due to the surjective reindexing condition (14). Vertices F : m θ :: κ receive color m; others vertices receive the neutral color 0.
A play is winning for Adam if and only if it ends on a node F : m θ :: κ from which Eve has no move -that is, if she made a typing assumption she can not prove -or if it is infinite and such that Adam could choose infinitely often to expand a non-terminal of maximal odd color. Therefore, Eve has a winning strategy in this game if and only if she can ensure the existence of a winning sequence of typings along every possible branch of reductions in the scheme, leading to Theorem 8 (Kobayashi-Ong [2] ). Eve has a winning strategy in the parity game Adamic(G, A) if and only if the alternating parity tree automaton A has a winning run-tree over [[G] ].
VI. A COLORED TYPE SYSTEM FOR VERIFICATION
Despite its intuitive connection with type theory, the game Adamic(G, A) does not describe the on-the-fly construction of a branch of a typing proof, for two essential reasons:
• Eve does not provide a witness of the typing proof of the sequent (17) which builds ∆, so that proofs can not be extracted from plays, and that no distinction is made between different derivations with the same conclusion, • and Adam does not play an occurence of a non-terminal in R(F ), but a typing which could, due to idempotency, correspond to several Axiom leaves of a derivation tree. In order to understand the game Adamic(G, A) from a purely type-theoretic point of view, we introduce the parity game Edenic(G, A), which only differs on these two points:
• Eve plays typing proofs of sequents (17) in addition to the context ∆ they build, • and Adam plays occurences of non-terminals appearing in the term R(F ) -or, equivalently, picks an Axiom leaf introducing a non-terminal in the proof π provided by Eve at the previous turn. Note that the resulting game is bigger, yet finite. We prove the following correspondence:
for a ∈ Σ and mij = max(Ω(qij), Ω(q)) ∅ a : Note that the collapse of stategies of Edenic(G, A) to strategies of Adamic(G, A) relies on a uniformization property which is reminiscent of the proof of the positional determinacy of parity games: from a winning strategy for Eve in Edenic(G, A), one can extract such a strategy in which, given a colored type, any occurence of a non-terminal with this type will be mapped to the same typing proof.
B. Colored typings
Edenic(G, A) is so close to type theory that it is tempting to devise a corresponding type system. Consider the system KO f ix (G, A) obtained from KO(A) by restricting the Axiom rule to variables x ∈ V, and by adding the f ix rule Γ R(F ) :
Note that derivations of infinite depth are allowed in KO f ix (G, A). Colorblind strategies σ for Eve in Edenic(G, A) are easily translated as proofs π(σ) in KO f ix (G, A), by incrementally plugging to every f ix rule the finite proof-tree she answers in σ, starting from the unfolding of the axiom S of the scheme . . .
Of course, the inverse process can be defined as well, leading to the unique definition for every derivation tree π in KO f ix (G, A) of a colorblind strategy σ(π) for Eve in Edenic(G, A). Adam's rôle in Edenic(G, A) is also transported in KO f ix (G, A): its strategies leading to infinite interactions with σ are in one-to-one bijection with the infinite branches of π(σ). Strategies resulting in finite interactions are not quite branches, but paths leading to an instance of a f ix rule expanding a term without non-terminals. In order to account for the parity condition in Edenic(G, A), we color the f ix rules of the tree in the same manner: every f ix rule expands a non-terminal occuring as (16) in the context introduced by the immediately preceding instance of f ix; it receives the color m i corresponding to the refined type θ i of the occurence to expand. The first f ix rule, which expands S, receives color 0. Now the usual parity condition for trees is incorporated to KO f ix (G, A) derivation trees: winning derivation trees are those whose infinite branches all satisfy the parity condition. It is also possible to give a direct proof of this Theorem, which puts to light a key feature of the design of the coloring policy : when an abstraction λx. t is typed with c θ → θ , the color c is exactly the one seen from the root of the term to the leaf x. Consider now a term t containing a free variable y, and the application (λx. t) t which β-reduces to t[x ← t ]. The color of the variable y should then be the maximum of the one it had in the typing proof of t : θ, and of c: this is precisely the action of mi ∆ i in the App rule.
VII. A CONNECTION TO GAME SEMANTICS
One main reason for reformulating the original parity game condition of Adamic(G, A) as a condition on the infinite branches of a derivation tree of KO f ix (G, A) is that it enables us to see the interaction between Eve and Adam in Adamic(G, A) as the interaction between a program G and a counter-program A in game semantics. There is indeed a wellknown correspondence between the notion of innocent strategy in game semantics introduced by Hyland and Ong [29] and the usual proof-theoretic notion of derivation tree.
More specifically [30] , a η-long β-normal term t of simple type A = A 1 → · · · → A n → ⊥ is interactively interpreted in innocent game semantics as an interaction starting from the Opponent question Ω A . The Opponent plays by naming the variables, and asking the Player for the head of the term:
and the Player answers by providing the head symbol, as well as by opening new Opponent questions of appropriate type:
where a has simple type B 1 → · · · → B m → ⊥. The interaction continues as the Opponent asks one of the open questions. Note that this is very close in spirit to the game Edenic(G, A), with some crucial differences: 1) the terms we consider are not in β-normal form, due to the f ix rule, 2) they are not in η-long form either, 3) in Edenic(G, A), the typing derivations are constructed with a big-steps policy, while in game semantics the Player reveals the term symbol after symbol, 4) t(G) is usually an infinite term, while traditional game semantics studies finite ones, 5) we consider refinment semantics with colors: the plays over simple types should account for the intersection refinment types we build in Edenic(G, A), and the parity condition should be rephrased over interactions, 6) we restrict Adam to the exploration of branches. To bypass problem 1), we introduce a fresh variable f for every non-terminal F ∈ N , with kind(f ) = kind(F ) → kind(F ). We then define a new recursion scheme G f rozen in which the occurences of any non-terminal F in rewrite rules are replaced with f F . To address 2), we also put the rules in η-long form. This preserves typing in KO f ix (G, A): in a derivation tree, the instances of the rule f ix Γ R(F ) : θ :: κ f ix F : Ω(θ) θ :: κ F : θ :: κ are replaced with
After this modification of the original scheme, notice that the infinite term t(G f rozen ) is in η-long β-normal form, and that calls to the newly introduced variable f associated to a non-terminal F ∈ F correspond to a new kind of moves, where Opponent asks for the unfolding of a rewrite rule and Player answers with its type. Note that these moves are the only ones corresponding to moves of Edenic(G, A): all the others were removed from this big-steps game. It is easy though to define a small-step game from Edenic(G, A), at the light of the previously sketched connection with game semantics. Note that we can define a "small-step" coloring of moves as well: on each Application rule, Adam's choice to explore the typing u : θ i outputs color m i .
To address issue 4), we allow infinite interactions in game semantics. For point 5), we modify moves, so that they are labelled with colored intersection types: A and B are now types i1∈I1 mi 1 θ i1 → · · · in∈In mi n θ in → ⊥. Player provides refined typings in moves (19) , and Opponent chooses in a move (18) not only a pending question Ω i j ∈I j m i j θi j but also an index i j corresponding to a refined type to explore. The question of coloring is particularly interesting in this framework, in the light of Melliès' work on the categorical semantics of coeffects, guided by its relation with game semantics [31] [8] . It appears that we can change the coloring policy of the KO f ix (G, A) type system, which is too saturated. We add a new neutral color −1 to Col, and modify the three rules introducing symbols:
Axiom-new
for a ∈ Σ and m ij = Ω(q ij ) (same inference)
The idea is that only symbols of Σ create colors. All the variables and non-terminals introduced in the calculus are no more than color conveyers. This is why they are introduced with a neutral color −1. Note that it is odd, so as to forbid the invalid infinite typing of a rule F = F . Call KO 
VIII. TENSORIAL LOGIC WITH COLORS
The semantic idea behind the reformulation of KO f ix (G, A) into KO new f ix (G, A) is that every symbol of the signature Σ opens a coloring box which affects the behavior of the boxed term in the same way as an exponential modality ! of Girard, or more precisely as a comonadic capability or coeffect [32] . In the case of colors and priorities, these coeffects regulate the inductive/coinductive evaluation policy of fixed points in the term. Consider a unary symbol a ∈ Σ such that δ(q, a) = (1, q 0 ) ∧ (1, q 1 ) and set c i = Ω(q i ). The application of a term t of appropriate type to a can be understood pictorially as It should be noted that this figure depicts a very precise semantic concept: the coloring modality is a parametric comonad [8] [31] . In other terms, we can endow tensorial logic -a polarized refinement of linear logic providing a purely typetheoretic account of game semantics [6] - [8] -with a coloring modality, leading to formulas defined as σ, σ 1 , . . .
The multiset notation [σ j | j ∈ J] is introduced in order to reflect the intersection operator in the logic, as in Section V, see also [4] . Note that J is at most countable. The sum of multisets is defined as expected: finite multiplicities are added up, and the countable multiplicity is absorbing [5] . The sum of contexts is defined when all the variables have a multiset as a refinment type, by summing the multisets and leaving the variable names and kinds untouched. Tensorial logic can be used as a refinment type system for λ-terms, the essential rules being presented in Figure 5 . The fact that is a parametric monoidal comonad means that
are canonically provable sequents in colored tensorial logic.
As for KO f ix (G, A) and KO 
IX. COLORED SEMANTICS OF LINEAR LOGIC
Tensorial logic is a logical description of game semantics in asynchronous games [6] [7] . In particular, the derivations of formulas of tensorial logic can be understood as constructions of denotations in the relational model of linear logic. Together with the extension of tensorial logic to the infinitary, colored setting, we can define a colored, infinitary variant of the relational model of linear logic [5] . We add to the infinitary relational model Rel of Section V a parametric monoidal comonad such that A = Col × A, with morphisms
defining a lax monoidal comonad. It distributes over , so that these comonads can be composed to give a colored exponential . A parity fixed point operator Y satisfying the equations of a Conway operator can be defined as well; it reflects in the denotations of terms the effect of the parity condition of the automaton, by excluding infinite compositions of odd-colored inputs. This fixed point operator can be seen as a combination of the inductive and coinductive fixed points of the model, for which the coloring information imposes the appropriate fixed point operator with respect to the specification. Denote by Remark that the semantics of a term only depends of the choice of the set of states and of the coloring function Ω.
X. CONCLUSIONS AND PERSPECTIVES
The purpose of the present work is to uncover a series of basic but fundamental semantic principles underlying the field of higher-order model-checking. To that purpose, we start from the intersection type system KO(A) introduced by Kobayashi and Ong in order to reflect the interaction between a higher-order recursion scheme G and an alternating parity tree automaton A. The introduction of this somewhat complicated type system by Kobayashi and Ong was a decisive step in the field, but it remained to be interpreted at the appropriate conceptual level, using the powerful stream of ideas provided by contemporary semantics: linear logic, relational semantics, game semantics, parametric monads, etc.
This is precisely what the present paper achieves to do for the first time, in three steps. First, we reformulate the type system KO(A) and its companion parity game Adamic(G, A) in a convenient and purely proof-theoretic fashion, directly inspired by our work on tensorial logic and game semantics. Second, we reveal the somewhat unexpected comonadic nature of colors in higher-order model checking -which makes them behave in a similar way as the exponential modality ! of linear logic. As a third and final step, we establish a clean connection between Kobayashi and Ong's original type system and a variant of tensorial logic extended with a parametric and colored notion of exponential comonad m .
We believe that the resulting connection between higherorder model-checking and linear logic is fundational and brings the expected clarity to the field. In particular, we have shown in independent work how to recover the decidability result of higher-order model-checking originally established by Ong [10] . The decidability result is obtained by constructing an appropriate extensional collapse of the infinitary relational semantics of tensorial logic to a suitable qualitative coloured semantics of linear logic [33] [34] -inspired inspired by Ehrhard's recent characterization [35] of the extensional collapse of the relational semantics of linear logic as the model of prime-algebraic complete lattices, a natural extension in linear logic of the well-known Scott semantics of the simply-typed λ-calculus.
