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ABSTRACT 
We present some equivalent characterizations of the block similarity of matrix 
pairs, with an application to a characterization of the similarity of two square 
matrices. Also a survey of some generalizations of properties of the invariants of 
similarity to the invariants of block similarity is presented. 
1. INTRODUCTION: FIRST DEFINITIONS AND NOTATION 
Block similarity first appeared under the name of feedback equivalence 
in the literature of control theory [6]. In this context this equivalence re- 
lation can be seen as a natural generalization of the usual similarity of 
homogeneous systems of differential equations to nonhomogeneous ones. 
Namely, consider the following homogeneous first order time-invariant sys- 
tem of n differential equations 
i(t) = Ax(t), A E IF?‘“. (1) 
A nonsingular change of variables y = P-la: yields a new system whose 
coefficient matrix B is related to A by the usual similarity: 
B = P-lAP. 
If we consider a system similar to (1) but with m controls: 
k(t) = Ax(t) + Bu(t), (A, B) E WnX” x WnX”, (2) 
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a wider range of transformations may be available to produce an equivalent 
system. In fact, besides a nonsingular change of the variable z, called the 
state of the system, 
y = P-h, P nonsingular, 
we can perform a change of the variable U, called the inputs or control of 
the system, 
u = Qv, Q nonsingular, 
or we can even make a change of the controls with respect to the states, 
u = Fx. 
These three transformations produce equivalent systems whose matrix co- 
efficients are related to (A, B) as follows: 
(tl)(A, B) w (P-lAP, P-l B), Pnx,, invertible, 
(M-4 B) - (A, BQ), Q mxm, invertible, 
(t3)(A,B) - (A + BF,B), Fm,,. 
We can identify the system (2) with the matrix pair (A, B), and in 
order to study the algebraic properties of this pair we can think of it as a 
pair of matrices with entries in an arbitrary field, IF. Thus, from the above 
considerations we can give the following definition of block similarity or 
feedback equivalence: 
DEFINITION 1. Two matrix pairs (A, B), (Al, BI) E lFnXn x IFnx” are 
block-similar if one can be obtained from the other by one or more of the 
above transformations. 
This means that block similarity is the equivalence relation induced by 
the action of the so-called feedback group 
: P E Gl,(lF), Q E Gl,(F), R E IFmXn 
on the set F”‘” x TPx” of matrix pairs defined by 
(AJqZ ;I) ^vf (P(A + BQR)P-‘, PBQ). 
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An important class of systems with controls are the so-called controllable 
s?@ems. An algebraic characterization of controllability is the following: 
Let (A, B) E Fnx” xFnXm. The controllability matrix of this pair is defined 
to be 
C(A, B) = [BABA2B.. . A”-lB] E Fnxnm. 
The pair (A, B) is said to be controllable if rank C(A, B) = n. 
It seems that the classification of linear systems under feedback equi- 
valence and in the presence of controllability was first considered in [6]. 
The second definition of block similarity appears in a natural way when 
dealing with the problem of characterizing the similarity invariants of all 
possible completions of a rectangular matrix [A B] E FnX(n+m), A E IFnXn 
[32,15]. 
DEFINITION 2. Let (Al,B,),(Az,Bz) E iFnx” x IFnXm. We will say 
that these two pairs are equivalent if there exists an invertible matrix T E 
I? such that for each pair (Ci,Di) E IF”‘” x FmXm there exists a pair 
(C,, 02) E IFrnX” x IFmXm such that 
It is easily seen that if T E r, then the relation just defined is symmetric. 
We will see in the next section that if for each pair (Cl, 01) there is a pair 
(Cz, 02) such that (3) holds and conversely-i.e., if V(C2, Dz), 3(Ci, 01) 
such that (3) holds- then T must be in I. Actually, if 
then we have that 
P 0 
P-~[AIBII R Q 
[ 1 = [&&I, 
and this is equivalent to saying that (Al, B ) 1 and (AZ, Bz) are block-similar. 
Later on we will see other characterizations of block similarity. 
Kalman [20] and Rosenbrock [28] showed that block similarity of matrix 
pairs can be defined in terms of the strict equivalence of the associated 
singular pencils. Namely if (Al, Bl), (AZ, B2) E lFnxn x FnXm, then we can 
consider the singular pencils 
[& - Al, -Bi] and [sin - AZ, -Bz], 
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These two pencils are strictly equivalent if there exist nonsingular constant 
matrices P E Fnxn and 7’ E IF(nfm)x (n+m) such that 
P[sl, - Al, -B1] T = [& - AZ, -Bz]. 
From this relation it is easily concluded that T must be an element of I, 
and then (Al, B1) and (AZ, Bz) are block-similar. 
Brunovsky [6] gave a complete system of invariants for this equivalence 
relation and a canonical representation of each equivalence class when the 
system is controllable. However, since two pairs are block-similar if and 
only if their associated pencils are strictly equivalent, a complete system of 
invariants and a canonical form can be obtained from the Kronecker theory 
of singular systems. (See for example [lo] .) 
In general two singular pencils are strictly equivalent if they have the 
same 
(a) column-minimal indices, 
(b) row-minimal indices, 
(c) infinite elementary divisors, 
(d) finite elementary divisors. 
It turns out that a pencil like [sl, - A, -B] doesn’t have either row- 
minimal indices or infinite elementary divisors [15]. Thus a complete system 
of invariants for the block similarity is provided by the column-minimal in- 
dices and the finite elementary divisors of the pencil. In the linear systems 
literature the column-minimal indices of (A, B) are known as its controlla- 
bility indices. On the other hand, the elementary divisors of [sl, - A, -B] 
as a pencil are those of [sl, - A, -B] as a polynomial matrix. Since the 
elementary divisors of a polynomial matrix completely determine its invari- 
ant factors, and conversely, we will say that the invariant factors of (A, B) 
are those of [sl, - A, -B] as a polynomial matrix. 
As a conclusion we have that two matrix pairs are block similar if and 
only if they have the same controllability indices and the same invariant 
factors. 
A canonical form for block similarity can also be obtained from the 
Kronecker canonical form for singular pencils [15], but a completely con- 
structive proof can also be given (see [30, 321). Namely, if rank B = T, ICI > 
. . 2 k,. > 0 are the controllability indices of (A, B), and or 1. . . ian are its 
invariant factors, with oi = 1,1 5 i 5 t, and d(ot+r) > 0 where d(.) means 
degree], then (A, B) is block-similar to a pair (A,, B,) with the following 
SIMILARITY AND BLOCK SIMILARITY 465 
form: 
A, = 
. . . b 
0 
0 1 o...o 
0 Ol...O 











0 . . . 0 . . . 0 
0 . . . 0 . . 0 
. . . . . . 
. . 
0 . . . 0 . . . 0 
1 . . . 0 . . . 0 
0 o...o . . . 
0 . . . 0 . . . 0 
. . . 
. . 
. 
0 . . . 0 . . . 0 
0 l...O . . . 
0 
where N = Diag(N1, . . . , N,_t), Ni being a companion matrix of ~,_i+i, 
l<i<n-t. 
A pair (A,, B,) with the above form will be called a pair in Kronecker- 
Brunovsky canonical form. 
The controllability indices of a pair (A, B) can be characterized as fol- 
lows: Form the controllability matrix 
C(A, B) = [BABA2B.. . A”-lB]; 
assume that rank C(A, B) = s. Select the first s linearly independent 
columns of C(A, B) from the left to the right. This provides a basis of 
the subspace S(A, B) of ll? spanned by the columns of C(A, B), called the 
controllability subspace of (A, B). Let such a basis be 
{bl,Abl, . . ,Aml-%~, b2,Ab2,. . . ,Am2-‘b2,. . . ,&.,A&. . . , Am,--lb;,}, 
where we are assuming, for simplicity, that the first r columns of B are 
the only linearly independent columns of B. Rearrange the positive inte- 
gers ml,..., m, in nonincreasing order and denote by ki > . . . 2 k,. the 
obtained sequence. These are the controllability indices of (A, B). 
We see from this construction that (ki, Icz, . . . , kr) is a partition of s, 
i.e., 51 + . . . + k, = s and ki > . . . 2 lc,. > 0. If we define 
7-i = #{j : kj 2 i}, l<i<n 
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(# stands for cardinality), then (~1,. . . ,T,) is another partition of s, and 
(ICI,. . . ,k,) and (~1,. . . , T,) are called conjugate partitions. There is an 
explicit form for characterizing the components of the conjugate partition 
of the controllability indices of (A, B) in terms of (A, B): 
r1 = rank B, 
ri = rank [BAB . AiplB] 
-rank [BAB . Ai-‘B], 2<i<n. 
These numbers will be called the Brunovsky numbers of (A, B) (see [6]). 
Since a partition and its conjugate uniquely determine each other, we 
can conclude that the Brunovsky numbers and the invariant factors of 
(A, B) form a complete system of invariants for block similarity. 
Although less known, there is canonical form associated to the Brunovsky 
numbers [l] : 
Ab = 
0 0 .‘. 0 0 0 
E,, 0 ... 0 0 0 
0 ET3 . . . 0 0 0 
. . 
. . : : : 
0 0 ... ETk 0 0 




&= . , 
0 
_ 0 _ 
where ET1 = [ITT, O] E IFTIXm, ET2 = [IT%, 0] E IFT~xT~-l, 2 5 i 5 k, and 
Ic = kl, the biggest controllability index. This canonical form has been 
successfully used in some completion problems (see [l]). 
2. COMPLETION AND STATE FEEDBACK PROBLEMS: NEW CHAR- 
ACTERIZATIONS OF BLOCK SIMILARITY 
We are going to consider now the following two sets of matrices: 
Ext(A,B) = ; ; 
{[ 1 :CEIFmXn,DEIFmXm 
Feed(A, B) = {A + BF : F E IF,‘“}. 
The first of these sets will be called the extension set of (A, B), and the 
second the feedback set of (A, B). There are several properties that show 
that these two sets behave similarly. 
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For example, if IF is algebraically closed and a(A, B) denotes the set of 
eigenvalues of (A, B) ( i.e. the set of roots of the biggest invariant factor of 
[sl, - A, -B]), then [31] 
a(A,B) = n a(A+BF), 
FEIF’nXn 
and also [17, 291 
Another example is the following: Recall that a subspace M of ll? is 
(A, B)-invariant if AM c M + ImB. If Inv(A,B) is the set of (A,B)- 
invariant subspaces and Inv(A) is that of A-invariant subspaces, then [31] 
Inv(A, B) = U Inv(A + BF) 
and also [15] 
Inv(A,B) = P 
where P is the projection of lFFn+m onto IF” x (0) along (0) x lF”. 
There are examples of how the sets Ext(A, B) and Feed(A, B) may be 
used to provide information about (A, B). However, the most compelling 
fact that shows that these two sets are closely related to each other is that 
the invariant factors of the elements in Ext(A, B) and in Feed(A, B) can 
be characterized very similarly. 
In the sequel we will use the symbol 4 to mean majorization in the 
Hardy-Littlewood-Polya sense (see [18] or [25]); that is to say, if a = 
(u~,uz,. . ,a,) and b = (bl, bs, . , b,) are n-tuples of real numbers, then 
where a(l) > . . . 2 a(,) and b(l) > . . . > bc,) are the elements of a and b in 
nonincreasing order. 
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THEOREM 1 (Completion problem [32]). Let (A,B) E lFnXn x IFnXm, 
and let cq]...]Q, and kl 2 ... 2 k, be its invariant factors and control- 
lability indices, respectively. (We are assuming ki := 0 if i > rank B). Let 
711 . . . )-yn+m be a sequence of manic polynomials. Then there exist matrices 
c E rPxn andDEIFmXmsuchthatyl,... , -yn+m are the invariant factors 
of 
A B 
[ I C D 
if and only if the following conditions hold: 
(9 ^lil~il^ii+~, 1 I i I n, 
(ii) (/i~r + 1,. . , km + 1) 4 (44,. . . , d(a)), 
where oj = pj//3j-‘, pj’= ny-‘;i lcm(oi_j,yi), 0 5 j 5 m. 
THEOREM 2 (State feedback problem [34]). Let (A, B) E Hnxn xIPxm, 
and let its invariant factors and controllability indices be denoted as in the 
previous theorem. Let 711 . . . Iyn be n manic polynomials. Then there exists 
a matrix F E PXn such that 71,. . . , “in are the invariant factors of A+BF 
if and only if 
(i) Yi-mlQilYi9 1 I i I n, 
(4 (b,. . . , M 4 (44,. . . , +l)), 
where pj = ri/ri-l and T’ = ny-‘;i lcm(oi_i,Yi__m), 0 < j 2 m. 
Theorem 2 is a generalization to the noncontrollable case of a very 
well-known result by Rosenbrock [28]. 
This theorem can be also used to provide a complete characterization 
of the possible invariant factors of (A, B) in terms of the invariant factors 
of the matrices in Feed(A, B): 
THEOREM 3 [17]. Let (A, B) E IFnXn x IFnXm, and let cq]. . . Ia, be its 
invariant factors. Let Sk(M), M E IFnXn, be the kth determinantal divisor 
of the matrix XI, - M (i.e., the greatest common divisor of the minors of 
orderkofXI,-M). Thenfork=1,2,...,nwehavethat 
cq . . . cxk = gcd{Gk(M) : M E Feed(A, B)}. 
This is the key result in obtaining a new characterization of block sim- 
ilarity in terms of the feedback set. 
THEOREM 4 [17]. (Al, Bl), (AZ, Bz) E Pxn xIFnXm are block-similar 
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if and only if for each Fl E IF”‘” there is Fz E PXn such that Al + B1 FI 
and A2 + BzFz are similar, and conversely, for each Fz E TFmXn there is 
FI E IFmxn such that AZ + BzFz is similar to Al + BlFl. 
Bearing in mind Theorem 1, one can reproduce the arguments in the 
proof of Theorem 3 to prove the extension set version of this theorem. 
THEOREM 5. Let (A, B) E lFnXn x Pxm, and let ~11. .. Icy, be its 
invariant factors. Then for k = 1,2,. . . , n 
al.. . ak = gcd{&+,(M) : M E ExtA, B)}. 
Then by using the same arguments as in the proof of Theorem 4, given 
in [17], we get a proof of the following characterization of block similarity 
in terms of the extension set. 
THEOREM 6. (Al,&), (AZ,&) E TFnX” x FnXm are block-similar if 
and only if each matrix of Ext(Ai, B1) is similar to a matrix of Ext(Az, Bz), 
and conversely, each element of Ext(Az, Bz) is similar to an element of 
Ext(Al, Bl). 
Notice that a consequence of this result is that if for each (Cl, 01) E 
IFrnxn Xllj%Xm there is (Cz,Dz) E IFmXn x lFmX” such that 
T[“C: $]T-‘= [“c: 
and conversely, then T must be in the set F defined in the previous section. 
This result was already announced as a remark following Definition 2. 
Theorems 4 and 6 give characterizations of block similarity of two ma- 
trix pairs in terms of the similarity of matrices in their extension and feed- 
back sets. Our next result will be helpful in providing a criterion of simi- 
larity. 
THEOREM 7 [33]. Let A E lFnxn, and let yll . 1~~ be its invariant 
factors. Let czl[ . . Ian and kl 2 ... 2 k, be sequences of manic polyno- 
mials and nonnegative integers, respectively. Then there exists a matrix 
B E PX” such that rank B = r and (A, B) has CQ,. . . , an as invariant 
factors and kl, . . . , k, as controllability indices, if and only if the following 
relations hold: 
(i) ai = 1, 1 5 i 5 r, 
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The similarity between Theorem 1, 2, and 7 is remarkable. For a geo- 
metric explanation of this coincidence the reader is referred to [14]. 
Now, we are going to give a criterion for similarity of two square matrices 
by using Theorem 7. 
THEOREM 8. Let Al,A2 cFnXn. Then Al and AZ are similar if and 
only if for each B1 E FnX1 there exists B2 E IFnX1 such that (Al, B1) and 
(AZ, Bz) are blocKsimilar, and conversely, for each B2 E FnX1 there is 
B1 E lFnX1 such that (Al, Bl) and (AZ, &) are block-similar. 
Proof. If Al and AZ are similar, then Al = P-lAzP for some nonsin- 
gular n x n matrix P. If we fix B1 and define Bz = PB1, then we have that 
(AZ, B2) = (PAlP-l, PB1) and so (Al, B1) and (AZ, Bg) are block-similar. 
If we fix Bz and define B1 = P-lBz, then again (Al, B1) and (AZ, B2) are 
block-similar. 
Assume now that for each B1 E IFnX ’ there is B2 E IFnX ’ such that 
(Al,&) and (As,B 2 ) are block similar. Let yi/ . . Iyn denote the invariant 
factors of Al, and assume that yi = 1,l 5 i 5 t, and d(yt+i) > 0; i.e., 
Al has n - t nontrivial invariant factors. Similarly, let Si] . . . IS, be the 
invariant factors of AZ. 
If we define the endomorphism f : IP + E+ by f(z) = Alz, then it 
is well known [ll] that l!P = VI @ . . @ Vn-t, where V, is a cyclic vector 
subspace with T~.++~ as its minimal polynomial, 1 5 i < n - t. In other 
words, for i = 1,2,. . . , n-t there is bi such that if we denote di = d(y,_i+r), 
then a basis of Vi is 
{bi,Albi,. . ,A;.-‘bi}. 
Let k be a positive integer, 1 5 k 5 n - t, and put 
B1 = [bk] E FnX1. 
Then 
C(A1, Bl) = [bkAlbli .d-‘btc], 
and therefore rankC(A1, Bl) = dimI = d(y+k+i). Now it is easy to see 
that there exists a nonsingular n x n matrix P such that 
p-‘A1p = Alk ’ 
[ 1 0 N' 
PB1 = ‘2 , [ 1 
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where 
is a companion matrix of Tfl-k+i, N is a block-diagonal matrix whose di- 
agonal blocks are companion matrices of the remaining invariant factors, 
and e& = [O.. . llt E FdkX1. 
By means of state feedback transformation, (P-lAIP,PB1) can be 
brought to the Kronecker-Brunovsky canonical form. Thus the only con- 
trollability index of (Al, B ) 1 is dk, and its invariant factors are 
a!1 = 1, 
Qi = “ii-l, 2<i1n--Ic-tl, 
Qi = “ii> n-k+2si<n. 
Now we will use the hypothesis: there exists B2 E FnX1 such that 
(Al, B1) and (AZ, Bz) are block-similar. Then (AZ, Bz) has dk as con- 
trollability index and or, . . , Q, as invariant factors. By Theorem 7 the 
following conditions hold: 
Gi-11&l&, l<iFn, (4) 
& = d(m), (5) 
where gr = ,D’//3’ and pj = nyz: lcm (cr+j, hi-r) 0 2 j 5 1. It is easily 
seenthatp~=Si_i,l<i<n+l,and/3~=cri,l<i<n. Hencefrom(5) 
d(Yn-k+l) = 2 d(b) - 2 d(ai) 
a=1 i=l 
n-k+1 n-1 
= C [d(b,-l) - d(ai)] + C [d(bi) - d(ai+l)] + d(S,). 
i=l i=n-kfl 
Bearing in mind that ai = y+_1 for 1 5 i 5 n - k + 1, that oi = yi for 
n - k + 2 5 i I n, and that from (4), d(6i_1) 5 d(cxi), we can conclude 
that 
d(Yn-k+i) I 2 d(ai) - 2 d(yi). 
z=n-k+l i=n-k+2 
That is to say, 
2 d(yi) < f: d(&). 
i=n-k+l i=n-k+l 
(f-3 
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Since (6) holds for Ic = 1,2, . . , n - t, yi = 1 for 1 < i 5 t, and 
we have that 
2 d(%) = 2 d(&) = n, 
i=l i=l 
(d(X), . . .> 4%)) -x (4&J>~~~ >d(b)). (7) 
Assume now that for each Bz E lFnX1 there is BI E FnX1 such that 
(Al,&) and (&,B ) 2 are block-similar. We can use the same arguments 
as above to prove that 
(4&J,. . . ,d(b)) 4 (d(x), . . . ,4x)). 
From (7) and 8) we conclude that d(&) = d(yi), 1 < i 5 n 
Finally, taking 5 = 1, we have from (4) that 
(8) 
hi-11%1, l<i<TL - 
Since d(&) = d(yi), we must conclude that Si = yi, 1 5 i 5 n - 1; and 
taking k > 1, again from (4) we get ^in IS,, and so “in = 6,. n 
To finish this section we must say that the block similarity as presented 
here is a particular case of a more general equivalence relation [14] that 
includes the strict equivalence of matrix pencils. Actually, the equivalence 
studied in [14] was .,also called block similarity. 
3. GENERALIZING PROPERTIES FROM SIMILARITY TO BLOCK 
SIMILARITY 
We have already seen that the block similarity of matrix pairs is a 
generalization of the similarity of square matrices. Because of possible 
applications to linear systems, it seems of interest to generalize to block 
similarity some well-established properties of similarity. Some efforts have 
been made in this direction (see for example [8, 21, 27]), and the Linear 
Algebra Group in Vitoria (Basque Country, Spain) has been involved in 
this task for almost a decade. This section is devoted to showing some of 
the results obtained by this group on the following topics: 
(a) Invariants under small perturbations of matrix pairs. 
(b) A characterization of block similarity by ranks. 
(c) The block tensor product. 
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3.1. Invariants under Small Perturbations 
In this section IF will be IR (the field of real numbers) or @ (the field of 
complex numbers). 
The following result is classical and very well known: Let A E Px”. Let 
a(A) = {X,, . . . , A,} be the set of distinct eigenvalues of A, and let 77 > 0 be 
a real number small enough to allow the balls B(Xi, q), with center Xi and 
radius 7, to be pairwise disjoint. (From now on, v will always denote such 
a real number.) Then there exists E > 0 such that any matrix B E Cnxn 
with IIA - B(j < E, where 1) . 11 is any matrix norm, satisfies 
On the other hand, we know that two square matrices are similar if and 
only if they have the same eigenvalues and the same partial multiplicities 
associated to those eigenvalues. In some places the sequence formed with 
the partial multiplicities associated to the eigenvalue Xa is called the Segre 
characteristic of Xe as eigenvalue of the matrix. This is the name that we 
will use. From the above result we have that the eigenvalues of a matrix are 
continuous functions of the matrix. What about the Segre characteristics? 
In other words: What are the possible Segre characteristics of the matrices 
obtained from A by small additive perturbations? This problem was posed 
in [13] and solved in [24] and [4]. This solution is as follows: 
THEOREM 9. Let A E Fnxn, and let 7 > 0 be a real number defined 
as above. Let S = {Xl,. . , A,} c cr(A) be a set of eigenvalues of A, and 
let si = (sil, si2,. . . , sit;) be the partial multiplicities of Xii i.e., si is the 
partition of the Segre characteristic of Xi as eigenvalue of A. Then there 
exists E > 0 such that if B E IF”‘” satisfies IIA - BII < E, then: 
(i) a(B) c IJE, B(Xi,q), where a(A) = {XI, . . . , A,}. 
(ii) If kl, . . . , kp, are the eigenvalues of B in t? (Xi, 7) and hij = (hijl, 
. . . > hijltj) are the partial multiplicities of /Lij, 1 < i 5 r, 1 5 j 5 qz, 
then 
(sil> . > Sit,) 4 F(hijl,. > hijl,, 1, l<i<r. _ (9) 
j=l 
The sum of two partitions is a term by term sum; i.e., it is the partition 
whose ith component is the sum of the ith components of the summands. 
Furthermore, this is a complete characterization of the possible vari- 
ation of the partial multiplicities of A when this matrix is submitted to 
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small additive perturbations. That is to say, if (9) holds, then in each neig- 
borhood of A we can find a matrix B such that the partial multiplicities 
of the eigenvalues of B in a(&,~) are the components of the partitions 
hii,. . . , hiq,, 1 5 i 5 T. 
The important facts, in order to generalize this result to matrix pairs 





The partial multiplicities of an eigenvalue form a partition of the mul- 
tiplicity of that eigenvalue as a root of the characteristic polynomial. 
Such a partition admits a conjugate one that is known as the Weyr 
characteristic of the eigenvalue of the matrix. Furthermore, if s and 
r are partitions, and s and F are, respectively, their conjugate par- 
titions, then r < s H S 4 F, and r + s = F U S, where r U s is 
the partition obtained from r and s by placing all their elements in 
sequence. 
The Weyr characteristic of an eigenvalue can be explicitly given in 
terms of ranks. Namely, if A E IF”‘“, if QI E IF is an eigenvalue of A, 
and if (ml, m2, . . . , mp) is the Weyr characteristic of o as eigenvalue 
of A, then 
mi = rank [(aI - A)“-l] - rank [(al - A)i]. 
Thus 
&mi = n - rank [(al - A)“] = ~[(a1 - A)“] 
i=l 
where v(A) = dim KerA is known as the nullity of A. 
The rank of a matrix is a lower semicontinuous function of the matrix; 
i.e., if B is obtained from A by means of a small enough perturbation, 
then rank A 5 rank B. 
Although the proofs in [24] and [4] don’t use these arguments, one can 
easily conclude (9) by using them. Moreover, these arguments allow the 
generalization of Theorem 9 to matrix pairs and the invariants of the block 
similarity. In fact, we know that the Brunovsky numbers of a given pair 
(A, B) E FnXn x FnXm are characterized by 
k 
c ri = rank[BAB . . . A”-‘B]. 
i=l 
Denote Sk(A, B) = [BAB . . . A”-lB]. It is clear that if (A’, B’) is close 
enough to (A, B), then Sk(A, B) and Sk(A’, B’) are closer than a given 
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E > 0. By the lower semicontinuity of the rank we have 
rank Sk(A, B) 5 rank Sk(A’, B’) 
This means that if (T;, . . , r-h) is the partition of the Brunovsky numbers 
of (A’,B’), then 
k k 
i=l i=l 
We will represent this property by (~1,. . . , rn) 44 (T;, . . , T-I). 
Furthermore, if (A, B) is controllable, then rank &(A, B) = n = rank 
,!$(A’, B’). Hence, in this case, 
(n,... ,r,) -i (&...(J. 
On the contrary, if (A,B) is not controllable then a(A,B) # 0. If 
cx E a(A, B), then (I: is a root of the minimal polynomial of (A, B), and 
hence it is a root of some invariant factors of (A, B). The multiplicities of 
(Y as root of these invariant factors are the partial multiplicities of a. These 
partial multiplicities form a partition of the multiplicity of cx as root of the 
nth determinantal divisor of [& - A, -B]. This partition is called the 
Segre characteristic of (Y as eigenvalue of (A, B). Its conjugate partition 
is the Weyr characteristic of Q as eigenvalue of (A, B). The elements of 
this partition can be defined in terms of ranks: If (ml, m2,. . .) is the Weyr 
characteristic of a as eigenvalue of (A, B), then 
6 mi = n - rank [(& - A)“, B, AB, . . . ,A”-lB], k 2 1. 
i=l 
There is another characterization of the Weyr characteristics of (Y as 
eigenvalue of (A, B). This is given by the following 
THEOREM 10. Let (A, B) E FnXn x IFnxm, let a! E g(A, B), and let 
(ml,m2,... , m,) be the Weyr characteristic of (Y as eigenvalue of (A, B). 
Then for any matrix S E lFmxn we have 
emi 5 n - rank [crl, - (A + BS)]“, k= 1,2 ,..., n. 
i=l 
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Furthermore, there exists R E Fmxn, which doesn’t depend on cr, such that 
k 
c mi = n - rank [o& - (A + BR)]“, k= 1,2 ).“) n. 
i=l 
Notice that from this theorem we can conclude that for a fixed cu E 
a(A, B), the set 
{(ml,. . . ,m,)EW7L:~mi=n-rankIo~-(A+BS)lk, s E PX,} 
i=l 
is lower bounded with respect to the partial order <+. Moreover, this set 
has a minimum and that is the Weyr characteristic of Q: as eigenvalue of 
(A, B). 
Now with the help of the lower semicontinuity of the rank we can prove 
[16]: 
THEOREM 11. Let (A, B) E IFnXn x Fnxm and 77 > 0. Let r1 2 r2 > 
. . . > T, be its Brunovsky numbers, let S = {Xl,. . , &} C a(A, B), and let 
(sil,...,~it~) bethe W eyr characteristic of Xi as eigenvalue of (A, B). Then 
there exists 6 > 0 such that for any (A’, B’) satisfying 11 [A B] - [A’ B’] 11 < E 
the following properties hold: 
(i) a(A’, B’) C Uf’=lB(.&, q), with {Xl,. . . , Xp} = a(A,B). 
(ii) K yil, . . . , hq, are the eigenvalues of (A’, B’) in B(X,, 77) and h, = 
231,. . ., hijl,, is the Weyr characteristic of pi?, 1 5 j < qi, 1 5 i 5 
k, then 
fi (hijli.. .y hijli,) 44 (sil,. . . T Sit;), lli<k. 
j=l 
(iii) If 7-i > . . . 2 r’, are the Brunovsky numbers of (A’, B’), then 
(7-1,. . ,r,) <+ (7-i,. . , ri). 
(iv) If m(a) is th e multiplicity of Q as a root of the nth determinantal 
divisor of [sI - A, -B], then 
k k oi 
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> max 0, g(ri - ri) - 
2=1 XEu(A,B)-S 
Notice that if (A, B) is not controllable then rankC(A,B) 2 rank C 
(A’, I?‘). This means that the dimension of the controllability subspace of 
the matrix pairs which are close enough to a given pair is bigger than the 
dimension of the controllability subspace of that pair. The last condition 
in the above theorem says that this dimension increment must be compen- 
sated with a decrease of the dimension of the completely noncontrollable 
part of the pair (A’, B’). 
Similarly to what happens with the usual similarity, conditions (i)-(iv) 
of Theorem 8 completely characterize the possible block similarity inva- 
riants of any pair (A’, B’) obtained from (A, B) by small additive pertur- 
bations. 
With the lower semicontinuity of the rank as a main tool, a generaliza- 
tion of the above results to singular pencils has been given in [19]. Similar 
results were earlier obtained in [26], but with a different approach. 
3.2. A Characterization of Block Similarity by Ranks 
From now on F will denote again an arbitrary field. In this section we 
are going to use the Kronecker product of two matrices : If A E IF”‘” and 
B E lPxQ, then the Kronecker product of A and B, A @ B, is the matrix 
A @ B := (atjB) E iFnpxmq. 
The following result provides a criterion of similarity by ranks: 
THEOREM 12. Let A,B E lFnxn. Then A and B are similar if and 
only iif the following three matrices are equivalent: 
A@II,-In@A’, A @ I, - In @ Bt, B@In-II,@B’. 
The history of this result goes back to [7, 121, and it was finally proved 
in the above form by Friedland [9]. 
These three matrices are equivalent if they have the same rank of nullity, 
and these nullities give the dimension of the solution spaces of the equations 
AX - XA = 0, AX - XB = 0, and BX - XB = 0. Notice that A and B 
are similar if and only if AX - XB = 0 admits an invertible solution. 
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The dimension of the space of solutions of AX - XB = 0 is given in 
terms of the elements of the Segre characteristics of the common eigenvalues 
of A and B, assuming that A and B have their eigenvalues in IF. This 
expression is as follows: Let {Xi,. . , A,} = c(A) n a(B). Let (iii, . , lip,) 
and (sii, . , SQ<) be the Segre characteristics of Xi as eigenvalue of A and 
B, respectively. Then the dimension of the linear subspace of matrices X 
satisfying AX - XB = 0 is (see [ll]) 
e F min(lij, s,k). 
i=l j,k=l 
It is then clear that A 8 I, - In @ Bt and B @ I, - I, @ At are always 
equivalent matrices. 
The generalization of Theorem 12 to the block similarity of matrix pairs 
is due to Beitia, Gracia, and de Hoyos [2]. First we must consider the matrix 
equations associated to the block similarity with two different matrix pairs 
(Al, Bi) and (As, Bz): 
[Ai&] ; “z [ 1 - X[AjBj] = [00], i,j = 1,2. (10) 
Second we must calculate the dimension of the subspace of solutions, Sij, 
of (10). For this, let {Xi,. . , At} = a(A1, B1) n a(A2, Bz), and denote as 
above the Segre characteristics of Xi as eigenvalue of (Al, B1) and (AZ, Bz). 
Let ri 2 . . 2 r, and ri 2 ‘. . > rk be the Brunovsky numbers of (Al, B1) 
and (AZ, Bs), respectively. Then 
dimSi = 2 ‘2 min (&Jr s,k) + m(n + m) - Fri_rri, 
i=l j,k=l 2=1 
(II) 
where r; := m, and kr is the biggest controllability index of (Al, Bl). The 
expression for the dimensions of 5’ ii, Ssi, and 5’22 is similar to (11). Notice 
that, in general, dim 5’12 # dim Ssi. 
The generalization of Theorem 12 to block similarity is 
THEOREM 13. Let (AI, B1), (AZ, B2) E FnXn x FnXm. Then these two 
matrix pairs are block similar if and only 2f 
(i) dimSi = dimSi2 7 dim&z, 
(ii) rank(BIAIB1...A;B1) = ranlc(B2A2B2...Aj,B2),j=0,1,2,.... 
Condition (ii) just says that the Brunkovsky numbers of (Al, B1) and 
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(AZ, B2) are the same. Once this has been fixed, conditions (i) and (ii) 
ensure that the invariant factors of (Al, B1) and (AZ, Bz) coincide. 
3.3. The Block Tensor Product 
The problem of characterizing the elementary divisors of Al @AZ, when 
Al and Aa are given square matrices, is very classical, and its solution 
goes back to the 1930s (see the Introduction of [23] and the references 
therein). Actually, the presentation of the problem in [23] is made in terms 
of endomorphisms instead of matrices. 
First of all we are going to recall some elementary facts about tensor 
products. Let VI and Vz be finite dimensional vector spaces over IF, and let 
their dimensions be ni and n2, respectively. Let Bi = (~1,. . . , u,,} and 
&? = {‘Ui,... , TJ,,} be bases of VI and Vz, and let fi E C(Vl, VI) and fi E 
C(Vz,Vz), i.e. endomorphisms of VI and Vz, respectively. If Al E Fnlxnl 
and AZ E iFnzXn2 are the matrix representations of fi and fi with respect 
to the bases Bl and B2, then Al @ AZ is the matrix representation of the 
endomorphism fi @J fs of VI @ Vz in the basis B, 8~~) in which the vectors 
are the tensor products of the vectors in Bi and ,132 and lexicographically 
ordered. That is to say, 
A proof of the following result can be found in [23]: 
THEOREM 14. Let VI and V, be vectors spaces over IF, and let f1 and 
f2 be endomorphisms of VI and V2. Assume that all the eigenvalues of fl 
and f2 are in IF. Then all the elementary divisors of fl @ f2 are obtained 
in the following way: If (X - a)” and (X - a)” are any elementary divisors 
of fl and f2, respectively, then to them correspond elementary divisors of 
fl @ f2 as follows: 
(i) ab # 0, (X - ub)p+4-(2t-1), t = 1,2,. . . , min{p, q}; 
(ii) a # 0, b = 0, XQ (ptimes); 
(iii) b # 0, a = 0, XP (q times); 
(iv) a = b = 0, Xk(twice), k = 1,. . , min{p, q} - 1, and Xmi”{p>q}, (ip - 
q1 + 1 times). 
Consider now two matrix pairs (Al, Bl), (Aa, B2) E FnXn xP~~. First 
we will introduce what seems to be the appropriate definition of the block 
tensor product. We can consider two rectangular matrices associated to a 
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given pair (A, B) E TX” x FnX”: 
[AB] E pnx(n+m) and 
[ 1 
;: E @+m)Xn, 
For notational simplicity we are going to use the second representation. 
A matrix of the form 
A 
[ 1 C may be seen [8] as the matrix representation of 
a linear map defined on a subspace. That is to say, if V and U are vector 
spaces of dimensions n + m and n, respectively, and U is a subspace of 
V, then f E C(U, V) . IS said to be a linear map defined on a subspace. A 
basis of V is adapted to U if it is an extension of a basis of U. The matrix 
representation of f in a basis adapted to Z4 has the form 
with A E P”‘” and C E lFmXn, 
and if x is the vector of coordinates of a vector of U, then Ax is the vector 
of coordinates of the projection of its image on U. 
Let fi E WI, V ) I and f2 E L(U2, V2) be linear maps defined on sub- 
spaces. By Theorem 3.1 in Section 1.3 of [22] we can always find a tensor 
product model of Ul ~3 U2 that is a subspace of Vl @ V2. So we can think of 
as a linear map defined on a subspace. Now if 
and 
ai = {‘1Li,. . . ,u,1,u,,+l,.‘.,u,,+,1 ) 
,132 = {~l,...,~,,,~,,+l,...,~nz+mz} 
are bases of VI and V2 adapted to Ul and U2, respectively, and we arrange 
the tensor product of the vectors of f3i and B2, then we obtain, of course, 
a basis of Vl ~3 V2, but this basis is not adapted to Ul @ U2. In order to get 
such a basis we must order the tensor products of the vectors in & and B2 
in a different way. Namely, first we form a basis of Ul @ U2 as usual, i.e. 
I3 u1~212 = {q @ wj : 1 5 i Ini, 1 I j 5 n2}, 
where the vectors are in lexicographical order. Then 
&,@V* = ~u,~.u,U{u~~wvj,1<iIn~,n2+lIjIn2+m2} 
U{~~~wVj,n~+11iIn1+ml,1~j~n2} 
U{ui C3 wj,nl + 1 I i 5 721 + ml, 722 + 1 5 j < 722 + m2}, 
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where the vectors in all the sets are in lexicographical order. 
Now it is easily seen that if for i = 1,2, Ai 
[ 1 c, is the matrix representa- 
tion of fi in basies B, of V, and Bi nUi of Ui, thin the matrix representation 





Cl 63 C2 
Hence [3] we define the block tensor product of (Al,Bl) and (AZ,&) 
as the following matrix pair: 
(Ai, &A2, &) = (Al @ A2, [Al @ A2 BI 8 A2 BI @ B21). 
A characterization of the block similarity invariants (Brunovsky num- 
bers and elementary divisors) of 
(Al, Bi) @ (A27 B2) 
has been given in [3]. This characterization is more complicated than that 
of Theorem 14, but the proof of it follows more or less the same ideas: First 
it is proved that (Al, Bl) and (A2, B2) can be considered in Kronecker- 
Brunovsky canonical form; then some manipulations are made in order to 
compute the rank of 
[IM%...dlq, j > 0, 
where A = Al 8 A2 and B = [Al @ B2 Bl @ A2 B1 @ B2]. Finally the 
elementary divisors are computed by using elementary transformations. 
We split the result into two theorems. The first one provides a char- 
acterization of the Brunovsky numbers of (A, ll%), and the second one gives 
the characterization of its elementary divisors. In order to state these two 




ki > 2 Ic,, and 11 > . . . > l,, will denote the controllability 
indices of (Al, Bl) and (AZ, Bz), respectively. 
7.1 > .‘. 2 rkl and si 2 ... > sll will be the Brunovsky numbers of 
(Al, Bl) and (AZ, Bz), respectively. 
(X - X$%2 and (X - ~i)~%’ are the elementary divisors of (Al, Bl) 
and (As, Bz), respectively Xi, pi # 0. (Here we are assuming that 
a(Ai, Br) u 4A2, B2) c 0 
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(d) If 0 E a(Al,Bl) 01: 0 E o(Az,Bz), then (PI,. . . ,~p) and (41,. . . , a) 
will be its Segre characteristics and (PI,. . ,PJ) and (~1,. . . , qh) its 
Weyr characteristics. 
THEOREM 15. For i = 1,2,. . . , max{kl, lo}, the ith Brunovsky number 
b 
+nl - dl - epi 
j=l ,I 
lj + n2 - d2 - 2 Cfi - (2i - l)riSi, 
j=l 
where di is the dimension of the controllability subspace of (Ai, Bi), i = 1,2. 
THEOREM 16. The elementary divisors of (Al, B1) C$ (A2, B2) can be 




For each controllability index ki of (AI, BI) and each elementary divi- 
sor of (AZ, Ba) of the form X qj, there are the following ki elementary 
divisors: 
X,X2,...,Xka if ki <gj, 
or 
A, X2,. . , A”, . . . , ,441 if gj < ki. 
For each controllability index li of (AQ, B2) and each elementary divi- 
sor of (AI, B1) of the form PJ, there are the following li elementary 
divisors: 
X,X2 ,..., X1% if li <pj, 
or 
A, x2,. . ) P,. . . ) XP’ if pj < 1,. 
For each elementary divisor (X - Xi)tzJ of (Al, BI) and each elemen- 
tary divisor (X - pi)Uz’ of (AZ, Bs), the corresponding elementary 
divisors are determined by Theorem 15. 
From Theorems 14 and 16, we see that 
(&,BI)&W,) and (&,&)&(AI,BI) 
are block-similar pairs. 
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4. LAST COMMENT 
The task of generalizing important results on similarity to block simi- 
larity is still incomplete. In this paper we have intended to give an idea of 
the state of the question so far. Some works in course are related to two 
main topics: characterize the (A,B)- invariant subspaces that are stable 
under small perturbations, and study the relationship between the block 
similarity invariants of a given pair (A,B) and the restrictions of (A,B) 
to an (A, B)-invariant subspaces. Both results are very well established in 
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