Abstract
Introduction
From the manner of information connection, there are three connection forms among tasks in product design and development, viz. independent, one-way dependent, and two-way coupled [1] as shown in figure 1. For the first two manners, parallel [2] and overlapping [3] approaches are used to accelerate development process. However, coupling among tasks is the main reason causing design iterations which will seriously affect the development time and costs, therefore, the analysis and dispose of coupled tasks has become a hot issue in academia in present.
Figure 1. Three connection forms among tasks
There are two approaches to tackle coupled tasks. One is tearing method; the other is inner iteration method. For the first approach, some literatures have designed many tearing algorithms. One of the most representative algorithms adopts the rate of input information to output information, such as Characteristic Description of Coupled Task Sets Based on Design Structure Matrix and Its Optimal Time and Efforts Solution by Genetic Algorithm Ting-gui Chen, Chun-hua Ju literature [4] . The inner iteration method improves design quality through continuous iteration process in coupled task sets. For example, Pritsker and Signal [5] used generalized evaluation and review technique (GERT) to analyze coupled tasks by simulation. In literature [6] , signal flow graphs are present for design process modeling and analysis of the model allowed computation of the probability distribution of lead time and identification of the key drivers of lead time. However, all these methods above are their own limitations and difficult to deal with complex coupling circumstances. Due to having concise descriptive form, design structure matrix (DSM) [7] has been widely used to system modeling, project management, and so on. Many scholars use DSM to analyze design iteration process. For instance, Smith and Eppinger presented two different iteration models using extended DSM named work transformation matrix (WTM), viz. a sequential iteration model [8] and a parallel iteration model [9] , where a sequential iteration model assumed that coupled tasks were executed one after the other and rework was governed by a probabilistic rule, but in a parallel iteration model, the coupled design tasks were all executed in parallel and iteration was governed by a linear rework rule. In addition, Huang and Gu [10] viewed a product development process as a dynamic system with feedback based on the feedback control theory and used DSM to capture the interaction and feedback of development information. Nevertheless, the authors also pointed out that the insufficiency of the process dynamic analysis as well as the impropriety of both the process evaluation and the information feedback increased the instability of a system to a great extent. Ong et al. [11] adopted the state-space concept of modern control theory to model and understand the iteration process. The model was developed using the state-space concept to analyze the stability and convergence rate of convergent development tasks, and to identify the most slowly converging task. However, unfortunately, few extant studies fully utilize the well-developed analysis techniques of control engineering with DSM representation. Some of the results are even misleading and confusing due to inadequate adoption of the analysis techniques. As a consequence, Kim [12] developed a systematic representation of the work transformation matrix method, with a discrete state-space description of the development process. With this representation, the dynamics of the development process can be easily investigated and predicted, using wellestablished discrete system analysis and control synthesis techniques. Moreover, Lee et al. [13] developed non-homogenous and homogeneous state-space concepts, where non-homogenous one monitored and controlled the stability and the convergence rate of development tasks and at the same time predicted the number of development iterations; homogenous one did not consider external disturbances and its response was only due to initial conditions. All these works mentioned above are significant to reveal inner relations among tasks, but the limitations of WTM are not considered. For example, the cell value in WTM lack of objectivity and the stage of iterations are limited [14] .
Review and analysis of the research on parallel iteration model
The WTM is an extension to the DSM that contains additional numeric information. The WTM contains two separate sets of matrix data. One is an off-diagonal matrix which includes the numbers that indicate the amount of rework done during the iteration process. The other is a diagonal matrix which contains the times for each task.
The assumptions made in constructing the WTM model are as follows:
(1) All tasks are done in every stage.
(2) Rework performed is a linear function of the work done in the previous iteration stage. ( 3) The work transformation parameters do not vary with time. Due to these assumptions above, Smith and Eppinger [9] thought that the total time spent to complete the design process T is the sum of the times for each iteration stage. The time spent on each iteration stage is the longest time taken for any task in that stage.
where [⋅](i) is the ith element of the vector within the brackets. u k is the rework vector at kth stage of iterations and W is a diagonal matrix of task times. Efforts are the total amount of engineering time spent on the design process. It is the sum of all the time spent on the individual design task.
where n is the number of tasks. A is the rework matrix. k denotes the number of iterations. u 0 is the initial work vector of ones which indicates that all work needs to be done on all tasks during the first iteration.
The variable time (T) and effort (E) are important quantities in managing the design process. Time is an important determining factor of time-to-market, while effort is an indicator of the development cost.
Improvement and extension of parallel iteration model
The model presented in this paper is based on the model proposed by Smith and Eppinger. Some improvements are made so as to consider uncertainties existing in product design and development.
The revision of the time of iterations
To determine the time required for each iteration stage, two key elements are considered. The first element is the learning effect. During each iteration stage, designers gain more experience and thus require less time to complete design tasks in subsequent iterations. Also, after each iteration stage, some design knowledge is retained, remaining applicable during the next iteration. Learning affects the amount of time needed at each iteration as well as the number of design iterations. The second one is the degree to which the task depends on the other tasks. A higher degree of dependency implies that a change in the other tasks has more impact on this task and increases therefore the expected design time. To capture the effects of both learning and the degree of an task's propagated change in each iteration stage caused by the other tasks on which it depends, i λ (
) are introduced as the learning parameter for task i and the dependency factor, respectively. The design iteration time for task i can be modeled as:
where t i is the amount of time that task i would require if it were performed in isolation, with all input information available. , where a ij is the dependency intensity associated with task i.
The effects of incompleteness of information transfer on the time of iterations
Because of interdependences among tasks in a coupled set, when tasks are performed in parallel, information deriving from other tasks is incomplete and uncertain, rework caused by information modification at each iteration stage should be considered. Loch and Terwiesch [15] introduced a model of the information arrival of such stochastic process, adopting the linear function:
where T D is the executing time of the upstream task and t D is limited within [0, T D ]. e is a parameter reflecting the degree of the evolution of the upstream task, where e<0 corresponds to the fast evolution and e>0 corresponds to the slow evolution. μ is the average Poisson intensity. Based on some experiential results, it is determined by the following formula:
where α is the total amount of information exchange before start-up, parameter B represents the coordination capability of the development group, μ 0 is inherent technical uncertainty of the project.
The rework time of the downstream task depends on the degree of the downstream task reacting on the exchanged information and the evolutionary status of the downstream task. Therefore, the influencing function f(t) that denotes the rework time of the downstream task can be introduced. In order to make it simple, the linear function is adopted and f(t) is expressed as follows. Note that there are many tasks which are interdependent in a coupled set, therefore, rework time should be determined by both information arrival intensity and task sensitive degree at iteration i. It can be illustrated as:
where m represents the number of interdependent tasks.
The modification of the number of iterations
Owing to WTM including infinite iteration stage, it is not reasonable in the real product design and development process. Usually, for product development process including the total of k iteration stages, although nominal information evolution can reach the maximum value 1 during every iteration stage, only partial real information can be obtained and the real information will be continuously accumulated on the basis of the previous real information at the next iteration stage. Hence, after k iterations stages, real information can be accumulated to maximum via information evolution. However, because of information couplings in tasks, only if the value of k continuously increases, the effective information accumulated can gradually converge to extreme point 1. We can adopt the changes of workload between two adjacent iteration stages to estimate the astringency of task. It can be expressed as:
where i represents task symbol, t represents the number of iterations, T i,t represents the gross execution time of task i after t iteration stages, and α is a threshold set in advance. Note that when a certain task in a coupled set meets termination condition, remove it from the coupled set and the remainders continue to perform iteration until the whole iteration process terminates.
Improved parallel iteration model
After analysis above, at the stage i(i<n) of iteration process, the execution time of each task should be made up of two parts. One is iteration time, di, which can be determined by formula (3) through the effects of learning curve. The other is rework time, ri, caused by revision of arrival information deriving from other dependent tasks, which can be determined by formula (7) . In addition, the number of iterations is no longer infinite and can be confirmed by formula (8) . As a result, the makespan T and efforts E of the whole iteration process are expressed as: (10) where Ω represents the number of iterations. d i denotes execution time of task i. r i is rework time caused by incompleteness and uncertainty of information and n is the number of tasks.
Genetic algorithm for solving the coupled problem
The technique of genetic algorithm (GA) [16] aims to efficiently find a near optimum solution from an enormous solution space. It is especially helpful to examine multiple solutions when the solution space is very large. The proposed GA for solving the coupled problem is presented below.
(1) Representation of chromosomes. In this paper, a chromosome is represented by a row vector
represents the task allocation decision in mphase WTM and n represents the number of coupled tasks.
(2) Setting of Fitness function. Fitter chromosomes have higher survival probabilities, so we select makespan T and efforts E as fitness function, viz, formulae (9) and (10) .
(3) Selection strategy. In this paper, the proportionate selection method is applied to randomly select and duplicate a chromosome with a probability that is proportional to the fitness value of the chromosomes. Note that because of least-value problem, we should find the greatest fitness value of all chromosomes in each generation and take the difference between the greatest one and others as pseudo-fitness.
(4) Genetic operators. In this paper, the order crossover operator is used to maintain the permutation representation of the chromosomes and the basic bit mutation operator is adopt to improve local searching of the algorithm and to maintain the diversity of population.
(5) Setting other operating parameters of GA.
A case study
To illustrate the analysis method proposed in the paper, an example from a coupled block of a camera design problem is used. It contains four coupled tasks C, D, E and F. the numbers in matrix T_matrix can be interpreted as follows. Considering the top-most row and column 2 of matrix T_matrix, if task D is completely worked in a certain stage of iteration, then 10% of the work of task D at that stage must be re-done by task C in the subsequent stage of iteration. Some important parameters associated with the coupled set are listed in table 1. In addition, in order to simplify calculation, the parameters affecting information transfer are taken as e=-1, μ0=1, α=1, B=0.1, p=0.01 and starting time of each iteration is set to 0. GA is used to find the optimal scheme of makespan and efforts of the coupled set and the results are shown in table 2. It can be seen from table 2 that if an important criterion for the design process is to minimize engineering efforts, it makes sense not to complete the process design until the product design is substantially complete. Also, if it is important to minimize the amount of time spent on a design process, it makes sense to begin more tasks earlier in the project. 
Conclusions
In complex product design and development process, it is inevitable to appear task coupled problem. However, the researches about this aspect are not very complete. In this paper, the improved parallel iteration model based on WTM is proposed. Also, the GA is adopted to find the optimum scheme of makespan and efforts. Finally, an example from camera design and development process is used to illustrate the efficiency and effectiveness of the method in the work. Future work includes introducing other intelligent algorithms combined with GA such as simulated annealing (SA) algorithm [17] , backpropagation (BP) neural network algorithm [18] and so on to efficiently find the more optimum schemes of time and efforts. In addition, the mathematical analysis of non-linear systems is far more complex than for linear systems, hence, the modeling and analysis of time-varying, non-linear design and development tasks is another area needed to be studied in future.
