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C H A P T E R - I 
I N T R O D U C T I O N 
PART - I GENERAL BACKGROUND 
1.1. PRELIMINARIES: 
An optimization problem is that in which one chooses an 
optimal solution in one or the other sense from some set of 
feasible solutions. Optimization problems can be of various 
types. The difference may be found in the goal i.e. 
maximization or minimization, in the constraints, i.e. 
inequalities or equalities and free or non-negative variables 
and in the mathematical properties of the functions involved in 
the objective or the constraints. 
Mathematical programming is an integral and perhaps the 
most important group of the available quantitative techniques 
in Operations Research. A mathematical programming is an 
application of the optimization techniques to the planning in 
managerial, economic, industrial and other activities and is 
particularly efficient for solving "repetitive" problems at the 
operational level. Analytically, it consists of the 
optimization (maximization or minimization) of a numerical 
function of several variables which describe the levels of 
activities and which are subject to certain constraints. 
Briefly, mathematical programming is effective in solving 
problems in which the decision maker must allocate scarce or 
limited resources in order to achieve the highest level of 
measurable goals or objectives. Depending upon the assumption 
and particular characteristics of a given problem, the number 
of solution may or may not be large and can be either finite or 
infinite. From the set of feasible solutions, one (sometimes 
more than one) is the best solution in the sense that it 
achieves the highest degree of the stated goal. Such a solution 
is referred to as optimal solution. 
The first spark for the phenomenal growth of interest and 
the practical applications of programming problems came in 1947 
when G.B. Dantzig formulated the general linear programming 
problem and developed the simplex method for its solution 
[1963]. The early applications were primarily limited to 
problems involving military operations. Since that time, 
several useful extensions of the basic linear programming model 
have been developed. 
Any situation in which a choice among available 
alternatives must be made defines a decision problem. Such 
decisions are made with the purpose of influencing future 
events, the decision maker has to make certain assumptions 
regarding the certainty or uncertainty of nis own estimation of 
future states of nature. Problems involving certainty are 
called deterministic problems. 
At present the deterministic approach seems to be 
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prevailing in the investigation of mathematical programming and 
its application. However, this approach can often encounter 
stumbling blocks and even an elaborate and sophisticated 
deterministic programming model may have to be discarded 
because the data it requires may not exist or may exist but be 
of such a poor quality that the results obtained from it could 
not be relied upon. Occasionally these difficulties arise 
because the operation which we are attempting to stimulate 
mathematically is performed by the presence of uncertainties 
due to the occurrence of random events. The sources of 
randomness may be many, depending on the nature and type of the 
operation under study. For instance, in financial planning, 
decisions have to be taken before the variable demands, 
available capacities, prices and interest rates etc. are known 
and as such these have to be treated as random variables. In 
the design of mechanical system, the actual dimension of any 
machined part has to be taken as a random variable since the 
dimension may lie any where within a specified (permissible) 
tolerance band. Another example is the designing of aircraft 
and rockets in which the actual load acting on the vehicle is 
uncer ain and hence random, being dependent on the atmospheric 
conditions at the time of the flight, which cannot be predicted 
precisely in advance. 
To ensure a certain class of reliability for the solutions 
of optimization problems containing random data, it has become 
an accepted approach to introduce probabilistic (or chance) 
3 
constraints into the model. 
In fact deterministic development is based on assumption, 
constantly violated by random factors. If one wants to be more 
realistic, the assumption of the classical deterministic 
approach that the required data is completely known has to be 
relaxed and the effects of stochastic uncertainties have to be 
specifically taken care of. 
The probabilistic (risk) problems on the other hand, occur 
when the decision maker does not assume certainty for the 
outcome of these courses of action. Uncertainty can arise in 
many ways. The outcome of a given action may depend on some 
chance event. Sometimes, the distribution of the chance events 
is known, sometimes it is unknown or partially known. In some 
cases uncertainty arises due to competitors or enemies. 
Madansky [1960] pointed out that the area of programming under 
uncertainty cannot be usefully stated as a single problem, 
Dantzig [1955] , Ferguson and Dantzig [1956] . The situations of 
decision maker facing random parameters in an optimization 
problem can be found in the literature, e.g. Sengupta [1972], 
and Vajda [1972], Kail [1976], Kolbin [1977], Kail and Prekopa 
[1980], Dempester [1980], Ermoliev and Wets [1988], 
Frauendorfer [1992] etc.. 
Stochastic uncertainty influences a programming model in 
two ways. The first is the direct effect stemming from the 
random phenomena whose probability distributions of 
anticipation are known with certainty. The second is t .e 
indirect effect coming from the process of specifying the 
probability distributions of the random phenomenon. Tinter 
[1941] has distinguished the two as 'subjective risk' and 
'subjective uncertainty' respectively. A technical distinction 
is, therefore, sometimes made between risk and uncertainty to 
indicate that the probability distributions of random variables 
involved are known and unknown respectively. The former field 
leads to the stochastic or probabilistic programming. 
Throughout our discussion, unless otherwise stated, it 
shall be presumed that the joint probability distribution of 
the random variables involved, is known with certainty. This 
includes the case when they are independently distributed as 
also the case when some of them have fixed known values. 
Stochastic programming problems are characterized by their 
difficulty of solutions; even the simplest linear problem can 
and usually does, become nonlinear (and hence more difficult to 
solve) when one or more of the parameters become random 
variables. One basic difficulty is that such a problem is 
capable of many formulations with only fragmentary results for 
each formulation, Madansky [1959] . 
There are also conceptual difficulties regarding the 
interpretation of probabilities and the meanings of feasibility 
and optimality. Besides, the technical difficulties regarding 
the mathematics of optimization are also not insignificant, 
since there is no universally applicable solution technique for 
stochastic problem analogous to the simplex algorithm for 
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deterministic linear programs. There are solution methods that 
are applicable to a limited class of such problems. Algorithms 
for a number of important problems have been developed. For 
example, the expected value may be used instead of the random 
parameters; the problem can then be treated as deterministic 
and solved for the set of solution variables that gives the 
optimal value for the objective function, using standard 
techniques. This approach generally makes it possible to solve 
the stochastic problems with less effort. In general, however, 
the solution obtained by replacing random parameters by their 
expected values and solving the resulting deterministic problem 
results in a cost (profit) that is greater (or less) than the 
expected optimal value, Madansky [1962] , Garvin [1960] . In 
fact, the stochastic programming models are considerably 
harder, tougher and complex as compared to their deterministic 
counter parts. It is because of these inherent difficulties 
that the progress in this field has been comparatively much 
slower. Had it not been for their theoretical and practical 
necessities in certain real decision making problems, there 
would have been only a limited interest in stochastic 
programming models. 
This thesis is a modest contribution to the present state 
of knowledge about certain aspects of stochastic programming. 
Most of the work in this field has so far been concentrated on 
stochastic linear programming. However, in this thesis, a 
special class of stochastic non-linear programming problems 
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called the stochastic linear fractional functional programs are 
concerned. These problems arise in a variety of situations. In 
the cutting stock problem of paper industry with random 
demands, the problem of minimizing the fraction of trim waste 
is a typical example of stochastic linear fractional 
programming, Wagner [1977] . These problems also arise in 
maintenance and repair policies in the context of Markov 
process formulation, Klein [1962]. Other examples can be found 
in the works of Dantzig [1963] , Fox [1966] , Swarup ( [1965] , 
[1966]) etc. 
Besides, this thesis includes a special case of stochastic 
transportation problem in which transshipment is permitted and 
the cutting of rolls under uncertain demand. 
The present chapter is a general introduction containing 
the fundamentals of mathematical programming, stochastic 
programing, chance constrained programming and two-stage 
programming in Part-I, a review of the related work in Part-II 
and a summary of the thesis in Part-III. 
1.2. Mathematical Programming (MP): 
Mathematical programming is a branch of optimization 
theory in which one has to determine the largest or smallest 
value of a function of several variables subject possibly to 
one or more constraints. Mathematical programming is effective 
in solving problems in which the decision maker must allocate 
scarce or limited resources in order to achieve the highest 
level of measurable goals or objectives. A general mathematical 
programming problem can be stated as follows: 
Problem Pi^ j: 
min. (or max.) f(x) 
X X 
subject to 
h(x)i = 2:0, 1 = 1, ,m (1.2.1) 
X i 0 (1.2.2) 
where x e OR is the vector of decision variables; (or activity 
n 
levels) and f, h : R =*IR (V i = l,...,m) i.e. f and h. are 
i 1 
one dimensional real functions defined on !R . 
The function f is the objective function and h. (i = 
1,2 m) are the constraint functions. In deterministic 
models these functions are presumed to be completely known. 
Relations (1.2.1) and (1.2.2) are called constraints. In 
(1.2.1), only one of the signs ^, =, i holds for any one 
constraint. Signs may, however, vary from constraint to 
constraint. 
The set. 
r -\ 
X = h^ (x) < = > 0, i = 1, . . . ,m; X 2: 0 • 
is referred to as the set of all feasible solution or the 
constraint set. Any x c X which maximizes or minimizes the 
objective function is known as the optimum solution and the 
value of the objective function at the point x , i.e. f (x ) as 
the optimum value. Since 
max. f(x) = - min. -f(x) 
xeX xcX L -• 
a maximization problem can always be converted into a 
minimization problem and vice versa. For this reason we shall, 
hereinafter, use this conversion. 
The Linear Programming Problem (LPP); 
Linear programming is a mathematical programming technique 
most closely associated with operations research and management 
science. A linear programming arises when both the objective 
function and the constraints of a programming problem are 
linear. A linear programming problem is often referred to as an 
allocation problem because it deals with allocation of 
resources to alternative uses. 
The problem in linear programming is that of determining 
the values of the decision variables which maximize (or 
minimize) the value of the objective function, subject to the 
linear side constraints. Hence, linear programming problem 
always contain the three major elements: objective function, 
non-negative decision variables, and side constraints. A 
general LPP may be expressed as: 
Problem P : 
1.2 
max. (c x) 
X 
subject to 
Ax ^ b 
X i 0 
where A c R^"""^ ; c, x e R" and b c R"'. 
Linear programs have turned out to be appropriate models 
for solving practical problems in many fields. The first known 
method for solving LPPs is the simplex method developed by 
Dantzig in 1947. Dantzig simplex method solves a linear program 
by examining the extreme points of a convex feasible region. 
Special methods have also been developed for solving LPPs 
with upper bound restrictions on decision variables. for 
example, Charnes et al. [1954], Dantzig [1955], Garvin [1960], 
Swarup [1970]. 
The ellipsoid method established by Khachiyan [1979], 
investigates the interior points of a feasible region until it 
reaches an optimal point on the boundary. The method proposed 
by Karmakar {[1984a], [1984b]) is the best algorithm for 
solving the linear programs, which also investigates the 
interior point algorithm. The Karmakar's algorithm is better 
and significantly faster than that of the ellipsoid and simplex 
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method. Even since Karmakar proposed his algorithm, a number of 
variants of his algorithm for linear and special non-linear 
problems have appeared (e.g. Chandru and Kochar [1986], 
Anstriecher [1986], Gay [1987], Dennis [1987], and Karmakar et 
al. [1989]. 
A significant amount of research is being carried out for 
implementation of the Karmakar-type algorithm, for example, 
Rockett and Stevenson [1987], Murty [1988] and Alder et al. 
[1989] . An important development is the discovery by Gill et 
al. [1986] that Karmakar's algorithm belongs to a class of 
solution methods known as Projected Newton barrier methods. 
The Non-Linear Programming Problem (NLPP); 
Non-linear programming problem is described as the model 
in which either the objective function and/or one or more of 
the constraints are non-linear in decision variables. In non-
linear programming the optimal solution can be any point along 
the boundaries of the feasible region, or it can exist within 
the feasible region. Work on NLPPs started almost 
simultaneously with LPPs when Kuhn and Tucker [1951] presented 
their important paper which laid down the foundations of most 
of the later investigations in NLP. There is no general 
efficient algorithm for the solution of non-linear problems. 
However, for problems with certain identifiable structures 
efficient algorithms have been developed. 
The practical importance of some of the non-linear 
11 
programming problems has i n s p i r e d the r a p i d development of many-
a lgor i thms fo r so lv ing the NLPP. Of t h e s e the g r a d i e n t 
p r o j e c t i o n method by Rosen [1960], c u t t i n g plane method by 
Kelly [1960] , t h e method of f e a s i b l e d i r e c t i o n s by Zountendijk 
[1960], p e n a l t y func t ion method by Zangwil l [1967], methods of 
c e n t e r s by Huard [1967], and s e q u e n t i a l uncons t ra ined 
min imiza t ion t echn iques by Fiacco and Mccormick [1968] a r e 
worth men t ion ing . For more s o p h i s t i c a t e d methods, see for 
example, Lasdon [1970], Mangasarain [1969] and Wilde e t a l . 
[1967] e t c . . 
The Fractional Programming Problem (FPP); 
Another important class of NLPPs known as fractional 
programming problems arises when the objective function appears 
as a quotient. A FPP may be represented as: 
Problem P 
1.3 
max. 
xcX 
f (x) 
0(X) = g(x) 
where f, g : I R =*IR, g * 0 and X is some set of feasible 
solutions. Problem P is called a fractional programming 
problem (FPP). 
In particular, it is a linear fractional programming 
problem (LFPP) if f and g are linear, or affine, functions, the 
12 
constraints are linear, and the feasible region is polyhedral. 
A LFP deals with the problem of maximizing the ratio of two 
linear functions subject to a set of linear equalities and non-
negativity constraints on the variables. A linear fractional 
programming problem may be stated as: 
Problem P : 
1 ^  4 
max. 
xcX 
(c X + a) 
(d^ x + /3) 
where, X = I x c IR"^  I Ax ^ b, x ^ 0 j; c, d, c IR"; a, p e R and 
(d'^ +P) > 0 V x c X, 
(The case when the denominator may be zero is considered 
in Martos [1964] . A problem of type (LFPP) is known as 
hyperbolic optimization problem). 
Solution methods have been devised which exploit the 
special form of the LFPPs. Isbell and Marlow [1956] solved the 
problem of maximizing the ratio of non-homogeneous linear forms 
subject to linear equality constraints by replacing it by a 
sequence of different linear programs provided the denominator 
does not vanish. 
Charnes and Cooper [1962], after assuming the set X to be 
13 
regular (i.e. non - empty and bounded ), by means of the 
transformation y = tx, showed that the LFPP (P ) can be 
1 . 4 
solved by solving at most two LPPs which differ from each other 
only by change of sign in the objective function and in one 
constraint. Martos [1964] developed a simplex type 
computational technique for solving a LFPP and proved that the 
objective function attains a finite maximum on the constraint 
set X and this maximum exists on at least one vertex of X. 
Swarup [1965], attacked the problem directly without 
converting it into an equivalent LPP. Starting with a basic 
feasible solution, he developed a very efficient simplex like 
algorithm under the assumption that the set X is regular and 
T 
that the denominator (d +^) > 0 on X. 
Wolf [1985] described an approach for determining the 
optimal solution of the linear fractional programming problem 
which is based mainly on a parametric analysis of a related 
linear substitution problem, where as existing algorithms for 
linear fractional programs concentrate solely on determining 
the optimal solution. 
Mangasarain [1985] dealt with the characterization of 
optimal solution of a convex program in terms of the 
minimization of the exact penalty function connected with such 
a program. In another work, Xu [1988] discussed the saddle 
point type of optimality criteria for generalized fractional 
programming. Lai et al. [1990] extended the result of 
Mangasarain [1985] with reference to the exact penalty 
14 
characterization of a solvable non-linear program to the case 
of fractional programs. 
Sniedovich [1989] proposed a solution strategy for Problem 
P , where the function satisfies certain convexity 
1.3 
conditions. It is shown that subject to these conditions 
optimal solutions to this problem can be obtained from the 
solution of Problem P is an exogenous parameter. 
For other methods, references may be made, Dorn [1962] , 
Gilmore and Gomory [1963], Schaible [1974] and Swarup [1970]. 
Linear fractional criteria are frequently encountered in 
finance as Corporate Planning and Bank Balance Sheet 
Management. Also, fractional objectives occur in other areas. 
For example, marine transportation by Bitran and Novaes [1973], 
maximizing profitability by Gupta and Swarup [1979] etc.. 
The Non-Linear Fractional Programming Problem (WLFPP); 
Non-linear fractional programming problem (NLFPPs) which 
fall under the category of Convex programs, (Sector's [1968]) 
can be solved by the usual techniques of Rosen's gradient 
projection methods ([I960], [1961]), Zountendijk's method of 
feasible directions [1959] and Kelly's cutting plane method 
[1960] and Cheney et al. [1959]. 
However, since the NLFPPs are generally non-convex 
programs, special methods are required for solving them. 
Jagannathan [1966] and Dinkelbach [1967] related the fractional 
program P to the following parametric program 
15 
Problem P : 
. — 1 « b 
max. r f(X) - q g(x) 1 
vrX L J XCX 
where q c IR is a parameter. 
If f and g are continuous and X is compact, then it is 
shown that x solves (P, ) iff x solves (P, ) for q = q , 
1.3 1.5 Q 
where q is the unique solution of 
0 
Max. \f(X) - q g(x)] = 0 
vrX L -1 
and then 
q = (x ) = Max, 
° xeX 
f (x) 
g(x) 
other parametric approaches may be found in Geoffrion 
[1967] and Schaible [1976]. Kanti Swarup [1965] then extended 
the technique of variable transformations of Charnes and Cooper 
[1962] to the case of quadratic fractional program with linear 
constraints. After that Sharma [1967] extended it to a 
polynomial fractional program with linear constraints. Aggarwal 
[1968] further extended it to replace a standard error 
fractional program involving a non-differentiable term in the 
objective function by at most two convex programs. Mond and 
Graven [1973] considered Problem P with a still larger class 
1.3 ^ 
of functions f and g with linear constraints. Schaible 
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( [1973], [1974]), also exploited this technique to prove that a 
concave-convex fractional program is equivalent to a parameter 
free convex program. All these results were, however, sub 
summed by the later results of Mond and Graven [1975] and 
Schaible [1976] . 
For solving certain specific cases of NLFPPs, algorithms 
which are not based on any of these two techniques are also 
available in the literature, for example, Aggarwal and Swarup 
[1966] and Bector [1974] . 
1.3. Stochastic Programming (SP): 
The observation that some data in real life optimization 
problems could be random, i.e. the origin of stochastic 
programming, dates back to the 1950s. Without any attempt at 
completeness, some early contributions to this field are 
mentioned, Avriel and Williams [1970] , Beale ([1955] , [1961]), 
Berneau [1967], Dantzig [1955], Dantzig and Madansky [1961], 
Tinter [1955] and Williams [1966] etc.. 
Stochastic linear programming deals with methods of 
characterizing and computing an optimal solution when the 
parameters of the problem are stochastic. 
The mathematical formulation of an applied problem as a 
programming problem will incorporate certain parameters on 
which a model of the situation to be analyzed can be based. In 
the classical deterministic analysis these parameters are 
assumed to be (completely) known (fixed) constants. In many 
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cases of practical importance it turns out that some of the 
parameters appearing in the problem must be treated as random 
variables rather than as deterministic ones. Stochastic 
programming is concerned with programming problems in which 
some or all of the parameters are random variables with known 
(joint) probability distribution. 
The objective of stochastic programming is to consider 
random effects explicitly in the solution of the model. The 
basic idea of all stochastic programming models is to convert 
the probabilistic nature of the problem into an equivalent 
deterministic solution. The counter part of the stochastic 
programming is, of course, deterministic programming. Consider 
the following stochastic programming problem. 
Problem P : 
1.6 
T 
min. 77 (x) = c x 
X 
subject to 
Ax := b 
X i 0 
where some or all of the components of A, b, c are random 
variables with known (joint) probability distribution. Thus, 
given a probability space {Q, F, P ) and a measurable 
transformation ( A^, b^, c^ ) : n =» |R"^ "^+"^ r^i ^^^^ ^^^^ ^ random 
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r e a l i z a t i o n w e fi a s s i g n s t o the random v a r i a b l e s a va lue (A , 
b , c ) wi th a p r o b a b i l i t y measure P , then t h e p o i n t (A , b , 
(J li> (J (J (0 
c ) is said to be admissible iff at this particular point the 
constraint set, 
{ ^  I V ^ ^ W ^  ^  ° } I 
is non-empty and bounded and if a finite optimum (i.e. min. 
X 
c^x) is attained on it. 
The determination of the distribution function of the 
optimum value was first formulated by Tinter [1955] as a 
problem of ^passive stochastic programming'. 
The *i/ait and see' problems are, however, not decision 
problems in the sense that a decision about the activity levels 
has to be made here and now. Wait and see problems have led to 
investigations of the distribution of the optimal value (and 
the optimal solution), e.g., Berneau [1967] . In fact, these 
problems require more of statistical distribution analysis than 
decision making. For this reason, these are, sometimes referred 
to as distribution problems. Kail [1976]. 
The mathematical models show the relationships that exist 
among the system variables. In practical applications, it is 
desirable that the estimates should be updated whenever a new 
available information is obtained. Since many models are 
assumed to have a structure expressed by a linear equation or 
by a system of simultaneous equations, the multivariate 
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regression analysis is a useful statistical technique. It is 
desirable to update the optimization problem that contains 
unknown solution by modifying the previous data. For such 
purpose Morita and Ishii [1992] proposed a stochastic 
improvement method for the linear programming problem that 
contains unknown coefficients in the constraints, which are 
iteratively improved by using newly available data obtained one 
after another. 
The non-parametric methods have great scope for 
application in many practical problems of decision making under 
conditions of risk and uncertainty. Rockafeller and Wets [1987] 
developed the method of scenario aggregation for obtaining 
robust solutions in management decision problems under 
conditions of incomplete knowledge and uncertainty. Kmietoweiz 
and Pearman [1981] suggested a realistic compromise between the 
two extremes of uncertainty and risk by postulating that the 
decision maker is able to rank future states of nature in terms 
of their probabilities, such that p ^ p ^ . . . ^ p . 
Sengupta [1991] assumed a specific statistical 
distribution for the uncertain parameters and then generated a 
transformed model to obtain a cautious optimal solution. 
Various cases of this have been surveyed by Kolbin [1977], 
Sengupta [1980], and others. An alternative approach has been 
developed which emphasizes non-parametric methods in obtaining 
cautious optimal solutions. These methods are more heavily 
data-based and do not use any specific assumption about the 
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distribution of the stochastic elements. Several types of these 
methods are discussed by Charnes et al. [1986], Seiford and 
Thrall [1990], Sengupta [1990]. 
Many studies of statistical approach for stochastic 
programming are proposed, for example, a Bayesian analysis 
(Bracken and Soland [1966]); Jagannathan [1985]), a minimax 
model (Dupacova [1987]) , prediction regions for the optimal 
decision (Cipra [1987]), and a confidence region method (Morita 
et al. [1987], [1988] ) . 
Multistage stochastic programs are still under 
investigation, and were discussed early by Oslen ( [1976], 
[1976], [1976]) useful results on the deterministic equivalent 
of recourse problems and for the expectation functionals are 
due to Wets ( [1974] , [1989] ) . The idea of approximating 
stochastic programs with recourse (with a continuous type 
distribution) by discretizing the distribution is related to 
special convergence requirements for the (discretized) expected 
recourse function; Kail and Wallace [1994], Kail [1986]. 
Yahia et al. [1995] presented a technique which seeks the 
optimum (or near optimum) solution of a non-linear problem by 
searching through the sets of non-dominated solutions of the 
bicriterion linear programming problem. They presented an 
approximation formula for constructing two linear objective 
functions, based on the non-linear objective function of the 
equivalent deterministic form of the stochastic programming 
model. 
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1.4. Chance Constrained Programming (CCP): 
In linear programming, when the presumed level of the 
reliability of the constraint (s) is less than one, then chance 
constrained programming can be employed as a means of 
describing that level of constraint violation. CCP has been 
introduced into the SP literature mainly through the exposition 
of Charnes and Cooper [1959] , and since then it has been 
developed and applied by Kataoka [1963] and many others. Chance 
constrained technique is one which can be used to solve problem 
involving chance constraints, that is, constraints having 
finite probability of being violated. This chance constrained 
programming permits the constraints to be violated by a 
specific (small) probability. Thus the CCP formulation is as: 
Problem P : 
•J-
min. 0 = E (c x) 
subject to 
Prob. (A X i b ) i p, p e [0,1] 
X i 0 
The interpretation of P is that an activity x i 0 is to 
be chosen such that it satisfies A x :s b with at least 
Ci) it) 
probability p and minimizes E(c x). 
Symond [1967] formulated and founded condition for the 
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construction of deterministic equivalent to chance constrained 
stochastic problem. The working out of different problems for 
the qualitative analysis of chance constrained problems, were 
contributed by Miller and Wagner [1965] , Sengupta ([1969] , 
[1969]) and by many others. 
Rakes et al. [1981] used a piece wise linear goal 
programming code for solving chance constrained models. 
Separable technique was applied to chance constrained first by 
Seppala and Orpana [1984] and non-linear constraints are 
linearized approximately. Oslon and Lee [1985] used a gradient 
algorithm for chance constrained non-linear goal programming. A 
linear approximation of CCP was given by Oslon and Scott 
[1987]. Weintraub and Vera [1991] solved the CCP using cutting 
plane algorithm. 
Chance constrained programming models have found 
applications in diverse fields such as financial planning, 
stock investment, marketing, agriculture, industry production, 
network analysis, energy planning. Water system planning, (see 
Hogan et al. [1981]). 
1.5. Two Stage Stochastic Programming (TSSP) Model: 
Most of the problems in planning and management dealing 
with criterions of risk and uncertainty are considered and 
solved as two stage stochastic programming technique, such 
problems with compensation of divergencies in system with 
constraints have more applications in comparison to any other 
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stochastic programming problems. 
Optimization problems in two stage stochastic programming 
approach consists of deterministic and random vectors. At the 
first stage in the solution before the random conditions of the 
problems are specified, we have to make the deterministic 
preliminary plan. At the second stage a random vector in the 
solution of the problem corresponding to a plan compensating 
divergency, appears after the specification of the parameter of 
the problem. Consider the following stochastic program. 
Problem P 
1.8 
T 
mm. c X 
X 
subject to 
A X = b 
A X = b 
X i 0 
where, 
n, ' m, m-, ' mixn, mpxn, 
X, c e R ; b e (R ; b c K ; A c \R ; A e IR 
The components of A and b are assumed to be fixed and 
known while the components of A, b and c are assumed to be 
random variables with a known (joint) probability distribution. 
In this TSSP formulation, at first stage, before the 
values of the random variables become known, an x i 0 is chosen 
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to satisfy the fixed constraints A x = b . Then the realization 
of a sample point w c n is observed which yields the values ( 
A , b , c ) of the random variables. As vis' usual, the random 
(J u; u) ^— 
realization u is assumed to be independent of the choice of the 
first stage decision vector x. Now it may be found that some 
discrepancies in the constraints i.e. A x = b may not be 
satisfied. These discrepancies are compensated at the second 
stage and in the process some penalty costs are incurred. So at 
the second stage a recourse (or compensation) vector y is found 
so as to minimize the penalty costs. 
Thus, having fixed the vector x and having observed the 
random realization u e f2, one has to solve at the second stage, 
the deterministic program: 
Problem P 
1. 9 
T 
m m . g y 
y (J 
subject to 
U x = b - A x 
10 (J CJ 
y 5: 0 
where y e R is the recourse vector; g c IR is the penalty 
m2xn2 
vector and U e (R is the recourse matrix. Generally 
speaking, g and U may also be random such that with the 
realization to e Q their values too, become known before solving 
the second stage problem P 
1 .9 
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The total cost incurred is, thus, the sum of the original 
T T 
cost (c x) and the penalty cost Min. (q y). Our obiective is 
to determine an x such that the expected value of the total 
cost is minimized. The TSSP formulation corresponding to the 
Problem P is: 
1 .9 
Problem P 
1. 10 
subject to 
min. E 
X 
cj X + min. (g^ y) 
A X + 
A X 
U y 
X 
y 
= 
= 
> 
> 
b 
b 
0 
0 
O) 
CO c n 
T 0 
It is reasonable to assume that E (c x) = c exists and 
is finite, so that c may be replaced by c . 
it) 
Problem P is called the two stage stochastic 
1.10 ^ 
programming problem (TSSP) and Problem P its second stage 
program. In fact, P may be understood as an ^emergency 
program' yielding the last possibility of compensating for the 
discrepancies in the original constraints. Madansky [1962] 
refers to P as the ^slack solution model', while Walkup and 
1.10 ^ 
Wets [1967] call it the 'stochastic program with recourse'. 
The constraints A x = b and x > 0 which do not involve 
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any random element and hence no y are called 'fixed 
constraints' while the second stage constraints which involve y 
are called the 'induced constraints' on x. The term 'induced' 
indicates that these constraints implicitly induce additional 
restrictions on x; e.g. if U is restricted to be positive 
definite then it implies an additional restriction, viz. A ^ 
b on X. 
Let the optimum value of the second stage program P^  ^ be 
denoted by Q(x,u). Then the deterministic equivalent of the 
TSSP P is of the following form: 
1 . 10 
Problem P, : 
1 * 1 1 
m i l l n c\ + Q(x) J 
sub j ec t t o 
A X = b , 
x £ 0 
r e Q(x) = E [ Q{X,W) ] . whe 
If the second stage program P is infeasible then Q{x,(j) 
is set equal to + « and if P is feasible then Q(x,(j) may 
either be finite or unbounded below (i.e. -oo ) . This requires a 
careful definition of E[Q(x,ti))]. A precise definition which 
accommodates the values ± m for Q(x,a)) is given by Walkup and 
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Wets [1967]. It states among other things, that E[Q(x,tj)] = + oo 
if either 
(i) Q(x,u) = + CO on a set of probability measure 
greater than zero, or 
(ii) E[Q(x,(j)] is divergent. 
Regarding the value of Q(x,tj) and Q(x), it has been proved 
in (Walkup and Wets [1967] ) that 
(i) Q(x,w) is convex polyhedral in x, convex polyhederal 
in (A, b) and convex polyhederal in q and 
(ii) Q(x) is convex. 
It follows, therefore, that the equivalent deterministic 
program P is a convex program and this assertion provides a 
theoretical basis for the development of computational 
algorithm for the solution of TSSPPs. 
Judin [1974] has extended these results to the case in 
which the constraints are linear and the objective function of 
the second stage program is non-linear. 
1.6. Stochastic Transportation Problem (STP): 
The general transportation problem is concerned with 
distributing any commodity from any group of supply centers, 
called sources or origins, to any group of receiving centers, 
called destinations or sinks, in such a way as to minimize the 
total distribution cost. 
A homogeneous product is available in fixed quantities a 
i 
(i = l,...,m) at m origins. There are n destinations with fixed 
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demands b (j = l, ...,n) such that 
m n 
1=1 j=i 
The per unit costs c of transportation from origin i to 
destination j are also fixed and known. The problem is to find 
the quantities x . {^ 0) to be transported such that the total 
transportation cost is minimized. Thus the general model for 
the transportation problem can be stated as: 
Problem P ; 
1. 12 
m n 
min y y c X . 
jj LI L. 1 i 1 J 
iJ i = l J = l 
subject to 
m 
y x = a (supplies), ( i = l,...,m.) 
Z J i j i 
J = l 
n 
y x = b (demands), ( j = l,...,n.) 
L, ij j 
1=1 
X i 0 (V i,j) 
i j 
When the market demands for a commodity are not known with 
certainty, the problem of scheduling shipments to a number of 
demand points from several supply points as a stochastic 
transportation problem. If the dynamic aspects of the problem 
may be neglected, i.e., if the effects of stock outs and 
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inventory carry-overs can be reflected in terms of linear 
penalty costs (in the case of under-supply) and linear salvage 
values (in case of oversupply), one obtains a convex non-linear 
programming problem. The problem of finding the transportation 
plan to minimize the total expenditure is known as a stochastic 
transportation problem (STP). 
1.7. The Transportation Problem with Transshipment: 
Since in the Hitchok transportation problem, cities where 
the goods are transported to the final destinations; shipments 
do not take place between origins or between destinations, nor 
from destinations to origins. However, in this model while only 
shipments from origin to final destination appeared , actual 
shipments might in practice be routed through many intermediate 
cities. It is assumed that the shipment between two cities are 
always transported via the least-cost routes. 
A. Orden [1956] proposed a generalized transportation 
model in which transshipment through intermediate points is 
permitted. Thus in this transportation problem with 
transshipment, instead of shipping direct from source to sink, 
it may be possible to transship, i.e. goods produced at some 
source and destined for some sink reach their ultimate 
destination via other sources and sinks and are transshipped at 
these points. If a point is a source, the net of what leaves 
that point must be a , and if a point is a sink, then the net 
of what arrives at that point must be b.. 
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PART - II REVIEW OF THE RELATED WORK 
Although the idea of programming under risk or uncertainty-
had struck some authors like Tinter [1941] and Stigler [1945], 
the real breakthrough in the field of stochastic programming 
was made only in 1955 and thereafter the works of Babbar 
[1955], Dantzig [1955], Freund [1956] and Ferguson et al. 
[1956] etc. appeared. Since then, not withstanding the many 
conceptual and computational difficulties involved in it, 
considerable progress has been made in the challenging field of 
stochastic programming. In this part, we review some important 
works on the approach to stochastic programming with special 
emphasis on the results which are related to the research work 
reported in this thesis. 
1.8. Stochastic Transportation Problem: 
Transportation problems are one of the first types of 
problems analyzed in the early history of LP. This is also one 
of the sub classes of LPPs. The transportation problem can be 
solved by the regular simplex method. However, its special 
structure allows the development of a solution procedure, 
called the transportation technique, that is computationally 
more efficient. 
The transportation technique can be, and often is, 
presented in an elementary manner that appears completely 
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detached from the simplex method. The transportation problem 
can be extended to cover a number of important applications, 
including the assignment problem, the transshipment problem. 
However, the transportation problem and its extensions are also 
special cases of network models. 
Transportation problem extend its scope of application to 
a wider class of real-life problems. The general problem arises 
when goods available at several sources must be shipped to 
various destinations. With fixed amounts available at the 
sources and fixed demands to be met at the destination, the 
problem is to determine a shipping schedule that minimizes 
transportation costs. It is assumed that the costs of goods 
from a source to a destination are directly proportional to the 
amount of goods shipped. The standard form of the problem was 
formulated by Hitchok [1941] . In his paper, he employed a 
procedure which is very similar to the simplex method. Later, 
the problem was also considered independently by Koopmans 
[1949]. Because of these early investigations, the problem 
sometimes is also called as the Hitchok-Koopmans transportation 
problem, which have direct practical applications in many real 
life situations. 
In the direct sense, the transportation problem seeks the 
determination of a transportation plan of a single commodity 
from a number of sources to a number of destinations. It can be 
stated as follows: 
A single homogeneous product is available in fixed 
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quantities a (i = l,...,m) at m origins. The per unit costs 
c of transportation from origin i to destination j are also 
fixed and known.The problem is to find the quantities x , (2: 0) 
to be transported such that the total transportation cost is 
minimized. The corresponding linear program is: 
Problem P : 
1. 13 
m n 
.n y y c X 
r L L \i \'i 
mil 
X 
ij 1=1 j=i 
subject to 
m 
( i = 1,...,m.) 
( j = 1 ,n.) 
(V i,j) 
There are n destinations with fixed demands b. (j 
L ij 
J=i 
n 
L ij 
i = l 
X 
i j 
— 
= 
> 
a 
i 
b j 
0 
(suppl ies) 
(demands), 
1,...,n) such that 
m n 
i=i j=i 
A large number of variants and generalizations of this 
standard transportation problem have been investigated and 
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special algorithms developed for solving them. 
When the demands are random with known probability-
distributions and penalties for under-supplies and over-
supplies are imposed, the problem of finding the transportation 
plan to minimize the total expenditure is known as a stochastic 
transportation problem (STP). 
In general, a STP may be formulated as a TSSLPP and in 
particular as a special case of the 'complete problem' of Wets 
[1966] . 
According to the above formulation of Problem P , the 
values of X (V i,j) are chosen at the beginning to satisfy 
n 
the fixed constraints ( Y x = a ) and total x ^ 0 (V i,j) 
L, ij i ij 
n 
and the total supply to each destinations i.e. Y x. is 
j = i 
m n 
determined, causing there by a transportation cost V Y c. .. 
i = i j = i 
In the mean time, specific value of the random demands b 
j 
become known so that for each j (= l,...,n), we have either a 
m 
shortage given by ( b - ^ ^ j ) - 0 with a unit shortage cost 
i = l 
m 
say a or an over-supply given by ( Y ^  - b ) i 0 with a 
J Z-i iJ j 
1 = 1 
unit holding cost minus salvage gain say /3 . 
The objective is to choose the x so that the total 
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transportation costs plus the total expected cost of under-
supply and over-supply is minimized. Thus, if F (b ) is the 
distribution function of the demand b , supposed to be 
continuous, the problem may be formulated as under: 
Problem P : 
1 . 14 
n 
min ) 
X ^ 
M j=i 
m ^ ij 
V c X + ( a + p ) r F ( b ) d b + a b 
A ij ij j J J J J J J J 
i=l 
subject to 
n 
U ij 
J=i 
m 
L, ij 
1=1 
a 
i j 
= b 
i 0 
(supplies), 
(demands), 
( i = 1,...,m. 
( j = 1, . . . ,n. 
( V i,j ) 
where b is the expected value of b 
J j 
In case, the distributions of b (j = l,...,n) are 
discrete (e.g. when the product is indivisible) with a finite 
number of possible values b (k = l,..,k ) and their 
jk j 
c o r r e s p o n d i n g p r o b a b i l i t i e s p , t h e n t h i s p r o b l e m r e d u c e s t o 
t h e f o l l o w i n g P rob lem P 1 . 14 
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Problem P 
1 I • 
min 
X 
1J 
subject t o 
15* 
n 
I 
m ^ ij 
Y c X + ( a + p ) y F ( z ) + a b 
Z- ij ij J ' J A J J J J 
1=1 
m 
j=i 
z =0 
j 
V x = a (supplies), ( i = l,...,m.) 
s o (V i,j) 
ij 
Williams [1963] considered the stochastic Problem P _ 
but with the cost of over-supply p being negative (i.e., for 
over-supply we only have a salvage value) and worked out an 
algorithm based on Dantzig's decomposition method for non-
linear programming. 
In an earlier work, Ferguson et al. [1956] investigated a 
generalized stochastic transportation problem (in which the 
coefficients of x in the constraints are not restricted to 
iJ 
being 0 or 1) with discrete random demands but with no penalty 
for under-supply. Garvin [1960] applied this approach to a STP 
with continuous random demands and, under suitable 
approximations, reduced the problem to a typical linear program 
with upper bounded variables. A special computational algorithm 
was also developed for solving this linear program. 
Szwarc [1964] applied a different approach to a STP with 
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continuous demands and penalties for both under-supply and 
over-supply. This paper presents a solution method which is 
preceded by a development that replaces the original cost 
function with a controlled linear approximation. 
El Agizy [1967] considered a STP with discrete random 
demands and showed that the equivalent deterministic linear 
program of Ferguson et al. [1956] has a constraint matrix which 
can be reduced to a node-arc incidence matrix and hence, the 
equivalent deterministic problem represents a directed network. 
The problem has feasible solution only if the net surplus 
generated at the sources equals^ the net deficit to be absorbed 
at the sink. 
Regeh [1970] in his research report, has developed an 
optimization technique and a computational algorithm to solve 
the general m-sources and n-destinations STP P . The 
^ 1 . 15 
algorithm is based on the use of marginal costs 
g(x. ) = (c,. - a) + (a, + (3.) F (x ) 
which represents the cost of supplying an extra unit of product 
at a given level of flow on any arc in the system, where a and 
p are respectively the over and under supply. Two modified 
versions of the algorithm are also given to solve the single 
and multiple capacitated STPs. 
Wilson ([1972], [1973], [1975]) has shown that a linear 
approximation can be used in order to solve a STP with 
penalties for under-supply and over-supplies as an ordinary 
capacitated transportation problem. Wilson [1972] developed a 
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linear approximation model for transportation problems with 
stochastic demand where integer solutions are required. 
Gupta and Swarup ([1979], [1979]) considered the 
stochastic transportation problem which requires minimization 
of a fractional objective functional under random demands 
having known probability distributions. 
1.9. The Transshipment Problem: 
The standard transportation model assumes that the direct 
route between a source and a destination is a minimum-cost 
route. An alternative method for obtaining the minimum direct 
shipping cost is to formulate the problem as a transshipment 
model. In essence, the transshipment model automatically seeks 
the minimum-cost route between a source and a destination 
without having to determine such a route a priori. 
Orden [1956] proposed a generalized transportation model 
in which transshipment through intermediate points is 
permitted. Thus in this transportation problem with 
transshipment, instead of shipping direct from source to sink, 
it may be possible to transship, i.e. goods produced at some 
source and destined for some sink reach their ultimate 
destination via other sources and sinks and are transshipped at 
these points. If a point is a source, the net of what leaves 
that point must be a., and if a point is a sink, then the net 
of what arrives at that point must be b.. 
In the case of transshipment, one thing is that, each sink 
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must be t rea ted as two d i s t i nc t sinks as i t makes a difference 
whether the products are send from i to j or from j to i (even 
if c = c ) . i j j i ' 
It is also possible that the goods arrive at their final 
destination via points that are neither sources nor sinks. 
These points merely act as pure transshipment points. It is 
necessary to distinguish these points from the sources and 
sinks because a pure transshipment point can be represented as 
a source that produces nothing or as a sink where the demand is 
zero. A direct extension of the transportation problem is a 
transshipment problem. 
Daeninck and Smeers [1977] dealt with the uncapacitated 
transshipment problem when the cost function of the problem is 
concave in the amount shipped on each arc and thus local optima 
are possible. 
Topkis [1982], in his paper considered complimentarity and 
substitutability among locations for a two-stage transshipment 
problem with locations being factories, warehouses and demand 
centers under known demand. Complementarity and 
substitutability are known properties that offer qualitative 
insight and computational benefits in the transportation 
problem. Erlenkotter [1969] proved that for the transportation 
problem any two sources are substitutes and any source and any 
destination are complements. Topkis [1978] indicated an 
alternative derivation of these results as a special case of 
general theory involving a sub modular function. Akine and 
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Khumawala [1977] used a rule based in part on the 
substitutability of the sources in an algorithm for optimality 
locating sources for a transportation problem under known 
demand. 
1.10. Cutting Stock Problems: 
Trim loss problems also called as cutting stock problems 
or depletion problems can be found in various industries. They 
arise, for example, with the production of steel bars and 
plates, adhesive tapes, glasses, pipes and logs etc.. In all 
these cases, it is usually more economical to produce large 
objects in only a few standard sizes at first and cut them into 
the sizes demanded by the customers later than to produce the 
required size directly. However, the cutting process itself can 
have severe impact on the company's profit, especially when 
material of high value is involved. This is due to the fact 
that a poor way of cutting may result in a large amount of trim 
loss, which again means that material and production resources 
have been wasted. Traditional planning models for cutting stock 
problem therefore, in the first place, try to minimize the 
amount (or the value of material) to be used for a given set of 
orders. 
The methods for cutting stock problems are divided into 
two groups, algorithmic and heuristic. An algorithmic method 
for a problem guarantees to find the optimal solution for that 
problem as specified. A heuristic method, on the other hand, 
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cannot be guaranteed to find the optimal solution and often 
will not. A heuristic is judged to be acceptable in use if the 
solutions it produces are 'good enough'. Heuristic methods are 
usually adopted where it is not feasible to employ algorithmic 
methods. An algorithm may not be available, or the 
computational cost of using the best available algorithm may be 
prohibitive. 
The classical solution approach has been developed by 
Gilmore and Gomory [1961] . Minimizing trim loss is the main 
objective of this approach, it hardly takes into account that 
most practical problems, imply additional conditions with 
respect to production, or must be solved in accordance with 
other areas of planning. These deficiencies have led to the 
development of more and more, mostly heuristic solution 
approaches which, as a rule, are entirely devoted to special 
planning situations. This is reflected in a variety of 
contributions which have been published ever since and are 
still being published. 
Since trim loss problems are, impractically all cases, 
concerned with the division of material, the objects marked 
down for the cutting operation are basically three dimensional; 
but generally only one or two dimensions are relevant to the 
problem. Consequently, it can be differentiated as: 
— One-dimensional, 
— two—dimensional and 
— three-dimensional trim loss problems. 
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Typical examples for one-dimensional problems are to be 
found in lines of production where stocks of bars or rolls have 
to be cut into smaller pieces of the same material (the 
"length") is relevant to the solution of the trim loss problem. 
Where as the cross section is fixed and hence does not affect 
the solution of the problem. Other dimensions of the stock are 
not relevant to the solution 
Tvo-dimensional problems exist in situations where flat 
material (e.g. metal sheets, chip board, panes of glass, 
textiles) have to be divided into products of smaller square 
measures, but of the same, and thus not relevant, thickness of 
material. 
Three-dimensional problems appear less frequently, because 
in many real production situations one or two dimensions of the 
original material can be standardized, so that for each 
standardized type of material a trim loss problem with reduced 
dimensionality is obtained. Three dimensional problems occur, 
however, in the form of so-called loading problems. 
There is a difference between trim loss and Knapsack 
problem that in a Knapsack problem each of the order pieces is 
given a value and the object is to maximize the total value of 
the pieces to be cut from a stock item. Such a problem may be 
stated as: 
n 
maximize 
l = i 
Y e a 
l^ i i 
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subject to condit ion that [a ,a , . . . , a ] corresponds to a 
1 2 n •^  
feasible cutting pattern. 
where, c is the value of a piece of size i and a be the 
i i 
number (to be determined) of pieces of size i that are to be 
cut from the stock item. 
In a constrained Knapsack proijlem there may be upper 
bounds on the number of stock items to be cut. That is, it may-
be required that a ^ g. ; i = l,...,n, for some set of integers 
In the trim loss on the other hand, there is a set of 
integers {d , d , . . ., d }, the order list describing the number 
of pieces of each size that must be supplied. The object is to 
minimize the tota.1 cost of the stock items consumed in 
satisfying the orders. Such type of problem can be stated as: 
Problem P : 
1. 16 
m 
minimize I^ , 
J = i 
subject to 
m 
Ya =d i = l,...n, 
J = i 
and [a , a , ...,a ] correspond to a feasible cutting 
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pattern for stock j, for j = l,...,m. 
where, c be the cost of stock item j and a the number of 
j -• ij 
pieces of size i to be cut from stock item j. 
In some industries ovei—runs and under-runs are permitted. 
In such cases the equality constraints may be replaced by, 
m m 
y a i d - u and Y a., ^ d + v . L ii i 1 L. 1} 1 1 
j=i J=i 
where u is the maximum under-run and v is the maximum over-
1 i 
run allowed for order size i. 
There is clearly a close connection between trim loss and 
Knapsack problems. The linear programming approach of Gilmore 
and Gomory ( [1961], [1963]) to trim loss problems involves the 
solution of a series of auxiliary Knapsack problems. The 
algorithm methods used for solving trim loss problems fall into 
the well-known categories of linear programming, branch and 
bound and dynamic programming. 
Optimization is used extensively for the solution of 
cutting stock problems. The approaches proposed are summarized 
as survey articles by Golden [1976], and Dyckhoff et al. 
[1985] . Dynamic and linear programming are used extensively for 
solving two-dimensior.al, single-plate and rectangular cutting 
stock problems in which guillotine cuts are considered. Beasley 
[1985] solved the multi-plate case of this problem through a 
heuristic algorithm based upon a sophisticated cutting pattern 
generation procedure and a linear program. 
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Heuristic procedures are also used for solving two and 
three dimensional cutting stock problems (Coverdale et al. 
[1976], Roberts [1984] etc.). 
Wascher [1990] considered the problem of long steel 
plates, supplied in two different width and rolled up into 
coils (to be cut) and solved it by applying interactive 
technique known from multiple criteria decision making. 
Ferreira et al. [1990] considered the iron and steel 
industry for a two phase roll cutting problem. It consists of 
optimizing the planning of roll cutting which is effected in 
two phases i.e., each raw material roll is cut into 
intermediate primary rolls, which in turn are cut to obtain the 
constituent rolls of the final product. 
Valeric et al. [1994], developed a computer based 
interactive approach to the cutting stock problems in which 
they decomposed the global problem in smaller problems. The 
solution procedure invol^-es the decomposition of the problem 
into two different phases; the cutting pattern generation phase 
and the assignment of the cutting patterns to the inventory 
coils. 
Knapsack Problem with Minimum Slack; 
For obtaining a solution of a Knapsack problem with 
minimum slack we try to solve the following Knapsack problems 
successively for k = 0,1,2,....-. 
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Problem P : 
1. 17 
n 
Maximize > c x 
subject to 
n 
Is 
j = l 
X 
J 
X 
j 
+ k = 
> 
b 
0 and integers. 
If a feasible solution is obtained for k = r, while no 
solution is found for k = l,...,r-l, then the first 
lexicographic solution with minimum slack to the problem (P ) 
will be the first lexicographic solution to 
Problem P : 
1 . 18 
n 
Maximize > c x 
subject to 
n 
> a x + r = b 
j=i 
x i 0 and integers, 
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PART - III THESIS AT A GLANCE 
1.11. Chapter - Wise Brief Sketch of the Thesis: 
The present thesis is devoted to the study of some aspects 
of the approach to stochastic programming. The second, third 
and fourth chapter of this thesis are based on the applications 
of two stage stochastic programming problem (TSSPP) to the 
transshipment problem which arise quite frequently in real life 
situations. 
The fifth chapter is devoted to study another application 
of stochastic programming to the roll cutting problem which 
arise in many industries. The problem turns out to be that of 
linear programming under uncertain demand. For its solution we 
give it a two stage linear programming under uncertain demand. 
The brief account of the problems discussed and the 
results obtained and reported in chapters 2 to 5 is presented 
below. 
In section 2.2, the transshipment problem is presented and 
in section 2.3, a capacitated stochastic transshipment problem 
(STSP) under uncertain demand is discussed. The objective is 
to maximize the net expected revenue received minus the total 
cost incurred. The problem considered here is of the following 
form: 
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Problem P 
2.2 
max. Z 
X 
i J 
subject to 
m+n 
m+n 
m+n 
L ij 
m+n 
y ^  
L ij 
i = l 
m+n 
''j 
= 
= 
= 
, y,) -
a + t 
i 0 
t 
0 
t 
0 
m+nm+n 
I I 
i = i j = i 
y X = b + 1 
La i 0 
( i = 1, ,m ) 
i = m+1,..,m+n ) 
( J = 1, ,m ) 
j = m+1,..,m+n 
1=1 
0 s X ^ d ( V i,j ) 
where a is the amount of product available at destination j, 
X . is the amount of the product shipped from origin i to 
destination j, c. is the cost of shipping per unit from origin 
i to destination j; d is the upper limit on the amount that 
can be shipped over any given route (i,j) . s. is the revenue 
received from each unit of demand j; f is an unknown function 
representing the total expected revenue for the destination j 
if the total of y units are shipped to this destination. 
Assuming the demand b (j =1,2 n) to be independently 
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distributed according to the discrete probability distribution 
function. 
Prob. (b=b ) = P ,h=l,2,...,H 
hj hj' J 
Problem P i s r educed t o t h e f o l l o w i n g e q u i v a l e n t 
d e t e r m i n i s t i c p r o b l e m . 
Problem P : 
2 . 3 
m+n "j m+nm+n 
max . Z = y Y P y - V V c x 
X , y ^ ^ hj hj ^ ^ i j i j 
1 J nj j = i h = l 1=1 j = l 
s u b j e c t t o 
m+n 
y X = a + t 
L, i i i 0 
j = l 
m+n 
y X = t 
J = i 
m+n 
y X = t 
L. i i 0 
( i = 1 , ,m ) 
( i = m + 1 , . . , m + n ) 
( j = 1 , ,m ) 
i = l 
m+n 
7 ^ - • " 
Lu i j 
= 1 
X . . , y ^ . 
i j h j 
X 
IJ 
^ h j 
A^hj = 
h = l 
^ 0 
s d 
i j 
s R 
h j 
L. 
0 ( j = m + 1 , . . , m + n ) 
( V i , j , h ) 
( V i , j ) 
( V j , h ) 
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"J 
where, F = s t , t = 7 ? and R = b - b 
hj J hj' hj L ^hj hj hj h-l , J 
h = l 
Problem P is, obviously, a LPP which may be solved by 
the usual methods. However, by exploiting its special 
structure, we have developed a transportation type finite 
iteration algorithm which involves moving from one basic 
feasible solution to another till the optimum solution is 
reached. A numerical example is also added to section 2.7 to 
illustrate the same. 
In chapter 3, we develop a computational algorithm for a 
typical STSP in which the demands are random and the objective 
is to minimize a fractional objective function whose numerator 
and denominator both are affected by stochastic uncertainties. 
Let us assume that <^  (r ,y ) and |/  (s ,y ) are the unknown 
j J j j J J 
functions representing the total expected revenue and the total 
handling costs at destination j; r and s. are respectively the 
revenue received (e.g. sales proceeds) and handling costs (e.g. 
sellers commission etc.) for each unit of demand fulfilled at 
destination j; d. . is the per unit procurement cost of the 
product at origin i plus the unit loss due to pilferage etc. on 
the route (i,j); c. is the unit transshipping cost on the 
route (i,j) and the other symbols have the same meanings as in 
Problem P of chapter II. 
2.2 ^ 
The problem considered here is of the following form: 
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Problem P 
3. 1 
min. Z 
X 
IJ 
subject to 
m+n m+n iTi+n 
I l ^ > - , > - I * , " ^ , • y , 
i=i j=i J=i 
m+n m+n m+n 
I I Sj ^j -^  I ^^^J' yj^  
i = i j = i j = i 
m+n 
( i = 1, ,m ) 
j = l 
m+n 
L ij 
J = l 
m+n 
/L, i j 
i = l 
m+n 
i = l 
X 
i J 
= 
= 
= 
> 
t 
0 
t 
0 
b + t 
j 0 
0 
( i = m+1,..,m+n ) 
( j = 1, ,m ) 
( j = m+1,..,m+n ) 
( V i,j) 
Problem P i s reduced to an equivalent de te rmin is t i c 
3 . 1 
Problem P which i s a l i nea r f rac t iona l programming problem, 
which may be solved by the usual methods. However, by 
explo i t ing i t s special s t r u c t u r e , we have developed a 
t r anspor t a t i on type algorithm which also involves a f i n i t e 
number of i t e r a t i ons and i s i l l u s t r a t e d in section 3.7 by a 
simple numerical example. 
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Problem P : 
3.2 
min. Z 
i J -'hj 
m+n m+n 
LI Lt 1 J 1 J 
1=1 j=l 
m+n m+n 
L Z. ij Ij 
1 = 1 J = l 
+ 
+ 
m+n "j 
L L hi ^hj 
j = l h = l 
m+n "j 
I I Ki h^j 
j = l h=l 
(where a = -r t and ^ = s t ) 
hj j hj ' I j J hj 
s u b j e c t t o 
m+n 
V x = a + t ( i = l , ,m 
L i } i 0 
j = i 
m+n 
y X = t 
L ii 0 
( i = m + 1 , . . , m + n 
m+n 
l^r^o ^ ^ = ^' ,m ) 
1 = 1 
m+n HJ 
y X. . - y y^. = t ( j = m+1, . . ,m+n ) 
L, 1} Z_, h j 0 
i = l h = l 
X . . , y^ . ^  0 ( V i , j , h 
\i'\i ( V j , h ) 
In the 4 chapter of the thesis, the results of chapter 
III are further extended in section 4.2 to develop a 
computational algorithm for a capacitated STSP and the 
objective is to maximize the profitability (ratio of net 
expected profit to total cost) of the transportation schedule. 
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Mathematically, the problem may be stated as follows 
Problem P : 
4.1 
max. Z 
X 
i J 
m+n m+n 
y 0.(r. , y.) - Y <^  (s , y ) 
LI } 2 J L. i } J 
j=l J=l 
m+n m+n m+n m+n 
ij iJ 
i = l j = l i = l j = l 
subject to 
m+n 
Y X = a 
LI i} i 
+ t 
j = l 
m+n 
L 1J 
j = l 
m+n 
L i j 
i = l 
m+n 
L i j 
i = l 
0 
= 
= 
= 
< 
t 
0 
t 
0 
b + t j 0 
X ^ A 
i j i j 
( i = 1, ,m ) 
( i = m+1,..,m+n ) 
( j = 1. ,m 
( j = m+1,..,m+n ) 
( V i,j) 
where A is the upper limit on the amount that can be shipped 
on the given route (i,j) and the other symbols have the same 
meanings as in Problem P . The deterministic equivalent of 
Problem P is of the following form, Problem P 
4.1 4 4 .2 
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Problem P : 
4 . 2 
m+n " j 
y y« y 
L, ^ hj "^hj J = l h = l 
max. Z 
X , y ra+n m+n 
s u b j e c t t o 
I 1 ^ij ^ j 
1 = 1 j = i 
(where a . = ( r - s ) t ; |3 = (d + c . . ) 
hj j J h j IJ i j i j 
m+n 
y X = a + t 
Z^ i j i C 
j = l 
m+n 
y X = t 
A ij 0 
m+n 
y X = t 
L \i 0 
i = l 
m+n 
1 ^ij - l^^ = t 
hj 0 
i = l j = l 
X . . , y^. ^ 0 
i j h j 
0 :5 X S A 
i j i j 
y i R 
- 'hj hj 
( i = 1 , ,m 
( i = m + 1 , . . , m + n ) 
( J = 1 , ,m ) 
( j = m + 1 , . . , m + n 
{ V i , j , h ) 
( V i , j ) 
( V h , j ) 
T h i s P r o b l e m P i s q u i t e s i m i l a r t o P r o b l e m P of 
4 . 2 ^ 3 . 2 
chapter III except for the additional upper bound restrictions 
on route capacities, the other symbols have the same meanings 
as in chapter II. A numerical example is also added in section 
4.5 to illustrate the same. 
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In the last chapter i.e. 5 , we have formulated the 
problem of cutting the rolls into the pieces under uncertain 
demand and describe a procedure which makes use of the solution 
of some knapsack problems. The problem considered here is of 
the following form: 
Problem P : 
D • 1 
m n 
Max. S = Z I^j j^ ^ j 
»J i=i j=i 
subject to 
n 
V s x ^ 1 (i = i,...,m) 
^ j ij i 
n 
y X ^ d. ( j = 1, . . . ,n) 
L . i j J 
j = l 
and X.. non-negative integers, 
where 1 , 1 ,....,1 are the lengths of m rolls. The standard 
1 2 m 
sizes into which the rolls are to be cut are s , s , . . . , s ; x 
1 2 n i j 
be the number of pieces of size s which are cut from the i^*^  
roll; c is the cost of the roll of size s and d is the 
J j j 
number required of the roll. The minimum requirement for the 
pieces of size s from i roll be given by c s . 
A solution procedure is presented by exploiting the 
special structure of the problem in which there is no 
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optimization problem in the second stages as the first stage 
variables and the values of the random elements uniquely 
determine the second stage variables. In the problem of cutting 
the rolls, the demands for the pieces of various sizes may not 
be fixed; but instead, a discrete probability distribution may 
be available. The problem has been given the formulation of a 
two stage programming problem under uncertainty, Madansky 
[1962]. Problem P is reduced to the following equivalent 
deterministic Problem P^  ^ . 
5 . 4 
Problem P : 
5,4 
m n 
Maximize S = ) ) c x. _ 
iJ i=l j=l 
subject to 
n 
Y s x = 1 (i=l,...,m) 
/L, j ij i 
J = l 
m 
y X. . = d. - y. ( j = 1, . . . ,n ) 
i = l 
x. . i 0 and non-negative integers. 
where demand d for the number of pieces of size s is 
j j 
uncertain; but its discrete probability distribution P (d ) is 
known, where d ranges from 0,1,2, . . . , d and y, j = l,....,n 
is the optimal distribution of slack amongst various sizes. 
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C H A P T E R - II 
A CAPACITATED STOCHASTIC LINEAR TRANSSHIPMENT PROBLEM® 
2.1. Introduction:-
A special class of linear programming problems, known as 
transportation problems (TPs), arises quite frequently in real 
life situations. Deterministic cases of the standard 
transportation problem and its several variants have been 
extensively studied and special methods devised for solving 
them. Some studies [e.g. El-Agizy [1967], Garvin [I960]. 
Williams [1963], Szwarc [1964], Wilson [1972], Gupta and Swarup 
[1979] etc.] on stochastic transportation problems (STPs) have 
also appeared in the literature. However, it seems that STPs 
with transshipment have remained unexplored. 
The purpose of this chapter is to study the stochastic 
transshipment problem (STSP) with upper bounds and the 
objective is to maximize the expected revenue, i.e. total 
expected revenue minus transportation and transshipment cost. 
e The contents of this chapter is based on my following paper; 
"A Capacitated Stochastic Linear Transshipment Problem", 
presented in the IIl'^  International symposium on Optimization 
and Statistics, A.M.U., Aligarh, (India), (Dec. 19-21, 1995). 
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For dealing with uncertainty of demands, we have used the 
technique applied by Ferguson and Dantzig [1956] . 
In section 2.6, we develop a computational algorithm for 
solving a stochastic transshipment problem (STSP) in which 
additional upper bound restrictions on route capacities are 
imposed, the upper bound represents the upper limits on the 
amount that can be shipped over any given route. A numerical 
example is added in section 2.7 to illustrate the algorithm. 
2.2. Statement of the Problem: 
A. Orden [1955] proposed a generalized transportation 
model in which transshipment through intermediate cities is 
permitted. That is, in this transshipment, instead of shipping 
direct from source to sink, it may be possible to transship the 
goods produced at source and destined for some sink reach their 
ultimate destination via other sources and sinks and are 
transshipped at these points. 
Assume that there are m sources and n links. The sources 
are numbered from 1 to m and the sinks from m+1 to m+n. Let the 
amount of product transported from origin i to destination j be 
denoted by x . The total amount that leaves a source is equal 
to what it produces, plus what it transships. Hence, the 
sources are 
m+n 
v- * 
> x = a + t 1 = 1, ,m (2.2.1) 
^ ij i i 
J = l 
where t is the volume transshipped, and the * (asterisk) on 
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the summation indicates that the term j = i is excluded from 
the sum. The total amount that leaves a sink must be equal to 
the volume that sink transships, so that 
m+n 
Y X = t i = m+l,..,m+n (2.2.2) L ij 1 
Similarly, the total amount that arrives at a source, must be 
equal to the volume that source transships. 
m+n 
y *x = t j = 1, ,m (2.2.3) 
L ij j 
1=1 
and the total amount that arrives at a sink must be equal to 
the demand at that sink, plus the volume that sink transships. 
m+n 
Y X = b + t j = m+l,..,m+n (2.2.4) 
^ iJ j j 
1 = 1 
If the cost of shipping per unit from origin i to 
destination j is c and the transshipping cost (which includes 
i j 
unloading, reloading and storage etc. costs of the transshipped 
products) at the i origin is 1 , then our objective function 
is as follows: 
m+n m+n m+n 
m i n . f = Y Y c x + Y l t ( 2 . 2 . 5 ) 
•y^ Li L, i i i} L, i i 
* J 1 = 1 j = l 1 = 1 
The system (2.2.1) through (2.2.5) is a linear programming 
problem which is some how in the form of transportation 
problem, because the t. are unknown like a. and generate -1 
coefficients when brought over to the left hand side. In order 
to bring the problem (2.2.1) to (2.2.5) in the form of 
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transportation problem we arbitrarily impose an upper bound t 
i 
(say) , on the amount that can be transshipped at any point, so 
that 
i = 1,....,m+n 
X i = 1,....,m+n (2.2.6) 
t s t 
i 0 
t = t 
i 0 
ii 
where x is a non-negative slaclc. After substituting (2.2.6) 
in the system (2.2.1) through (2.2.5), we obtain the following 
Problem P 
2. 1 
Problem P : 
—— 2 . 1 
m+n 
min. f = y 
X ^ 
i J 1 = 1 
m+n 
I 
i = l 
m+n 
L i 0 
i=l 
m+n 
Li ij 
j = l 
m+n 
L ij 
1=1 
a + t 
i 0 
b + t 
j 0 
i = 1, ,m 
, i = m+1,...,m+n 
j = 1, ,m 
, J = m+1,...,m+n 
(2.2.7; 
where c = -1 . The (*) on the summations has disappeared. As 
11 1 
t i 0, we must have x- . •^ t. , this is guaranteed by equations 
(2.2.7), because any x.. will always appear in one equation 
that has t on the right hand side. 
0 
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Assume initially a value for t which is sufficiently 
large to ensure that all x will be in the optimal basis. 
Such a value can be easily found as the volume of goods 
transshipped at any point cannot exceed the total volume of 
goods produced (or received). Hence, we set, 
m 
t = V a (2.2.8) 
0 LI \ 
1=1 
which ensures that t is not limiting. 
0 ^ 
2.3. The Transshipment Problem Under Uncertain Demand: 
Let us now suppose that we have no precise information 
concerning the demand b. , but its probability distribution is 
known for each j. 
Let the unit selling price of the product shipped at j 
destination be s . We also introduce the upper bounds d which 
j ij 
represents the upper limit on the amount that can be shipped 
over the route (i,j). 
The objective is to maximize the net expected revenue, the 
net expected revenue being defined as the total* expected 
revenue minus the loss in transshipment. The objective function 
can, therefore be written as: 
m+n m+n m+n m+n 
min. f = y V c x + y 1 t^ - Y f.( s. , y. ) 
jf L. L> i] li Lt i 0 /-I J J J 
' J i = l j = l 1 = 1 j = l 
m+n m+n m+n m+n 
max. Z = I fj( s. , y. ) - ^ I ^u ^J " I ^^o 
* J j = l i = l J = l i = l 
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where f (s ,y ) is an unknown function that describes the 
expected revenue from destination j if a total of y. unit is 
shipped to this destination and a. is the amount supply of a 
homogeneous product available at origin i. 
The third term of the right hand side viz. Y l.t c 
m+n 
an 
i 0 
i = l 
be adiusted in the second term as t = t - x , and therefore, 
-" i 0 li 
t h e problem can be w r i t t e n a s : 
P r o b l e m P : 
2 . 2 
m+n m+n m+n 
max. Z = Y f ( s , y ) - Y Y c . . x . . + c o n s t a n t ( 2 . 2 . 1 ) 
j j L, i i } L. L, li 1} 
i j j = i i = i j = i 
s u b j e c t t o 
m+n 
Z x = a + t i = i , ,m ( 2 . 2 . 2 ) 
i J i 0 
J = l 
m+n 
Z x = t i = m + i , . . , m + n ( 2 . 2 . 3 ) 
i j 0 
J=i 
m+n 
Y X = t j = 1, ,m ( 2 . 2 . 4 ; 
LI i j 0 
1 = 1 
m+n 
Y x = b + t j = m + i , . . , m+n ( 2 . 2 . 5 ) 1 = 1 
0 ^ x. . ^ d , , (V i , j ) ( 2 . 2 . 6 ) 
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2.4. Equivalent Deterministic Problem: 
Let the demand b 's at various destinations be independent 
random variables and the probability distribution of b (i = 
j 
i,...n) be in increasing order as follows: 
Demand b 
J ij 2J Hjj 
Prob. (b = b ) = p 
Prob. (bj i bhj) = thj 
ij P2J 
t = Z p , t = Z p , 
(=1) 
H,j 
, t = p 
Hjj ^ Hjj 
Table (2.4.1): Probability distribution of the demand £».. 
We have denoted by y, the total units that are 
transshipped to destination j . 
If 0 :£ y s b^ , then each of the y. units shall be 
absorbed with probability t .= 1.Hence, the expected revenue is 
= s t y . 
If b < y i b , then each unit up to b . shall be 
•'•J J ^ J 1 J 
absorbed with probability t and each additional unit up to 
(y - b ) is absorbed with probability t .. Hence, the 
expected revenue is 
= s t b + s t (y 
J ij ij j 2j ' -^ j ^ J ' • 
So in general. If b s y < b , then the expected 
hJ j h+1 , j '^  
revenue is 
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= s -
J t b + t (b - b ) + t (b - b ) + 
IJ IJ 2J 2J Ij' "-aj ^  3J 2}' ^ 
. . . + t ( b . - - b ) + t (v - b ^  
hj hj h-l,j h+l,j "'j hj' 
Let us now break y into incremental units y (h = 
1,...,H ) as under: 
y = y + y + y +,,.y + 
where, 
0 i y :s b 
0 :s y £ b - b 
•*^ 2j 2j Ij 
0 ^ Y„ j ^  bH J - bH 
+ y H, J 
= R (say) 
= R,j (say) 
= R (say) 
Hj J 
(2-4.1) 
(2.4.2: 
The relation (2.4.1) makes physical sense if there exists 
some h = h (say) such that all intervals below the h (say) 
j J 
interval are filled to capacity and all intervals above it are 
empty. i.e., 
(2.4.3; 
^hj 
^^3 
^ h j 
= 
< 
= 
R 
hj 
R 
hj 
R 
h j 
(h = 1 , . . . , h - 1 ) 
(h = h^) 
(h = h + 1 , . . . ,H ) 
J j 
- 1 
Assuming for the time being that the conditions (2.4.3) 
hold, the total expected revenue from destination j is, 
"j 
fj (^ j ' yj^ = I^j ^hj ^ hj (2.4.4) 
h = l 
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Substituting the value of f (s ,y ) using (2.4.4) in the 
equation (2.3.1) of Problem P , the objective function 
becomes: 
m+n "j m+n m+n 
Z = y Y s t y ' y Y c X 
L L i hi •'hj L. ^ ij ij 
j=i h=i 1=1 j=i 
If X and y are treated as decision variables, the ij -^ hj 
deterministic equivalent of Problem P is as follows: 
Problem P^ : 
2. 3 
m+n j^ m+n m+n 
( where F = s t ) 
N hj hj hj/ 
X y 
1 J ' hJ 3 = 1 h=l 1 = 1 j = l 
subject to 
m+n 
L i j 
j = i 
m+n 
L i j 
j = i 
m+n 
y ^  
L i j 1 = 1 
m+n 
y ^  
L i j i = l 
X , 
i j 
= 
= 
= 
-
^ h j 
X 
iJ 
^ h j 
a + t 
i 0 
t 
0 
t 
0 
" j 
I^hj 
h = l 
21 0 
^ d 
i j 
:£ R 
h j 
, i = 1, ,m (2.3.2) 
, i = m+i,..,m+n (2.3.3) 
, j = 1, ,m (2.3.4) 
, J = m+i, . . ,m+n (2.3.5) 
, (V i,j,h) (2.3.6) 
, (V i,j) (2.3.7) 
, (V j,h) (2.3.8) 
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and subject to the additional restriction that the solution 
must satisfy constraints (2.4.3). These constraints can be 
easily handled by using the following theorem. 
Theorem (2.1): A feasible solution to the Problem P can 
2.3 
always be improved if it violates any of the constraints 
(2.4.3) . 
• « 
Proof: Let ( x , y ) be a feasible solution to Problem P 
I j hj 2.3 
obtained on ignoring the constraints (2.4.3). The value of the 
objective function of Problem P^  ^  at this solution is 
m+n "j m+n m+n 
2* = I I F.J yli - 1 1 Sj <j 
j = l h = l i = l j = l 
Suppose that in this solution there exists some h = h° and j = 
j° such that 
y^cjo < \ojo - y^o.i^jo > 0 
Thus, it is clearly a violation of constraints (2.4.3). 
Now, we increase Y^^o,o' ^nd decrease y^ ^^ ^ .„ by equal 
amounts T> ( > 0) such that the feasibility of the solution is 
not disturbed. The new value of the objective function becomes: 
Z = Z' . ^ i F^ „_^ „ - F^„^^^^„ 
But ( F „ „ - F „ o ) - 0 (as t i t V h & j ) 
h°J° h°+l,J° hJ h+l,J -^  
Hence, i t fo l lows t h a t , Z s Z*. f 1 
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This result shows that if an optimal solution to the 
deterministic Problem P is obtained on ignoring the 
constraints (2.4.3), it shall also satisfy the constraints 
(2.4.3). Thus, to solve Problem P the constraints (2.4.3) do 
2. 3 
not restrict our choice and therefore, may be simply ignored. 
Tableau of the Problem: 
The constraints of Problem P from (2.3.2) to (2.3.6) 
2.3 
shall be referred to as an original system and the constraints 
from (2.3.2) through (2.3.8) as a capacitated system. 
The original system contains 2(m+n) basic variables as 
none of the constraints (2.3.2) through (2.3.6) is redundant. A 
basic feasible solution to the capacitated system of Problem 
P may also be obtained by working on the original system 
provided that some of the non-basic variables are allowed to 
take their upper bound values. 
Since the deterministic Problem P is a linear 
2 . 3 
programming problem with upper bound restrictions on some 
variables, a global maximum exists at a basic feasible solution 
of its capacitated system, (Swarup [1965] , [1966]) . 
Due to its special structure, the transshipment Problem 
P can be arranged into an array as represented in Table 
(2.4.1) . 
There are (m+n+H) rows in the Table (2.4.1) below where, H 
= Max. H.. Obviously, there shall be some empty boxes near the 
bottom of the table which may be crossed out. 
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Absence of the total column equations below the shaded 
region indicates that there are no row equations for y, 
variables. 
hj 
To obtain the column equations (2.3.5) of Problem P 
2.3 
each y^  has to be multiplied by (-1). For simplicity, (-1) is 
omitted from y boxes. 
y R 
^ 1 m+l 1 m+1 
F 
1 m+l 
^Hj m+l 
t 0 
• • 
V R 
Ji i m+n u m+n 
"m+n "m+n 
F 
u m+n 
"m+n 
t 0 
X d 
11 11 
0 
X d 
ml ml 
c 
ml 
^ + 1 1 <^+l 1 
^m+1 1 
m+nl *^+n 1 
c 
m+n 1 
t 
0 
. 
— 
X 
ml 
Cml 
- • 
• • 
• • 
• • 
t 0 
X d 
1 m+l 1 m+l 
^1 m+l 
X d 
m+n m+l m+nm+1 
C 
m+n m+l 
X d 
1 m+n 1 m+n 
^1 m+n 
X d 
m+n m+n m+n m+n 
C 
m+n m+n 
a j+ to 
am*to 
to 
t • 
0 
Table (2.4.1) : Special Structure of Problem P 
2.3 
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2.5. Construction of Initial Basic Feasible Solution: 
To start with, let us fix the demands b approximately 
equal to their expected values such that 
m+n m+n m 
bj - Id^j (V j) and Z ^ = I ^ 
i=i j=m+i i=i 
» 
and also such that for all j except j = j (say). 
h 
b = y R j L hj 
h=l 
for some h s H and for all j except j = j ( the b can 
always be so split ). 
With these fixed demands, the upper portion of the Table 
(2.4.1) (above the darlc region) resembles a (m+n) x (m+n) 
standard transportation problem for which an initial basic 
feasible solution with {2(m+n)-l} basic variables may be 
obtained as follows: 
Ignore the upper bounds on x. .' s and write down the basic 
feasible solution by the North-West corner rule or any other 
method used for standard transportation. If this solution 
satisfies the upper bound constraints, we have hit the target. 
If it violates these constraints, however, then we divide the 
basic variables into two groups. 
a) the infeasible variables which violate their upper 
bounds and 
b) the feasible variables which do not violate them. 
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Now, We discard temporarily the upper bov.ids on the 
infeasible variables and replace the original objective 
function by one that minimizes the sum of the infeasible 
variables. The existing solution now acts as the initial basic 
feasible solution for the artificial problem we have just 
created, and we begin the iterations, keeping in mind the upper 
bounds on the feasible variables. 
As we proceed, some infeasible variables will increase 
while others will decrease, but their general level decreases 
because we are decreasing their sum. At certain iteration, as 
soon as some of the originally infeasible variai^le s dip below 
or become equal to their upper bounds, these variables join the 
group of feasible variables, become upper bounded and are 
removed from the objective function. We continue this till 
a) all the infeasible variables disappear or 
b) the objective function cannot be further improved 
while some infeasible variables still remain. 
The later indicates that no feasible solution of the 
capacitated system exits while the for ;er indicates that a 
basic feasible solution has been found. 
After a basic feasible solution with { 2(m+n)-l } 
variables has been found for the transportation problem 
(represented in upper portion of Table (2.4.1)), we enter in 
each column of the lower portion of the Table (2.4.1), non-
basic y 's at their upper bounds in turn h = 1,2, ... until we 
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have entered enough y^ '^s so that their sum over h is equal to 
b (fixed earlier) . 
Obviously, we shall never have to enter y below its 
upper bound except in column j = j* where the last non-zero 
entry w i l l b e y » i R » . 
This last entry and the {2(m+n)-l} basic x 's variable 
found earlier, constitute the required iritial basic feasible 
solution with 2(m+n) basic variables. In case, however, the 
last non-zero entry in column j* is also at its upper bound, 
then we may take the last y . entry of any column as our 
2(m+n) basic variable. 
2.6. Optimality Criteria: 
Let the simplex multipliers corresponding to the objective 
function of Problem P be u. & v., (V i,: = l,...,m+n). 
These are determined by solving the following equations. 
u 
i 
F 
ij 
hJ v^ = 0 
( V basic X ; 
i j 
V basic y^ ji 
:2.6.1) 
These are 2(m+n) linear equations in 2 (m+n) unknowns u, 
and V (i,j = 1, . . . , m+n ) and can be easily solved. Let th 
relative cost coefficients of the objective function Z 
corresponding to the variables x and y . be respectively C 
f ^ ij hj ij 
and F . These coefficients are determined by solving the 
hj 
following equations. 
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i j 
/ 
F 
h j 
= U + V 
i J 
hJ 
i j 
V n o n - b a s i c x 
i j 
( V n o n - b a s i c y^j) 
; 2 . 6 . 2 : 
Now, for a particular basic feasil le solution (x , y ) , 
i j ^ hj 
the value of the objective function (2.3.1) is 
z = y y p ' y - Y V c ' x 
L L hi -'hj L L ii 1} 
j = l h=:l i = l j = l 
m+n m+i n 1 
V u l a + t ) + y v t 
L^ i i 0 Z_ j 0 
i = l 
( 2 . 6 . 3 ) 
But, the relative cost coefficients for basic variables 
and also the values of the n;n-basic x 's are zero. As regards 
the values of non-basic y ' s - some of them are zero and 
hj 
o t h e r s a t u p p e r b o u n d s , R . ' s . Hence, 
m+n "j m+n m+n 
V F R - y V c d -
Li h j hj Zj L, i j i j 
m+n m+n 
y u (a +t ) + y V t 
i-i i i 0 L, 2 0 
i = l j = l j = l h = l i = l j = l 
\. 
( 2 . 6 . 4 ) 
where J] i n a i c a t e s sum over t h o s e n o n - b a s i c v a r i a b l e s which 
a r e a t t h e i r u])per b o u n d s . D i f f e r e n t i a t i n g ( 2 . 6 . 3 ) p a r t i a l l y 
wi th r e s p e c t t o n o n - b a s i c x and y , we g e t , 
i j hj 
and 
5Z 
5x 
iJ 
dZ 
av 
= 
/ 
- C . j 
F 
h j 
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We observe that Z can improved in two possible ways by 
a) increasing the non-basic x (oi y ) whose C (or F ) 
U hj ij ' hj 
are positive. 
b) decreasing the non-basic x (or y ) whose C (or F ) 
' ^ i j -'hj i j hj ' 
are negat ive . 
Thus a bas ic feasible solution i s optimum iff 
ij 
c 
i j / 
F 
h j 
/ 
F 
h j 
> 
< 
> 
0 
0 
0 
( V non-basic x . at zero level). 
( V non-basic x at upper bounds) 
( V non-basic y at zero level). 
hj 
( V non-basic y at upper bounds) 
hj 
(2.6.5) 
If any of the conditions (2.6.5) is violated then the 
current solution can be improved. The non-basic variable which 
violates (2.6.5) most severely is selected to enter the basis. 
The values of the new basic variables are determined by 
applying i^  - adjustments. It should, however, be kept in mind 
that the coefficient of each y . in the column equations 
(2.3.5) is (-1). 
The variable to leave the basis is the one which becomes 
either zero or equal to its upper bound. If two or more basic 
variables reach zero or their upper bounds simultaneously, then 
only one of them becomes non-basic. Sometimes, it happen that 
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the entering variable itself attains upper bound or lower bound 
(zero) without siiaultaneously making any of the basic variables 
zero or equal to its upper bound, the set of basic variables 
remains unaltered; only their values are changed to allov: the 
so called entering variable to be fixed at its uppf - or lower 
bounds. 
Finiteness: 
The process is bound to terminate with finite nuriber of 
iterations as it involves movement from one basic feasible 
solution to another basic feasible solution v;hich are fin-*-.e in 
number. 
Computational Algorithn; 
In order to solve the Problem P (and hence Problem 
2 . 3 
P ) , we first calculate the values of F , R and write down 
2.2 hj hj 
the equivalent de terminis t ic Problem P in the form of TaPle 
^ 2.3 
(2.4.1) . 
Working tables for determining the optimum solution are 
prepared like wise except that the entries in the x. . and y 
boxes are as under: 
ij hj 
±L 
ij U 
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For convenience of writing, the non-basic variables at 
zero level are omitted from the tables and the presence of the 
smaller boxes indi:;ates a non-bisic variables at their upper 
bounds. 
The computat: nal algorithm for determining the optimum 
solution consists of the folj-)wing steps. 
Step 1. Determine tha initial/improved basic feasible 
solution and record it in a working table. 
Step 2. Obtain the simplex multipliers and relative cost 
coefficients from equations (2.6.1) and (2.6.2) 
respectively and record them m the current working table. 
Step 3. Calculate the value of Z from (2.6.4) . 
Step 4. For the non-basic variables, calculate C and F 
'^  i j hj 
and test whether the solution is optimum or not. If yes, 
the process ends and if not, proceed to find the C (or 
i j 
F ) which violates the optimalit"> criteria (2.6.5), most 
h j 
severely. 
Step 5. Find the entering variable as the one whose 
corresponding C. . (or F ,) violates the optimality 
criteria most severely. 
Step 6, Apply T?-adjustments and detrrm.ine the catgoing 
variable (if any) and find the maximum value •d. 
Step 7. Go to step 1. 
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2.7. Numerica' Example: 
Consider the stochastic transportation problem involving 
transshipment with three origins and two destinations in which 
shipping charges are given in Tab's (2.7.1) to Table (2.7.3) 
along with the upper bounds d. . 
The initial basic feasible solution by the North-West 
corner rule is given in Table (2.7.4). The prcba, ility 
distribution of th^ ^ random demands b (j=l,2) are as given in 
Table (2.7.5) along with the computed values of F and R . 
hj hj 
The deterministic equivalent of the problem is 
represented in the f-ollowing Table (2.7.6). 
A B 
II 
III 
8 
9 
4 
6 
3 
8 
3 
4 
6 
2 
6 
3 
10 
5 
6 
10 
Table (2.7.1): Transportation from factory to warehouse. 
A B 
A 
B 
2 1 
0 
6 
5 
6 
5 
2 1 
0 
Table ( 2 . 7 . 2 ) : Transshipment from varehouse to warehouse. 
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II III 
II 
III 
2 1 
0 
3 
8 
4 
3 
3 
8 
2 1 
0 
6 
5 
4 
3 
6 
5 
2 1 
0 
Table (2.7.3): Transshipment from varehouse to warehouse. 
1 
II 
III 
b 
10 
9 
2 
6 
8 
4 
2J 
2 
9 1 
3 
10 
5 
6 
12 
Table (2.7.4): Initial Basic Feasible Solution of TP. 
j 
1 
2 
b 
j 
9 
12 
1 7 
7 
10 
P h j 
0 . 3 0 
0 . 5 0 
0 . 2 0 
0 . 2 0 
0 . 8 0 
t 
hj 
1 . 0 0 
0 . 7 0 
0 . 2 0 
1 . 0 0 
0 . 8 0 
F = s t 
10 
7 
2 
5 
4 
R 
hj 
9 
3 
5 
7 
3 
Table (2.7.5): Ass}i^tl^^^[^%ribution of the demand b.. 
< f ^ " -
/*^'--'-
-"^f?rr'-"i!Vivr.n';^'^ .-'-•' 
77 
X 21 
11 
X 3 
12 
X 4 
13 
X 8 
14 
X 3 
15 
3 1 
X 3 
21 
X 2 1 
22 
X 6 
23 
X 4 
24 
X 6 
25 
26 
X 
31 
X 
41 
4 
3 
8 
9 
X 6 
32 
X 4 
42 
X 
33 
X 
43 
2 1 
0 
3 
8 
X 3 
34 
X 2 1 
44 
X 
35 
X 
45 
6 
3 
6 
5 
27 
2 1 
X 3 
51 
X 6 
52 
X 6 
53 
X 6 
54 
X 2 1 
55 2 1 
21 2 1 
^ 1 1 
10 
^21 
7 
^31 
2 1 
^ 1 2 
5 
y 
-'22 
4 
X 
2 1 
Table (2.7.6): Deterministic version of Problem P 
2.3 
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Iteration -l: 
Step 1. To obtain the initial basic feasible solution, we 
fix the demands at b = 1 2 and b = 9 and find the basic 
1 2 
feasible solution to the transportation problem by North West 
corner rule, Table (2.7.4). 
Then a standard transshipment problem can be formed 
(ignoring the upper bounds). We get, 
X = 21, X - 10, X = 2 , X = 21, X = 4 , 
11 14 15 22 24 
X = 1, X = 21, X = 6, X = 21, X = 21. 
25 33 35 44 55 
This solution violates the upper bound constraints as x :£ 8. 
To obtain a basic feasible solution to the deterministic 
capacitated transshipment problem, we temporarily treat all 
X 's, except the infeasible variable x , as upper bounded and 
apply the usual transportation routine to minimize the sum of 
infeasible variable i.e. to minimize x , till the 
24 
infeasibility of x is removed. The solution so obtained is 
-' 24 
as 
X = 21, X = 8 , x = 2 , X = 21, x = 4 , 
11 ' 14 15 ' 2 2 ' 2 4 ' 
X = 1 , X = 21, X = 6, X = 21, X = 21 
25 33 35 44 55 
For the capacitated transshipment ; roblem x = 4 is a 
non-basic variable at its upper bound. 
Now, in each column of the working table we assign values 
to y variables to their upper bounds ( as far as possible ) 
so that we get, y^ ^ = 9, y^ ^ = 7, y^ ^ = 3, y^ ^ = 2 (<R^ )^ . 
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This gives the required initial basic feasible solution 
with basic variables as follows: 
11 21, X = 8, X = 2 , 14 ' 15 ' 
x^^ = 21, X = 4 , x = 1 , 
22 24 25 ' 
X = 21, X = 6, x = 21, X =21 
33 35 44 55 
and y = 2 
-'22 
It is recorded in Table (2.7.8). 
Step 2. We determine the simplex multipliers and relative 
costs from the equations (2.6.1) and (2.6.2). These are entered 
in Table (2.7.8),(iteration-1). 
Step 3. The value of Z is found from equation (2.6.4) 
as under: 
m+n "j m+n m+n 
J=l h=l 
hj L L 1 j i j 
i=l j=l 
m+n m+n 
y u (a +t ) + y V t 
1^ i i 0 L, i 0 
1=1 j = l 
Z = 7(9) + 1(7) + (-2 (3) + 0(4) - { 31(0) + 26(-2) + 27 
(-1) + 2l(-9) + 21(-4) + 21(0) + 21(2) + 21(1) + 21 
(9) + 21(4) } 
= 10 - { -16 } 
Z = 26. 
Step 4. For the non-basic variables, we calculate C and 
i j 
F u s i n g ( 2 . 6 . 2 ) a s u n d e r : 
1 2 
1 3 
2 + 0 - 8 = - 6 s o 
2 - l - 3 = - 2 : s o 
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C = 0 - 2 - 8 = - 1 0 5 0 
21 
C = - 2 + l - 5 = - 6 ^ 0 
23 
C = - l + 0 - 3 = - 4 i O 
31 
C = 2 - l - 5 = - 4 i 0 
32 
C = - 1 + 9 - 8 = 0 : £ 0 
34 
C = - 9 + 0 - 9 = - 1 8 i 0 
41 
/ 
C = 2 - 9 - 7 = - 1 4 s 0 
42 
c ' = 1 - 9 - 3 = - 1 6 rs 0 
43 
C = - 9 + 4 - 5 = - 1 0 i 0 
45 
C = o - 4 - 4 = - 8 : 5 0 
51 
c ' = 2 - 4 - 2 = - 4 i O 
52 
C = i - 4 - 3 = - 6 : 5 0 
53 
C = 2 + 9 - 5 = 0 : ^ 0 
54 
F = 1 0 - 9 = l i O 
11 
F ' = 5 - 4 = l i O 
12 
F * = 7 - 9 = - 2 ^ 0 
21 
F = 2 - 9 = - 7 : £ 0 
31 
H e r e , o n l y F = - 2 (marked w i t h a s t e r i s k ) v i o l a t e s t h e 
' -^  21 
optimality criterion of (2.6.5) and hence its value is noted in 
Table (2.7.8) . Obviously, the current solution is not optimum 
and may be further improved by decreasing the value of y . 21 
Step 5. Subtracting TJ from y then the ^^-adjustments are 
* 
made, the maximum value of t? is i5 = 1. 
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Iteration -2: 
Step 1. Substituting i3 = 1, the improved basic feasible 
solution is obtained as given in iteration -2 (Table (2.7.8) . 
Step 2. Simplex multipliers and the relative cost 
coefficients are determined as earlier and recorded in the 
Table (2.7.8). 
Step 3. The value of Z is calculated from equation (2.6.4) 
as: 
Z = 3(9) + 3(7) + 2(3) + 0(4) - { 31(2) + 26(0) + 27^1) + 
21(-7) + 21(-2) + 21(-2) + 21(0) + 21(-1) + 211(7) + 
21(2) } 
= 54 - { 89 - 63 ) 
Z = 28 
Step 4. For the non-basic variables, we calculate C and 
i J / 
F using (2.6.2) as under: 
C = 2 + 0 - 8 = - 6 £ 0 
12 
C = 2 - l - 3 = - 2 5 0 
13 
C = 0 - 2 - 8 = - 1 0 s o 
21 
C = - 2 + l - 5 = - 6 £ C 
23 
C = - l + 0 - 3 = - 4 S O 
31 
C = 2 - l - 5 = - 4 S O 
32 
f 
C = - 1 + 9 - 8 = 0 S O 
34 
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41 
42 
43 
45 
51 
52 
53 
54 
9 
2 
1 
9 
0 
2 
1 
2 
+ 
-
-
+ 
-
-
-
+ 
0 -
9 -
9 • 
4 -
4 -
4 -
4 -
9 -
- 9 
- 7 
- 8 
- 5 
- 4 
- 2 
- 3 
- 5 
= 
= 
= 
= 
= 
= 
= 
=: 
- 1 8 
- 1 4 
- 1 6 
- 1 0 
- 8 
- 4 
- 6 
0 
i 0 
:£ 0 
< 0 
^ 0 
5 0 
^ 0 
:£ 0 
i 0 
11 
12 
21 
31 
0 -
5 • 
7 -
2 • 
- 7 = 
- 2 = 
- 7 = 
- 7 = 
3 
3 
0 
' 5 
^ 0 
i 0 
5: 0 
s 0 
Here, we find that the optimality criterion (2.6.5) is 
satisfied. 
Hence, the optimal solut ion i s as : 
Z = 2 8 , 
opt. 
11 
X 
15 
24 
33 
44 
2 1 
3 
4 
2 1 , 
2 1 , 
14 
22 
25 
35 
55 
7 , 
2 1 , 
1 , 
6 , 
2 1 . 
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Table (2.7.8): Working tables for optimal solution: 
Iteration - 1: 
21 
-10 8 
-4 3 
•18 9 
-8 4 
21 
•6 8 
21 
-4 5 
•14 7 
-4 2 
21 
-2 3 
•6 5 
21 
16 8 
-6 3 
8-T? 
4_, 
0 6 
•18 8 
21 
2+iJ 
•10 5 
21 
7 10 
-2 7 
-7 2 
21 
2J 
1 5 
2+i> 
4 
X 
21 
31 
26 
27 
21 
21 
0 
-1 
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Iteration - 2: 
u 
21 
0 
-10 8 
-4 3 
-18 9 
-8 4 
21 
-6 8 
21 
0 
-4 5 
-14 7 
-4 2 
21 
-2 3 
-6 5 
21 
0 
-16 8 
-6 3 
21 
7 
0 
0 
21 
0 
u 
2 
-5 
2 
9 
6 
8 
0 
5 
3 
1 
6 
-10 
21 1 
10 
7 
2 
'1 
2^ 
2 
> < 
21 
4 
2 
3 
5 
0 
5 
4 
y 
31 
26 
27 
21 
21 
1 
2 
- 7 
V - 2 
85 
C H A P T E R - III 
AN UNCAPACITATED STOCHASTIC FRACTIONAL TRANSSHIPMENT 
PROBLEM FOR MAXIMIZING MARKETING EFFICIENCY ^ 
3.1. Introduction:-
In this chapter, we extend the stochastic linear 
programming to the study of stochastic fractional programming 
problem in which the parameters of the numerator as well as the 
denominator have uncertainties. However, in this chapter we 
develop a computational algorithm for an uncapacitated 
transshipment problem which requires minimization of a 
fractional objective functional under uncertain demand with 
known probability distributions. 
This type of problem is useful in the marketing department 
where the goal of the marketing manager is to maximize the 
marketing efficiency of his department. For dealing with 
uncertainty of demands we have used the technique by Ferguson 
and Dantzig [1956] . A numerical example is added in section 
(3.7) to illustrate the algorithm, 
e The Contents of this chapter is based on my following papers: 
1. 'Stochastic Fractional Transshipment Problem' which was 
presented in first Annual Conference of I.S.I. A., (Feb. 3-5 
1996), Dept. of Stats., M.D.U., Haryana, (India). 
2. 'Stochastic Transshipment Problem with Fractional Objective 
function', (communicated). 
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3.2. Statement of the Problem Under Uncertain Demand: 
The marketing efficiency is generally defined as the ratio 
of net expected profit to the marketing cost. The net expected 
profit is defined as the total expected revenue minus the loss 
in transshipment and the marketing cost is defined as the net 
handling cost plus the transshipment cost. The objective 
function can, therefore, be written as: 
m+n m+n m+n 
Y (p ir , Y ) - y Y d X 
j=i i=i j=i 
max. F = 
X m+n m+n m+n 
i J 
or min. Z 
j = i i = i j = i 
m+n m+n m+n 
y y d x - y 0 ( r , y : 
i=i j=i j=i 
x m+n m+n m+n 
y y c. . x + y yy. (s. , y.: 
i=l j=l j=l 
where, 0 (r , y ) and >p {s_ , y ) are unknown functions 
J J J J J J 
representing respectively the total expected revenue and the 
total handling cost at destination j ; r and s are 
j j 
respectively the revenue received (e.g. sale proceeds etc.) and 
the handling cost (e.g. commission of the seller etc.) for each 
unit of demand fulfilled at destination j; d is the per unit 
procurement cost of the product at origin i plus the per unit 
loss due to pilferage etc. on the route (i, j). a is the 1 
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supply of a single homogeneous product available at origin i 
and X is the amount of product shipped from origin i to 
destination j. 
The objective of this chapter is to maximize the marketing 
efficiency (or minimize Z) . 
The problem with fractional objective function which 
represents the ratio of the net expected profit to the 
marketing cost can, therefore, be written as follows: 
Problem P : 
3. 1 
m+n m+n m+n 
Y Y d.. X.. - y 0 (r , y.: 
L. L. 1} 1} L, i i J 
i = l j = l J = l 
min. Z = (3.2.1) 
X m+n m+n m+n 
Y Y c.. X.. + Y ^ .^ (s , y ) 
L. L. ij 1} L, } i j 
i=i j=i j=i 
subject to 
m+n 
Y x = a + t , i = l, ,m (3.2.2) 
Z-i i j i 0 J= l 
m+n 
J = i 
m+n 
i- 1} 
1=1 
m+n 
L i j 
1 = 1 
X 
= 
= 
= 
> 
t 
0 
t 
0 
b + t 
J 0 
0 
i = m+1,..,m+n (3.2.3! 
J = 1, ,m (3.2.4) 
J = m+1,...,m+n (3.2.5) 
(V i,j) (3.2.6) 
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Obviously, the functional (-Z) represents the ratio of the 
net expected profit to the distribution (or marketing) cost and 
is, thus, a measure of what may be called the distribution 
efficiency. 
This tx-pe of objective functional is u 'eful in those 
situations where the distribution costs are -.he concern of the 
marketing department of a firm and the aim of the marketing 
manager is to maximize the marketing efficiency of his 
department. 
In fact, the formulation of Problem P mav be understood 
3 . 1 -
as a s p e c i a l case of t h e s imple recourse model of tv.'o s t age 
s t o c h a s t i c programming wi th p e n a l t i e s or o v e r - s u p p l i e s , 
(Walkup and Wets [1970], Wets [1966]) . 
Since here , the der ands b (i = l , . . . , n ) a re random 
j 
variables, therefore, the constraint (3.2.5) do not make sense 
and in order to make the problem meaningful it has to be 
reformulated into what we call its deterministic equivalent. 
For obtaining the equivalent deterministic problem, we 
have employed the technique of Ferguson and Da::tzig [1956] . 
Additional to the economic interpretation given above to 
Problem P , thf present study is of considerable theoretical 
importance in so far as t' e con.putational algorithm developed 
here may serve as an example in similar other situations v;liere 
advantage may be taken of the special structure of the problem 
matrix. 
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3.3. Equivalent Deterministic Problfm : 
The distributions of random demand b is ass^ /mec ro be 
j 
lb ,p }, where p = P (b = b ), (j = 1, . . , n) a,^  given in 
j hj' hj j hj 
Table (2.4.1) of chapter II. 
Follovring the procedure adopted as in chapter II, ic may-
be shown that 
(i) the constraints (3.2.5) are equivalent to 
m+n "j 
> x - y y = t j = m+i,...., m+n 
Z-, ij L •'hj 0 -J ' / 
i=l h=l 
^.r-K, '^^ '^ ^ 
where. 
R = (b ) , R = (b - b ),..,R = (b - b , ) ; 
Ij IJ 2J 2J Ij' ' Hjj HJ, j Hj-l,:)' 
and 
(ii) the total expec ed revenue and the total expected 
handling cost from destination j are respectively given by the 
following equation^-: 
h=l 
^ ( s , y ) = V s t y j J -^ j L j hj -*^hj 
h=l 
Using these r e s u l t s , the determinis t ic equivalent of Problem 
P^  ^ i s found to be of the following form: 
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Problem P^  : 
3, 2 
rri+n m+n ni+n "j 
1=1 J = l j = l h = l 
mm, 
i J ' -» h j 
(3.2.1) 
X, . ,y^. iTi+n m+n n^.- n "j 
i=l j =l j = l h = l 
(v;here a = -r t^ and (. = s t ) 
hj j hj nj j hj 
subject to 
m+n 
V x = a + t i = l, ,m (3.3.2) 
A ij i 0 
j = l 
m+n 
y X = t i = m+l,..,m+n ;3.3.3) 
J=i 
m+n 
y X = t j = 1, ,m (3.3.4) 
A ij 0 
1=1 
m+n "j 
I ^j - I^hj = ^ j = m+l,..,m+n (3.3.5) 
i = l h = l 
X, , y^. i 0 (V i,j) (3.3.6) 
i j hj 
y,. s R , (V j,h) (3.3.7) 
hj hj 
and subject to the additional restriction that the solution 
must satisfy constraints (2.4.3) of chapter II. These 
constraints can be handled by using the following theorem. 
Theorem (3.1): A feasible solution to Problem P can always 
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be improved if it violates any of constraints (2.4.3 
chapter II. 
• • 
Proof: Let (x , y ) be a feasible soluticn to Problerri P 
i j hj 
Ol 
3. 2 
obtained on ignoring tlie constrain-s (2.4.3). The ^ alue of the 
objective function of Problem P at this sc.ution >? 
-^  3.2 
m+n m+n 
L Z< ij 'ij 
i=l j=l 
+n m+n 
L Z. ij ij 
i=i j=i 
m+n "j 
L L \i\ •' \\ J -^hj 
h = l 
rr.+n "j 
j = l r, = l 
Zl 
(say) 
Suppose thaz in this solution there exists sor..e h = h° and 
j = j° such thit 
> 0 
Thus, it is clearly a vic_ation of constraints (2.4.3) of 
chapter II. 
Now, we increase y'o-c ^^^ decrease y^„_^^ ^ ^ by equal 
amounts i? ( > 0) such that the feasibility of the solution is 
not disturbed. The new va]ue of the objective function becomes: 
Z, + iJ ( ah°j° ' «h°+i, j° ^ 
Z° = -^  
Z 2 + 1> ( /ShOjO ' P h ° + 1 , j ° ^ 
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where, 
because t a t for all h & j). 
hj h+i, j -^  
Hence it follows that Z° s Z*. |~~| • 
This result shows that if an optimal solution to the 
deterministic Problem P is obtained on ignoring the 
constraints (2.4.3), it shall satisfy the constraints (2.4.3). 
Thus, to solve Problem P , we may simply ignore the 
constraints (2.4.3) of chapter II. 
Tableau of the Problem; 
It is assumed that the set of all feasible solutions of 
Problem P is regular (i.e. non-empty and bounded) and that 
the denominator of the objective function is positive for all 
feasible solution. 
We shall, hereinafter, call the constraints (3.3.2) 
through (3.3.6) as original system and the constraints (3.3.2) 
through (3.3.7) as capacitated system. 
The original system contains 2(m+n) basic variables as 
none of the constraints in the original system is redundant. A 
basic feasible solution to the capacitated system shall contain 
2 (m+n) basic variables and may be obtained by working on the 
original system provided that some of the non-basic variables 
are allowed to take their upper bound values. 
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Since the deterministic Problem P is a transportation 
type fractional linear programming problem, therefore a global 
minimum lies at a basic feasible solution. 
Due to its special structure, the transshipment Problem 
P can be arranged into an array as shown in Table (3.3.1). 
X 
11 
d 0 
11 
X 
ml 
d c 
ml ml 
X 
m-fl 1 
d c 
m+11 m+11 
. . . . 
X 
m+n 1 
d c 
m+nl m+nl 
t 
0 
X 
Im 
d c 
Im Im 
t 0 
i 
X 
1 m+1 
d c 
lm+1 lm+1 
• • 
X 
1 m+n 
d c 
1 m+n 1 m+n 
X 
m+l m+n 
d c 
m+l m+n m+l m+n 
X 
ro+n m+n 
d c 
m+n m+m m+n m+n 
y R 
-' 1 m+l lm+1 
a B 
1 m+l lm+1 
y R 
Hjm+1 H^m+l 
%m+l^Him+l 
t 
0 
Y u m + n H "'•'•fi 
"m+n "m+n 
^t, m+nPu m+n 
"m+n "m+n 
t 
0 
a +t 
1 0 
a +t 
m 0 
t 
0 
t 
0 
Table (3.3.1): Special structure of Problem P 3.2 
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There are { m+n+H) rows in the Table (3.3.1) given above 
where, H = Max. H . Obviously, there may be some empty boxes 
near the bottom of the table which may be crossed out. 
Absence of the total column equations below the shaded 
region indicates that there are no row equations for y 
variables. 
To obtain the column equations (3.3.5) of Problem P , 
3.2 
each y has to be multiplied by (-1) . For simplicity, (-1) is 
omitted from y boxes. 
3.4. Construction of Initial Basic Feasible Solution: 
To start with, let us fix the demands b approximately 
equal to their expected values such that 
m+n m 
1 ^ = I^ 
j = m + i i = i 
and also such tha t for a l l j except j = j , b f a l l s a t the end 
of the in t e rva l s y in to which b has been divided, i . e . , 
hj j 
In other words, 
h 
j L hj 
h=l 
for some h :s H and for all j = j (the b can always be so 
split that it is done). 
With these fixed demands the upper portion of the Table 
(3.3.1) (above the dark region) resembles a (m+n) x (m+n) 
standard transportation problem for which an initial basic 
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feasible solution with 2(m+n) basic variables is obtained. 
We enter in each column of the lower portion of the Table 
(3.3.1), non-basic y 's at their upper bounds in turn 
h=l,2,... until we have entered enough non-basic y so that 
their sum over h is equal to b (fixed earlier) . Obviously, we 
shall never have to enter y below its upper bound except in 
column j = j* where the last non-zero entry will be y • < 
R *. 
This last entry and the {2(m+n)-l} basic x variable 
found earlier, constitute the required initial basic feasible 
solution with 2(m+n) basic variables. In case, however, the 
last non-zero entry in column j* is also at its upper bound, 
then we may take the last y entry of any column as our 
2(m+n) basic variable. 
3.5. Optimality Criteria: 
Let the simplex multipliers corresponding to the objective 
function 
m+n m+n m+n "j 
y Y d x + Y Y a y 
i = l J = l J = l h = l 
be u & V (V i,j = l,..,m+n) and the simplex multipliers j J 
corresponding to the objective function 
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iTi+n m+n m+n "j 
L A ij ^ j L L ' hi ^h} 
i = l J = l J = l h = l 
he ix Sc u ( V i , j = l , . . ,m+n) . 
These are determined by solving the following equations 
d + u + V = 0 (V hspi^ 'c X ) 
ij i J ij 
a - V 
hj j 
= 0 (V basic y ) 
(3.5.1) 
c + 11 + V = 0 (V L^sic X ) I 
ij 1 J 'J I 
^ - V 
hj j 
= 0 (V basic y 
hj 
(3.5.2: 
These are 2(ra+n) linear equations in 2(m+n) unknowns u , 
V , fj. and V ( V i,j = 1,..., m+n ) and may be shown to be 
j I j 
triangular or at least semi-triangular, so that these are 
easily solvable. 
Let the relative cost coefficients corresponding to the 
variables x and y be d and a for the objective function 
i j - 'h j i j h j -• 
Z and C , 6 f o r t h e o b j e c t i v e f u n c t i o n Z . 
1 i j ' h j -" 2 
These coefficients are determined by sclving the following 
equations. 
d = d + u + V 
ij ij i j 
a = a 
hj hj 
V 
( V non-basic x ) 
( V non-basic y ) 
•'hj 
(3.5.3) 
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C = c + u + V 
ij ij ^1 j 
p = P - V 
V non-basic y ) 
{ V non^basic y 
hJ 
(3.5.4) 
For a given basic feasible solution ( x , y ) , the 
ij •'hJ ' 
va lue of the o b j e c t i v e f u n c t i o n a l Z i s 
m+n m+n m+n "j 
y Y d x + y y ^ y 
i = l j = l J = l h = l 
m+n 
L 
i = l 
m+n 
u ( a + t ) + y v t 
1 1 0 Z. j 0 
J = i 
Z = 
m+n m+n m+n "j 
L L i j ij L L ^-hy hj 
i = l J = l 
Z, 
j = l h = l 
m+n m+n 
l^i.^U^ + t j + I vx 
1=1 J = i 
(say) ( 3 . 5 . 5 ) 
But, the r e l a t i v e c o s t c o e f f i c i e n t s for b a s i c v a r i a b l e s 
and a l s o the va lues of t h e non-bas ic x a re z e r o . As rega rds 
iJ 
the values of non-basic y 's - some of them are zero and 
hj 
others at upper bounds. Hence, 
m+n "j 
L L hj 
j=l h=l 
hj 
m+n m+n 
y u ( a + t ) + Y v t 
L i i 0 L j 0 
i = l j=i 
Z = (3.5.6) 
m+n "j 
I I Kj R hj 
j=l h=l 
m+n m+n 
y)j(a + t ) + Y v t 
^ "^ i i 0 L i 0 
1 = 1 j=i 
where Y indicates sum over those non-basic y which 
are at their upper bounds. Now if the value of any one of the 
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non-basic variable say x or y is changed to 
A. A 
X = ( x + 1 ? ) o r y = ( y ± ^ ) 
St St -^rt • ' r t 
and the other non-basic variables remain unaltered, then the 
value of the objective function Z becomes, 
, A A 
Zj + i> dgt Zi A Zi ± 1? a^t Zi 
Z = = 3 ; ^ o r Z = = — 
22 + ^ ^ ^ st Z2 Z2 * ^  ^^t Z2 
As the case may be, it is important to note that we take plus 
sign if y = 0 and minus sign if y = R . 
^ •'rt ^ -^rt rt 
Thus the objective functional will improve iff 
Zi + 1? d^t 
Z + 1? C S t 
o r 
Zj ± a? a , t 
Z ± ^ P , t 
< 0 , 
i . e . ^{d^t\ - CstZi) < 0 )r ± ^{oc'^^Z^ - p ; t Z i ) 
( Z and Z , both being positive ) 
i.e. (d^ tZ^  - C.tZi) < 0 or (a,t^2 " l^rtZi) < 0 
( as t^  > 0 in non-degenerate case and in the degenerate case •& 
A 
= 0 =* Z = Z ) . 
Defining 
A = d Z 
ij i j 2 
A = a Z 
hj hj 2 
c z 
i j 1 
p z 
hj 1 
(3.5.7) 
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We observe that the current solution is optimum iff 
A > 0 ( V non-basic x ) 
ij ij 
A i 0 (V non-basic y at zero level) 
1J hj 
A i 0 ( V non-basic y at upper level) 
(3.5.8) 
If any of the conditions (3.5.8) is violated then the 
current solution can be improved. The non-basic variable which 
violates (3.5.8) most severely is selected to enter the basis. 
The values of the new basic variables are determined by 
applying iJ-adjustments. It should, however, be kept in mind that 
the coefficient of each y in the column equations is (-1) . 
The variable to leave the basis is the one which becomes 
either zero or equal to its upper bound. If two or more basic 
variables reach zero or their upper bounds simultaneously, then 
only one of them becomes non-basic. 
Sometimes, it happen that the entering variable itself 
attains upper bound or lower bound (zero) without 
simultaneously making any of the basic variables zero or equal 
to its upper bound, the set of basic variable remains 
unaltered; only their values are changed to allow the so-called 
entering variable to be fixed at its upper or lower bound. 
Finiteness; 
The process is bound to terminate with a finite number of 
iterations as it involves movement from one basic feasible 
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solut ion t o another basic feasible so lu t ion which are f i n i t e in 
number. 
Computational Algorithm: 
In order to solve Problem P (hence Problem P ) , we 
3 . 2 3 . 1 
f i r s t c a l cu l a t e a , ^ , R and wri te down Problem P in 
hj ' h j ' hj 3 . 2 
the form of Table (3.3.1). 
Working tables for finding the optimum solution are 
prepared for the entries in the x and y boxes in Table 
(3.7.5) as under: 
X 
i j 
d i J 
A 
iJ 
C 
1 J 
\ i 
/ 
a 
hj 
^ 1 
<> 
For convenience of writing, the non-basic variables at 
zero level are omitted from tables and the presence of the 
smaller boxes indicates a non-basic variable at their upper 
bound. Also, we record only those A and A which violates 
iJ hj 
the optimality criteria of (3.5.8). 
The computational algorithm for determining the optimum 
solution consists of the following steps. 
Step 1. Determine the initial/imp x-oved basic feasible 
solution and record it in a working table. 
Step 2. Obtain simplex multipliers and relative cost 
coefficients from the equations (3.5.1) - (3.5.2) and 
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(3.5.3) - (3.5.4) respectively and record them in the 
current working table. 
Step 4. Calculate the values of Z , Z and hence Z ( = 
Z /Z ) from (3.5.6) . 
Step 4. For non-basic variables, calculate A and A and 
test whether the solution is optimum or not. If yes, the 
process ends and if not, proceed to find the A (or A ) 
which violates the optimality criteria (3.5.8), most 
severely. 
Step 5. Find the entering variable as the one whose 
corresponding A (or A ) violates the optimality 
criterion most severely. 
Step 6. Apply i>-adjustments and determine the outgoing 
variable (if any) and find the maximum value of ^. 
Step 7. Go to step 1. 
3.6. Numerical Example: 
Consider the stochastic transportation problem with 
transshipment involving three origins and two destinations in 
which shipping charges are denoted by d and c in the 
following form for each boxes from Table (3.6.1) to Table 
(3.6.3) . 
X 
d c 
u ij 
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The probability distribution of the demand b (j = 1,2) 
along with the computed values a , ^ and R are given in 
hj hj hj 
Table (3.6.5). The initial basic feasible solution to the 
transportation problem by North-West corner rule is given in 
Table (3.6.4). 
The deterministic equivalent of Problem P is 
represented in Table (3.6.6). 
B 
I 
II 
III 
4 3 4 1 
4 2 4 2 
5 3 5 1 
15 
2 
10 
1 
6 
9 
5 
Table (3.6.1): Transportation from factory to warehouse. 
II III 
I 
II 
III 
0 0 
2 4 
4 6 
2 4 
0 0 
3 2 
4 6 
3 2 
0 0 
Table (3.6.2): Transshipment from factory to factory. 
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B 
B 
0 0 
2 3 
2 3 
0 0 
Table (3 .6 .3 ) : Transshipment from warehouse to varebouse 
B 
I 
II 
I I I 
b J 
6 
4 3 
6 
4 2 
5 3 
4 1 
3 
4 2 
5 1 
12 
Table (3.6.4): Initial basic feasible solution 
j 
1 
2 
b 
J 
9 
12 
17 
7 
10 
P h j 
0 . 2 0 
0 . 6 0 
0 . 2 0 
0 . 2 0 
0 . 8 0 
t 
hj 
1 .00 
0 . 8 0 
0 . 2 0 
1 .00 
0 . 8 0 
a = -r t hj hj hj 
- 15 
- 12 
- 3 
- 10 
- 8 
^ , 
= s t 
J h j 
2 . 0 
1 .6 
0 . 4 
1 .0 
0 . 8 
R 
hj 
9 
3 
5 
7 
3 
Table (3.6.5): Assumed distribution of the demand b j 
104 
11 
0 0 
21 
2 4 
31 
4 6 
41 
4 3 
51 
4 1 
20 
12 
2 4 
22 
0 0 
32 
3 2 
42 
X 
52 
4 2 
20 
13 
23 
3 2 
33 
0 0 
43 
5 3 
53 
14 
24 
34 
15 
4 1 
25 
4 2 
X 
44 
0 0 
54 
35 
5 1 
45 
2 3 
55 
0 0 
^11 
- 1 5 2 . 0 
^21 
- 1 2 1 . 6 
731 
-3 0 . 4 
20 
^ 1 2 
- 1 0 1 
y 
-'22 
-8 . 8 
X 
20 
26 
29 
25 
20 
20 
Table (3.6.6): Deterministic version of Problem P 
3.2 
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Iteration -1: 
Step 1. To obtain the initial basic feasible solution, we 
fix the demands at b = 1 2 and b = 8 and find the basic 
1 2 
feasible solution to the (2x3) transportation problem by North-
west corner rule, Table (3.5.4). Then a standard transshipment 
problem can be formed with initial basic feasible solution as: 
^1 = 20, x^ ^ = 6, x^ ^ = 20, x^ ^ = 6, x^ ^ = 3, 
^3 = 20, X3^ = 5, x^ ^ = 20, x^ ^ = 20. 
Now, in each column of the working table we assign values 
to y variables to their upper bounds (as far as possible). We 
get,y^^ = 9, y^ ^ = 7, y^ ^ = 3, y^ ^ = 2 (<R^^). 
This gives the required initial basic feasible solution 
with basic variables as: 
X,., = 2 0 , x^ ^ = 6 , x = 2 0 , x = 6 , X = 3 , 
1 1 ' 1 4 22 24 25 
X = 2 0 , X = 2 0 , X = 2 0 a n d y = 2 
33 ' 44 55 ^ 22 
as shown in Table (3.6.7). 
Step 2. We determine the simplex multipliers and relative 
cost coefficients from the equations (3.5.1) - (3.5.2) and 
(3.5.3) - (3.5.4) respectively. These are recorded in working 
Table (3.6.7). 
Step 3. Values of Z and Z are calculated from equation 
(3.5.6) as under: 
m+n "j 
y u. (a, + t„) + y V t z = y y *a R 
L, L hj I 1 ^ ^ hj hj 
J=l h = l i=l J=l 
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= - 7(9) - 2(7) + 4(3) - { 26(4) + 29(4) + 25(3) + 20(8) 
+ 20(8) + 20(-4) + 20(-4) + 20(-3) + 20(-8) + 20(-8) } 
= - 63 - 14 - 12 - { 104 + 116 + 75 + 160 + 160 - 80 -
80 - 60 - 160 - 160 } 
= - 89 - {75} 
= - 164 
m+n "j 
y y /s R 
j=l h=l 
-
m+n I 
i = l 
(a. 
1 
+ to' + 
m+n 
r 
j = l 
•" 
V t 
j 0 
^ 
1.2(9) + 0.2(7) + 0.8(3) - { 26(-3.8) + 29(-2.8) + 
25(-1.8) + 20(-0.8) + 20(-0.8) + 20(3.8) + 20(2.8) + 
20 (1.8) + 20(0.8) + 20 (0.8) } 
14.6 - {-57} 
71.6 
Thus the value of Z = - 2.29 ( = Z /Z ) . 
1 2 
S t e p 4. For t h e n o n - b a s i c v a r i a b l e s , we c a l c u l a t e A. 
i j 
and A a s unde r 
12 
13 
15 
A 
21 
23 
2 ( 7 1 . 6 ) 
5 ( 7 1 . 6 ) 
0 ( 7 1 . 6 ) 
2 (71.6) 
4 ( 7 1 . 6 ) 
3 ( - 1 6 4 ) 
4 ( - 1 6 4 ) 
( - 2 ) ( - 1 6 4 ) 
5 ( -164 ) 
1 ( -164) 
6 3 5 . 2 s 0 
1014 i 0 
- 3 2 8 * :£ 0 
9 6 3 . 2 2: 0 
4 5 0 . 4 St 0 
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31 
32 
34 
41 
42 
43 
45 
51 
52 
53 
54 
11 
12 
21 
4(71.6) 
2(71.6) 
0(71.6) 
8(71.6) 
8(71.6) 
10(71.6) 
2(71.6) 
8(71.6) 
8(71.6) 
10(71.6) 
2(71.6) 
A 31 
8( 
3 ( 
2 ( 
6 ( 
4 ( 
4 ( 
3 < 
4 < 
4 ( 
2 ( 
3 
-164) 
-164) 
-164) 
-164) 
-164) 
-164) 
-164) 
-164) 
-164) 
-164) 
-164) 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
1526.8 
635.2 
328 
1556.8 
1228.8 
1372 
635.2 
1228 
1228 
1044 
635.2 
i 0 
^ 0 
i 0 
a 0 
a: 0 
i 0 
i 0 
i 0 
2: 0 
i 0 
i 0 
7(71.6) 
2 (71.6) 
4(71.6) 
5(71.6) 
- 1.2 < 
- 0.2 ( 
- 0.8 ( 
-(-.8) 
-164) 
-164) 
-164) 
-164) 
= 
= 
= 
= 
- 304.4 :£ 0 
- 110.4 :£ 0 
- 155.2 i 0 
489.2 2: 0 
We find that only A = -328 violates the optimality 
criterion of (3.5.8). The solution can be further improved by 
increasing the value of x 
IS 
Step 5. Adding i> t o x , we a re led t o the iJ-adjustments 
as shown in i t e r a t i o n - 1 . The maximum value of tJ i s i? = 3 . 
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Iteration -2; 
Step 1. After substituting i> = 3, the improved basic 
feasible solution is obtained as given in iteration -2, 
(Table (3.6.7)) . 
Step 2. Simplex multipliers and the relative cost 
coefficients are determined as earlier and recorded in Table 
(3.6.7) (Iteration-2). 
Step 3. Values of Z and Z are found from equation 
(3.5.7) as under: 
Z = - 7(9) - 2(7) - 4(3) - { 26(4) + 29(4) + 25(3) + 20(8) 
+ 20(8) + 20(-4) + 20(-4) + 20(-3) + 20(-B) + 20(-8) } 
= - 89 - {75} 
= - 164 
Z = 3.2(9) + 0.2(7) + 2.8(3) - { 26(-1.8) + 29(-0.8) + 
2 ^ 
25(-1.8) + 20(1.2) + 20(-.8) + 20(1.8) + 20(0.8) + 
20 (1.8) + 20 (-1.2) + 20(0.8) } 
= 38.6 - {27} 
= 65.6 
Thus the value of Z = - 2.50 ( = Z /Z ) . 
Step 4. We calculate the non-basic variables A for x 
in the same manner as in iteration-l which are found to satisfy 
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the optimality criteria. For the non-basic variables y^  , we 
calculate A as : 
A* = - 7 ( 6 5 . 6 ) - 3 . 2 ( - 1 6 4 ) = 6 5 . 6 i 0 
11 
A = - 2 ( 6 5 . 6 ) - 0 . 2 ( - 1 6 4 ) = - 9 8 . 4 ^ 0 
12 
A* = - 4 ( 6 5 . 6 ) - 2 . 8 ( - 1 6 4 ) = 1 9 6 . 8 ^ 0 
21 
A* = 5 ( 6 5 . 6 ) - 1 . 6 ( - 1 6 4 ) = - 6 5 . 6 i 0 
31 
.» 
31 
and f i n d t h a t o n l y A = 6 5 . 6 ^ 0 , A = 196 .8 i 0 and A 
• ' 1 1 2 1  
65.6 i 0 violates the optimality criterion of (3.5.8). 
Obviously, the current value can be improved by decreasing y 
as it violates (3.5.8) most severely. 
Step 5. Subtracting iJ from y , we are led to iJ-
adjustments as shown in iteration-2. The largest possible value 
of TJ* is 1? = 2. 
Iteration-3: 
Step 1. Substituting •& = 2, we get the improved basic 
feasible solution as shown in iteration-3. 
Step 2. Simplex multipliers and the relative cost 
coefficients are determined as earlier and recorded in the 
Table (3.6.7) (Iteration-3). 
Step 3. Values of Z and Z are found from equation 
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(3.5.7) as: 
Z = - 3(9) - 2(7) + 4(3) - { 26(8) + 29(8) + 25(7) + 
20(12) + 20(12) + 20(-8) + 20(-8) + 20(-7) + 20 
(-12) + 20(-12) 
= - 156 
Z = 0.4(9) + (-2.6) (7) +(-2.8)(3) - {26(-4.6) + 29(-3.6) + 
2 ' 
25(-4.6) + 20(4.6) + 20(3.6) + 20(4.6) + 20(3.6) + 
20(4.6) + 20(-4.6) + 20(3.6) } 
= 60.0 
Thus the value of Z = - 2.60 ( = Z / Z ) 
Step 4. For the non-basic variables, we calculate A and 
A and find that the optimality criterion of (3.5.8) is 
hj 
satisfied. Hence, the optimal solution is as: 
Z = -2.60, 
opt. 
X = 1, 
14 ' 
X = 20, 
22 ' 
X = 20, 
33 ' 
X = 20, 
44 ' 
X 
11 
X 
15 
X 
24 
X 
35 
X 
55 
Z= 
= 
= 
= 
= 
2 0 , 
5 , 
9 , 
5 , 
2 0 . 
Ill 
Table (3.7.5). Working Tables for Optimal Solution. 
Iteration-l; 
V -4 -4 -3 -8 -8 
V 3.8 2.8 1.8 0.8 0.8 
u u 
20 
2 5 
3 8 
8 6 
8 4 
20 
2 3 
20 
2 3 
8 4 
8 4 
20 
5 4 
4 1 
20 
10 4 
10 2 
20 
6-1? 
6+1? 
0 
20 
2 
2 
3 
+t? 
3-i> 
5 
2 
20 
-328 
3 
26 
29 
25 
20 
20 
11 
- 7 1.2 
-4 0 . 8 
5 - 0 . 8 
20 
-2 0 . 2 
1 
X 
20 
•3.8 
•2.8 
1.8 
8 -0.8 
8 -0.8 
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I terat ion-2: 
u u 
20 
0 5 
0 6 
8 6 
12 2 
20 
20 
8 4 
8 2 
20 
20 
12 6 
12 2 
3-i5 
0 
20 
3+1? 
0 
5 
2 
2 
5 
20 
A] 165.6 
- 7 3 . 2 
^ - 1 ? 1 9 6 . 8 
- 4 2 . 8 
- 6 5 . 6 ' 
5 1 . 6 
20 
11 
- 2 0 . 2 
1+1? 
X 
2 0 
26 
29 
25 
20 
20 
1 .8 
0 . 8 
• 1 . 8 
8 1 .2 
8 - 0 . 8 
V - 4 
J 
- 3 
v l . 8 0 . 8 1 . 8 - 1 . 2 0 . 8 
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Iteration-3: 
V -8 -8 -7 -12 -12 
v 4 . 6 3.6 4.6 1.6 3.6 
u u 
20 
2 5 
3 
8 
8 
6 
6 
0 
20 
2 3 
20 
2 
8 
8 
1 
4 
2 
20 
5 6 
20 
9 
10 
6 
2 
0 
20 
20 
0 
5 
2 
2 
5 
20 
- 3 0 . 4 
1 
9 - 1 . 2 
20 
21 
2 - 2 . 6 
2J 
4 - 2 . 8 
X 
20 
26 
29 
25 
20 
20 
•4.6 
8 -3.6 
12 
12 
-4.6 
1.6 
•3.6 
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C H A P T E R - IV 
A CAPACITATED STOCHASTIC FRACTIONAL TRANSSHIPMENT 
PROBLEM FOR MAXIMIZING PROFITABILITY ® 
4.1 Introduction:-
In this chapter we extend the results of chapter III to 
develop a solution method for another typical stochastic 
transshipment problem with additional upper bound restrictions 
on route capacities. However, in this chapter we study 
stochastic linear fractional programming problem in which the 
parameters of only the numerator of the fractional objective 
functional are treated as random variables while the parameters 
of the denominator are assumed to be fixed. 
The objective is to maximize the expected profitability of 
the transshipment schedule under uncertain demand with known 
probability distributions. To evaluate the performance of an 
economic activity, 'profitability' (i.e. the ratio of profit 
earned to the costs incurred) is sometimes regarded as a better 
indicator than the net profit. 
e The contents of this chapter are based on my paper entitled 
"Stochastic Fractional Transshipment Problem For Maximizing 
Profitability", which has been accepted for presentation in the 
(ICCS-V) conference scheduled to be held at Brawijaya 
University, Malang, (Indonesia) from August 24-31, 1996. 
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For dealing with uncertainty of demands we have used the 
technique applied by Ferguson and Dantzig [1956]. 
The algorithm itself is the outcome of the fundamental 
result that in linear fractional functional programming 
problems the global minimum (or maximum) occurs at a vertex of 
the feasible region (Swarup [1965], [1970]). A numerical 
example is added in section (4.6) to illustrate the algorithm. 
4.2. Statement of the Capacitated Stochastic Transshipment 
Problem for Maximizing Profitability: 
The objective is to maximize the profitability (i.e. ratio 
of net expected revenue received to the total costs incurred) 
of the transshipment schedule. 
The net expected profitability is defined as the total 
expected revenue minus the total handling cost where as the 
total cost is defined as the sum of transshipment cost and the 
procurement cost. The objective function can, therefore, be 
written as: 
m+n m+n 
l4>^ir^ , y^ ) - l^.is^ , y^ ) 
j=i j=i 
m+n m+n m+n m+n 
Z Y d x + ) ) c x /- ij ij L L ii ij 
1 = 1 J = l i = l J = l 
where <p i^.iY ) and \li (s.,y.) are unknown functions 
representing respectively the total expected revenue and the 
total handling costs at destination j; r and s are 
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respectively the revenue received (e.g. sale proceeds etc.) and 
the handling cost (e.g. commission of the seller etc.) for each 
unit of demand satisfied at destination j . d is the per unit 
procurement cost of the product at origin i plus the per unit 
loss due to pilferage etc. on the route (i,j). 
Thus the stochastic transshipment problem with fractional 
objective function can, therefore, be written as follows: 
Problem P 
4. 1 
max. Z 
X 
i j 
m+n 
I * ) ' =^ j • y j ' 
j=i 
m+n 
l^As^ , y; 
j=i 
m+n m+n m+n m+n 
y > d x + Y Y c x 
/J ^ ij ij L L i) I) i=l j=l i=l j=l 
(4.2.1; 
subject to 
m+n 
Y x = a + t , i = l , 
L i ] i 0 ' 
j=i 
m+n 
L ij = t 
m+n 
L. ij = t 
i = l 
m+n 
,m 
, i = m+1,..,m+n 
, J = 1, ,m 
y x. . = b. + t„ , j = m+1, . . ,m+n 
L i } J 0 
i = l 
(4.2.2) 
(4.2.3) 
(4.2.4) 
(4.2.5) 
(4.2.6) 
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We introduce the upper bound A which represents the 
upper limits on the amount that can be shipped over any given 
route (i,j) . 
The objective of Problem p is to maximize the ratio of 
the net expected revenue received to the total cost incurred. 
The maximization of Problem P is obviously, equivalent 
4 . 1 
to maximizing: 
Expected net revenue - Total cost 
Expected profitability = 
Total cost 
Expected net revenue 
Total cost 
Due to the presence of the capacity restrictions, cases 
may arise where the problem has non feasible solution. However, 
we presume that 
a) the set of feasible solutions is regular, and 
b) the denominator of the objective function Z is always 
strictly positive. 
4.3. Equivalent Deterministic Problem: 
The distributions of random demands b (j = l,..,n) is 
assuTned to be {b , p }, where, p = P (b = b ), 
(h=l,...,H) as given in Table (2.4.1) of chapter II. 
118 
Following the procedure adopted as in chapter II, it may 
be shown that 
(i) the constraints (4.1.5) are equivalent to 
m+n "j 
y x - y y = t j= m+1, .... ,m+n. 
i = l h = l 
y.^ ^ \s "^ ^ '^ ^ 
where, 
R = (b ) , R = (b - b ), ,R = (b - b . ) ; 
ij iJ 2j 2j ij' j'^ j'^ «j-i'l 
and 
(ii) the total expected revenue and the total expected 
handling cost from destination j are respectively given by the 
equations: 
(/>(r,y) = V r t y and 
h = l 
H 
j 
0 ( s , y ) = V s t y 
hj 
h = l 
Using these results, the deterministic equivalent of the 
Problem P , denoted as Problem P is found to be of the 
4.1 4.2 
following form: 
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P r o b l e m P 4 . 2 
max. Z 
X , y 
s u b j e c t t o 
m+n "j 
y y « y 
L L hj "^hj J = l h=l 
m+n ra+n 
I I .^. ^ , 
i=i j=i 
( 4 . 3 . 1 ) 
(where a = (r - s ) t 
hj J j ' hj 
a n d /3 = (d + c ) ) 
i j iJ i j 
m+n 
L i j 
J=i 
m+n 
y ^ 
A ij j = i 
m+n 
y ^ 
L i j i = l 
m+n 
L, i j 
i = l 
= a + t 
i 0 
= t 
0 
= t 
0 
« j 
- I\j = 
h = l 
, i = 1 , ,m 
, i = m + 1 , . . , m + n 
, J = 1 , ,m 
\ j = ^0 ' J = '"•'I' - - '" i+n 
X . . , y^. i 0 
X :£ A 
i j ij 
y £ R 
hj hJ 
, (V i , j , h ) 
, (V i , j ) 
, (V h , j ) 
( 4 . 3 . 2 ; 
( 4 . 3 . 3 ) 
( 4 . 3 . 4 ) 
( 4 . 3 . 5 ) 
( 4 . 3 . 6 ) 
( 4 . 3 . 7 ) 
( 4 . 3 . 8 ) 
1 2 0 
This Problem P is quite similar to Problem P of 
4 .2 3.2 
chapter III except for the additional upper bound restrictions 
on the variables x (V i,j) and therefore, we can also 
represent Problem P in a tabular form as shown in Table 
(4.3.1) . 
^1 Ami 
X A 
m+ll m+ll 
^m+l 1 
X A 
m+n 1 m+nl 
m+n 1 
t 
0 
—^ 
• • • 
t 
0 
X A 
1 m+l lm+1 
' 1 m+l 
-^ 
X A 
1 m+ n 1 m+n 
1 m+n 
X A 
m+n m+n m+n m+n 
/3 
m+n m+n 
a +t 
1 0 
^m + to 
t 
0 
t 
0 
y R 
•' 1 m+l lm+1 
a 
1 m+l 
': 
y R 
•'H^m+l Hjm+1 
a 
Hj m+l 
t 
0 
, , 
; 
Jii m+n ^u m+n 
"m+n "m+n 
^u "i+n 
"m+n 
t 
0 
Table (4.3.1): Special structure of Problem P 
4.2 
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Like the Table (3.3.1) of chapter III, we shall have some 
empty boxes near the bottom of the Table (4.3.1) also which may-
be crossed out. Besides, each y has to be multiplied by (-1) 
to obtain the column equations of the form (4.3.5) from the 
Table (4.3.1) . 
In Problem P , the constraints (4.3.2) through (4.3.6) 
4.2 
shall be called as the original system and the constraints 
(4.3.2) through (4.3.8) as the capacitated system. 
^rom the nature of Problem P , it is clear that a global 
maximum exists at a basic feasible solution of its capacitated 
system, (Swarup [1965] , [1966] ) . 
As in the case of Problem P of chapter III, a basic 
3.2 '^  
feasible solution of the capacitated system shall contain 
2 (m+n) basic variables and can be obtained by working on the 
original system provided some of the non-basic variables are 
allowed to take their upper bound values. 
4.4. Construction of Initial Basic Feasible Solution: 
To start with, let us fix the demands b. approximately 
equal to their expected values such that 
m+n m+n m 
^ - I Aj (V j) and ^ bj = ^a^ 
i=i j=m+i 1=1 
and also such that for all j except j = j*(say), b falls at 
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the end of the intervals y into which b has been divided 
hj J 
i.e., in other words, 
h 
b = > R j L hj 
h=l 
for some h ^ H and for all j except j = j ( the b can 
j j j 
always be so split that it is done). 
With these fixed demands the upper portion of the Table 
(4.3.1) (above the dark region) resembles a (m+n) x (m+n) 
standard transportation problem for which an initial basic 
feasible solution with (2(m+n)-l} basic variables is obtained 
as in chapter II. 
4.5. Optimality Criteria: 
Let the simplex multipliers corresponding to the objective 
function 
m+n "j 
1 
j = l h = l 
L ^ hj -'hj 
be u^  Sc V. (V i,j = l,..,m+n) and the simplex multipliers 
corresponding to the objective function 
m+n m+n 
Z ~ L L '^X] ij 
i=l j=l 
be M. & v" (V i , j = 1, . . , m+n) 
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These are determined by solving the following equations: 
u 
a hJ 
+ V = 0 
J 
V = 0 
J 
( V basic X ) . 
ij 
( V basic y ) . 
(4.5.1) 
e + ji + V = 0 
ij i J 
- V = 0 
( V basic X ) . 
iJ 
( V basic y ) . 
(4.5.2; 
These are 2(m+n) linear equations in 2(m+n) unknowns u , 
V , M and V { V i,j = 1,...,m+n ) and may be shown to be 
J i J 
triangular or at least semi-triangular, so that both of these 
equations (4.5.1) and (4.5.2) are easily solvable. 
Let the relative cost coefficients corresponding to the 
variables x and y be A and y for the objective function 
ij -'hj ij hj -^  
Z and X , it respectively for the objective function Z . 
1 ij hj ^ •' -^  2 
These coefficients are determined by solving the following 
equations. 
= u 
ij 
hj a hj 
+ V 
V 
( V non-basic x ) 
ij 
( V non-basic y 
hj 
(4.5.3; 
1 j 1 j 1 
r^  
( V non-basic x ) 
ij 
( V non-basic y ) 
hj 
(4.5.4) 
hj j 
Now, for a given basic feasible solution (x , y ) , the 
ij •'hj ' 
value of the objective functional (4.3.1) is 
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m+n m+n m+n "j m+n m+n 
y Y A X + y Y 7 y - • y u ( a + t ) + y v t 
L L li li L L hj •'hi L \ \ o ^ J 
1 = 1 j = i J = l h = l i = l J = l 
z = 
m+n m+n m+n "j 
L ZL i j i j L L hj •''^ hj 
1=1 j = i J = l h = l 
m+n m+n 
y i i ( a + t ) + y ^ t 
L 1 1 0 L J 0 
1 = 1 j = i 
Zi (say) ( 4 . 5 . 5 ) 
But, the r e l a t i v e cost coeff icients for basic variables 
and also the values of the non-basic x ' s are zero. As regards 
i j 
t h e v a l u e s o f n o n - b a s i c y ' s - some o f t h e m a r e z e r o a n d 
o t h e r s a t u p p e r b o u n d s , R . ' s . H e n c e , t h e o b j e c t i v e f u n c t i o n , 
m+n m+n m+n "j 
L, L, ij iJ L' L, hj i 
1=1 j = l j = l h = l 
h j 
m+n m+n 
y u (a +t ) + y V t 
^ 1 1 0 L \ Q 
i = l J = l 
z = 
m+n m+n m+n "j 
» r-< • -y y A A + y * y y R - <. 
L L I j i J L i L h j h j 
1=1 j = l 
Z i 
j = l h = l 
m+n m+n 
y /J (a + t ) + y v' t 
Z^  i i 0 iL j C 
1=1 J = l 
( 4 . 5 . 6 ) 
where Y indica tes sum over those non-basic variables 
which are at t h e i r upper bounds. Di f fe ren t ia t ing (4.5.5) with 
respect to the non-basic variable say x . and y , we get the 
1 j h j 
following equations: 
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5Z 
ax 
i j 
(X Z - A Z ) 
iJ 2 IJ 1 
(z.) 
az 
sy, h j 
(y Z - y Z ) 
hj 2 h j 1 
(z.) 
Defining 
i j 
/ 
5 
h j 
(X Z 
i j 2 
(y z 
hj 2 
X Z , 
i j 1 
\ V 
( 4 . 5 . 7 ) 
We observe that the value Z can be improved i:. two poss ib le 
ways by 
a) increasing the non-basic x (or y ) whose 
i j •' hj 
5 (or 5 ) are p o s i t i v e . 
i j h j 
b) decreasing the non-basic x (or y ) whose 
i j hj 
6 (or 6 ) are negative, 
ij hj 
Thus a basic feasible solution is optimum iff 
i j 
iJ 
h j 
h j 
i 0 (V basic x at zero level) . 
i J 
^ 0 (V basic X at upper bounds) 
i j 
£ 0 (V basic y a t zero level) . 
hj 
£ 0 (V basic y at upper bounds) 
hj 
(4.5.8) 
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If any of the optimality criteria (4.5.8) is violated then 
the current solution can be improved. The new improved basic 
feasible solution can be found in the same way as described for 
Problem P of chapter III. 
3.2 
The process is bound to converge to a global maximum 
solution in a finite number of iterations since it involves 
movement from one basic feasible solution to another basic 
feasible solution which are finite in number. 
In order to solve the problem P (and hence Problem 
'^ 4.2 
P ) , we first calculate the values of a , /3 , R and write 
4.1 ' hj' "^ij' hj 
down Problem P in the form of Table (4.3.1). 
4.2 
Working tables foi finding the optimum solution are 
prepared likewise except for the entries in the x and y 
boxes which are as under: 
ij 
i J 
5 
ij 
^h3 
\ y 
S' 
^ ^ 
For convenience of writing, the non-basic variables ^t 
zero level are omitted from the working tables and the presence 
of the smaller boxes indicates a non-basic variables at their 
upper bounds. 
/ 
Also, we record only those 6 and 5 which violates the 
i j hj 
optimality criteria. Steps in the computational algorithm 
remain the same as earlier . The following numerical example 
will illustrate the algorithm. 
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4.6. Numerical Example: 
Consider the stochastic transportation problem with 
transshipment involving three origins and two destinations in 
which the values of the fixed parameters are shown in Table 
(v. 6.1) to Table (4.6.2) along with the upper bounds A , where 
the entries in each boxes are as follows: 
The probability distribution of the random deruands b (j = 
1,2) are given in Table (4.6.5) along wit^ the calculated 
values of a and R . 
hj hj 
The initial basic feasible solution to the transportation 
problem by Korth-West corner rule is given in Table (4.6.4). 
The deterministic equivalent of the problem is represented 
in Table (4.6.6) along with the calculated values of P & ^ . 
ij hj 
B 
II 
ii: 
8 
2 3 
4 
1 .5 2 . 5 
6 
2 5 
5 
1 2 
6 
0 . 5 1 . 5 
6 
0 . 3 0 . 7 
12 
2 
6 
1 
Table (4.6.1): Transportation from factory to varehouse 
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II III 
II 
III 
2 1 
0 0 
4 
3 1 
3 
1 2 
4 
3 1 
2 1 
0 0 
5 
2 4 
3 
1 2 
5 
2 4 
2 1 
0 0 
Table (4.6.2): Transshipment from factory to factory. 
A B 
B 
2 1 
0 0 
3 
1 3 
3 
1 3 
2 1 
0 0 
Table(4.6.3): Transshipment from warehouse to varehouse. 
A B 
II 
III 
10 1 
c 
-J 
2 | 
4 
7 
3 
3 1 
2 
6 | 
1 
=^ 1 
10 
5 
12 
Table (4.6.4): Initial basic feasible solution by North-West 
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j 
-. 
2 
b 
J 
9 
1 2 
1 7 
7 
1 0 
PM 
0 . 2 0 
0 . 6 0 
0 . 2 0 
0 . 2 0 
0 . 8 0 
t 
1 . 0 0 
0 . 8 0 
0 . 2 0 
1 . 0 0 
0 . 8 0 
a = (r -
hJ J 
1 0 
8 
2 
5 
4 
s ) t 
J hJ 
R 
hj 
9 
3 
5 
7 
3 
Table (4.6.5): Assumed distribution of b. 
X 2 1 
11 
0 
X 4 
21 
4 
X 3 
31 
3 
X 8 
41 
5 
X 5 
51 
3 
2 1 
X 9 
12 
4 
X 2 1 
22 
0 
X 5 
32 
6 
X 4 
42 
4 
X 6 
52 
2 
2 1 
X 3 
13 
3 
X 5 
23 
6 
X 2 1 
0 
X 6 
43 
7 
X 6 
53 
1 
2 1 
X 3 
14 
5 
X 4 
24 
4 
X 6 
34 
7 
X 2 1 
44 
0 
X 3 
54 
4 
X 5 
15 
3 
X 6 
2 
X 6 
35 
1 
X 3 
45 
4 
X 2 1 
55 
0 
3 1 
26 
27 
2 1 
2 1 
y 9 
- ' i i 
y 3 
-^21 
Y31 5 
2 1 
y-2 ^ 
y 3 
-' 22 
X 
2 1 
Table (4.6.6): Deterministic Version of Problem P 
4 .2 
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Iteration -1: 
Step 1. To obtain the initial basic feasible solution, we 
fix the demands at b = 1 2 and b = 9 and find the basic 
1 2 
feasible solution to the i2 x 3) transportation problem by 
North-West corner rule. Table (4.6.4). Then a standard 
transshipment problem can be formed with initial basic feasible 
solution ignoring the upper bounds as: 
X = 2 1 , X =10, X =21, X = 2 , x = 3 , 
11 14 22 24 25 
X = 21, X = 6, X = 21, X = 21. 
33 35 44 55 
This solution violates the upper bound constraints x ^8. 
•^^  24 
To obtain a basic feasible solution to the (5 x 5) 
deterministic capacitated transshipment problem, we temporarily 
treat all x. .'s, except the infeasible variable x , as upper 
bounded and apply the usual transportation routine to minimize 
X , till the infeasibility of x is removed. The solution so 
24 - ' 2 4 
obtained i s a s : 
X = 2 1 , x = 8 , X = 2 , X = 2 1 , x = 4 , 
11 14 15 22 24 
X = 1 , X = 2 1 , X = 6 , X = 2 1 , X = 2 1 . 
25 33 35 44 55 
For the capacitated transshipment problem x = 4 is a 
non-basic variable at its upper bound. 
Now, in each column of the working Table (4.6.7), we 
assign values to y . variables to their upper bounds (as far as 
possible). We get, 
y„ = 9, y,, = 7, y^ ^ = 3, y^ ^ = 2 ( < R,, ) . 
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This gives the required initial basic feasible solution 
with basic variables as: 
X = 2 1 , X 
11 14 
, x = 2 , x = 2 1 , x = 1 , 
15 22 24 
2 5 
1, x = 2 1 , X = 6 , x = 2 1 , X = 2 1 
33 35 44 55 
and y = 2 as shown in Table ( 4 . 6 . 7 ) . 
•^ 2 2 
Step 2. We determine the simplex multipliers and relative 
cost coefficients from the equations (4.5.1) and (4.5.2). These 
are recorded in Table (4.6.7), (iteration-1) . 
Step 3. T le values of Z and Z are calculated from the 
1 2 
equat ion (4.5.6) as under: 
m+n m+n m+n "j 
z = y ' y ' A A + y * y \ R 
\ L, Lt i j i j Z_i t j hj hj i = l j = l j = l h = l 
m+n m+n 
y u a + t ) + y v t 
i = l J = l 
z = 
0 ( 4 ) + 6 ( 9 ) + 1 ( 7 + 4 ( 3 ) - {31 ( -4) + 26 ( -^ ) + 17 
( - 4 ) + 2 1 ( - 4 ) + 2 1 ( - 4 ) + 2 1 ( 4 ) + 2 1 ( 4 ) + 21 (4) + 2 1 
(4) + 2 1 ( 4 ) } 
0 + 5 4 + 7 + 1 2 - { - 114 - 104 - 108 - 8 4 - 8 4 + 8 4 
+ 84 + 84 + 84 + 84 + 84 } 
1 5 7 . 
m+n n . n m+n m+n "j 
2 = y * y *A A + y * y *r R 
Z L L ij ij L L hj hj 
i = l j = l j = l h = l I 1=1 
n:+n 
y \i (a. +1^) + y 1/1 
L, \ \ 0 i., j 0 
j = l 
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Z = 0(4) + 2(9) + 0(7) + 2(3) - { 31(-3) + 26(-2) + 
2 
27(-l) + 21(2) + 21(0) + 21(3) + 21(2) + 21(1) + 
21(-2) + 21(0) } 
Z = 70. 
2 
And hence the value of Z = 2.42 ( = Z^Z ) . 
Step 4. For the non-basic variables, we calculate 5 and 
5 using 4.5.7) as under: 
6 = 0 (70) - 3(157) = - 314 s 0 
12 
6 = 0 (70) - 1(157) = - 157 s 0 
13 
5 = 0(70) - 5 (157) = - 785 ^ 0 
21 
6 = 0(70) - 5 (157) = - 785 :£ 0 
23 
6 = 0 (70) - 0 (157) = 0 :£ 0 
24 
6 = 0 (70) - 5 (157) = - 785 ^ 0 
31 
6 = 0(70) - 7(157) = -1099 ^ 0 
32 
6 = 0(70) - 4 (157) = - 628 s 0 
34 
6 = 0(70) -10(157) = -1570 ^ 0 
41 
6 = 0(70) - 8(157) = -1256 ^ 0 
42 
6 = 0 (70) -10 (157) = -15 0 :£ 0 
6^ ^ = 0(70) - 6 (157) = - 942 i 0 
45 
6 = 0 (70) - 6 (157) = - 942 ^ 0 
6^ ^ = 0(70) - 4(157) = - 628 ^ 0 
6^ ^ = 0(70) - 2 (157) = - 314 £ 0 
6^ ^ = 0(70) - 2 (157) = - 314 i 0 
54 
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6 = 6 ( 7 0 ) - 2(157) = 106 i 0 
6=1(70) - 0 (157) = 70 i 0 
12 
S* = 4 (70) - 2 (157) = - 34*^ 0 
21 
s' = -2(70) - 2 (157) = - 454 i 0 
31 
Here, only 5 = -34 violates the optimality criterion of 
(4.5.8) and hence its value is noted down in Table (4.6.7). 
Obviously, the current solution can be improved by increasing 
the ' alue of y . 
-'21 
Step 5. Subtracting i^  to y , we are led to the T>-adjustments 
as shown in iteration-1. The maximum value of i? is = 1. 
Iteration -2: 
Step 1 . A f t e r s u b s t i t u t i n g •d = 1, t h e improved b a s i c 
f e a s i b l e s o l u t i o n i s o b t a i n e d a s g i v e n i n i t e r a t i o n - 2 , (Table 
( 4 . 6 . 7 ) ) . 
Step 2 . S implex m u l t i p l i e r s and t h e r e l a t i v e c o s t c o e f f i c i e n t s 
a r e d e t e r m i n e d a s e a r l i e r and r e c o r d e d i n t h e T a b l e ( 4 . 6 . 7 ) , 
( I t e r a t i o n - 2 ) . 
Step 3 . The v a l u e s of Z and Z a r e found from e q u a t i o n ( 4 . 5 . 6 ) 
a s u n d e r : 
Zj = 0(4) + 2(9) - 3 ( 7 ) - 4(3) - { 31 (-8) + 26 (-8) + 27 
(-8) + 2 1 ( - 8 ) + 2 1 ( - 8 ) + 21(8) + 21(8) + 21(8) + 21 
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(8) + 21(8) } 
- 15 - { - 168 } 
Z = 153 
1 
Z = 0(9) - 2(7) - 2(3) + 0(4) - { 31(-5) + 26(-4) + 27 
2 •• 
(-3) + 21(0) + 21(-2) + 21(5) + 21(4) + 21(3) + 21(0) 
+ 21(2) } 
= -20 - { - 88 } 
Z = 68. 
2 
And hence the value of Z = L.50 ( = Z /Z ). 
Step 4. For the non-basic variables, we calculate 5. and using 
6 (4.5.7) as under: 
hj 
6 = 0(68) - 3(153) = - 459 s 0 
6 = 0 (68) - 1 (153) = - 157 s Q 
8 = 0(68) - 5(153) = - 765 ^ 0 
21 
5 = 0 (6£:i - 5 (153) = - 765 s 0 
23 
8 = 0(68) - 0(153) = 0 ^ 0 
24 
8 = 0(68) - E (153) = - 765 s 0 
31 
5 = 0(68) - 7(153) = -1071 s 0 
32 
6 = 0 ^68) 4(153) = - 612 s 0 
34 
6 = 0(68) -10(153) = -1530 s 0 
41 
6_ = 0(68) - 8(153) = -1224 s 0 
42 
6^, = 0(68) -10(153) = -1530 s 0 
43 
6.^  = 0(68) - 6(153) = - 918 £ 0 
45 
135 
6 = 0 (68) - 6 (153) = - 918 :£ 0 
51 
6 = 0 (68) - 2 (153) = - 306 ^ 0 
52 
6 = 0(68) - 2(153) = - 306 :£ 0 
53 
6 = 0(70) - 2(153) = - 306 £ 0 
54 
6 = 2 (68) - 0(153) = 136 £ 0 
5' = -3(68) - (-2) (153) = 102 ^ 0 
12 
5' = -4 (68) - (-2) (153) = 34 ^ 0 
22 
6 = -6(68) - 0(153) = - 408 £ 0 
31 
Here, we find that the optimality criterion of (4.5.8) is 
satisfied. 
Hence, the optimal solution is as: 
Z = 2 . r T , 
opt. 
X 
11 
X 
22 
X 
33 
X 
55 
2 1 , 
2 1 , 
2 1 , 
2 1 . 
X 
14 
X 
24 
X 
35 
^ 
= 
= 
7 , 
4 , 
6 , 
X = 3 , 
IS ' 
X = 1 , 
25 ' 
X = 2 1 , 
44 
136 
Table (4.6.7): Working tables for optimum solution; 
Iteration -1: 
21 
0 0 
0 5 
0 5 
0 10 
0 6 
21 
0 3 
21 
0 0 
0 7 
0 8 
0 4 
21 
0 1 
C 5 
21 
0 0 
0 10 
8-^ 
0 
21 
0 
2+1? 
0 6 
31 
26 
27 
21 
9 | 
6 2 
3-1? | - 3 4 
4 2 
- 2 2 
2 1 
7 1 
1 0 
2 +iJ 
X 
2 1 
u 
-4 
-4 
M. 
V 4 4 4 4 4 
J 
I' 3 2 1 -2 
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Iteration -2: 
u. M. 
21| 
0 
0 
0 
0 
0 
21 
0 
5 
5 
10 
6 
0 
21| 
0 
0 
0 
0 
21 
3 
0 
7 
8 
4 
0 
0 
21| 
0 
0 
0 
21 
1 
5 
0 
10 
2 
7 
4| 
0 
0 
21| 
0 
0 
0 
4 
0 
2 
3 
1 
6 
0 
21| 
0 
6 
0 
31 
26 
27 
21 
21 
2 0 
2 
-6 0 
21 
11 
-3 -2 
3| 
-4 -2 
X 
21 
- 8 - 5 
- 8 
- 8 
- 8 
V 8 
J 
V 5 
j 
1 3 8 
C H A P T E R - V 
PROBLEM OF CUTTING THE ROLLS UNDER UNCERTAIN DEMAND"^ 
5.7. Introduction: 
In t:iis chapter we study another application of stochastic 
programming to the roll cutting problem which is encountered 
quite frequently in real life situations. 
In many situations a material is required to be cut into 
pieces according to the demands. Some examples are the pro!iems 
of cutting the paper, glass, leather and log etc. The objective 
is to minimize the wastage while the requirements are met. In 
this chapter, -^ he roll cutting problem under uncertain demand 
with known probab Llity distributions, is discussed. This 
stochastic problem is then converted into a deterministic one. 
The problem turns out to be thau of linear progre'^ '~ing under 
uncertain demand. 
A solution proc'iidure is presented by exploiting the 
special structure of the problem in which there is no 
optimization problem in the second stage as the first stage 
variables and the values of the random elements uniquely 
determine the s cond stage variables. 
tThe contents of this chapter is based on my paper "Problem of 
Cutting the Rolls Under Uncertain Demand", communicated. 
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Several authors have given linear programming formulations 
to this cutting stock problem, e.g., Gilmore and Gomory [1961], 
[1963]. Many heuristic methods are developed to minimize the 
wastage in cutting stock ;problems such as, Coverdale et. al. 
[1976], Golden [1976], Roberts [1984] etc.. 
5.2. Statement of the Problem Under Uncertain Demand: 
Given m rolls f lengths Ij, Ig, I3, ,1m- These rolls 
aie to be cut into standard sizes of size s^ , Sg, , s„. 
The cost of the roll of length s. is c.. Let the value of roll 
of size s cut from i roll be given bj c s . The problem may 
be stated in the following form: 
Problem P 
5.1 
Find X , i = l,...,m, j = l,...,n which maximizes 
m n 
s = y y c £ x (5 2.1) 
1=1 j = l 
s u b j e c t t o 
n 
Y s x s l i = l , . . , m ( 5 . 2 . 2 ) 
n 
J x^j ^ dj j = 1, . . , n ( 5 . 2 . 3 ) 
i = l 
and X non-negative integers (5.2.4) 
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The demand d for the number of pieces of size s is not 
J J 
exactly known, but there is a known probability distribution 
p (d ) for each of them. 
The problem of cutting the rolls into standard length is 
formulated and solved as the knapsack problem in Gilmore and 
Gomoiy ( [1961] , [1963] ) . Here we treat the problem where on 
each standard length there is an uncertain demand with known 
discrete probability distribution. The problem turns out to be 
that of linear programming under uncertain demands. For its 
solution we give it a two stage linear programming under 
uncertaxn demand, Madansky [1962]. 
Let us denote by x the number of pieces of size s taken 
from the i roll. The total supply of the pieces of size s is 
m 
y X = X (say) . 
i=l 
Let an under-supply of a piece of size s. incur a loss of 
f. [e.g. it is purciastd from the local market and supplied to 
the customer on loss]. 
Define 
L (d -X ) = J J j 
0 for d :£ X 
J j 
f, (d. - X ) for d > X 
J J J J j 
(5.2.5; 
The expected ; enalty cost from the discrepancies in the 
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pieces of s ize s i s then, 
y s X 
L j 1 
j = i 
n 
L. i j 
i = l 
X 
i J 
^ 1 
J i 
= d 
j 
integers > 0 
( 5 . 2 . 6 ) Lj(x_^) = E ^ L j ( d j - X j ) } = E^ ^ f j { d j - X j ) | 
The problem may now be stated as follows: 
Problem P : 
5.2 
n n 
Maximize Y c x - Y L (x ) (5.2.7) 
L i i L i i 
subject to 
n 
i = 1,..,m (5.2.8) 
j = 1,..,n (5.2.9) 
and .. s (5.2.10) 
Here x are the first stage variables. These are to be 
iJ ^ 
determined before the demand d. is actually known. 
At the second stage we do not have to solve an 
optimization problem, since the second stage variables 
y = d - X 
are uniquely determined for each x , when d are observed. This 
fact is explicited in the next section of this chapter. 
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5.3. Equivalent Deterministic Problem: 
Note that for each j the only possible values of d are 
integers. Let these values be 0,1,..., d.. The expected penalty-
cost from the under-supfly is then 
L (X ) = y f (d - X ) P.(d.) (5.3.1) 
d-Xj 
Let us determine L (x ) for j = 1, . . . ,n and also the 
J j 
incremental va. ues L (x ) - L (x +1) for each j where x ranges 
from 0 to d . Observe that the sum of the incremental values 
J 
starting from x. = d - 1 and going up to x. equals L (x') . 
It is clear from (5.3.1) that L (x ) is decreasing 
J J 
function of x . We may also prove that L (x ) is convtx. Since 
j j j 
X. are integers, it is sufficient to show (Wagner [1969]) that, 
L (d - (x + 1) ) - L (d - X ) ^ L (d - X ) - L (d - (x - 1) ) 
j j j j j j j j j j j j 
i . e . f (d - (x + D ) - 2 f (d - x ) ^ - f (d - x - 1)) 
j j j j j j j j j 
or f i 0 j 
which is true. Thus, 
L^(x.) = E I Ljdj - x_i)| = Y [fj^ D - Xj)1p(d.= D) (5.3.2) 
-* D>Xj 
being a convex linear combination of L (d -x ) is also convex. 
From the fact that L (x ) is decreasing and convex, it 
J J 
follows that the incremental values L (x ) - L (x +1) are 
J J J J 
decreasing. 
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The maximum possible demand that may occur is Y d s . 
n 
We 
J j 
n 
may assume that Y d s . is greater than the total availability 
j = i 
m 
^ , 
n m 
Let y d s - y i = a (5.3.3) 
L i i Li 0 
j=i i=i 
For each piece taken from the slack there is a penalty 
associated with it. Let us rhoose the pieces from the slack 
such that the penalty is minimized. This is the se-ne thing as 
to minimize 
n 
y L.(y) (5.3.4) 
n 
subject to Yy.s. = a 
where y. (non-negative integer) is the number of pieces of size 
s taken from the slack, 
j 
n 
The fact that Y L.(y.) is convex and decreasi g may be 
j=i 
exploited to apply a technique for the knapsack problem (Saaty 
[1970]), for solving the problem (5.3.4). 
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Let us put the problem in the tollowing form; 
Problem P : 
5. 3 
n ^j 
Maximize V L ( d - ) y, 
j=l k=0 
subject to 
{5.3.5; 
n dj 
1 I yj ^ j = % 
j=l k=0 
: 5 . 3 . 6 : 
and y. = 0 or 1 (5.3.7) 
whe 
J^ 
re ^ y; = y. 
k=0 
n 
The total number 01 variables y is • 1 x > (d + 1) • = N, 
j ^ j 
j=i 
say. We arrange the variables y, according to the descending 
values of 
s+i 
.^{d. - y y*" ) - :..{d, - Y y*" ) 
J J L. } J j ^ J 
k=0 k=0 
Pioblem P may now be solved by enumerating the solution 
vectors in lexicographic ordering of the Knapsack problem with 
constraints (5.3.6) and (5.3.7) of Problem P and the linear 
5.3 
objective function in which the cost coefficient of y is 
j 
L (d, - s) - L (d - (s+1) ) 
145 
Note that in the optimal solution, the sum of the costs 
associated with allocating a (unfilled demand) to the pieces 
of size s. will equal the value of 
J j ^ J 
k = 0 
Let the optimal distribution of slack amongst va:ious 
sizes be y., j = l,...,n. After distributing the slack in this 
way we sub' ract y. from d. and then solve the following 
problem: 
Problem P 
5.4 
m n 
Maximize V Vc. x.. (5.3.8! 
1=1 j=i 
subject to 
n 
V s x = 1 i=l,..,m (5.3.9 
^ j ij i 
j = l 
m 
y X. . = d. - y. j = 1, ..,n (5.3.10) 
i=l 
and X . integers ^ 0 (5.3.11) 
This is the deterrinistic problem of cutting the rolls under 
uncertain demand. 
146 
5.4. Solution Procedure for the Equivalent Deterministic 
Problem: 
The parameters of Problem P can be arre iged in the 
^ 5.4 
following forn as: 
size (s 
£ .acK: 
Max. demand 
y 
11 
11 
ml 
11 
supply (IJ 
y„ 
In 
In 
mn 
V5e call the problem to be balanced if 
n n 
y 1 = > (d - y ) s ; otherwise we call it unbalanced. 
L. \ ^ J j J 
i = l y-
The s o l u t i o n procedure for the above Problem P , wi th known 
5.4 
demand is given below, (3ari [19^0]) . 
Let us arrange the parameters of the Problem P as: 
1 £ 1 :£ ^ 1 
1 2 m 
S i S :^ 1 2 S S 
(5.4.1) 
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We find the solutions to the equations in (5.3.9) by turn 
i = i,...,ni, which also satisfy (5.3.10) and (5.3.11). The 
solution to the equations in (5.3.9) are sought through 
lexicographic orderirg. (A lexicographic ordering of a set of 
solutions is an ord ring of the solutions according the first 
components, and if, t} 3re is a tie, then according to the 
secon'l components, and so on, the solution with the larger 
component being considered larg-r). The first lexicographic 
vectors are taktn to be the solutions. 
Note that the first lexicographic vectorj may not maxim.ize 
the co:''responaing objective functions, brt as stated a feasible 
solution will serve our purpose and we need not proceed the 
first lexicographic solution. 
For i = k, k = 1,2, ... ,m, we find the non-negative 
integers x ., j = i,..,n, such that 
y s x = l (5.4.2) 
L. j tj i 
J = l 
k-1 
X,. i (d. - v.) - Yx.., j - i,...m (5.4.3) 
i = l 
We assume for the present that the integers exist which 
satisfy (5.4.2) and (5.4.3). The following procedure (Saaty 
[1970]) may be used for finding the first lexicographic 
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solutions (x ,...,x ), k = •.,... m. 
ki kn 
Step 1. Allocate the maximum possible to the left most 
cell, say, j , for v.'hich 
k-l 
y X.. < (d. - y ) 
i=l 
Step 2. Allocate the maximum possible of "he remainder to 
the cell next to the j , say j , such thi.t 
k-l 
V x * < ( d * - y * ) . 
^ ij j j 
i=l 
This process is continued for the other cells in the k 
row until a slack less than s is left. If the slack is 
n 
zero, then the first lexicographic solution to the k row 
is obtained. 
Step 3. If the slack, say /3 , is not zero, then the 
positive allocation o£ the right most cell, say t"', is 
reduced by s and s + /3 is now distributed as in step 1 
and step 2 in the cells other than the t . If a slack, 
sav 13 , is still Itft th-n reduce the allocation of the 
" ' 2' 
t cell by 2s and 2s + ^ is now similarly at^emcted to 
-' t t 2 - * 
be disturbed and so on. 
The continuation of the process in step 3 will yield a 
solution, if one exist: . This is because the solution of the 
i row, which is the first lexicographic, gives more freedom 
st 
for the solution of the i + I row as com.pared to the freedom 
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given by any other solution. 
In step 3 of the above procedure one may not find zero 
slack for some k. In this rase, in order to obtain a feasible 
solution to the original problem, we back track and change the 
solution of th-^  (k-1) row to the second lexicographic 
solution and proceed with the remaining rows as in steps 1 to 3 
above. Every time we encounter a solution of a non-zero slack 
in any row we will have to back track and proceed with the next 
and proceed with the remaining rows lexicographic solution in 
the previous row. 
Let the total number of z^ro slack lexicographic solutions 
in the i row be z . An exhaustive search for exploring a 
feasible solution in k row will require z xz x. . .xz 
^ 1 2 k-1 
permutations of the lexicographic solutions in the previous (k-
1) rows. However, the num">er of zero slack lexi. graphic 
solutions is generally not large. Further, in the search of a 
feasible solution for the k+1^ row one need not explore those 
permutations of the lexicographic solutions in the k-1 rows 
which have already been explored during the search for a 
feasible solution of the k row. If a leasible solution exists 
the above search being (implicitly) exhaustive, must yield it. 
For the maximum, one should go through the other solutions 
in lexicographic ordering. However, as stated above, a feasible 
solution suffices for the balanced case. Thus we may use the 
first lexicographic solutions. 
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5.5. Numerical Example: 
Consider the problem with the following data: 
m = 3, n = 4, s = (11, 7, 4, 2), a = (20, 30, 43) 
where s and a are vectors (i.e. a = ( a , a , a ) ) . 
The corresponding cost is given in the following Table (5.5.1) 
8 . 4 
7 . 7 
7 . 0 
6 . 0 
5 . 5 
5 . 0 
4 . 8 
4 . 4 
4 . 0 
3 . 6 
3 . 3 
3 . 0 
Table (5.5.1): Costs of the standard rolls. 
The demand d , d , d , d are uncertain with their probability 
distributions as: 
P(d = 1) = P(d = 2) = P(d = 3) = P(d = 4) = -
1 1 1 1 4 
P(d = 1) = P(d = 2) = P(d = 3) = -
2 2 2 3 
P(d = 4) = - , P(d^ = 5) = P(d^ = 6) = -
3 2 3 3 4 
P(d^ = 6) = - , P(d. = 7) = -
* 2 '* 2 
We have, 
l->^>-l\ = 10 
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Let the losses from under supply be as follows: 
f = f = 1 , f = f = 2 . 
1 2 3 4 
By using (5.3.1) we find L (x ) and then L (x +1) for all i 
J j J J 
l,...,n. We write values in the following tabular form as: 
j 
1 
2 
3 
4 
5 
6 
7 
8 
X 
j 
0 
1 
2 
3 
4 
5 
6 
7 
L^ (x^ ) 
5/2 f^  
6/4 f 
1 
3/4 f 
1 
1/4 f 
1 
0 
0 
0 
0 
L (x ) -L (x +1) 
1 1 1 1 
f 
1 
3/4 f^  
1/2 f^  
1/4 f^  
0 
0 
0 
0 
L (X ) 
2 2 
2 f 
2 
f 
2 
1/3 f 
2 
0 
0 
0 
0 
0 
L (x ) -L (x +1) 
2 2 2 2 
f 
2 
2/3 f 
2 
1/3 f 
' 2 
0 
0 
0 
0 
0 
j 
1 
2 
3 
4 
5 
6 
7 
8 
x 
j 
0 
1 
2 
3 
4 
5 
6 
7 
L (XJ 
3 3 
19/4 f 
3 
15/4 f 
3 
11/4 f 
' 3 
7/4 f 
3 
3/4 f 
3 
1/4 f 
3 
0 
0 
L (x ) -L (x +1) 
3 3 3 3 
f 
3 
f 
3 
f 
3 
f 
3 
1/2 f 
3 
1/4 f 
3 
0 
0 
4 4 
13/2 f 
4 
11/2 f 
4 
9/2 f 
4 
7/2 f 
4 
5/2 f 
4 
3/2 f 
4 
1/2 f 
4 
0 
L (x )-L (X +1) 
4 4 4 4 
f 
4 
f 
4 
f 
4 
f 
4 
f 
4 
f 
4 
1/2 f 
4 
0 
Table (5.5.2): Calculated values of L (x ) fi L (x+1) , (V j) 
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Now we solve the problem; 
n 
Minimize ) L (d - Y y ) 
j = l k=0 
subject to 
n d 
,J k 
j=l k=0 
and y = 0 or 1 
The penalty functions are arranged in ascending order 
of magnitude from left to right. The allocation in the 
following table for solving the problem are done by using 
the rules for ordinary Knapsack problem. 
s j 
allocation 
fi 
4 
11 
fi 
2 
11 
f 
_2 
3 
7 
3 
- f 
4 1 
11 
f 
1 
11 
2 
- f 
3 2 
7 
1 
- f 
4 3 
4 
4 
f 
2 
7 
£3 
2 
4 
4 
f 
3 
4 
s J 
allocation 
f 
3 
4 
f 
3 
4 
f 
3 
4 
£4 
2 
2 
f 
4 
2 
f 
4 
2 
f 
4 
2 
2 
f 
4 
2 
f 
4 
2 
f 
4 
2 
The solution is y = y . y. 
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Now the solution to the full problem can be obtained as 
shown in the Table (5.5.3). 
s 
j 
slack 
Max. demand 
11 
0 
8.4| 
1 
7.7 
2 
7.0| 
1 
4 
7 
0 
6.0 1 
1 
5.5 
0 
5.0| 
2 
3 
4 
2 
4.8| 
0 
4.4 
2 
4.0| 
2 
6 
2 
1 
3.6 1 
1 
3.3 
0 
3.0| 
5 
7 
supply 
10 
20 
30 
43 
Table (5.5.3): Equivalent deterministic problem. 
The first lexicographic solution with zero slack solution 
in all the rows is shown in the table below. 
11 
8.4 1 
1 
7.7| 
2 
7.0| 
1 
4 
7 
6.0| 
1 
5.5| 
0 
5.0| 
2 
3 
4 
4.8 1 
0 
4.4 1 
2 
4.0 1 
2 
4 
2 
3.6| 
1 
3.3 1 
0 
3.0| 
5 
6 
20 
30 
43 
Table (5.5.4): Zero slack solutions in the rovs. 
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The total return for this solution is 82.2. The objective 
value for the zero slack solutions with the other ordering of 
A 's are listed below. It may be observed that the objective 
value goes on decreasing as we move from the order A , A , A . 
1. 
2. 
• 
3. 
4. 
* 
5. 
• 
6. 
Order of A ' s 
k 
A 
1 
A 
1 
A 
2 
A 
2 
A 
3 
A 
3 
A A 
2 3 
A A 
3 2 
A A 
3 1 
A A 
1 3 
A A 
1 2 
A A 
2 1 
Objective values for the zero slack 
82.2 
82.8 
83.2 
80.8 
83.2 
83.2 
Starred orders are the discarded ones by some preceding 
orders. It may be noted that only 3 of the above orders need to 
be enumerated. The optimal solution is the zero slack solution 
obtained for the order A A A as presented in Table (5.5.4) . 
1 2 3 ^ 
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