Reliable high-resolution 3-D characterization of aquifers helps to improve our understanding of flow and transport processes when small-scale structures have a strong influence. Crosshole ground penetrating radar (GPR) is a powerful tool for characterizing aquifers due to the method's high-resolution and sensitivity to porosity and soil water content. Recently, a novel GPR full-waveform inversion algorithm was introduced, which is here applied and used for 3-D characterization by inverting six crosshole GPR cross-sections collected between four wells arranged in a square configuration close to the Thur River in Switzerland. The inversion results in the saturated part of this gravel aquifer reveals a significant improvement in resolution for the dielectric permittivity and electrical conductivity images compared to ray-based methods. Consistent structures where acquisition planes intersect indicate the robustness of the inversion process. A decimetre-scale layer with high dielectric permittivity was revealed at a depth of 5-6 m in all six cross-sections analysed here, and a less prominent zone with high dielectric permittivity was found at a depth of 7.5-9 m. These high-permittivity layers act as low-velocity waveguides and they are interpreted as high-porosity layers and possible zones of preferential flow. Porosity estimates from the permittivity models agree well with estimates from Neutron-Neutron logging data at the intersecting diagonal planes. Moreover, estimates of hydraulic permeability based on flowmeter logs confirm the presence of zones of preferential flow in these depth intervals. A detailed analysis of the measured data for transmitters located within the waveguides, revealed increased trace energy due to late-arrival elongated wave trains, which were observed for receiver positions straddling this zone. For the same receiver positions within the waveguide, a distinct minimum in the trace energy was visible when the transmitter was located outside the waveguide. A novel amplitude analysis was proposed to explore these maxima and minima of the trace energy. Laterally continuous low-velocity waveguides and their boundaries were identified in the measured data alone. In contrast to the full-waveform inversion, this method follows a simple workflow and needs no detailed and time consuming processing or inversion of the data. Comparison with the full-waveform inversion results confirmed the presence of the waveguides illustrating that full-waveform inversion return reliable results at the highest resolution currently possible at these scales. We envision that full-waveform inversion of GPR data will play an important role in a wide range of geological, hydrological, glacial and periglacial studies in the critical zone.
volume, such as pumping or tracer tests. Geophysical methods like ground penetrating radar (GPR), electrical resistivity tomography (ERT) and seismics can close the gap between these scales (Rubin et al. 1992; Hubbard & Rubin 2000; Binley et al. 2001; Garambois et al. 2002; Linde et al. 2006; Doetsch et al. 2010a; Slater et al. 2010; Cordua et al. 2012) .
Detailed geophysical investigations at several test sites have improved our understanding of how different geophysical methods can be used to comprehend aquifer properties. Examples include the Boise Hydrogeophysical Research Site (BHRS) in the United States (Bradford et al. 2009; Dafflon et al. 2011) , the Widen test site in Switzerland (Diem et al. 2010; Doetsch et al. 2010b; Coscia et al. 2012; Lochbühler et al. 2013 ) and the MADE site in the United States (Dogan et al. 2011; Zheng et al. 2011) . These investigations have shown that GPR, ERT and seismics can provide porosity estimates for aquifers, and that each of these methods has different benefits and limitations. For example, porosity estimates based on seismic velocity are not as well constrained as those derived from radar wave velocity. For borehole deployments, the resolution of inferred seismic and radar parameters depends on the ray coverage of the measurements, which is typically high in the centre and low at the top and bottom of the acquisition plane. ERT images in contrast are better constrained close to the electrodes and less constrained between the boreholes (Day- Lewis et al. 2005) .
In comparison with ERT and seismics, GPR returns images with the highest resolution for aquifers (Doetsch et al. 2010a) , and several non-invasive surface and minimally invasive crosshole GPR measurements have been used to characterize the saturated aquifer and the vadose zone (Hubbard et al. 1997 (Hubbard et al. , 2001 Tronicke et al. 1999 Tronicke et al. , 2002 Binley et al. 2001; Winship et al. 2006; Looms et al. 2008; Dorn et al. 2012) . Another major advantage of GPR is that it can provide both relative dielectric permittivity ε r and electrical conductivity σ . In low-loss conditions, the electromagnetic (EM) wave velocity at radar frequencies mainly depends on the relative dielectric permittivity ε r of the medium. Due to the large contrast in dielectric permittivity between air (ε r ≈ 1) and distilled water (ε r ≈ 80 at 20
• C), this parameter can be used to determine the water content of the medium. The attenuation of the EM wave depends on the electrical conductivity σ of the medium, which is not only sensitive to the water content, but can also indicate clay content or pore-water salinity (Davis & Annan 1989; Tronicke et al. 2004) .
Inversion algorithms are generally needed to estimate the subsurface distribution of physical properties. Suboptimal resolution is obtained by common ray-based seismic and GPR inversion algorithms that use first-arrival times or first-cycle amplitudes (Musil et al. 2006) , or Fresnel volume radar-propagation velocity tomography (Buursink et al. 2008) . These methods only account for a small fraction of the information contained in the data and typically use regularization in the form of damping or smoothing constraints to make the inversion algorithm robust and assure convergence to a unique solution.
In contrast, full-waveform inversion incorporates a significant part of the entire waveform in the inversion, including secondary scattered events, applies only smoothing of the updating gradients and does not require any damping parameters. The resulting spatial resolution of the ray-based methods depends on the diameter of the first Fresnel zone (Williamson 1991) , whereas the full-waveform inversion can deliver results with subwavelength resolution (Wu & Toksoz 1987; Pratt & Shipp 1999) . Since the pioneering work of Tarantola (1984) , many research groups have further developed the full-waveform inversion approach and applied it to seismic data (Tarantola 1984 (Tarantola , 2005 Shin & Cha 2008; Virieux & Operto 2009 ).
In comparison with surface measurements, results from crosshole setups are better constrained due to the direct wave between the boreholes, the known borehole separation and the good ground coupling of the transmitters and receivers (Rao et al. 2006; Belina et al. 2009; Fichtner & Trampert 2011; Zhang et al. 2012) .
Recently developed crosshole GPR full-waveform inversion was applied to synthetic (Ernst et al. 2007b; Kuroda et al. 2007 ) and experimental data (Ernst et al. 2007a; Belina et al. 2012) . Ernst et al. (2007a,b) developed and applied a 2-D finite-difference timedomain (FDTD) code for crosshole GPR data, and Meles et al. (2010) incorporated the vectorial behaviour of the EM field and implemented a simultaneous update for permittivity and conductivity. Klotzsche et al. (2010) applied this algorithm to GPR data acquired in a gravel aquifer in Switzerland. After improving the starting models, an EM waveguide between the boreholes was imaged, which acted as a possible preferential flow path (Klotzsche et al. 2012) . Such thin preferential flow paths (of higher porosity) or clay lenses play an important role for hydrological processes in aquifers (al Hagrey & Michaelson 1999; Day-Lewis et al. 2003; Ronayne & Gorelick 2006; Bianchi et al. 2011) , but their restricted thickness often prevents standard methods (e.g. ray-based inversion) from detecting their exact position.
Increases in the water and clay content (high electrical conductivity) affect EM waves due to their reduced velocity. When the thickness of these layers is similar to the wavelength of the GPR signal, these layers act as low-velocity waveguides (Arcone 1984; Arcone et al. 2003; van der Kruk et al. 2009 Klotzsche et al. 2012; Strobach et al. 2013) . Due to the reduced EM wave speed in these layers (increase in ε r up to 25), total reflection of the wave occurs at the layer boundaries beyond the critical angle and causes multiple internal reflections of the wave. These multiple reflections form late-arrival and high-amplitude elongated wave trains, which can be captured in the measured signal. Late-arrival events, such as those caused by a waveguide, are ignored by ray-based methods and cannot be resolved. In contrast, the full-waveform inversion can resolve such layers because it incorporates all of these events.
In this paper, we determine the lateral extent of low-velocity waveguides using a pseudo-3-D full-waveform inversion of six crosshole GPR cross-sections within a square configuration of four boreholes. For each cross-section, we use a 2-D full-waveform inversion, and the inversion results are visualized in 3-D to characterize the aquifer geometry and the extensions of the low-velocity waveguides. A novel amplitude analysis is introduced to delimit wave-guiding structures by exploring the maxima and minima positions of the trace energy distributions of the measured data, which indicate the existence of wave-guiding structures. Using these positions, we are able to detect fast and efficient continuous waveguides and their boundaries without applying any inversion or detailed processing (necessary for full-waveform inversion). Finally, we compare the full-waveform inversion results with porosities inferred from Neutron-Neutron data and permeability logs based on EM flowmeter data acquired in the same boreholes, and show that the low-velocity waveguides are zones of high porosity and high permeability.
F U L L -WAV E F O R M I N V E R S I O N : T H E O RY
Important pre-processing steps for full-waveform inversion include the estimation of appropriate permittivity and conductivity starting models, and an effective source wavelet. The ε r and σ starting models are obtained using first-arrival time and first-cycle amplitude inversion. These starting models need to return synthetic data pulses that are offset less than one-half wavelength (λ/2) from the measured traces, otherwise the inversion can be trapped within a local minimum of the misfit function (Meles et al. 2011 ). This condition is verified during the source wavelet estimation, when synthetic data are calculated for the starting model. Additional constraints on the starting model are usually required close to the water table as it provides reflected waves caused by the high-permittivity contrast to the overlying unsaturated zone (Klotzsche et al. 2012) . To apply the 2-D code to real data, 3-D propagation must be accounted for within the data. Following the approach of Ernst et al. (2007a) , a 3-to 2-D transformation by Bleistein (1986) is performed based on the first-arrival time. Using the initial ε r and σ tomograms obtained from the ray-based inversion, an initial source wavelet is obtained by averaging the normalized horizontally travelling pulses from each transmitter. At this point, only the shape of the source wavelet is considered, and no amplitude information is used. The amplitude and shape of the effective wavelet are corrected in a second step by applying a deconvolution approach (Ernst et al. 2007a; Klotzsche et al. 2010) .
The full-waveform inversion is performed using the estimated effective source wavelet and the starting model. It is based on a conjugate gradient method that iteratively minimizes the misfit function C between the measured and modelled data such that C = 0.5 × E mod − E meas 2 , where E mod and E meas are vectors that contain modelled and measured traces, respectively, for all the transmitter-receiver combinations within a pre-defined time window. First, synthetic data are calculated with the 2-D FDTD code using the initial model parameters. The modelled wavefield is then used to calculate the residual wavefield by subtracting the measured data from the modelled data. By backpropagation of this residual wavefield through the model domain and cross-correlation with the modelled data, the ε r and σ model gradients are calculated. These gradients of the data misfit function define the updating directions that are expected to reduce the misfit function. For the simultaneous updating of the ε r and σ models, step lengths are computed using appropriate perturbation factors. Mathematical details of the calculation of the misfit function, gradient and step lengths are described in Meles et al. (2010) . When the change in the misfit function C between two subsequent iterations is less than 1 per cent, the iterative approach is terminated, and the last iteration is considered as the final result. As the computational cost is high and memory requirements are too demanding for 3-D inversion, we construct pseudo-3-D models by stitching the 2-D inversion models together.
T H U R R I V E R T E S T S I T E A N D DATA A C Q U I S I T I O N
The test site is located in northeastern Switzerland close to the Thur River. Previous studies (Cirpka et al. 2007; Diem et al. 2010; Doetsch et al. 2010a,b; Klotzsche et al. 2010 Klotzsche et al. , 2012 Coscia et al. 2011 Coscia et al. , 2012 Lochbühler et al. 2013) indicated an aquifer comprising a 7-m-thick highly permeable glaciofluvial gravel deposit, embedded between overlying alluvial loam, with a thickness of 3 m and underlying low-permeable lacustrine sediments at a depth 10 m. The test site (Fig. 1a) consists of 18 boreholes that were slotted over the thickness of the aquifer. Coscia et al. (2012) seismics and ERT data was performed revealing that the aquifer can be divided into three main lithological zones, where the middle layer is characterized by a significantly lower porosity (Doetsch et al. 2010a) . Klotzsche et al. (2012) studied the acquisition plane between B3 and C3 using GPR full-waveform inversion and imaged a low-velocity waveguide at a depth of 5.3-6.1 m, which was not imaged using other geophysical techniques. Here, we characterized the waveguide zone at a depth of 5-6 m in three dimensions, and performed tomographic crosshole experiments using all six possible borehole combinations between the four boreholes followed by a comparison with independent geophysical logging data.
The GPR measurements were acquired using fibre optic cables and RAMAC 250 MHz dipole antennas, except for the cross-section B3-C2, where 100 MHz antennas were employed due to battery problems. We chose the same depth notation as Doetsch et al. (2010a,b) , with the zero level being the top of the casing of borehole C2. For the measurements, we applied a semi-reciprocal setup by using a low number of transmitter positions with a spacing of 0.5 m, and a dense 0.1 m spatial sampling for the receiver positions below the groundwater table (at a depth of approximately 4.2 m). This approach reduces computational costs and acquisition time. To compensate for the reduced ray coverage close to the transmitter borehole, the transmitter and receiver boreholes were interchanged, and the measurements were repeated to improve the ray coverage close to the receiver well and to ensure an overall dense ray coverage (Klotzsche et al. 2010; Oberröhrmann et al. 2013 ). About 9-11 transmitters and 55-60 receivers were used for both semi-reciprocal measurements in every plane. Oberröhrmann et al. (2013) applied a resolution analysis to full-waveform inversion results for different transmitter-receiver configurations, and showed that the employed setup provides a good compromise between resolution and computational costs compared to other tested configurations.
F U L L -WAV E F O R M I N V E R S I O N R E S U LT S O F T H E T H U R R I V E R A Q U I F E R
First, the crosshole GPR data were pre-processed by applying a timezero correction and a bandpass filter to remove the noise outside the source spectrum. Secondly, ray-based inversions using curved rays were applied to obtain starting models. The first-arrival traveltime inversion results based on the data of Doetsch et al. (2010a) were used as ε r starting models, as shown in Fig. 2 . The ray-based tomographic inversion models were a smooth representation of the stratigraphy, and generally three zones were observed with a low ε r layer embedded between two intermediate ε r layers. To account for the strong contrast between the unsaturated and saturated zones, which was not resolved by the traveltime inversion, the vadose zone above 4.2 m was attributed a relative permittivity of ε r = 5, and a homogenous layer was introduced at a depth of 4.2-5.5 m with ε r = 17. For these values, the first-arrival times of the modelled and measured data showed an overlap of at least half a wavelength. For σ , we used a homogeneous starting model with 9.5 mS m −1 , representing the mean of the first-cycle amplitude inversion results.
Using the obtained starting models for each of the six crosssections, an initial source wavelet for each cross-section was estimated by averaging the normalized horizontally travelling pulses from each transmitter. Next, effective wavelets were calculated by applying the deconvolution approach (Figs 3a and b) . A similar shape and amplitude of the wavelet was observed for all crosssections where the 250 MHz antennas were used, whereas the diagonal plane C3-B2 had slightly higher amplitudes. In Fig. 3(c) , the normalized amplitude profiles for each of the six cross-sections are plotted. The centre frequencies and frequency bandwidth for all cross-sections with the 250 MHz antennas were very similar, as expected from the results presented in Fig. 3(a) . Note, that the effective centre frequency is significantly lower than the nominal centre frequency, due to the fact that the antennas are electrically longer in high-permittivity media and emit lower frequencies than when they are placed in air. Similar wavelets were observed for all angles, which indicates that our numerical approach to model the antennas as infinitesimal dipoles is suitable. In the modelling, the dipole antennas were present at the position of the feed gap of the true antennas. When transmitter-receiver combinations are used with larger angles, differences in the wavelets might occur, and the finite length of the antennas must be included. Antennas with finite length can be implemented in the FDTD code using the approach of Arcone (1995) and Streich & van der Kruk (2007) .
The full-waveform inversion results for ε r (Fig. 4) show higher resolution images than the traveltime inversion results (Fig. 2) . The high ε r zone at a depth of 5-6 m for plane B3-C3, which was inferred by Klotzsche et al. (2012) , can be identified in all other cross-sections. Another high ε r layer was observed at a depth of 7.5-9 m, for example, in planes C2-C3 and C3-B3. We obtained similar results for all of the 2-D tomograms at the borehole locations, and at the intersection of the diagonals. Only the upper parts of the diagonal sections show less similarity at the intersection. The corresponding 3-D σ images from the full-waveform inversion show in all tomograms clearly the underlying lacustrine sediments (elevated clay content) indicated by high-conductivity values below a depth of 9.5 m (Fig. 5) . These inversion results were achieved without a priori information. In contrast, 3-D ERT inversion required constraints on the actual boundaries to obtain models in agreement with the geological logs (Coscia et al. 2011) . Although late-arrival amplitudes caused by the high ε r zone are not correctly processed using the 3-to 2-D conversion, the intermediate conductivities obtained at a depth of 5-6 m indicate a change in the porosity rather than a change in the clay content as the cause of the increase in ε r .
For all of the acquisition planes, a good agreement was obtained between the measured and full-waveform modelled data in terms of shape and amplitude of the waveforms, as shown in Figs 6(a)-(c) for plane B3-C3 (transmitter located in borehole C3). The ray-based modelled data (Fig. 6b) show only a good match of the first-arrival times, but the fit for later-arrivals times and amplitudes is less satisfactory. In contrast, the full-waveform inversion data (Fig. 6c) show an excellent fit of amplitude and phase, including small nuances in the radargrams, which indicates that the full-waveform inverted model well explains the measured data. Similar to previous experiences with field data (Ernst et al. 2007a; Klotzsche et al. 2010; Oberröhrmann et al. 2013) , rms error between the measured and modelled data for each tomogram was reduced by at least 50 per cent compared to the ray-based inversion starting model.
To test the consistency between inversion results, we calculated correlation coefficients (R 2 ) at the intersections of cross-sections at borehole locations and the crossing of the diagonal planes at P11, for permittivity and conductivity (Table 1) . For the calculation, we used the mean of two inversion cells next to the borehole. A high mean R 2 value of 0.88 was obtained for permittivity, whereas the mean R 2 value for conductivity was lower at 0.25 indicating that the conductivity values are less reliable. To improve the accuracy of conductive values more transmitter and receiver position could be used (Oberröhrmann et al. 2013) or a combined wavelet and conductivity updating could be implemented [similar to Busch et al. (2012) ]. A total of 23 CPUs (for each transmitter and one master) were needed for the full-waveform inversion and an entire inversion took approximately 30 min using an MPI parallelized code on the JUROPA cluster at Forschungszentrum Jülich. Improved and more consistent conductivity results could possibly be obtained if crosssections were inverted together, such that the estimated permittivities and conductivities at intersections are enforced as sometimes done in 2-D ray-based inversions (Musil et al. 2006; Dafflon et al. 2011) .
WAV E G U I D E D E T E C T I O N T H RO U G H A M P L I T U D E A N A LY S I S
Similarly to Klotzsche et al. (2012) and Strobach et al. (2012) , we consistently observe for transmitters located within waveguide zones late-arrival and high-amplitude elongated wave trains for receivers straddling the high-contrast layer. An example is transmitter T2 of cross-section B3-C3 (transmitter located in B3), where the wave trains are formed by internal multiple reflections beyond the critical angle, which interfere constructively to produce highamplitude data and trap the energy within this low-velocity zone (see Fig. 7a ). The corresponding modelled radargram for T2, as obtained from the final full-waveform inversion models, shows a good agreement for the guided wave arrivals (Figs 7a and b) . The black lines indicate the position of the waveguide as detected by the fullwaveform inversion. Similar high-amplitude elongated wave trains can be observed in the measured and modelled data for transmitter T3 in the cross-section B3-C3 (not shown). Elongated wave trains, as observed in measured data of T3 (Fig. 7a) , show a distinct maximum peak in the trace energy distribution (summation of the squared amplitude), and the energy for such traces is one to two orders of magnitude higher than the recorded trace outside the waveguide layer, as shown in Fig. 7(c) for the trace energy profiles of T2 and T3. For transmitters located outside the waveguide (e.g. Figs 7d and e) such as transmitter T7 of crosssection B3-C3, intermediate amplitudes were observed for most of the receivers. However, receivers positioned within the waveguide showed significantly diminished amplitudes. This behaviour is visible in the trace energy profile of transmitter T7 (Fig. 7f) , exhibiting a clear minimum at a depth of 5.4 m around the previously found maxima positions (minima positions should be located close to the maxima positions). Similar behaviour was also observed in all other radargrams where transmitters were located outside the low-velocity waveguide (Fig. 7f) . A possible explanation could be destructive interferences of the EM head waves from above and below the waveguide, which cause a minimum in the trace energy.
We also located high-amplitude elongated wave trains and diminished amplitudes for the other transmitter-receiver combinations, but concentrated on the dominant features linked to the highpermittivity zone at a depth of 5-6 m, which is present in all planes. Such clear maxima and minima positions of the trace energies as shown in Fig. 7 were not always observed. For example, for the cross-section C3-C2 and the transmitters located in C2, only one transmitter showed late-arrival elongated wave train events and the corresponding distinct maximum in the trace energy (see transmitter T14 in Figs 8a-c) . Identifying the minima positions for the rest of the transmitters around the maximum position was also more challenging (as shown in Figs 8d-f) . The less distinct minima positions were probably caused by the lateral heterogeneity within the high-permittivity structure (see also Fig. 4b) . Further, clear maximum amplitudes were observed for transmitters at a depth between 7 and 8 m because of the high-permittivity range at these depths (see also Fig. 4b ).
In the next step, the identified maxima and minima positions of the energy profiles of section B3-C2 are plotted against receiver depth and compared with the full-waveform inversion results close to borehole C3 (Figs 9a and b ). It appears that the minima position for increasing depth converges with the upper waveguide boundary close to the borehole. Due to the restricted distance to the water table for the transmitter positions above the waveguide layer in the saturated aquifer, the minima indicating the lower waveguide boundary were not as definite here. For the second example of crosssection C3-C2, shown in Figs 9(c) and (d), the identification of the boundaries using the measured data was less straightforward, which was probably caused by the heterogeneity of the high-permittivity zone of the plane close to the borehole.
For the depth range between 7.5 and 9 m, additional distinct elongated wave trains (e.g. for plane C3-C2 in Fig. 8d ) and corresponding minima positions were found, pertaining to high-permittivity structures present in the tomograms of C3-C2, C3-B2 and B3-C3 (see Fig. 4 ). Generally, a similar analysis could be carried out; however, choosing maxima and minima positions was more challenging for these zones, and they were not present in all cross-sections. Hence, the accuracy of boundary determination is influenced by the homogeneity of the waveguide.
We applied our approach of detecting maxima and minima positions to the data sets of all six cross-sections for the distinct waveguide at a depth of 5-6 m (Fig. 10) . In some cases, it was more problematic to define a clear boundary from the minima trace energy picks (indicated with light green crosses). For example, for the transmitter located in C2 (Fig. 10b) , it appears that two upper boundaries are possible to identify (indicated by dashed lines). The accuracy also decreases for the diagonals (see Figs 10e and f, right columns), and picking is more challenging, especially in the case of discontinuous layering of wave-guiding structures. The spatial transmitter position sampling of 0.5 m enabled a detailed detection of the waveguide effects. A sparser spatial sampling of transmitter and receiver would probably have reduced the ability to detect and identify the waveguide structures. The general view that permittivity dominates the traveltime and that conductivity dominates the amplitude of the signal must be revised, because the amplitudes are strongly influenced by the permittivity contrast in the presence of a waveguide.
P E T RO P H Y S I C A L I N T E R P R E TAT I O N A N D C O M PA R I S O N W I T H L O G G I N G D ATA
We transformed the permittivity tomograms of each plane into porosities to characterize the aquifer and evaluate the waveform inversion results. We compared these porosities with NeutronNeutron porosity and hydraulic permeability logs (Tchang 2012;  at Forschungszentrum Juelich GmbH Zentralbibliothek on November 18, 2013 http://gji.oxfordjournals.org/ Downloaded from Lochbühler et al. 2013) . For the transformation of the permittivity, we followed the same approach as Pride (1994) and Doetsch et al. (2010a) using
and
where F is the formation factor and the porosity. Here, we used ε W = 84 as the relative permittivity of water (at 10 • C), ε S = 8 as the relative permittivity of the solid matrix, and the cementation factor was m = 1.4. A positive correlation exists between permittivity and converted porosity (compare Figs 4 and 11) .
All waveguide boundaries identified using the amplitude analysis (see Fig. 10 and dark green boxes in Fig. 11) were confirmed, and in most cases, the boundaries obtained from the full-waveform inversion agreed well with the boundaries obtained by the energy analysis. The correspondence between the diagonal planes was less clear due to the increased distance and the reduced resolution caused by lower angular coverage and increased data errors. When the waveguide was discontinuously layered, the amplitude analysis approach was less accurate (see Figs 9c and d), whereas these heterogeneous structures were also resolved by the full-waveform inversion. In addition to the dominant waveguides between 5 and 6 m depth (dark green boxes in Fig. 11 ), we also indicate thinner waveguides present between 7 and 8 m depth that could be identified using at least one maxima and five minima (light green boxes in Fig. 11) .
The permeability logs, normalized to the maximum of each log, were obtained using EM flowmeter data, in which the difference of the vertical flow in the boreholes was determined by subtracting the ambient flow from a flow measurement during a stable injection [see Tchang (2012) for details]. Within the hydraulic permeability logs, we observed a zone with higher permeability at a depth of 5-6 m, and an intermediate zone at a depth of 7.5-9 m. These zones were also found to have higher values in the porosity images obtained from the waveform inversion. Generally, for all the crosssections, we obtained a good fit between the permeability logs and the high-porosity zones for the permittivity models of all planes. Furthermore, in the porosity images and in the permeability logs, we observed a decrease in the thickness of the high-porosity zone at 5-6 m towards the Thur River. This change in thickness is indicated by the tomogram C2-B2 (approximate thickness 0.3-0.4 m), which was located close to the Thur River in comparison to the tomogram B3-C3 (approximate thickness 0.6 m), which was furthest away from the river. For the diagonal planes, we performed a direct comparison at the intersection of the C3-B2 and B3-C2 sections, where NeutronNeutron porosities were acquired in borehole P11 (see Fig. 1 for the location). Details of the calculations were given by Klotzsche et al. (2010) . For each depth in the C3-B2 and B3-C2 planes, we computed the mean of three cells (each 9 cm) of the porosity models (see legend for corresponding colour) and compared these means with the measured porosity log (black graph) in Fig. 11(f) . First of all, the porosity results of the full-waveform inversion between depths of 5 and 10 m were overall very similar, whereas some differences occurred in the upper metre. A comparison of the full-waveform porosities with the Neutron-Neutron porosity logs showed that they agreed well at a depth of 6-9.5 m. For the upper metre, the measured porosity was between the porosities obtained from the two permittivity tomograms.
To evaluate the full-waveform porosities, we calculated the correlation coefficient (R 2 ), the mean absolute error (MAE) and the rms error between the Neutron-Neutron porosities of P11 and the porosity graphs of the diagonal porosity planes (Fig. 11f) for the depth range of 6-9.5 m. For plane C3-B2, a higher correlation and smaller misfit with the porosity of P11 was obtained compared to the plane B3-C2 (Table 2) . A possible explanation could be the difference in antenna frequency used for the GPR measurements. The lower frequency antenna used for the B3-C3 section results in larger wavelength and lower resolution.
C O N C L U S I O N S
We performed a 3-D characterization of a gravel aquifer using 2-D full-waveform inversion of six cross-sections in a set of four boreholes arranged in a square configuration. The independent decimetre-resolution full-waveform inverted cross-sections revealed good consistency in terms of permittivity at their intersection. In all conductivity images, the underlying lacustrine sediments were clearly observed without relying on any a priori information. However the consistency of the conductivity results is less satisfactory. A good fit was achieved for all tomograms between the measured and full-waveform modelled data in shape and amplitude, including the high-amplitude and late-time arrival events, which indicates reliability of the results. All models showed a high-permittivity layer at a depth of 5-6 m, and a second less extended layer with high-permittivity layer at a depth of 7.5-9 m. These highpermittivity zones acted as low-velocity waveguides for EM waves.
For transmitters located in the wave-guiding layer, highamplitude and late-arrival elongated wave trains were present at receivers straddling the waveguide zone. In contrast, for transmitter positions outside the waveguide layer, diminished amplitudes were observed for receivers located within the waveguide. With increasing distance of the transmitter above and below the waveguide, these minima positions corresponded well with the lower and upper boundary of the full-waveform inverted continuous waveguides, respectively. This novel amplitude analysis was applied to the other measured crosshole data sets, and the obtained waveguide boundaries were confirmed by the full-waveform inversion results. For discontinuous waveguides, the results obtained were less clear. More research with synthetic studies is necessary to explore the potential and limitations of the amplitude analysis in more detail in the case of discontinuous, heterogeneous and dipping waveguides. Nevertheless, this new method is able to provide fast and efficient information about the position and dimension of waveguides without applying any inversion or advanced processing of the data. The full-waveform inversion can provide high-resolution images between the boreholes using several processing steps (e.g. starting models, source wavelet estimation) and more computational costs.
The obtained full-waveform inversion results were compared with porosity estimates from Neutron-Neutron and hydraulic permeability logs. While the logging data provide detailed information close to the wells, the full-waveform inversion returns a highresolution porosity distribution between the boreholes. The peaks of the permeability and porosity logs agreed well with the highpermittivity waveguide layers of the full-waveform inversion at a depth of 5-6 m and 7.5-9 m, and the consistency of the results obtained and the data fit for all the cross-sections showed that fullwaveform inversion returns reliable images with the highest resolution currently possible at these scales. The full-waveform inversion and the novel amplitude analysis can be applied as a minimally invasive method to characterize subwavelength structures for a wide range of applications, and it can improve our ability to image important small-scale structures in the critical zone.
More research is necessary to quantify the uncertainties of the waveform inversion models using different starting models, and synthetic modelling is required to understand the phenomena that cause the presence of a minimum in the trace energy. Further developments in full-waveform inversion should concentrate on the extension of the forward model to 3-D, and a combined 2-D inversion of more than one cross-section to get more consistent conductivity models at the borehole locations.
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