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It appears that the state complexity of each combined operation has its own special
features. Thus, it is important and practical to obtain good estimates for some commonly
used general cases. In this paper, we consider the state complexity of combined Boolean
operations and give an exact bound for all of them in the case when the alphabet is
not fixed. Moreover, we show that for any fixed alphabet, this bound can be reached in
infinitely many cases. We also consider the state complexity of multiple catenations. The
state complexities are obtained in the cases of the catenations of three and four languages.
An estimate for the catenation of an arbitrary number of languages is given, which is very
close to the state complexities in the three and four languages cases.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Motivated by the increasing sizes of deterministic finite automata that are used in recent applications, state complexity
has become one of themost important topics in automata and formal language theory [25].Many papers on state complexity
have been published since the early nineties. Examples include [1,2,4,10,11,13,14,16,17,20,21,24,27].
In the last two years, the state complexity of combined operations has become a new topic in this area of study, see
[6,15,19]. A number of combined operations have been studied, which include the basic operations, union, intersection,
catenation, and reversal, combined with the star operation [6,19], and also some basic operations combined with reversal
[15]. It has been shown that the state complexity of a combined operation is not simply a mathematical composition of the
state complexities of its component operations. It appears that the state complexity of each combined operation has to be
investigated individually.
The number of individual operations on regular languages is clearly limited. The state complexities of almost all such
individual operations on regular languages [27] and finite languages have been studied [1]. The state complexities of basic
operations on some subsets of regular languages have also been studied [8,9]. However, in most cases in practice, combined
operations rather than individual operations are used, e.g., the operations expressed by regular expressions. Theoretically,
the number of combined operations is unlimited even over a finite number of basic operations. Thus, it is important to
obtain general results that cover not just single combined operations, but also infinite classes of combined operations. A
close estimate of the state complexity of a combined operation would be good enough in many applications.
Although the composition of individual state complexities of component operations of a combined operation would give
an upper bound to the state complexity of the combined operation, the upper bound is usually too high to be meaningful
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[15,19]. For example, for two regular languages L1 and L2 accepted by m-state and n-state DFAs, respectively, the state
complexity of (L1 ∪ L2)∗ is 2m+n−1 − 2m−1 − 2n−1 + 1, while the composition of their individual state complexities is
2mn−1 + 2mn−2. Clearly, O(2m+n) and O(2mn) are totally different.
Estimation through nondeterministic state complexity was proposed in [22,26]. For most combined operations that
include the star operation or reversal, it gives pretty good estimates. For example, the estimate of the state complexity
for (L1 ∪ L2)∗ through nondeterministic state complexity is 2m+n+2, 1 which is pretty close to the actual state complexity
2m+n−1 − 2m−1 − 2n−1 + 1. However, this method has its limitations. Considering the union of k, k > 1, regular languages
accepted by DFAs of n1, . . . , nk states, respectively, the estimate of its state complexity through nondeterministic state
complexity would obtain 2n1+···+nk+k−1. It can be easily shown that the state complexity of this operation is no more than
n1 · · · nk. In this paper, we will revisit the estimation method through nondeterministic state complexity and clarify the
boundaries of its usage.
As one of the main results, we consider the state complexity of combined operations of union, intersection, and
complement on regular languages. We show that when such a combined boolean operation depends on each of its k
operands, and the alphabet is not fixed, then the state complexity of the operations is exactly the product of the state
complexities of the regular operand languages. We also prove that this bound can be reached in infinitely many cases over
each fixed alphabet.
Multiple catenations are also considered in this paper. We give a general estimate of the state complexity of multiple
catenations of regular languages. We consider, in particular, the state complexities of the catenations of three and four
regular languages, respectively. We obtain the state complexities for both cases. Both state complexities show that our
estimate is pretty tight.
In the next section, we will introduce the basic definitions and notations. In Section 3, the estimation method through
nondeterministic state complexities is revisited. In Section 4, we consider the state complexities of combined operations of
union, intersection, and complement. In Section 5, we consider the state complexities of multiple catenations. In Section 6,
we conclude the paper.
We would like to mention that the Grail+ system [7] plays an important role in this research. A large number of
experiments have been done on Grail+ to test and verify the results that are included in this paper.
2. Preliminaries
In this section, we introduce only the general definitions and notations. More specific definitions and notations will be
introduced in the section where they are used.
A clone [3] of functions over a set S is a collection of functions of several variables over S containing the projection
functions and closed under composition. Thus, when T is a clone over the set S, then for each n > 0 and i = 1, . . . , n, the
ith projection function Sn → S belongs to T , and moreover, if f : Sn → S and gi : Sm → S are in T , for i = 1, . . . , n, then
the function h : Sm → S defined by
h(x1, . . . , xm) = f (g1(x1, . . . , xm), . . . , gn(x1, . . . , xm))
is also in T .
A deterministic finite automaton (DFA) is denoted by a 5-tuple A = (Q ,Σ, δ, s, F), where Q is the finite and nonempty
set of states, Σ is the finite and nonempty set of input symbols, δ : Q × Σ → Q is the state transition function, s ∈ Q is
the initial state, and F ⊆ Q is the set of final states. A DFA is said to be complete if δ is a total function. Complete DFAs are
the basic model for considering state complexity. Without specific mentioning, all DFAs are assumed to be complete in this
paper.
A nondeterministic finite automaton (NFA) is also denoted by a 5-tuple M = (Q ,Σ, δ, s, F), where Q , Σ , s, and F are
defined the same way as in a DFA and δ : Q × Σ → 2Q maps a pair consisting of a state and an input symbol into a set of
states rather than, more restrictively, a single state. An NFAmay havemultiple initial states, in which case an NFA is denoted
(Q ,Σ, δ, S, F)where S is the set of initial states.
The reader may refer to [12,18,23] for a rather complete background knowledge in automata theory.
State complexity [24] is a descriptional complexity measure for regular languages based on the deterministic finite
automaton model. So, by state complexity we mean the deterministic state complexity.
The state complexity of a regular language L, denoted sc(L), is the number of states in theminimal complete DFA accepting
L. When we speak about the state complexity of a (combined) operation on regular languages, we mean the worst case
state complexity of the languages resulting from the operation as a function of the state complexity of the regular operand
languages.
If the above definition is based on minimal NFA rather than minimal complete DFA, we have the nondeterministic state
complexity, which has been studied in [10,11].
1 The nondeterministic state complexity m + n + 2 is the direct mathematical composition of the two individual nondeterministic state complexities.
No optimization is made. Other nondeterministic state complexities for combined operations in this paper are calculated in the same way.
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3. Estimation through nondeterministic state complexity
In [22,26], estimation based on nondeterministic state complexity was introduced. Briefly speaking, for a combined
operation on regular languages, themethod first estimates the nondeterministic state complexity of the combined operation
using the mathematical composition of the nondeterministic state complexities of its component operations, and then
converts it to an estimate of the deterministic state complexity. For example, for (L(A) ∪ L(B))∗ where A and B are DFAs
of m states and n states, respectively, the nondeterministic state complexity of L = L(A) ∪ L(B) is m+ n+ 1 and that of L∗
ism+ n+ 2, which is then converted to an estimate of the deterministic state complexity 2m+n+2.
It has been shown that this method can obtain good estimates for the combined operations: star of union, star of
intersection, star of catenation, and star of reversal. However, this method clearly has its limitations. For example, we will
obtain 2n1+n2+n3+2 for the union of n1-state, n2-state, and n3-state DFA languages using this method. However, the actual
state complexity of this combined operation is n1n2n3.
It seems that this method may work well for all combined operations with the final component operation having an
exponential state complexity, e.g., star or reversal. Indeed, it works well when a combined operation is ended with the star
operation. However, it does not workwell in general for combined operations that are endedwith reversal. For example, the
state complexity of reversal of intersection of anm-state DFA language and an n-state DFA language is 2m+n − 2m − 2n + 2.
However, we would obtain an estimate 2mn+1 using this method.
The following result was obtained in [22], where a regular operation expression is an expression built from occurrences
of binary operations union and concatenation, occurrences of the unary operation star, and variables, where each variable
occurs at most once in the expression, and nsc(f ) denotes the nondeterministic state complexity of the operation f denoted
by a regular operation expression.
Theorem 3.1. Let f be an operation defined by a regular operation expression with k variables, and denote the sizes of the NFAs
for the argument languages by m1, . . . ,mk. Then
nsc(f ) ≤ 1+
k∑
i=1
mi. (1)
Using the above result, we can easily have the following estimates.
Corollary 3.1. Let f be an operation defined by a regular operation expression with k variables and denote the sizes of the NFAs
for the argument languages by m1, . . . ,mk. Then the state complexity of f is no more than 2m1+···+mk+1.
We can see clearly that when the unary star operation is the final operation of f , the upper bound is pretty tight.
4. Combined Boolean operations
A combined Boolean operation in k operands (over languages over an alphabet) is a function f (x1, . . . , xk) which
can be constructed from the projection functions and the binary union, intersection and the unary complementation
operations by function composition. In other words, this means that f belongs to the clone generated by the union,
intersection and complementation operations, or equivalently, there is an expression denoting f which is built from the
variables x1, . . . , xk and the boolean operations of conjunction, disjunction and complementation. Each variable may be
used any number of times. We say that such a combined operation f depends on its ith operand, for i = 1, . . . , k, if
there exist languages L1, . . . , Lk and L′i such that f (L1, . . . , Lk) 6= f (L1, . . . , Li−1, L′i, Li+1, . . . , Lk). Any combined Boolean
operation f (x1, . . . , xk) may be viewed as a Boolean function on truth values. It is clear that f depends on its ith
operand iff there exist c1, . . . , ci−1, ci+1, . . . , ck in {0, 1} such that, as a Boolean function on truth values, it satisfies
f (c1, . . . , ci−1, 0, ci+1, . . . , ck) 6= f (c1, . . . , ci−1, 1, ci+1, . . . , ck). For example, x1 ∪ (x1 ∩ x2) depends on its first operand,
but does not depend on its second. However, if there is an expression for f containing exactly one occurrence of each xi,
i = 1, . . . , k, then f depends on each of its operands.
Theorem 4.1. Let f be a combined Boolean operation in k operands. Suppose that f depends on each of its operands. Then for all
integers n1, . . . , nk greater than 1, the state complexity of f is n1 · · · nk, where for each i, ni denotes the state complexity of the ith
regular operand language.
Proof. It is clear that n1 · · · nk is an upper bound. To prove that it is also a lower bound, we construct an example that
reaches the bound. For this reason, consider regular languages Ri of state complexity ni over pairwise disjoint alphabetsΣi,
i = 1, . . . , k. In our argument, wewill need the additional property that for each Ri and for any two not necessarily different
left quotients u−1Ri and v−1Ri there is a word x such that both λ ∈ x−1u−1Ri and λ ∈ x−1v−1Ri, and symmetrically, there is
a word y such that neither λ ∈ y−1u−1Ri nor λ ∈ y−1v−1Ri. For the minimal automaton of Ri this means that for any two
not necessarily different states q and q′ there is a word xwhich brings both q and q′ to a final state, and there is also a word
ywhich brings neither of them to a final state. By minimality, we also know that when q and q′ are different, then there is a
word z which brings exactly one of q and q′ to a final state. For example, we may define Ri as the set of all words over the
two-letter alphabet {ai, bi}, ending in at least ni − 1 occurrences of letter ai, i.e., Ri = (ai ∪ bi)∗ani−1i .
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Let Σ be the union of the Σi, and for each i, let R′i = h−1i (Ri), where hi : Σ∗ → Σi is the homomorphism which is the
identity function onΣi and maps any other letter to the empty word. Then each R′i is a regular language of state complexity
ni over the alphabet Σ . Indeed, the minimal automaton A′i = (Qi,Σ, δ′i , si, Fi) for R′i can be constructed from the minimal
automaton Ai = (Qi,Σi, δi, si, Fi) for Ri by adding a transition from any state to itself under any letter inΣ −Σi. We show
that the minimal automaton for R′ = f (R′1, . . . , R′k) is the (usual) direct product
A′ = (Q = Q1 × · · · × Qk,Σ, δ′, s = (s1, . . . , sk), F)
of the A′i with set of final states F = {q ∈ Q : ∃u ∈ R′ δ′(s, u) = q}. Thus, δ′((q1, . . . , qk), a) = (δ′1(q1, a), . . . , δ′k(qk, a)) for
all (q1, . . . , qk) ∈ Q1 × · · · × Qk and a ∈ Σ .
First we show that L(A′) = R′. It is clear that R′ ⊆ L(A′). Suppose now that u ∈ L(A′). Then there is a word v ∈ R′ with
δ′(s, v) = δ′(s, u), so that δ′i(si, v) = δ′i(si, u) for all i. But this implies that for all i, v ∈ R′i iff u ∈ R′i . Thus, since v ∈ R′, it
follows that u ∈ R′.
Now each state in Q is accessible from the initial state s. Indeed, given a k-tuple q = (q1, . . . , qk), we can choose words
ui ∈ Σ∗i with δi(si, ui) = qi, for all i. Then let u = u1 · · · uk. We have that δ′(s, u) = q.
So to complete the proof of the fact that A′ is the minimal automaton for R′, we have to show that for any two different
tuples q = (q1, . . . , qk) and q′ = (q′1, . . . , q′k) there is a word v ∈ Σ∗ such that exactly one of δ′(q, v) and δ′(q′, v) is
in F . Since q is different from q′, there is some i0 with qi0 6= q′i0 . Let us choose words u, u′ ∈ Σ∗ with δ′(s, u) = q and
δ′(s, u′) = q′. For each i, let ui = hi(u) and u′i = hi(u′). By the minimality of Ai0 , there exists a word vi0 ∈ Σ∗i0 such
that exactly one of the states δi0(qi0 , vi0) and δi0(q
′
i0
, vi0) is in Fi0 . Since f depends on each of its arguments, for some bits
c1, . . . , ci0−1, ci0+1, . . . , ck in {0, 1} we have that f (c1, . . . , ci0−1, 0, ci0+1, . . . , ck) 6= f (c1, . . . , ci0−1, 1, ci0+1, . . . , ck). Now,
for each i 6= i0, by our assumption on the language Ri, we can select a word vi ∈ Σ∗i with δi(si, uivi), δi(si, u′ivi) ∈ Fi if ci = 1
and δi(si, uivi), δi(si, u′ivi) 6∈ Fi if ci = 0. Thus, if ci = 1, then both uivi and u′ivi are in Ri and if ci = 0, then none of these
words is in Ri. Then let v = v1 · · · vk and consider the words uv and u′v. It is clear that exactly one of them is in R′. Since
δ′(s, u) = q and δ′(s, u′) = q′, and since L(A) = R′, this means that exactly one of δ′(q, v) and δ′(q′, v) is in F . 
Remark 4.1. The above proof shows that the upper bound n1 · · · nk can be reached over an alphabet of size 2k.We conjecture
that it cannot be reached in general over an alphabet of a fixed size. The proof also shows that the bound n1 · · · nk can
be reached by the same regular languages R1, . . . , Rk for all combined Boolean operations which depend on k operands.
Moreover, each Ri can be chosen to be definite, i.e., very simple aperiodic languages.
Example 4.1. Let f (x, y) be the ‘‘equivalence function’’ (x ∩ y) ∪ (x ∩ y) which depends on both of its operands. When R
is the set of all words over {a, b} with an even number of occurrences of letter a and S is the set of all words with an even
number of occurrences of letter b, then both R and S have state complexity 2. Now f (R, S) is the set of all words over {a, b}
of even length, which also has state complexity 2. So this example shows that the state complexity of f (R, S)may be below
the product of the state complexities of the operand languages R, S.
Althoughwe conjecture that n1 · · · nk cannot be reached in general for all the combined Boolean operations on languages
over an alphabet of a fixed size, we show that it is a sound estimate of the state complexity of general combined Boolean
operations by proving that the bound can be reached in infinitely many cases. We have the following results. The first is
a case over a one-letter alphabet. The next two cases are over a two-letter alphabet. Note that the following results only
involve intersections. In the following, gcd stands for greatest common divisor.
Theorem 4.2. Let R1, . . . , Rk, k > 1, be regular languages, over a one-letter alphabet, accepted by minimal DFAs of n1, . . . , nk
states, respectively, where n1, . . . , nk > 0 and gcd(ni, nj) = 1 for any 1 ≤ i < j ≤ k. Then the number of states which is both
sufficient and necessary in the worst case for a DFA to accept the intersection of R1, . . . , Rk is n1 · · · nk.
We only give a brief proof of Theorem 4.2 here. A rather detailed one can be found in [5]. Consider languages Ri = {ani}∗
of state complexity ni. Then R1∩· · ·∩Rk = {alcm(n1,...,nk)}∗. Since n1, . . . , nk aremutually prime, lcm(n1, . . . , nk) = n1 · · · nk.
Although this result is on languages over a one-letter alphabet, it clearly holds on languages over an alphabet of any
positive size.
Theorem 4.3. LetΣ be a two-letter alphabet and R1, . . . , Rk, k ≥ 2, be k regular languages overΣ accepted by minimal DFAs of
n1, . . . , nk states, respectively, n1, . . . , nk > 0. If the k languages can be partitioned into two sets {R1, . . . , Rl} and {Rl+1, . . . , Rk}
for some l, 1 ≤ l < k, such that both {n1, . . . , nl} and {nl+1, . . . , nk} aremutually prime, then the state complexity of R1∩· · ·∩Rk
is n1 · · · nk.
Proof. It is clear that n1 · · · nk is an upper bound. In the following, we show that n1 · · · nk is also a lower bound.
Assume that a set of integers {n1, n2, . . . , nk}, ni > 0, 1 ≤ i ≤ k, can be divided into two sets M and N such that
gcd(ne, nf ) = 1 for any ne, nf ∈ M , e 6= f , gcd(ng , nh) = 1 for any ng , nh ∈ N , g 6= h. We construct k DFAs as follows.
For each ni ∈ M , define a DFA Ai = (Qi, {a, b}, δi, 0, {0}), where Qi = {0, . . . , ni−1} and δi is given by
δi(t, a) = t + 1 mod ni, t = 0, 1, . . . , ni−1,
δi(t, b) = t, t = 0, 1, . . . , ni−1.
We denote L(Ai) by Ri.
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Similarly for each np ∈ N , define a DFA Ap = (Qp, {a, b}, δp, 0, {0}), where Qp = {0, . . . , np−1} and δp is given by
δp(t, b) = t + 1 mod np, t = 0, 1, . . . , np−1,
δp(t, a) = t, t = 0, 1, . . . , np−1.
We denote L(Ap) by Rp.
It is easy to show that the following DFA is the minimal DFA that accepts the intersection of all Ri such that ni ∈ M:
C = (QC , {a, b}, δC , 0, {0})where
QC =
{
0, 1, . . . ,
∏
ne∈M
ne−1
}
,
δC (t, a) = t + 1 mod
∏
ne∈M
ne, t = 0, 1, . . . ,
∏
ne∈M
ne−1,
δC (t, b) = t, t = 0, 1, . . . ,
∏
ne∈M
ne−1.
Analogously, we have the following minimal DFA that accepts the intersection of languages Rp such that np ∈ N: D =
(QD, {a, b}, δD, 0, {0})where
QD =
0, 1, . . . ,∏
ng∈N
ng−1
 ,
δD(t, b) = t + 1 mod
∏
ng∈N
ng , t = 0, 1, . . . ,
∏
ng∈N
ng−1,
δD(t, a) = t, t = 0, 1, . . . ,
∏
ng∈N
ng−1.
Now we have
L(C) =
{
w|w ∈ {a, b}∗,#a(w)mod
∏
ne∈M
ne = 0
}
,
L(D) =
w|w ∈ {a, b}∗,#b(w)mod ∏
ng∈N
ng = 0
 .
Clearly, we have
L(C) ∩ L(D) =
w|w ∈ {a, b}∗,#a(w)mod ∏
ne∈M
ne = 0,#b(w)mod
∏
ng∈N
ng = 0
 .
Define DFA E = (QE, {a, b}, δE, 〈0, 0〉, {〈0, 0〉}), where
QE = {〈X, Y 〉|X ∈ QC , Y ∈ QD},
δE(〈X, Y 〉, a) = 〈δC (X, a), δD(Y , a)〉,
δE(〈X, Y 〉, b) = 〈δC (X, b), δD(Y , b)〉.
It is easy to see that L(E) = L(C) ∩ L(D). Now we will show that E is minimal.
1. For each state 〈X, Y 〉 ∈ QE , δE(〈0, 0〉, aXbY ) = 〈X, Y 〉. So every state in QE is reachable.
2. For any two different states 〈X1, Y1〉 and 〈X2, Y2〉 in QE , if X1 6= X2 or Y1 6= Y2, then
δE(〈X1, Y1〉, a|QC |−X1b|QD|−Y1) = 〈0, 0〉,
δE(〈X2, Y2〉, a|QC |−X1b|QD|−Y1) 6= 〈0, 0〉.
So any two distinct states of E are not equivalent.
Thus, E is the minimal DFA accepting R1 ∩ R2 ∩ · · · ∩ Rk. 
This result can be easily extended to languages over an arbitrary t-letter alphabet, t ≥ 2, in the following.
Corollary 4.1. Let Σ be a t-letter alphabet, t ≥ 2, and R1, . . . , Rk, k ≥ 2, be k regular languages over Σ accepted by DFAs of
n1, . . . , nk states, respectively. If the k languages can be partitioned into t sets, 1 ≤ t ≤ k, and all the numbers of states of the
DFAs that accept the languages in each set are mutually prime, then the state complexity of intersection of all the k languages is
n1 · · · nk.
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A further improvement of Theorem 4.3 is stated in the following.
Theorem 4.4. LetΣ be a two-letter alphabet and R1, . . . , Rk, Rk+1, k ≥ 2, be k+1 regular languages overΣ accepted by DFAs of
n1, . . . , nk+1 states, respectively, n1, . . . , nk ≥ 1, nk+1 ≥ 3. If the first k languages can be partitioned into two sets {R1, . . . , Rl}
and {Rl+1, . . . , Rk} for some l, 1 ≤ l < k, such that both {n1, . . . , nl} and {nl+1, . . . , nk} are mutually prime, then the state
complexity of R1 ∩ · · · ∩ Rk ∩ Rk+1 is n1 · · · nknk+1.
Proof. It is easy to see that n1 · · · nk+1 is an upper bound. In the following, we show that n1 · · · nk+1 is also a lower bound.
The first part of the proof of this theorem is the same as that of Theorem 4.3. Assume that a set of integers {n1, n2, . . . , nk},
ni ≥ 1, 1 ≤ i ≤ k, can be divided into two sets M and N such that both of them are mutually prime, i.e., gcd(ne, nf ) = 1
for any ne, nf ∈ M , e 6= f , and gcd(ng , nh) = 1 for any ng , nh ∈ N , g 6= h. Then construct DFA C accepting the intersection
of all Re for ne ∈ M and DFA D accepting the intersection of all Rg for ng ∈ N . Let QC and QD be the state sets of C and D,
respectively, and u = |QC | and v = |QD|.
Let nk+1 be an arbitrary integer such that nk+1 ≥ 3. Define an nk+1-state DFA F = {QF , {a, b}, δF , 0, {0}}where
QF = {0, 1, . . . , nk+1−1},
δF (0, b) = 1, δF (0, a) = 0,
δF (1, b) = 2, δF (1, a) = 1,
δF (t, a) = t + 1 mod nk+1, t = 2, . . . , nk+1−1,
δF (t, b) = t, t = 2, . . . , nk+1−1.
We denote L(F) by Rk+1. Define DFA G = {QG, {a, b}, δG, q0, FG}where
QG = {〈X, Y , Z〉|X ∈ QC , Y ∈ QD, Z ∈ QF },
q0 = 〈0, 0, 0〉,
FG = {〈0, 0, 0〉},
δG(〈X, Y , Z〉, a) = 〈δC (X, a), δD(Y , a), δF (Z, a)〉,
δG(〈X, Y , Z〉, b) = 〈δC (X, b), δD(Y , b), δF (Z, b)〉, for each 〈X, Y , Z〉 ∈ QG.
It is easy to see that L(G) = L(C) ∩ L(D) ∩ Rk+1.
Now we check if G is a minimal DFA.
1. For any state 〈X, Y , Z〉 ∈ QG, Z 6= 0, 1, 2,
δG(〈0, 0, 0〉, ank+1+Tbv+YaZ−2) = 〈X, Y , Z〉
where T is a positive integer such that (nk+1 + T + Z − 2) ≡ X (mod u).
For 〈X, Y , Z〉 ∈ QG, Z = 0 or 1 or 2,
δG(〈0, 0, 0〉, aTbnk+1v+Y−Zank+1−2bZ ) = 〈X, Y , Z〉
where T is a positive integer such that (nk+1 + T − 2) ≡ X (mod u).
So every state in QG is reachable.
2. 〈X1, Y1, Z1〉, 〈X2, Y2, Z2〉 ∈ QG are two different states.
(1) X1 6= X2 or Y1 6= Y2
δG(〈X1, Y1, Z1〉, ank+1+Tb2v−Y1ank+1−2) = 〈0, 0, 0〉,
δG(〈X2, Y2, Z2〉, ank+1+Tb2v−Y1ank+1−2) 6= 〈0, 0, 0〉,
where T is a positive integer such that (2nk+1 + T − 2) ≡ u− X1 (mod u).
(2) X1 = X2, Y1 = Y2, Z1 6= Z2
(I) Z1 ≥ 0, Z2 > 2, Z2 > Z1
Let t1 = b2v−Y1−1ank+1−Z2bank+1+T , where T is a positive integer such that (2nk+1 − Z2 + T ) ≡ u − X1 (mod u).
Then
δG(〈X1, Y1, Z1〉, t1) = 〈0, 0, 0〉,
δG(〈X2, Y2, Z2〉, t1) 6= 〈0, 0, 0〉,
(II) Z1 > 2, Z2 ≥ 0, Z1 > Z2
It is symmetric to (I), let t ′1 = b2v−Y2−1ank+1−Z1bank+1+T , where T is a positive integer such that 2nk+1− Z1+ T ≡
u− X1 (mod u). In this case, t ′1 is a word to distinguish the two states
(III) Z1 = 0, Z2 = 1 or 2
Let t2 = baT (ank+1b)2v−Y1−1ank+1 , where T is a positive integer such that (T + nk+1(2v− Y1)) ≡ u− X1 (mod u).
Then one of δG(〈X1, Y1, 0〉, t2) and δG(〈X2, Y2, Z2〉, t2) is 〈0, 0, 0〉 but the other is not.
(IV) Z1 = 1 or 2, Z2 = 0
It is symmetric to (III). The word t2 also works for distinguishing the two states.
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(V) Z1 = 1, Z2 = 2
Let t3 = ank+1+Tb(ank+1b)2v−Y1−1ank+1 , where T is a positive integer such that (T + nk+1(2v− Y1+ 1)) ≡ u− X1
(mod u). Then one of δG(〈X1, Y1, 1〉, t3) and δG(〈X2, Y2, 2〉, t3) is 〈0, 0, 0〉 but the other is not.
(VI) Z1 = 2, Z2 = 1
It is symmetric to (V). The word t3 also works for distinguishing the two states.
So any two states of G are distinguishable.
Thus, G is the minimal DFA accepting R1 ∩ R2 ∩ · · · ∩ Rk ∩ Rk+1 that has n1 · n2 · · · · · nk · nk+1 states. 
5. Estimation of state complexity of multiple catenations
It is known that the state complexity of the catenation of an n1-state DFA language and an n2-state DFA language is
n12n2 − 2n2−1 [27]. The state complexity of multiple catenations has not been studied before. In this section, we first show
an estimate of the state complexity of multiple catenations, and then show the exact state complexities of the catenation of
three regular languages and that of the catenation of four regular languages. The state complexities of those two cases are
pretty close to the estimates we proposed.
Claim 1. Let R1, . . . , Rk, k ≥ 2, be regular languages accepted byDFAs of n1, . . . , nk states, respectively. Then the state complexity
of R1 · · · Rk is no more than
n12n2+···+nk − 2n2+···+nk−1 − 2n3+···+nk−1 − · · · − 2nk−1.
The above claim clearly holds when k = 2. For k > 2, the above bound is obtained by using the formula T (k) ≤ T (k− 1)2nk
− 2nk−1. Then the result can be obtained using a simple induction.
Now we consider the state complexity of catenation of three regular languages. We first consider the lower bound.
Theorem 5.1. For any integers m, n, p ≥ 2, there exist DFAs A, B, and C of m, n, and p states, respectively, such that any DFA
accepting L(A)L(B)L(C) needs at least m2n+p − 2n+p−1 − (m− 1)2n+p−2 − 2n+p−3 − (m− 1)(2p − 1) states.
Proof. Let Σ = {a, b, c, d, e}. Define a DFA A = (QA,Σ, δA, 0, {m − 1}), where QA = {0, . . . ,m − 1} and δA is defined
as follows. For state t = 0, 1, . . . ,m − 1, δA(t, a) = t + 1 mod m, δA(t, x) = t, x ∈ {b, c, e} and δA(t, d) = 0. Define a
DFA B = (QB,Σ, δB, 0, {n − 1}), where QB = {0, . . . , n − 1} and δB is defined as follows. For state t = 0, 1, . . . , n − 1,
δB(t, b) = t + 1 mod n, δB(t, y) = t, y ∈ {a, d, e} and δB(t, c) = 1. Define a DFA C = (QC ,Σ, δC , 0, {p − 1}), where
QC = {0, . . . , p− 1}. For state t = 0, 1, . . . , p− 1, δC (t, d) = t + 1 mod p, δC (t, z) = t, z ∈ {a, b, c} and δC (t, e) = 1.
For each x ∈ {a, b, d}∗, we define
S(x) = {i|x = uvw such that u ∈ L(A), v ∈ L(B), and i = #d(w)mod p}.
Consider that x, y ∈ {a, b, d}∗ such that S(x) 6= S(y). Let k ∈ S(x) − S(y)(or S(y) − S(x)). Then it is clear that
xdp−1−k ∈ L(A)L(B)L(C) but ydp−1−k /∈ L(A)L(B)L(C). So, x and y are in different equivalence classes of the right-invariant
relation induced by L(A)L(B)L(C).
For each x ∈ {a, b, d}∗, we define
T (x) = {i|x = uv such that u ∈ L(A), and i = #b(v)mod n}.
Consider that x, y ∈ {a, b, d}∗ such that T (x) 6= T (y). Let k ∈ T (x) − T (y)(or T (y) − T (x)). Then it is clear that
xbn−1−kedp−1 ∈ L(A)L(B)L(C) but ybn−1−kedp−1 /∈ L(A)L(B)L(C). So, x and y are in different equivalence classes of the right-
invariant relation induced by L(A)L(B)L(C).
For each x ∈ {a, b, d}∗, define
R(x) = #a(z) where x = ydz, y ∈ {a, b, d}∗, z ∈ {a, b}∗, if d occurs in x;
R(x) = #a(x), otherwise.
Consider u, v ∈ {a, b, d}∗ such that R(u) mod m > R(v) mod m. Let i = R(u) mod m and w = am−1−icbn−1edp−1. Then
clearly uw ∈ L(A)L(B)L(C) but vw /∈ L(A)L(B)L(C).
Notice that there does not exist a word w such that 0 /∈ T (w) and R(w) = m − 1, since R(w) = m − 1 guarantees
that 0 ∈ T (w). Because of the same reason, there does not exist a word w such that n − 1 ∈ T (w) and 0 /∈ S(w). It is also
impossible that T (w) = ∅ but S(w) 6= ∅.
For each subset s = {i1, . . . , ik} of {0, . . . , p− 1} and each subset t = {j1, . . . , jl} of {0, . . . , n− 1} where i1 > · · · > ik
and j1 > · · · > jl, and an integer r ∈ {0, . . . ,m− 1}, except the following three cases (1) 0 /∈ t and r = m− 1, (2) 0 /∈ s and
n− 1 ∈ t , and (3) r 6= m− 1, s 6= ∅ and t = ∅, there exists a word
x = ambndi1−i2ambndi2−i3 · · · ambndik−1−ikambndik
ambj1−j2ambj2−j3 · · · ambjl−1−jlambjlar
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such that S(x) = s, T (x) = t and R(x) = r . Totally, there are m2n2p classes. There are 2n−12p classes with both 0 /∈ t and
r = m − 1. Notice that the classes with r = m − 1, 0 /∈ t , n − 1 ∈ t and 0 /∈ s have already been included in these 2n−12p
classes. So there are only (m− 1)2n−12p−1+ 2n−22p−1 classes with both 0 /∈ s and n− 1 ∈ t . And there are (m− 1)(2p− 1)
classes with r 6= m− 1, s 6= ∅ and t = ∅. Thus, there are at least
m2n+p − 2n+p−1 − (m− 1)2n+p−2 − 2n+p−3 − (m− 1)(2p − 1)
distinct equivalence classes. 
We now show an upper bound of this combined operation.
Theorem 5.2. Let A, B and C be three DFAs of m, n, and p states, respectively, m, n, p > 0, where A has k final states and B has
l final states, 0 < k < m and 0 < l < n. Then there exists a DFA of (2m − k)2n+p−2 + (2m − k)2n+p−l−2 − (m − k)(2p − 1)
states that accepts L(A)L(B)L(C).
Proof. Let A = (QA,Σ, δA, r0, FA), B = (QB,Σ, δB, s0, FB) and C = (QC ,Σ, δC , t0, FC ). Construct E = (QE,Σ, δE, q0, FE)
such that
QE = QA × 2QB × 2QC − FA × 2QB−{s0} × 2QC − (QA − FA)× ((2FB − {∅}) ∪ 2QB−FB)× 2QC−{t0}
− FA × ((2FB − {∅}) ∪ 2QB−FB−{s0})× 2QC−{t0} − (QA − FA)× {∅} × (2QC − {∅}),
q0 = 〈r0,∅,∅〉, if r0 /∈ FA and s0 /∈ FB,
= 〈r0, {s0},∅〉, if r0 ∈ FA and s0 /∈ FB,
= 〈r0, {s0}, {t0}〉, if r0 ∈ FA and s0 ∈ FB,
FE = {〈r, S, T 〉 ∈ QE |T ∩ FC 6= ∅},
δE : δE(〈r, S, T 〉, a) = 〈r ′, S ′, T ′〉, for a ∈ Σ , where r ′ = δA(r, a),
S ′ = δB(S, a) ∪ {s0}, if r ′ ∈ FA, S ′ = δB(S, a) otherwise,
T ′ = δC (T , a) ∪ {t0}, if S ′ ∩ FB 6= ∅, T ′ = δC (T , a) otherwise.
Intuitively, QE is a set of 3-tuples whose first component is a state in QA, the second component is a subset of QB, and the last
component is a subset of QC .
The state set QE does not contain those 3-tuples whose first component is a final state of A andwhose second component
does not contain s0, the initial state of B.
The setQE does not contain those 3-tuples whose second component contains at least one final state of B andwhose third
component does not contain t0, the initial state of C . Notice that the 3-tuples whose first component is a final state of A and
whose second component contains at least one final state of B but does not contain s0 and whose last component does not
contain t0 has been included in the first case.
Finally, QE also does not contain those 3-tuples whose first component is a nonfinal state of A and whose second
component is ∅ and whose last component is nonempty.
Clearly, L(E) = L(A)L(B)L(C). Let |QA| = m, |QB| = n, |QC | = p, |FA| = k and |FB| = l. Then E has (2m− k)2n+p−2+ (2m−
k)2n+p−l−2 − (m− k)(2p − 1) states. 
Note that when k = 1 and l = 1, i.e, A and B each have one final state, this upper bound is exactly the same as the lower
bound stated in Theorem 5.1. Thus, this bound is the state complexity of the catenation of three regular languages.
Now we consider the catenation of four regular languages. We consider the lower bound first.
Theorem 5.3. For any integers m, n, p, q ≥ 2, there exist DFAs A, B, C, and D of m, n, p and q states, respectively, such that any
DFA accepting L(A)L(B)L(C)L(D)needs at least9(2m−1)2n+p+q−5−3(m−1)2p+q−2−(2m−1)2n+q−2+(m−1)2q+(2m−1)2n−2
states.
Due to the size of the proof and the page limitation, we omit the proof. A complete proof can be found in [5].
An upper-bound result is shown in the following.
Theorem 5.4. Let A, B, C and D be four DFAs of m, n, p and q states, respectively, where A has k final states, B has l final states, and
C has u final states,0 < k < m,0 < l < n, and 0 < u < p. Then there exists aDFA of (2m−k)2n+p+q−3+(2m−k)2n+p+q−l−u−3+
(2m−k)2n+p+q−l−3+(2m−k)2n+p+q−u−3−(m−k)2p+q−1−(m−k)2p+q−u−1−(2m−k)2n+q−l−1+(m−k)2q+(2m−k)2n−l−1
states that accepts L(A)L(B)L(C)L(D).
Note that when k = l = u = 1, this upper bound is exactly the same as the lower bound given in Theorem 5.3. Thus, the
bound is indeed the state complexity of catenation of four regular languages.
From the state complexities of the catenations of three and four regular languages, respectively, we can see clearly that
our general estimate of the state complexity of multiple catenations stated in Claim 1 is a pretty close estimate.
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6. Conclusion
In this paper, we have considered the estimates of state complexities of various combined operations. We have reviewed
the estimation method based on nondeterministic state complexities. As the main results, we have given two general
estimates, one for the combined multiple operations of union, intersection, and complement and the other for the multiple
catenation operations. For the first general estimate, we have shown that it is tight when the alphabet is not fixed. We have
also shown that for any fixed alphabet, there are infinitely many cases in which the estimate is tight. For the second general
estimate, we have shown that the state complexities of the catenation of three and four regular languages, respectively,
are very close to the proposed estimate. As side results, which are interesting themselves, we have shown the exact state
complexities of several cases of multiple intersections, which can be easily extended to unions and complements. We have
also shown the exact state complexities of the catenations of three and four regular languages, respectively.
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