It is necessary for a mobile robot or even a multi-robot team to be able to efficiently plan a path from its starting or current location to a desired goal location. This is a trivial task when the environment is static. However, the operational environment of the robot is rarely static, and it often has many moving obstacles. The robot may encounter one, or many, of these unknown and unpredictable moving obstacles. The robot will need to decide how to proceed when one of these obstacles is obstructing its path. In this article, a new method of dynamic replanning is proposed to allow the robot to efficiently plan a path in such complex environments. Our proposed replanning method is based on an extended rapidly exploring random tree. The robot will modify its current plan when unknown random moving obstacles obstruct the path. We extend the proposed replanning method to multi-robot scenarios in which the ability to share path planning and search tree information is valuable. An efficient method of node sharing is proposed to allow the multi-robot team to quickly develop path plans. Various experimental results in both single and multi-robot scenarios show the effectiveness of the proposed methods.
Introduction
Path planning has been one of the most researched problems in the area of robotics. The primary goal of any path planning algorithm is to provide a collision-free path from a start state to an end state within the configuration space of the robot. Probabilistic planning algorithms, such as the probabilistic roadmap method 1 and the rapidly exploring random tree (RRT), 2 provide a quick solution at the expense of optimality. Since its introduction, the RRT algorithm has been one of the most popular probabilistic planning algorithms. The RRT is a fast, simple algorithm that incrementally generates a tree in the configuration space until the goal is found.
The RRT has a significant limitation in finding an asymptotically optimal path and has been shown to never converge to an asymptotically optimal solution. 3, 4 There is extensive research on the subject of improving the performance of the RRT. Simple improvements such as the bidirectional RRT and the rapidly exploring random forest improve the search coverage and speed at which a singlequery solution is found. The anytime RRT 5 provides a significant improvement in cost-based planning.
Additionally, the extended RRT called RRT* algorithm 3, 6 provides a significant improvement in the optimality of the RRT and has been shown to provide an asymptotically suboptimal solution.
Since the introduction of the RRT* algorithm, research has expanded to discover new ways to improve upon the algorithm. Research includes adding heuristics 7, 8 or bounds 9 to the algorithm in order to maintain the convergence of the algorithm but reduce the execution time. Additional research attempts to guide the algorithm through intelligent sampling 10 or guided sampling through an artificial potential field. 11 In many scenarios, the operational environment is rarely static. [12] [13] [14] [15] The path from a single query will often be obstructed during execution. For that reason, the topic of replanning is very important to robotic path planning. It is not feasible to discard an entire search tree and start over. 16 One method is to store waypoints and regrow trees called the execution extended RRT (ERRT). 17 Another method (dynamic RRT [DRRT] ) is to place the root of the tree at the goal location, so that only a small number of branches may be lost or invalidated when replanning. 18 A combination of both ERRT and DRRT called multipartite RRT 19 can maintain a set of subtrees that may be pruned and reconnected, along with previous states to guide regrowth. More recently, the RRT X algorithm 20 has been incorporated into replanning. RRT X is an algorithm that uses RRT* to continuously update the path during execution. The RRT X is able to compensate for instantaneous changes in the static environment which is outside the scope of this work. Overall, there is little work considering robot replanning in complex environments where moving obstacles may obstruct the path.
Research on multi-robot teams has increased in recent years. These multi-robot teams are accomplishing tasks from cooperative sensing, 21, 22 formation control, [23] [24] [25] [26] [27] and target tracking and observation. 28 In a multi-robot scenario, it may be important for each robot on the team to quickly develop a path plan. If path plans are found quickly, then more time may be spent executing tasks, rather than planning to execute tasks.
The motivation of this work is to study robotic path planning in a complex two-dimensional (2-D) environment with unknown random obstacles. This environment is intended to be similar to real-world scenarios. A static or predictable environment is not representative to the real world. Often, the real world is unpredictable and full of randomly moving obstacles. A robot moving within the real world will need to be able to quickly develop a plan and modify that plan to avoid colliding with the obstacles. Ideally, the plan to avoid obstacles would maintain the optimality of a single-query path plan. Often, more than one robot will be moving throughout the environment. This work also studies a scenario where multiple robots share path planning information.
The major contribution of this work contains two parts. The first part is a new development of replanning algorithm based on RRT* for a mobile robot navigation in a dynamic environment with random, unpredictable moving obstacles. The second part is a novel development of RRT*-based path planning algorithm for multiple robots to share information about the environment to efficiently develop a path plan for each robot in the team. Various experimental results in both single and multi-robot scenarios are conducted to show the effectiveness of the proposed methods.
RRT and RRT*-based robot path planning
This section provides some background of the RRT and RTT* path planning methods. The comparison of these two methods associated with simulation results is provided.
The RRT* algorithm 3 provides a significant improvement in the quality of the paths discovered in the configuration space over its predecessor the RRT. 2 The quality of the path is determined by the cost associated with moving from the start location to the end location. While RRT* does produce higher quality paths, the algorithm does have a longer execution time. The longer execution time of RRT* is due to the algorithm making many additional calls to the local planner in order to continuously improve the discovered paths. 3, 16 RRT* operates in a very similar way as RRT. The algorithm builds a tree using random samples from the configuration space of the robot and connects new samples to the tree as they are discovered. RRT* has two primary differences comparing to RRT. The first difference is in the method that new edges are added to the tree. The second difference is an added step to change the tree in order to reduce path cost using the newly added vertex. Each of these differences contributes to the improvement of discovered paths over time and is reason RRT* will converge to an asymptotically suboptimal solution.
When a random vertex is added to the tree, the RRT will select the nearest neighbor as the parent for this new vertex and edge. RRT* will select the best neighbor as the parent for the new vertex. While finding the nearest neighbor, RRT* considers all the nodes within a neighborhood of the random sample. RRT* will then examine the cost associated with connecting to each of these nodes. The node yielding the lowest cost to reach the random sample will be selected as the parent, and the vertex and edge are added accordingly.
The RRT* algorithm begins in the same way as the RRT. However, when selecting the nearest neighbor, the algorithm also selects the set of nodes, Q near , in the tree that are in the neighborhood of the random sample q rand . Line 6 of algorithm 1 is the first major difference between the RRT* and the RRT. Instead of selecting the nearest neighbor to the random sample, the ChooseParentðÞ function will select the best parent from the neighborhood of nodes.
Algorithm 2 describes the ChooseParentðÞ function. This function maintains the node with the lowest total cost for reaching q rand . At line 1 of algorithm 2, the nearest neighbor, q nearest , is considered the minimum cost neighbor, or q min . At line 2, the cost associated with reaching the new random sample q rand using q nearest as the parent is stored as the current best cost, or c min . The algorithm then searches the set of nodes in the neighborhood of q rand . The SteerðÞ function on line 4 of algorithm 2 will return a path from the nearby node, q near to q rand . If this path is obstacle free and has a lower cost than the current minimum cost, then the nearby node becomes the best neighbor, q min ,and this cost becomes the best cost c min (lines 7-9 of algorithm 2). When all nearby nodes have been examined, the function returns the best neighbor. The new random node is inserted into the tree using q min as the parent. The next step is the second major difference between the RRT* and the RRT algorithms. Line 8 of algorithm 1 calls the RewireðÞ function.
The RewireðÞ function, described in algorithm 3, changes the tree structure based on the newly inserted node q rand . This function again uses the nearby neighborhood of nodes, Q near , as candidates for rewiring. The RewireðÞ function uses the SteerðÞ function to get the path; except this time, the path will start from the new node, q rand and go to the nearby node, q near . If this path is obstacle free and the total cost of this path is lower than the current cost to reach q near (line 3 of algorithm 3), then the new node q rand is a better parent than the current parent of q near . The tree is then rewired to remove the edge to the current parent of q near and add an edge to make q rand the parent of q near . This is done using the ReConnectðÞ function on line 4 of algorithm 3.
The functions ChooseParentðÞ and RewireðÞ change the structure of the search tree when compared to the RRT algorithm. 21 The tree generated by the RRT has branches that move in all directions. The tree generated by the RRT* algorithm rarely has branches that move back in the direction of the parent. The ChooseParentðÞ function ensures that edges are created and always moving away from the start location. The RewireðÞ function changes the internal structure of the tree to ensure internal vertices do not add unnecessary steps on any discovered path. The ChooseParentðÞ and RewireðÞ functions guarantee that the paths discovered will be asymptotically suboptimal because these functions are always minimizing the costs to reach each node within the tree.
Comparison results
To show how the RRT* outperforms the RRT, we did some simulation tests. The environment for all of the experiments is a complex 2-D environment that will also serve as the configuration space for the robot. The environment is complex due to the number of obstacles. The environment also contains several narrow passages, which can be difficult for sampling-based planners to overcome. There are also several suboptimal paths where the algorithm may get stuck. For each experiment, the path cost is measured in Euclidean distance. The environment is also intended to mimic a potential real-world situation where there will be streets or sidewalks and open areas such as parks and plazas. Figure 1 shows the environment used. The green circle in the upperleft corner is the goal location and the blue circle near the bottom center is the start location. The RRT found the path length of 117.278 units, while RRT* found the shorter path length of 103.960 units.
Statistical comparison results
To be sure, the optimal path numbers were consistent; both RRT and RRT* were run 100 times using a search tree size of 5000 nodes. During each run, the search trees will find many different paths and a best or optimal path. For each simulation run, the path costs are averaged and stored; similarly, the optimal path cost for each run is stored. Figure 2 shows the average path cost over the 100 simulation runs.
The average path cost for the RRT* algorithm is very consistent, and the average path cost for the RRT is not. When examining the optimal path cost for each of the 100 simulations, shown in Figure 3 , the average path cost is very similar. This is good for the RRT* algorithm, and it is not for the RRT algorithm. Figures 2 and 3 show how the RRT* algorithm will converge the discovered paths toward an optimal solution. Figures 2 and 3 also prove the randomness of the RRT. There is no convergence with the RRT paths. The average path cost is just as inconsistent as the cost of the best path.
The experiments conducted demonstrate how the RRT* algorithm will converge to an asymptotically suboptimal solution, whereas the RRT algorithm will not. The tradeoff in reaching this asymptotically suboptimal solution is the number of nodes needed and the execution time to find the solution. Figure 4 shows the execution time required for each experiment. The blue line is the execution time of the RRT* algorithm and the red line is the execution time of the RRT algorithm. The execution time of RRT is nearly linear, when the number of nodes in the tree is doubled, the execution time is approximately doubled as well. The execution time of RRT* is exponential. The additional execution time comes from many extra calls to the local planner during the ChooseParentðÞ and RewireðÞ functions. In the experiments above, there is very little improvement in the path when using 10,000 or 20,000 nodes. But, there is a significant increase in execution time. This is where the trade-off exists in the RRT* algorithm. The path can be improved, but the cost will be significant execution time and resources.
Dynamic replanning

Open problem
A real-world environment is not static, and it may be full of moving obstacles. These obstacles are often moving in unpredictable directions, which makes planning tasks to avoid them difficult. When a moving obstacle is known and follows a known trajectory, the configuration space can be modified to account for this trajectory. When the obstacle is unknown, the robot will need to be able to dynamically determine a course of action in order to avoid a collision. In this section, a method of dynamic replanning is proposed in order to avoid a random obstacle when it is detected by the robot.
Path execution
The robot is given a configuration space from which to build a tree using RRT* and determine the best path to reach the goal configuration from the start configuration. For the following simulations, the environment remains very similar. In all the experiments below, the robot can build a tree of varying sizes to evaluate the performance with different node densities. During the simulation, a few random moving obstacles are added to the environment, described in the next section. These obstacles represent a region of the configuration space that would be a collision if the robot was to enter.
After the initial planning process, the robot begins to execute the optimal path found by the search tree. The robot traverses the optimal path by selecting the next node and required velocity vector to reach it (see lines 3 and 4 of algorithm 4). This process is described in algorithm 5 below. When the vertex is reached, the robot changes the velocity vector to move toward the next node. This process continues until the robot reaches the goal node. If the robot encounters a random moving obstacle that is obstructing the path, a replan event occurs.
Random moving obstacles and detection
The random moving obstacles force the robot to dynamically plan around the obstacle using RRT*. In order for the obstacles to move about the environment, a graph is created to provide the paths between the static obstacles, and the vertices are the intersections of these paths. Upon initialization of the simulation, the obstacles are placed at random vertices. The vertices are chosen such that the robot will have a chance to move before encountering a random obstacle. When the simulation begins, the moving obstacles choose a random adjacent vertex and begin moving toward that vertex (see lines 1 and 2 of algorithm 4). When the vertex is reached, a new random vertex is chosen and the obstacle moves in the new direction (see line 6 of algorithm 4).
Robots operating in a real-world scenario will have sensors, such as a light detection and ranging, to detect both static and dynamic obstacles. Sensors are not included in this simulation. Instead, a detection range is placed on the robot. The simulation controls whether or not a moving obstacle is within the detection range of the robot (see lines Average path cost for 100 RRT and RRT* simulations over the 100 simulation runs. RRT: rapidly exploring random tree; RRT*: extended rapidly exploring random tree.
7 and 8 of algorithm 5). If a moving obstacle is within range, the SteerðÞ function is used to determine whether any static obstacles are blocking the robot's line of sight to the moving obstacle.
The obstacle must be observed for a minimum of two time steps in order to determine the direction that the obstacle is moving. Once the direction is observed, the robot can determine whether the moving obstacle is blocking the path or not (see line 11 of algorithm 5). If the robot decides that the path is blocked, the replanning event begins.
Path replanning
Path replanning begins with the determination of whether or not the moving obstacle is blocking the path, described in the next section. Algorithm 6, below, lists all the steps executed during the replanning process. The next step is to find the location along the optimal path that is beyond the obstacle. Next, the tree generated by RRT* is modified and expanded in order to find a path around the obstacle. Finally, the best path around the obstacle is chosen and the execution of this subpath begins. Each of these steps is described in the following subsections.
Path obstruction. The method for determining whether the moving obstacle is blocking the path is a series of trigonometric functions using a direction vector from the robot to the moving obstacle and a comparison between the robot velocity vector and the moving obstacle velocity vector. Since the configuration space is 2-D, the inverse tangent can be used to find the angles of the vectors. To obtain the direction vector to the moving obstacle, use the below equation
where ðX robot ; Y robot Þ is the position of the robot and ðX obs ; Y obs Þ is the position of the obstacle. This will return an angle in degrees over the range ðÀ180; 180Þ. Similarly, the angle of the robot's velocity vector can be obtained using the following equation RRT: rapidly exploring random tree; RRT*: extended rapidly exploring random tree.
where V i and V j are the X and Y components of the robot velocity vector, respectively. Using the angles from equations (1) and (2), the difference can be taken to see whether they are similar. If the absolute value of the difference between the two angles is less than some threshold, then the robot is moving toward the moving obstacle. Note, the angle difference is normalized to be in the range ðÀ180; 180Þ before the absolute value is taken. This is done for all angle comparisons
If the robot is moving in the direction of the random obstacle, the velocity vectors are examined. Substituting the obstacle velocity into equation (2) above, the angle of the obstacle velocity can be obtained. Next, the differences between the velocity vectors are found
There are three possibilities from this point. If the angle difference between the velocity vectors is less than the angle threshold, then the robot and the obstacle are moving in a similar direction. Second, if the angle difference between the velocity vectors is greater than 180 À angle thresh , then the robot and the obstacle are approximately moving toward each other. Last, if the angle difference falls outside of these ranges, the moving obstacle and the robot are moving in different directions.
For the first case, the robot will simply follow the obstacle, until the obstacle changes direction, or the path takes the robot away from the obstacle. The robot will then choose from one of the other conditions. For the second case, the robot quickly activates a replan event to get out of the way. The random obstacle may move out of the way on its own, but there is no way of predicting that will occur. Finally, if the robot and the obstacle are moving in different directions, the robot ignores the obstacle unless it gets too close. This third condition catches the event that the robot moves out from a corner, and a random obstacle is detected very close by. This event is best summed up with the following example: when two people approach a hallway intersection, they will run into each other if they continue on their current course; it is only when they see each other that they can adjust to avoid a collision.
Establish replanning goal location. The second step in the replan event, line 2 of algorithm 6, is to find a location that will navigate the robot around the random obstacle. First, any nodes that are in collision with a random moving obstacle are invalidated, not deleted. The only exception is the goal location of the optimal path. After this step, an assumption had to be made to simplify and speed up the rest of the replanning process. The assumption is that the robot is currently following the best path in order to reach the goal location and should return to this path after the moving obstacle is avoided. Using this assumption, only the nodes along the optimal path are examined. Nodes that are farther from the robot than the random obstacle are candidate nodes. The node on the optimal path that is immediately following the node that is closest to the obstacle, without colliding, will be the replan goal location.
Modify search tree. The third step is to modify the original search tree in order to find a way around the moving obstacle. First, a node is added to the tree at the robot's current location. Using the distance to the replan goal node as a metric, a sampling area is established (see line 3 of algorithm 6). Then, using RewireðÞ, every node within the sampling area is rewired such that the robot's current location becomes the parent of that node. New nodes are then sampled within this area and added to the tree using RRT*. Since there are already many nodes in the tree, only a small number will need to be added. However, the number of nearest neighbors used during the ChooseParentðÞ function and the RewireðÞ function is increased. This increase allows each new node to direct the existing tree toward the replan goal location.
Subpath selection and execution. When the search tree modification is complete, the best path to the replan goal location is found. Path execution will begin again as it did at the beginning of the simulation. When the robot reaches the replan goal location, the execution of the original optimal path resumes. If the robot encounters another moving obstacle and determines the path is obstructed again, the replanning is repeated. However, the replan goal location will always be a node on the original optimal path.
Results
The environment for all of the experiments is similar to the one described in section "RRT and RRT*-based robot path planning." In the RRT* results presented below, the algorithm is set up with a maximum of 5000 nodes. The optimal path length is 98.48 units.
The RRT* evaluation was conducted in the following way: there is not a growth factor for extending the tree, and the tree is goal oriented. The expectation as the tree grows will be long branches. These branches are often inefficient; the RRT* RewireðÞ function will remove these long inefficient branches as the algorithm executes in favor of shorter, lower cost branches. The algorithm also has a maximum number of nearest neighbors or neighborhood size that is configurable to the algorithm. This implementation of RRT* has a maximum number of nearest neighbors equal to 1% of the total number of nodes. Figure 6 (c) shows the result of the search tree using the RRT* algorithm. The best path length found is 103.96 units.
The simulation results shown below demonstrate the robot's ability to plan a path around the moving obstacle and reach the goal. Using RRT* during the replanning step allows an efficient path to be found to avoid the moving obstacle and continue on the original optimal path. Since the obstacles move randomly, it is possible for the robot to execute the optimal path and never be obstructed by a moving obstacle. Only examples where the robot did encounter these obstacles are shown.
The first set of results uses a search tree containing 2000 nodes. Upon completion of the search tree, the moving obstacles are placed randomly within the configuration space, and the simulation begins. Figure 5(a) shows the search tree found by the robot upon reaching 2000 nodes.
When executing this path, the robot encounters two random obstacles near the center of the configuration space. One obstacle moves across the path and obstructs the robot. The robot triggers a replanning event at this time. Figure  5 (b) shows when the robot encountered the moving obstacles and replanned to avoid them. A second obstacle is nearby and can be seen by the robot and must be considered when replanning. Following the replanning steps in algorithm 6, the robot will select a goal location, then modify the search tree to avoid the obstruction. Figure 5 (c) shows the full modified search tree. There is an obvious empty region of the configuration space where the moving obstacles are located. The absence of branches within this area shows the robot has considered this space as obstacle space, rather than free space. Note, the nodes in this region are not removed; they are considered invalid. If the robot should need to replan again, and this area is free of any moving obstacles, these nodes would be available.
When the robot reaches the replanning goal location, the original path can resume. Figure 5(d) shows the completed path, along with the final positions of the random moving obstacles. The magenta line shows the path followed by the robot. The sections in blue are unexecuted portions of the original path.
The second set of results is similar to the first, with one exception. The random moving obstacle initial positions were selected; in order to increase the probability, the robot would encounter one, or many, while executing the path. Figure 6(a) shows the starting locations of the moving obstacles. The robot was obstructed three times during the execution of the path and successfully planned around the moving obstacle each time. Figure 6(b) shows the final positions of moving obstacles and the path followed by the robot.
The final set of results is a simulation with a search tree containing 5000 nodes and three obstacles moving at random in the configuration space. The three moving obstacles in this simulation were placed similarly to those in the second simulation. In this simulation, the robot encounters a moving obstacle very early in the execution of the path. The robot finds a path around the moving obstacle and completes the path. Figure 6(d) shows the final positions of the obstacles and the executed path.
Multi-robot path planning
In some scenarios, the use of multiple robots will accomplish a task far more efficiently than a single robot. A task may be to obtain sensor readings, build a scalar field map (20; 18), or search a building for people. In these scenarios, each robot will have a starting position and a goal position. With each robot operating in the same environment, the ability to share path planning and search tree information is valuable. The following section presents a method of information sharing in which nodes within each robot's search tree are shared among nearby robots in order to obtain path planning results more efficiently. 
Node description
The nodes, or vertices, used in an RRT search tree must maintain more information than position. Each must store which node is the parent within the tree. The node must also maintain its cost in order to determine an optimal path. When using RRT*, the nodes may also manage a list of nodes within its neighborhood. The list of nearby nodes is used for rewiring in order to reduce cost when new nodes are added to the tree.
Multi-robot RRT*
The extension of RRT* to be used by multiple robots is at its core of the single robot version of RRT*. The difference is a few extra steps during the construction of the search tree. The search is paused in order to share nodes between other robots in communication range. Algorithm 7, below, describes the method for using RRT* with multiple robots. The primary functions in the algorithm are the same as the RRT* functions described in algorithm 1 in "RRT and RRT*-based robot path planning" section. The algorithm will continue to add nodes until the maximum number is reached (see line 3 of algorithm 7). Adding nodes to the tree using RRT* is broken up into steps. Each robot will add a predetermined number of nodes to their own trees using the same method as RRT* (see lines 4-10 of algorithm 7). The next step is to share the newly added nodes with each robot in communication range. When this is complete, the nodes received from other robots are added to the tree. The total number of nodes is then updated and the process continues until the maximum number of nodes is reached.
Node sharing
Node sharing will only be executed with robots that are in communication range of each other. In the results below, the communication is controlled by the simulation. The nodes are copied from one robot to a buffer of nodes to be used by the neighboring robot. These nodes are not immediately inserted into the search tree. The robot will wait until all nodes from neighboring robots are transferred before adding them to the tree.
Adding shared nodes using RRT* The next step is to add the nodes received from neighboring robots to the search tree. First, the entire buffer of shared nodes is appended to the search tree list of nodes. Each of these nodes does not have a parent node and is given a large initial cost. The large cost is used to determine which nodes have a valid connection to the search tree and which do not. Next, beginning with the first shared node, each node is added to the tree using RRT*. Algorithm 8 describes the process for connecting the shared nodes to the tree.
First, the node finds all the nodes within its neighborhood (see line 2 of algorithm 8). Next, the node selects the best parent using the ChooseParentðÞ function (see line 3 of algorithm 8). Once the node is connected to a parent node within the tree, the RewireðÞ function is called (see line 4 of algorithm 8). As described above, the RewireðÞ function changes the parent of a nearby node if the cost to reach that node is lower than its current cost. In this case, there may be several nodes in the neighborhood that are not yet connected to the search tree. RewireðÞ will connect these nodes by giving them a parent and a cost. In some cases, a shared node will be rewired and be connected to the best possible parent. When all the shared nodes are added to the robot's search tree, the total number of nodes is updated (line 13 of algorithm 7) and the algorithm continues.
Results
The results for the multi-robot path planning method described were gathered in the same manner as the static RRT and RRT* comparison results. In the experiments below, there is a three-robot configuration and a fourrobot configuration. There are also two different communication patterns. The first communication pattern is an all-to-all communication pattern where each robot communicates with all other robots. The second communication pattern is restricted to neighboring robots only. For example, in the three robot scenarios, one robot has two neighbors, whereas two robots only have one neighbor. Each robot will build a search tree to satisfy a single-query path plan from its own start and goal location. In the following scenarios, the robots will add 100 nodes to their search tree before sharing those 100 nodes with the other robots.
Scenario 1: In the first multi-robot scenario, there are three robots with an all-to-all communication pattern, shown in Figure 7 (a). The robots are allowed a maximum of 1500 nodes in the search tree. Each robot will reach the maximum of 1500 nodes at the same time. Since the robots have perfect communication with each other, the nodes within each search tree will be identical. The path costs and parent nodes will be specific to the individual robot. Figure 8 shows the search trees for each robot.
Scenario 2: The second multi-robot scenario has three robots that may only communicate with neighboring robots, shown in Figure 7 (b). The center robot, or robot 2, in this scenario completes a 1500 node search tree faster than the other two robots because it receives nodes from two neighbors instead of just one. In order for the other two robots to reach the maximum of 1500 nodes, they must spend extra time adding nodes using RRT* without receiving any new nodes from a neighbor. Figure 9 shows the search tree for each robot. The optimal paths found by each robot are slightly worse than that in scenario 1. Table 1 shows the path costs for each three robot scenario. Robot 2 has the same start and goal locations as the static environment experiments in "Dynamic replanning" section. The optimal paths found in both scenarios 1 and 2 have a similar cost to the static RRT* experiment using 2000 nodes.
Scenario 3: The third scenario has four robots with an all-to-all communication pattern, shown in Figure 10 (a). In this scenario, the robot will add 100 nodes to the tree, then add the 300 nodes received from the neighboring robots. The maximum number of nodes for this scenario was increased to 1600 in order to complete the node sharing process. If the maximum was still 1500, the last 100 shared nodes would not be added to the tree. Figure 11 shows the search tree results.
Scenario 4: The fourth scenario has four robots that are only allowed to communicate with their immediate neighbors, shown in Figure 10(b) . The communication scheme can be thought of as a square, where each robot occupies a corner. The edges of the square represent the communication links. If the robot numbers are counted clockwise around the square, robot 1 will communicate with robots 2 and 4. In this scenario, each node sharing step will produce 300 nodes for the tree. The maximum number of nodes allowed is 1500 to complete the node sharing process. Figure 12 shows the search tree results for this scenario.
The overall path quality was better in the third scenario. This was expected since each tree contains 100 more nodes than the fourth scenario. Table 2 shows the path length results from scenarios 3 and 4. Although the trees in scenario 3 are larger, the paths found in scenario 4 are still comparable. Similar to scenarios 1 and 2, the optimal path found for robot 2 is similar or better than the RRT* static environment experiments using a search tree of 2000 nodes. Experiments indicate that sharing node information from multiple robots yields equivalent or better paths with fewer total nodes in an individual search tree.
Multi-robot timing results
In addition to compare the quality of the paths found, the execution time to build the search tree was also investigated. In the scenarios above, each individual robot will build a search tree containing the maximum number of nodes. The other option to build these search trees is to have each robot build its own individual search tree. Table 3 shows the average execution time over 10 runs for each method of building a search tree for three robots. The time to build these search trees in scenario 1, where each robot has perfect communication with the other two robots, performed the best. The improvement over building three individual search trees is about 10%. Even scenario 2 performed better than building three separate search trees. In scenario 2, robot 2 will complete a 1500 node search tree faster than its neighbors because it receives nodes from both neighbors. When robot 2 reaches the maximum of 1500 nodes, it will stop discovering new nodes and, therefore, stop sharing nodes with neighboring robots. The other two robots will need to spend extra time completing their search trees without receiving nodes from their neighbor. The extra time spent completing the search trees is why scenario 2 has a lower time performance than scenario 1. The timing results for the four robot scenarios are similar to the three robot scenarios. Execution times of scenarios 3 and 4 are compared to building four individual search trees. Table 4 shows the average execution time over 10 runs for these scenarios. The timing for each of the multirobot node sharing experiments is better than building a search tree individually for each robot. Scenario 3 does have search trees with 100 more nodes than scenario 4. There are two other differences between scenarios 3 and 4 that influence the execution time. First, each robot in scenario 3 will receive 100 nodes from each neighbor for a total of 300 at each node sharing step. In scenario 4, each robot receives a total of 200 nodes from the neighboring robots. The second difference is in the number of times that nodes are shared between robots. In scenario 3, the robots will reach the maximum node limit after four iterations of lines 4-13 of algorithm 7. Scenario 4 will reach the maximum node limit after five iterations. Since scenario 3 has a longer execution time, the additional time must be coming from the additional 100 nodes received by each robot during each node sharing step.
Conclusion and future work
In this article, we presented a new method of dynamic replanning for a mobile robot to avoid unknown and unpredictable moving obstacles. The replanning method leverages the RewireðÞ function of RRT* in order to modify and expand the existing search tree to avoid a random obstacle when it is detected. As a result, the robot was able to dynamically determine a course of action in order to reach the goal while avoiding both static and moving obstacles. Multiple testing scenarios were conducted to demonstrate the efficiency of this replanning method. We expect that the proposed replanning method is a good first step toward more research on replanning using RRT*.
Additionally, for multi-robot team, a collaborative multirobot path planning method by sharing nodes between robots is developed. Different multi-robot configurations with both "all-to-all" and "neighboring-only" communication protocols were studied. The results presented indicated that the multi-robot path planning method produces equivalent quality paths in a shorter execution time than building multiple individual search trees using RRT*.
There are several options for future research on the topic of dynamic replanning. Future work will research a floating replan goal location to minimize the total remaining cost to the query goal. Minimizing the modifications to the original search tree is another area of improvement. This method has only been implemented in a 2-D configuration space. The algorithm should be further expanded and modified to operate in higher dimension configuration spaces. The simulations up to this point have been with small numbers of moving obstacles; further research is needed to determine how the algorithm performs when there are many random moving obstacles.
Multi-robot path planning also requires additional research. Future work will research increasing the number of robots in the multi-robot team. Additional research is needed to maximize the number of shared nodes while minimizing execution time to add the shared nodes to the tree. Another area of future work is comparing multi-robot results to single robot results when a larger search tree is used by the single robot. Finally, more research is needed using sensors to detect the environment and dynamic communication. Sensors will limit how much of the environment the robot is able to explore and share with neighboring robots. Dynamic communication will represent a realistic communication scheme where robots will move in and out of communication range. Additional research is pursuing multi-robot systems. Efficient path planning and replanning will benefit cooperative multi-agent sensing systems, 21, 22, 29 cooperative learning 30 and formation control systems, [23] [24] [25] [26] [27] and target tracking and observation. 28, 31, 32 Declaration of conflicting interests
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