This paper presents solne inrprovements to the matrix-sigll-fllnction algorithn~ for the alge\,raic Riccati equation. A simple reorganization changes nonsynnnetric watrix inversion5 into syinmetric niatrix inversions. Scaling accelerates convergence of the basic iteration ant1 yields a new qnadratic formula for certain 2-by-2 algebraic Riccati eqnation5. Numerical experience suggests the algorithm he supplemented with a refinenwiit strategy similar to iterative refinement for systems of linear equations. Rrfilwllwnt also produces an error estilnate. The resnlting procedure is nulnerically stable. It canpares favorably with current Schur vector-based algoritlnns.
INTRODUCTION
This paper presents a modification of matrix sign-function based algorithms for solving algebraic Riccati equations [ 1, 3, 7, 251 . Our algorithm exploits Hamiltonian structure to change full matrix inversions into symmetric matrix inversions. Symmetric matrix inversions require half the work and storage of full matrix inversions.
Scaling by the geometric mean of the eigenvalues accelerates convergence of the sign iteration. The new algorithm reduces to the (scalar) quadratic formula for l-by-l Riccati equations. It gives a new quadratic formula for certain 2by-2 Riccati equations. We also propose that iterative refinement be used to improve numerical stability. Refinement also produces an error estimate. With respect to work, storage, and accuracy, the algorithm compares favorably with the Schur vector-based algorithm of [ 171. where S = diag( s ,, s2, s,t, . . , s,, ) is a diagonal matrix whose diagonal entries are given I)y
If one of the eigenvdlues of K lies on the imaginary axis, then Sigti( K) is rtttdefined.
If Sigtl( K ) is defined, then the Newton iteration for the square root of the itlclrtity l\iatrix,
converges to Sign(K) [12, 251 . We prefer the above formulation to Wtk+ I) = (W'k'+W(k)-1 )/2, because i! confines rounding errors to the eventually small correction (Wck) -Wtk) )/2. If Sign(K) is undefined, then either the iteration does not converge or one of the W'k"~ is singular. The iteration (1) is a practical procedure for calculating Sign(K).
.\lthollgh ( 1) ultimately converges quadratically, initially progress may be slo\r 19, 121. For example, let I,, be the n-by-n identity matrix, and suppose 11 ""' := K = 5oOOZ,,. The first twelve iterations of (1) is minimized by c = (det( W) I-"", i.e., the reciprocal of the geometric mean of the eigenvalues of W. Incorporating this scaling into (1) gives
It is convenient to calculate the determinant from the same triangular factors of \\. that are rl5ecl to calcilIate M""' ', See the LINPMX matrix inversion 41il)ro1iti"e4 nc:t:ni and nsin~ [20] for details.
Trivial case5 are
handled trivially by (2) . If K is a real l-by-l matrix, then \\+I'/,/ det( \\' ) / = 12"" = Sign( K ). So (2) produces Sign( W ) in one iteration. If \\""' is 2-l)y-2 with real eigenvalues, then W"' has two eigenvalues of CV~II;LI magnitllcle, and W"' = Sign( K ). If K is :3-by-:3 or 4-by-4 with real c+gcl'\.allles. it appears that Sign(K) is procll~cecl in a finite nmnber of itciratioil\, I'tlt 12-e have not been able to prove anything.
The al'oce iteration is scale invariant in the sense that tm&iplying I$""' l)\-;L po\iti\Te constant does not change the subsequent 11"""s. For the e\ainpIe 11."" := K = 50001,,, \%'('I = Sign( I\).
Balzer II] gives other acceleration strategies that are not scale invariant. B;u~~r~l 1.5) sliggests scaling by the geometric mean of the largest and cilrallest eigenvalue, but usually these eigenvahles are not available. Recently, in independent work, Higham [ 121 has suggested using iteration
Here (I./II and lj.(/2 represent the and 1, and 1, operator norms, respectively. Higham's iteration is also scale invariant, and initially it also accelerates convergence.
However, it destroys the ultimate quadratic convergence.
Higham wisely suggests switching to the unscaled iteration (1) once W'"' gets "close" to convergence.
The iteration (2) The algel)raic Riccati equation (n) is equivalent to the 2 t I-dimensional rt~trix cqliation [23] I,, ilrtlicates the n-by-11 identity matrix, and O,, indicates an r/-by-rl matrix of zero\. Since the eigenvalues of A -KY have negative real part. the matrix \igti flitlctiolr is defined. Applying the matrix sign function to (1) gives Sirrcc K a~ltl Sign(K) commute, % satisfies the Lyapunov equation
Let M E Rerlxn be the first n columns and let N E R2"x" be the last n columns of W -I,,,. Equation (5) It is kno~.n that the desired solution is symmetric.
So some sn~all iltlprovemellt can be made by replacing the calculated sohltion 2? l)y ( .c + .< ")/2, the Frobenius projection of i onto the space of symmetric t rrat ricer.
Let I( = R&=6
+ A%+ ?A -id.
If P E R"X", P= P", and P
satisfies the algebraic Riccati equation [8] R + ( A -F.f ) "I' + P( A -Fi ) -I'FP = 0, (8)
then X = J! + P satisfies the original algebraic Riccati equation (3) . So an approximate solution i can be refined by solving (8) for P and replacing J? by J? + P. Since 2 is an approximate solution of the original algebraic Riccati equation, the correction P is small. The refinement step is well suited to Newton's method starting with the initial guess P = 0 [ 13, 151. The matrix sign function can be regarded simply as a way to obtain a good initial guess for Newton's method. The eigenvalues of A -FX are a by-product of some implementations of Newton's method [13] . Bierman has observed that almost any algebraic Riccati solver can be used to solve (8)-even the matrix sign function itself [8] .
111 practice. rounding errors cornlpt the calculation of I' to give a nlatrix ?. The refinement step may need to be repeated iteratively. If the first fe\c ^ significant binary digits of the entries of P are correct, then % + ? is more accurate than .?. Thus, if the underlying algebraic Kiccati eqllation is not too ill conditioned, then the accuracy attainable is limited only l)y the accllracy of the arithmetic.
the condition of the Riccati eqllation, and the accuracy to wdlich R = R( dt ) is calculated [Y] . Iterative refinenient makes the algorithnr nrlmerically stal)le.
Note that 2 gives the error estimate Often limiting accuracy is reached after one or two refinements. Even when there is no improvement, the error estimate (8) is of the correct magnitude. Some of the benefits of refining with Newton's method have also l)een 01 )served in [ 21.
:\dn~ittedIy some economy of work and storage of the matrix sign fllrlctiotl is lost in the refining process. In our numerical experiments using \ee\vton's method the refinements accomlted for 25% to S50%) of the work.
The iteration (7) needs a stopping criterion. Inverting the J%("'s accounts for the most significant rounding errors. Using tdigit base-h arithmetic, the relative error of the calculated inverse tends to be about The two programs were tested on several algebraic Riccati equations (:3). Where the exact solutions were not known, errors were estimated 1)~ (8) and (9) . .411 comprltatiolrs were performed on Northern Illinois University's DEC VAX 1 1 ,A'30 with floating-point accelerator UNIX f77 compiler. Timings were done \rhile IIO one else was using the computer. Laub used the cases of five, ten, and twenty vehicles as an example in [17] .
We tested the five-vehicle and twenty-vehicle cases. SCHVEC solved the five-vehicle problem in 5.2 seconds and the twenty-vehicle problem in 240 seconds. SGNREF solved the five-vehicle problem in 3.4 seconds and the twenty-vehicle problem in 120 seconds. Only one Newton step was required for the refinement. In both cases both algorithms produced solutions accurate to about fifteen significant decimal digits. Machine epsilon was about lo-i'.
SGNREF
had no difficulty solving this well-conditioned Riccati equation as accurately and somewhat less expensively than SCHVEC. Rounding errors in algorithms that work with the Hamiltonian nlatrix (4) as a whole tend to perturb G by amounts proportional to the ulagnitrlde of F times the precision of the arithmetic. This caused SCHVEC: to produce a sohltion correct to about four significant decimal digits. After refining w?th two steps of Newton's method, SGNREF produced a solution correct to about 16 significant decimal digits.
Of collrse, sohItions produced by S~:HVEC can also be refined with a few steps of Newton's method.
.\rnold [a] has also observed the advantages of refining solutions with Newton's method.
<:ON<:LUSIONS
The matrix sign function with iterative refinement is an efficient numerically \tal)Ie method for solving algebraic Riccati equations. Scaling by the illverse of the geometric mean of the eigenvahles accelerates convergence of the iteration. The resulting algorithm reduces to the scalar quadratic formula ilr the 1-\)y-1 _dse. 
