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Abstract
This paper investigates the large-time asymptotic behavior of the sensitivities of cash flows.
In quantitative finance, the price of a cash flow is expressed in terms of a pricing operator
of a Markov diffusion process. We study the extent to which the pricing operator is affected
by small changes of the underlying Markov diffusion. The main idea is a partial differential
equation (PDE) representation of the pricing operator by incorporating the Hansen–Scheinkman
decomposition method. The sensitivities of the cash flows and their large-time convergence
rates can be represented via simple expressions in terms of eigenvalues and eigenfunctions of
the pricing operator. Furthermore, compared to the work of Park (Finance Stoch. 4:773-825,
2018), more detailed convergence rates are provided. In addition, we discuss the application
of our results to three practical problems: utility maximization, entropic risk measures, and
bond prices. Finally, as examples, explicit results for several market models such as the Cox–
Ingersoll–Ross (CIR) model, 3/2 model and constant elasticity of variance (CEV) model are
presented.
1 Introduction
In financial mathematics, sensitivity analysis is used to demonstrate how changes of parameters
affect cash flows. A cash flow is expressed in expectation form as
pT := E
P
ξ [e
−
∫ T
0 r(Xs) dsh(XT )], (1.1)
where EPξ is an expectation, r and h are suitable measurable functions, and X = (Xt)t≥0 is
an underlying stochastic process with X0 = ξ. This paper deals with the sensitivities of the
expectation pT with respect to changes of the underlying process X as well as their large-time
asymptotic behaviors as T →∞. The underlying process X is assumed to be a Markov diffusion,
and the Markov process X with killing rate r generates a pricing operator. The main idea is a
partial differential equation (PDE) representation of the pricing operator by incorporating the
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Hansen–Scheinkman decomposition method. We conclude that the large-time behavior of the
sensitivities is expressed in terms of eigenvalues and eigenfunctions of the pricing operator.
One of the core concepts of this paper is the Hansen–Scheinkman decomposition. Under
suitable conditions, the expectation pT is expressed as
pT = φ(ξ)e
−λT f(T, ξ) (1.2)
for a positive measurable function φ(·), a positive number λ, and a measurable function f(T, ·).
The function f(T, ξ) converges to a nonzero constant, which is independent of ξ, as T → ∞.
The key aspect of this decomposition is that the function f is regarded as a negligible term as
T →∞ so that the behavior of pT is determined by the two factors φ(ξ) and e−λT . In particular,
the large-time behavior of pT satisfies |pT | ≤ ce−λT for a positive constant c, independent of T.
This paper essentially investigates two types of sensitivities. The first is the sensitivity with
respect to the initial value X0 = ξ, which will be discussed in Section 3. For the first-order
sensitivity, known as the delta value, the derivative ∂ξpT and its large-time behavior as T →∞
are of interest to us. From the Hansen–Scheinkman decomposition presented in Eq.(1.2), it
follows that
∂ξpT
pT
=
φ′(ξ)
φ(ξ)
+
fx(T, ξ)
f(T, ξ)
.
We show that the derivative fx(T, ξ) can also be expressed in expectation form in Eq.(1.1),
and we then apply the Hansen–Scheinkman decomposition repeatedly. Similar to Eq.(1.2), the
derivative fx(T, ξ) has the decomposition
fx(T, ξ) = φˆ(ξ)e
−λˆT fˆ(T, ξ)
for a positive measurable function φˆ(·), a positive number λˆ, and a measurable function fˆ(T, ·)
converging to a nonzero constant, which is independent of ξ, as T →∞. Finally, we have∣∣∣∣∂ξpTpT −
φ′(ξ)
φ(ξ)
∣∣∣∣ =
∣∣∣∣fx(T, ξ)f(T, ξ)
∣∣∣∣ ≤ ce−λˆT , T ≥ 0 (1.3)
for some positive constant c. Thus,
∂ξpT
pT
converges to φ
′(ξ)
φ(ξ) as T → ∞ and its exponential
convergence rate is λˆ. Further details are discussed in Theorem 3.1. For the second-order sensi-
tivity, known as the gamma value, we present a similar argument for ∂ξξpT and its asymptotic
behavior. We show that ∣∣∣∣∂ξξpTpT −
φ′′(ξ)
φ(ξ)
∣∣∣∣ ≤ ce−λˆT
for some positive constant c. The asymptotic behavior is discussed in further detail in Theorem
3.2.
The second type of sensitivity includes the drift and diffusion sensitivities, which are known
as the rho value and the vega value, respectively. Let (X
(ǫ)
t )t≥0 be the underlying process with
perturbed drift or diffusion terms. The precise meaning of perturbation is given in Assumption
3.1. Here, ǫ can be understood as a perturbation parameter. Let
p
(ǫ)
T := E
P
ξ [e
−
∫ T
0 r(X
ǫ
s)dsf(XǫT )]
be the expectation corresponding to the perturbed underlying process. We want to investigate
the large-time behavior of
∂
∂ǫ
∣∣∣
ǫ=0
p
(ǫ)
T .
Under the assumption that the Hansen–Scheinkman decomposition is applicable to each ǫ (As-
sumption 3.2), we obtain
p
(ǫ)
T = φ
(ǫ)(ξ) e−λ
(ǫ)T f (ǫ)(T, ξ) ,
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which is analogous to Eq.(1.2). We verify that under some circumstances,∣∣∣∣ 1T ∂∂ǫ
∣∣∣
ǫ=0
ln p
(ǫ)
T +
∂
∂ǫ
∣∣∣
ǫ=0
λ(ǫ)
∣∣∣∣ ≤ cT
for a positive constant c. Thus, 1T
∂
∂ǫ |ǫ=0 ln p
(ǫ)
T converges to − ∂∂ǫ |ǫ=0λ(ǫ) as T → ∞ and its
convergence rate is O(1/T ).
Compared to the previous work of Park (2018), this paper has three distinguishing features.
First, for the first-order sensitivity with respect to the initial value X0 = ξ, the exponential
convergence rate is demonstrated. Eq.(1.3) (or Theorem 3.1) implies that
∂ξpT
pT
converges to
φ′(ξ)
φ(ξ) as T →∞ and its exponential convergence rate is λˆ. The previous work also showed that
∂ξpT
pT
converges to φ
′(ξ)
φ(ξ) as T →∞; however, its exponential convergence rate was not provided.
Second, the second-order sensitivity with respect to the initial value X0 = ξ is analyzed in this
paper (Section 3.1.2), whereas it was not addressed in the previous work at all. Third, for the
drift and diffusion perturbations, the current paper adopts more relaxed assumptions compared
to the previous work. As the previous work relies on Malliavin calculus, it requires strong
conditions such as continuous differentiability with bounded derivatives and uniform ellipticity
on drift and diffusion functions. As a specific example, if the underlying process is the constant
elasticity of variance (CEV) model
dXt
Xt
= µdt+ σXt
β dBt , X0 = ξ ,
this paper can address the sensitivity with respect to the leverage effect parameter β (Sections
5.3 and 5.4), whereas it cannot be analyzed by the method used in the previous work.
Sensitivity analysis has been studied for various topics in quantitative finance. Fournie´ et al.
(1999) presented an original probabilistic method for numerical computation of the sensitivities.
They employed Malliavin calculus and demonstrated option price sensitivities for hedging pur-
poses. Gobet and Munos (2005) derived an expectation form of the sensitivity of the expected
cost by employing three methods: the Malliavin calculus approach, the adjoint approach, and
the martingale approach. Kramkov and Sˆırbu (2006) developed sensitivity analysis of the op-
timal expected utility with respect to initial capital perturbations. Mostovyi and Sˆırbu (2017)
and Mostovyi (2018) conducted sensitivity analysis of the optimal expected utility with respect
to small changes of the underlying market models. Park and Sturm (2019) investigated the
sensitivities of the long-term expected utility of optimal portfolios for an investor with constant
relative risk aversion under incomplete markets.
Many authors have investigated the behavior of long-term cash flows. Fleming and McEneaney
(1995) studied the long-term growth of expected utility with constant relative risk aversion and
reformulated it as an infinite-time-horizon risk-sensitive control problem. Liu and Muhle-Karbe
(2013) demonstrated a computational method for evaluating optimal portfolios with special em-
phasis on long-horizon asymptotics. Robertson and Xing (2015) analyzed the large-time asymp-
totic behavior of solutions to semi-linear Cauchy problems with direct applications to long-term
portfolio choice problems. Hansen (2012), Hansen and Scheinkman (2009), and Hansen and Scheinkman
(2012) demonstrated a long-term risk-return trade-off by employing the Hansen–Scheinkman de-
composition.
The remainder of this paper is organized as follows. Section 2 introduces the Hansen–
Scheinkman decomposition method as an essential tool of this paper. Section 3 investigates
the sensitivities with respect to the initial value, the drift term, and the diffusion term and
demonstrates their large-time behaviors. Section 4 discusses direct applications to three topics:
utility maximization, entropic risk measures, and bond prices. Section 5 presents three specific
examples: the Cox–Ingersoll–Ross (CIR) model, the 3/2 model, and the CEV model. Finally,
Section 6 summarizes the results. The proofs and detailed calculations are provided in the
appendices.
3
2 Hansen–Scheinkman decomposition
The Hansen–Scheinkman decomposition (Hansen and Scheinkman (2009)) is one of the main
techniques employed in this paper. Given a Markov diffusion (Xt)t≥0 and a function r(·), this
decomposition provides an expression of the operator
h 7→ EPξ [e−
∫ T
0
r(Xs) dsh(XT )]
in terms of eigenvalues and eigenfunctions of this operator. In the following sections, we will
describe its mathematical formulation.
2.1 Consistent family of probability measures
We begin with the notion of a consistent family of probability measures. While considering a
filtered probability space (Ω,F , (Ft)t≥0,P), the probability measure P is an object defined on
the sigma-algebra F . The probability measure P is universal in the sense that the sigma-algebra
contains all sub-sigma-algebras (Ft)t≥0. Instead of such a universal probability measure, we
introduce a family of probability measures (Pt)t≥0 where each Pt is defined on the sub-sigma-
algebra Ft.
The main reason for introducing this concept is that defining such a universal probability
measure is occasionally impossible. As a specific case, the change of measure in the Girsanov
theorem holds for finite time horizon [0, T ] but it may not hold for infinite time horizon [0,∞).
Thus, to use the Girsanov theorem for studying large-time behavior as T → ∞, it is more
convenient to deal with a family of probability measures instead of a universal probability
measure.
Definition 2.1. Let (Ω,F) be a measurable space and (Ft)t≥0 be a filtration. We say that a
family (Pt)t≥0 of probability measures is consistent if each probability measure Pt is defined on
Ft and if
Pt(A) = Pt′(A)
for any 0 ≤ t ≤ t′ and any A ∈ Ft.We say that (Ω,F , (Ft)t≥0, (Pt)t≥0) is a consistent probability
space.
In this paper, we abuse the notations P and Pt without ambiguity. For a Ft-measurable random
variable X, the expectation EPt(X) is denoted as EP(X). This notation is not confusing because
the family (Pt)t≥0 is consistent so that E
Pt(X) = EPt′ (X) for any t′ ≥ t.
We present basic definitions of several probabilistic concepts. These definitions are straight-
forward.
Definition 2.2. Let (Ω,F , (Ft)t≥0, (Pt)t≥0) be a consistent probability space.
(i) We say that a process B = (Bt)t≥0 is a d-dimensional Brownian motion on the consistent
probability space if for each T ≥ 0, the process (Bt)0≤t≤T is a usual d-dimensional Brownian
motion on the filtered probability space (Ω,FT , (Ft)0≤t≤T ,PT ).
(ii) We say that a process X = (Xt)t≥0 is a Markov process (respectively, a martingale) on the
consistent probability space if for each T ≥ 0, the process (Xt)0≤t≤T is a Markov process
(respectively, a martingale) on the filtered probability space (Ω,FT , (Ft)0≤t≤T ,PT ).
(iii) We say that a process X = (Xt)t≥0 is a unique strong solution of the SDE (respectively,
satisfies the SDE)
dXt = b(Xt) dt+ σ(Xt) dBt , X0 = ξ
on the consistent probability space if for each T ≥ 0, the process (Xt)0≤t≤T is a unique
strong solution of the SDE (respectively, satisfies the SDE) on the filtered probability space
(Ω,FT , (Ft)0≤t≤T ,PT ).
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(iv) Let D be an open subset of Rd and X be a Markov process with state space D on the
consistent probability space. We say that the process X is recurrent if
R(x,A) :=
∫ ∞
0
EP(IA(Xt)) dt = 0 or R(x,A) =∞
for any Borel set A ⊆ D and any x ∈ D. Refer to (Pinsky, 1995, Theorem 4.3.6 on page
150) and (Qin and Linetsky, 2016, Definition 3.1).
2.2 Recurrent eigenpairs
Let (Ω,F , (Ft)t≥0, (Pt)t≥0) be a consistent probability space that has a one-dimensional Brow-
nian motion (Bt)t≥0. We consider a quadruple of functions (b, σ, r, h) satisfying Assumptions
2.1–2.5 below on the consistent probability space (Ω,F , (Ft)t≥0, (Pt)t≥0) with given Brownian
motion (Bt)t≥0.
Assumption 2.1. Let D be an open interval in R and b : D → R and σ : D → R be continuously
differentiable functions with σ > 0. For each ξ ∈ D, the SDE
dXt = b(Xt) dt+ σ(Xt) dBt , X0 = ξ
has a unique strong solution on D, i.e., PT (Xt ∈ D for all 0 ≤ t ≤ T ) = 1 for each T ≥ 0.
Assumption 2.2. The function r : D → R is a continuous function.
For given b, σ and r satisfying the above-mentioned assumptions, we can define a pricing
operator P as
PTh(x) = EPx(e−
∫ T
0
r(Xs) dsh(XT )) , x ∈ D
so that pT = PTh(ξ). For a real number λ and a positive measurable function φ, we say that a
pair (λ, φ) is an eigenpair of P if
PTφ(x) = e−λTφ(x) for all T > 0 , x ∈ D .
For each eigenpair (λ, φ), the process
Mφt := e
λt−
∫ t
0
r(Xs) ds φ(Xt)
φ(ξ)
, t ≥ 0 (2.1)
is a positive martingale. One can define a measure Pˆφt on each Ft by
dPˆφt
dPt
=Mφt .
Then, it can be easily checked that the family (Pˆφt )t≥0 is consistent, i.e.,
Pˆ
φ
t (A) = Pˆ
φ
t′(A)
for any A ∈ Ft and 0 ≤ t ≤ t′. The family (Pˆφt )t≥0 is called the consistent family of the
eigen-measures with respect to φ. Using the Girsanov theorem, we can show that the process
Bˆφt = −
∫ t
0
(σφ′/φ)(Xs) ds +Bt , 0 ≤ t ≤ T
is a Brownian motion on the filtered probability space (Ω,FT , (Ft)0≤t≤T , PˆφT ) for each T ≥ 0.
In other words, the process (Bˆφt )t≥0 is a Brownian motion on the consistent probability space
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(Ω,F , (Ft)t≥0, (Pˆφt )t≥0) (see Definition 2.2). Similarly, it is easy to check that the process X
satisfies
dXt = (b+ σ
2φ′/φ)(Xt) dt+ σ(Xt) dBˆ
φ
t
on the consistent probability space (Ω,F , (Ft)t≥0, (Pˆφt )t≥0).
Assumption 2.3. There exists an eigenpair (λ, φ) of the operator P with λ > 0 such that the
process X is recurrent on the consistent probability space (Ω,F , (Ft)t≥0, (Pˆφt )t≥0).
In this case, the positive number λ, the measurable function φ, and the pair (λ, φ) are called the
recurrent eigenvalue, the recurrent eigenfunction, and the recurrent eigenpair, respectively. Sev-
eral studies have investigated the existence of the recurrent eigenpair, e.g., (Hansen and Scheinkman,
2009, Section 9) and (Qin and Linetsky, 2016, Section 5). Hereafter, we use the notations M,
Pˆ, (Pˆt)t≥0, and (Bˆt)t≥0 instead of M
φ, Pˆφ, (Pˆφt )t≥0, and (Bˆ
φ
t )t≥0, respectively, without φ. These
notations are not confusing because the recurrent eigenpair (λ, φ) is unique if it exists (Proposi-
tion 7.2 in Hansen and Scheinkman (2009) and Theorem 3.1 in Qin and Linetsky (2016)). It is
also noteworthy that when the recurrent eigenpair exists, if r ≥ 0 and r 6≡ 0, then λ > 0. Refer
to (Pinsky, 1995, Theorem 3.3 (iii) on page 148).
Assumption 2.4. The recurrent eigenfunction φ is twice continuously differentiable on D.
A two-variable function f = f(t, x) is said to be C1,2 if f is once continuously differentiable
with respect to t and twice continuously differentiable with respect to x.
Assumption 2.5. The function h : D → R is continuously differentiable. The function
f(t, x) := EPx[Mt(h/φ)(Xt)] = E
Pˆ
x[(h/φ)(Xt)] (2.2)
is C1,2 and converges to a nonzero constant as t→∞ for each x ∈ D. This function f is referred
to as the remainder function.
For a given quadruple of functions (b, σ, r, h) satisfying Assumptions 2.1–2.5 on the consistent
probability space (Ω,F , (Ft)t≥0, (Pt)t≥0) with Brownian motion (Bt)t≥0, we have constructed
the process X, the pricing operator P, the recurrent eigenpair (λ, φ), the martingale M, the re-
mainder function f, the consistent family (Pˆt)t≥0 of recurrent eigen-measures, and the Brownian
motion (Bˆt)t≥0. Hereafter, these objects
X, P, (λ, φ), M, f, (Pˆt)t≥0, (Bˆt)t≥0
appear frequently and the notations are self-explanatory.
Under these assumptions, the Hansen–Scheinkman decomposition is a very useful tool for
large-time analysis. From Eq.(2.1), the discount factor e−
∫ T
0 r(Xt) dt can be written as
e−
∫ T
0 r(Xs) ds =MT e
−λT φ(ξ)
φ(XT )
.
This expression is referred to as the Hansen–Scheinkman decomposition. The expectation pT
satisfies
pT = E
P
ξ [e
−
∫ T
0 r(Xs) dsh(XT )] = φ(ξ) e
−λT EPξ [MT (h/φ)(XT )]
= φ(ξ) e−λT EPˆξ [(h/φ)(XT )]
= φ(ξ)e−λT f(T, ξ) .
(2.3)
Because f(T, ξ) converges to a nonzero constant as T →∞, we obtain the inequality
|pT | ≤ ce−λT
for some positive constant c, which is independent of T. This implies that the large-time behavior
of pT is governed by the recurrent eigenvalue.
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3 Long-term sensitivity analysis
This section develops the Hansen–Scheinkman decomposition presented above to investigate the
large-time behavior of the sensitivities.
3.1 Sensitivity of the initial value
We begin with the initial-value sensitivity, i.e., the extent to which the expectation
pT := E
P
ξ [e
−
∫ T
0
r(Xs) dsh(XT )]
is affected by small changes of the initial value ξ = X0 of the underlying Markov diffusion.
The first-order and second-order sensitivities with respect to the initial value are demonstrated
below.
3.1.1 First-order sensitivity
In this section, we develop the first-order initial-value sensitivity for large time T. For a given
quadruple of functions (b, σ, r, h) satisfying Assumptions 2.1–2.5, the large-time asymptotic be-
havior of the partial derivative
∂ξpT = ∂ξE
P
ξ [e
−
∫ T
0 r(Xs) dsh(XT )]
is of interest to us. For notational simplicity, we define
κ := b+ σ2φ′/φ .
If (κ+ σ′σ, σ,−κ′, (h/φ)′) also satisfies Assumptions 2.1–2.5 on the consistent probability space
(Ω,F , (Ft)t≥0, (Pˆt)t≥0) with Brownian motion (Bˆt)t≥0, we can construct the corresponding ob-
jects
Xˆ, Pˆ , (λˆ, φˆ), Mˆ , fˆ , (P˜t)t≥0 , (B˜t)t≥0
and these notations are self-explanatory. For example, Xˆ satisfies
dXˆt = (κ+ σ
′σ)(Xˆt) dt+ σ(Xˆt) dBˆt . (3.1)
These objects will be used in the statement and the proof of the following theorem.
Theorem 3.1. Suppose that the following conditions hold.
(i) The quadruple of functions (b, σ, r, h) satisfies Assumptions 2.1–2.5 on the consistent prob-
ability space (Ω,F , (Ft)t≥0, (Pt)t≥0) with Brownian motion (Bt)t≥0.
(ii) The quadruple of functions (κ + σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1–2.5 on the
consistent probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) with Brownian motion (Bˆt)t≥0.
Then, for each T > 0, the process (fx(T − t, Xˆt)e
∫ t
0 κ
′(Xˆs) ds)0≤t≤T is a local martingale under
the probability measure PˆT . For each T > 0, if this process is a martingale under the probability
measure PˆT or if the function fx satisfies
fx(T, x) = E
Pˆ[e
∫ T
0
κ′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x] , (3.2)
then ∣∣∣∣∂ξpTpT −
φ′(ξ)
φ(ξ)
∣∣∣∣ ≤ ce−λˆT , T ≥ 0 (3.3)
for some positive constant c, which is independent of T.
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Proof. Applying the Feynman–Kac formula to Eq.(2.2), it follows that
−ft + 1
2
σ2(x)fxx + κ(x)fx = 0 , f(0, x) = (h/φ)(x) .
Since f is C1,2 by Assumption 2.5 and every coefficient is continuously differentiable in x in the
above PDE, the function f is thrice continuously differentiable in x. Taking the differentiation
in x, we get
−fxt + 1
2
σ2(x)fxxx + (κ+ σ
′σ)(x)fxx + κ
′(x)fx = 0 , fx(0, x) = (h/φ)
′(x) . (3.4)
Meanwhile, since (κ + σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1–2.5 on the consistent
probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) having Brownian motion (Bˆt)t≥0, we can construct the
corresponding objects
Xˆ, Pˆ , (λˆ, φˆ), Mˆ , fˆ , (P˜t)t≥0 , (B˜t)t≥0
and these notations are self-explanatory. Since the process Xˆ satisfies
dXˆt = (κ+ σ
′σ)(Xˆt) dt+ σ(Xˆt) dBˆt ,
by applying the Ito formula to fx(T − t, Xˆt)e
∫ t
0 κ
′(Xs) ds, we have
d
(
fx(T − t, Xˆt)e
∫ t
0
κ′(Xˆs) ds
)
= e
∫ t
0
κ′(Xˆs) ds
(
− fxt + 1
2
σ2(Xˆt)fxxx + (κ+ σ
′σ)(Xˆt)fxx + κ
′(Xˆs)fx
)
dt+ e
∫ t
0
κ′(Xˆs) dsσ(Xˆt)fxx dBˆt
= e
∫ t
0
κ′(Xˆs) dsσ(Xˆt)fxx dBˆt.
(3.5)
Thus, for each T > 0, the process (fx(T − t, Xˆt)e
∫ t
0 κ
′(Xˆs) ds)0≤t≤T is a local martingale under
the probability measure PˆT .
Suppose that fx satisfies
fx(T, x) = E
Pˆ[e
∫ T
0 κ
′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x] .
Note that this equality holds if (fx(T − t, Xˆt)e
∫ t
0 κ
′(Xˆs) ds)0≤t≤T is a martingale since
fx(T, x) = E
Pˆ[e
∫ T
0
κ′(Xˆs) dsfx(0, XˆT )|Xˆ0 = x] = EPˆ[e
∫ T
0
κ′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x] . (3.6)
Replacing T by t, it follows that
fx(t, x) = E
Pˆ
[
e
∫ t
0 κ
′(Xˆs) ds(h/φ)′(Xˆt)
∣∣Xˆ0 = x] = Pˆt(h/φ)′(x) .
Now, we apply the Hansen–Scheinkman decomposition here. Since (λˆ, φˆ) is the recurrent eigen-
pair and
fˆ(t, x) = EPˆx[Mˆt(h/φ)
′(Xˆt)] = E
P˜
x[((h/φ)
′/φˆ)(Xˆt)]
is the remainder function, we have
fx(t, x) = fˆ(t, x)e
−λˆtφˆ(x) . (3.7)
Since f(t, x) and fˆ(t, x) converge to nonzero constants as t→∞, Eq.(2.3) implies that∣∣∣∣∂ξpTpT −
φ′(ξ)
φ(ξ)
∣∣∣∣ =
∣∣∣∣fx(T, ξ)f(T, ξ)
∣∣∣∣ =
∣∣∣∣∣ fˆ(T, ξ)f(T, ξ)
∣∣∣∣∣ e−λˆT φˆ(x) ≤ ce−λˆT (3.8)
for some positive constant c, which is independent of T.
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Remark 3.1. Theorem 3.1 has an interesting implication. Eq.(3.3) says
lim
T→∞
∂ξpT
pT
=
φ′(ξ)
φ(ξ)
.
This means that the large-time behavior of the sensitivity
∂ξpT
pT
as T →∞ is expressed in terms of
the recurrent eigenfunction φ induced by (b, σ, r, h). However, as one can observe from Eq.(3.3),
its exponential convergence rate to the limit is determined by the recurrent eigenvalue λˆ induced
by (κ+ σ′σ, σ,−κ′, (h/φ)′).
Remark 3.2. Under the same hypothesis of Theorem 3.1, the probabilistic representation
fx(T, x) = E
Pˆ[e
∫ T
0
κ′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x]
stated in Eq.(3.2) holds if
EPˆξ
[ ∫ T
0
e2
∫ t
0 κ
′(Xˆs) dsσ2(Xˆt)f
2
xx(T − t, Xˆt) dt
]
<∞ .
This is evident from Eq.(3.5) since the process (fx(T − t, Xˆt)e
∫ t
0
κ′(Xˆs) ds)0≤t≤T is a martingale
under the probability measure PˆT .
Recall the hypothesis in Theorem 3.1: the process (fx(T − t, Xˆt)e
∫ t
0
κ′(Xˆs) ds)0≤t≤T is a PT -
martingale or the function fx satisfies Eq.(3.2). It can be easily shown that these two statements
are equivalent. In the remainder of this section, we investigate a sufficient condition to guarantee
that this hypothesis holds, i.e., the function fx satisfies
fx(T, x) = E
Pˆ[e
∫ T
0 κ
′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x]
presented in Eq.(3.2). The sufficient condition is based on the Feynman–Kac formula and is
given in Proposition 3.1.
Before stating Proposition 3.1, we present a slight modification of the standard Feynman–
Kac formula (Karatzas and Shreve, 1991, Theorem 5.7.6 on page 366) in the remark below.
Recall that D is an open interval in R. We say that a function f on D has polynomial growth
(respectively, linear growth) if there is a constant C > 0 and m ∈ N (respectively, m = 1) such
that for all x ∈ D,
|f(x)| ≤ C(1 + |x|m) .
Remark 3.3. (Feynman–Kac formula) Consider a quadruple of functions (b, σ, r, h) defined on
an open interval D ⊆ R. Suppose that the following conditions hold.
(i) Two functions b and σ are continuous and have linear growth.
(ii) For each x ∈ D, the stochastic differential equation (SDE)
dXt = b(Xt) dt+ σ(Xt) dBt , X0 = x
has a unique strong solution on D, i.e., PT (Xt ∈ D for all 0 ≤ t ≤ T ) = 1 for each T ≥ 0.
(iii) Three functions r, h and g are continuous. In addition, r is bounded below, h has poly-
nomial growth or is nonnegative, and max0≤t≤T |g(t, ·)| has polynomial growth or g is
nonnegative.
If f(t, x) is C1,2 and satisfies
−ft(t, x) + 1
2
σ2(x)fxx(t, x) + b(x)fx(t, x)− r(x)f(t, x) + g(t, x) = 0 , f(0, x) = h(x) (3.9)
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as well as the polynomial growth condition
max
0≤t≤T
|f(t, x)| ≤ C(1 + |x|m)
for some C > 0 and m ≥ 1, then
f(t, x) = E
[
e−
∫ t
0
r(Xs) dsh(Xt) +
∫ t
0
g(T − s,Xs)e−
∫ s
0
r(Xu) du ds
∣∣∣X0 = x] (3.10)
for x ∈ D and 0 ≤ t ≤ T.
The Feynman–Kac formula stated above differs from the standard statement (Karatzas and Shreve,
1991, Theorem 5.7.6 on page 366) in two ways. First, the domain in this case is an open interval
D, whereas the domain is the whole real line R in the case of the standard statement. This
is easily verified because the proof of the standard statement can be directly applied. Second,
the time-derivative term −ft in the PDE (3.9) has a negative sign. The PDE in the standard
statement is expressed in the time-reverse order, i.e., the final-time condition f(T, ·) is given.
However, in this paper, we are interested in the time order, i.e., the initial-time condition f(0, ·)
is given. The time-reverse order can be easily changed to the time order by using the Markov
property. For fixed T > 0, define F (t, x) = f(T − t, x). Then, Eq.(3.9) becomes
Ft(t, x) +
1
2
σ2(x)Fxx(t, x) + b(x)Fx(t, x)− r(x)F (t, x) + g(T − t, x) = 0 , F (T, x) = h(x).
From the standard Feynman–Kac formula, we know that
F (t, x) = E
[
e−
∫ T
t r(Xs) dsh(XT ) +
∫ T
t
g(T − s,Xs)e−
∫ s
t r(Xu) du ds
∣∣∣Xt = x].
Thus,
f(T, x) = F (0, x) = E
[
e−
∫ T
0 r(Xs) dsh(XT ) +
∫ T
0
g(T − s,Xs)e−
∫ s
0 r(Xu) du ds
∣∣∣X0 = x].
Replacing T by t, we obtain Eq.(3.10).
The Feynman–Kac formula in the above-mentioned remark occasionally cannot be applied
to obtain the representation
fx(T, x) = E
Pˆ[e
∫ T
0 κ
′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x]
because it requires the function max0≤t≤T |fx(t, x)| to have polynomial growth in x. Some fi-
nancial models do not satisfy this condition (e.g., the CIR model in Appendix A). One way
to overcome this problem is to consider fx(t, x)φ(x) instead of fx(t, x). The main aspect of
Proposition 3.1 is that the polynomial growth condition on max0≤t≤T |fx(t, x)| can be replaced
by the polynomial growth condition on max0≤t≤T |fx(t, x)|φ(x). Indeed, in the CIR model, the
function max0≤t≤T |fx(t, x)|φ(x) has polynomial growth in x, whereas max0≤t≤T |fx(t, x)| does
not.
Proposition 3.1. Suppose that the following conditions hold.
(i) The quadruple of functions (b, σ, r, h) satisfies Assumptions 2.1–2.5 on the consistent prob-
ability space (Ω,F , (Ft)t≥0, (Pt)t≥0) with Brownian motion (Bt)t≥0.
(ii) The quadruple of functions (κ + σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1–2.5 on the
consistent probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) with Brownian motion (Bˆt)t≥0.
Furthermore, assume the following conditions for given T > 0.
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(i) Two functions κ+ σ′σ − σ2φ′/φ and σ have linear growth.
(ii) The function (Lˆφ)/φ− κ′ is bounded below, where
Lˆf(x) = 1
2
σ2(x)f ′′(x) + (κ+ σ′σ − σ2φ′/φ)(x)f ′(x) .
(iii) The function h′ − hφ′/φ has polynomial growth or is nonnegative.
(iv) The function max0≤t≤T |fx(t, x)|φ(x) has polynomial growth in x.
(v) A local martingale
φ(Xˆ0)
φ(Xˆt)
e
∫ t
0
Lˆφ(Xˆs)
φ(Xˆs)
ds
, 0 ≤ t ≤ T
is a martingale under the probability measure PˆT .
Then, the process (fx(T − t, Xˆt)e
∫ t
0
κ′(Xˆs) ds)0≤t≤T is a martingale under the probability measure
PˆT . In particular,
fx(T, x) = E
Pˆ[e
∫ T
0 κ
′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x] .
Proof. Recall that (Ω,F , (Ft)t≥0, (Pˆt)t≥0) is a consistent probability space having Brownian
motion (Bˆt)t≥0 and the process (Xˆt)t≥0 satisfies Eq.(3.1). One can show that
φ(Xˆ0)
φ(Xˆt)
e
∫ t
0
Lˆφ(Xˆs)
φ(Xˆs)
ds
, 0 ≤ t ≤ T
is a PˆT -local martingale by applying the Ito formula and checking that the dt-term vanishes.
Since this process is assumed to be a martingale, we can define a new measure QT on FT as
dQT
dPˆT
=
φ(Xˆ0)
φ(XˆT )
e
∫ T
0
Lˆφ(Xˆs)
φ(Xˆs)
ds
.
It is easy to check that the family (Qt)t>0 of probability measures is consistent and the process
BQt := Bˆt + (σφ
′/φ)(Xˆt) , t ≥ 0
is a Brownian motion on the consistent probability space (Ω,F , (Ft)t≥0, (Qt)t≥0). The process
Xˆ satisfies
dXˆt = (κ+ σ
′σ)(Xˆt) dt+ σ(Xˆt) dBˆt
= (κ+ σ′σ − σ2φ′/φ)(Xˆt) dt+ σ(Xˆt) dBQt .
Note that Lˆ is the generator of Xˆ under the family of probability measures (Qt)t≥0.
Define
g(t, x) := fx(t, x)φ(x) .
Then, Eq.(3.4) gives
− gt + 1
2
σ2(x)gxx + (κ+ σ
′σ − σ2φ′/φ)(x)gx + (κ′ − (Lˆφ)/φ)(x)g = 0
g(0, x) = (h/φ)′(x)φ(x) = (h′ − hφ′/φ)(x) .
The Feynman–Kac formula (Remark 3.3) states that
fx(t, x)φ(x) = g(t, x) = E
Q
[
e
∫ t
0 (κ
′− Lˆφ
φ
)(Xˆs) dsφ(Xˆt)(h/φ)
′(Xˆt)
∣∣Xˆ0 = x]
= EQ
[
e
−
∫ t
0
Lˆφ
φ
(Xˆs) ds φ(Xˆt)
φ(Xˆ0)
e
∫ t
0
κ′(Xˆs) ds(h/φ)′(Xˆt)
∣∣∣Xˆ0 = x]φ(x)
= EQ
[ dPˆt
dQt
e
∫ t
0 κ
′(Xˆs) ds(h/φ)′(Xˆt)
∣∣∣Xˆ0 = x]φ(x)
= EPˆ
[
e
∫ t
0
κ′(Xˆs) ds(h/φ)′(Xˆt)
∣∣Xˆ0 = x]φ(x) ,
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which implies that
fx(t, x) = E
Pˆ
[
e
∫ t
0
κ′(Xˆs) ds(h/φ)′(Xˆt)
∣∣Xˆ0 = x] .
From the time-homogeneous Markov property,
fx(T − t, x) = EPˆ
[
e
∫ T−t
0 κ
′(Xˆs) ds(h/φ)′(XˆT−t)
∣∣Xˆ0 = x]
= EPˆ
[
e
∫ T
t
κ′(Xˆs) ds(h/φ)′(XˆT )
∣∣Xˆt = x]
so that
fx(T − t, Xˆt)e
∫ t
0
κ′(Xˆs) ds = EPˆ
[
e
∫ T
0
κ′(Xˆs) ds(h/φ)′(XˆT )
∣∣Ft] .
In conclusion, the process (fx(T − t, Xˆt)e
∫ t
0 κ
′(Xˆs) ds)0≤t≤T is a martingale.
3.1.2 Second-order sensitivity
In this section, we develop the second-order initial-value sensitivity for large-time T. For a
given quadruple of functions (b, σ, r, h) satisfying Assumptions 2.1–2.5, the large-time asymptotic
behavior of the partial derivative
∂ξξpT = ∂ξξE
P
ξ [e
−
∫ T
0 r(Xs) dsh(XT )]
is of interest to us.
Toward this end, we need to study two quadruples in addition to the original quadruple
(b, σ, r, h). Recall that κ = b + σ2φ′/φ, and suppose that (κ + σ′σ, σ,−κ′, (h/φ)′) satisfies As-
sumptions 2.1–2.5 on the consistent probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) having Brownian
motion (Bˆt)t≥0 as stated in Theorem 3.1. Then, we can construct the corresponding objects
Xˆ, Pˆ , (λˆ, φˆ), Mˆ , fˆ , (P˜t)t≥0 , (B˜t)t≥0 .
Define
γ := κ+ σ′σ + σ2φˆ′/φˆ .
If (γ + σ′σ, σ,−γ′, ((h/φ)′/φˆ)′) also satisfies Assumptions 2.1 – 2.5 on the consistent prob-
ability space (Ω,F , (Ft)t≥0, (P˜t)t≥0) having Brownian motion (B˜t)t≥0, we can construct the
corresponding objects
X˜, P˜, (λ˜, φ˜), M˜ , f˜ , (Pt)t≥0, (Bt)t≥0 .
We summarize three quadruples and their corresponding objects in the following table.
Quadruples (b, σ, r, h) (κ+ σ′σ, σ,−κ′, (h/φ)′) (γ + σ′σ, σ,−γ′, ((h/φ)′/φˆ)′)
Underlying space (Ω,F , (Ft)t≥0, (Pt)t≥0) (Ω,F , (Ft)t≥0, (Pˆt)t≥0) (Ω,F , (Ft)t≥0, (P˜t)t≥0)
Induced objects X,P, (λ, φ),M, f, (Pˆt)t≥0 Xˆ, Pˆ , (λˆ, φˆ), Mˆ , fˆ , (P˜t)t≥0 X˜, P˜ , (λ˜, φ˜), M˜ , f˜ , (Pt)t≥0
Auxiliary functions κ := b+ σ2φ′/φ γ := κ+ σ′σ + σ2φˆ′/φˆ
Sections used 3.1.1, 3.1.2, 3.2.1, 3.2.2 3.1.1, 3.1.2, 3.2.1, 3.2.2 3.1.2, 3.2.2
Table 1: Three quadruples
Before stating the rigorous results, we provide heuristic arguments to understand the moti-
vation for Eq.(3.13) in Theorem 3.2. Suppose that three quadruples of functions (b, σ, r, h),
(κ + σ′σ, σ,−κ′, (h/φ)′) and (γ + σ′σ, σ,−γ′, ((h/φ)′/φˆ)′) satisfy Assumptions 2.1–2.5. Us-
ing the Hansen–Scheinkman decomposition, we have pT = e
−λTφ(ξ)f(T, ξ) and fx(t, x) =
fˆ(t, x)e−λˆtφˆ(x) in Eq.(3.7). Direct calculation gives
∂ξξpT
pT
−
(∂ξpT
pT
)2
−φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
− φˆ
′(ξ)
φˆ(ξ)
∂ξpT
pT
+
φˆ′(ξ)
φˆ(ξ)
φ′(ξ)
φ(ξ)
=
fˆx(T, ξ)φˆ(ξ)e
−λˆT
f(T, ξ)
−
(fx(T, ξ)
f(T, ξ)
)2
.
(3.11)
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We shift our attention to the two terms on the right-hand side. For the first term on the
right-hand side, we derive the equality
fˆx(t, x) = f˜(t, x)e
−λ˜tφ˜(x),
which is similar to Eq.(3.7). Thus,
fˆx(T, ξ)φˆ(ξ)e
−λˆT
f(T, ξ)
=
f˜(T, ξ)e−(λ˜+λˆ)T φ˜(ξ)φˆ(ξ)
f(T, ξ)
≃ e−(λ˜+λˆ)T .
Here, for two nonzero functions h1(T ) and h2(T ), the notation h1(T ) ≃ h2(T ) implies that the
limit limT→∞
h1(T )
h2(T )
converges to a nonzero constant. For the second term on the right-hand side
of Eq.(3.11), observe that fx(T, ξ) ≃ e−λˆT from Eq.(3.7). Thus,(fx(T, ξ)
f(T, ξ)
)2
≃ e−2λˆT .
In conclusion, Eq.(3.11) satisfies
∂ξξpT
pT
−
(∂ξpT
pT
)2
− φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
− φˆ
′(ξ)
φˆ(ξ)
∂ξpT
pT
+
φˆ′(ξ)
φˆ(ξ)
φ′(ξ)
φ(ξ)
≃ (e−λ˜T + e−λˆT )e−λˆT ,
which is the motivation for Eq.(3.13).
A rigorous estimation of the second-order partial derivative ∂ξξpT for large T is obtained by
analyzing the three quadruples stated above, as described in the following theorem.
Theorem 3.2. Suppose that σ is twice continuously differentiable and the following conditions
hold.
(i) The quadruple of functions (b, σ, r, h) satisfies Assumptions 2.1–2.5 on the consistent prob-
ability space (Ω,F , (Ft)t≥0, (Pt)t≥0) having Brownian motion (Bt)t≥0.
(ii) The quadruple of functions (κ + σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1–2.5 on the
consistent probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) having Brownian motion (Bˆt)t≥0.
(iii) The quadruple of functions (γ + σ′σ, σ,−γ′, ((h/φ)′/φˆ)′) satisfies Assumptions 2.1–2.5 on
the consistent probability space (Ω,F , (Ft)t≥0, (P˜t)t≥0) having Brownian motion (B˜t)t≥0.
Then, for each T > 0, two processes (fx(T−t, Xˆt)e
∫ t
0
κ′(Xˆs) ds)0≤t≤T and (fˆx(T−t, X˜t)e
∫ t
0
γ′(X˜s) ds)0≤t≤T
are local martingales under the probability measures PˆT and P˜T , respectively. For each T > 0,
if these are martingales or if two functions fx and fˆx satisfy
fx(T, x) = E
Pˆ[e
∫ T
0 κ
′(Xˆs) ds(h/φ)′(XˆT )|Xˆ0 = x] ,
fˆx(T, x) = E
P˜[e
∫ T
0
γ′(X˜s) ds((h/φ)′/φˆ)′(X˜T )|X˜0 = x] ,
(3.12)
then∣∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2
− φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
− φˆ
′(ξ)
φˆ(ξ)
∂ξpT
pT
+
φˆ′(ξ)
φˆ(ξ)
φ′(ξ)
φ(ξ)
∣∣∣∣∣ ≤ c(e−λ˜T + e−λˆT )e−λˆT
(3.13)
for some positive constant c, which is independent of T. In particular, we have∣∣∣∣∂ξξpTpT −
φ′′(ξ)
φ(ξ)
∣∣∣∣ ≤ c′e−λˆT
for some positive constant c′, which is independent of T.
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Proof. Using the same argument as that presented in the proof of Theorem 3.1, it can be shown
that two processes (fx(T − t, Xˆt)e
∫ t
0
κ′(Xˆs) ds)0≤t≤T and (fˆx(T − t, X˜t)e
∫ t
0
γ′(X˜s) ds)0≤t≤T are local
martingales under the probability measures PˆT and P˜T , respectively. Thus, we omit the proof.
Now, assume that two functions fx and fˆx satisfy Eq.(3.12). If the two local martingales
above are martingales, then Eq.(3.12) holds by the same argument as that in Eq.(3.6). Since
(κ + σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1–2.5 on (Ω,F , (Ft), (Pˆt)t≥0) having Brownian
motion (Bˆt)t≥0, we can construct the corresponding objects
Xˆ, Pˆ , (λˆ, φˆ), Mˆ , fˆ , (P˜t)t≥0 , (B˜t)t≥0
and these notations are self-explanatory. The remainder function
fˆ(t, x) = EP˜x[((h/φ)
′/φˆ)(Xˆt)] (3.14)
satisfies fx(t, x) = fˆ(t, x)e
−λˆtφˆ(x) by Eq.(3.7), and the dynamics of Xˆ is
dXˆt = (κ+ σ
′σ)(Xˆt) dt+ σ(Xˆt) dBˆt
= γ(Xˆt) dt+ σ(Xˆt) dB˜t
for γ = κ+ σ′σ + σ2φˆ′/φˆ. Applying the Feynman–Kac formula to Eq.(3.14), we have
−fˆt + 1
2
σ2(x)fˆxx + γ(x)fˆx = 0 , fˆ(0, x) = ((h/φ)
′/φˆ)(x) .
The function fˆ is C1,2 by Assumption 2.5 and every coefficient is continuously differentiable in
x in the above PDE; thus, the function fˆ is thrice differentiable in x. Taking the differentiation
in x, we get
−fˆxt + 1
2
σ2(x)fˆxxx + (γ + σ
′σ)(x)fˆxx + γ
′(x)fˆx = 0 , fˆx(0, x) = ((h/φ)
′/φˆ)′(x) .
Since (γ + σ′σ, σ,−γ′, ((h/φ)′/φˆ)′) satisfies Assumptions 2.1–2.5, we can construct the cor-
responding objects
X˜, P˜, (λ˜, φ˜), M˜ , f˜ , (Pt)t≥0, (Bt)t≥0 .
Note that the process X˜ satisfies
dX˜t = (γ + σ
′σ)(X˜t) dt+ σ(X˜t) dB˜t .
The process (fˆx(T − t, X˜t)e
∫ t
0 γ
′(X˜s) ds)0≤t≤T is assumed to be a martingale; thus,
fˆx(t, x) = E
P˜
x[e
∫ t
0 γ
′(X˜s) ds((h/φ)′/φˆ)′(X˜t)] = P˜T ((h/φ)′/φˆ)′(x) .
We apply the Hansen–Scheinkman decomposition here. Since (λ˜, φ˜) is the recurrent eigenpair
and
f˜(t, x) = EP˜x[M˜T (((h/φ)
′/φˆ)′/φ˜)(X˜t)] = E
P
x[(((h/φ)
′/φˆ)′/φ˜)(X˜t)]
is the remainder function, it follows, by Eq.(2.3), that
fˆx(t, x) = f˜(t, x)e
−λ˜tφ˜(x) .
Meanwhile, direct calculation gives
∂ξξpT
pT
−
(∂ξpT
pT
)2
− φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
=
fxx(T, ξ)
f(T, ξ)
−
(fx(T, ξ)
f(T, ξ)
)2
. (3.15)
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We estimate the two terms on the right-hand side. Eq.(3.8) states that
(fx(T, ξ)
f(T, ξ)
)2
≤ c1e−2λˆT (3.16)
for some positive constant c1. To estimate the term
fxx(T,ξ)
f(T,ξ) on the right-hand side of Eq.(3.15),
observe that Eq.(3.7) gives
fxx(t, x) = fˆx(t, x)e
−λˆtφˆ(x) + fˆ(t, x)e−λˆtφˆ′(x) = fˆx(t, x)e
−λˆtφˆ(x) +
φˆ′(x)
φˆ(x)
fx(t, x) .
Combined with fx(T,ξ)f(T,ξ) =
∂ξpT
pT
− φ′(ξ)φ(ξ) , Eq.(3.15) becomes
∂ξξpT
pT
−
(∂ξpT
pT
)2
− φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
− φˆ
′(ξ)
φˆ(ξ)
∂ξpT
pT
+
φˆ′(ξ)
φˆ(ξ)
φ′(ξ)
φ(ξ)
=
fˆx(T, ξ)φˆ(ξ)e
−λˆT
f(T, ξ)
−
(fξ(T, ξ)
f(T, ξ)
)2
=
f˜(T, ξ)e−(λ˜+λˆ)T φ˜(ξ)φˆ(ξ)
f(T, ξ)
−
(fξ(T, ξ)
f(T, ξ)
)2
.
Since f(T, ξ) and f˜(T, ξ) converge to nonzero constants as T → ∞, combined with Eq.(3.16),
we conclude that∣∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2
− φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
− φˆ
′(ξ)
φˆ(ξ)
∂ξpT
pT
+
φˆ′(ξ)
φˆ(ξ)
φ′(ξ)
φ(ξ)
∣∣∣∣∣ ≤ c(e−λ˜T + e−λˆT )e−λˆT
for some positive constant c, which is independent of T. In particular, by using Eq.(3.8), we
have ∣∣∣∣∂ξξpTpT −
φ′′(ξ)
φ(ξ)
∣∣∣∣ ≤ c′e−λˆT
for some positive constant c′, which is independent of T.
3.2 Sensitivities of the drift and diffusion terms
We conduct long-term sensitivity analysis with respect to perturbations of the drift and diffusion
terms. The variable ǫ below is a perturbation parameter.
Assumption 3.1. Let I be an open neighborhood of 0 and let b(ǫ)(x), σ(ǫ)(x), r(ǫ)(x), h(ǫ)(x) be
functions of two variables (ǫ, x) on I×D such that for each x they are continuously differentiable
in ǫ on I and b(0) = b, σ(0) = σ, r(0) = r, h(0) = h.
Assumption 3.2. For each ǫ ∈ I, the quadruple (b(ǫ), σ(ǫ), r(ǫ), h(ǫ)) satisfies Assumptions 2.1–
2.5.
From the above assumptions, the notations
X(ǫ), P(ǫ), (λ(ǫ), φ(ǫ)), M (ǫ), f (ǫ), (Pˆ(ǫ))t≥0 , (Bˆ(ǫ)t )t≥0
are self-explanatory. The process X(ǫ) satisfies
dX
(ǫ)
t = b
(ǫ)(X
(ǫ)
t ) dt+ σ(X
(ǫ)
t ) dBt
= κ(ǫ)(X
(ǫ)
t ) dt+ σ(X
(ǫ)
t ) dBˆ
(ǫ)
t
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where
κ(ǫ) := b(ǫ) + σ(ǫ)2φ(ǫ)x /φ
(ǫ) .
The perturbed pricing operator is
P(ǫ)T h(x) = EPx[e−
∫ T
0 r
(ǫ)(X
(ǫ)
s ) dsh(X
(ǫ)
T )]
and the remainder function is
f (ǫ)(t, x) = EPˆ
(ǫ)
x [(h
(ǫ)/φ(ǫ))(X
(ǫ)
t )] . (3.17)
Assumption 3.3. For each t ∈ [0,∞) and x ∈ D, the functions φ(ǫ)(x), φ(ǫ)x (x) and the func-
tions f (ǫ)(t, x), f
(ǫ)
x (t, x), f
(ǫ)
xx (t, x), f
(ǫ)
t (t, x) are continuously differentiable in ǫ on I.
For notational simplicity, we define
ℓ(ǫ) = ∂ǫκ
(ǫ) , ℓ = ℓ(0) , Σ(ǫ) = ∂ǫσ
(ǫ) , Σ = Σ(0) .
Assumption 3.4. Three expectations EPˆξ [
∫ t
0 (σΣ)(Xs)fxx(t−s,Xs) ds], EPˆξ [
∫ t
0 ℓ(Xs)fx(t−s,Xs) ds]
and EPˆξ [∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(Xt)] are uniformly bounded in t on [0,∞).
For ǫ ∈ I, consider the expectation
p
(ǫ)
T = E
P
ξ [e
−
∫ T
0 r
(ǫ)(X
(ǫ)
s ) dsh(ǫ)(X
(ǫ)
T )] = P(ǫ)T h(ǫ)(ξ) .
We are interested in the large-time behavior of
∂
∂ǫ
∣∣∣
ǫ=0
p
(ǫ)
T ,
which measures the sensitivity with respect to the perturbation parameter ǫ. The main idea is
the Hansen–Scheinkman decomposition, which allows the expectation p
(ǫ)
T to be expressed as
p
(ǫ)
T = φ
(ǫ)(ξ) e−λ
(ǫ)T f (ǫ)(T, ξ) .
By taking the differentiation in ǫ, after some manipulations, we have
1
T
∂
∂ǫ
∣∣∣
ǫ=0
ln p
(ǫ)
T +
∂
∂ǫ
∣∣∣
ǫ=0
λ(ǫ) =
1
T
(
∂
∂ǫ
∣∣
ǫ=0
φ(ǫ)(ξ)
φ(ξ)
+
∂
∂ǫ
∣∣
ǫ=0
f (ǫ)(T, ξ)
f(T, ξ)
)
. (3.18)
We will find sufficient conditions for the term
∂
∂ǫ
∣∣
ǫ=0
f (ǫ)(T, ξ)
f (ǫ)(T, ξ)
to be uniformly bounded in T. Then, Eq.(3.18) gives∣∣∣∣ 1T ∂∂ǫ
∣∣∣
ǫ=0
ln p
(ǫ)
T +
∂
∂ǫ
∣∣∣
ǫ=0
λ(ǫ)
∣∣∣∣ ≤ cT (3.19)
for some positive constant c, which is independent of T. Thus
1
T
∂
∂ǫ
∣∣∣
ǫ=0
ln p
(ǫ)
T → −
∂
∂ǫ
∣∣∣
ǫ=0
λ(ǫ)
as T → ∞ and its convergence rate is O(1/T ). Sufficient conditions with respect to the drift
perturbation and the diffusion perturbation are investigated in Section 3.2.1 and 3.2.2, respec-
tively.
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3.2.1 Drift-term sensitivity
This section investigates the long-term sensitivity with respect to a perturbation of the drift
term. We provide a sufficient condition for Eq.(3.19) to hold. Let (b(ǫ), σ, r(ǫ), f (ǫ)) be a
quadruple of functions satisfying Assumptions 2.1 – 2.5 on the consistent probability space
(Ω,F , (Ft)t≥0, (Pt)t≥0) having Brownian motion (Bt)t≥0. The diffusion function σ is not per-
turbed. Recall that if (κ+ σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1 – 2.5 on the consistent
probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) having Brownian motion (Bˆt)t≥0, we can construct the
corresponding objects
Xˆ, Pˆ , (λˆ, φˆ), Mˆ , fˆ , (P˜t)t≥0 , (B˜t)t≥0 .
Theorem 3.3. Suppose that the following conditions hold.
(i) The quadruple (b(ǫ), σ, r(ǫ), h(ǫ)) satisfies Assumptions 3.1– 3.4 on the consistent probability
space (Ω,F , (Ft)t≥0, (Pt)t≥0) having Brownian motion (Bt)t≥0.
(ii) The quadruple (κ + σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1 – 2.5 on the consistent
probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) having Brownian motion (Bˆt)t≥0.
Then, for each T > 0 the process(
f (0)ǫ (T − t,Xt) +
∫ t
0
ℓ(Xs)fx(T − s,Xs) ds
)
0≤t≤T
is a local martingale under the probability measure PˆT . For each T > 0 if this process is a
martingale or if f
(0)
ǫ satisfies
f (0)ǫ (T, ξ) = E
Pˆ
ξ
[ ∫ T
0
ℓ(Xt)fx(T − t,Xt) dt+ ∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )
]
, (3.20)
then ∣∣∣∣ 1T ∂∂ǫ
∣∣∣
ǫ=0
ln p
(ǫ)
T +
∂
∂ǫ
∣∣∣
ǫ=0
λ(ǫ)
∣∣∣∣ ≤ cT
for some positive constant c, which is independent of T.
Proof. Applying the Feynman–Kac formula to Eq.(3.17), we get
−f (ǫ)t +
1
2
σ2(x)f (ǫ)xx + κ
(ǫ)(x)f (ǫ)x = 0 , f
(ǫ)(0, x) = (h(ǫ)/φ(ǫ))(x)
for κ(ǫ) = b(ǫ)+σ2φ
(ǫ)
x /φ(ǫ). Let us differentiate this PDE in ǫ and evaluate it at ǫ = 0 (Assump-
tions 3.1 and 3.3). Then
−f (0)ǫt +
1
2
σ2(x)f (0)ǫxx + κ(x)f
(0)
ǫx + ℓ(x)f
(0)
x = 0 , f
(0)
ǫ (0, x) = ∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(x) .
Applying the Ito formula to the process (f
(0)
ǫ (T − t,Xt) +
∫ t
0 ℓ(Xs)fx(T − s,Xs) ds)0≤t≤T , it
follows that
d
(
f (0)ǫ (T − t,Xt) +
∫ t
0
ℓ(Xs)fx(T − s,Xs) ds
)
=
(− f (0)ǫt + 12σ2(Xt)f (0)ǫxx + κ(Xt)f (0)ǫx + ℓ(Xt)fx) dt+ σ(Xt)f (0)ǫx dBˆt = σ(Xt)f (0)ǫx dBˆt .
(3.21)
Thus, the process (f
(0)
ǫ (T − t,Xt) +
∫ t
0 ℓ(Xs)fx(T − s,Xs) ds)0≤t≤T is a local martingale under
the probability measure PˆT .
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Now, assume that
f (0)ǫ (T, ξ) = E
Pˆ
ξ
[ ∫ T
0
ℓ(Xt)fx(T − t,Xt) dt+ ∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )
]
.
This equality also holds if the process (f
(0)
ǫ (T − t,Xt) +
∫ t
0 ℓ(Xs)fx(T − s,Xs) ds)0≤t≤T is a
martingale because
f (0)ǫ (T, ξ) = E
Pˆ
ξ
[ ∫ T
0
ℓ(Xt)fx(T − t,Xt) dt+ f (0)ǫ (0,XT )
]
= EPˆξ
[ ∫ T
0
ℓ(Xt)fx(T − t,Xt) dt+ ∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )
]
.
Since two expectations EPˆξ [
∫ T
0 ℓ(Xt)fx(T − t,Xt) dt] and EPˆξ [∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )] are uniformly
bounded in T on [0,∞) by Assumption 3.4, the function f (0)ǫ (T, ξ) is also uniformly bounded in
T on [0,∞). Using Eq.(3.18), we obtain the desired result.
Remark 3.4. Under the same hypothesis of Theorem 3.3, we obtain the probabilistic represen-
tation
f (0)ǫ (T, ξ) = E
Pˆ
ξ
[ ∫ T
0
ℓ(Xt)fx(T − t,Xt) dt+ ∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )
]
presented in Eq.(3.20) if
EPˆξ
[ ∫ T
0
(σ(Xt)f
(0)
ǫx (T − t,Xt))2 dt
]
<∞ .
This is evident from Eq.(3.21) because the process (f
(0)
ǫ (T−t,Xt)+
∫ t
0 ℓ(Xs)fx(T−s,Xs) ds)0≤t≤T
is a martingale under the probability measure PˆT .
3.2.2 Diffusion-term sensitivity
This section investigates the long-term sensitivity with respect to a perturbation of the diffusion
term. We provide a sufficient condition for Eq.(3.19) to hold. Let (b(ǫ), σ(ǫ), r(ǫ), f (ǫ)) be a
quadruple of functions satisfying Assumptions 3.1 – 3.4 on the consistent probability space
(Ω,F , (Ft)t≥0, (Pt)t≥0) having Brownian motion (Bt)t≥0. The three quadruples listed in Table
1 are used in this section. We recall that Σ(ǫ) = ∂ǫσ
(ǫ) and Σ = Σ(0).
Theorem 3.4. Suppose that the following conditions hold.
(i) The quadruple (b(ǫ), σ(ǫ), r(ǫ), f (ǫ)) satisfies Assumptions 3.1– 3.4 on the consistent proba-
bility space (Ω,F , (Ft)t≥0, (Pt)t≥0) having Brownian motion (Bt)t≥0.
(ii) The quadruple (κ + σ′σ, σ,−κ′, (h/φ)′) satisfies Assumptions 2.1 – 2.5 on the consistent
probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0) having Brownian motion (Bˆt)t≥0.
(iii) The quadruple (γ+σ′σ, σ,−γ′, ((h/φ)′/φˆ)′) satisfies Assumptions 2.1 – 2.5 on the consistent
probability space (Ω,F , (Ft)t≥0, (P˜t)t≥0) having Brownian motion (B˜t)t≥0.
Then, for each T > 0 the process
(
f (0)ǫ (T − t,Xt) +
∫ t
0
((σΣ)(Xs)fxx(T − s,Xs) + ℓ(Xs)fx(T − s,Xs)) ds
)
0≤t≤T
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is a local martingale under the probability measure PˆT . For each T > 0 if this process is a
martingale or if f
(0)
ǫ satisfies
f (0)ǫ (T, ξ) = E
Pˆ
ξ
[ ∫ T
0
((σΣ)(Xt)fxx(T − t,Xt) + ℓ(Xt)fx(T − t,Xt)) dt
]
+ EPˆξ [∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )] ,
then ∣∣∣∣ 1T ∂∂ǫ
∣∣∣
ǫ=0
ln p
(ǫ)
T +
∂
∂ǫ
∣∣∣
ǫ=0
λ(ǫ)
∣∣∣∣ ≤ cT
for some positive constant c, which is independent of T.
Proof. Applying the Feynman–Kac formula to Eq.(3.17), we get
−f (ǫ)t +
1
2
σ(ǫ)2(x)f (ǫ)xx + κ
(ǫ)(x)f (ǫ)x = 0 , f
(ǫ)(0, x) = (h(ǫ)/φ(ǫ))(x)
for κ(ǫ) = b(ǫ) + σ(ǫ)2φ
(ǫ)
x /φ(ǫ). Let us differentiate this PDE in ǫ and evaluate it at ǫ = 0, then
−f (0)ǫt +
1
2
σ2(x)f (0)ǫxx + κ(x)f
(0)
ǫx + (σΣ)(x)f
(0)
xx + ℓ(x)f
(0)
x = 0 , f
(0)
ǫ (0, x) = ∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(x) .
From the Ito formula, one can show that the process
(
f (0)ǫ (T − t,Xt) +
∫ t
0
((σΣ)(Xs)fxx(T − s,Xs) + ℓ(Xs)fx(T − s,Xs)) ds
)
0≤t≤T
is a local martingale under the probability measure PˆT by checking that the dt term vanishes.
Suppose that fǫ satisfies
f (0)ǫ (T, ξ) = E
Pˆ
ξ
[ ∫ T
0
((σΣ)(Xt)fxx(T − t,Xt) + ℓ(Xt)fx(T − t,Xt)) dt
]
+ EPˆξ [∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )] .
This equality holds if the local martingale above is a martingale. Since three expectations
EPˆξ [
∫ T
0 (σΣ)(Xt)fxx(T − t,Xt) dt], EPˆξ [
∫ T
0 ℓ(Xt)fx(T − t,Xt) dt] and EPˆξ [∂ǫ|ǫ=0(h(ǫ)/φ(ǫ))(XT )] are
uniformly bounded in T on [0,∞) by Assumption 3.4, the function f (0)ǫ (T, ξ) is also uniformly
bounded in T on [0,∞). Using Eq.(3.18), we obtain the desired result.
4 Applications
We present applications of the previous results to three practical problems: utility maximization,
entropic risk measures and bond prices.
4.1 Utility maximization
This section discusses the classical utility maximization problem in complete markets as an ap-
plication. We first describe the general Ito process models to formulate the utility maximization
problem. Then, more specific models, namely factor models and local volatility models, are
discussed in Sections 4.1.1 and 4.1.2, respectively.
Let (Ω,F , (Ft)t≥0, (Pt)t≥0) be a consistent probability space having a d-dimensional Brow-
nian motion Z = (Z
(1)
t , · · · , Z(d)t )⊤t≥0. The filtration (Ft)t≥0 satisfies the usual condition. The
probability measures (Pt)t≥0 are referred to as the physical measures of the market. An Ito
process model is describes as follows.
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(i) The bank account, denoted as (Gt)t≥0, is a process given by
Gt = e
∫ t
0 ru du , t ≥ 0 (4.1)
where (rt)t≥0 is a progressively measurable process taking values in [0,∞) such that∫ T
0 ru du <∞ PT -almost surely for each T ≥ 0.
(ii) There are d stocks (St)t≥0 = (S
(1)
t , · · · , S(d)t )⊤t≥0 described as
S
(i)
t = S
(i)
0 e
∫ t
0 (µ
(i)
u −
1
2
|σ
(i)
u |
2) du+
∫ t
0 σ
(i)
u dZu , S
(i)
0 > 0 (4.2)
for i = 1, 2, · · · , d, where (µ(i)t )t≥0 is a progressively measurable process with
∫ T
0 |µ
(i)
u | du <
∞ PT -almost surely for each T ≥ 0, and (σ(i)t )t≥0 is a d-dimensional progressively mea-
surable row process with
∫ T
0 |σ
(i)
u |2 du <∞ PT -almost surely for each T ≥ 0.
For simpler expressions, we define a d-dimensional column process
(µt)t≥0 := (µ
(1)
t , · · · , µ(d)t )⊤t≥0
and a d× d-matrix process
(σt)t≥0 =


σ
(1)
t
σ
(2)
t
...
σ
(d)
t

 .
In the SDE form, we can write
dGt = rtGt dt
and
dSt = D(St)µt dt+D(St)σt dZt
where D(x) for x = (x1, · · · , xd)⊤ is the diagonal matrix whose i-th diagonal entry is xi for
i = 1, 2 · · · , d and off-diagonal entries are zero.
A self-financing portfolio is a pair (x, π) of a real number x and a d-dimensional progressively
measurable process (πt)t≥0 that is (St/Gt)0≤t≤T -integrable for each T ≥ 0. The value process
Π = (Πt)t≥0 = (Π
(x,π)
t )t≥0 of the portfolio (x, π) is given by
Π
(x,π)
t = xGt +Gt
∫ t
0
πu d(S/G)u . (4.3)
For a positive number x, let XT (x) denote the family of nonnegative value processes with initial
value x, i.e.,
XT (x) =
{
(Π
(x,π)
t )0≤t≤T : ∃ a self-financing portfolio (x, π) such that Π(x,π)t ≥ 0 for all 0 ≤ t ≤ T
}
.
Define
XT = XT (1) . (4.4)
We now construct a consistent family of risk-neutral measures (Qt)t≥0.
Assumption 4.1. Consider the following conditions.
(i) The d × d-matrix process σ : [0, T ] × Ω → Rd×d is invertible Leb ⊗ PT -almost surely for
each T ≥ 0.
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(ii) The process
θt := σ
−1
t (µt − rt1) , 0 ≤ t ≤ T (4.5)
is square-integrable, i.e.,
∫ T
0 |θu|2 du < ∞, PT -almost surely for each T ≥ 0. This process
θ is referred to as the market price of risk.
(iii) A local martingale
(e−
∫ t
0 θu dZu−
1
2
∫ t
0 |θu|
2 du)0≤t≤T
is a martingale under the probability measure PT for each T ≥ 0.
Remark 4.1. The fundamental theorem of asset pricing states that Assumption 4.1 is equivalent
to the NFLVR (no free lunch with vanishing risk) condition on time interval [0, T ] for each T > 0.
Refer to Delbaen and Schachermayer (1994).
Define a probability measure QT on FT by
LT :=
dQT
dPT
= e−
∫ T
0
θu dZu−
1
2
∫ T
0
|θu|2 du . (4.6)
Then, the probability measure QT is equivalent to PT and the processes S
(1)/G, · · · , S(d)/G are
QT -local martingales. As is well known, this measure QT is called the risk-neutral measure. It
is evident that the family of risk-neutral measures (Qt)t≥0 is consistent. Define a process W as
Wt =
∫ t
0
θu du+ Zt , t ≥ 0 .
Then, W is a Brownian motion on the consistent probability space (Ω,F , (Ft)t≥0, (Qt)t≥0) by
the Girsanov theorem.
In this market, an agent has a utility function U : [0,∞) → R for wealth. Assume that the
utility function is a power function of the form
u(x) = xν/ν
for ν < 0. This utility function is increasing, strictly concave, continuously differentiable and
satisfies the Inada conditions. For given unit initial endowment, the agent wants to maximize
the expected utility
max
Π∈XT
EP[U(ΠT )] ,
of which the long-term sensitivity with respect to small changes of the underlying process is of
interest to us.
Kramkov and Schachermayer (1999) states that the optimal portfolio value is
Π
(opt)
T = cT (U
′)−1(LT /GT ) = cT (LT /GT )
1/(ν−1)
where cT is a constant satisfying the budget constraint
1 = EQ[Π
(opt)
T /GT ] = cTE
Q[(LT /G
ν
T )
1/(ν−1)] .
Thus, the optimal expected utility is
EP[U(Π
(opt)
T )] = E
P[U(cT (LT /GT )
1/(ν−1))] =
1
ν
cνTE
P[(LT /GT )
ν/(ν−1)]
=
1
ν
EP[(LT /GT )
ν/(ν−1)]
(EQ[(LT /GνT )
1/(ν−1)])ν
=
1
ν
EQ[(LT /G
ν
T )
1/(ν−1)]
(EQ[(LT /GνT )
1/(ν−1)])ν
=
1
ν
(EQ[(LT /G
ν
T )
1/(ν−1)])1−ν .
21
Defining
uT = E
Q[(LT /G
ν
T )
1/(ν−1)] ,
the optimal expected utility satisfies
max
Π∈X
EP[U(ΠT )] = E
P[U(Π
(opt)
T )] = u
1−ν
T /ν .
Thus, the problem of studying the long-term sensitivity of the optimal expected utility boils
down to analyzing the expectation uT .
We can analyze the large-time behavior of uT for small changes of the underlying process as
follows. From Eq.(4.6), the Radon–Nikodym derivative LT is
LT = e
−
∫ T
0
θu dZu−
1
2
∫ T
0
|θu|2 du = e−
∫ T
0
θu dWu+
1
2
∫ T
0
|θu|2 du ,
thus
uT = E
Q[(LT /G
ν
T )
1/(ν−1)] = EQ[e
− 1
ν−1
∫ T
0
θu dWu+
1
2(ν−1)
∫ T
0
|θu|2 du−
ν
ν−1
∫ T
0
ru du]
= EP[e
ν
2(ν−1)2
∫ T
0 |θu|
2 du− ν
ν−1
∫ T
0 ru du]
where (Pt)t≥0 is a consistent family of probability measures defined from (Qt)t≥0 by the Girsanov
kernel 1ν−1θ, i.e., Pt is a probability measure on Ft given as
dPt
dQt
= e
− 1
ν−1
∫ t
0
θudWu−
1
2(ν−1)2
∫ t
0
|θu|2 du
. (4.7)
Here, the following condition was assumed for this change of measures.
Assumption 4.2. A local martingale
(e
− 1
ν−1
∫ t
0
θudWu−
1
2(ν−1)2
∫ t
0
|θu|2 du
)0≤t≤T
is a martingale under the probability measure QT for each T ≥ 0.
Then, a process B defined by
Bt :=
1
ν − 1
∫ t
0
θu du+Wt, t ≥ 0 (4.8)
is a Brownian motion on the consistent probability space (Ω,F , (Ft)t≥0, (Pt)t≥0).
We can summarize the arguments of this section as follows.
Proposition 4.1. Consider the Ito process model with the bank account and the d stocks stated
in Eq.(4.1) and Eq.(4.2), respectively. Under Assumptions 4.1 and 4.2, we define a consistent
family of probability measures (Pt)t≥0 by Eq.(4.7). Then, for the power utility function u(x) =
xν/ν, ν < 0 and the family of nonnegative wealth processes X in Eq.(4.4), the optimal expected
utility is
max
Π∈X
EP[U(ΠT )] = u
1−ν
T /ν
where
uT = E
P[e
ν
2(ν−1)2
∫ T
0
|θu|2 du−
ν
ν−1
∫ T
0
ru du
] . (4.9)
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4.1.1 Factor models
In this section, we investigate the long-term sensitivity of the optimal expected utility un-
der one-factor models driven by a multi-dimensional Brownian motion. Recall that Z =
(Z
(1)
t , · · · , Z(d)t )⊤t≥0 is a d-dimensional Brownian motion on a consistent probability space (Ω,F , (Ft)t≥0, (Pt)t≥0).
The probability measures (Pt)t≥0 are referred to as physical measures of the market.
(i) Let D be an open interval in R. A factor process is a one-dimensional Markov diffusion
process X with state space D satisfying
dXt = k(Xt) dt+ v(Xt) dZt , X0 = ξ (4.10)
where the function k : D → R and the row vector function v : D → Rd are continuously
differentiable.
(ii) The process (rt)t≥0 in Eq.(4.1) is given as
rt = r(Xt) (4.11)
for continuous function r(·) : D → R.
(iii) The processes (µt)t≥0 and (σt)t≥0 in Eq.(4.2) are given as
µt = µ(Xt) , σt = σ(Xt) (4.12)
for continuously differentiable functions µ(·) : D → Rd and σ(·) : D → Rd×d.
This gives the full description of the one-factor model.
The long-term sensitivity of the optimal expected utility in a factor model can be manipulated
to fit the underlying framework of this paper. As discussed in Proposition 4.1, it suffices to
analyze the expectation uT in Eq.(4.9). Under Assumptions 4.1 and 4.2, we have
uT = E
P[e
ν
2(ν−1)2
∫ T
0
|θ(Xu)|2 du−
ν
ν−1
∫ T
0
r(Xu) du
]
where θ : D → R is a function defined as θ(·) = σ−1(·)(µ(·) − r(·)1). Note that the process
(θ(Xt))t≥0 is the market price of risk presented in Eq.(4.5). Observe that the process (Bt)t≥0 in
Eq.(4.8) is a Brownian motion under the consistent family of probability measures (Pt)t≥0 and
that X satisfies
dXt = k(Xt) dt+ v(Xt) dZt
= (k − vθ)(Xt) dt+ v(Xt) dWt
=
(
k − ν
ν − 1vθ
)
(Xt) dt+ v(Xt) dBt .
By defining
r(·) = − ν
2(ν − 1)2 |θ(·)|
2 +
ν
ν − 1r(·) ,
the expectation uT is expressed as uT = E
P[e−
∫ T
0
r(Xu) du]. Thus, the quadruple of functions(
k(·)− ν
ν − 1v(·)θ(·), |v(·)|, r(·), 1
)
(4.13)
and the above expectation uT fit the underlying framework of this paper on the consistent
probability space (Ω,F , (Ft)t≥0, (Pt)t≥0) having Brownian motion
(Bt)t≥0 :=
( 1
ν − 1
∫ t
0
θu du+Wt
)
t≥0
.
We now investigate several specific examples. As one can see, the utility maximization
problem is specified by the factor process X, the short rate function r and the function θ
representing the market price of risk. Thus, it is more convenient to specify these rather than
the functions µ and σ in Eq.(4.12).
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Example 4.1. (The Heston model) Let D = (0,∞). Assume that the short rate is zero and the
stock price follows
dSt = µXtSt dt+
√
XtSt dZ
(1)
t , S0 > 0
dXt = k(m−Xt) dt+ vρ
√
Xt dZ
(1)
t + v
√
1− ρ2
√
Xt dZ
(2)
t , X0 = ξ
and that the market price of risk is θ(Xt) = (µ
√
Xt, 0)
⊤. Here, the parameters satisfy µ, v ∈ R,
k,m, ξ > 0 and −1 ≤ ρ ≤ 1. Then, the quadruple of functions in Eq.(4.13) is
(
km− (k + ν
ν − 1vρµ)x, v
√
x,− νµ
2
2(ν − 1)2x+
νr
ν − 1 , 1
)
, x ∈ D
and the optimal expected utility uT is
uT = E
P[e
νµ2
2(ν−1)2
∫ T
0
Xu du
]e−
νr
ν−1
T .
We can simplify this problem as follows. Define
a = k +
ν
ν − 1vρµ , b = km , σ = v , q = −
νµ2
2(ν − 1)2
and pT := E
P[e−q
∫ T
0 Xu du] (thus, uT = pT e
− νr
ν−1
T ). Then, the quadruple of functions
(b− ax, σ√x, qx, 1) , x ∈ D
and the expectation pT fit the underlying framework of this paper. The details of the long-term
sensitivities are discussed in Section 5.1.
Example 4.2. (The 3/2 model) Let D = (0,∞). Assume that the short rate is zero and the
stock price follows
dSt = µXtSt dt+
√
XtSt dZ
(1)
t , S0 > 0
dXt = k(m−Xt)Xt dt+ vρX3/2t dZ(1)t + v
√
1− ρ2X3/2t dZ(2)t , X0 = ξ > 0
and that the market price of risk is θ(Xt) = (µ
√
Xt, 0)
⊤. Then, the quadruple of functions in
Eq.(4.13) is
(
km− (k + ν
ν − 1vρµ)x
2, vx3/2,− νµ
2
2(ν − 1)2x+
νr
ν − 1 , 1
)
, x ∈ D
and the optimal expected utility uT is
uT = E
P[e
νµ2
2(ν−1)2
∫ T
0 Xu du]e−
νr
ν−1
T .
We can simplify this problem as follows. Define
a = k +
ν
ν − 1vρµ , b = km , σ = v , q = −
νµ2
2(ν − 1)2
and pT := E
P[e−q
∫ T
0
Xu du] (thus, uT = pT e
− νr
ν−1
T ). Then, the quadruple of functions
(b− ax2, σx3/2, qx, 1) , x ∈ D
and the expectation pT fit the underlying framework of this paper. The details of the long-term
sensitivities are discussed in Section 5.2.
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4.1.2 Local volatility models
We investigate the utility maximization problem in local volatility models. Consider a consistent
probability space (Ω,F , (Ft)t≥0, (Pt)t≥0) having one-dimensional Brownian motion Z = (Zt)t≥0.
The filtration (Ft)t≥0 satisfies the usual condition. The probability measures (Pt)t≥0 are referred
to as physical measures of the market. A local volatility model is described as follows.
(i) Assume that the short interest rate in Eq.(4.1) is a constant r ≥ 0.
(ii) Let D = (0,∞). A stock price is a Markov diffusion process (St)t≥0 with state space D.
Assume that S satisfies
dSt
St
= µ(St) dt+ σ(St) dZt
for continuously differentiable functions µ(·) : D → R and σ(·) : D → R. In other words,
the processes (µt)t≥0 and (σt)t≥0 in Eq.(4.2) are given as
µt = µ(St) , σt = σ(St) . (4.14)
This gives the full description of the local volatility model used in this paper.
The long-term sensitivity of the optimal expected utility can be analyzed by the same ar-
gument in Section 4.1.1. Under Assumptions 4.1 and 4.2, the optimal expected utility uT in
Proposition 4.1 is
uT = E
P[e
ν
2(ν−1)2
∫ T
0 θ
2(Su) du
]e−
νr
ν−1
T
where θ(·) := σ−1(·)(µ(·) − r). For convenience, we define
pT := E
P[e
ν
2(ν−1)2
∫ T
0 θ
2(Su) du
]
so that uT = pT e
− νr
ν−1
T . The process
(Bt)t≥0 :=
( ν
ν − 1
∫ t
0
θu du+ Zt
)
t≥0
is a Brownian motion on the consistent probability space (Ω,F , (Ft)t≥0, (Pt)t≥0), and the stock
price S follows
dSt
St
=
(− 1
ν − 1µ(St) +
νr
ν − 1
)
dt+ σ(St) dBt .
Thus, the quadruple of functions(
− 1
ν − 1µ(·) ·+
νr
ν − 1 , σ(·)·,−
ν
2(ν − 1)2 θ
2(·), 1
)
(4.15)
and the above expectation pT fit the underlying framework of this paper on the consistent
probability space (Ω,F , (Ft)t≥0, (Pt)t≥0) having Brownian motion (Bt)t≥0.
Example 4.3. (The CEV model) Let D = (0,∞). Assume that the stock price follows the CEV
model, which is given as a solution of
dSt
St
= k dt+ σSt
β dBt , X0 = ξ
for β, k, σ, ξ > 0. Then, the market price of risk is θ(St) =
k−r
σ S
−β
t . The quadruple of functions
in Eq.(4.15) is (νr − k
ν − 1 x, σx
β+1,− (k − r)
2ν
2σ2(ν − 1)2 x
−2β, 1
)
, x ∈ D
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and the expectation pT is
pT = E
P[e
(k−r)2ν
2σ2(ν−1)2
∫ T
0
S−2βu du
]
(thus, the optimal expected utility is uT = pT e
− νr
ν−1
T ). We can simplify this problem as follows.
Define
µ =
νr − k
ν − 1 , q = −
(k − r)2ν
2σ2(ν − 1)2 .
Then, the quadruple of functions
(µx, σxβ+1, qx−2β, 1) , x ∈ D
and the expectation pT = E
P[e−q
∫ T
0 S
−2β
u du] fit the underlying framework of this paper. The
details of the long-term sensitivities are discussed in Section 5.3.
4.2 Entropic risk measures
In this section, we investigate the long-term sensitivity of entropic risk measures. The entropic
risk measure of a portfolio value ΠT is defined as
ρ(ΠT ) =
1
ν
lnE(e−νΠT )
for the risk aversion parameter ν > 0. The main purpose of this section is to measure the extent
to which the entropic risk measure is affected by small perturbations of the underlying model.
First, we discuss how to formulate the entropic risk measure under general Ito process models.
Then, we consider specific models in Sections 4.2.1 and 4.2.2.
The entropic risk measure can be expressed in a manageable manner as follows. Recall the
Ito process model described in Eq.(4.1) and Eq.(4.2). In this section, the short rate is assumed
to be zero so that the bank account in Eq.(4.1) is identically equal to one. Without loss of
generality, we consider only portfolios with zero initial capital. For given self-financing portfolio
π, the value process (Πt)t≥0 = (Π
(π)
t )t≥0 is
Π
(π)
t =
∫ t
0
πu dSu (4.16)
as presented in Eq.(4.3). Then,
ρ(ΠT ) =
1
ν
lnEP(e−νΠT )
=
1
ν
lnEP(e−ν
∫ T
0
πuD(Su)µu du−ν
∫ T
0
πuD(Su)σu dZu)
=
1
ν
lnEP(e−ν
∫ T
0
(πuD(Su)µu−
1
2
ν|πuD(Su)σu|2) du)
where (Pt)t≥0 is a consistent family of probability measures defined by
dPt
dPt
= e−ν
∫ t
0 πuD(Su)σu dZu−
1
2
ν2
∫ t
0 |πuD(Su)σu|
2 du . (4.17)
Here, the following condition was assumed for this change of measures.
Assumption 4.3. A local martingale
(e−ν
∫ t
0
πuD(Su)σu dZu−
1
2
ν2
∫ t
0
|πuD(Su)σu|2 du)0≤t≤T
is a martingale under the physical measure PT for each T ≥ 0.
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We can summarize the above-mentioned arguments as follows.
Proposition 4.2. Consider the Ito process model with zero short rate and the d stocks in
Eq.(4.2), and let Π
(π)
T be the value at time T of a portfolio π presented in Eq.(4.16). Under
Assumption 4.3, we define a consistent family of probability measures (Pt)t≥0 by Eq.(4.17).
Then, the entropic risk measure of Π
(π)
T is
ρ(Π
(π)
T ) =
1
ν
lnEP(e−ν
∫ T
0 (πuD(Su)µu−
1
2
ν|πuD(Su)σu|2) du) . (4.18)
The process
Bt := Zt + ν
∫ t
0
σ⊤uD(Su)π
⊤
u du , t ≥ 0
is a Brownian motion on the consistent probability space (Ω,F , (Ft)t≥0, (Pt)t≥0).
4.2.1 Factor models
We consider the factor model as a specific case to investigate the entropic risk measure of
portfolios. The factor process X is given by Eq.(4.10),
dXt = k(Xt) dt+ v(Xt) dZt , X0 = ξ,
and the drift and volatility functions, µ(·) and σ(·), respectively, are given by Eq.(4.12). The
short rate in Eq.(4.11) is assumed to be zero. We consider a portfolio π such that πtD(St)
is determined by the factor Xt; more precisely, there is a continuously differentiable function
η : R→ Rd such that
πtD(St) = η(Xt) , t ≥ 0
and η(X)D−1(S) is S-integrable. By Eq.(4.18), the entropic risk measure is
ρ(Π
(π)
T ) =
1
ν
lnEP(e−ν
∫ T
0
(η(Xu)µ(Xu)−
1
2
ν|η(Xu)σ(Xu)|2) du)
=
1
ν
lnEP(e−ν
∫ T
0 r(Xu) du)
where
r(·) = η(·)µ(·) − 1
2
ν|η(·)σ(·)|2
and the factor process X satisfies
dXt = (k(Xt)− νv(Xt)σ⊤(Xt)η⊤(Xt)) dt+ v(Xt) dBt
for (Pt)t≥0-Brownian motion (Bt)t≥0. In conclusion, the quadruple of functions(
k(·) − νv(·)σ⊤(·)η⊤(·), |v(·)|, νr(·), 1
)
(4.19)
and the expectation uT := E
P[e−ν
∫ T
0
r(Xu) du] (thus, the entropic risk measure is ρ(Π
(π)
T ) =
1
ν lnuT ) fit the underlying framework of this paper.
Example 4.4. (Constant proportion portfolios in an affine model) We consider the entropic
risk measure of a constant proportion portfolio η(·) = η = (η1, · · · , ηd) ∈ Rd in an affine model.
Assume that the factor process X satisfies
dXt = k(m−Xt) dt+
√
Xtv dZt , X0 = ξ
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for k,m, ξ > 0 and v = (v1, · · · , vd) ∈ Rd and that the drift and the volatility of the d stocks
described in Eq.(4.12) are given as
µ(Xt) := (µi + γiXt)1≤i≤d , σ(Xt) := (
√
δij + ςijXt)1≤i,j≤d
for constants µi, γi ∈ R, δij , ςij ≥ 0, 1 ≤ i, j ≤ d. Then, the quadruple in Eq.(4.19) is(
k(m− x)− νv√xσ⊤(x)η⊤, |v|√x, ν(ηµ(x)− 1
2
ν|ησ(x)|2), 1
)
, x > 0
and the entropic risk measure is ρ(Π
(π)
T ) =
1
ν lnuT where
uT := E
P(e−ν
∫ T
0
(ηµ(Xu)−
1
2
ν|ησ(Xu)|2) du) .
As a specific example, let δij = 0 for 1 ≤ i, j ≤ d. Then, this problem can be simplified as follows.
Define
b = mk, a = k + ν
d∑
i,j=1
vi
√
ςij ηj , σ = |v|, q = ν
( d∑
i=1
ηiγi −
1
2
ν
∑
j
(∑
i
ηi
√
ςij
)2)
,
and we consider the case q > 0. The quadruple of functions
(b− ax, σ√x, qx, 1) , x > 0
and the expectation pT := E
P[e−q
∫ T
0
Xu du] (thus, uT = pT e
−Tν
∑d
i=1 ηiµi) fit the underlying frame-
work of this paper. The details of the long-term sensitivities are discussed in Section 5.1.
4.2.2 Local volatility models
This section investigates the entropic risk measure of portfolios in the local volatility model
presented in Eq.(4.14). We consider portfolios determined by the stock price, i.e., πt = π(St)
for continuously differentiable function π(·). By Eq.(4.18), the entropic risk measure is
ρ(Π
(π)
T ) =
1
ν
lnEP(e−ν
∫ T
0
(π(Su)µ(Su)Su−
1
2
νπ2(Su)σ2(Su)S2u) du)
=
1
ν
lnEP(e−ν
∫ T
0 r(Su) du)
where
r(·) = π(·)µ(·) · −1
2
νπ2(·)σ2(·) ·2
and the stock price process S satisfies
dSt = (µ(St)− νπ(St)σ2(St)St)St dt+ σ(St)St dBt (4.20)
for (Pt)t≥0-Brownian motion (Bt)t≥0. In conclusion, the quadruple of functions(
(µ(·) − νπ(·)σ2(·) · ) ·, σ(·) · , r(·), 1
)
(4.21)
and the expectation uT := E
P[e−ν
∫ T
0 r(Xu) du] fit the underlying framework of this paper.
Example 4.5. (Constant proportion portfolios I) We investigate the entropic risk measure of
a portfolio in the 3/2 model. Assume that the stock price follows
dSt = k(m− St)St dt+ vS3/2t dZt , S0 > 0 (4.22)
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for m,k, ξ > 0 and v 6= 0. In this example, we consider a constant proportion portfolio π(·) ·2 =
η ∈ R satisfying 0 < η < kmνv2 . Then, the quadruple in Eq.(4.21) is(
(km− νv2η − kx)x, vx3/2,−kη + η(km− 1
2
νv2η)x−1, 1
)
, x > 0
and the entropic risk measure is ρ(Π
(π)
T ) =
1
ν lnuT where
uT := E
P(e−νη(km−
1
2
νv2η)
∫ T
0 S
−1
u du)eνkηT .
It is noteworthy that the process S satisfies
dSt = (km− νv2η − kSt)St dt+ vS3/2t dBt
as presented in Eq.(4.20) and the process X := 1/S satisfies
dXt = (k + v
2 − (km− νv2η)Xt) dt− v
√
Xt dBt .
This problem can be simplified on the basis of the process X := 1/S being a CIR model. Define
b = k + v2, a = km− νv2η, σ = −v, q = νη(km− 1
2
νv2η) ,
then the quadruple of functions
(b− ax, σ√x, qx, 1) , x > 0
and the expectation pT := E
P[e−q
∫ T
0
Xu du] (thus, uT = pT e
νkηT ) fit the underlying framework of
this paper. The details of the long-term sensitivities are discussed in Section 5.1.
Example 4.6. (Constant proportion portfolios II) We investigate the entropic risk measure of
another portfolio in the 3/2 model. Assume that the stock price follows Eq.(4.22) for m,k, ξ > 0
and v 6= 0. In this example, we consider a constant proportion portfolio π(·) · = η ∈ R satisfying
− k
νv2
< η < 0. Then, the quadruple in Eq.(4.21) is
(
(km− (k + νv2η)x)x, vx3/2,mkη − η(k + 1
2
νv2η)x, 1
)
, x > 0
and the entropic risk measure is ρ(Π
(π)
T ) =
1
ν lnuT where
uT := E
P(eνη(k+
1
2
νv2η)
∫ T
0
Su du)e−νmkηT .
We can simplify this problem as follows. Define
a = k + νv2η , b = km , σ = v , q = −νη(k + 1
2
νv2η) .
Then, the quadruple of functions
(b− ax2, σx3/2, qx, 1) , x ∈ D
and the expectation pT := E
P[e−q
∫ T
0 Su du] (thus, uT = pT e
−νmkηT ) fit the underlying framework
of this paper. The details of the long-term sensitivities are discussed in Section 5.2.
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4.3 Bond prices
In this section, we study the long-term sensitivity of bond prices whose underlying short rate is
modeled by a Markov diffusion. Let (Pt)t≥0 be a consistent family of risk-neutral measures and
let X be a short interest rate process given by
dXt = k(Xt) dt+ v(Xt) dBt , X0 = ξ
for a (Pt)t≥0-Brownian motion (Bt)t≥0. Then, the bond price with maturity T is given by
pT := E
P[e−
∫ T
0
Xs ds] .
The quadruple of functions (k(·), v(·), · , 1) and pT satisfy the underlying framework of this
paper.
Example 4.7. (The CIR model) Assume that the short rate follows the CIR model
dXt = (b− aXt) dt+ σ
√
Xt dBt , X0 = ξ
for a, ξ > 0, σ 6= 0, 2b > σ2. Then, the bond price is pT = EP[e−
∫ T
0
Xs ds]. The long-term
sensitivity of pT is analyzed in Section 5.1.
Example 4.8. (The 3/2 model) Assume that the short rate follows the 3/2 model
dXt = (b− aXt)Xt dt+ σXt3/2 dBt , X0 = ξ
for b, σ, ξ > 0 and a > −σ2/2. Then, the bond price is pT = EP[e−
∫ T
0 Xs ds]. The long-term
sensitivity of pT is analyzed in Section 5.2.
5 Examples
Concrete examples are studied in this section. We describe three specific models: the CIR
model, the 3/2 model and the CEV model.
5.1 CIR model
We consider the CIR model
dXt = (b− aXt) dt+ σ
√
Xt dBt , X0 = ξ
for a, ξ > 0, σ 6= 0, 2b > σ2. As is well known, the process X stays positive, thus we put the
domain D = (0,∞). The expectation pT of our interest is
pT = E
P
ξ [e
−q
∫ T
0
Xs dsh(XT )]
where q > 0 and h : D → R is a nonzero, nonnegative, twice differentiable function with
polynomial growth h, h′, h′′. The processX and the expectation pT are specified by the quadruple
of functions (b− ax, σ√x, qx, h(x)), x ∈ D.
We are interested in the large-time behavior of pT for small perturbations of the parameters
ξ, b, a and σ. It can be shown that the corresponding recurrent eigenpairs are
(λ, φ(x)) = (bη, e−ηx) , (λˆ, φˆ(x)) = (λ˜, φ˜(x)) = (α, 1)
where
α :=
√
a2 + 2qσ2 , η :=
α− a
σ2
.
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For the long-term first-order and second-order sensitivities with respect to the initial-value, we
have ∣∣∣∣∂ξpTpT + η
∣∣∣∣ ≤ ce−αT ,
∣∣∣∣∂ξξpTpT − η2
∣∣∣∣ ≤ ce−αT
for some positive constant c. We can also provide a higher-order convergence rate of the second-
order sensitivity as ∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2∣∣∣∣ ≤ ce−2αT
for some positive constant c. The long-term sensitivities with respect to the parameters b, a and
σ are described as ∣∣∣∣ 1T ∂bpTpT + η
∣∣∣∣ ≤ cT∣∣∣∣ 1T ∂apTpT +
b
σ2
( a
α
− 1
)∣∣∣∣ ≤ cT∣∣∣∣ 1T ∂σpTpT + 2b
( q
ασ
− α− a
σ3
)∣∣∣∣ ≤ cT
for some positive constant c. For the proofs of these asymptotic behaviors, see Appendix A.
5.2 3/2 model
In this section, we consider the 3/2 model
dXt = (b− aXt)Xt dt+ σXt3/2 dBt , X0 = ξ
for b, σ, ξ > 0 and a > −σ2/2. As is well known, the process X stays positive, thus we put the
domain D = (0,∞). The expectation pT of our interest is
pT = E
P
ξ [e
−q
∫ T
0
Xs dsh(XT )]
where q > 0 and h : D → R is a nonzero, nonnegative, twice differentiable function with
polynomial growth h, h′, h′′. The processX and the expectation pT are specified by the quadruple
of functions ((b− ax)x, σx3/2, qx, h(x)), x ∈ D.
We are interested in the large-time behavior of pT for small perturbations of the parameters
ξ, b, a and σ. It can be shown that the corresponding recurrent eigenpairs are
(λ, φ(x)) := (bη, x−η) , (λˆ, φˆ(x)) = (λ˜, φ˜(x)) = (b, x−2)
where
η :=
√
(a+ σ2/2)2 + 2qσ2 − (a+ σ2/2)
σ2
.
For the long-term first-order and second-order sensitivities with respect to the initial-value, we
have ∣∣∣∣∂ξpTpT +
η
ξ
∣∣∣∣ ≤ ce−bT ,
∣∣∣∣∂ξξpTpT −
η(η + 1)
ξ2
∣∣∣∣ ≤ ce−bT
for some positive constant c. We can also provide a higher-order convergence rate of the second-
order sensitivity as ∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2
+
2
ξ
∂ξpT
pT
+
η
ξ2
∣∣∣∣ ≤ ce−2bT
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for some positive constant c. The long-term sensitivities with respect to the parameters b, a and
σ are described as∣∣∣∣ 1T ∂bpTpT + η
∣∣∣∣ ≤ cT∣∣∣∣∣ 1T ∂apTpT −
b
σ2
√
(a+ σ2/2)2 + 2qσ2 − (a+ σ2/2)√
(a+ σ2/2)2 + 2qσ2
∣∣∣∣∣ ≤ cT∣∣∣∣∣ 1T ∂σpTpT +
b(a+ σ2/2 + 2q −
√
(a+ σ2/2)2 + 2qσ2)
σ
√
(a+ σ2/2)2 + 2qσ2
− 2b
σ3
(
√
(a+ σ2/2)2 + 2qσ2 − a− σ2/2)a
∣∣∣∣∣ ≤ cT
for some positive constant c. For the proofs of these asymptotic behaviors, see Appendix B.
5.3 CEV model I
In this section, we consider the CEV model
dXt
Xt
= (µ− θX2βt ) dt+ σXtβ dBt , X0 = ξ
for β, µ, ξ > 0, σ 6= 0, θ ≥ 0. As is well known, the process X stays positive, thus we put the
domain D = (0,∞). When θ = 0, the process X is the standard CEV model. The expectation
pT of our interest is
pT := E
P[e−q
∫ T
0
X−2βt dt]
for q > 0. The process X and the expectation pT are specified by the quadruple of functions
((µ − θx2β)x, σxβ+1, qx−2β , 1), x ∈ D.
The CEV model can be transformed into the CIR model by defining Yt = X
−2β
t . By the Ito
formula,
dYt = (b− aYt) dt+Σ
√
Yt dBt , Y0 = ξ
−2β
where
b = 2βθ + β(2β + 1)σ2 , a = 2βµ , Σ = −2βσ .
Note that b > Σ2/2 so that the Feller condition is satisfied. The expectation pT is
pT = E
P[e−q
∫ T
0
Yt dt] .
The sensitivities of the expectation pT for the CIR model Y have already been analyzed in
Section 5.1, thus we use the previous results. The corresponding recurrent eigenpairs are
(λ, φ(x)) =
(
θη +
(
β +
1
2
)
σ2η, e
− η
2β
x−2β)
, (λˆ, φˆ(x)) = (λ˜, φ˜(x)) = (2β
√
µ2 + 2qσ2, 1)
where η :=
√
µ2+2qσ2−µ
σ2
.
For the long-term first-order and second-order sensitivities with respect to the initial-value,
we have∣∣∣∣∂ξpTpT − 2βηξ−2β−1
∣∣∣∣ ≤ ce−2β√µ2+2qσ2T ,
∣∣∣∣∂ξξpTpT − 2βη(2βηξ−2β − 2β − 1)ξ−2β−2
∣∣∣∣ ≤ ce−2β√µ2+2qσ2T
for some positive constant c. We can also provide a higher-order convergence rate of the second-
order sensitivity as∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2
+ 2βη(2β + 1)ξ−2β−2
∣∣∣∣ ≤ ce−4β√µ2+2qσ2T .
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The long-term sensitivities with respect to the parameters µ, θ, σ and β are described as∣∣∣∣∣ 1T ∂µpTpT −
( θ
σ2
+ β +
1
2
)√µ2 + 2qσ2 − µ√
µ2 + 2qσ2
∣∣∣∣∣ ≤ cT∣∣∣∣∣ 1T ∂θpTpT +
√
µ2 + 2qσ2 − µ
σ2
∣∣∣∣∣ ≤ cT∣∣∣∣∣ 1T ∂σpTpT +
qσ4(2β + 1)− 2θ(µ2 + qσ2)
σ3
√
µ2 + 2qσ2
+
2θµ
σ3
∣∣∣∣∣ ≤ cT∣∣∣∣ 1T ∂βpTpT +
√
µ2 + 2qσ2 − µ
∣∣∣∣ ≤ cT
for some positive constant c.
5.4 CEV model II
We consider the CEV model
dXt
Xt
= (µ− θX2βt ) dt+ σXtβ dBt , X0 = ξ
for β, µ, ξ > 0, σ 6= 0, θ ≥ 0. Since the process X stays positive, we put the domain D = (0,∞).
The expectation pT of our interest is
pT := E
P[e−q
∫ T
0
X2βt dt]
for q > 0. The process X and the expectation pT are specified by the quadruple of functions
((µ − θx2β)x, σxβ+1, qx2β , 1), x ∈ D.
The CEV model can be transformed into the 3/2 model by defining Yt = X
2β
t . By the Ito
formula,
dYt = (b− aYt)Yt dt+ΣY 3/2t dBt , Y0 = ξ2β
where
b = 2βµ , a = 2βθ − β(2β − 1)σ2 , Σ = 2βσ .
Note that a > −Σ2/2. The expectation pT is
pT = E
P[e−q
∫ T
0 Yt dt] .
The sensitivities of the expectation pT for the 3/2 model Y have already been analyzed in
Section 5.2, thus we use the previous results. The corresponding recurrent eigenpairs are
(λ, φ(x)) = (µη, x−2βη) , (λˆ, φˆ(x)) = (λ˜, φ˜(x)) = (2βµ, x−4β)
where
η :=
√
(θ + σ2/2)2 + 2qσ2 − (θ + σ2/2)
σ2
.
For the long-term first-order and second-order sensitivities with respect to the initial-value,
we have ∣∣∣∣∂ξpTpT +
2βη
ξ
∣∣∣∣ ≤ ce−2βµT ,
∣∣∣∣∂ξξpTpT −
2βη(2βη + 1)
ξ2
∣∣∣∣ ≤ ce−2βµT
for some positive constant c. We can also provide a higher-order convergence rate of the second-
order sensitivity as∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2
+
4β
ξ
∂ξpT
pT
+
2βη(4β − 1)
ξ2
∣∣∣∣ ≤ ce−4βµT .
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The long-term sensitivities with respect to the parameters µ, θ, σ and β are described as∣∣∣∣ 1T ∂µpTpT + η
∣∣∣∣ ≤ cT∣∣∣∣∣ 1T ∂θpTpT −
µ
σ2
√
(θ + σ2/2)2 + 2qσ2 − (θ + σ2/2)√
(θ + σ2/2)2 + 2qσ2
∣∣∣∣∣ ≤ cT∣∣∣∣∣ 1T ∂σpTpT +
µ(θ + σ2/2 + 2q −
√
(θ + σ2/2)2 + 2qσ2)
σ
√
(θ + σ2/2)2 + 2qσ2
− 2µ
σ3
(
√
(θ + σ2/2)2 + 2qσ2 − θ − σ2/2)θ
∣∣∣∣∣ ≤ cT∣∣∣∣∂βpTpT
∣∣∣∣ ≤ c
for some positive constant c.
6 Conclusion
This paper investigated the large-time asymptotic behavior of the sensitivities of cash flows.
The price of cash flows is given in expectation form as
pT = E
P
ξ [e
−
∫ T
0 r(Xs) dsh(XT )] . (6.1)
We studied the extent to which this expectation is affected by small changes of the underlying
Markov diffusion X. The main idea is a PDE representation of the expectation by incorporat-
ing the Hansen–Scheinkman decomposition method. The sensitivities of long-term cash flows
and their large-time convergence rates can be represented via simple expressions in terms of
eigenvalues and eigenfunctions of the pricing operator h 7→ EPξ [e−
∫ T
0
r(Xs) dsh(XT )].
Essentially, we demonstrated two types of long-term sensitivities. First, the first-order and
second-order sensitivities with respect to the initial value ξ = X0 were investigated. Using the
Hansen–Scheinkman decomposition, we can express the expectation pT as
pT = φ(ξ) e
−λT f(T, ξ)
with recurrent eigenpair (λ, φ) and remainder function f(T, ξ).Applying the Hansen–Scheinkman
decomposition repeatedly, the derivative fx(T, ξ) has the decomposition
fx(T, ξ) = φˆ(ξ)e
−λˆT fˆ(T, ξ)
with recurrent eigenpair (λˆ, φˆ) and remainder function fˆ(T, ξ). Under appropriate conditions,
the first-order sensitivity and its convergence rate with respect to the initial value are given by∣∣∣∣∂ξpTpT −
φ′(ξ)
φ(ξ)
∣∣∣∣ ≤ ce−λˆT , T ≥ 0
for some positive constant c, which is independent of T. For the second-order sensitivity respect
to the initial value, a similar expression is obtained. We have∣∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2
− φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
− φˆ
′(ξ)
φˆ(ξ)
∂ξpT
pT
+
φˆ′(ξ)
φˆ(ξ)
φ′(ξ)
φ(ξ)
∣∣∣∣∣ ≤ c(e−λ˜T + e−λˆT )e−λˆT
for some positive constant c, which is independent of T, where λ˜ is a recurrent eigenvalue.
Second, the sensitivities with respect to the drift and diffusion terms were demonstrated.
From the Hansen–Scheinkman decomposition, the perturbed expectation pǫT = E
P
ξ [e
−
∫ T
0 r(X
ǫ
s) dsf(XǫT )]
induced by the perturbed process Xǫ is expressed as
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p
(ǫ)
T = φ
(ǫ)(ξ) e−λ
(ǫ)T f (ǫ)(T, ξ)
with recurrent eigenpair (λ(ǫ), φ(ǫ)) and remainder function f (ǫ)(T, ξ). The long-term sensitivity
of p
(ǫ)
T with respect to the perturbation parameter ǫ can be expressed in a simple form as∣∣∣∣ 1T ∂∂ǫ
∣∣∣
ǫ=0
ln p
(ǫ)
T +
∂
∂ǫ
∣∣∣
ǫ=0
λ(ǫ)
∣∣∣∣ ≤ cT
for some positive constant c, which is independent of T.
We presented applications of these results to three practical problems: utility maximization,
entropic risk measures and bond prices. Under factor models and local volatility models, these
problems can be transformed into the expectation form in Eq.(6.1). As specific examples, ex-
plicit formulas for several market models, namely the CIR model, the 3/2 model and the CEV
model, were investigated.
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A CIR model
Let (Ω,F , (Ft)t≥0, (Pt)t≥0) be a consistent probability space that has a one-dimensional Brown-
ian motion B = (Bt)t≥0. The filtration (Ft)t≥0 is the completed filtration generated by B. The
CIR model is a process given as a solution of
dXt = (b− aXt) dt+ σ
√
Xt dBt , X0 = ξ
for a, σ, ξ > 0 and 2b > σ2. For q > 0 and a nonzero nonnegative function h with polynomial
growth, we define
pT = E
P[e−q
∫ T
0
Xs dsh(XT )] .
It can be shown that the quadruple of functions
(b− ax, σ√x, qx, h(x)) , x > 0
satisfies Assumptions 2.1 – 2.5. The recurrent eigenpair is
(λ, φ(x)) := (bη, e−ηx)
where
α :=
√
a2 + 2qσ2 , η :=
α− a
σ2
.
Under the consistent family of recurrent eigen-measures (Pˆt)t≥0, the process
Bˆt = ση
∫ t
0
√
Xs ds+Bt , t ≥ 0
is a Brownian motion, and X follows
dXt = (b− αXt) dt+ σ
√
Xt dBˆt .
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Using the Hansen–Scheinkman decomposition, we have
pT = E
P
ξ [e
−q
∫ T
0 Xs dsh(XT )] = E
Pˆ
ξ [h(XT )e
ηXT ] e−ηξ e−λT . (A.1)
For t ∈ [0,∞) and x > 0, the remainder function is
f(t, x) = EPˆx[h(Xt)e
ηXt ] (A.2)
so that pT = f(T, ξ)e
−ηξe−λT . For nonzero and nonnegative h with polynomial growth, it is
easy to show that f(T, ξ) converges to a positive constant as T →∞ by using Lemma A.1. It is
also easy to check that f is C1,2 by considering the density function of Xt. We will investigate
the behavior of the function f(T, ξ) by expressing this function as a solution of a second-order
differential equation. Using the Feynman–Kac formula, the function f satisfies
−ft + 1
2
σ2xfxx + (b− αx)fx = 0 , f(0, x) = h(x)eηx . (A.3)
Lemma A.1. Let Bˆ be a Brownian motion on the consistent probability space (Ω,F , (Ft)t≥0, (Pˆt)t≥0).
Suppose that X is a solution of
dXt = (b− αXt) dt+ σ
√
Xt dBˆt , X0 = ξ
where α, σ, ξ > 0 and 2b > σ2. Then, for β < 2α/σ2, we have
EPˆ[eβXT ] =
( 1
1− βc(T )
)2b/σ2
e
β
1−βc(T )
e−αT ξ
where c(T ) := σ2(1 − e−αT )/2α. Thus, in this case,
EPˆ[eβXT ] ≤
( 1
1− βσ2/2α
)2b/σ2
e
β
1−βσ2/2α
e−αT ξ
,
and
lim
T→∞
EPˆ[eβXT ] =
( 1
1− βσ2/2α
)2b/σ2
.
Refer to (Jeanblanc et al., 2009, Corollary 6.3.4.4) for the proof.
A.1 First-order sensitivity of ξ
We estimate the large-time asymptotic behavior of the first-order sensitivity of pT with respect
to the initial value ξ. In this section, assume that h is continuously differentiable and that h
and h′ have polynomial growth. From Eq.(A.1), it follows that
∂ξpT
pT
=
fx(T, ξ)
f(T, ξ)
− η . (A.4)
The function fx(t, x) satisfies
−fxt + 1
2
σ2xfxxx +
(
b+
1
2
σ2 − αx
)
fxx − αfx = 0 , fx(0, x) = (h′(x) + ηh(x))eηx , (A.5)
which is obtained from Eq.(A.3) by taking the differentiation in x. Note that since f is C1,2
and every coefficient is continuously differentiable in x in Eq.(A.3), the function f is thrice
continuously differentiable in x. It is easy to show that the quadruple of functions
(b+ σ2/2− αx, σ√x, α, (h′ + ηh)eηx) , x > 0
satisfies Assumptions 2.1 – 2.5. The corresponding process Xˆ is the solution of
dXˆt = (b+ σ
2/2− αXˆt) dt+ σXˆ1/2t dBˆt .
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Lemma A.2. The remainder function f satisfies
fx(t, x) = E
Pˆ[(h′(Xˆt) + ηh(Xˆt))e
ηXˆt |Xˆ0 = x]e−αt (A.6)
for x > 0 and t ≥ 0.
Proof. Define g(t, x) := fx(t, x)φ(x). Eq.(A.5) gives
− gt + 1
2
σ2xgxx + (b+ σ
2/2− ax)gx +
(
− 1
2
(α+ a)ηx+ (b+ σ2/2)η − α
)
g = 0
g(0, x) = h′(x) + ηh(x) .
Consider a consistent family (Qt)t≥0 of probability measures where each Qt is a probability
measure on Ft defined as
dQt
dPˆt
=
φ(Xˆ0)
φ(Xˆt)
e
∫ t
0
Lˆφ(Xˆs)
φ(Xˆs)
ds
= eη(Xˆt−x)+
∫ t
0
1
2
(α+a)ηXˆs−(b+σ2/2)η ds = e−
1
2
σ2η2
∫ t
0 Xˆs ds+ση
∫ t
0 Xˆ
1/2
s dBˆs .
It is easy to check that Xˆ satisfies
dXˆt = (b+ σ
2/2− αXˆt) dt+ σXˆ1/2t dBˆt
= (b+ σ2/2− aXˆt) dt+ σXˆ1/2t dBQt
for a (Qt)t≥0-Brownian motion (B
Q
t )t≥0. By (Pinsky, 1995, Theorem 5.1.8), since this process
does not reach the boundaries under the consistent family of probability measures (Qt)t≥0, the
QT -local martingale (e
− 1
2
σ2η2
∫ t
0 Xˆs ds+ση
∫ t
0 Xˆ
1/2
s dBˆs)0≤t≤T is a QT -martingale. Observe that the
operator Lˆ given as
Lˆf = 1
2
σ2xf ′′(x) + (b+ σ2/2− ax)f ′(x)
is the infinitesimal generator of Xˆ under the consistent family of probability measures (Qt)T≥0,
and for φ(x) = e−ηx, we get
Lˆφ(x) = (1
2
(α+ a)ηx− (b+ σ2/2)η)e−ηx .
The Feynman–Kac formula (Remark 3.3 or Proposition 3.1) gives that
fx(t, x)φ(x) = g(t, x) = E
Q
[
e
∫ t
0 −
1
2
(α+a)ηXˆs+(b+σ2/2)η−α ds(h′(Xˆt) + ηh(Xˆt))
∣∣Xˆ0 = x]
= EQ
[
e−
∫ t
0
Lˆφ
φ
(Xˆs) ds φ(Xˆt)
φ(Xˆ0)
e
∫ t
0 −αds(h′(Xˆt) + ηh(Xˆt))e
ηXˆt
∣∣∣Xˆ0 = x]φ(x)
= EQ
[ dPˆt
dQt
e−αt(h′(Xˆt) + ηh(Xˆt))e
ηXˆt
∣∣∣Xˆ0 = x]φ(x)
= EPˆ
[
(h′(Xˆt) + ηh(Xˆt))e
ηXˆt
∣∣Xˆ0 = x]φ(x)e−αt ,
which implies that
fx(t, x) = E
Pˆ
[
(h′(Xˆt) + ηh(Xˆt))e
ηXˆt
∣∣Xˆ0 = x]e−αt .
Condition (iv) of Proposition 3.1 can be confirmed from Lemma A.1 and the density function
of Xt, and the other conditions are trivial.
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Using Eq.(A.6), we can obtain the large-time behavior of ∂ξpT . Since h and h
′ have poly-
nomial growth, for η < β < 2α/σ2, there is a positive constant c0 = c0(β) such that |h′(x) +
ηh(x)|eηx ≤ c0eβx for x > 0. From Lemma A.1, we have
|fx(t, x)|eαt ≤ EPˆ
[
|h′(Xˆt) + ηh(Xˆt)|eηXˆt
∣∣∣Xˆ0 = x] ≤ c0EPˆ[eβXˆt |Xˆ0 = x]
≤ c0
( 1
1− βσ2/2α
)1+2b/σ2
e
β
1−βσ2/2α
e−αtx ≤ c1
(A.7)
for some positive constant c1 which depends on x but does not depend on t. It follows that
|fx(t, x)| ≤ c1e−αt . (A.8)
Therefore, ∣∣∣∣∂ξpTpT + η
∣∣∣∣ =
∣∣∣∣fx(T, ξ)f(T, ξ)
∣∣∣∣ ≤ c2e−αT
for some positive constant c2. This gives the desired result.
A.2 Second-order sensitivity of ξ
We analyze the second-order sensitivity with respect to the initial value ξ. In this section,
assume that h is twice continuously differentiable and that h, h′, h′′ have polynomial growth.
From Eq.(A.4), we know that
∂ξξpT
pT
=
fxx(T, ξ)
f(T, ξ)
− 2ηfx(T, ξ)
f(T, ξ)
+ η2 . (A.9)
Since we already estimated the large-time asymptotic behavior of fx(T, ξ), it suffices to investi-
gate the second-order derivative fxx(T, ξ). Define P˜ := Pˆ (to be consistent with the notations in
Table 1) and
fˆ(t, x) := EP˜[(h′(Xˆt) + ηh(Xˆt))e
ηXˆt |Xˆ0 = x]
so that fx(t, x) = fˆ(t, x)e
−αt, which gives
fxx(t, x) = fˆx(t, x)e
−αt .
By the Feynman–Kac formula, we have
−fˆt + 1
2
σ2xfˆxx + (b+ σ
2/2− αx)fˆx = 0 , fˆ(0, x) = (h′(x) + ηh(x))eηx .
Since fˆ is C1,2 and every coefficient is continuously differentiable in x, the function fˆ is thrice
continuously differentiable in x. Differentiate this PDE in x, then
− fˆxt + 1
2
σ2xfˆxxx + (b+ σ
2 − αx)fˆxx − αfˆx = 0 , fˆx(0, x) = (h′′(x) + 2ηh′(x) + η2h(x))eηx .
It is easy to show that the quadruple of functions
(b+ σ2 − αx, σ√x, α, (h′′(x) + 2ηh′(x) + η2h(x))eηx) , x > 0
satisfies Assumptions 2.1 – 2.5. The corresponding process X˜ is a solution of
dX˜t = (b+ σ
2 − αX˜t) dt+ σX˜1/2t dB˜t .
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We observe that fˆx(t, x) satisfies
fˆx(t, x) = E
P˜[(h′′(X˜t) + 2ηh
′(X˜t) + η
2h(X˜t))e
ηX˜t |X˜0 = x]e−αt .
This is directly obtained from Proposition 3.1 by the same argument used in the derivation of
Eq.(A.6).
To analyze fˆx(t, x), we apply the same argument used in Eq.(A.7) and Eq.(A.8). For η < β <
2α/σ2, there is a positive constant c0 = c0(β) such that |(h′′(x)+ 2ηh′(x) + η2h(x))|eηx ≤ c0eβx
for x > 0. Using Lemma A.1, we have
|fˆx(t, x)|eαt ≤ EP˜
[
|h′′(X˜t) + 2ηh′(X˜t) + η2h(X˜t)|eηX˜t
∣∣∣X˜0 = x]
≤ c0EP˜[eβX˜t |X˜0 = x]
≤ c0
( 1
1− βσ2/2α
)1+2b/σ2
e
β
1−βσ2/2α
e−αtx ≤ c1
(A.10)
for some positive constant c1 which depends on x but does not depend on t. It follows that
|fˆx(t, x)| ≤ c1e−αt ,
which gives
|fxx(t, x)| = |fˆx(t, x)|e−αt ≤ c1e−2αt . (A.11)
Therefore, ∣∣∣∣∂ξξpTpT − η2
∣∣∣∣ ≤
∣∣∣∣fξξ(T, ξ)f(T, ξ)
∣∣∣∣+ 2η
∣∣∣∣fξ(T, ξ)f(T, ξ)
∣∣∣∣ ≤ c2e−αT
for some positive constant c2. We can also provide a higher-order convergence rate as follows.
From Eq.(A.4) and Eq.(A.9),
∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2∣∣∣∣ ≤
∣∣∣∣fξξ(T, ξ)f(T, ξ)
∣∣∣∣+
(
fξ(T, ξ)
f(T, ξ)
)2
≤ c3e−2αT
for some positive constant c3.
A.3 Sensitivity of b
We investigate the large-time asymptotic behavior of the sensitivity with respect to the pa-
rameter b. In this section, assume that h is continuously differentiable and that h and h′ have
polynomial growth. Using Eq.(A.1) and Eq.(A.2), since η is independent of b and λ = bη, we
have
∂bpT
pT
=
fb(T, ξ)
f(T, ξ)
− ηT .
It can be easily shown that f is continuously differentiable in b by considering the density
function of Xt or by using (Park, 2018, Theorem 4.8). We focus on the large-time behavior of
fb(T, ξ). Differentiate Eq.(A.3) in b, then
−fbt + 1
2
σ2xfbxx + (b− αx)fbx + fx = 0 , fb(0, x) = 0 .
From the Feynman–Kac formula, one can show that
fb(t, x) = E
Pˆ
x
[ ∫ t
0
fx(t− s,Xs) ds
]
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by the same method used in the proof of Lemma A.2.
We can estimate the expectation on the right-hand side by using the same method in Section
A.1. For η < β < α/σ2, Eq.(A.6) and Eq.(A.7) implies that
|fx(t− s, x)| ≤ c0
( 1
1− βσ2/2α
)1+2b/σ2
e
β
1−βσ2/2α
e−α(t−s)x
e−α(t−s) ≤ c1eγxe−α(t−s) (A.12)
where
c1 := c0
( 1
1− βσ2/2α
)1+2b/σ2
, γ :=
β
1− βσ2/2α .
Then,
|fb(t, x)| ≤ EPˆx
[ ∫ t
0
|fx(t− s,Xs)| ds
]
=
∫ t
0
EPˆx|fx(t− s,Xs)| ds ≤ c1
∫ t
0
e−α(t−s)EPˆx[e
γXs ] ds .
Since γ < 2α/σ2, by Lemma A.1, the expectation EPˆx[e
γXs ] is bounded in s on [0,∞). Thus,
there is a positive constant c2 such that E
Pˆ
x[e
γXs ] ≤ c2α/c1, which gives
|fb(t, x)| ≤ c2α
∫ t
0
e−α(t−s) ds = c2(1− e−αt) .
Since f(T, ξ) converges to a positive constant as T →∞, we conclude that∣∣∣∣ 1T ∂bpTpT + η
∣∣∣∣ = 1T
∣∣∣∣fb(T, ξ)f(T, ξ)
∣∣∣∣ ≤ c3T
for some positive constant c3.
A.4 Sensitivity of a
We investigate the large-time asymptotic behavior of the sensitivity of pT with respect to the
parameter a. In this section, assume that h is continuously differentiable and that h and h′ have
polynomial growth. From Eq.(A.1) and Eq.(A.2), it follows that
∂apT
pT
=
fa(T, ξ)
f(T, ξ)
− ξ∂aη − T∂aλ .
It can be easily shown that f is continuously differentiable in a by considering the density
function of Xt or by using (Park, 2018, Theorem 4.8). We focus on the large-time behavior of
fa(T, ξ). Differentiate Eq.(A.3) in a, then
−fat + 1
2
σ2xfaxx + (b− αx)fax − a
α
xfx = 0 , fa(0, x) = − η
α
h(x)xeηx .
Here, we used α =
√
a2 + 2qσ2 and η = α−a
σ2
. By the Feynman–Kac formula in Remark 3.3, it
follows that
fa(t, x) = E
Pˆ
x
[
− a
α
∫ t
0
Xsfx(t− s,Xs) ds− η
α
h(Xt)Xte
ηXt
]
= − a
α
∫ t
0
EPˆx[Xsfx(t− s,Xs)] ds−
η
α
EPˆx[h(Xt)Xte
ηXt ] .
(A.13)
Note that Remark 3.3 cannot be applied directly because the two terms − aαxfx and fa(0, x) =
− ηαh(x)xeηx neither have polynomial growth nor are nonnegative. To overcome this problem,
define g(t, x) = −fa(t, x), then
−ft + 1
2
σ2xgxx + (b− αx)gx + a
α
xfx = 0 , ga(0, x) =
η
α
h(x)xeηx .
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Since this equation satisfies the hypothesis of Remark 3.3, we obtain Eq.(A.13) by the same
method used in the proof of Lemma A.2.
Now, we use Eq.(A.13) to estimate fa(t, x). From Eq.(A.12), we know that
|xfx(t− s, x)| ≤ c1eδxe−α(t−s) (A.14)
for some positive constants c1 and γ < δ < 2α/σ
2. By Lemma A.1, the expectation EPˆx[e
δXs ] is
bounded in s on [0,∞). Thus, there is a positive constant c2 such that EPˆx[eδXs ] ≤ c2α/c1, which
gives∫ t
0
EPˆx|Xsfx(t− s,Xs)| ds ≤ c1
∫ t
0
e−α(t−s)EPˆx[e
δXs ] ds ≤ c2α
∫ t
0
e−α(t−s) ds = c2(1− e−αt) ≤ c2 .
(A.15)
The expectation EPˆx[h(Xt)Xte
ηXt ] is also bounded in t on [0,∞). We conclude that∣∣∣∣ 1T ∂apTpT + ∂aλ
∣∣∣∣ = 1T
∣∣∣∣fa(T, ξ)f(T, ξ) − ξ∂aη
∣∣∣∣ ≤ c3T
for some positive constant c3. Direct calculation gives ∂aλ =
b
σ2
( aα − 1).
A.5 Sensitivity of σ
We study the large-time asymptotic behavior of the sensitivity of pT with respect to the param-
eter σ. In this section, assume that h is twice continuously differentiable and that h, h′, h′′ have
polynomial growth. From Eq.(A.1) and Eq.(A.2), it follows that
∂σpT
pT
=
fσ(T, ξ)
f(T, ξ)
− ξ∂ση − T∂σλ .
It can be easily shown that f is continuously differentiable in σ by considering the density
function of Xt or by using (Park, 2018, Theorem 4.13). We focus on the large-time behavior of
fσ(T, ξ). Differentiate Eq.(A.3) in σ, then
−fσt + 1
2
σ2xfσxx + (b− αx)fσx + σxfxx − 2qσ
α
xfx = 0 , fσ(0, x) = h(x)xe
ηx∂ση .
By the same method used in the proof of Lemma A.2, we have
fσ(t, x) = E
Pˆ
x
[
σ
∫ t
0
Xsfxx(t− s,Xs) ds − 2qσ
α
∫ t
0
Xsfx(t− s,Xs) ds + h(Xt)XteηXt∂ση
]
= σ
∫ t
0
EPˆx[Xsfxx(t− s,Xs)] ds −
2qσ
α
∫ t
0
EPˆx[Xsfx(t− s,Xs)] ds + ∂σηEPˆx[h(Xt)XteηXt ] .
We claim that |fσ(t, x)| is bounded in t on [0,∞) by estimating the three terms on the
right-hand side. From Eq.(A.10) and Eq.(A.11), for η < β < α/σ2,
|fxx(t− s, x)| ≤ c0
( 1
1− βσ2/2α
)1+2b/σ2
e
β
1−βσ2/2α
x
e−2α(t−s) .
For δ with β
1−βσ2/2α
< δ < 2α/σ2, there is a positive constant c1 such that
|xfxx(t− s, x)| ≤ c1eδxe−2α(t−s) .
By the same analysis used in Eq.(A.14) and Eq.(A.15), it follows that∫ t
0
EPˆx[Xsfxx(t− s,Xs)] ds
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is bounded in t on [0,∞). By Eq.(A.15), the integral∫ t
0
EPˆx[Xsfx(t− s,Xs)] ds
is bounded in t on [0,∞). The expectation EPˆx[h(Xt)XteηXt ] is also bounded in t on [0,∞).
Therefore, we have |fσ(t, x)| ≤ c2 for some positive constant c2. In conclusion,∣∣∣∣ 1T ∂σpTpT + ∂σλ
∣∣∣∣ = 1T
∣∣∣∣fσ(T, ξ)f(T, ξ) − ξ∂ση
∣∣∣∣ ≤ c3T
for some positive constant c3. Direct calculation gives ∂σλ = 2b(
q
ασ − α−aσ3 ).
B 3/2 model
The 3/2 model is a process given as a solution of
dXt = (b− aXt)Xt dt+ σXt3/2 dBt , X0 = ξ
for b, σ, ξ > 0 and a > −σ2/2. For q > 0 and a nonzero, nonnegative Borel function h with linear
growth at most, we define
pT = E
P[e−q
∫ T
0 Xs dsh(XT )] .
It can be shown that the quadruple of functions
((b− ax)x, σx3/2, qx, h) , x > 0
satisfies Assumptions 2.1 – 2.5. The recurrent eigenpair is
(λ, φ(x)) := (bη, x−η)
where
η :=
√
(a+ σ2/2)2 + 2qσ2 − (a+ σ2/2)
σ2
.
Under the consistent family of recurrent eigen-measures (Pˆt)t≥0, the process
Bˆt = ση
∫ t
0
√
Xs ds+Bt , t ≥ 0
is a Brownian motion, and X follows
dXt = (b− αXt)Xt dt+ σXt3/2 dBˆt
where α := a+ σ2η.
Using this consistent family of recurrent eigen-measures, we have the Hansen–Scheinkman
decomposition
pT = E
P
ξ [e
−q
∫ T
0 Xs dsh(XT )] = E
Pˆ
ξ [h(XT )X
η
T ] ξ
−η e−λT . (B.1)
For t ∈ [0,∞) and x > 0, we define
f(t, x) = EPˆx[h(Xt)X
η
t ] (B.2)
so that
pT = f(T, ξ)φ(ξ)e
−λT = f(T, ξ)ξ−ηe−λT . (B.3)
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For nonzero, nonnegative Borel function h with linear growth at most, it is easy to show that
f(T, ξ) converges to a positive constant as T →∞ by Lemma B.1. We will investigate the large-
time behavior of the function f(T, ξ) by expressing this function as a solution of a second-order
differential equation. By the Feynman–Kac formula, f satisfies
−ft + 1
2
σ2x3fxx + (b− αx)xfx = 0 , f(0, x) = h(x)xη . (B.4)
Lemma B.1. Let Bˆ = (Bˆt)t≥0 be a Brownian motion on the consistent probability space
(Ω,F , (Ft)t≥0, (Pˆt)t≥0). Suppose that X is a solution of
dXt = (b− αXt)Xt dt+ σXt3/2 dBˆt , X0 = ξ
where α, b, σ, ξ > 0. Then, for A < 2α
σ2
+ 2, we have
Eξ(X
A
T ) =
Γ(2ασ2 + 2−A)
Γ(2α
σ2
+ 2)
( 2b
σ2
1
1− e−bT
)A
F
(
A,
2α
σ2
+ 2,− 2b
σ2
1
(ebT − 1)ξ
)
,
and the expectation Eξ(X
A
T ) converges to
Γ(2α
σ2
+ 2−A)
Γ(2α
σ2
+ 2)
( 2b
σ2
)A
as T → ∞ where F is the confluent hypergeometric function. Moreover, if 0 < A < 2α
σ2
+ 2,
then the map H : [0,∞) × (0,∞) → R defined by H(t, x) = Ex(XAt ) is uniformly bounded on
the domain [0,∞) × (0,∞).
Proof. Define a process Y as Y = 1/X, then
dYt = (θ − bYt) dt− σ
√
Yt dBˆt , Y0 = ζ ,
where θ := α + σ2 and ζ := 1/ξ. Since θ > σ2/2, the Feller condition is satisfied. From
(Hurd and Kuznetsov, 2008, Theorem 3.1) or (Dereich et al., 2011, Section 3), we have for
A < 2θσ2 =
2α
σ2 + 2,
E(XAt ) = E(Y
−A
t ) =
Γ( 2θ
σ2
−A)
Γ( 2θ
σ2
)
( 2b
σ2
1
1− e−bt
)A
F
(
A,
2θ
σ2
,− 2b
σ2
ζ
ebt − 1
)
.
Since the confluent hypergeometric function F satisfies
lim
t→∞
F (A,
2θ
σ2
,− 2b
σ2
ζ
ebt − 1) = 1 ,
we obtain the desired result. Moreover, if A and 2α
σ2
+2 are positive, the function z 7→ F (A, 2α
σ2
+
2, z) is uniformly bounded in z on (0,∞), which is the direct result from (Abramowitz and Stegun,
1965, 13.1.5 on page 504). This means that the map H is uniformly bounded on the domain
[0,∞)× (0,∞).
B.1 First-order sensitivity of ξ
We estimate the large-time asymptotic behavior of the first-order sensitivity of pT with respect
to the initial value ξ. In this section, assume that h is continuously differentiable and that h and
h′ have linear growth at most and are nonnegative (we are mainly interested in the case h = 1).
From Eq.(B.1), it follows that
∂ξpT
pT
=
fx(T, ξ)
f(T, ξ)
− η
ξ
.
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We focus on the term fx(T, ξ). Since f is C
1,2 and every coefficient is continuously differentiable
in x in Eq.(B.4), the function f is thrice continuously differentiable in x. This gives
−fxt + 1
2
σ2x3fxxx + (b− (α− 3
2
σ2)x)xfxx + (b− 2αx)fx = 0 , fx(0, x) = (xh′(x) + ηh(x))xη−1 .
(B.5)
It is easy to show that the quadruple of functions
((b− (α− 3
2
σ2)x)x, σx3/2,−b+ 2αx, (xh′(x) + ηh(x))xη−1) , x > 0 (B.6)
satisfies Assumptions 2.1 – 2.5. The corresponding process Xˆ is the solution of
dXˆt = (b− (α− 3
2
σ2)Xˆt)Xˆt dt+ σXˆ
3/2
t dBˆt .
We show that the remainder function f satisfies
fx(t, x) = E
Pˆ[(Xˆth
′(Xˆt) + ηh(Xˆt))Xˆ
η−1
t e
−2α
∫ t
0 Xˆs ds|Xˆ0 = x]ebt . (B.7)
To achieve this equality, we use the Feynman–Kac formula in Remark 3.3. However, Remark
3.3 cannot be applied directly because the volatility function σx3/2 of Xˆ does not have linear
growth. Instead, we define Y := 1/Xˆ and g(t, y) := fx(t, 1/y). Then, Y is a CIR process
dYt = ((α − σ2/2) − bYt) dt− σ
√
Yt dBˆt ,
and Eq.(B.5) becomes
−gt + 1
2
σ2ygyy + ((α− σ2/2)− by)gy + (b− 2α/y)g = 0 , g(0, y) = (y−1h′(y−1) + ηh(y−1))y1−η .
Now, the quadruple of functions(
(α− σ2/2)− by,−σ√y,−b+ 2α/y, (y−1h′(y−1) + ηh(y−1))y1−η
)
, y > 0
satisfies all the conditions in Remark 3.3. We know that the function max0≤t≤T |f(t, 1/y)|
(thus, max0≤t≤T |g(t, y)| = max0≤t≤T |fx(t, 1/y)| by the Schauder estimation) is bounded in y
by Lemma B.1. It follows that
g(t, y) = EPˆ[(Y −1t h
′(Y −1t ) + ηh(Y
−1
t ))Y
1−η
t e
−2α
∫ t
0 Y
−1
t ds|Y0 = y]ebt
= EPˆ[(Xˆth
′(Xˆt) + ηh(Xˆt))Xˆ
η−1
t e
−2α
∫ t
0 Xˆs ds|Xˆ0 = 1/y]ebt .
Thus,
fx(t, x) = g(t, 1/x) = E
Pˆ[(Xˆth
′(Xˆt) + ηh(Xˆt))Xˆ
η−1
t e
−2α
∫ t
0 Xˆs ds|Xˆ0 = x]ebt ,
which is the desired result.
To analyze
fx(t, x)e
−bt = EPˆ[(Xˆth
′(Xˆt) + ηh(Xˆt))Xˆ
η−1
t e
−2α
∫ t
0 Xˆs ds|Xˆ0 = x] ,
we apply the Hansen–Scheinkman decomposition. It can be shown that the pair (2b, x−2) is the
recurrent eigenpair by considering the generator of Xˆ with killing rate 2αXˆt, which is given as
Lψ(x) := 1
2
σ2x3ψ′′(x) + (b− (α− 3
2
σ2)x)xψ′(x)− 2αxψ(x) .
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Consider a consistent family (P˜t)t≥0 of probability measures where each P˜t is defined on Ft as
dP˜t
dPˆt
= e2bt−2α
∫ t
0
Xˆs ds Xˆ
2
0
Xˆ2t
.
Then,
B˜t := 2σ
∫ t
0
Xˆ1/2s ds+ Bˆt , t ≥ 0
is a (P˜t)t≥0-Brownian motion, and Xˆ follows
dXˆt = (b− (α+ 1
2
σ2)Xˆt)Xˆt dt+ σXˆ
3/2
t dB˜t .
Using this consistent family of probability measures, we have
fx(t, x) = E
Pˆ[(Xˆth
′(Xˆt) + ηh(Xˆt))Xˆ
η−1
t e
−2α
∫ t
0
Xˆs ds|Xˆ0 = x]ebt
= EP˜[(Xˆth
′(Xˆt) + ηh(Xˆt))Xˆ
η+1
t |Xˆ0 = x]e−btx−2 .
(B.8)
We can obtain the large-time behavior of ∂ξpT by using Eq.(B.8). Since h and h
′ have linear
growth at most, there is a positive constant c0 such that |Xˆth′(Xˆt) + ηh(Xˆt)|Xˆη+1t ≤ c0Xˆη+3t .
By Lemma B.1, the expectation
EP˜
[|Xˆth′(Xˆt) + ηh(Xˆt)|Xˆη+1t ∣∣Xˆ0 = x] (B.9)
is uniformly bounded in (t, x) since the constant A in the lemma satisfies A = η + 3 < 2α
σ2
+ 3.
Therefore, ∣∣∣∣∂ξpTpT +
η
ξ
∣∣∣∣ =
∣∣∣∣fξ(T, ξ)f(T, ξ)
∣∣∣∣ ≤ c1e−bT (B.10)
for some positive constant c1. This gives the desired result.
B.2 Second-order sensitivity of ξ
We investigate the large-time asymptotic behavior of the second-order sensitivity with respect
to the initial value ξ. In this section, assume that h is twice continuously differentiable, h and
h′ have linear growth at most and h′′ is bounded, moreover h, h′, h′′ are nonnegative (we are
mainly interested in the case h = 1). From Eq.(B.1),
∂ξξpT
pT
=
fxx(T, ξ)
f(T, ξ)
− 2η
ξ
fx(T, ξ)
f(T, ξ)
+
η(η + 1)
ξ2
.
Since we already estimated the large-time asymptotic behavior of fx(T, ξ), we focus on the
second-order derivative fxx(T, ξ). Define
fˆ(t, x) := EP˜[(Xˆth
′(Xˆt) + ηh(Xˆt))Xˆ
η+1
t |Xˆ0 = x]
so that Eq.(B.8) gives fx(t, x) = fˆ(t, x)e
−btx−2. Thus,
fxx(t, x) = fˆx(t, x)e
−btx−2 − 2fˆ(t, x)e−btx−3 . (B.11)
We need to estimate the large-time behavior of fˆx(t, x). The Feynman–Kac formula states
that
−fˆt + 1
2
σ2x3fˆxx + (b− (α+ 1
2
σ2)x)xfˆx = 0 , fˆ(0, x) = (h
′(x)x+ ηh(x))xη+1 .
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Differentiate this equation in x, then
− fˆxt + 1
2
σ2x3fˆxxx + (b− (α − σ2)x)xfˆxx + (b− (2α + σ2)x)fˆx = 0 ,
fˆx(0, x) = (h
′′(x)x2 + 2(η + 1)xh′(x) + η(η + 1)h(x))xη .
It is easy to show that the quadruple of functions(
(b− (α− σ2)x)x, σx3/2,−b+ (2α+ σ2)x, (h′′(x)x2 + 2(η + 1)xh′(x) + η(η + 1)h(x))xη
)
, x > 0
satisfies Assumptions 2.1 – 2.5. The corresponding process X˜ is the solution of
dX˜t = (b− (α− σ2)X˜t)X˜t dt+ σX˜3/2t dB˜t .
We observe that
fˆx(t, x) = E
P˜[(h′′(X˜t)X˜
2
t + 2(η + 1)X˜th
′(X˜t) + η(η + 1)h(X˜t))X˜
η
t e
−(2α+σ2)
∫ t
0 X˜s ds|X˜0 = x]ebt .
This can be obtained by the same argument used in the derivation of Eq.(B.7) by considering
Y = 1/X.
To analyze the expectation above, we apply the Hansen–Scheinkman decomposition. It can
be shown that the pair (2b, x−2) is the recurrent eigenpair by considering the generator of X˜
with killing rate (2α + σ2)X˜t, which is given as
Lψ(x) := 1
2
σ2x3ψ′′(x) + (b− (α− σ2)x)xψ′(x)− (2α+ σ2)xψ(x) .
Consider a consistent family (P¯t)t≥0 of probability measures where each P¯t is defined on Ft as
dP¯t
dP˜t
= e2bt−(2α+σ
2)
∫ t
0 X˜s ds
X˜20
X˜2t
.
Then,
B¯t := 2σ
∫ t
0
X˜1/2s ds+ B˜t , t ≥ 0
is a (P¯t)t≥0-Brownian motion, and X˜ follows
dX˜t = (b− (α+ σ2)X˜t)X˜t dt+ σX˜3/2t dB¯t .
Using this consistent family of probability measures (P¯t)t≥0, we have
fˆx(t, x) = E
P˜[(h′′(X˜t)X˜
2
t + 2(η + 1)X˜th
′(X˜t) + η(η + 1)h(X˜t))X˜
η
t e
−(2α+σ2)
∫ t
0
X˜s ds|X˜0 = x]ebt
= EP¯[(h′′(X˜t)X˜
2
t + 2(η + 1)X˜th
′(X˜t) + η(η + 1)h(X˜t))X˜
η+2
t |X˜0 = x]e−btx−2 .
(B.12)
Since h, h′ have linear growth at most and h′′ is bounded, by Lemma B.1, the expectation
EP¯
[|h′′(X˜t)X˜2t + 2(η + 1)X˜th′(X˜t) + η(η + 1)h(X˜t)|X˜η+2t ∣∣X˜0 = x]
converges to a positive constant as t → ∞ since the constant A in the lemma satisfies A =
η + 4 < 2α
σ2
+ 4. Thus,
|fxx(t, x)| = |fˆx(t, x)e−btx−2 − 2g(t, x)e−btx−3|
≤ |fˆx(t, x)|e−btx−2 + 2|g(t, x)|e−btx−3
≤ c1e−2btx−4 + c1e−btx−3
≤ c2e−bt
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for some positive constants c1 and c2, which are independent of t. From Eq.(B.10), we conclude
that ∣∣∣∣∂ξξpTpT −
η(η + 1)
ξ2
∣∣∣∣ =
∣∣∣∣fxx(T, ξ)f(T, ξ) − 2ηξ fx(T, ξ)f(T, ξ)
∣∣∣∣ ≤
∣∣∣∣fxx(T, ξ)f(T, ξ)
∣∣∣∣+ 2ηξ
∣∣∣∣fx(T, ξ)f(T, ξ)
∣∣∣∣ ≤ c3e−bT
for some positive constant c3. This gives the convergence rate of the second-order sensitivity.
We can also provide a higher-order convergence rate of the second-order sensitivity as follows.
From Eq.(B.11) and pT = f(T, ξ)e
λTφ(ξ) presented in Eq.(B.3), it follows that
∂ξξpT
pT
−
(∂ξpT
pT
)2
+
2
ξ
(∂ξpT
pT
− φ
′(ξ)
φ(ξ)
)
− φ
′′(ξ)
φ(ξ)
+
(φ′(ξ)
φ(ξ)
)2
=
gx(T, ξ)
g(T, ξ)
fx(T, ξ)
f(T, ξ)
−
(fx(T, ξ)
f(T, ξ)
)2
.
Using φ(ξ) = ξ−η, we have∣∣∣∣∂ξξpTpT −
(∂ξpT
pT
)2
+
2
ξ
∂ξpT
pT
+
η
ξ2
∣∣∣∣ ≤
∣∣∣∣gx(T, ξ)g(T, ξ) fx(T, ξ)f(T, ξ)
∣∣∣∣+ (fx(T, ξ)f(T, ξ)
)2
≤ c4e−2bT
for some positive constant c4. For the last inequality, we used Eq.(B.10) and Eq.(B.12).
B.3 Sensitivity of b
We investigate the large-time asymptotic behavior of the sensitivity of pT with respect to the
parameter b. In this section, assume that h is continuously differentiable and that h, h′ have
linear growth at most and are nonnegative. Recall the Hansen–Scheinkman decomposition pT =
f(T, ξ)ξ−η e−λT and the remainder function f(t, x) = EPˆx[h(Xt)X
η
t ] in Eq.(B.1) and Eq.(B.2).
Since η is independent of b and λ = bη, we have
∂bpT
pT
=
fb(T, ξ)
f(T, ξ)
− ηT .
It can be easily shown that f is continuously differentiable in b by considering the density
function of Xt or by using (Park, 2018, Theorem 4.8). We focus on the large-time behavior of
fb(T, ξ). Differentiate Eq.(B.4) in b, then
−fbt + 1
2
σ2x3fbxx + (b− αx)xfbx + xfx = 0 , fb(0, x) = 0 . (B.13)
Recall that the quadruple of functions in Eq.(B.6) satisfies Assumptions 2.1 – 2.5.
From this PDE, we observe that the remainder function f satisfies
fb(t, x) = E
Pˆ
x
[ ∫ t
0
Xsfx(s,Xs) ds
]
.
However, to obtain this equality, the Feynman–Kac formula in Remark 3.3 cannot be applied
directly because the volatility function σx3/2 of X does not have linear growth. Instead, we
define Y := 1/X and g(t, y) := fb(t, 1/y). Then, Y is a CIR process
dYt = (α+ σ
2 − bYt) dt− σ
√
Yt dBˆt ,
and Eq.(B.13) becomes
−gt + 1
2
σ2ygyy + (α + σ
2 − by)gy + (1/y)fx(t, 1/y) = 0 , g(0, y) = 0 .
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This PDE satisfies all the conditions in Remark 3.3. Note that the function (1/y)fx(t, 1/y)
has linear growth at most in y by Eq.(B.8) because Eq.(B.9) is uniformly bounded in (t, x). It
follows that
g(t, y) = EPˆ
[ ∫ t
0
(1/Ys)fx(s, 1/Ys) ds
∣∣∣Y0 = y]
= EPˆ
[ ∫ t
0
Xsfx(s,Xs) ds
∣∣∣X0 = 1/y] .
Thus,
fx(t, x) = g(t, 1/x) = E
Pˆ
[ ∫ t
0
Xsfx(s,Xs) ds
∣∣∣X0 = x] ,
which is the desired result.
Since h and h′ have linear growth at most, there is a positive constant c0 such that |Yth′(Yt)+
ηh(Yt)|Y η+1t ≤ c0Y η+3t . From Eq.(B.8), we have
|fx(t, x)| ≤ EP˜
[|Yth′(Yt) + ηh(Yt)|Y η+1t ∣∣Y0 = x]e−btx−2
≤ c0EP˜[Y η+3t |Y0 = x]e−btx−2
≤ c1e−btx−2
(B.14)
for some positive constant c1, which is independent of t and x. Here, we used Lemma B.1, which
gives that the expectation EP˜[Y η+3t |Y0 = x] is uniformly bounded in (t, x) on [0,∞) × (0,∞)
since the constant A in the lemma satisfies 0 < A = η + 3 < 2α
σ2
+ 3. Thus,
|fb(t, x)| ≤ EPˆx
[ ∫ t
0
Xs|fx(s,Xs)| ds
]
≤ c1
∫ t
0
e−bsEPˆx[X
−1
s ] ds .
By Lemma B.1, the expectation EPˆx[X
−1
s ] is bounded in s on [0,∞) since the expectation con-
verges to a positive constant. Therefore,
|fb(t, x)| ≤ c2b
∫ t
0
e−bs ds ≤ c2(1− e−bt) ≤ c2
for some positive constant c2. Since f(T, ξ) converges to a positive constant as T → ∞, we
conclude that ∣∣∣∣ 1T ∂bpTpT + η
∣∣∣∣ = 1T
∣∣∣∣fb(T, ξ)f(T, ξ)
∣∣∣∣ ≤ c3T
for some positive constant c3.
B.4 Sensitivity of a
We study the large-time asymptotic behavior of the sensitivity of pT with respect to the param-
eter a. In this section, assume that h is nonzero, nonnegative, continuously differentiable and
that h, h′ have linear growth at most. From the decomposition in Eq.(B.1), it follows that
∂apT
pT
=
fa(T, ξ)
f(T, ξ)
− (∂aη) ln ξ − T∂aλ .
It can be easily shown that f is continuously differentiable in a by considering the density
function of Xt or by using (Park, 2018, Theorem 4.8). We focus on the large-time behavior of
fa(T, ξ).
Differentiate Eq.(B.4) in a, then
−fat + 1
2
σ2x3faxx + (b− αx)xfax − (∂aα)x2fx = 0 , fa(0, x) = h(x)xη(ln x)∂aη .
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It follows that
fa(t, x) = E
Pˆ
x
[
− (∂aα)
∫ t
0
X2s fx(s,Xs) ds+ h(Xt)X
η
t (lnXt)∂aη
]
. (B.15)
However, to obtain this equality, the Feynman–Kac formula in Remark 3.3 cannot be applied
directly because the volatility function σx3/2 of X does not have linear growth. Instead, we
define Y := 1/X and g(t, y) := −fa(t, 1/y). Then, Y is a CIR process
dYt = (α+ σ
2 − bYt) dt− σ
√
Yt dBˆt ,
and Eq.(B.13) becomes
−gt + 1
2
σ2ygyy + (α+ σ
2 − by)gy + (∂aα)(1/y2)fx(t, 1/y) = 0 , g(0, y) = h(1/y)(1/y)η(ln y)∂aη .
This PDE satisfies all the conditions in Remark 3.3. Note that the function (∂aα)(1/y
2)fx(t, 1/y)
is bounded in y by Eq.(B.8) since Eq.(B.9) is bounded in (t, x), moreover g(0, y) is bounded
below since ∂aη < 0 and ln y < 0 for small y > 0 and h(1/y)(1/y)
η (ln y) is bounded for large y.
It follows that
g(t, y) = EPˆ
[
− (∂aα)
∫ t
0
(1/Y 2s )fx(s, 1/Ys) ds− h(1/Yt)(1/Yt)η(lnYt)∂aη
∣∣∣Y0 = y]
= EPˆ
[
− (∂aα)
∫ t
0
X2s fx(s,Xs) ds + h(Xt)X
η
t (lnXt)∂aη
∣∣∣X0 = 1/y] .
Thus,
fa(t, x) = g(t, 1/x) = E
Pˆ
[
− (∂aα)
∫ t
0
X2s fx(s,Xs) ds+ h(Xt)X
η
t (lnXt)∂aη
∣∣∣X0 = x] ,
which is the desired result.
Using Lemma B.1 and Eq.(B.14), we have
|fa(t, x)| ≤ c1EPˆx
[ ∫ t
0
e−bs ds
]
+ c2 ≤ c1
b
+ c2
for some positive constants c1 and c2. Since f(T, ξ) converges to a positive constant as T →∞,
we conclude that ∣∣∣∣ 1T ∂apTpT + ∂aλ
∣∣∣∣ = 1T
∣∣∣∣fa(T, ξ)f(T, ξ) − (∂aη) ln ξ
∣∣∣∣ ≤ c3T
for some positive constant c3. Furthermore, direct calculation gives
∂aλ = − b
σ2
√
(a+ σ2/2)2 + 2qσ2 − (a+ σ2/2)√
(a+ σ2/2)2 + 2qσ2
.
B.5 Sensitivity of σ
We study the large-time asymptotic behavior of the sensitivity of pT with respect to the param-
eter σ. In this section, assume that h is nonzero, nonnegative, twice continuously differentiable
and that h, h′ have linear growth at most and h′′ is bounded. From the decomposition in
Eq.(B.1), it follows that
∂σpT
pT
=
fσ(T, ξ)
f(T, ξ)
− (∂ση) ln ξ − T∂σλ .
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It can be easily shown that f is continuously differentiable in σ by considering the density
function of Xt or by using (Park, 2018, Theorem 4.13). We focus on the large-time behavior of
fσ(T, ξ).
Differentiate Eq.(B.4) in σ, then
−fσt + 1
2
σ2x3fσxx + (b− αx)xfσx + σx3fxx − (∂σα)x2fx = 0 , f(0, x) = h(x)xη(lnx)∂ση .
It follows that
fσ(t, x) = E
Pˆ
x
[
σ
∫ t
0
X3s fxx(s,Xs) ds− (∂σα)
∫ t
0
X2s fx(s,Xs) ds + h(Xt)X
η
t (lnXt)∂ση
]
= EPˆx
[
σ
∫ t
0
X3s fxx(s,Xs) ds
]
+ EPˆx
[
− (∂σα)
∫ t
0
X2s fx(s,Xs) ds + h(Xt)X
η
t (lnXt)∂ση
]
.
We claim that the two expectations on the right-hand side are bounded in t on [0,∞). The second
expectation is bounded in t on [0,∞) by the same method used in the analysis of Eq.(B.15). To
estimate the first expectation, observe that
fxx(t, x) = gx(t, x)e
−btx−2 − 2g(t, x)e−btx−3 ,
which is presented in Eq.(B.11). It follows that
EPˆx
[ ∫ t
0
X3s fxx(s,Xs) ds
]
= EPˆx
[ ∫ t
0
Xsgx(s,Xs)e
−bs ds
]
− 2EPˆx
[ ∫ t
0
g(s,Xs)e
−bs ds
]
.
By the same method used in Eq.(B.14), there is a positive constant c1, which is independent of
t and x, such that
|g(t, x)| ≤ EP˜[|Yth′(Yt) + ηh(Yt)|Y η+1t ∣∣Y0 = x] ≤ c1 .
Thus, EPˆx[
∫ t
0 g(s,Xs)e
−bs ds] is bounded in t on [0,∞). From Eq.(B.12),
|gx(t, x)| ≤ EP¯
[|h′′(Zt)Z2t + 2(η + 1)Zth′(Zt) + η(η + 1)h(Zt)|Zη+2t ∣∣Z0 = x]e−btx−2
≤ c2EP¯[Zη+4t
∣∣Z0 = x]e−btx−2
for some positive constant c2. By Lemma B.1, the expectation E
P¯[Zη+4t
∣∣Z0 = x] is uniformly
bounded in (t, x) on the domain [0,∞) × (0,∞), which implies that
|gx(t, x)| ≤ c3e−btx−2
for some positive constant c3. Thus,
EPˆx
[ ∫ t
0
Xs|gx(s,Xs)|e−bs ds
]
≤ c3EPˆx
[ ∫ t
0
X−1s e
−2bs ds
]
= c3
∫ t
0
EPˆx[X
−1
s ]e
−2bs ds .
By Lemma B.1, the expectation EPˆx[X
−1
s ] is bounded in s on [0,∞) since the expectation con-
verges to a positive constant, which gives the desired result. In conclusion,∣∣∣∣ 1T ∂σpTpT + ∂σλ
∣∣∣∣ = 1T
∣∣∣∣fσ(T, ξ)f(T, ξ) − (∂ση) ln ξ
∣∣∣∣ ≤ c4T
for some positive constant c4. Furthermore, direct calculation gives
∂σλ =
b(a+ σ2/2 + 2q −
√
(a+ σ2/2)2 + 2qσ2)
σ
√
(a+ σ2/2)2 + 2qσ2
− 2b
σ3
(
√
(a+ σ2/2)2 + 2qσ2 − a− σ2/2) .
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