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Marcus and Landauer-Bu¨ttiker approaches to charge transport through molecular junctions describe two
contrasting mechanisms of electronic conduction. In previous work, we have shown how these charge transport
theories can be unified in the single-level case by incorporating lifetime broadening into the second-order
quantum master equation. Here, we extend our previous treatment by incorporating lifetime broadening in
the spirit of the self-consistent Born approximation. By comparing both theories to numerically converged
hierarchical-equations-of-motion (HEOM) results, we demonstrate that our novel self-consistent approach
rectifies shortcomings of our earlier framework which are present especially in the case of relatively strong
electron-vibrational coupling. We also discuss circumstances under which the theory developed here simplifies
to the generalised theory developed in our earlier work. Finally, by considering the high-temperature limit of
our new self-consistent treatment, we show how lifetime broadening can also be self-consistently incorporated
into Marcus theory. Overall, we demonstrate that the self-consistent approach constitutes a more accurate
description of molecular conduction while retaining most of the conceptual simplicity of our earlier framework.
I. INTRODUCTION
The vast majority of experimental studies of molec-
ular conduction has been performed in the off-resonant
transport regime, that is when the molecular energy lev-
els lie outside the bias window. This regime is nowa-
days very well understood within the framework of the
Landauer-Bu¨ttiker approach.1–3 Typically, the transmis-
sion function, placed at the heart of that approach, is
obtained using non-equilibrium Green’s function tech-
niques coupled with density functional theory,4 often
yielding a good match between the predicted and ob-
served behaviour.5 Over the last few years, however,
there has been a growing experimental interest in the res-
onant transport regime.6–9 This regime can be achieved
by applying appropriately high bias voltage10 or by elec-
trostatically gating the molecular structure within the
junction.11–16 It is well-known that electron-vibrational
(and electron-electron) interactions cannot be ignored in
this scenario,7 in contrast to what is often justifiable in
the off-resonant regime.17,18 Consequently, the resonant
transport regime often delivers a much richer breadth of
phenomena19–23 but also constitutes a more formidable
theoretical problem.
A number of theoretical approaches to describe vibra-
tional effects in the resonant transport regime of molecu-
lar junctions have been developed.17,24–31 Several of them
deserve a special mention, including the non-equilibrium
a)Electronic mail: jakub.sowa@northwestern.edu
Green’s function (NEGF) approach of Ref. 32 (build-
ing on earlier NEGF efforts33–36) as well as numer-
ically exact hierarchical equation of motion (HEOM)
methods.37–40 Because of their simplicity, the (second-
order) rate-equation and quantum-master-equation tech-
niques also constitute a popular theoretical framework
for investigating the phenomena in question.19,41–45 Due
to their perturbative nature, however, such approaches
are typically valid only at relatively high temperatures
(or for very weak molecule-lead coupling) in the resonant
transport regime.46 Their applicability can be extended,
however, by incorporating lifetime broadening into these
theoretical frameworks. This can be done, for instance,
by also considering higher-order terms in the perturba-
tive expansion38,41,47 or by replacing the (free) system
propagator (as present within the perturbative theory)
with a dressed one.48–51
In earlier work (Ref. 51, henceforth referred to as Part
I), some of us have studied a spin-less Anderson-Holstein
model within the latter approach. We have shown how
lifetime broadening can be introduced into the second-
order master equation by replacing the free propagator
with an effective one which was obtained by considering
the equations of motion for the relevant fermionic oper-
ators. Recently, it has also been shown that the same
result can be obtained using a generalised input-output
approach.52 As we have discussed in our work, however,
introducing lifetime broadening in such a way can lead to
an overestimation of this effect, especially in the presence
of strong electron-vibrational coupling to low-frequency
vibrational modes. In order to improve upon our ear-
lier work we here demonstrate how the effective propa-
2FIG. 1. Schematic illustration of the system considered in
this work. The molecular system comprises a single electronic
level which is coupled to two [left (L) and right (R)] metallic
electrodes as well as a wider phononic environment. γl and
γ¯l denote rates of electron hopping on and off the molecular
system, respectively, see below.
gator can be obtained in the spirit of the self-consistent
Born approximation,53 in analogy to what has been pre-
viously done in the case of purely electronic quantum
transport.49,50,54 The superiority of this (non-iterative)
self-consistent method (as compared to our earlier efforts)
will be demonstrated by comparing both approaches to
HEOM calculations.
We organise this work as follows: First, in Section IIA,
we discuss the model of the molecular junction used in
this work. In Section III we next derive a self-consistent
expression for the electric current and, in Section IV,
discuss its limitations and demonstrate its effectiveness
in the case of coupling to a single vibrational mode. In
Section V, we consider the high-temperature limit of our
self-consistent approach. This yields a Marcus-type the-
ory of transport similar to that derived in Part I, but
one in which lifetime broadening is introduced in a self-
consistent fashion. We conclude with a brief summary in
Section VI.
II. THEORETICAL APPROACH
A. Model
The theoretical model used in this work is identical to
the one used by us in Part I, and schematically shown in
Fig. 1. Nonetheless, for completeness and convenience,
we briefly describe it below. The molecular junction is
governed by the following Hamiltonian:
H = HS +HSE +HE +HSB +HB . (1)
The molecular system is modelled as a single electronic
energy level with energy ε0 and the creation (annihila-
tion) operator a†0 (a0):
HS = ε0 a
†
0a0 . (2)
The position of this energy level can be altered by apply-
ing the gate potential Vg: ε0 = ε00− |e|Vg where e is the
electron charge. This molecular level is coupled to a left
(L) and a right (R) fermionic reservoir (lead) which are
governed by
HE =
∑
l=L,R
∑
kl
ǫklc
†
kl
ckl , (3)
where c†kl (ckl) is the creation (annihilation) operator for
an electron in the level kl with energy ǫkl in the lead l.
The coupling between the molecule and the reservoirs is
accounted for by
HSE =
∑
l=L,R
∑
kl
Vkla
†
0ckl + V
∗
klc
†
kl
a0 , (4)
where Vkl is the electronic coupling strength. The
molecular energy level also interacts with its vibrational
(phononic) environment modelled as a collection of har-
monic oscillators with frequencies ωq, and lowering and
raising operators bq and b
†
q, respectively:
HB =
∑
q
ωqb
†
qbq . (5)
The electronic-vibrational interactions Hamiltonian is
given by
HSB =
∑
q
gq a
†
0a0(b
†
q + bq) , (6)
where gq is the coupling constant for the interaction
between the molecular energy level and the vibrational
mode q.
Throughout this work, we will assume that the vi-
brational environment is thermalised at all times. This
constitutes an important approximation which is more
likely to be valid for the broader (outer-sphere) back-
ground environment and in the limit of relatively weak
molecule-electrode coupling (when the time between in-
dividual electron transfers between the leads and the
molecular system is longer than the environmental re-
laxation time),55 see also the discussion below.
B. Numerically converged benchmark
For the numerically exact HEOM calculations we fol-
low closely the treatment used by Schinabeck et al.38,40
As mentioned, we assume a thermalised vibrational envi-
ronment by absorbing the displacement operators X and
X† [see Eq. (11) below] into the lead-coupling, and im-
plicitly truncating the resulting correlation functions at
second order (see Section 2.7.5 of Ref. 56 for a detailed
discussion). In other words we treat the electronic leads
exactly, but impose an approximation on the vibrational
environment that is consistent with the ones we use the
in other approaches in this work. For the leads we use the
Pade´ decomposition of the correlation functions, which is
truncated at value Lmax when convergence of the electric
current is observed. We must also truncate the number
3of exponents that arise in the expansion of the vibra-
tional environment correlation function [see Eq. (A3) in
the Appendix A], wherein the truncation is performed on
the indices of the summation at some value umax which
gives convergence in the observed results.
III. SELF-CONSISTENT THEORY: DERIVATION
The first step in our derivation of the self-consistent
master equation is identical to that presented in Part I.
We begin with the Lang-Firsov transformation57,58 which
is given by
H¯ = eGHe−G , (7)
where G =
∑
q(gq/ωq) a
†
0a0(b
†
q − bq). This transforma-
tion removes the electron-phonon coupling term from the
Hamiltonian, renormalises the energy of the molecular
level, and introduces the displacement operators X and
X† into the terms describing the molecule-lead coupling.
The polaron-transformed Hamiltonian takes the form:
H¯ = H¯S + H¯SE +HE +HB ; (8)
H¯S = ε¯0 a
†
0a0 ; (9)
H¯SE =
∑
l,kl
VklX
†a†0ckl + V
∗
klc
†
kl
Xa0 , (10)
where ε¯0 = ε0 −
∑
q|gq|2/ωq is the renormalised position
of the molecular level, and (for real gq) the displacement
operators are given by
X† = exp
[∑
q
gq
ωq
(b†q − bq)
]
, (11)
and equivalently for X .
A. Born-Markov quantum master equation
We first consider the well-known second-order quan-
tum master equation within the Born-Markov approxi-
mation (~ = 1 throughout):59
dρ(t)
dt
= −i[H¯S , ρ(t)]−
∫ ∞
0
dτ Tr[H¯SE , [H¯SE(τ), ρ(t)]] .
(12)
In the above, Tr[...] denotes a trace over all the
environmental degrees of freedom, and H¯SE(τ) =
e−iH0τ H¯SE e
iH0τ where H0 = H¯S +HE +HB.
We first simply expand the commutators present in
Eq. (12) yielding:
dρ(t)
dt
= −i[H¯S , ρ(t)]−
∑
l
∑
kl
∫ ∞
0
dτ
{
C+kl(τ)B(τ)a0G(τ)
[
a†0
]
ρ(t)−C−kl
∗
(τ)B∗(τ)a0ρ(t)G(τ)
[
a†0
]
+C−kl(τ)B(τ)a
†
0G(τ) [a0] ρ(t)−C+kl
∗
(τ)B∗(τ)a†0ρ(t)G(τ) [a0]
+C−kl
∗
(τ)B∗(τ)ρ(t)G(τ)
[
a†0
]
a0−C+kl(τ)B(τ)G(τ)
[
a†0
]
ρ(t)a0
+C+kl
∗
(τ)B∗(τ)ρ(t)G(τ) [a0] a†0−C−kl(τ)B(τ)G(τ) [a0] ρ(t)a
†
0
}
.
(13)
In the above, we have defined the free (system) propaga-
tors:
G(τ)[A] = e−iH¯SτA eiH¯Sτ . (14)
The fermionic correlation functions in Eq. (13) are:
C+kl(τ) = |Vkl |2〈c
†
kl
(τ)ckl 〉 and C−kl(τ) = |Vkl |2〈ckl(τ)c
†
kl
〉.
Assuming that the metallic leads possess a continuum of
energy levels, we express them as:
∑
kl
C±kl(t) =
∫ ∞
−∞
dǫ
2π
Γ±l (ǫ) e
±iǫt , (15)
where Γ+l (ǫ) = Γl(ǫ)fl(ǫ) and Γ
−
l (ǫ) = Γl(ǫ)[1 − fl(ǫ)].
Γl(ǫ) = 2π
∑
kl
|Vkl |2δ(ǫ − ǫkl) is the spectral density for
the lead l, and fl(ǫ) is the Fermi distributions in the
lead l: fl(ǫ) = (exp[(ǫ − µl)/kBT ] + 1)−1, where µl is
the corresponding chemical potential. In what follows,
we shall take the so-called wide-band limit, i.e. assume
a constant density of states in the leads so that Γl(ǫ) =
Γl = const.
Likewise, B(τ) in Eq. (13) is the phononic correlation
function:
B(τ) = 〈X(τ)X†〉 . (16)
As previously stated, throughout this work, we shall as-
sume that the vibrational modes are in their thermal
equilibrium state at all times. Therefore, the phononic
correlation function B(t) can be written as:58
B(t) = exp
[ ∫ ∞
0
dω
J (ω)
ω2
(
coth
(
βω
2
)
× ( cosωt− 1)− i sinωt)] , (17)
where β is the inverse temperature, β = 1/kBT , and
where we have made use of the following definition of the
phononic spectral density
J (ω) =
∑
q
|gq|2δ(ω − ωq) (18)
which describes the distribution of the vibrational modes
weighted by the strength of the electron-vibrational
4coupling.
The effect of the free propagator G(t) on the relevant
operators can easily be found:
G(t)[a0] = a0eiε¯0t ; (19)
G(t)[a†0] = a†0e−iε¯0t . (20)
This yields the second-order (Born-Markov) quantum
master equation:
dρ¯(t)
dt
= −i[H¯S , ρ(t)] +
∑
l
{
υl
(
a†0ρ(t)a0 − a0a†0ρ(t)
)
+ υ∗l
(
a†0ρ(t)a0 − ρ(t)a0a†0
)
+ υ¯l
(
a0ρ(t)a
†
0 − a†0a0ρ(t)
)
+ υ¯∗l
(
a0ρ(t)a
†
0 − ρ(t)a†0a0
)}
, (21)
where the response functions υl and υ¯l are given by:
υl = Γl
∫ ∞
−∞
dǫ
2π
fl(ǫ)
∫ ∞
0
dτ e+i(ǫ−ε¯0)τB(τ) ; (22)
υ¯l = Γl
∫ ∞
−∞
dǫ
2π
[1− fl(ǫ)]
∫ ∞
0
dτ e−i(ǫ−ε¯0)τB(τ) . (23)
For convenience, in Appendix A we discuss how the
Fourier transforms of the phononic correlation functions
in Eqs. (22) and (23) can be evaluated.
B. Self-consistent quantum master equation
Similarly to what we have done in the Part I of this
work, in order to go beyond the second-order treatment,
we go back to Eq. (13) and replace the free propagator
G(t) with an effective one, U(t). Replacing G(t) with an
effective (interacting) propagator constitutes the crucial
ansatz of our derivation. Since this effective propagator
will account for the molecule-lead (as well as electron-
vibrational) coupling, it will introduce lifetime broaden-
ing into our theoretical description and, in principle, also
account for the energy shift of the molecular level. Both
of these effects are ignored within the conventional Born-
Markov treatment. In contrast to our earlier work how-
ever, here, we shall obtain U(t) in the spirit of the self-
consistent Born approximation.50,53 That is, to find the
effective propagator U(t) we will make use of the second-
order Born-Markov quantum master equation [Eq. (21)]
which itself contains the free propagator G(t).
We define U(t)[a0] ≡ a0(t) and U(t)[a†0] ≡ a†0(t) where
a˙0(t) = −i[H¯S , a0(t)]+
∑
l
{
υl
(
a†0a0(t)a0 − a0a†0a0(t)
)
+υ∗l
(
a†0a0(t)a0 − a0(t)a0a†0
)
+υ¯l
(
a0a0(t)a
†
0 − a†0a0a0(t)
)
+ υ¯∗l
(
a0a0(t)a
†
0 − a0(t)a†0a0
)}
, (24)
and similarly for a†0(t). This master equation can be read-
ily solved in the Liouville space yielding:
U(t)[a0] = a0(t) = exp
(
iε¯0t−
∑
l
(υl + υ¯
∗
l )t
)
a0 . (25)
Analogously, for a†0(t) we obtain:
U(t)[a†0] = a†0(t) = exp
(
−iε¯0t−
∑
l
(υ∗l + υ¯l)t
)
a†0 .
(26)
Unlike the effective propagator in Part I of this work, here
the effect of U(t) depends on the value of the bias voltage
and the strength of the electron-vibrational interactions,
c.f. Refs. 32 and 33.
The remaining steps in the derivation are relatively
straightforward. We insert the effective propagator anal-
ogously to what we have done within the Born-Markov
approximation. This self-consistent quantum master
equation [which has the form identical to that of Eq. (21)]
is then solved in the steady-state limit yielding the sta-
tionary density matrix:
ρst =
( γ¯L + γ¯R
γL + γR + γ¯L + γ¯R
0
0
γL + γR
γL + γR + γ¯L + γ¯R
)
,
(27)
in the basis of two relevant charge states and where the
rates in the above are:
γl = 2 ΓlRe
∫ ∞
−∞
dǫ
2π
fl(ǫ)
∫ ∞
0
dτ e+i(ǫ−ε¯0)τe−ΦτB(τ) ;
(28)
γ¯l = 2 ΓlRe
∫ ∞
−∞
dǫ
2π
[1− fl(ǫ)]
∫ ∞
0
dτ e−i(ǫ−ε¯0)τe−Φ
∗τB(τ) .
(29)
The factor Φ in Eqs. (28) and (29) is given by:
Φ =
∑
l
(υl + υ¯
∗
l ) . (30)
The real part of Φ determines the amount of lifetime
broadening while the imaginary part of Φ induces renor-
malisations of the position of the molecular energy level
(both of which will generally be bias-dependent).
Finally, we determine the stationary current flowing
through the junction. It can be evaluated at either
molecule-lead interface (in the steady-state limit the cur-
rents flowing through the left and the right interface are
equal in magnitude) as I = e [γlρ00,st − γ¯lρ11,st].60 The
electric current is therefore, as in the Part I of our work,
given by the generic expression:61
I = e
γLγ¯R − γRγ¯L
γL + γR + γ¯L + γ¯R
. (31)
5The only difference between the self-consistent approach
developed here and the generalised approach from Part I
of this work lies therefore in the factor Φ [which in Part I
was instead given by Γ = (ΓL + ΓR)/2]. As we shall
demonstrate, however, this seemingly small difference
can lead to large discrepancies between the behaviour
predicted by these two approaches.
IV. SELF-CONSISTENT THEORY: DISCUSSION
A. No vibrational coupling
Let us begin by considering the limit of no vibrational
coupling: J (ω) = 0. Then, the phononic correlation
function becomes: B(t) = 1, and therefore
Φ =
∑
l
Γl
∫ ∞
−∞
dǫ
2π
∫ ∞
0
dτ e+i(ǫ−ε0)τ =
=
∑
l
Γl
[∫ ∞
−∞
dǫ
2π
πδ(ǫ− ε0) + P
∫ ∞
−∞
dǫ
2π
i
ǫ− ε0
]
=
∑
l
Γl/2 , (32)
where P denotes the Cauchy principal value. As
expected,62 in the wide-band limit considered here, the
renormalisation of the molecular energy level (imaginary
part of Φ) vanishes. The hopping rates are then given by
γl = 2 Re Γl
∫ ∞
−∞
dǫ
2π
fl(ǫ)
∫ ∞
0
dτei(ǫ−ε0)τe−Γτ , (33)
and analogously for γ¯l, where we have again defined Γ =∑
l Γl/2. As we have shown in Appendix A of Part I, the
overall expression for the electric current then becomes
I = e
∫ ∞
−∞
dǫ
2π
[fL(ǫ)− fR(ǫ)] ΓLΓR
(ǫ − ε0)2 + Γ2 . (34)
In the absence of electron-vibrational interactions, there-
fore, we again recover the conventional Landauer-
Bu¨ttiker result for charge transport through a single
(non-interacting) electronic level.1,35,63,64
B. Numerical example: single vibrational mode
In this section we study the performance of our self-
consistent quantum master equation (SCQME) approach
for modelling transport through molecular junctions. We
will also compare its performance to the Born-Markov
(BM) quantum master equation (where Φ = 0), the gen-
eralised quantum master equation (GQME) from Part I
of this work (where Φ = Γ), and the numerically-exact
HEOM calculations (in which, for consistency, we also
assume a thermalised vibrational environment).
For simplicity, we consider the case of coupling to a
single molecular vibrational mode, i.e. we set
J (ω) = |g0|2δ(ω − ω0) , (35)
where ω0 is the frequency and g0 the coupling strength
of the mode in question, and apply the bias voltage sym-
metrically: µl = ±|e|Vb/2.
We first consider the IV characteristics obtained using
the aforementioned approaches. We begin by considering
the case of weak vibrational coupling (g0/ω0 = 0.6). As
shown in Fig. 2, the GQME and SCQME approaches pre-
dict very similar behaviour which closely overlaps with
that predicted by the HEOM approach. On the other
hand, and as expected, the Born-Markov approach fails
to accurately capture the current-voltage characteristics,
especially in the case of stronger molecule-lead coupling,
i.e. when Γ ≫ kBT , Fig. 2(b). Given that the GQME
and SCQME approaches both yield the exact (Landauer-
Bu¨ttiker) result in the absence of vibrational coupling,
their very good agreement with the HEOM calculations
(for relatively small g0/ω0) is hardly surprising.
We next to turn to the more challenging regime of
strong-vibrational coupling (g0/ω0 = 2). As shown in
Fig. 3, now the GQME approach very significantly over-
estimates the amount of lifetime broadening, see Sec-
tion IVC. In the case of strong electron-vibrational cou-
pling, therefore, the GQME approach fails to correctly
describe the IV characteristics [often rather spectacu-
larly, as shown in Fig. 3(c)]. Conversely, and perhaps
somewhat unexpectedly, in this regime, the Born-Markov
approach provides a much better approximation of the
exact result. The SCQME theory clearly interpolates
between the Born-Markov and GQME approaches, and
in the case of strong electron-vibrational coupling deliv-
ers a result very close to that resulting from the Born-
Markov approximation. Consequently, it appears to pre-
dict the shape of the IV characteristics relatively well
for small to moderate Γ. The case of concurrently strong
electron-vibrational (g0/ω0 > 1) and molecule-lead cou-
plings (Γ ≫ kBT ) is considered in Fig. 3(b) and (c).
Unsurprisingly none of our perturbative approaches cap-
tures the charge transport behaviour in this regime.
Lastly, in Fig. 4, we consider the zero-bias conduc-
tance as a function of the gate voltage. These cal-
culations largely support our earlier conclusions. The
Born-Markov approach, due to the absence of lifetime
broadening, overestimates the height of the conductance
peak and underestimates the conductance away from
resonance. This is especially pronounced for large Γ
and weak electron-vibrational coupling. Conversely, the
GQME approach underestimates the conductance on res-
onance and overestimates it off resonance. Once again,
it also fails in the case of strong vibrational coupling
where it predicts spurious oscillations of the zero-bias
conductance (which are clearly an artefact of this ap-
proach). The shortcomings of both the Born-Markov and
GQME approaches are largely lifted by the self-consistent
method developed in this work.
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To summarise, the Born-Markov approach (which is
perturbative in molecule-lead coupling) clearly fails for
stronger molecule-lead coupling and generally signifi-
cantly underestimates the current in the off-resonant
regime. On the other hand, the GQME appears to be
perturbative in g0/ω0. It provides an accurate descrip-
tion of charge transport for small (or zero) g0/ω0 but
fails in the case of strong electron-vibrational coupling
(where it typically overestimates the electric current, es-
pecially off resonance). The self-consistent approach de-
veloped here interpolates between the above methods and
consequently yields relatively accurate results across a
much wider range of parameters. We finish by noting
that, unlike the hierarchical equations of motion tech-
nique, our theory trivially generalises to the case of multi-
mode coupling (and indeed to the case of a continuous
phononic spectral density) with little additional compu-
tational cost.
C. General considerations
Having demonstrated the effectiveness of our self-
consistent approach (in the presence of electron-
vibrational interactions) on a numerical example, let
us discuss the properties of the self-consistent theory
in more detail. The expression for the electric cur-
rent derived in this work has a very similar structure
to that derived in Part I. As stated before, the crucial
difference between the two approaches is that here the
amount of lifetime broadening depends on the strength
of electron-vibrational interactions as well as the bias
voltage and the position of the molecular energy level.
Physically, this accounts for the fact that the broadening
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associated with a given (electron-vibrational) transition
should depend on the probability of this transition tak-
ing place.33 For instance, one should expect the overall
ground-state-to-ground-state transition to be associated
with a much smaller degree of lifetime broadening in the
case of strong electron-vibrational coupling than in the
absence of electron-vibrational coupling (due to the poor
Franck-Condon overlap between the states in the former
case19,47).
In the limit of high bias voltage or for the molecular
energy level lying far away from the Fermi levels of the
unbiased leads, it can be easily shown that Re[νl]→ Γl/2
and Re[ν¯l]→ 0 (or vice versa). Then, the damping term,
Φ, in Eqs. (28) and (29) becomes simply: Re [Φ] → Γ.
In these limits (i.e. in the “deep resonant” and the “deep
off-resonant” regimes), the self-consistent approach de-
veloped here reduces to the generalised approach derived
in Part I.
As stated above, the imaginary part of Φ induces
a renormalisation of the position of the molecular en-
ergy level. Assuming the wide-band approximation, we
have shown above that Im [Φ] vanishes in the absence
of electron-vibrational interactions. For the case of cou-
pling to individual (undamped) vibrational modes Im [Φ]
diverges (see Appendix A). When Im [Φ] converges, we
find that it is on the order of Γ and therefore (in the
weak-coupling limit which is predominantly of interest
here) constitutes a relatively small correction to ε¯0. This
effect is therefore largely inconsequential to the present
discussion.
Lastly, we turn to the limitations of our theory. First,
as already briefly discussed, we have assumed that the
vibrational environment is thermalised at all times. It
is known (and has been demonstrated experimentally14)
that non-equilibrium vibrational dynamics (especially of
intra-molecular vibrational modes) can play an impor-
tant role in steady-state transport through molecular
junctions.20 Nonetheless, our assumption is expected to
be valid in the case of coupling to a solvent or sub-
strate environment and when molecule-lead interactions
are relatively weak. Second, our self-consistent approach
was derived based on a (modified) second-order quan-
tum master equation. It is thus expected to be valid
in the regime of relatively weak molecule-lead coupling
where individual electron transfers between the molec-
ular structure and the metallic leads can be treated as
non-adiabatic processes. This approach therefore be-
comes exact in the limit of weak molecule-lead coupling
(i.e. for Γ → 0) when it coincides with the conventional
second-order theory but also, as we have shown above,
in the limit of vanishing electron-vibrational coupling.
Conversely, one should indeed expect the self-consistent
theory developed here to fail in the case of simultane-
ously strong electron-vibrational coupling and consider-
able molecule-lead coupling.
V. MARCUS LIMIT
In Part I of this work, by considering the high-
temperature limit, we have shown how lifetime broad-
ening can be introduced into the conventional Marcus
theory2,65,66 (which itself has been extensively used in
the past to model the transport properties of molecular
junctions).7,55,61,67–70 In what follows, we demonstrate
how lifetime broadening can be introduced into Marcus
theory in a self-consistent fashion [and thus derive the
self-consistent Marcus theory (scMarcus)]. We will then
compare it to the conventional Marcus (also known as
Marcus-Hush-Chidsey) theory and the generalised Mar-
8cus theory (gMarcus) derived in Part I of this work. Both
of these alternative theories are for convenience given in
Appendix B.
A. Derivation
Similarly as we have done in the Part I of this work,
we take the high-temperature limit in the phononic cor-
relation function B(t). In particular, we approximate
coth (βω/2) ≈ 2/βω, and assume a slowly-fluctuating en-
vironment: sin(ωt) ≈ ωt and cos(ωt) ≈ 1 − ω2t2/2.71,72
Then, the phononic correlation function becomes:
B(t) ≈ exp(−λt2/β) exp(−iλt) , (36)
where λ is the Marcus reorganisation energy:
λ =
∫ ∞
0
dω J (ω)/ω . (37)
Performing the one-sided Fourier transform, we obtain
ΦM =
∑
l
Γl
{∫ ∞
−∞
dǫ
2π
fl(ǫ)K+(ǫ) +
∫ ∞
−∞
dǫ
2π
[1− fl(ǫ)]K∗−(ǫ)
}
, (38)
where K±(ǫ) take the form,
K±(ǫ) =
√
π
4λkBT
exp
(
− [(ǫ− ε¯0)∓ λ]
2
4λkBT
)
×{
1± i erfi
(
(ǫ − ε¯0)∓ λ√
4λkBT
)}
. (39)
In the above, erfi(x) denotes an imaginary error func-
tion [and the real part of K(ǫ) has the familiar Gaussian
form]. Finally, the hopping rates become:
γMl = 2 Re
[
Γl
∫ ∞
−∞
dǫ
2π
fl(ǫ)×
∫ ∞
0
dτ e+i(ǫ−ε¯0−λ)τe−Φ
Mτe−λτ
2/β
]
, (40)
and similarly for γ¯Ml . Performing the one-sided Fourier
transforms leads to:
γMl = 2 Γl
∫ ∞
−∞
dǫ
2π
fl(ǫ) Re
[√
π
4λkBT
×
exp
(
(ΦM − iν+)2
4λkBT
)
erfc
(
ΦM − iν+√
4λkBT
)]
;
(41)
γ¯Ml = 2 Γl
∫ ∞
−∞
dǫ
2π
[1− fl(ǫ)] Re
[√
π
4λkBT
×
exp
(
(ΦM − iν−)2
4λkBT
)
erfc
(
ΦM − iν−√
4λkBT
)]
,
(42)
where ν± = ǫ− ε¯0 ∓ λ and erfc(x) is the complementary
error function. Similarly to the generalised Marcus the-
ory, therefore, the molecular densities of states take the
form of Voigt profiles, see Appendix B. Now, however,
the amount of Lorentzian-type broadening depends on
the bias voltage and the position of the molecular level:
Re[ΦM] =
∑
l
Γl
{
1
2
+
√
π
4λkBT
∫ ∞
−∞
dǫ
2π
fl(ǫ)×
[
exp
(
− [(ǫ− ε¯0)− λ]
2
4λkBT
)
− exp
(
− [(ǫ− ε¯0) + λ]
2
4λkBT
)]}
,
(43)
In contrast to what has been discussed in Section
IVB, the renormalisations of the molecular energy level
(Im[ΦM]) now converge within the wide-band approxi-
mation:
Im[ΦM] =
∑
l
Γl√
λkBT
∫ ∞
−∞
dǫ
2π
fl(ǫ)×
[
D
(
(ǫ− ε¯0)− λ√
4λkBT
)
−D
(
(ǫ − ε¯0) + λ√
4λkBT
)]
. (44)
where D(x) denotes the Dawson function. In what fol-
lows we shall nonetheless disregard these renormalisa-
tions of the molecular energy level which are generally
on the order of Γ and are largely inconsequential for the
subsequent considerations.
We note that in the limit of vanishing reorganisation
energy λ → 0, we once again recover the Landauer-
Bu¨ttiker expression for the electric current (as demon-
strated in Section IVA). On the other hand, if we were
to ignore the self-consistent correction introduced here
(i.e. set ΦM = 0) we would trivially recover the con-
ventional Marcus theory. Similarly to the generalised
Marcus theory, therefore, this (more sophisticated) self-
consistent approach also unifies the Landauer-Bu¨ttiker
and Marcus-type theories of molecular conduction.
B. Comparison with alternative approaches
We proceed to compare the self-consistent approach
developed here with the alternative Marcus-type theories
given in Appendix B.
First, using Eq. (38) we can investigate when
Re [ΦM]→ Γ, that is when the self-consistent theory de-
veloped in this work becomes identical to the generalised
one developed in Part I. In particular, this is the case
whenever µl ≫ ε¯0 + λ or µl ≪ ε¯0 − λ for both l = L,R.
In other words, Re [ΦM] = Γ in the deep off-resonant
regime (i.e. when µL,R ≫ ε¯0+ λ or when µL,R ≪ ε¯0−λ)
and in the deep resonant regime (i.e. when µL ≫ ε¯0 + λ
and µR ≪ ε¯0 − λ or vice versa). The biggest differ-
ences between the gMarcus and scMarcus approaches
should therefore be present when the molecular energy
level enters the bias window. Furthermore, as discussed
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above, we note that the two theories become identical
in the limit of vanishing reorganisation energy (where
they both yield the Landauer-Bu¨ttiker expression). One
should therefore also expect these two approaches to dif-
fer significantly in the case of relatively large λ.
In Figs. 5(a, b), we show the IV characteristics calcu-
lated using the self-consistent Marcus approach for rela-
tively weak molecule-lead coupling (Γ ≪ kBT ) and two
different values of the reorganisation energy λ. For sim-
plicity, the bias voltage has been again applied symmet-
rically: µl = ±|e|Vb/2. In both cases we observe the
usual behaviour: current suppression in the off-resonant
regime which is lifted once the molecular level enters the
bias window eventually followed by a saturation of the
electric current at high bias. Figs. 5(a, b) also show the
amount of lifetime broadening (Re [ΦM] /Γ) as a function
of the bias voltage. We can see that Re [ΦM]→ Γ at large
bias voltage (when the molecular energy level lies deep
within the bias window). At low bias voltage, the extent
of lifetime broadening depends on the values of ε¯0 and λ,
and is generally smaller for larger values of reorganisation
energy, in accordance with our earlier discussion.
The comparison of the IV behaviour predicted by the
self-consistent, generalised and the conventional Marcus
theory is shown (on a logarithmic scale) in Figs. 5(c, d).
For weaker environmental interactions (λ = 0.3 eV), the
self-consistent Marcus theory will yield results similar to
those of the generalised Marcus theory. By contrast, in
the case of significantly larger λ, the generalised Mar-
cus theory significantly overestimates values of the off-
resonant electric current, see discussion in Section IVB.
We can also clearly see that, for both values of reorgan-
isation energy, the conventional Marcus theory only cor-
rectly captures charge transport in the resonant regime
(i.e. for Vb > 0.8 eV). This should come as no sur-
prise given that the conventional Marcus theory is only
perturbative (to the second order) with respect to the
molecular-lead interactions.
It is also interesting to consider the zero-bias conduc-
tance predicted by the three approaches discussed here.
Once again we consider the behaviour for two different
values of the reorganisation energy. As shown in Fig. 6,
for the relatively weak environmental coupling (λ = 0.1
eV) the generalised and self-consistent approaches are in
an excellent agreement predicting virtually identical con-
ductance values. Unsurprisingly, the conventional Mar-
cus theory significantly underestimates the electric cur-
rent off resonance although it is in a good agreement with
the remaining approaches around the resonance. Moving
to the case of stronger environmental coupling (λ = 0.4
eV), we can see that the generalised Marcus theory signif-
icantly overestimates the width of the conductance peak.
The self-consistent theory clearly interpolates between
the conventional Marcus theory (with which it is in agree-
ment close to resonance) and the generalised Marcus the-
ory with which it agrees at large gate voltages (i.e. far
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away from the resonance point).
VI. CONCLUSIONS
In this work, we have studied charge transport through
molecular junctions modelled as a single site coupled to a
set of vibrational modes. Assuming that the vibrational
degrees of freedom remain thermalised at all times, we
have derived a semi-analytical expression for the elec-
tric current in which lifetime broadening is introduced
in a self-consistent fashion. This result improves on the
theoretical framework developed in Part I of this work.
Considering the case of coupling to a single vibrational
mode, we further compared our new self-consistent the-
ory, the generalised theory from Part I of this work, and
the conventional Born-Markov approach, to the results
obtained using hierarchical equations of motion. In do-
ing so, we have demonstrated that the self-consistent the-
ory significantly outperforms the considered alternative
approaches at relatively little additional (conceptual or
computational) cost.
Similarly to we have done in Part I of this work,
we have derived a modified version of the Marcus ap-
proach in which lifetime broadening is introduced in a
self-consistent fashion. Our self-consistent theory (sim-
ilarly to the generalised theory which was developed in
Part I) also unifies the Marcus and Landauer-Bu¨ttiker
descriptions of charge transport through molecular junc-
tions (at least for the single-level model system consid-
ered here).
We have previously applied the theoretical framework
from Part I of this work to study the phenomenon of
thermoelectricity73 as well as to model experimentally-
observed charge transport through zinc porphyrin single-
molecule transistors.7 Naturally, the self-consistent the-
ory developed here could also be applied in these con-
texts. Finally, it would be interesting to extend the type
of theory developed in Part I and II of this work to longer
(multi-site) molecular wires43,74,75 (see also the very re-
cent developments in Ref. 52), and to account for vibra-
tional non-equilibrium effects.14,20,47,76
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Appendix A: Fourier transform of the phononic correlation
function
In order to obtain the effective propagator, it is neces-
sary to evaluate [in Eqs. (22) and (23)] the Fourier trans-
form of the phononic correlation function B(τ).
If the vibrational environment comprises a single (un-
damped) vibrational mode with frequencies ω0, i.e.
J (ω) = |g0|2 δ(ω − ω0) , (A1)
the relevant Fourier transform must be evaluated analyt-
ically. The correlation function can be written as:
B0(τ) = exp
{
α0
[
coth (βω0/2)(cosω0t−1)− i sinω0t
]}
,
(A2)
where, for convenience, we have defined α0 = (g0/ω0)
2.
It will be convenient to follow Ref. 58 and write the
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single-mode correlation function as:
B0(τ) = exp [−α0 coth (βω0/2)]×
∞∑
n=−∞
In
(
α0
sinh(βω0/2)
)
enβω0/2e−iτnω0 , (A3)
where In is the modified Bessel function of the first type.
The one-sided Fourier transform of the single mode
correlation function, B0, is given by
∫ ∞
0
dτ ei(ǫ−ε¯0)τ B0(τ) = exp [−α0 coth (βω0/2)]
×
∞∑
n=−∞
In
(
α0
sinh(βω0/2)
)
enβω0/2×
{
π δ(ǫ− ε¯0 − nω0) + P i
ǫ− ε¯0 − nω0
}
. (A4)
Once inserted into Eqs. (22) and (23), the real part of Φ
can be trivially found. On the other hand, the imaginary
part diverges and will be disregarded henceforth.
Appendix B: Alternative Marcus-type theories of transport
For convenience, here, we outline the conventional
Marcus theory and its recently developed generalisation.
1. Conventional Marcus approach
The conventional Marcus (Marcus-Hush-Chidsey) the-
ory describing electron transfer between a metallic lead
and a molecular energy level (or vice versa) can be
obtained as the high-temperature limit of the second-
order Born master equation (in the polaron-transformed
frame), see Ref. 51 for a detailed discussion. The electron
hopping rates within this approach can be written as:
γl = 2Γl
∫ ∞
−∞
dǫ
2π
fl(ǫ)K+(ǫ) ; (B1)
γ¯l = 2Γl
∫ ∞
−∞
dǫ
2π
[1− fl(ǫ)]K−(ǫ) , (B2)
where K±(ǫ) has the familiar Marcus form:
K±(ǫ) =
√
π
4λkBT
exp
(
− [λ∓ (ǫ− ε¯0)]
2
4λkBT
)
. (B3)
2. Generalised Marcus theory
In Part I of this work we have also demonstrated how
lifetime broadening can be incorporated into the conven-
tional Marcus theory. Within that (generalised Marcus)
approach, the hopping rates have the form also given by
Eqs. (B1) and (B2) but with K±(ε) given by:
51,73
K±(ǫ) = Re
[√
π
4λkBT
exp
(
(Γ− iν±)2
4λkBT
)
erfc
(
Γ− iν±√
4λkBT
)]
,
(B4)
where ν± = λ∓(ǫ− ε¯0) and Γ is again the lifetime broad-
ening, Γ = (ΓL + ΓR)/2.
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