Atlas models are systems of Itô processes with parameters that depend on rank. We show that the parameters of a simple Atlas model can be identified by measuring the variance of the top-ranked process for different sampling intervals.
where σ 2 > 0, the g k are constants such that g 1 + · · · + g n = 0 and g 1 + · · · + g m < 0 for m < n, and (W 1 , . . . , W n ) is an n-dimensional Brownian motion (see. e.g., Fernholz (2002) or Banner et al. (2005) ). Let X (1) (t) ≥ · · · ≥ X (n) (t) represent the ranked processes X i (t). The depth of an Atlas model is the number of processes in it, in this case, n. Let us assume that the gap processes X (k) − X (k+1) are in their steady-state distributions with initial values such that X 1 (0)+· · ·+X n (0) = 0. (Here we need the existence of steady-state distributions for the gap processes, but we don't seem need the fact that these distributions are exponential -in certain cases, at least -as is proved in Ichiba and Karatzas (2010) and Banner et al. (2005) .)
Let Z(t) be a continuous semimartingale defined for t ≥ 0 such that E Z(s + t) − Z(s) 2 exists for s, t ≥ 0 and is independent of s. Then the variogram V Z of Z is the real-valued function defined for t > 0 by
(2) (This may be an unusual definition of variogram, but it is convenient in our context and contains the same information as the classical version.) For a Brownian motion B, the variogram is V B (t) ≡ 1. Here we consider the variogram V X (1) of the top-ranked process in an Atlas model. Since the g k add up to zero, the average X of the X i will be
where W is a new Brownian motion. Hence, for t > 0,
Since the gap processes X (k) − X (k+1) are assumed to be in their steady-state distribution, we have
for a constant C > 0. Now,
and, by the Cauchy-Schwarz inequality,
Hence, (3) and (4) imply that
In terms of variograms, (5) becomes
and from (1) 
Hence, the relative variogram of X (1) ,
and this provides an estimator for the depth, n, of the model. There are a couple of simple manipulations of the model (1) that are worth noting. First, if we multiply all the parameters g i and σ that appear in (1) by a positive constant a, resulting in the new parameters ag 1 , . . . , ag n , and a 2 σ 2 ,
then the Atlas model generated by the new parameters is Y i = aX i , and we see from (2) that
for all t. Second, if we multiply the parameters g i by a positive constant a and we multiply σ by √ a, resulting in the new parameters ag 1 , . . . , ag n , and aσ 2 ,
then the Atlas model generated by the new parameters is a time-changed version of (1) that behaves like X i (at). In this case it follows from (2) that
for all t. A simple Atlas model is one with a single growth parameter g > 0 such that parameters g 1 = · · · = g n−1 = −g and g n = (n − 1)g. In the case of a simple Atlas model, by using successive transformations of the parameters of the form (7) and (9) it is possible to express the variogram in terms of the variogram of the canonical Atlas model of depth n defined by dX i (t) = n1 {Xi(t)=X (n) (t)} − 1 dt + dW i (t).
Hence, we have
Proposition 1: A simple Atlas model can be identified by the variogram of its top-ranked process.
To observe how this method might work in practice, we simulated a simple Atlas model with n = 10 over 10 million iterations. The parameters for the model (1) were g 1 , . . . , g 9 = −.0001, g 10 = .0009, and σ 2 = 0001.
(11)
The variogram was sampled at powers of 2, t = 1, 2, 4, · · · , 524288, and the estimated relative variogram appears in Figure 1 below. The value tends to about 1/10, correctly indicating that the depth of the model is 10, but the 10 million iterations used to obtain this estimate suggest that this method is more of theoretical than practical interest. A second variogram was generated for the same model (1) with parameters g 1 , . . . , g 9 = −.0002, g 10 = .0018, and σ 2 = 0001,
and we see in Figure 1 that the variogram for these new parameters, represented by the red dots, converges to 0.1 about four times more quickly than the variogram corresponding to the old parameters (11), as is expected following (8) and (10). This leads to some perhaps more interesting problems:
Problem 1: In the general case (1), can all the parameters g 1 , . . . , g n be recovered from the values of V X (1) (t)?
Problem 2: Characterize -in the manner of the law of the iterated logarithm -the long-term behavior of X (1) for an infinite Atlas model. 
