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ON LIMITING BEHAVIOR OF STATIONARY MEASURES
FOR STOCHASTIC EVOLUTION SYSTEMS WITH SMALL
NOISE INTENSITY∗
By Lifeng Chen, Zhao Dong, Jifa Jiang† and Jianliang Zhai
The limiting behavior of stochastic evolution processes with small
noise intensity ǫ is investigated in distribution-based approach. Let
µǫ be stationary measure for stochastic process Xǫ with small ǫ and
X0 be a semiflow on a Polish space. Assume that {µǫ : 0 < ǫ ≤ ǫ0} is
tight. Then all their limits in weak sense are X0−invariant and their
supports are contained in Birkhoff center of X0. Applications are
made to various stochastic evolution systems, including stochastic
ordinary differential equations, stochastic partial differential equa-
tions, stochastic functional differential equations driven by Brownian
motion or Le´vy process.
1. Introduction. Mumford [42] addressed that
“Stochastic differential equations are more fundamental and relevant to
modeling the world than deterministic equations · · · . A major step in mak-
ing the equation more relevant is to add a small stochastic term. Even if
the size of the stochastic term goes to 0, its asymptotic effects need not.
It seems fair to say that all differential equations are better models of the
world when a stochastic term is added and that their classical analysis is
useful only if it is stable in an appropriate sense to such perturbations”.
This shows that it is important to check the asymptotic stability of stochas-
tic systems with small noise. For this purpose, a basic method is to study
the stationary measures and their limit measures. The latters are called
zero-noise limits by Young [49] and Cowieson and Young [11], where they
proved SRB measures can be realized as zero-noise limits. Huang, Ji, Liu
and Yi [27, 28] have investigated stochastic ordinary differential equations
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with small white noise where the drift vector field is dissipative. They have
shown that limiting measures are invariant for the flow generated by the
drift vector field and their supports are in its global attractor. For non-
degenerate noise, Freidlin and Wentzell [18] estimated the concentration of
limiting measure for stationary measures via the large-deviation technique
and proved that the stationary measure value µǫ(P ) tends to zero for any
subset P not intersecting with any attractor for the drift vector field, which
implies that any limiting measure will support on the global attractor of the
drift vector field; Li and Yi [35, 36] have presented more precise estimation
for stationary measures near the global attractor or outside of the global at-
tractor via the Fokker-Planck equation and the level set method developed
in [28], which are applied by them to study systematic measures of biolog-
ical network including degeneracy, complexity, and robustness. Hwang [31]
proved limiting probability measure of Gibbs measures for gradient system
with additive noise concentrates on the minimal energy states. Huang, Ji,
Liu and Yi [30] have explored the stochastic stability of invariant sets and
measures for gradient systems with noises.
This paper is intended to establish the close connection between deter-
ministic dynamical systems and their stochastic perturbations by consid-
ering the limiting behavior of stationary measures for stochastic evolution
systems with small random perturbations. These stochastic evolution sys-
tems Xǫ(t, x) may be solutions of various stochastic differential equations
driven by white or Le´vy noise with the intensity ǫ. The corresponding so-
lution of deterministic equations is denoted by X0(t, x). Let µǫ be the sta-
tionary probability measure of Xǫ(t, x). We prove that all their limits of
stationary measures µǫ of Xǫ are X0−invariant and their supports are con-
tained in the Birkhoff center of X0 as ǫ tends to zero (see Theorem 2.1). For
various stochastic differential equations with small noise intensity, we prove
the probability convergence property and provide the existence of stationary
measures and their tightness and applications to all corresponding stochastic
systems (see sections 3-5). Usually, a global attractor for finite dimensional
system has positive Lebesgue measure if it is not a globally stable equilib-
rium, however, the Birkhoff center always has zero Lebesgue measure for
dissipative system. Compared to the existing results, which mostly focus on
SODEs with non-degenerate noise, ours gives much more precise positions
for limiting measures to support. We note that our result is the best if we
don’t put any restriction to types of noise because we can construct a diffu-
sion term such that a sequence of stationary measures weakly converges to a
given invariant measure of the drift vector field (see Proposition 3.2 and Re-
mark 9). As far as we know, among all existing examples (see, for example,
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[18, 27, 31]), the limiting measures support at stable orbits, such as, stable
equilibrium or closed orbits. A natural question arises : when a dissipative
drift vector field has no stable motion in its global attractor, where does
any limiting measure support? Utilizing our result, we construct Bernoulli’s
lemniscate with non-degenerate noise such that stationary measures weakly
converge to a delta measure at a saddle of the drift vector field, however,
the global attractor in this case is the closed domain surrounded by the
lemniscate of Bernoulli (see Example 3). In May-Leonard system perturbed
by a one dimensional white noise (see Example 4), we have proved that the
limiting measures will support at the three saddles when the deterministic
May-Leonard system admits a heteroclinic cycle. Also, from this example,
the limiting measures can be distinguished by different initial values because
of the various kinds of asymptotic behavior for deterministic equations. In a
word, limiting measures always support at “most relatively stable positions”.
This article is organized as follows. In section 2, we present the framework
to study the limiting measures of stationary measures for stochastic evolu-
tion processes and their supports. From sections 3–5, we prove the probabil-
ity convergence, the existence of stationary measures and their tightness for
various stochastic differential equations. Specially, in section 3, we deal with
all these problems of stochastic ordinary differential equations (SODEs). In
section 4, we investigate stochastic reaction-diffusion equations, stochastic
2D Navier-Stokes equations and stochastic Burgers type equations driven
by Brownian motions or Le´vy process. In sections 5, we consider a class of
stochastic functional differential equations (SFDEs). Section 6 collects the
basic properties on invariant measures of deterministic flow.
Here and throughout of this article, we will use the same symbol | · |
to denote Euclidean norm of a vector or the operator norm of a matrix.
Sometimes we will write Xǫ(t, x), X0(t, x) as Xǫt (x), X
0
t (x), respectively,
unless noted otherwise.
2. General framework to study limiting measures. In this sec-
tion, we will give general criterion on studying limiting measures of station-
ary measures for stochastic evolution processes and describe their concen-
tration.
Let (Ω,F ,P) be a probability space, (M,ρ) be a Polish space and B(M) be
the Borel σ−algebra on M . Assume that Φt(x) := X0t (x) is a deterministic
semi-dynamical system (semiflow) on (M,ρ) and for 0 < ǫ ≪ 1, Xǫt (x) is a
noise driven process on (M,ρ) with noise intensity ǫ.
Throughout this article we assume that Φ : R+×M −→M is a mapping
with the following properties
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(i) Φ·(x) is continuous, for all x ∈M ,
(ii) Φt(·) is Borel measurable, for all t ∈ R+,
(iii) Φ0 = id, Φt ◦ Φs(x) = Φt+s(x), for all t, s ∈ R+, x ∈ M . Here ◦
denotes composition of mappings.
Let {Xǫt (x), t ≥ 0} be a family of processes with initial value x on state
space M , ǫ ∈ (0, 1]. The probability transition function is defined as
P ǫt (x,A) := P(X
ǫ
t (x) ∈ A), t ≥ 0, x ∈M,A ∈ B(M).
A probability measure µǫ on B(M) is called stationary (or invariant) with
respect to {P ǫt }t≥0 if
P ǫt µ
ǫ = µǫ for any t ≥ 0.
Let I ǫ denote the set of all stationary measures of the process {Xǫt }t≥0.
For our purpose, a necessary condition is XǫT (x)
P−→ X0T (x) as ǫ→ 0. For
a technical reason, we impose the following Hypothesis.
Hypothesis (Probability Convergence): For any given compact set
K ⊂M , T > 0 and δ > 0,
(2.1) lim
ǫ→0
sup
x∈K
P{ρ(Xǫ(T, x),Φ(T, x)) ≥ δ} = 0.
Theorem 2.1. Assume hypothesis (2.1) holds. If µǫi ∈ I ǫi, and µǫi w→ µ
as ǫi → 0, then µ is an invariant measure of Φ, i.e. µ ◦ Φ−1t = µ for every
t ≥ 0. Moreover, this invariant probability measure µ is concentrated on
B(Φ), where B(Φ) := {x ∈M : x ∈ ω(x)} denotes the Birkhoff center of Φ
(see the definition in Appendix).
Proof. Let µǫi
w→ µ as ǫi → 0. It suffices to prove that for any nonzero
g ∈ Cb(M) and T > 0,∫
g(x)µ ◦Φ−1T (dx) =
∫
g(x)µ(dx),
or equivalently, ∫
g
(
Φ(T, x)
)
µ(dx) =
∫
g(x)µ(dx).
Since {µǫi} is relatively compact, it is tight. For every η > 0, there exists a
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compact set K ⊂M such that inf
ǫi
µǫi(K) ≥ 1− η‖g‖ .
|
∫
g(x)µǫi ◦Φ(T, ·)−1(dx) −
∫
g(x)µǫi(dx)|
=|
∫
Eg
(
Φ(T, x)
)
µǫi(dx)−
∫
Eg
(
Xǫi(T, x)
)
µǫi(dx)|
≤
∫
E|g(Φ(T, x)) − g(Xǫi(T, x))|µǫi(dx)
≤
∫
E|IK(x)[g(Φ(T, x)) − g(Xǫi(T, x))]|µǫi(dx) + 2η.
K˜ := Φ(T × K) ⊂ M is a compact set since Φ(T, x) is continuous on x.
We claim that there exists δ > 0 such that ∀y, z ∈ M with z ∈ K˜ and
ρ(y, z) < δ, one has
|g(y) − g(z)| < η.
If not, then there exist η0 > 0 and yn ∈ M and zn ∈ K˜ with ρ(yn, zn) < 1n
such that |g(yn) − g(zn)| ≥ η0, n = 1, 2, · · · . The compactness of K˜ and
{zn} ⊂ K˜ imply that, without loss of generality, zn → z0 ∈ K˜ as n → ∞.
Therefore, it follows from ρ(yn, zn) <
1
n that yn → z0. By the continuity of
g, letting n→∞, we have
0 = |g(z0)− g(z0)| ≥ η0,
a contradiction.
Hence one can derive that∫
E|IK(x)[g
(
Φ(T, x)
)− g(Xǫi(T, x))]|µǫi(dx)
=
∫
K
E|I{ρ(Φ(T,x),Xǫi (T,x))≥δ}(ω)[g
(
Φ(T, x)
) − g(Xǫi(T, x))]|µǫi(dx)
+
∫
K
E|I{ρ(Φ(T,x),Xǫi (T,x))<δ}(ω)[g
(
Φ(T, x)
) − g(Xǫi(T, x))]|µǫi(dx)
≤2‖g‖ sup
x∈K
P
(
ρ
(
Xǫi(T, x),Φ(T, x)
) ≥ δ) + η.
Therefore, by the hypothesis (2.1), one can show that
lim sup
ǫi→0
|
∫
g(x)µǫi ◦Φ(T, ·)−1(dx) −
∫
g(x)µǫi(dx)|
≤2‖g‖ lim
ǫi→0
sup
x∈K
P
{
ρ
(
Xǫi(T, x),Φ(T, x)
) ≥ δ}+ η + 2η = 3η.
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Since η > 0 is arbitrary and µǫi
w−→ µ, hence ∫ g(x)µ ◦ Φ(T, ·)−1(dx) =∫
g(x)µ(dx). This shows that µ is an invariant probability measure of the
semiflow Φ.
It remains to prove that µ(B(Φ)) = 1. Indeed, the result of this fact relies
on the following well-known lemma, the Poincare´ recurrence theorem.
Lemma 2.1. The support of semiflow Φ-invariant probability measure µ
is contained in B(Φ). Consequently this implies that µ(B(Φ)) = 1.
The above result is a slightly variant version of the Poincare´ recurrence
theorem (see e.g., Man˜e´ [38, Theorem 2.3, p.29]) to obtain the concentration
of invariant measures. For readers’ convenience, we also give a self-contained
proof of Lemma 2.1 which is postponed to Appendix.
Remark 1. Observing the proof of Theorem 2.1, we only need to prove
the probability convergence property for a compact set K satisfying the defi-
nition of tightness. This remark will be used in SPDEs of section 4.
In order to apply Theorem 2.1 to various stochastic differential equations,
the probability convergence (2.1) and the existence of stationary measures
for Xǫt (x) and their tightness are needed to be proved. In the rest of this
paper, we will check them for various stochastic evolution systems.
3. ODEs driven by Le´vy noise. Let (Ω,F ,P) be a probability space
equipped with a filtration {Ft, t ≥ 0} satisfying the usual conditions, W =
{Wt, t ≥ 0} a k-dimensional Wiener process and N a Poisson random mea-
sure on R+ × (Rl\{O}) with the σ-finite intensity measure ν on Rl\{O},
and denote its associated compensator as N˜(dt, dy) = N(dt, dy) − ν(dy)dt.
Denote by (L2(R
k,Rm), ‖ · ‖2) the Hilbert space of all Hilbert-Schmidt op-
erators from Rk to Rm. Actually, L2(R
k,Rm) is m× k matrices set.
Consider the following SODEs driven by a Le´vy process
dXǫ,x(t) =b(Xǫ,x(t))dt+ ǫσ(Xǫ,x(t))dWt
+ ǫ
∫
|y|
Rl
<c
F (Xǫ,x(t−), y)N˜ (dt, dy)(3.1)
with initial condition Xǫ,x(0) = x ∈ Rm and ǫ, c > 0. The mappings b :
Rm → Rm and σ : Rm → L2(Rk,Rm) are B(Rm) measurable functions,
F : Rm × Rl → Rm is B(Rm)⊗ B(Rl) measurable function.
b, σ and F are called to satisfy local Lipschitz condition, respectively, if
for every integer n ≥ 1, there is a positive constant L1(n) such that for all
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x, y ∈ Rm with |x| ≤ n and |y| ≤ n,
(3.2) |b(x)− b(y)|2 ≤ L1(n)|x− y|2,
(3.3) ‖σ(x) − σ(y)‖22 ≤ L1(n)|x− y|2,
(3.4)
∫
‖z‖
Rl
<c
|F (x, z) − F (y, z)|2ν(dz) ≤ L1(n)|x− y|2,
respectively. In addition, we say that F satisfies local growth condition, if
for every integer n ≥ 1, there is a positive constant L2(n) such that for all
|x| ≤ n,
(3.5)
∫
‖z‖
Rl
<c
|F (x, z)|2ν(dz) ≤ L2(n)(1 + |x|2).
If Li(n), i = 1, 2 are independent of n, we say that the coefficient functions
admit global Lipschitz and linear growth conditions.
For a C2 scalar function V , and ǫ ≥ 0, we define
LǫV (x) :=〈∇V (x), b(x)〉 + ǫ
2
2
m∑
i,j=1
aij(x)
∂2V (x)
∂xi∂xj
+
∫
|y|
Rl
<c
(
V (x+ ǫF (x, y)) − V (x)− 〈∇V (x), ǫF (x, y)〉)ν(dy),
where A(x) = (aij(x)) := σ(x)σ
T (x) is the diffusion matrix. Let Sǫ denote
the set of all stationary measures of (3.1) for a given ǫ. The following is the
main result of this section.
Theorem 3.1 (Support on Limiting Measures). Let b(x), σ(x) and F (x, y)
in (3.1) be locally Lipschitz continuous and locally linear growth, and F (x, y)
locally bounded with respect to (x, y). Suppose that there exists a nonnegative
function V (x) ∈ C2(Rm) such that
(3.6) inf
|x|>R
V (x)→ +∞, as R→∞, and
(3.7) sup
|x|>R
LǫV (x) ≤ −AR → −∞ as R→∞.
If µǫixi ∈ Sǫi , and µǫixi
w→ µ as ǫi → 0, then µ is an invariant measure of
X0(t), which supports on the Birkhoff center B(X0).
The proof of the Theorem 3.1 follows from subsections 3.1 and 3.2.
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3.1. The criterion for probability convergence. By standard arguments,
we have
Lemma 3.1. Suppose that the coefficient functions b, σ and F admit
global Lipschitz and linear growth conditions with positive constant L. Then
the system (3.1) admits a unique strong solution Xǫ,x = {Xǫ,x(t) : t ≥ 0},
which is adapted and has ca`dla`g sample paths. Moreover, for every fixed
T > 0, there is a constant DL,T such that for each x ∈ Rm,
(3.8) sup
ǫ∈(0,1]
sup
t∈[0,T ]
E|Xǫ,x(t)|2 ≤ DL,T (1 + |x|2).
Denote by X0,x(t) the solution for (3.1) as ǫ = 0. Then we have
Proposition 3.1. Suppose that the coefficient functions b, σ and F ad-
mit global Lipschitz and linear growth conditions with positive constant L.
Then there exists a constant D∗L,T such that for every ǫ ∈ (0, 1]
E[ sup
0≤t≤T
|Xǫ,x(t)−X0,x(t)|2] ≤ D∗L,T ǫ2(1 + |x|2)
for all x ∈ Rm.
Theorem 3.2. Let b, σ and F be locally Lipschitz continuous and locally
linear growth. If there exist a function V ∈ C2(Rm,R+), ǫ0 > 0 and a
constant c∗ < +∞, such that (3.6) and
(3.9) LǫV (x) ≤ c∗V (x), ∀ǫ ∈ [0, ǫ0]
hold. Then there exists a global unique solution Xǫ,x(t) to (3.1) for all x ∈
Rm and all ǫ ∈ [0, ǫ0]. Moreover the hypothesis (2.1) holds, that is, for any
given compact set K ⊂ Rm, T > 0 and δ > 0,
lim
ǫ→0
sup
x∈K
P{|Xǫ,x(T )−X0,x(T )| ≥ δ} = 0.
Proof. For the global existence and uniqueness of solution to (3.1) we
refer to a similar proof in Khasminskii [34, Theorem 1.1.3 and Theorem
3.3.5], for instance. Without loss of generality, we assume c∗ > 0. Let τ ǫ,xn =
inf{t : |Xǫ,x(t)| > n} and τ0,xn = inf{t : |X0,x(t)| > n}. It is easy to see that
τ ǫ,xn and τ
0,x
n nondecreasingly tend to infinity as n→∞.
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For each n ∈ N∗, let Sn(r) be a nonincreasing C∞ function with values
in [0, 1] such that
Sn(r) =
{
1 if r ∈ [0, n],
n+ 1
2
r if r ∈ [n+ 1,+∞).
Construct functions
bn(x) = b
(
xSn(|x|)),(3.10)
σn(x) and Fn(x, y) similarly. Then bn(x), σn(x) and Fn(x, y) clearly satisfy
global Lipschitz and linear growth conditions. Let Xǫ,xn (t) be the solution
associated with functions bn(x), σn(x) and Fn(x, y). It is easy to see that
Xǫ,x(t) = Xǫ,xn (t) for t ≤ τ ǫ,xn . Repeating the proof in Khasminskii [34,
Theorem 3.5, p.76], we know that
P(τ ǫ,xn ≤ T ) ≤
exp(c∗T )V (x)
inf |y|>n V (y)
,
which implies that P(τ ǫ,xn ≤ T ) → 0 as n → ∞ uniformly for x ∈ K. This
shows that ∀η > 0, ∃N0 ∈ N∗, such that ∀n ≥ N0, we have sup
x∈K
P(τ ǫ,xn ≤
T ) < η. The compactness of K and continuity for solution X0,x(t) with
respect to initial point ensure that there exists N1 ∈ N∗, such that for all
n ≥ N1,
inf
x∈K
τ0,xn > T.
Now choosing n ≥ N0 ∨N1, we have
sup
x∈K
P{|Xǫ,x(T )−X0,x(T )| ≥ δ}
≤ sup
x∈K
P{|Xǫ,x(T )−X0,x(T )| ≥ δ, T < τ ǫ,xn ∧ τ0,xn }
+ sup
x∈K
P(τ ǫ,xn ∧ τ0,xn ≤ T )
= sup
x∈K
P{|Xǫ,xn (T )−X0,xn (T )| ≥ δ, T < τ ǫ,xn ∧ τ0,xn }
+ sup
x∈K
P(τ ǫ,xn ≤ T )
≤ 1
δ2
sup
x∈K
E|Xǫ,xn (T )−X0,xn (T )|2 + η
≤ sup
x∈K
D∗Ln,T (1 + |x|2)
δ2
ǫ2 + η
≤2η, ∀ǫ ∈ (0, ǫ0]
for some constant ǫ0 > 0. The proof is complete.
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3.2. The criteria on the existence of stationary measures and their tight-
ness. Following the arguments as Khasminskii in [33, 34], we obtain the
criterion on the tightness of a family of stationary measures for (3.1).
Theorem 3.3 (Tightness Criterion). Suppose that b(x), σ(x) and F (x, y)
in (3.1) are locally Lipschitz continuous and locally linear growth, and F (x, y)
is locally bounded with respect to (x, y), and that there exists a scalar func-
tion V (x) ∈ C2(Rm,R+) such that (3.6) and (3.7) hold. Then for any
x ∈ Rm, there exists at least a stationary measure µǫx for every ǫ, and the
set S := ⋃{Sǫ : 0 < ǫ ≤ ǫ0} of stationary measures is tight.
Proof. For any fixed x ∈ Rm, it follows from Theorem 3.2 that the
solution Xǫ(t, x) is globally defined on [0,+∞). For any n ∈ N∗, we define
stopping time τ ǫn = inf{t : |Xǫ(t, x)| > n}. Then Itoˆ’s formula and Doob’s
optional sampling theorem (see [1, 32]) imply that
EV (Xǫ(t ∧ τ ǫn, x)) − V (x) = E
∫ t∧τǫn
0
LǫV (Xǫ(s, x))ds.
Since V (x) ∈ C2(Rm) and F (x, y) is locally bounded, applying Taylor ex-
pansion and (3.5), we obtain
sup
ǫ∈[0,ǫ0]
∫
|y|
Rl
<c
(
V (x+ ǫF (x, y))− V (x)− 〈∇V (x), ǫF (x, y)〉)ν(dy) <∞.
By V (x) ∈ C2(Rm) again and (3.7), C := sup
ǫ∈[0,ǫ0]
sup
x∈Rm
LǫV (x) <∞. Hence
we have
LǫV (Xǫ(s, x)) ≤ −I{|Xǫ(s,x)|>R}AR + C,
it is easy to get
ARE
∫ t∧τǫn
0
I{|Xǫ(s,x)|>R}ds ≤ V (x) +Ct,
where we have used the condition (3.7). Since t∧τ ǫn → t a.s. as n→∞, letting
n→∞ and then changing the order of integration in the last inequality, we
have for t > 0,
(3.11)
1
t
∫ t
0
P ǫ(s, x, U cR)ds ≤
1
AR
(V (x)
t
+ C
)
,
where U cR = {x ∈ Rm : |x| > R}. This implies that
lim
R→∞
lim inf
t→∞
1
t
∫ t
0
P ǫ(s, x, U cR)ds = 0.
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Applying Khasminskii [34, Theorem 3.1, p.66], there exists at least a sta-
tionary measure µǫx, which is produced by Krylov-Bogoliubov procedure,
that is, µǫx is a weak limit of a subsequence of probability measures on R
m
defined by
P ǫ,t(x,B) =
1
t
∫ t
0
P ǫ(s, x,B)ds.
Denote by Sǫx the set of all their weak limits of probability measures
{P ǫ,t(x, ·) : t > 0, } and Sǫ := ⋃{Sǫx : x ∈ Rm} for ǫ ∈ (0, ǫ0]. Pick any µǫx ∈
S. Then there are ǫ ∈ (0, ǫ0], x ∈ Rm and tn → ∞ such that P ǫ,tn(x, ·) w→
µǫx(·) as n→∞, by the Portmanteau Theorem and (3.11), we obtain
µǫx(U
c
R) ≤ lim infn→∞ P
ǫ,tn(x,U cR) ≤
C
AR
.
Since limR→∞ CAR = 0 uniformly in ǫ ∈ (0, ǫ0] by assumptions, the set S of
stationary measures is tight. This completes the proof.
Remark 2. From our proof, the conclusions still hold if C ≤ 0 and there
is a constant γ > 0 such that AR ≥ γ > 0 for R sufficiently large.
Remark 3. Huang, Ji, Li and Yi [28] gave the estimate of stationary
measures in the essential domain of a Lyapunov-like function in case F ≡ 0,
which provides the criterion for the tightness of stationary measures.
Our results allow the nonlinear terms in (3.1) to be polynomial growth,
which is stated as the following corollary.
Corollary 3.1. Suppose that b(x), σ(x) and F (x, y) in (3.1) are locally
Lipschitz continuous and locally linear growth, and that F (x, y) is locally
bounded with respect to (x, y). If there are positive constants c1, c2 and q ≥ 2
such that for |x| sufficiently large, one has
〈b(x), x〉 ≤ −c1|x|q,
1
2
‖σ(x)‖22 +
∫
|y|
Rl
<c
|F (x, y))|2ν(dy) ≤ c2|x|q,
then the conclusions of Theorems 3.2 and 3.3 hold.
Proof. Define V : Rm → R+ by
V (x) :=
1
2
m∑
i=1
(xi)
2
.
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Then
LǫV (x) =〈b(x), x〉 + ǫ
2
2
‖σ(x)‖22 + ǫ2
∫
|y|
Rl
<c
|F (x, y))|2ν(dy)
≤ −(c1 − ǫ2c2)|x|q
≤ −c1
2
|x|q
for |x| sufficiently large and ǫ sufficiently small. It is easy to see that (3.6)
and (3.7) and all other conditions in Theorems 3.2 and 3.3 hold. The proof
is complete.
It is easy to see that Theorem 3.1 follows immediately from Theorems
3.2, 3.3 and 2.1.
3.3. On the uniqueness and ergodicity of stationary measure. In this sub-
section, we will provide a result for the uniqueness and ergodicity of station-
ary measure for {P ǫt }t≥0. To achieve this goal, we will give the sufficient
conditions for {P ǫt }t≥0 to be irreducible and strong Feller.
Lemma 3.2. Suppose the assumptions of Lemma 3.1 are satisfied. If the
non-degeneracy
(3.12) sup
x∈Rm
|σT (x)(σ(x)σT (x))−1| := K˜ <∞ holds,
then the semigroup Pt of solution for equations (3.1) is irreducible.
Furthermore, if the following conditions
a) b, σ ∈ C1b (Rm),
b) there exists a nonnegative function c˜ ∈ L2(Rl,B(Rl), ν) such that
|F (x, y)| ≤ c˜(y), (x, y) ∈ Rm × Rl,
c) there exists a constant C > 0 such that∫
|y|
Rl
<c
‖DxF (0, y)‖22ν(dy) ≤ C, and
∫
|y|
Rl
<c
‖DxF (x1, y)−DxF (x2, y)‖22ν(dy) ≤ C|x1 − x2|2, x1, x2 ∈ Rm,
then the semigroup Pt of solution for equations (3.1) is strong Feller.
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Proof. For the diffusion case, i.e. F ≡ 0, it is well known that the
semigroup Pt of solution for equation (3.1) is strong Feller and irreducible,
see, for example, [50]. We will prove the jump diffusion case. In the below,
we denote by X(t) the solution for equation (3.1) and Xd(t) for the the
diffusion case.
(1) Irreducible:
Step 1. Suppose ν({|y|Rl < c}) <∞.
Let {τi}i≥1 be the interarrive times of the Poisson random measure N .
Then {yτi}i≥1 is a point process associated with the Poisson random measure
N which satisfies
(i) {yτi} ⊂ U := {y : |y|Rl < c},
(ii) {(τi, yτi), i ≥ 1} is independent and for measurable set O˜ ⊂ U(⊂
Rl), t > 0,
P(τi > t, yτi ∈ O˜) = e−tν(U)ν(O˜).
On [0, τ1),X(t) = X
d(t), and Xτ1 = Xτ1− + F (Xτ1 , yτ1). Since {(τi, yτi), i ≥
1} is independent with the solution Xd(t), as proved in [13] and [14], we
have the relationship for x ∈ Rm, t > 0,Γ ∈ B(Rm),
Pt(x,Γ) =e
−tν(U)P 0t (x,Γ)
+
∫
Rm
∫ t
0
∫
U
e−sν(U)Pt−s(z + F (z, y),Γ)ν(dy)dsP 0t (x, dz),(3.13)
where P 0t is the semigroup of solution for equation (3.1) with F ≡ 0, which
is irreducible. Therefore, we have that Pt is irreducible.
Step 2. Suppose ν({|y|Rl < c}) =∞.
The irreducibility of X(t) can be proved by using the arguments in [15].
(2) Strong Feller property:
Denote by X(t, x) the solution of (3.1) (ǫ = 1) with initial value x.
For any φ ∈ C1(Rm), t ≥ 0, and h ∈ Rm,
DxEφ(X(t, x))h = E[Dxφ(X(t, x))η
h
t ],
where ηht = Dx
(
X(t, x)
)
h is the solution of the equation
dηht =Dxb(X(t, x))η
h
t dt+Dxσ(X(t, x))η
h
t dWt
+
∫
|y|
Rl
<c
DxF
(
X(t−, x), y)ηht N˜(dt, dy), ηh0 = h.(3.14)
From a)–c) and (3.12), by the standard method, we know that there exists
some constant CT > 0, independent of h such that
(3.15) E|ηht |2 ≤ CT |h|2, for all t ∈ [0, T ].
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For φ ∈ C1(Rm), we can prove that V (t, x) = Eφ(X(t, x)) is a solution of
the equation 
dV (t, x)
dt
=LV (t, x)
V (0, x) =φ(x).
(see [19, Theorem 3.1, p.89]). Using the Itoˆ formula on V (t − s, x) with
respect to s ∈ [0, t] and x ∈ Rm of X(t, x)
φ(X(t, x))
=V (t, x) +
∫ t
0
[
∂
∂s
V (t− s,X(s, x)) + LV (t− s,X(s, x))] ds
+
∫ t
0
DxV (t− s,X(s, x))σ(X(s, x))dWs
+
∫ t
0
∫
U
[
V
(
t− s,X(s−, x) + F (X(s−, x), y))
− V (t− s,X(s−, x))]N˜(ds, dy)
=V (t, x) +
∫ t
0
DxV (t− s,X(s, x))σ(X(s, x))dWs
+
∫ t
0
∫
U
[
V (t− s,X(s−, x) + F (X(s−, x), y))
− V (t− s,X(s−, x))]N˜(ds, dy).
(3.16)
Multiplying both sides of (3.16) by∫ t
0
〈σT (X(s, x))(σ(X(s, x))σT (X(s, x)))−1ηhs , dWs〉Rk
and taking expectation, we get the following Bismut-Elworthy-Li formula
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for (3.1) (see Lemma 7.13 in Da Prato and Zabczyk [12]). Indeed,
E
[
φ(X(t, x))
∫ t
0
〈σT (X(s, x))(σ(X(s, x))σT (X(s, x)))−1ηhs , dWs〉Rk]
=E
∫ t
0
〈{DxV (t− s,X(s, x))σ(X(s, x))}T , σT (X(s, x))
(
σ(X(s, x))σT (X(s, x))
)−1
ηhs 〉Rkds
=E
∫ t
0
〈(DxV (t− s,X(s, x)))T , σ(X(s, x))σT (X(s, x))(σ(X(s, x))σT (X(s, x)))−1ηhs 〉Rmds
=E
∫ t
0
DxV (t− s,X(s, x))ηhs ds
=E
∫ t
0
DxPt−s
(
φ(X(s, x))
)
hds
=
∫ t
0
DxEPt−s
(
φ(X(s, x))
)
hds
=tDxEφ(X(t, x))h.
This implies,
(3.17)
DxEφ(X(t, x))h
=
1
t
E
[
φ(X(t, x))
∫ t
0
〈σT (X(s, x))(σ(X(s, x))σT (X(s, x)))−1ηhs , dWs〉Rk].
For any φ ∈ C1b (Rm), from (3.12), (3.15) and (3.17), it follows
|DxEφ(X(t, x))h|2 ≤‖φ‖
2
t2
E
∣∣∣ ∫ t
0
〈σT (X(s, x))(σ(X(s, x))σT (X(s, x)))−1ηhs , dWs〉Rk ∣∣∣2
≤‖φ‖
2
t2
E
∫ t
0
∣∣∣σT (X(s, x))(σ(X(s, x))σT (X(s, x)))−1ηhs ∣∣∣2ds
≤‖φ‖
2
t
K˜CT |h|2.
Then there exists a positive constant C˜T , we get
|DxEφ(X(t, x))| ≤ ‖φ‖√
t
C˜T .
Therefore, we have
|Ptφ(x)− Ptφ(y)| ≤ C˜T√
t
‖φ‖|x − y|, for all t ∈ (0, T ].
By [12, Lemma 7.15], Pt has strong Feller property.
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Remark 4. The uniformly elliptic property of diffusion matrix σσT ,
i.e., there is a constant λ > 0 such that ξTσ(x)(σ(x))T ξ ≥ λ|ξ|2 for all
x ∈ Rm and ξ ∈ Rm, which implies (3.12). Indeed, the boundedness of
σ˜ = σT (σσT )−1 follows from the fact that
|σ˜ξ|2 = ξT (σ˜)T σ˜ξ = ξT (σσT )−1ξ ≤ λ−1|ξ|2, ∀ξ ∈ Rm.
Theorem 3.4. Suppose the assumptions of Theorem 3.2 are satisfied. If
the non-degeneracy
(3.18) |σT (x)(σ(x)σT (x))−1| <∞ holds,
then the semigroup Pt is irreducible.
Furthermore, if
a) b, σ ∈ C1(Rm),
b) for any n > 1, there exists a nonnegative function cn ∈ L2(Rl,B(Rl), ν)
such that
sup
|x|≤n
|F (x, y)| ≤ cn(y), y ∈ Rl,
c) there exist positive constants C and Cr for any r > 0 such that∫
|y|
Rl
<c
‖DxF (0, y)‖22ν(dy) ≤ C,
∫
|y|
Rl
<c
‖DxF (x1, y)−DxF (x2, y)‖22ν(dy) ≤ Cr|x1 − x2|2, |x1| ∨ |x2| ≤ r,
then the semigroup Pt has the strong Feller property.
Proof. It can be readily checked that for each n ≥ 1 the coefficients
bn, σn and Fn as in the proof of Theorem 3.2 satisfy the assumptions of
Lemma 3.2. Therefore the transition semigroup Pnt corresponding to Xn(t)
enjoys strong Feller property and irreducibility.
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Thus, for any t > 0 and f ∈ Bb(Rm)
|Ef(Xx(t))− Ef(Xx0(t))|
=|E(f(Xx(t)); t < τxn)+ E(f(Xx(t)); t ≥ τxn)
− E(f(Xx0(t)); t < τx0n )− E(f(Xx0(t)); t ≥ τx0n )|
=|Ef(Xxn(t))− E
(
f(Xxn(t)); t ≥ τxn
)
+ E
(
f(Xx(t)); t ≥ τxn
)
− Ef(Xx0n (t))− E
(
f(Xx0(t)); t ≥ τx0n
)− E(f(Xx0(t)); t ≥ τx0n )|
≤|Ef(Xxn(t))− Ef(Xx0n (t))|
+ |E(f(Xxn(t)); t ≥ τxn)|+ |E(f(Xx(t)); t ≥ τxn)|
+ |E(f(Xx0(t)); t ≥ τx0n )|+ |E(f(Xx0(t)); t ≥ τx0n )|
≤|Ef(Xxn(t))− Ef(Xx0n (t))| + 2‖f‖P(τxn ≤ t) + 2‖f‖P(τx0n ≤ t).
Since P(τxn ≤ T ) → 0 as n → ∞ uniformly for x in compact of Rm. Thus
∀η > 0, there is a sufficient large n ∈ N∗ such that
P(τxn ≤ T ) ≤ η
for all x ∈ B 1
2
(x0). Noting that P
n
t is strong Feller, this implies
lim
x→x0
|Ef(Xxn(t))− Ef(Xx0n (t))| = 0.
Consequently,
lim
x→x0
|Ef(Xx(t))− Ef(Xx0(t))| ≤ 4η.
Since η is arbitrary, the strong Feller property of Pt holds.
Now, we prove that the semigroup Pt is irreducible. In fact, for any open
ball Bδ(z) ⊂ Rm, choosing n ∈ N∗ sufficiently large such that Bδ(z) ⊂ Bn(0).
Then for each t > 0 and x ∈ Rm, we have
P(Xx(t) ∈ Bδ(z))
=P(Xx(t) ∈ Bδ(z), t < τxn) + P(Xx(t) ∈ Bδ(z), t ≥ τxn )
≥P(Xx(t) ∈ Bδ(z), t < τxn)
=P(Xx(t ∧ τxn ) ∈ Bδ(z), t < τxn )
=P(Xx(t ∧ τxn ) ∈ Bδ(z)) − P(Xx(t ∧ τxn ) ∈ Bδ(z), t ≥ τxn )
=P(Xxn(t) ∈ Bδ(z)) − P(Xx(τxn ) ∈ Bδ(z)).
Since |Xx(τxn )| ≥ n, P(Xx(τxn ) ∈ Bδ(z)) = 0. Therefore the irreducibility of
Pt follows from the fact that P
n
t is irreducible.
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Corollary 3.2. Suppose all the assumptions of Theorems 3.3 and 3.4
are satisfied. Then there exists an ǫ0 such that for ǫ ∈ (0, ǫ0], (3.1) has a
unique stationary measure µǫ and {µǫ : 0 < ǫ ≤ ǫ0} is tight. If µǫi w→ µ
as ǫi → 0, then µ is an invariant measure of X0(t), which supports on the
Birkhoff center B(X0).
3.4. Examples.
Example 1 (Monotone Cyclic Feedback Systems with Noise).
A typical monotone cyclic feedback system is given by the N+1 equations
(3.19) x˙i(t) = −bixi(t) + f i(xi+1(t)), 0 ≤ i ≤ N
where each bi is positive, N ≥ 0, the indices are taken mod N + 1 and each
f i enjoys the monotonicity property
(3.20)
df i(s)
ds
6= 0, for all s ∈ R, 0 ≤ i ≤ N.
After a sequence of normalizing transformations fully described in Mallet-
Paret and Sell [39], we may assume that
(3.21)
df i(s)
ds
> 0, δ
dfN (s)
ds
> 0, for all s ∈ R, 0 ≤ i ≤ N − 1
where δ ∈ {−1, 1}. Monotone cyclic feedback systems (3.19), (3.21) arise
in versions of the classical Goodwin model of enzyme synthesis and in the
theory of neural networks. In application, the functions f i, i = 0, 1, · · · , N ,
are often assumed to have sigmoidal shapes. Hence, we always assume that
f i, i = 0, 1, · · · , N , are bounded and continuously differentiable with bounded
derivatives. Then Mallet-Paret and Smith [40] proved the following Poincare´-
Bendixson Theorem.
Theorem 3.5 (The Poincare´-Bendixson Theorem). Consider the system
(3.19) with each f i satisfying the above assumptions. Let x(t) be a solution
of (3.19) on [0,∞). Let ω(x) denote the ω-limit set of this solution in the
phase space RN+1. Then either
(a) ω(x) is a single non-constant periodic orbit; or else
(b) for solutions with u(t) ∈ ω(x) for all t ∈ R, we have that
α(u) ∪ ω(u) ⊂ E ,
where α(u) and ω(u) denote the α- and ω-limit sets, respectively, of this
solution, and where E ⊂ RN+1 denotes the set of equilibrium points of (3.19).
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Now we consider the system driven by a Le´vy process
dxi(t) =
[− bixi(t) + f i(xi+1(t))]dt
+ ǫ
k∑
j=1
σij(x(t))dWj(t) + ǫ
∫
|y|
Rl
<c
F i(x(t−), y)N˜ (dt, dy),(3.22)
for 0 ≤ i ≤ N , where (N + 1) × k−dispersion matrix σ(x) := (σij(x)) and
F have global Lipschitz continuous and linear growth properties.
Define V : RN+1 → R+ by
V (x) :=
1
2
N∑
i=0
(xi)
2
.
Then
LǫV (x) =−
N∑
i=0
bi(x
i)
2
+
N∑
i=0
xif i(xi+1) +
ǫ2
2
N∑
i=0
aii(x)
+
∫
|y|
Rl
<c
(
V (x+ ǫF (x, y))− V (x)− 〈∇V (x), ǫF (x, y)〉RN+1 ,RN+1
)
ν(dy).
It follows from the assumptions that all f i, i = 0, 1, · · · , N , are bounded and
the dispersion matrix σ(x) and F have linear growth that there is a positive
constant L˜ such that
LǫV (x) ≤ −b
N∑
i=0
(xi)
2
+ L˜
(|x|+ ǫ2(|x|2 + 1))
where b = min
0≤i≤N
bi. This shows that there are ǫ0 > 0 and R > 0 such that
as ǫ ∈ (0, ǫ0] one enjoys
LǫV (x) ≤ − b
2
N∑
i=0
(xi)
2
, for |x| > R.
By Theorem 3.3, the set of all stationary measures for (3.19) (0 < ǫ ≤ ǫ0) is
tight.
From the Poincare´-Bendixson Theorem, we know that the Birkhoff center
B(Φ) = E ∪ P, where Φ is the flow generated by (3.19) and P denotes the
set of nontrivial periodic orbits.
Applying Theorem 3.1, we conclude that
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Theorem 3.6. Let µ = lim
ǫi→0
µǫi be a weak limit point of {µǫi}. Then µ
is an invariant measure of the flow Φ and the supp(µ) is contained in E ∪P.
Remark 5. Theorem 3.6 is still valid for those systems if the Poincare´-
Bendixson Theorem holds for the unperturbed systems, for example, planar
systems and Morse-Smale higher dimensional systems, perturbed by white
noise or Le´vy process.
Example 1 is complete. 
We give an example to show our result can be used to system for drift
term and diffusion term to have polynomial growth.
Example 2. Consider the system
(3.23)
{
dx = [x− y − x(x2 + y2)]dt+ ǫ(x2 + y2)dW 1t ,
dy = [x+ y − y(x2 + y2)]dt+ ǫ(x2 + y2)dW 2t .
Let V (x, y) = x2 + y2. Then for 0 < ǫ < 1√
2
,
LǫV (x, y) = 2(x2 + y2)(1− (x2 + y2))+ 2ǫ2(x2 + y2)2 ≤ −1
2
(x2 + y2)2
for x2 + y2 sufficiently large. This shows that all conditions of Theorem 3.1
hold. It is easy to see that the Birkhoff center for corresponding deterministic
system in (3.23) with ǫ = 0 is {O,S1} where S1 denotes the unit cycle.
Employing Theorem 3.1, we have that supp(µ) ⊂ {O,S1} for any stationary
measures {µǫi} of (3.23) such that µ = lim
ǫi→0
µǫi in the sense of a weak limit.
In particular, O(0, 0) is a solution of (3.23), which implies that µǫ = δO is
a stationary measure of (3.23) and concentrates at the origin. If we replace
x2 + y2 in the diffusion terms by x2 + y2 − 1, then S1 is invariant for (3.23)
in this case. Therefore, the Haar measure on S1 is a stationary measure for
any ǫ.
Which invariant measure for deterministic system x˙ = b(x) can be limiting
measure for a sequence of stationary measures for (3.1)? Such a problem
strongly depends on the type of noise, which is shown as follows.
Suppose that X0,x0(t) is a bounded solution of x˙ = b(x). Denote by Ix0
the set of invariant measures generated by the family of probability measures
P 0,t(x0, B) =
1
t
∫ t
0
δX0,x0 (s)(B)ds
ON LIMITING BEHAVIOR OF STATIONARY MEASURES 21
via Krylov-Bogoliubov procedure. Let r > 0 such that X0,x0(t) ∈ Br(O) for
all t ≥ 0. We can construct a C∞ diffusion term σ satisfying σ = 0 on Br(O)
and σ = constant matrixM on (Br+1(O))
c. Consider SODEs
(3.24) dXǫ,x(t) = b(Xǫ,x(t))dt+ ǫσ(Xǫ,x(t))dWt.
Then we have
Proposition 3.2. Suppose that b is globally Lipschitz continuous. Then
Xǫ,x0(t) = X0,x0(t) for all t ≥ 0 and Sǫx0 ≡ Ix0 for all ǫ. In particular, for
any µ ∈ Ix0, µǫx0 ≡ µ
w→ µ as ǫ→ 0.
This proposition illustrates that under mild regular condition on drift
term, for any invariant measure µ of x˙ = b(x), there exists a diffusion term
σ with small noise intensity ǫ such that there is a sequence of stationary
measures for (3.24) converging to µ weakly as ǫ→∞.
Example 2 is complete. 
We have observed from examples that the limiting measures of stationary
measures will support in stable orbits of the deterministic system decided
by drift term. However, the following two examples show that the limit mea-
sure can support at saddles for deterministic system. In summary, limiting
measures always support at “most relatively stable positions”.
Example 3 (The Lemniscate of Bernoulli with Noise).
Let I(x, y) = (x2 + y2)2 − 4(x2 − y2). Define
V (I) :=
I2
2(1 + I2)
3
4
and H(I) :=
I
(1 + I2)
3
8
.
Consider the vector field
(3.25) b(x, y) := −[∇V (I) + (∂H(I)
∂y
,−∂H(I)
∂x
)T ] := −[∇V (I) + Θ(x, y)],
where ∇V (I) = dV (I)dI ( ∂I∂x , ∂I∂y )T , Θ(x, y) = dH(I)dI (∂I∂y ,− ∂I∂x)T .
By calculation,
∂I
∂x
= 4x(x2 + y2)− 8x , ∂I
∂y
= 4y(x2 + y2) + 8y.
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Consider the unperturbed system of ordinary differential equations
(3.26)

dx
dt
= −f(I)(4x(x2 + y2)− 8x)− g(I)(4y(x2 + y2) + 8y),
dy
dt
= −f(I)(4y(x2 + y2) + 8y)− g(I)( − 4x(x2 + y2) + 8x).
Here f(I) = dV (I)dI =
I(I2+4)
4(1+I2)
7
4
and g(I) = dH(I)dI =
I2+4
4(1+I2)
11
8
.
We will summarize the global behavior of (3.26) in the following proposi-
tion.
Proposition 3.3. The system (3.26) has a global Lipschitz constant
and the equilibria O(0, 0), P+(
√
2, 0) and P−(−√2, 0). V (I) is its Lyapunov
function. When the initial point p locates outside of the Bernoulli Lemnis-
cate:
(3.27) L : (x2 + y2)2 = 4(x2 − y2),
its ω-limit set ω(p) = L, which is a red curve in Figure 1; when the initial
point p 6= P− (resp. p 6= P+ ) locates left (resp. right) inside of the Bernoulli
Lemniscate, its ω-limit set the left (resp. right) branch of L. However, the
Birkhoff center B(Φ) for this solution flow Φ is {O,P+, P−}.
Fig 1: The phase portrait of (3.26) with b(x, y) = −∇V (x, y)−Θ(x, y).
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Proof. It is easy to see that
(3.28) lim
|(x,y)|→∞
V (I(x, y)) =∞.
Since ∇V (I) and Θ(x, y) are orthogonal, the derivative of the function
V (I(x, y)) along a solution is
(3.29) V˙ = −|∇V (I)|2.
(3.28) and (3.29) imply that all positive trajectories for (3.26) are bounded.
The LaSalle invariance principle deduces that for any p ∈ R2,
ω(p) ⊂ {(x, y) : ∇V (I) = 0} = L ∪ {P+, P−}.
In particular, the equilibria for (3.26) is contained in L ∪ {P+, P−}. It is
easy to calculate that there uniquely exists an equilibrium on L, which is
the origin O, and that the other equilibria are P+ and P−. It is not hard to
get that
Db(0, 0) =
(
0 −8
−8 0
)
, Db(
√
2, 0) = Db(−√2, 0) = 16
( 20
17
7
4
− 5
17
11
8
5
17
11
8
20
17
7
4
)
.
This implies that (0, 0) is a saddle point and (±√2, 0) are unstable fo-
cus. Combining the LaSalle invariance principle and the Poincare´-Bendixson
Theorem, we can obtain the ω-limit set of each trajectory for (3.26), as shown
in Figure 1.
By estimation, we can obtain the following inequalities:
|∂bi(x, y)
∂x
|, |∂bi(x, y)
∂y
| ≤ 130 4
√
8, r ≥ 4, i = 1, 2,
where r =
√
x2 + y2. Therefore, b(x, y) is a globally Lipschitz function. This
completes the proof.
Now we consider perturbed system of (3.26) driven by Brownian motion:
(3.30)
{
dx = b1(x, y)dt + ǫ[σ11(x, y)dW
1
t + σ12(x, y)dW
2
t ],
dy = b2(x, y)dt + ǫ[σ21(x, y)dW
1
t + σ22(x, y)dW
2
t ],
where σij(i, j ∈ {1, 2}) satisfies global Lipschitz condition, which implies
that there exist nonnegative constants C1, C2 such that
|aij(x, y)| ≤ C1|(x, y)|2 + C2 ≤ C1r2 + C2, for i, j = 1, 2,
where aij(x, y) =
2∑
k=1
σik(x, y)σjk(x, y).
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Theorem 3.7. Suppose that σij(i, j ∈ {1, 2}) satisfies global Lipschtiz
condition,
(i) if C1 = 0, then for any ǫ, the system (3.30) admits at least one sta-
tionary measure µǫ;
(ii) if C1 > 0, then the system (3.30) possesses at least one stationary
measure µǫ for 0 < ǫ < 1
8
√
26C1
.
If, in addition, the diffusion matrix a(x, y) is positively definite every-
where, then for a given ǫ as above, the stationary measure µǫ is unique, and
µǫ
w→ δO(·) as ǫ → 0, where δO(·) denotes the Dirac measure at the saddle
O.
Proof. In fact, from the above inequalities one can see that for r > 4,
|∂
2V
∂x2
|, |∂
2V
∂y2
|, | ∂
2V
∂y∂x
| ≤ 104
√
2, |∇V (x, y)|2 ≥ r
2
4
√
2
,
and
LǫV (x, y) ≤ −[ 1
4
√
2
− 208
√
2C1ǫ
2]r2 + 208
√
2C2ǫ
2 → −∞ as r →∞.
Applying the Khasminskii Theorem 3.3, we conclude that there is at least
one stationary measure for (3.30) if 0 < ǫ < 1
8
√
26C1
with C1 > 0 or all
σij(x, y) are bounded on the plane, and that this stationary measure is
unique if a(x, y) is positively definite everywhere.
In (i) and (ii), from the Tightness Criterion it follows that the set of
stationary measures {µǫ : ǫ ∈ (0, ǫ0]} is tight. Thus the Prohorov theorem
implies that any sequence {µǫi} of stationary measures with ǫi → 0 contains
a weak convergent subsequence. Let µ be any weak limit measure. Then
Theorem 2.1 deduces that supp(µ) ⊂ B(Φ). However, in view of Proposition
3.3, B(Φ) = {O,P+, P−}, which implies that supp(µ) ⊂ {O,P+, P−}.
Finally, we show that µ({P+, P−}) = 0. Since matrix Db(P+) has all
eigenvalues with positive real parts. Thus there exists a positive definite
matrix B satisfying (
Db(P+)
)T
B +B
(
Db(P+)
)
= I
Let V˜ +(z) = (z − P+)TB(z − P+), where z = (x, y). It is easy to see that
there exists a neighborhood U := Bδ(P+) of P+ such that 〈∇V˜ +, b〉 > 0 on
U \ {P+} (e.g. see [26]). We denote ρM := sup
(x,y)∈U
V˜ +(x, y) (called essential
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upper bound of V˜ +). Then
LǫV˜ +(x, y) =〈b(x, y),∇V˜ +(x, y)〉
+
ǫ2
2
[a11(x, y)
∂2V
∂x2
+ 2a12(x, y)
∂2V
∂y∂x
+ a22(x, y)
∂2V
∂y2
]
≥ǫ
2
2
[a11(x, y)b11 + 2a12(x, y)b12 + a22(x, y)b22]
≥m˜ǫ2 =: γ > 0, ∀(x, y) ∈ U .
(3.31)
We used here the fact that B is positively definite and A(x, y) is positively
definite on B¯δ(P
+). It follows from (3.31) that V˜ + is an anti-Lyapunov
function with respect to (3.30) in Bδ(P
+) with anti-Lyapunov constant m˜ǫ2
and essential lower bound ρm = 0 (e.g. see [29, Definition 2.2]). It is obviously
∇V˜ +(x, y) =(2b11(x−√2) + 2b12y, 2b12(x−√2) + 2b22y)
6=0, ∀(x, y) ∈ (V˜ +)−1(ρ) for a.e. ρ ∈ [0, ρM ),(3.32)
where
(
V˜ +
)−1
(ρ) = {(x, y) ∈ U : V˜ +(x, y) = ρ}. Note that
ǫ2
2
[a11(x, y)(
∂V˜ +
∂x
)2 + 2a12(x, y)
∂V˜ +
∂x
∂V˜ +
∂y
+ a22(x, y)(
∂V˜ +
∂y
)2]
≤ǫ
2
2
‖A(x, y)‖|(∂V˜ +
∂x
(x, y),
∂V˜ +
∂y
(x, y)
)|2
≤ sup
(x,y)∈Bδ(P+)
‖A(x, y)‖M˜0|V˜ +(x, y)|ǫ2
=:M˜ρǫ2 =: H(ρ), (x, y) ∈ (V˜ +)−1(ρ) for ρ ∈ [0, ρM ).
(3.33)
Without loss of generality, we may assume µǫ(U) > 0 for each ǫ > 0. It is
easy to verify that µ˜ǫ(·) = µǫ|U (·)µǫ(U) is a stationary measure in U , by a regularity
result on stationary measure in [6], we have known that µ˜ǫ admits a positive
density function u˜ ∈ W 1,ploc (U). Let Ωρ = {(x, y) ∈ U : V˜ +(x, y) < ρ},
Ω∗ρ = Ωρ ∪
(
V˜ +
)−1
(ρ) for each ρ ∈ [0, ρM ). The regularity implies that
µ˜ǫ(Ω∗ρm) = µ˜
ǫ({P+}) = 0. Measure estimate theorem in Huang-Ji-Liu-Yi
[27, Theorem B a)] asserts that for any ρ0 ∈ (0, ρM ),
µ˜ǫ(Ωρ) = µ˜
ǫ(Ωρ \ Ω∗ρm) ≥µ˜ǫ(Ωρ0 \ Ω∗ρm)e
γ
∫ ρ
ρ0
1
H(t)
dt
=µ˜ǫ(Ωρ0)e
m˜ǫ2
∫ ρ
ρ0
1
M˜ǫ2t
dt
=µ˜ǫ(Ωρ0)e
m˜
M˜
∫ ρ
ρ0
1
t
dt
, ρ ∈ (ρ0, ρM ),
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This is,
µǫ(Ωρ0) ≤ µǫ(Ωρ)e−
m˜
M˜
∫ ρ
ρ0
1
t
dt ≤ e− m˜M˜
∫ ρ
ρ0
1
t
dt
, ρ ∈ (ρ0, ρM ).
Since µǫ
w−→ µ as ǫ→ 0, and Ωρ0 is an open set, we have
µ(Ωρ0) ≤ e−
m˜
M˜
∫ ρ
ρ0
1
t
dt
.
Finally, letting ρ0 → 0, we obtain µ({P+}) = 0. Analogously, we can verify
that µ({P−}) = 0. We conclude that µ = δO(·), that is, µǫ w→ δO(·) as
ǫ→ 0.
Remark 6. From the above arguments, we have obtained that if the
system (3.26) is driven by Brownian motion and the diffusion matrix is
positively definite everywhere, then any limiting measure is δO. However,
if we get rid of nondegenerate condition for the diffusion matrix , then it
is possible for limiting measure to be either δP+ or δP− from Proposition
3.2. The problem is whether or not such result still holds if it is driven
by Le´vy process, we can only get that the limiting measure is supported in
{O,P+, P−}.
Example 3 is complete. 
Example 4 (May-Leonard System with a Noise Perturbation).
Consider the May-Leonard system with a white noise perturbation:
(3.34)

dy1 = y1(1− y1 − βy2 − γy3)dt+ ǫy1 ◦ dWt,
dy2 = y2(1− y2 − βy3 − γy1)dt+ ǫy2 ◦ dWt,
dy3 = y3(1− y3 − βy1 − γy2)dt+ ǫy3 ◦ dWt,
where ◦ denotes the Stratonovich stochastic integral, β, γ > 0 and ǫ denotes
noise intensity.
Recalling from [8], we have the following Stochastic Decomposition For-
mula:
(3.35) Φǫ(t, ω, y) = gǫ(t, ω, g0)Φ
0(
∫ t
0
gǫ(s, ω, g0)ds,
y
g0
),
where Φǫ, Φ0 are the solutions of (3.34) and the corresponding determin-
istic system without noise, respectively, and gǫ is the solution of stochastic
Logistic equation
(3.36) dg = g(1− g)dt + ǫg ◦ dWt.
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In order to obtain the stationary properties for (3.34) in detail, we need the
asymptotic properties for deterministic flow Φ0. It is well-known from Hirsch
[24] that the flow Φ0 admits an invariant surface Σ (called carrying simplex),
homeomorphic to the closed unit simplex ∆2 = {y ∈ R3+ :
∑
i yi = 1} by
radial projection, such that every trajectory in R3+ \ {O} is asymptotic to
one in Σ. So we will draw phase portraits on Σ (see Table 1).
It is easy to see that Φ0 always possesses equilibria: the origin O(0, 0, 0),
three axial equilibria R1(1, 0, 0), R2(0, 1, 0), R3(0, 0, 1) and the unique posi-
tive equilibrium P = 11+β+γ (1, 1, 1). Φ
0 has planar equilibria:R12 =
1
1−βγ (1−
β, 1 − γ, 0), R23 = 11−βγ (0, 1 − β, 1 − γ), R31 = 11−βγ (1 − γ, 0, 1 − β) if and
only if (1 − β)(1 − βγ) > 0, (1 − γ)(1 − βγ) > 0. The classification for the
flow Φ0 on the carrying simplex Σ is summarized in Table 1.
Table 1: The classification for the flow Φ0 on Σ
Parameter conditions Equilibria Phase Portrait
a: 0 < β, γ < 1 O,R1, R2, R3, R12, R13, R23, P P
R1 R2
R3
R13 R23
R12
b:
(i) β + γ < 2
(ii) β ≥ 1, γ < 1
or γ ≥ 1, β < 1
O,R1, R2, R3, P
R1 R2
R3
P
c:
(i) β + γ = 2
(ii) β, γ 6= 1 O,R1, R2, R3, P P
R1 R2
R3
d:
(i) β + γ > 2
(ii) γ > 1, β ≤ 1
or γ ≤ 1, β > 1
O,R1, R2, R3, P P
R1 R2
R3
e: β, γ > 1 O,R1, R2, R3, R12, R13, R23, P
R1 R2
R3
R12
R23
R13
P
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Table 1: (continued)
Parameter conditions Equilibria Phase Portrait
f: β = γ = 1 ∀x ∈ Σ ∪ {O}
R1 R2
R3
∑
Set by ω(z) the ω−limit set for the trajectory Φ0(t, z). Then it follows
from Table 1 that any ω(z) is either an equilibrium, or a closed orbit, or
heterclinic cycle. Define
A(ω(z)) := {y ∈ R3+ : lim
t→∞dist(Φ
0(t, y), ω(z)) = 0}
to be the attracting domain for ω(z), and let AΣ(ω(z)) denote the attracting
domain for ω(z) on Σ, which can be derived from Table 1 for each case. It
follows from [9, Proposition 4.13] that any pair of points on L(y) := {λy :
λ > 0} have the same ω−limit set. We can obtain the attracting domain for
ω(z) as follows
(3.37) A(ω(z)) =
⋃
{L(y) : y ∈ AΣ(ω(z))}.
Together with Table 1 and (3.37), we can obtain the attracting domains for
an equilibrium, a closed orbit, or the heterclinic cycle, respectively.
Using the Stochastic Decomposition Formula (3.35), we have shown that
Probability Convergence (2.1) holds, that is, Φǫ converges to Φ0 as ǫ→ 0 in
probability (see [8, Proposition 1]) and that for any y 6= O, the probability
measures
(3.38) PT (·, y) := 1
T
∫ T
0
P (t, y, ·)dt, T > 0
is tight, and has at least a limiting measure νǫy in weak sense, which is a
stationary measure for (3.34) (see [8, Theorem 8]). Now denote by
MS(ǫ0) := {νǫy : for all 0 < ǫ ≤ ǫ0, y ∈ R3+}
all the stationary measures obtained in a manner just stated, which is tight
(see [8, Proposition 2]) and produced by all solutions from Σ ∪ {O} (see [8,
Theorem 12]).
ON LIMITING BEHAVIOR OF STATIONARY MEASURES 29
It is not difficult to see that stochastic Logistic equation (3.36) has a
unique nontrivial stationary solution uǫ(θtω) where θt is the metric dynam-
ical system generated by Brownian motion. It follows from the Stochastic
Decomposition Formula that uǫ(θtω)Q is a stationary solution of (3.34) for
any equilibrium Q ∈ E (see [8, Theorem 5]), whose distribution measure,
denoted by µǫQ, defines an ergodic stationary measure for (3.34) (see [8, The-
orem 7]). In addition, for each y ∈ A(Q), P (t, y, ·)→µǫQ weakly as t → ∞,
and
(3.39) lim
t→∞P (t, y,A) = µ
ǫ
Q(A), for any A ∈ B(R3+).
This shows
MS(ǫ0) = {µǫQ : Q ∈ E , 0 < ǫ ≤ ǫ0}
in the cases a, b, e, f of Table 1.
In the case c of Table 1, the carrying simplex is full of periodic orbits
Γ(h) (0 < h ≤ 127 ):  y1 + y2 + y3 = 1,
y1y2y3 = h,
whose attracting domain is the invariant cone surface Λ(h) :
y1y2y3
(y1 + y2 + y3)3
= h, 0 < h ≤ 1
27
.
Then there exists a unique ergodic nontrivial stationary measure νǫh sup-
porting on the cone surface Λ(h) (see [8, Theorem 20]). Hence,
MS(ǫ0) = {νǫh : 0 < h ≤
1
27
, 0 < ǫ ≤ ǫ0}
⋃
{µǫQ : Q ∈ E , 0 < ǫ ≤ ǫ0}.
The above discusses illustrate a uniform characteristic: the time average
measure (3.38) of transition probability function for each solution weakly
converges to an ergodic stationary measure for (3.34) on the attracting do-
main of the ω-limit set of the orbit for Φ0 through the same initial point.
But case d is quite different. If y ∈ IntR3+\L(P ), the corresponding time
average measure (3.38) of transition probability function has infinite weak
limit points, which are not ergodic (see [8, Theorem 23 and Appendix B]).
Applying Theorem 2.1, we conclude that
Theorem 3.8. (i) For any equilibrium Q ∈ E, µǫQ(·)
w→ δQ(·) as ǫ→
0, which is valid to the cases a, b, e, f.
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(ii) For the case c, νǫh converges weakly to the Haar measure on the closed
orbit Γ(h) as ǫ→ 0, 0 < h ≤ 127 .
(iii) For the case d, if µi := νǫ
i
y ∈ MS(ǫ0), i = 1, 2, · · · , satisfying ǫi → 0
and µi
w→ µ as i→∞, then µ({R1, R2, R3}) = 1.
Remark 7. The Birkhoff center in Example (3.26) consists of the origin
(saddle) and strongly unstable foci {P+, P−}. Relatively, the orgin O is more
stable than {P+, P−}. So all limiting measures support at the origin in the
case that the diffusion matrix is nondegenerate. The Birkhoff center for the
flow Φ0 on Σ is composed of P (which is strongly repelling on Σ) and three
saddles {R1, R2, R3}, which are relatively more stable than P and supported
by all limiting measures determined by those solutions with initial points
on Σ. Nevertheless, if the drift system is Morse-Smale and the diffusion
matrix is positively definite everywhere, then we conjecture that all limiting
measures will support at either stable equilibrium or stable periodic orbit.
Example 4 is complete. 
4. Applications to SPDEs. Although our main result can be applied
to many SPDEs, we prefer to apply it to stochastic reaction-diffusion equa-
tions, stochastic 2D Navier-Stokes equations and stochastic Burgers type
equations driven by Brownian motions or Le´vy process.
4.1. Stochastic reaction diffusion equation with a polynomial nonlinearity.
Let Λ ⊂ Rn be a bounded domain with smooth boundary ∂Λ and let g be
a polynomial of odd degree with negative leading coefficient
(4.1) g(u) =
2k−1∑
i=0
aiu
i, a2k−1 < 0.
Consider the following initial boundary value problem:
(4.2)

∂u
∂t = ∆u+ g(u), x ∈ Λ, t > 0,
u(x, t) = 0, x ∈ ∂Λ, t ≥ 0,
u(x, 0) = ϕ ∈ L2(Λ).
Then by Temam [47, p.84 Theorem III.1.1], equation (4.2) has a unique
solution u(x, t;ϕ) ∈ L2(Λ). Therefore we can define a semigroup T (t) on
L2(Λ): T (t) : ϕ ∈ L2(Λ) 7→ u(t;ϕ) ∈ H10 (Λ). Thanks to [47, p.88 Theorem
III.1.2], equation (4.2) has a global attractor AL2(Λ) which is bounded in
H10 (Λ), compact and connected in L
2(Λ). We have that for any ϕ ∈ H10 (Λ),
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{u(x, t;ϕ)}t≥0 is bounded in H10 (Λ). Furthermore, since −∆ has compact
resolvent, trajectory {u(x, t;ϕ)}t≥0 has a compact closure. And let
V (ϕ) =
∫
Λ
(1
2
|∇ϕ|2 −G(ϕ))dx, G(u) = ∫ u
0
g(ξ)dξ, ϕ ∈ H10 (Λ),
then
d
dt
V (u(x, t;ϕ)) =
d
dt
∫
Λ
(1
2
|∇u|2 −G(u))dx
=
∫
Λ
(1
2
2∇u · ∇∂u
∂t
− g(u)∂u
∂t
)
dx
= −
∫
Λ
(
(∆u+ g(u))
∂u
∂t
)
dx
= −
∫
Λ
(∂u
∂t
)2
dx ≤ 0
where we have used the Green formula and boundary condition in the third
equality. Finally, by LaSalle’s invariance principle, the ω-limit set ω(ϕ)
is contained in the equilibrium set of T (t) for any ϕ ∈ H10 (Λ), this is,
u(x, t;ϕ) = ϕ satisfies the following boundary value problem{
∆ϕ+ g(ϕ) = 0, x ∈ Λ,
ϕ(x) = 0, x ∈ ∂Λ.
This implies that all solutions for (4.2) are convergent to the equilibrium
points.
Proposition 4.1. The Birkhoff center for (4.2) is the equilibrium set
E.
Now let us consider the noise perturbation system of reaction diffusion
equation, such as (4.2).
Consider the following stochastic reaction diffusion equation in Λ with
Dirichlet boundary conditions:
(4.3)

dX(t, x) = ν∆X(t, x)dt + g(x,X(t, x))dt + ǫσ(x,X(t, x))dW (t),
X(t, x) = 0, x ∈ ∂Λ, t > 0,
X(0) = h ∈ L2(Λ).
Here ν > 0, g : Λ×R→ R and σ : Λ×R→ l2 are two measurable functions.
W (t) = (Wk(t))k∈N is a sequence of independent one dimensional standard
Brownian motions on some filtered probability space (Ω,F , {Ft}t≥0,P).
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For p ≥ 1, let Lp(Λ) be the usual Lp-space over Λ with the standard norm
‖·‖p. For m ∈ N, let Hm0 (Λ) be the usual m-order Sobolev space over Λ with
Dirichlet boundary conditions, and its norm is denoted by ‖ · ‖2,m. Denote
H−m(Λ) be the dual space of Hm0 (Λ). Notice that the following Poincare´
inequality holds: for some λΛ > 0,
λΛ‖u‖22 ≤ ‖∇u‖22, u ∈ H10(Λ).
Let V := H10(Λ) and denote by ‖u‖V := ‖∇u‖2.
Now we identify the Hilbert space H := L2(Λ) with itself by the Riesz
representation, and set for q ≥ 2,
Vq := H
1
0(Λ) ∩ Lq(Λ), V ∗q = H−1(Λ) + Lq
∗
(Λ),
where q∗ := q/(q− 1). For any u ∈ Vq and w = w1+w2 ∈ H−1(Λ)+Lq∗(Λ),
we have
〈u,w〉Vq ,V ∗q = 〈u,w1〉H10,H−1 + 〈u,w2〉Lq(Λ),Lq∗(Λ).
In what follows, we consider the evolution triple
Vq ⊂ H ⊂ V ∗q .
Assume that
(C1) There exist q ≥ 2, ci > 0, i = 1, 2, 3, 4 and h1 ∈ L1(Λ), h2 ∈ Lq∗(Λ)
such that for all u, u′ ∈ R and x ∈ Λ,
(u− u′)(g(x, u) − g(x, u′)) ≤ c1|u− u′|2,
ug(x, u) ≤ −c2|u|q + c3|u|2 + h1(x),
|g(x, u)| ≤ c4|u|q−1 + h2(x),
and the mapping u 7→ g(x, u) is continuous.
(C2) There exist c5, c6 > 0 and h3 ∈ L1(Λ) such that for all u, u′ ∈ R and
x ∈ Λ,
‖σ(x, u) − σ(x, u′)‖2l2 ≤ c5|u− u′|2,
and
‖σ(x, u)‖2l2 ≤ c6|u|2 + h3(x),
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where l2 be the Hilbert space of all square summable sequences of real
numbers. By Theorem 3.2 in [37] or Theorem 3.6 in [51], under (C1)-(C2), for
any p ≥ 1 and h ∈ L2p(Ω,F0,P;L2(Λ)), there exists a unique L2(Λ)-valued
Ft-adapted process Xǫ,h with
Xǫ,h ∈ Cloc([0,∞), L2(Λ)) ∩ L2loc([0,∞), V ) ∩ Lqloc([0,∞), Lq(Λ)), P-a.s.
and equation (4.3) holds in V ∗q . Moreover, we can obtain
Lemma 4.1. Assume (C1)-(C2) hold, and q > 2 or q = 2, ν+ c2−c3λΛ > 0.
Then there exists ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0],
(4.4) E
(
sup
t∈[0,T ]
‖Xǫ,h(t)‖22
)
+ E
( ∫ T
0
‖Xǫ,h(t)‖2V dt
) ≤ C(E(‖h‖22) + T ).
Remark 8. By Fubini’s Theorem and (4.4), we have∫ T
0
E
(
‖Xǫ,h(t)‖2V
)
dt <∞.
This implies that there exists T0 ∈ B([0, T ]) with zero Lebesgue measure such
that
E
(
‖Xǫ,h(t)‖2V
)
<∞, t ∈ [0, T ] \ T0.
Hence for any t ∈ [0, T ] \ T0, there exists Ωt ∈ F with P(Ωt) = 1 such that
Xǫ,h(t, ω) ∈ V, ω ∈ Ωt.
Proof. Denote by (L2(l
2,H), ‖ · ‖l2,H) the Hilbert space of all Hilbert-
Schmidt operators for l2 to H.
By Itoˆ’s formula,
‖Xǫ,h(t)‖22 + 2ν
∫ t
0
‖Xǫ,h(s)‖2V ds
=‖h‖22 + 2
∫ t
0
〈Xǫ,h(s), g(x,Xǫ,h(s))〉H,Hds
+ 2ǫ
∫ t
0
〈Xǫ,h(s), σ(x,Xǫ,h(s))dW (s)〉H,H
+ ǫ2
∫ t
0
‖σ(x,Xǫ,h(s))‖2l2,Hds
:=Iǫ1 + I
ǫ
2(t) + I
ǫ
3(t) + I
ǫ
4(t).
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For Iǫ3, by (C2),
E
(
sup
t∈[0,T ]
|Iǫ3(t)|
)
≤2ǫE
(∫ T
0
‖Xǫ,h(t)‖22‖σ(x,Xǫ,h(t))‖2l2,Hdt
)1/2
≤2ǫE
(
sup
t∈[0,T ]
‖Xǫ,h(t)‖22
)
+ 2ǫE
( ∫ T
0
‖σ(x,Xǫ,h(t))‖2l2,Hdt
)
≤2ǫE
(
sup
t∈[0,T ]
‖Xǫ,h(t)‖22
)
+ 2ǫc6E
( ∫ T
0
‖Xǫ,h(t)‖22dt
)
+ 2ǫT‖h3‖1
≤2ǫE
(
sup
t∈[0,T ]
‖Xǫ,h(t)‖22
)
+
2ǫc6
λΛ
E
(∫ T
0
‖Xǫ,h(t)‖2V dt
)
+ 2ǫT‖h3‖1.
(4.5)
For Iǫ4, applying (C2) again, we have
E
(
Iǫ4(T )
)
≤ ǫ
2c6
λΛ
E
(∫ T
0
‖Xǫ,h(s)‖2V ds
)
+ ǫ2T‖h3‖1.(4.6)
Iǫ2 will be estimated according to two cases.
(1) The case q > 2 or q = 2, c2 − c3 ≥ 0.
By (C1), it is easy to see that there exist κ ≥ 0 and h˜1 ∈ L1(Λ) such
that
ug(x, u) ≤ −κ|u|q + h˜1(x).
Hence
(4.7) Iǫ2(t) ≤ 2‖h˜1‖11t.
(2) The case q = 2, c2 − c3 < 0, ν + c2−c3λΛ > 0.
By (C1),
Iǫ2(t) ≤2(c3 − c2)
∫ t
0
‖Xǫ,h(s)‖22ds+ 2t‖h1‖1
≤2(c3 − c2)
λΛ
∫ t
0
‖Xǫ,h(s)‖2V ds+ 2t‖h1‖1.
(4.8)
Combing (4.7), (4.8), (4.5) and (4.6), we conclude that there exist ǫ0, η1, η2 >
0 such that for 0 < ǫ ≤ ǫ0,
1
2
E
(
sup
t∈[0,T ]
‖Xǫ,h(t)‖22
)
+ η1E
(∫ T
0
‖Xǫ,h(t)‖2V dt
)
≤ E(‖h‖22) + η2T.
This completes the proof.
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Denote by X0,h the solution for (4.3) when ǫ = 0. Applying the results in
Lemma 4.1 and Itoˆ’s formula to ‖Xǫ,h(t)−X0,h(t)‖22, we can obtain
Theorem 4.1. If the assumptions of Lemma 4.1 hold, then
(1) For any M˜ > 0, δ > 0 and t ≥ 0,
lim
ǫ→0
sup
‖h‖2V ≤M˜
P
(
‖Xǫ,ht −X0,ht ‖22 ≥ δ
)
= 0.
(2) There exists at least one stationary measure µǫ,h for Xǫ,h.
(3) For ǫ ∈ (0, ǫ0], denote by {µǫiǫ , iǫ ∈ Iǫ} all stationary measures for the
semigroup {P ǫt }t≥0. Then {µǫiǫ , iǫ ∈ Iǫ, ǫ ∈ (0, ǫ0]} is tight.
Proof. Repeating the proof of Lemma 4.1, we can get that there is a
positive constant C such that
sup
t∈[0,T ]
‖X0,h(t)‖22 +
∫ T
0
‖X0,h(t)‖2V dt ≤ C(‖h‖22 + T ),(4.9)
where C can be chosen to be the same as (4.4).
Define the stopping time τN = inf{s ∈ [0, T ], ‖Xǫ,hs ‖22 ≥ N}∧T . Applying
Itoˆ’s formula to ‖Xǫ,h(t)−X0,h(t)‖22, we have
‖Xǫ,h(t ∧ τN )−X0,h(t ∧ τN )‖22
+ 2ν
∫ t∧τN
0
‖Xǫ,h(s)−X0,h(s)‖2V ds
=2
∫ t∧τN
0
〈Xǫ,h(s)−X0,h(s), g(x,Xǫ,h(s))− g(x,X0,h(s))〉H,Hds
+ 2ǫ
∫ t∧τN
0
〈Xǫ,h(s)−X0,h(s), σ(x,Xǫ,h(s))〉H,HdW (s)
+ ǫ2
∫ t∧τN
0
‖σ(x,Xǫ,h(s))‖2l2,Hds.
(4.10)
By the definition of τN and (4.9), we know that{
2ǫ
∫ t∧τN
0
〈Xǫ,h(s)−X0,h(s), σ(x,Xǫ,h(s))〉H,HdW (s)
}
t∈[0,T ]
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is a martingale. Taking expectation of (4.10) and by the Assumption (C1),
(4.6) and (4.4), we have
E‖Xǫ,h(t ∧ τN )−X0,h(t ∧ τN )‖22 + 2νE
∫ t∧τN
0
‖Xǫ,h(s)−X0,h(s)‖2V ds
≤2c1E
∫ t∧τN
0
‖Xǫ,h(s)−X0,h(s)‖22ds + ǫ2E
∫ t∧τN
0
‖σ(x,Xǫ,h(s))‖2l2,Hds
≤2c1
∫ t
0
E‖Xǫ,h(s ∧ τN )−X0,h(s ∧ τN )‖22ds+ ǫ2E
∫ T
0
‖σ(x,Xǫ,h(s))‖2l2,Hds
≤2c1
∫ t
0
E‖Xǫ,h(s ∧ τN )−X0,h(s ∧ τN )‖22ds+
ǫ2c6
λΛ
E
(∫ T
0
‖Xǫ,h(s)‖2V ds
)
+ ǫ2T‖h3‖1
≤2c1
∫ t
0
E‖Xǫ,h(s ∧ τN )−X0,h(s ∧ τN )‖22ds+
ǫ2c6C
λΛ
(
E(‖h‖22 + T
)
+ ǫ2T‖h3‖1.
By Gronwall’s lemma, for any t ∈ [0, T ] and integer N ,
E‖Xǫ,h(t ∧ τN )−X0,h(t ∧ τN )‖22
≤ǫ2
(c6C
λΛ
(
E(‖h‖22 + T
)
+ T‖h3‖1
)
· e2c1T .
Letting N →∞ and using the Fatou lemma, we get that for any t ∈ [0, T ],
E‖Xǫ,h(t)−X0,h(t)‖22
≤ǫ2
(c6C
λΛ
(
E(‖h‖22 + T
)
+ T‖h3‖1
)
· e2c1T .
Hence, for any t ∈ [0, T ],
lim
ǫ→0
sup
‖h‖2V ≤M˜
P
(
‖Xǫ,ht −X0,ht ‖22 ≥ δ
)
≤ lim
ǫ→0
ǫ2
δ
(c6C
λΛ
(
M˜ + T
)
+ T‖h3‖1
)
· e2c1T = 0.
We have obtained (1).
(2) Utilizing Lemma 4.1, we deduce that for any L > 0,
lim sup
t→∞
1
t
∫ t
0
P
(
‖Xǫ,hs ‖V ≥ L
)
ds
≤ 1
L2
lim sup
t→∞
1
t
∫ t
0
E
(
‖Xǫ,hs ‖2V
)
ds
≤ C
L2
.
(4.11)
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Notice that the embedding V ⊂ H is compact. Then there exists at least
one stationary measure µǫ,h for Xǫ,h by the Prohorov theorem.
(3) For ǫ ∈ (0, ǫ0], choose µǫ ∈ {µǫiǫ , iǫ ∈ Iǫ}, by the definition of station-
ary measure, we have
µǫ(‖h‖V ≥ L) =
∫
H
P
(
‖Xǫ,hs ‖V ≥ L
)
µǫ(dh), ∀s ≥ 0,
hence, by Fubini’s theorem, Fatou’s lemma and (4.11)
µǫ(‖h‖V ≥ L) ≤ lim sup
t→∞
1
t
∫ t
0
∫
H
P
(
‖Xǫ,hs ‖V ≥ L
)
µǫ(dh)ds
≤
∫
H
lim sup
t→∞
1
t
∫ t
0
P
(
‖Xǫ,hs ‖V ≥ L
)
dsµǫ(dh)
≤ C
L2
.
It follows from the fact that {h ∈ V : ‖h‖V ≤ L} is compact in H that
{µǫiǫ , iǫ ∈ Iǫ, ǫ ∈ (0, ǫ0]} is tight.
Using the Young inequality, we can get that the polynomial g in (4.1)
satisfies condition (C1). This fact, together with Theorem 4.1 and Theorem
2.1, implies the main result in this subsection.
Theorem 4.2. Assume that ν = 1, g is given in (4.1) and σ satisfies
condition (C2), then any limiting measures of stationary measures for (4.3)
are supported in the set of equilibrium points E.
Specially, we consider one dimensional cubic reaction-diffusion equation:
(4.12)
{
∂u
∂t =
∂2u
∂x2
+ λ2u(1− u2), 0 < x < 1, t > 0,
u(0, t) = u(1, t) = 0,
where λ is a positive parameter.
Proposition 4.2. [22, Theorem 4.3.12] If λ ∈ (nπ, (n + 1)π] where n
is an integer, then there are 2n + 1 equilibrium points φ0 = 0, φ
+
j , φ
−
j , j =
1, 2, ..., n of (4.12), the points φ±j are hyperbolic with dimW
u(φ±j ) = j−1, j =
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1, 2, ..., n. If λ ∈ (nπ, (n + 1)π), then φ0 = 0 is hyperbolic, dimW u(0) = n,
and the attractor Aλ is given
Aλ =W
u(0)
⋃( n⋃
j=1
W u(φ±j )
)
.
Here W u(φ) denotes the unstable manifold for the equilibrium φ. Hence the
Birkhoff center for the semiflow Φ is given by
B(Φ) = {0}
⋃
{φ+j , φ−j : j = 1, 2, ..., n}.
Now we consider the perturbed equation driven by Brownian motion:
(4.13)

dX(t, x) = ∆X(t, x)dt+ λX(t, x)
(
1− (X(t, x))2)dt
+ǫσ(x,X(t, x))dW (t),
X(t, 0) = X(t, 1) = 0, t > 0,
X(0) = h ∈ L2([0, 1]).
It is easy to see that the cubic polynomial g(u) = u(1− u2) satisfies that
condition (C1). Together with Theorem 4.1, Proposition 4.2 and Theorem
2.1, we have
Theorem 4.3. Assume that σ in (4.13) satisfies condition (C2) and
λ ∈ (nπ, (n+1)π]. If µ is any weak limit point of {µǫi} as ǫi → 0, then µ is
supported in the set of equilibrium points
{0}
⋃
{φ+j , φ−j : j = 1, 2, ..., n}.
Remark 9. Let λ ∈ (nπ, (n + 1)π] and φ, for example, φ+j , be an equi-
librium of (4.12). Then denote by
mj = min{φ+j (x) : x ∈ [0, 1]} and Mj = max{φ+j (x) : x ∈ [0, 1]}
the minimal and maximal values of φ+j , respectively. As constructed in Propo-
sition 3.2, one can construct diffusion term σ such that σ(u) = 0 on [mj ,Mj ]
and (C2) is satisfied. Thus, (4.13) has a sequence of stationary measures
whose weak limit supports at φ+j . This shows that the result of Theorem 4.3
is the best as a general of result.
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4.2. Stochastic 2D Navier-Stokes equation driven by Le´vy noise. Let D
be an open bounded domain with smooth boundary ∂D in R2. Denote by
u and p the velocity and the pressure fields, respectively. The Navier-Stokes
equation is given as follows:
(4.14)
{
∂tu− ν∆u+ (u · ∇)u+∇p = h in D × [0, T ],
∇ · u = 0 in D × [0, T ],
with the conditions
(4.15)
{
u(·, t) = 0 in ∂D × [0, T ];
u(0) = x ∈ L2(D),
where ν > 0 is the viscosity, h stands for the external force acting on the
fluid.
Define
V =
{
v ∈W 1,20 (D,R2) : ∇·v = 0 a.e. in D
}
, ‖v‖V :=
(∫
D
(|∇v1|2+|∇v2|2)dx)1/2,
and let H be the closure of V in the following norm
‖v‖H :=
( ∫
D
|v|2dx
)1/2
.
By the Poincare´ inequality, we have the Gelfand triples: V ⊂ H ∼= H∗ ⊂ V ∗.
Define the Stokes operator A in H by
Au = PH∆u, ∀u ∈ D(A) =W 2,2(D,R2) ∩ V,
where the linear operator PH (Helmhotz-Hodge projection) is the projection
operator from L2(D,R2) into H. Since V coincides with D(A1/2), we can
endow V with the norm ‖u‖V = ‖A1/2u‖H . Because A is a positive self-
adjoint operator with compact resolvent, there is a complete orthonormal
system {e1, e2, · · · } of eigenvectors of A in V , with corresponding eigenvalues
0 < λ1 ≤ λ2 ≤ · · · → ∞ (Aei = λiei), and
‖u‖2V ≥ λ1‖u‖2H , u ∈ V.
It is well known that the Navier-Stokes equation can be reformulated as
follows:
(4.16) u′ = νAu+ F (u) + h0(u), u(0) = u0 ∈ H,
40 L. CHEN, Z. DONG, J. JIANG AND J. ZHAI
and
F : DF ⊂ H×V → H, F (u, v) = −PH [(u·∇)v], F (u) = F (u, u), h0 = PHh.
One can show that the following mappings
A : V → V ∗, F : V × V → V ∗
are well defined, and
〈F (u, v), w〉V ∗,V = −〈F (u,w), v〉V ∗,V , 〈F (u, v), v〉V ∗,V = 0, u, v, w ∈ V.
Assumption 1: For the mapping h0 : V → V ∗ there exists ϑ0 ∈ (0, ν)
such that
‖h0(v)− h0(w)‖V ∗ ≤ ϑ0‖v − w‖V , v, w ∈ V.
Define
A(v) = νAv + F (v) + h0(v).
Since A is linear, F is bilinear and the Assumption 1 holds, we can easily
get that
(H1) The map s 7→ 〈A(v1+sv2), v〉V ∗,V is continuous on R for all v, v1, v2 ∈
V .
As estimated in [43, Lemma 2.3] or [7, p.293], we have that for any η > 0,
〈F (u) − F (v), u− v〉V ∗,V ≤2‖u− v‖3/2V ‖u− v‖1/2H ‖v‖L4(D,R2)
≤η‖u− v‖2V +
27
16η3
‖v‖4L4(D,R2)‖u− v‖2H , u, v ∈ V.
Take η = ν−ϑ02 . Then
2〈A(u) −A(v), u − v〉V ∗,V
≤− 2ν‖u− v‖2V + 2η‖u− v‖2V +
27
8η3
‖v‖4L4(D,R2)‖u− v‖2H
+ 2‖h0(u)− h0(v)‖V ∗‖u− v‖V
≤− (ν − ϑ0)‖u− v‖2V +
27
(ν − ϑ0)3 ‖v‖
4
L4(D,R2)‖u− v‖2H .
Thus we get that
(H2) 2〈A(u) − A(v), u − v〉V ∗,V ≤ 27(ν−ϑ0)3 ‖v‖4L4(D,R2)‖u − v‖2H for all
u, v ∈ V .
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Similarly, we can prove that
(H3) 2〈A(v), v〉V ∗,V + (ν − ϑ0)‖v‖2V ≤ (ν − ϑ0)−1‖h0(0)‖2V ∗ for all v ∈ V.
It follows from (2.91) in [7, p.291] that for all u, v ∈ V ,
|〈F (v), u〉V ∗,V | ≤ 2‖v‖L4(D,R2)‖u‖V .
An easy calculation deduces that
‖A(v)‖V ∗ ≤ ν‖v‖V + 2‖v‖L4(D,R2) + ϑ0‖v‖V + ‖h0(0)‖V ∗
Applying [43, Lemma 2.1], we have
(4.17) ‖v‖4L4(D,R2) ≤ 2‖v‖2H‖v‖2V , v ∈ V.
Therefore, we obtain that there exists a positive constant C such that
(H4) ‖A(v)‖2V ∗ ≤ C(1 + ‖v‖2V )(1 + ‖v‖2H ), v ∈ V.
Now we present an attractor result for the deterministic system (4.16).
Proposition 4.3. If the Assumption 1 holds, then the deterministic
system (4.16) generates a dynamical system {Φ(t)}t≥0 which possesses a
connected global attractor AH . Besides, Φ(t)|AH is a group.
The proof is contained in [47, Theorem IV.8.2 and Theorem III.2.2] or
[22, Theorem 4.4.5].
Consider the stochastic 2D Navier-Stokes equation driven by Le´vy noise:
dXǫ,ht =
(
νAXǫ,ht + F (X
ǫ,h
t ) + h0(X
ǫ,h
t )
)
dt
+ ǫB(Xǫ,ht )dWt + ǫ
∫
Z
f(Xǫ,ht− , z)N˜ (dt, dz),
(4.18)
with a deterministic initial value Xǫ,h0 = h ∈ H.
Here {Wt}t≥0 is a U -valued cylindrical Wiener process on the probability
space (Ω,F , {Ft}t≥0,P) with U a separable Hilbert space, (Z,Z) a locally
compact Polish space, and ν a σ-finite measure on Z. Set N being a Poisson
random measure on [0,∞) × Z with the σ-finite intensity measure λ ⊗ ν,
where λ is the Lebesgue measure on [0,∞). N˜([0, t] ×O) = N([0, t] ×O)−
tν(O), O ∈ Z with ν(O) <∞, is the compensated Poisson random measure.
Denote by (L2(U,H), ‖·‖2) the Hilbert space of all Hilbert-Schmidt operators
from U to H.
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Assumption 2: Suppose that B : V → L2(U,H), f : V ×Z → H satisfy
the following conditions: there is a positive constant L such that for any
v,w ∈ V ,
‖B(v)−B(w)‖22 +
∫
Z
‖f(v, z)− f(w, z)‖2Hν(dz) ≤ L‖v − w‖2H ,∫
Z
‖f(v, z)‖2Hν(dz) ≤ L(1 + ‖v‖2H),∫
Z
‖f(v, z)‖4Hν(dz) ≤ L(1 + ‖v‖4H).
This implies that
(4.19) ‖B(v)‖22 +
∫
Z
‖f(v, z)‖2Hν(dz) ≤ F + C‖v‖2H ≤ K(1 + ‖v‖2H ),
where F,C depends on L and ‖B(0)‖2 andK := max{(ν−ϑ0)−1‖h0(0)‖2V ∗ , F, C}.
Together with the Assumptions 1 and 2 with (H1)-(H4), all hypotheses
in [7] are satisfied. So we have
Proposition 4.4. ([7, Theorem 1.2]) Suppose that the Assumptions 1
and 2 hold. Then
(i) for any h ∈ L4(Ω,F0,P;H), T > 0, Eq. (4.18) has a unique solution
{Xǫ,ht }t∈[0,T ],
(ii) there exists a constant CT independent of ǫ and h such that, for ǫ ∈
(0, 1],
(4.20) sup
t∈[0,T ]
E‖Xǫ,ht ‖4H + E
∫ T
0
‖Xǫ,ht ‖2H‖Xǫ,ht ‖2V dt ≤ CT (E‖h‖4H + T ),
and
E
∫ T
0
‖Xǫ,ht ‖2V dt <∞.(4.21)
Lemma 4.2. There exist η > 0 and ǫη > 0 such that for any h ∈ H,
sup
s∈[0,T ]
E‖Xǫ,hs ‖2H + ηE
∫ T
0
‖Xǫ,hs ‖2V ds ≤ ‖h‖2H + (1 + ǫ2η)KT, ∀ǫ ∈ (0, ǫη ].
In particular,
(4.22) sup
s∈[0,T ]
‖X0,hs ‖2H + η
∫ T
0
‖X0,hs ‖2V ds ≤ ‖h‖2H + 2KT.
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Remark 10. As in Remark 8, there exists T0 ∈ B([0, T ]) with zero
Lebesgue measure and for any t ∈ [0, T ] \ T0, there exists Ωt ∈ F with
P(Ωt) = 1 such that
Xǫ,h(t, ω) ∈ V, ω ∈ Ωt.
Proof. Using a similar argument as (4.18) in [7], we have
‖Xǫ,ht ‖2H
=‖h‖2H + 2
∫ t
0
〈A(X¯ǫ,hs ), X¯ǫ,hs 〉V ∗,V ds
+ 2ǫ
∫ t
0
〈B(X¯ǫ,hs )dWs, X¯ǫ,hs 〉H,H
+ 2ǫ
∫ t
0
∫
Z
〈f(X¯ǫ,hs , z), X¯ǫ,hs 〉H,HN˜(ds, dz)
+ ǫ2
∫ t
0
‖B(X¯ǫ,hs )‖22ds+ ǫ2
∫ t
0
∫
Z
‖f(X¯ǫ,hs , z)‖2HN(ds, dz),
(4.23)
where X¯ǫ,h is any V -valued progressively measurable dt×P version of Xǫ,h.
Set σN = inf{s ≥ 0 : ‖Xǫ,hs ‖H ≥ N}
∧
T . By (4.20) and (4.21),
LN (t) = 2ǫ
∫ t∧σN
0
〈B(X¯ǫ,hs )dWs, X¯ǫ,hs 〉H,H+2ǫ
∫ t∧σN
0
∫
Z
〈f(X¯ǫ,hs , z), X¯ǫ,hs 〉H,HN˜(ds, dz)
is a square integrable martingale. Combining (H3) and (4.19), we obtain
E‖Xǫ,ht∧σN ‖2H ≤ ‖h‖2H+E
(∫ t∧σN
0
(
K−(ν−ϑ0)‖X¯ǫ,hs ‖2V
)
ds
)
+ǫ2E
(∫ t∧σN
0
K(1+‖X¯ǫ,hs ‖2H)ds
)
.
Recall that
‖v‖2V ≥ λ1‖v‖2H , ∀v ∈ V,
we obtain
E‖Xǫ,ht∧σN ‖2H + (ν − ϑ0 −
Kǫ2
λ1
)E
∫ t∧σN
0
‖X¯ǫ,hs ‖2V ds ≤ ‖h‖2H + (1 + ǫ2)Kt.
Choose η > 0 and ǫη > 0 such that
(ν − ϑ0 − Kǫ
2
λ1
) ≥ η, ∀ǫ ∈ (0, ǫη ].
Let N →∞. Then
E‖Xǫ,ht ‖2H + ηE
∫ t
0
‖X¯ǫ,hs ‖2V ds ≤ ‖h‖2H + (1 + ǫ2η)Kt, ∀ǫ ∈ (0, ǫη ],
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which implies that
sup
s∈[0,t]
E‖Xǫ,hs ‖2H + ηE
∫ t
0
‖X¯ǫ,hs ‖αV ds ≤ ‖h‖2H + (1 + ǫ2η)Kt, ∀ǫ ∈ (0, ǫη ].
This completes the proof.
Theorem 4.4. Suppose the Assumptions 1 and 2 hold. Then
(1) For any M˜ > 0, δ > 0 and T ≥ 0,
lim
ǫ→0
sup
‖h‖2V ≤M˜
P
(
‖Xǫ,hT −X0,hT ‖2H ≥ δ
)
= 0.
(2) There exists at least one stationary measure µǫ,h for Xǫ,h.
(3) For ǫ ∈ (0, ǫη ], denote by {µǫiǫ , iǫ ∈ Iǫ} all stationary measures for the
semigroup {P ǫt }t≥0. Then {µǫiǫ , iǫ ∈ Iǫ, ǫ ∈ (0, ǫη ]} is tight.
Proof. (1) Set σN := inf{s ≥ 0 : ‖Xǫ,hs ‖H ≥ N}
∧
T and ρ(v) :=
27
(ν−ϑ0)3 ‖v‖4L4(D,R2). By Itoˆ’s formula, we have
exp
(
−
∫ t∧σN
0
ρ(X0,hs )ds
)
‖Xǫ,ht∧σN −X
0,h
t∧σN ‖2H
=
∫ t∧σN
0
exp
(
−
∫ s
0
ρ(X0,hr )dr
)(
2〈A(X¯ǫ,hs )−A(X0,hs ), X¯ǫ,hs −X0,hs 〉V ∗,V
− ρ(X0,hs )‖X¯ǫ,hs −X0,hs ‖2H
)
ds
+ 2ǫ
∫ t∧σN
0
exp
(
−
∫ s
0
ρ(X0,hr )dr
)
〈B(X¯ǫ,hs )dWs, X¯ǫ,hs −X0,hs 〉H,H
+ ǫ2
∫ t∧σN
0
exp
(
−
∫ s
0
ρ(X0,hr )dr
)
‖B(X¯ǫ,hs )‖22ds
+ 2ǫ
∫ t∧σN
0
∫
Z
exp
(
−
∫ s
0
ρ(X0,hr )dr
)
〈f(X¯ǫ,hs , z), X¯ǫ,hs −X0,hs 〉H,HN˜(ds, dz)
+ ǫ2
∫ t∧σN
0
∫
Z
exp
(
−
∫ s
0
ρ(X0,hr )dr
)
‖f(X¯ǫ,hs , z)‖2HN(ds, dz),
where X¯ǫ,x is any V -valued progressively measurable dt×P version of Xǫ,x.
From (4.20), (4.21) and Lemma 4.2, we know that
LN (t) =2ǫ
∫ t∧σN
0
exp
(
−
∫ s
0
ρ(X0,hr )dr
)
〈B(X¯ǫ,hs )dWs, X¯ǫ,hs −X0,hs 〉H,H
+ 2ǫ
∫ t∧σN
0
∫
Z
exp
(
−
∫ s
0
ρ(X0,hr )dr
)
〈f(X¯ǫ,hs , z), X¯ǫ,hs −X0,hs 〉H,HN˜(ds, dz)
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is a square integrable martingale. Therefore from (H2), (4.19) and Lemma
4.2,
E
(
exp
(
−
∫ t∧σN
0
ρ(X0,hs )ds
)
‖Xǫ,ht∧σN −X
0,h
t∧σN ‖2H
)
≤ǫ2E
∫ t∧σN
0
‖B(X¯ǫ,hs )‖22ds+ ǫ2E
∫ t∧σN
0
∫
Z
‖f(X¯ǫ,hs , z)‖2Hν(dz)ds
≤ǫ2E
∫ t
0
K(1 + ‖X¯ǫ,hs ‖2H)ds
≤Kǫ2t
(
1 + sup
s∈[0,t]
E‖Xǫ,hs ‖2Hds
)
≤ǫ2KT
(
1 + ‖h‖2H + (1 + ǫ2η)KT
)
,
which implies that
E
(
exp
(
−
∫ t
0
ρ(X0,hs )ds
)
‖Xǫ,ht∧σN −X
0,h
t∧σN ‖2H
)
≤ ǫ2KT
(
1 + ‖h‖2H + (1 + ǫ2η)KT
)
.
By (4.17) and Lemma 4.2,∫ t
0
ρ(X0,hs )ds ≤
54
(ν − ϑ0)3
∫ t
0
‖X0,hs ‖2H‖X0,hs ‖2V ds
≤ 54
(ν − ϑ0)3Cη(‖h‖
2
H + 2KT )
2,
where η comes from Lemma 4.2, we obtain
E
(
‖Xǫ,ht∧σN −X
0,h
t∧σN ‖2H
)
≤ǫ2KT exp
( 54
(ν − ϑ0)3Cη(‖h‖
2
H + 2KT )
2
)(
1 + ‖h‖2H + (1 + ǫ2η)KT
)
.
Leting N →∞, we have
E
(
‖Xǫ,ht −X0,ht ‖2H
)
≤ǫ2KT exp
( 54
(ν − ϑ0)3Cη(‖h‖
2
H + 2KT )
2
)(
1 + ‖h‖2H + (1 + ǫ2η)KT
)
,
which implies the first part of this theorem by Chebyshev’s inequality.
Notice that the embedding V ⊂ H is compact. Then the proofs for (2)
and (3) are exactly the same as those in Theorem 4.1, so we omit it.
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Theorem 4.5. Assume that (4.18) satisfies the Assumptions 1 and 2.
Let {µǫi} be a sequence of stationary measures for (4.18) such that µǫi w→ µ
as ǫi → 0. Then µ is an invariant measure of Φ and its support is contained
in the Birkhoff center for Φ(t)|AH .
Proof. It follows directly from Theorems 4.4 and 2.1.
4.3. Stochastic Burgers type equations. Consider the classic Burgers equa-
tion (see [12, p.257-258])
(4.24)

∂u
∂t =
∂2u
∂x2
+ λu∂u∂x , 0 < x < 1, t > 0,
u(0, t) = u(1, t) = 0,
u(x, 0) = ϕ(x).
The solution generates a strongly monotone flow in a suitable function space
V = W 1,20 (0, 1) (see [23], or [45, 20]). It is easy to compute that the trivial
solution is the unique stationary solution for (4.24). Set H = L2([0, 1]) and
A denote the Laplace operator. Since V coincides withD(A1/2), we endow V
with the norm ‖u‖V = ‖A1/2u‖H , which is equivalent with the usual norm
in the Sobolev space V . Also we can prove that ‖uϕ(t)‖2V is bounded on
[0,∞) for every initial value ϕ ∈ V .
In fact, if u(0) = ϕ ∈ V , then there exists a unique solution uϕ ∈
C([0,∞), V ) ∩ L2([0,∞),D(A)) of (4.24). This fact can be obtained by a
fixed-point theorem, and the proof is omitted. We have
‖uϕ(t)‖2H + 2
∫ t
0
‖uϕ(s)‖2V ds = ‖ϕ‖2H ,(4.25)
where we have used fact that 〈u∂u∂x , u〉H,H = 0.
Since |〈u∂u∂x , Au〉H,H | ≤ c‖u‖2V ‖u‖D(A) ([46] or Lemma 2.2 in [16]), we
have
‖uϕ(t)‖2V + 2
∫ t
0
‖uϕ(s)‖2D(A)ds
=‖ϕ‖2V − 2λ
∫ t
0
〈uϕ(s)∂u
ϕ(s)
∂x
,Auϕ(s)〉H,Hds
≤‖ϕ‖2V + 2c|λ|
∫ t
0
‖uϕ(s)‖2V ‖uϕ(s)‖D(A)ds
≤‖ϕ‖2V +
∫ t
0
‖uϕ(s)‖2D(A)ds+ (λc)2
∫ t
0
‖uϕ(s)‖4V ds,
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hence
‖uϕ(t)‖2V +
∫ t
0
‖uϕ(s)‖2D(A)ds ≤ ‖ϕ‖2V + (λc)2
∫ t
0
‖uϕ(s)‖2V · ‖uϕ(s)‖2V ds,
by Gronwall’s inequality and (4.25),
‖uϕ(t)‖2V +
∫ t
0
‖uϕ(s)‖2D(A)ds ≤ ‖ϕ‖2V e(λc)
2
∫ t
0 ‖uϕ(s)‖2V ds ≤ ‖ϕ‖2V e
1
2
(λc)2‖ϕ‖2H .
This implies that {uϕ(t)}t≥0 is bounded in V . Then applying the theory on
monotone dynamical systems (see [23]), we conclude that all solutions for
(4.24) are convergent to the trivial solution. Therefore, the Birkhoff center
for (4.24) is {0}.
Consider one dimensional stochastic Burgers equation driven by Le´vy
noise:
dXǫ,ht =
(
∆Xǫ,ht +X
ǫ,h
t · ∇Xǫ,ht
)
dt
+ ǫB(Xǫ,ht )dWt + ǫ
∫
Z
f(Xǫ,ht− , z)N˜ (dt, dz),
(4.26)
with deterministic initial value Xǫ,h0 = h.
Theorem 4.6. Suppose (4.26) satisfies the Assumption 2 in subsection
4.2 and h ∈ H. Then the results of Theorem 4.4 hold. Moreover any limiting
measures for its stationary measures are the Dirac measure δ0.
Proof. The Itoˆ formula deduces that
‖Xǫ,ht ‖2H + 2
∫ t
0
‖Xǫ,hs ‖2V ds
=‖h‖2H + 2ǫ
∫ t
0
〈B(Xǫ,hs )dWs,Xǫ,hs 〉H,H
+ 2ǫ
∫ t
0
∫
Z
〈f(Xǫ,hs− , z),Xǫ,hs− 〉H,HN˜(ds, dz)
+ ǫ2
∫ t
0
‖B(Xǫ,hs )‖22ds+ ǫ2
∫ t
0
∫
Z
‖f(Xǫ,hs− , z)‖2HN(ds, dz).
(4.27)
By the same argument of Lemma 4.2, there exist η > 0, ǫη > 0 and F > 0
such that
sup
s∈[0,T ]
E‖Xǫ,hs ‖2H + ηE
∫ T
0
‖Xǫ,hs ‖2V ds
≤‖h‖2H + (1 + ǫ2η)FT, ∀ǫ ∈ (0, ǫη ].
(4.28)
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Define A : V → V ∗ by
A(v) := vxx + vvx.
According to [7, Lemma 2.1(2)], for any u, v ∈ V , there is a positive constant
C such that
(4.29) 2〈A(u)−A(v), u− v〉V ∗,V ≤ −‖u− v‖2V + C(1 + ‖v‖2V )‖u− v‖2H .
Combining(4.28) and (4.29), similar to the proof of Theorem 4.4, we can
obtain the probability convergence, existence of stationary measures and
their tightness. Thus the last conclusion follows immediately from Theorem
2.1.
5. FDEs driven by white noise. Consider them-dimensional stochas-
tic functional differential equations (SFDEs)
(5.1)
dXǫ,φ(t) = b(Xǫ,φt )dt+ ǫσ(X
ǫ,φ
t )dW (t),
Xǫ,φ0 = φ ∈ C := C([−τ, 0],Rm),
whereW = {Wt = (W 1t , · · · ,W kt ), t ≥ 0} is a k-dimensional Wiener process,
b(·) : C → Rm and σ(·) : C → Rm×r satisfy global Lipschitz condition and
linear growth condition, that is, there exists a positive constant L such that
∀φ,ψ ∈ C,
(a) |b(φ) − b(ψ)|+ ‖σ(φ) − σ(ψ)‖2 ≤ L‖φ− ψ‖,
(b) |b(φ)|2 + ‖σ(φ)‖22 ≤ L2(1 + ‖φ‖2).
Here C denotes the set of continuous functions φ(s) from [−τ, 0] into Rm
with the uniform norm ‖φ‖ = sup
−τ≤s≤0
|φ(s)|.
It is known that the Hypotheses (a) and (b) are sufficient to ensure the
global existence and uniqueness of a strong solution to (5.1). Let Xǫ,φ(t)
denote the solution to (5.1) with initial data Xǫ,φ0 = φ. Then the segment
process of Xǫ,φ(t) is given by
Xǫ,φt (θ) = X
ǫ,φ(t+ θ), θ ∈ [−τ, 0].
That is, {Xǫ,φt }t≥0 is a process on C. Furthermore, the segment process
{Xǫ,φt }t≥0 to (5.1) is immediately a Feller process on the path space C
(see, e.g. Mohammed [44, Theorem III 3.1, p.67-68]), where the associated
Markov semigroup
(5.2) P ǫt g(φ) = Eg(X
ǫ,φ
t ), t ≥ 0, φ ∈ C, g ∈ Bb(C).
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Consider the corresponding m-dimensional deterministic functional dif-
ferential equations (FDEs)
(5.3) dXφ(t) = b(Xφt )dt, X
φ
0 = φ ∈ C.
Under Hypothesis (a), it is easy to see that (5.3) generates a semiflow
Φt(φ) = Φ
φ
t , t ≥ 0 on C.
The following result reveals a close connection between (5.1) and (5.3).
Lemma 5.1. Suppose (a) and (b) hold. LetK ⊂ C be a compact (bounded)
set and T > 0. Then for sufficiently small ǫ > 0
sup
φ∈K
E
[
sup
0≤t≤T
‖Xǫ,φt − Φt(φ)‖2
] ≤ Cǫ2,
where C = C(K,L, T ) is a positive constant, depending only on K, L and
T .
The proof is easy, so we omit it.
The following probability convergence can be obtained by Chebyshev’s
inequality.
Corollary 5.1. Let K ⊂ C be a compact set. Then for any T > 0 and
δ > 0, we have
lim
ǫ→0
sup
φ∈K
P
{
sup
0≤t≤T
‖Xǫ,φt − Φt(φ)‖ ≥ δ
}
= 0.
In order to apply Theorem 2.1, we need to present a criterion on the exis-
tence of stationary measures for (5.1) and their tightness. For this purpose,
from now on, we focus on the following stochastic functional differential
equations
(5.4) dXǫ(t) = [−BXǫ(t) +Ag(Xǫt )]dt+ ǫσ(Xǫt )dW (t)
with initial data Xǫ0 = φ ∈ C, where B = (bij)m×m, A = (aij)m×m are two
matrices, σ(φ) = (σij(φ))m×k is an m× k matrix valued function defined on
C, and g : C → C is a measurable function. We will suppose the following
assumptions on g and σ:
(A1) There exists a positive constant L˜ such that for all φ,ψ ∈ C
|g(φ) − g(ψ)| ≤ L˜‖φ− ψ‖.
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(A2) There exists a positive constant L such that for all φ,ψ ∈ C
‖σ(φ) − σ(ψ)‖2 ≤ L‖φ− ψ‖.
To show the existence of a stationary measure, it is sufficient to prove the
tightness of the segments by using the Arzela`-Ascoli tightness characteriza-
tion and the Krylov-Bogoliubov theorem.
Using the idea presented in [17, Proposition 2.1], we have
Theorem 5.1. Assume (A1), (A2) and
(5.5) 〈x,Bx〉 ≥ b|x|2 for any x ∈ Rm.
If b satisfies the following:
(5.6) b >
γ2e6τ
(
16L˜3|A|3)2
(1− κe−3τ )2 ,
where κ ∈ (1, e3τ ) is arbitary, and γ = γ(κ) = 9[ 2
√
κ−1
(
√
κ−1)2 + 1]. Then there
exists ǫ0 > 0 such that
(5.7) sup
0<ǫ≤ǫ0
sup
t≥0
E
[‖Xǫ,φt ‖6] ≤ 2e3τ (‖φ‖6 + M˜),
where M˜ is a constant independent of ǫ ∈ (0, ǫ0]. Furthermore, for each
φ ∈ C, there exists at least a stationary measure µǫ,φ for (5.4) corresponding
to the segment process {Xǫ,φt }t≥0.
Proof. Fixing ǫ, to simplify notation, we let X(t) = Xǫ,φ(t) and set
Z(t) = |X(t)|2, t ≥ 0. By the Itoˆ formula, (5.5), (A1) and (A2), we have
dZ(t) ≤− 2bZ(t)dt+ 2|A||X(t)||g(Xt)|dt+ 2ǫ2(L2‖Xt‖2 + ‖σ(0)‖22)dt
+ 2ǫ〈X(t), σ(Xt)dW (t)〉
≤ − 2bZ(t)dt+ 2|A||X(t)|(L˜‖Xt‖+ |g(0)|)dt + 2ǫ2(L2‖Xt‖2 + ‖σ(0)‖22)dt
+ 2ǫ〈X(t), σ(Xt)dW (t)〉
≤ − 2bZ(t)dt+ 2|A|(L˜‖Xt‖2 + L˜‖Xt‖2 + |g(0)|
2
L˜
)dt+ 2ǫ2(L2‖Xt‖2 + ‖σ(0)‖22)dt
+ 2ǫ〈X(t), σ(Xt)dW (t)〉
= : −2bZ(t)dt+ C‖Xt‖2dt+Ddt+ 2ǫ〈X(t), σ(Xt)dW (t)〉, t ≥ 0
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where C = C(ǫ) = 4L˜|A| + 2ǫ2L2, and D = D(ǫ) = 2|A||g(0)|2
L˜
+ 2ǫ2‖σ(0)‖22.
Then the stochastic variation of constants formula yields that
Z(t) ≤ e−2btZ(0) +
∫ t
0
e−2b(t−s)(C‖Xs‖2 +D)ds
+ 2ǫ
∫ t
0
e−2b(t−s)〈X(s), σ(Xs)dW (s)〉
≤ e−2btZ(0) + C
2b
sup
0≤s≤t
‖Xs‖2 + D
2b
+ 2ǫ
∫ t
0
e−2b(t−s)〈X(s), σ(Xs)dW (s)〉, ∀t ≥ 0.
Hence, for 0 ≤ t ≤ τ we obtain that
sup
0≤t≤τ
etZ(t) ≤Z(0) + C
2b
eτ sup
0≤s≤τ
‖Xs‖2 + D
2b
eτ
+ 2ǫeτ sup
0≤t≤τ
|
∫ t
0
e−2b(t−s)〈X(s), σ(Xs)dW (s)〉|,
where we have used the fact that b > 12 . It is easy to see that for any
κ ∈ (1, e3τ ), there exists γ = γ(κ) > 1 such that
(5.8) (x1+x2+x3+x4)
3 ≤ κx31+ γ(x32+x33+x34) for allx1, x2, x3, x4 ≥ 0.1
Combining the above inequality (5.8) and taking expectations, we obtain
that
E
[
sup
0≤t≤τ
e3t|Z(t)|3]
≤κE[|Z(0)|3]+ γ(C3
8b3
e3τE
[
sup
0≤s≤τ
‖Xs‖6
]
+
D3
8b3
e3τ
+ 8ǫ3e3τE
[
sup
0≤t≤τ
|
∫ t
0
e−2b(t−s)〈X(s), σ(Xs)dW (s)〉|3
])
.
(5.9)
From Le´vy’s celebrated martingale characterization of Brownian motion
(see [32, Theorem 3.16, p.157]), we know that there exists a one-dimensional
Brownian motion B with respect to the same filtration such that
〈X(s), σ(Xs)dW (s)〉 = β(s, ω)dB(s),
1For arbitrary κ ∈ (1, e3τ ), choosing γ = γ(κ) = 9[ 2
√
κ−1
(
√
κ−1)2 + 1] such that (5.8) holds.
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where
β(s, ω) =
( k∑
j=1
( m∑
i=1
Xi(s)σij(Xs)
)2) 12
.
By the technical result [17, Lemma 2.2] and (A2), we get that
E
[
sup
0≤t≤τ
|
∫ t
0
e−2b(t−s)〈X(s), σ(Xs)dW (s)〉|3
]
≤2τa3,2b
[(
2L3 + ‖σ(0)‖32
)
E‖Xτ‖6 + L3E‖X0‖6 + ‖σ(0)‖32
]
,
where
a3,2b = C3
(3− 1
6b
)3α−1
Γ
(3α− 1
3− 1
)3−1[( 1
4b
)1−2α
Γ
(
1− 2α
)] 3
2
:= Λ
(
α
)(1
b
) 1
2
.
(5.10)
where C3 =
(
81
8
) 3
2
is the universal positive constant in the Burkholder-
Davis-Gundy inequality (see [41, Theorem 7.3, p.40]) and Γ(s) =
∫ +∞
0 t
s−1e−t
is a Gamma function and α ∈ (13 , 12).
Continuing on from line (5.9) and using above inequality, we have
(5.11)
E
[
sup
0≤t≤τ
e3t|Z(t)|3]
≤κE|Z(0)|3 + γ C
3
8b3
e3τE
[‖X0‖6 + ‖Xτ‖6]+ γ D3
8b3
e3τ
+ γ8ǫ3e3τ2τa3,2b
[
(2L3 + ‖σ(0)‖32)E‖Xτ‖6 + L3E‖X0‖6 + ‖σ(0)‖32
]
≤γ D
3
8b3
e3τ + 16ǫ3τγa3,2be
3τ‖σ(0)‖32
+ κE|Z(0)|3 + (γ C3
8b3
e3τ + 16ǫ3τγa3,2be
3τL3
)
E‖X0‖6
+
[
γ
C3
8b3
e3τ + 16ǫ3τγa3,2be
3τ
(
2L3 + ‖σ(0)‖32
)]
E‖Xτ‖6.
Define a Lyapunov function V : C([−τ, 0],R)→ R+ by
V (ζ) = sup
−τ≤s≤0
e3s|ζ(s)|3.
Let ψ(s) = |φ(s)|2, s ∈ [−τ, 0]. Therefore, (5.11) along with the fact that
E|Z(0)|3 ≤ EV (ψ), E‖X0‖6 ≤ e3τEV (ψ), E
[
sup
0≤s≤τ
e3s|Z(s)|3] = e3τEV (Zτ )
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and E‖Xτ‖6 ≤ e3τEV (Zτ ) imply that{
1− γe3τ [C
3
8b3
+ 16ǫ3τa3,2b(2L
3 + ‖σ(0)‖32)]
}
EV (Zτ )
≤[κe−3τ + γe3τ (C3
8b3
+ 16ǫ3τa3,2bL
3)
]
EV (ψ)
+ γ(
D3
8b3
+ 16ǫ3τa3,2b‖σ(0)‖32).
(5.12)
We assume that
1− γe3τ [C
3
8b3
+ 16ǫ3τa3,2b(2L
3 + ‖σ(0)‖32)] > 0
δ = δ(ǫ) :=
κe−3τ + γe3τ (C
3
8b3 + 16ǫ
3τa3,2bL
3)
1− γe3τ [ C38b3 + 16ǫ3τa3,2b(2L3 + ‖σ(0)‖32)]
< 1,
which is equivalence to
(5.13)

C3
8b3
+ 16ǫ3τ(2L3 + ‖σ(0)‖32)a3,2b <
1
γe3τ
C3
4b3
+ 16ǫ3τ(3L3 + ‖σ(0)‖32)a3,2b <
1− κe−3τ
γe3τ
.
By (5.10) and the fact that b > 1, it suffices to show that
(5.14)

b > γ2e6τ [
C3
8
+ 16ǫ3τ(2L3 + ‖σ(0)‖32)Λ]2
b >
γ2e6τ [C
3
4 + 16ǫ
3τ(3L3 + ‖σ(0)‖32)Λ]2
(1− κe−3τ )2 .
This shows that we can find ǫ0 > 0 such that for each ǫ ≤ ǫ0, (5.14) holds
as long as (5.6) is satisfied. Let ρ :=
γ(D
3
8b3
+16ǫ3τa3,2b‖σ(0)‖32)
1−γe3τ [ C3
8b3
+16ǫ3τa3,2b(2L3+‖σ(0)‖32)]
. Then
for every ǫ ≤ ǫ0
ρ
1− δ =
γ(D
3
8b3
+ 16ǫ3τa3,2b‖σ(0)‖32)
1− κe−3τ − γe3τ [C3
4b3
+ 16ǫ3τa3,2b(3L3 + ‖σ(0)‖32)]
≤ ρ(ǫ0)
1− δ(ǫ0) .
If (5.14) holds, then from (5.13) we have
(5.15) EV (Zτ ) ≤ δEV (ψ) + ρ.
Iterating (5.15), we get that
(5.16) EV (Zkτ ) ≤ δkEV (ψ) + ρ( 1
1− δ ) ≤ EV (ψ) +
ρ
1− δ for all k ∈ N
∗.
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This implies that
sup
k∈N∗
E‖Zkτ‖3 ≤ e3τ (EV (ψ) + ρ
1− δ ).
Note that for t ∈ [kτ, (k + 1)τ ], ‖Zt‖3 ≤ ‖Zkτ‖3 + ‖Z(k+1)τ ‖3, ∀k ∈ N. In
term of the original process X, we conclude that for all 0 < ǫ ≤ ǫ0,
sup
t≥0
E‖Xǫ,φt ‖6 ≤ 2e3τ
(
EV (ψ) +
ρ
1− δ
)
≤ 2e3τ
(
‖φ‖6 + ρ(ǫ0)
1− δ(ǫ0)
)
.
By adopting the Arzela`-Ascoli tightness characterization, we can show
that the law {P ǫt (φ, ·)}t≥0 of segment process {Xǫ,φt }t≥0 is tight in (C,B(C))
(see, [17, Theorem 2.3]), which implies that {Qt(·) := 1t
∫ t
0 P
ǫ
s (φ, ·)ds}t≥0
is tight in (C,B(C)). Then applying Krylov-Bogoliubov theorem, we can
conclude that {Qt(·)}t≥0 has at least a weak convergence limit µǫ,φ which is
stationary for the segment process {Xǫ,φt }t≥0. We omit the details and refer
the readers to the proof of [17, Theorem 2.3, 3.2] and [12, Theorem 3.1.1
p.21].
For each 0 < ǫ ≤ ǫ0, the following assumption is a sufficient condition to
guarantee the uniqueness of a stationary measure.
(A3) The diffusion matrix σσ
T is uniformly elliptic in C, i.e., there is a
constant λ > 0 such that xTσ(φ)(σ(φ))T x ≥ λ|x|2 for all φ ∈ C and x ∈ Rm.
The next result is implicitly proved in [21, Theorem 3.1].
Lemma 5.2. Under the assumptions (A1), (A2) and (A3), there exists a
unique stationary measure for (5.4), that is, µǫ,φ ≡ µǫ is independent of φ
for each 0 < ǫ ≤ ǫ0.
Remark 11. If σ satisfies (A2) and (A3), then σ admits a continuous
bounded right inverse, i.e., there exists a continuous function σ˜ : C → Rk×m
such that for all φ ∈ C, σ(φ)σ˜(φ) = Im, and sup
φ∈C
|σ˜(φ)| <∞. Actually, it is
easy to see that σ˜ = σT (σσT )−1.
Let B¯R(0) := {φ ∈ C : ‖φ‖ ≤ R} for a given R > 0. The following result
gives the tightness for the family of stationary measures {µǫ,φ}0<ǫ≤ǫ0,φ∈B¯R(0).
Theorem 5.2. Suppose the assumptions of Theorem 5.1 hold. Then the
set of stationary measures {µǫ,φ}0<ǫ≤ǫ0,φ∈B¯R(0) is tight. If we additionally
assume that (A3) holds, then the set of stationary measures {µǫ}0<ǫ≤ǫ0 is
tight.
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Proof. Fix R > 0. For given 0 < ǫ ≤ ǫ0 and φ ∈ B¯R(0), from the proof of
Theorem 5.1, we know that there exists a sequence {Tn} → +∞, depending
on ǫ and φ, such that
(5.17)
1
Tn
∫ Tn
0
P(Xǫ,φs ∈ ·)ds w−→ µǫ,φ(·), as n→∞.
Then
µǫ,φ{ϕ ∈ C : |ϕ(0)| > λ}
≤ lim inf
n→∞
1
Tn
∫ Tn
0
P(|Xǫ,φs (0)| > λ)ds
= lim inf
n→∞
1
Tn
∫ Tn
0
P(|Xǫ,φ(s)| > λ)ds
≤
sup
0<ǫ≤ǫ0
sup
t≥0
E|Xǫ,φ(t)|6
λ6
≤2e
3τ
(
R6 + M˜
)
λ6
−→ 0 uniformly in 0 < ǫ ≤ ǫ0 and φ ∈ B¯R(0) as λ→∞.
Here we have used the fact that {ϕ ∈ C : |ϕ(0)| > λ} is an open set,
(5.17) and Portmanteau Theorem ([5, Theorem 2.1, p.16 ]) to obtain the
first inequality, the Chebyshev’s inequality to the second inequality, and
(5.7) to the last inequality. This means that
(5.18) lim
λ→∞
sup
0<ǫ≤ǫ0,φ∈B¯R(0)
µǫ,φ{ϕ ∈ C : |ϕ(0)| > λ} = 0.
For every γ > 0, by a similar argument as used in the above first inequal-
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ity, we have
µǫ,φ{ϕ ∈ C : sup
−τ≤u≤v≤0
v−u≤δ
|ϕ(v) − ϕ(u)| > γ}
≤ lim inf
n→∞
1
Tn
∫ Tn
0
P( sup
−τ≤u≤v≤0
v−u≤δ
|Xǫ,φt (v)−Xǫ,φt (u)| > γ)dt
= lim inf
n→∞
1
Tn
∫ Tn
0
P( sup
−τ≤u≤v≤0
v−u≤δ
|Xǫ,φ(t+ v)−Xǫ,φ(t+ u)| > γ)dt
≤ sup
t≥τ
P( sup
−τ≤u≤v≤0
v−u≤δ
|Xǫ,φ(t+ v)−Xǫ,φ(t+ u)| > γ)
= sup
t≥0
P( sup
t≤u≤v≤t+τ
v−u≤δ
|Xǫ,φ(v) −Xǫ,φ(u)| > γ)
≤ sup
t≥0
P( sup
t≤u≤v≤t+τ
v−u≤δ
∫ v
u
|b(Xǫ,φs )|ds >
γ
2
)
+ sup
t≥0
P(ǫ sup
t≤u≤v≤t+τ
v−u≤δ
|
∫ v
u
σ(Xǫ,φs )dW (s)| >
γ
2
).
Here b(φ) := −Bφ(0) +Ag(φ), which maps bounded sets in C into bounded
sets in Rm. From this fact and (5.7), it is easy to yield that
lim
δ→0
sup
0<ǫ≤ǫ0,φ∈B¯R(0)
sup
t≥0
P( sup
t≤u≤v≤t+τ
v−u≤δ
∫ v
u
|b(Xǫ,φs )|ds >
γ
2
) = 0.
Let J ǫ(v) := ǫ
∫ v
0 σ(X
ǫ,φ
s )dW (s), v ≥ 0. The continuity of σ implies that
{J ǫ(v), v ≥ 0} is a continuous m-dimensional local martingale. Then by
Burkholder-Davis-Gundy inequality, Ho¨lder inequality, (A2), Cr-inequality
and Fubini’s theorem, we have for any t > s ≥ 0
E|J ǫ(t)− J ǫ(s)|6 =E|ǫ
∫ t
s
σ(Xǫ,φr )dW (r)|6
≤C˜6
(
2e3τ
(
R6 + M˜
)
+ 1
)
|t− s|3,
where C˜6 = 2
5ǫ60C6(L
6+‖σ(0)‖62) is a constant independent of ǫ. This means
that there exists some positive constant c such that
sup
0<ǫ≤ǫ0,φ∈B¯R(0)
sup
t≥0
E|J ǫt (v)− J ǫt (u)|6 ≤ c|v − u|3 for all u, v ∈ [0, τ ].
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From the Kolmogorov’s tightness argument (see, Karatzas and Shreve [32,
Problem 4.11, p.64]), we can deduce that
lim
δ→0
sup
0<ǫ≤ǫ0,φ∈B¯R(0)
sup
t≥0
P
(
sup
t≤u≤v≤t+τ
v−u≤δ
|J ǫ(v)− J ǫ(u)| > γ
2
)
= 0.
In other words,
lim
δ→0
sup
0<ǫ≤ǫ0,φ∈B¯R(0)
sup
t≥0
P
(
ǫ sup
t≤u≤v≤t+τ
v−u≤δ
|
∫ v
u
σ(Xǫ,φs )dW (s)| >
γ
2
)
= 0.
Therefore we obtain that
(5.19) lim
δ→0
sup
0<ǫ≤ǫ0,φ∈B¯R(0)
µǫ,φ{ϕ ∈ C : sup
−τ≤u≤v≤0
v−u≤δ
|ϕ(v) − ϕ(u)| > γ} = 0.
Consequently, the conclusion follows immediately from (5.18) and (5.19).
Example 5 (Hopfield Neural Network Models with Noise).
We consider the stochastic delayed Hopfield equations
(5.20) dXǫ(t) = [−BXǫ(t) +Ag(Xǫ(t− τ))]dt+ ǫσ(Xǫt )dW (t)
where B = diag(b1, · · · , bm), A = (aij)m×m, g(x) = (g1(x1), · · · , gm(xm))T ,
and σ(φ) = (σij(φ))m×m is an m×m matrix defined on C.
Hopfield-type neutral networks have many applications to parallel compu-
tation and signal processing involving the solution of optimization problems.
It is often required that the network should have a unique stationary solution
that is globally attractive. For this purpose, we present the following.
Theorem 5.3. Assume (A1)− (A3), and
(A4) There exists some constant M̂ > 0 such that |g(x)| ≤ M̂ for all x ∈ Rm.
If b satisfies condition (5.6), where b = min
1≤i≤m
bi, then for each ǫ ∈ (0, ǫ0],
the system (5.20) has a unique invariant measure µǫ for the segment pro-
cess {Xǫt }t≥0. Furthermore, µǫ weakly converges to δp as ǫ → 0, where p is
a globally asymptotically stable equilibrium for differential equations (5.20)
with ǫ = 0.
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Proof. Let b˜(φ) = −Bφ(0) + Ag(φ(−τ)), φ ∈ C. It is easy to see that
b˜ is globally Lipschitz continuous in C. The existence and uniqueness of
invariant measure, the tightness of the set {µǫ, 0 < ǫ ≤ ǫ0} follow from
Theorem 5.2 and Theorem 5.2, respectively. The probability convergence
condition holds by Corollary 5.1. Combining with assumption (A4), we get
that the unperturbed system has a unique equilibrium p which is globally
asymptotically stable (see [48, Theorem 2.4]), where we have used the fact
that the operator norm is less than the trace norm. The final assertion follows
from Theorem 2.1.
6. Appendix: Poincare´ recurrence theorem for continuous dy-
namical system/semiflow. In this section we give a full proof of the
Poincare´ recurrence theorem for a semiflow (or flow) on the separable met-
ric space (M,ρ). The original idea is borrowed from Man˜e´ [38] and Hirsch
[25].
Throughout this section we assume that Φ : R+×M −→M is a mapping
with the following properties
(i) Φ·(x) is continuous, for all x ∈M ,
(ii) Φt(·) is Borel measurable, for all t ∈ R+,
(iii) Φ0 = id, Φt ◦ Φs(x) = Φt+s(x), for all t, s ∈ R+. Here ◦ denotes
composition of mappings.
Let x ∈M . Then the ω-limit set of x is defined by
ω(x) = {y ∈ M : for every neighborhood U of y, and for every k ∈
N, there exists s ≥ k such that Φs(x) ∈ U}.
We note that Φ·(x) is continuous, thus
ω(x) = {y ∈ M : for every neighborhood U of y, and for every k ∈
N, there exists s ≥ k and s ∈ Q such that Φs(x) ∈ U}.
Using the semigroup properties of Φ, it is easy to see that ω(x) = ω(Φt(x))
for every t ∈ R+.
Let (M,B(M), µ) be a probability space and µ be a Φ-invariant probability
measure, i.e., µ ◦ Φ−1t = µ for all t ∈ R+, where B(M) is the σ-algebra of
Borel sets in M .
The proof of the following Poincare´ recurrence theorem follows the line
of argument for the discrete time measurable mapping case (see, e.g., Man˜e´
[38, p.28-29]).
Theorem 6.1. Let M be a separable metric space and µ be Φ-invariant.
Then µ(B(Φ)) = 1, where B(Φ) = {x ∈M : x ∈ ω(x)} denotes the Birkhoff
center of Φ.
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Proof. For given t ∈ R+. Let A be an open set in M and
A0 = {x ∈ A : ∀k ∈ N, ∃s ≥ k and s ∈ Q such that Φs ◦Φt(x) ∈ A}.
We claim that A0 ∈ B(M) and µ(A) = µ(A0). In fact, for every k ∈ N, let
Ck = {x ∈ A : Φs ◦ Φt(x) 6∈ A, ∀s ≥ k and s ∈ Q}. It is easy to see that
A0 = A \
∞⋃
k=1
Ck. Let x ∈ A0 if and only if x ∈ A and ∀k ∈ N, ∃s ≥ k
and s ∈ Q such that Φs ◦ Φt(x) ∈ A if and only if x ∈ A and x 6∈
∞⋃
k=1
Ck.
Note that Ck = A\
⋃
s≥k,s∈Q
(Φs ◦Φt)−1(A) which shows that Ck ∈ B(M) and
implies that
(6.1) Ck ⊂
⋃
s≥0
Φ−1s (A) \
⋃
s≥k,s∈Q
Φ−1s+t(A) =
⋃
s≥0,s∈Q
Φ−1s (A) \
⋃
s≥k,s∈Q
Φ−1s+t(A),
where we have used the fact that Φ·(x) is continuous and A is an open set.
From (6.1) we have that
µ(Ck) ≤ µ(
⋃
s≥0,s∈Q
Φ−1s (A)) − µ(
⋃
s≥k,s∈Q
Φ−1s+t(A))
≤ µ(
⋃
s≥0,s∈Q
Φ−1s (A)) − µ ◦Φ−1t (
⋃
s≥k,s∈Q
Φ−1s (A))
= µ(
⋃
s≥0,s∈Q
Φ−1s (A)) − µ ◦Φ−1k (
⋃
s≥0,s∈Q
Φ−1s (A))
= 0.
Therefore we get that A0 ∈ B(M) and µ(A0) ≥ µ(A) −
∞∑
k=1
µ(Ck) = µ(A).
This completes the proof of the claim.
Since, furthermore, M is a separable metric space, we can find the count-
able basis {Un}n∈N of M such that lim
n→∞diam(Un) = 0 and
∞⋃
n=k
Un =M for
every k ∈ N. Let Ûn = {x ∈ Un : ∀k ∈ N,∃s ≥ k and s ∈ Q such that Φs ◦
Φt(x) ∈ Un} for every n ∈ N. From the above claim, we have Ûn ∈ B(M)
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and µ(Un \ Ûn) = 0. Let M̂ = lim sup
n→∞
Ûn =
∞⋂
k=0
∞⋃
n=k
Ûn, then we have
µ(M \ M̂) = µ(
∞⋃
k=0
(M \
∞⋃
n=k
Ûn))
= µ(
∞⋃
k=0
(
∞⋃
n=k
Un \
∞⋃
n=k
Ûn))
≤ µ(
∞⋃
k=0
∞⋃
n=k
(Un \ Ûn))
= 0.
This means that µ(M̂) = 1. Due to this fact it is sufficient to prove that
M̂ ⊂ {x ∈ M : x ∈ ω(x)} which we now prove. Let x ∈ M̂ . For any r > 0,
since lim
n→∞diam(Un) = 0, ∃N ∈ N such that ∀n ≥ N diam(Un) <
r
3 . Note
that x ∈
∞⋃
n=N
Ûn. Hence there exists n ≥ N such that x ∈ Ûn ⊂ Un, it
follows that Un ⊂ B(x, r). This implies that ∀k ∈ N, ∃s ≥ k and s ∈ Q such
that Φs ◦ Φt(x) ∈ Un ⊂ B(x, r), i.e., x ∈ ω(Φt(x)) = ω(x).
This theorem immediately implies the following assertion.
Remark 12. Let supp(µ) denote the support of µ, where µ is Φ-invariant.
Then supp(µ) ⊂ B(Φ).
If we additionally assume that Φt(·) is continuous for every t ∈ R+, this
is, Φ is a semiflow. (If we can replace R+ by R, then Φ defines a flow.) Then
we can prove the following assertion.
Proposition 6.1. supp(µ) is forward invariant. If, in addition, supp(µ)
is a compact set and Φt(·) :M →M is an injective mapping (or homeomor-
phism), then supp(µ) is invariant.
Proof. Let H := supp(µ). The continuity of Φt(·) implies that Φ−1t (H)
is a closed set. By the invariance of µ, µ(Φ−1t (H)) = µ(H) = 1. This implies
that H ⊂ Φ−1t (H). Therefore Φt(H) ⊂ H.
The injectivity of Φt implies that Φ
−1
t (Φt(H)) = H. Thus
1 = µ(H) = µ(Φ−1t (Φt(H))) = µ(Φt(H)).
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Note that Φt(H) is a closed set (more precisely, a compact set) from the
fact that H is a compact set and Φt(·) is continuous. Therefore we have
H ⊂ Φt(H).
Following we assume that H := supp(µ) is a closed invariant set. Let Φ|H
denote the restricted semiflow. Then by the Poincare´ recurrence theorem,
we obviously have
Corollary 6.1. H = B(Φ|H). This means that every point of H is
recurrent for Φ|H .
Proof. The fact that H ⊂ B(Φ|H) ⊂ H follows directly from the
Poincare´ recurrence theorem and the definition of the support of invariant
measure µ.
If, in addition, H is a compact set. We refer to Hirsch [25] for additional
properties of the support of µ in the case of µ is ergodic. Recall that Φ-
invariant probability measure µ is said to be ergodic if for any A ∈ B(M)
with the property Φt(A) = A for all t ∈ R+, we have either µ(A) = 0 or
µ(A) = 1.
A subset A ⊂M is an attractor if A is compact and invariant (Φt(A) = A)
and contained in an open set N ⊂M such that
lim
t→∞ dist(Φt(x), A) = 0 uniformly in x ∈ N.
Furthermore, if there is an attractor that contains all ω-limit points, then
we call Φ is dissipative.
A nonempty compact invariant set A ⊂ M is called attractor-free if the
restricted flow Φ|A has no attractor other than A itself. By a result of Conley
[10] A is attractor-free this is the equivalent to A is connected and every
point of A is chain recurrent for Φ|A. The definition of chain recurrent set
we refer the reader to [2] since this notion will not be used here. Meanwhile,
a detailed discussion about this relation we refer to Bena¨ım [3, p.23].
Furthermore, for this compact invariant set H := supp(µ), the following
result is proved in Bena¨ım and Hirsch [4], Hirsch [25], respectively.
Proposition 6.2. Each component of H is attractor-free. In addition,
if µ is ergodic, then H itself is attractor-free.
If Φ is a strongly monotone semiflow in an ordered Banach spaceM , let A
denote attractor-free, then by more detailed structural analysis of A, Hirsch
[25] points out that either A is unordered, or else A is contained in totally
ordered, compact arc of equilibria.
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