We present three case studies that examine optical and radar methods for specifying precipitating auroral flux parameters and conductances. Three events were chosen corresponding to moderate nonsubstorm auroral activity with 557.7 nm intensities greater than 1kR. A technique that directly fits the electron number density from a forward electron transport model to alternating code incoherent scatter radar data is presented. A method for determining characteristic energy using neutral temperature observations is compared against estimates from the incoherent scatter radar. These techniques are focused on line-of-sight observations that are aligned with the local geomagnetic field. Good agreement is found between the optical and incoherent scatter radar methods for estimates of the average energy, energy flux, and conductances. The Pedersen conductance predicted by Robinson et al. (1987) is in very good agreement with estimates calculated from the incoherent scatter radar observations. However, we present an updated form of the relation by Robinson et al. (1987) , Σ H ∕Σ P = 0.57⟨E⟩ 0.53 , which was found to be more consistent with the incoherent scatter radar observations. These results are limited to similar auroral configurations as in these case studies. Case studies are presented that quantify auroral electron flux parameters and conductance estimates which can be used to specify the magnitude of energy dissipated within the ionosphere resulting from magnetospheric driving.
Introduction
Precipitating electrons and the resulting currents associated with auroral activity are important for magnetospheric-ionospheric coupling because they deposit and dissipate heat, energy, and momentum into the thermosphere, respectively. Electron interaction with the thermosphere causes ionization and excitation of thermospheric oxygen and nitrogen. This consequently causes visible auroral emissions and ionization, which enhances the local background electron number density and ionospheric conductivity. Ionospheric currents flow within these regions of enhanced ionospheric conductivity, and energy is dissipated through Joule heating. Thus, specification of precipitating electron flux is of fundamental importance for quantifying energy dissipation in magnetospheric-ionospheric coupling. Two quantities are typically used to specify the precipitating electron flux: the characteristic (average) energy and the energy flux.
Incoherent scatter radar (ISR) has played a critical role in ground-based specification of precipitating electron flux in a localized sense, because ISR provides height-resolved measurements of the electron number density. Although ISR cannot directly sense the enhanced ionization, measurements of backscattered power are directly related to the electron number density [Vickrey et al., 1982] . The electron spectra can be inferred by inverting measurements of enhanced electron number density, provided that there is an appropriate forward model that describes how precipitating electrons generate ionization. Casting the problem into a matrix form [Brekke et al., 1989] , energy bin relies on the estimate from the previous energy bin. Since it was possible for uncertainty to propagate, this method is prone to errors [Brekke et al., 1989; Semeter and Kamalabadi, 2005] . Brekke et al. [1989] obtained a solution to (E) by minimizing the difference between the observed height ionization profile obtained by the European Incoherent Scatter (EISCAT) radar system and forward model results using a least squares approach. The program developed by Brekke et al. [1989] is called "CARD," and a similar program called "SPECTRUM" [Kirkwood, 1988] was also developed for inverting EISCAT ISR data. Gattinger et al. [1991] showed that the model by Strickland et al. [1989] and UNTANGLE produced similar estimates of the energy flux and somewhat similar estimates of the average energy for an auroral event observed on 28 February 1987 as part of a coordinated observation effort at Sondrestrom, Greenland. Strickland et al. [1994] expanded upon the study by Gattinger et al. [1991] and presented results of the energy flux and average energy for four additional auroral events observed on 28 February 1987 . Strickland et al. [1994 directly fit a three-species transport model Basu et al., 1993] to the ISR electron number density observations. They found that diffuse aurora was best fit by a Maxwellian electron distribution and discrete aurora was best fit to a Gaussian electron distribution. Doe et al. [1997] solved equation (1) using the method of singular value decomposition [Press et al., 2007] , but this approach suffers from issues, such as the output of negative electron fluxes.
More recently, Semeter and Kamalabadi [2005] employed a method for inverting A by using a maximum entropy method (MEM), which maximizes the Burg entropy. Semeter and Kamalabadi [2005] applied this method to observations from the Sondrestrom ISR, and Jones et al. [2009] applied this method to observations from the Poker Flat Incoherent Scatter Radar (PFISR) during pulsating aurora. Both studies produced good estimates of the electron flux. Simon Wedlund et al. [2013] recently revisited this method to assist in a combined ISR and tomographic study of discrete auroral events observed by the EISCAT ISRs. They showed that the multiplicative algebraic reconstruction technique (MART) and MEM could be applied to ISR data, with consistent estimates of the electron spectra being produced by both techniques. However, MEM produced smooth results, whereas MART electron flux estimates showed more variations.
Using the electron deposition model by Rees [1963] and assuming a Maxwellian flux distribution, Vickrey et al. [1981] developed an empirical model that connected the characteristic energy and energy flux to the Hall and Pedersen conductances. The empirical results from Vickrey et al. [1981] were further expanded and applied to satellite studies in which the energy flux and characteristic energy could be determined from satellite-based electron spectra measurements [Wallis and Budzinski, 1981; Harel et al., 1981; Spiro et al., 1982] . The empirical relation took the form
and
where A P , B P , and A H are constants, ≈ 0.5, ≈ 0.3-0.8, and E 0 and Q 0 are the characteristic energy and energy flux, respectively. This relation was revised by Robinson et al. [1987] (hereafter referred to as the "Robinson relation") to include a rigorous definition of average energy, ⟨E⟩, and corrections for electron detector energy range effects. Robinson et al. [1987] applied this relation and showed good agreement between HILAT satellite observations and data from the Sondrestrom ISR. This relation was applied to a statistical study of 14 million DMSP spectra by Hardy et al. [1987] . An alternative empirical model of conductance was developed by Reiff [1984] who refit the results from Vickrey et al. [1981] and Wallis and Budzinski [1981] , which expressed the Hall and Pedersen conductances as two polynomial fits, depending on the characteristic energy.
The other primary ground-based method for determining the energy flux and characteristic energy of precipitating auroral electrons is through optical observations. Determining optical emissions using an incident electron flux has recently been reviewed by Lanchester and Gustavsson [2012] and Semeter and Zettergren [2014] . Dalgarno et al. [1965] established that the intensity of the first negative emission band for N + 2 at 427.8 nm was proportional to the incident energy of an electron beam and thus could be used as a proxy for the energy flux of precipitating auroral electrons. Modeling studies by Rees and Luckey [1974] Lanchester et al. [1997] used the Lummerzheim and Lilensten [1994] model to obtain a conversion estimate ranging from 220 to 280 R/mW/m 2 .
Determining the characteristic energy via optical emissions is a more challenging task. Rees and Luckey [1974] developed a technique that used the ratio of 630.0 nm to 427.8 nm emission to determine the characteristic energy. This "red-to-blue" ratio method has the limitation that it is valid for stable aurora, considering that the radiative transition time for the 630.0 nm emission line is approximately 110s [Chamberlain, 1961] . Hecht et al. [2006] presented a short review of the "red-to-blue" ratio method, along with an updated method that used 427.8 nm, 630 nm, 844.6 nm, and 871.0 nm emission lines to estimate average energy. They also showed the importance of using 844.6 nm and 871.0 nm emission to constrain compositional changes that can influence the estimate of average energy [Hecht et al., 2006] ; the effect of O composition on the average energy was previously examined by Hecht et al. [1989] . More recently, many studies have focused on other transitions, with an emphasis on "prompt" auroral emissions [Semeter et al., 2001; Tuttle et al., 2014, and references therein] . A commonly used set of prompt emitters for determining the characteristic energy associated with dynamic aurora is the ratio between 562.0 nm and 777.4 nm emissions, caused by transitions of O + 2
and O, respectively [Dahlgren et al., 2008; Lanchester et al., 2009; Dahlgren et al., 2011; Lanchester and Gustavsson, 2012; Tuttle et al., 2014; Dahlgren et al., 2015] . Hecht et al. [2006] put forth a method for determining characteristic energy which makes use of neutral temperature measurements from scanning Doppler imaging Fabry-Perot interferometers (hereafter referred to as "SDI") Smith, 1995, 1997; Anderson et al., 2013] . Among other emissions, the SDI measures the 557.7 nm emission in order to infer the E region neutral winds and temperatures. Precipitating electrons with higher characteristic energies penetrate deeper into the thermosphere, causing a decrease in the neutral temperature estimated from the line width of 557.7 nm emission [Rees, 1989; Holmes et al., 2005; Hecht et al., 2006] . This effect is observed in the SDI and can be used to determine the neutral temperature in 115 azimuth/elevation sectors in the sky, thus enabling estimates of the characteristic energy over the whole sky. An upcoming companion paper will describe the technique for determining characteristic energy from SDI observations. We seek to specify electron precipitation, conductance, and the local ionospheric response associated with auroral particle precipitation using ground-based techniques, specifically ISR and optical measurements. In this paper, we present a technique for estimating the energy flux and characteristic (average) energy of precipitating auroral electrons by directly fitting the electron number density produced by the GLOW forward electron transport model with the ISR electron number density observations, similar to the methods used by Brekke et al. [1989] and Strickland et al. [1994] . For simplicity, we restrict our focus to observations aligned with the geomagnetic field. We compare the ISR parameter estimates with the results from the SDI and all-sky imager, probing a similar field of view. We use the estimates from the ISR to experimentally test the Robinson relation, since those formulas connect characteristic energy and energy flux with the Hall and Pedersen conductances. Although we restrict our attention to the look direction aligned with the local geomagnetic field, we use these results as a first step toward developing techniques for examining line-of-sights which are not aligned with the geomagnetic field. New imaging modes enable ISR to be able to sample in the zonal and meridional directions, nearly simultaneously for the first time [Heinselman and Nicolls, 2008; Semeter et al., 2009; Butler et al., 2010; .
Radar and Optical Observations

Incoherent Scatter Radar Observations
Observations were obtained using the Advanced Modular Incoherent Scatter Radar (AMISR) located at the Poker Flat Research Range (65.13 ∘ N, 147.47 ∘ W), Alaska (hereafter referred to as "PFISR"), and the Sondrestrom ISR (66.98 ∘ N, 50.95 ∘ W). There are collocated all-sky imagers at both facilities, with filters for 427.8 nm, 557.7 nm, and 630.0 nm emission; these emissions are the dominant visible auroral emissions with their properties shown in Table 1 [Chamberlain, 1961; Zettergren et al., 2007] . The red-(630.0 nm) and green-line (557.7 nm) emissions are dominant at the F and E regions, respectively, and the blue (427.8 nm) emission is a proxy for the energy flux. Sondrestrom also has additional filters for 777.4 nm and 750.0 nm emission (with properties not listed). The scanning Doppler imaging Fabry-Perot interferometer (SDI) is located at PFISR. AMISR is a phased-array, electronically steerable antenna that can form radar beams on the sky 
at a pulse-to-pulse cadence Heinselman and Nicolls, 2008] . For both radars the coverage of a given radar beam on the sky is approximately 1 ∘ .
Data were used from the radar beam that was aligned with the local geomagnetic field (at PFISR azimuth = −151 ∘ and elevation = 77.5 ∘ , and at Sondrestrom azimuth = 141 ∘ and elevation = 81 ∘ ). This beam direction is best for observing field-aligned precipitating electrons that cause aurora; other radar line-of-sight (LOS) directions will slice through multiple magnetic flux tubes. We use standard alternating code (AC) ISR data products that have been fit to theoretical ISR power spectrum to estimate the plasma parameters as a function of altitude. Alternating code data were used for this study since the short pulse length of 30 μs provides high-range resolution at E region altitudes (≈ 4.5 km), enabling E region ionization to be resolved [Heinselman and Nicolls, 2008] . Alternating code data products used in this study are integrated with temporal resolutions of 180s and 60s at PFISR and Sondrestrom, respectively.
We selected auroral events based on the following criterion. First, the all-sky imager data must have > 1kR 557.7 nm green-line emission collocated with the field-aligned radar beam. Second, we focused on fairly stable aurora that remained in the field-aligned radar beam for many minutes; this condition is most consistent with the steady state assumption to be invoked. Semeter and Kamalabadi [2005] calculated characteristic time scales for ionization enhancements to be approximately 10-2s for 10 11 -10 12 m −3 at nominal E region altitudes, respectively. To be most consistent with the steady state assumption, the aurora should remain visually and spatially stable over a few of these characteristic time scales. For the events to be presented, this is almost always the case, although there may be intervals in which the aurora evolved more rapidly than the characteristic time scale, thus making the steady state assumption more questionable. However, for the presentation of the results, we have included all data.
Scanning Doppler Imager and Other Optics
The characteristic energy was derived from thermospheric neutral temperature observations acquired by the SDI, collocated with PFISR. The SDI makes all-sky observations and separates the Doppler neutral temperature observations into various "zones" on the sky; each zone has an individual fit of the observed airglow or auroral spectrum, from which the neutral wind velocity and temperature are determined. Observations are made for 557.7 nm and 630.0 nm wavelength, corresponding to E and F region airglow, respectively [e.g., Chamberlain, 1961] . The time cadence of these observations is approximately 2min, which forms a great complement to the ISR alternating code time cadence of 3min. The SDI instrument is discussed in Smith [1995, 1997] and Anderson et al. [2013] . Hecht et al. [2006] suggested a technique that can be used to infer the characteristic energy from the Doppler shift in the neutral temperature. It is assumed that precipitating auroral electrons come into thermal equilibrium with the thermosphere at a faster time scale than the instrument integration (< 3min). There is a nonlinear neutral temperature gradient between 80 and 200 km. Therefore, changes in the altitude of the auroral precipitation, corresponding to changes in the characteristic energy of the precipitating electron flux, result in nonlinear neutral temperature response. A lower observed thermospheric temperature can be caused by electrons with a high characteristic energy, while a higher observed thermospheric temperature can be caused by precipitating electrons with a lower characteristic energy [Rees, 1989; Holmes et al., 2005; Hecht et al., 2006] . A key feature in this technique is the use of a neutral atmosphere model, such as Mass Spectrometer Incoherent Scatter (MSIS) [Picone et al., 2002] to specify the variation of the neutral temperature with altitude.
We present data from The Aerospace Corporation's four-channel optical photometer that is described in Hecht et al. [2006] , which is collocated with PFISR. The four optical emissions that are observed by the photometer are 427.8 nm, 630.0 nm, 844.6 nm, and 871.0 (871.4) nm. The key data from this system to be presented are the 427.8 nm emission and the average energy. Further information about how the average energy is determined can be found in Hecht et al. [2006] , although we note that the 427.8 nm and 630.0 nm emissions are used in a fashion similar to the method by Rees and Luckey [1974] , although the method by Hecht et al. [2006] accounts for effects from thermospheric composition changes.
Forward Models of the Volume Ionization Rate
Forward Models
As discussed by Semeter and Kamalabadi [2005] , there are two approaches that can be applied to determine the volume ionization profile, q(z), from precipitating auroral electrons. Rees [1963] used an experimentally derived range-energy relation [Grün, 1957; Barrett and Hays, 1976] to calculate the volume ionization rate. The other approach involves solving the Boltzmann electron transport equations, either using a two-stream form for electrons moving upwards and downwards along the field line [Nagy and Banks, 1970; Banks et al., 1974; Solomon et al., 1988] or using a multistream formulation Lummerzheim and Lilensten, 1994] . Both approaches have been validated using full Monte Carlo calculations [Solomon, 2001 ].
The forward model using the range-energy relation (hereafter referred to simply as the "range-energy model") that we use corresponds to equation (8) in Semeter and Kamalabadi [2005] ,
where z is the altitude along the geomagnetic field. The experimentally derived range-energy function is R(E) in equation (4), and we use the value derived by Barrett and Hays [1976] . The scattering depth along the geomagnetic field, s(z), corresponds to the depth a particle penetrates as it moves in the neutral atmosphere and has units of mass-distance. We note that the stopping altitude is defined as the altitude along the field line where s(z) = R(E). At this altitude the electron has lost enough energy through interactions with the thermosphere that it becomes indistinguishable from background electrons [Kivelson and Russell, 1995] . The universal energy dissipation function is the fraction of the electron's initial energy lost per distance of mass (neutral atmosphere) traversed and is represented as and is not repeated here. The precipitating electron flux,
, is a function of the energy flux and characteristic energy, Q 0 and E 0 , respectively. Finally, (z) corresponds to the mass density of the neutral atmosphere model, for which we use MSIS00 model [Picone et al., 2002] .
We use the GLOW model as the forward electron transport model [Solomon et al., 1988] . At the heart of GLOW is a two-stream transport code [Nagy and Banks, 1970; Banks et al., 1974] , which calculates the field-aligned upward and downward hemispherical fluxes as a function of energy and altitude. GLOW also has a chemistry model which contains excitation and ionization cross sections; thus, it is possible to calculate the ionization and the volume emission rates for 427.8 nm, 557.7 nm, 630.0 nm, and other optical emissions. Both the volume ionization and volume emission rates are calculated as a function of altitude. Thus, for a given incident electron flux profile, it is possible both to calculate the volume ionization rate and to simultaneously determine the visible emission rate from GLOW.
One common feature in both models is that the precipitating electron distribution must be prescribed. For the range-energy model and GLOW we use a Maxwellian distribution
where Q 0 is the energy flux with units of mW/m 2 , E 0 is the characteristic energy in units of eV, and A 0 is a conversion factor so the units of Solomon et al., 1988; Jursa et al., 1985] . A Maxwellian distribution of the form of equation (5) has been used by many authors to describe precipitating auroral electrons [e.g., Strickland et al., 1989; Jursa et al., 1985; Fang et al., 2010; Kaeppler et al., 2014, and references therein] . In some cases it is found that a Gaussian distribution is more appropriate for discrete aurora Jursa et al., 1985] . Recent observational evidence has suggested that the precipitating electron flux generating discrete aurora can be described by a kappa distribution function with a power law tail [Ogasawara et al., 2006; Fang et al., 2010; Kaeppler et al., 2014] . One consequence of the power law tail is that it contains more flux at higher energies, allowing the electrons to penetrate deeper into the ionosphere and causing larger-magnitude Hall conductances. For simplicity, we restrict our focus to the Maxwellian distribution, which is a reasonable assumption and starting point for this study. We note that the kappa distribution is a generalization of a Maxwellian distribution function that has a high-energy tail; in the limit that → ∞ the kappa distribution becomes a Maxwellian distribution [Vasyliunas, 1968] .
To make our results more robust and comparable with other studies, we choose to use the average energy versus the characteristic energy. The average energy is defined as follows [Robinson et al., 1987 ]
where
Characteristic energy is dependent upon the definition of the precipitating electron flux distribution, whereas the average energy is independent of the choice of the distribution and can be determined for any observed electron distribution, provided the distribution can be numerically integrated. For the case of the Maxwellian distribution in equation (5), ⟨E⟩ = 2E 0 to good approximation up to characteristic energies of 10 keV for GLOW and the range-energy model. It can further be validated that integrating the numerator in equation (6) will produce the energy flux, Q 0 .
Least Squares Fitting the Forward Model to ISR Data
Rather than solving for the electron spectrum, Φ(E 0 , Q 0 ), using regularization techniques [e.g., Semeter and Kamalabadi, 2005; Simon Wedlund et al., 2013] , we take an alternative approach of adjusting parameters in a model spectra and fitting the model results directly to the ISR data. We use the Levenberg-Marquardt least squares fitting technique [Press et al., 2007 ] to fit the model to the ISR observed electron number density. The electron density profile is the primary quantity that is determined from ISR power measurements. We assume that the volume ionization is primarily at E region altitudes, that it is in steady state, that convection is negligible, and that the dominant recombination is with molecular ions [Brekke et al., 1989; Semeter and Kamalabadi, 2005] . Combining these assumptions, the electron continuity equation can be simplified to
with units of cubic meters where z corresponds to altitude along the geomagnetic field and [Te(z)] is the temperature-dependent molecular recombination rate in the E region. When using the range-energy model, the electron temperature from ISR observations was used. Within GLOW the International Reference Ionosphere (IRI) model electron temperature profile is calculated and the resulting electron number density is fit directly to the ISR data. Alternatively, the ISR electron temperature and recombination rate can be used with the GLOW ionization profile; however, these were results were found to produce nearly the same estimates for the average energy and electron flux as using the GLOW internally calculated electron temperature. Using equation (7), we can recast this problem into a least squares form between the forward model (FWD) and the ISR observations of electron number density,
where 2 is reduced chi-square and is the number of degrees of freedom in the fit. The energy flux and characteristic energy, Q 0 and E 0 , are the parameters that are being fit, respectively. N eISR and N eISR are the ISR alternating code electron density and uncertainty in the electron density (part of the standard ISR data products; see section 2.1), as a function of altitude along the geomagnetic field. In this formulation, any forward model that generates volume ionization can be used, although we restrict our attention to intervals when visible auroral emission is present.
At E region altitudes, the dominant ion species are NO + and O + 2 [Schunk and Nagy, 2004] . We use molecular recombination rates from Schunk and Nagy [2004] for NO + ,
and for O
] 0.70 (10) with units of m 3 /s. An alternative approach is to use an altitude-only molecular recombination rate, such as the altitude-dependent rate put forth by Vickrey et al. [1982] ,
, where H is the scale height for the recombination rate. Semeter and Kamalabadi [2005] show that the altitude-only recombination rate resided between pure NO + and pure O [Schunk and Nagy, 2004] . Our model framework does not account for transport and thus is not valid above the region where chemical recombination is dominant. To be consistent with this constraint, alternating code data above 180 km are not used in our least squares fitting routine. We also placed a lower limit of 100 km onto the data. Electrons with characteristic energies in excess of 10 keV generate ionization at altitudes below 105 km [Rees, 1989; Semeter and Kamalabadi, 2005] . This range of characteristic energy would only be seen in the most active auroral events or pulsating aurora, which are not relevant for this study. For the PFISR data, a uniform 10% uncertainty was applied to the alternating code electron density profiles between 100 and 120 km, while above 120 km, the electron density profiles used uncertainties produced by the ISR fitting routine ( Ne ). At the lower altitude bins, the uncertainty was generally < 10% which seemed optimistic; 10% was used as a more conservative estimate of uncertainty for the lowest altitude bins. To assist the algorithm toward the peak of the electron density profile, we used a Poisson weighting (1∕N eISR ) versus a standard weighting Gaussian weighting (1∕ 2 NeISR ) in the fitting routine. This weighting was found to capture the peak of the electron density profile versus standard weighting.
We show two examples of the fitting routine using GLOW and the range-energy model with ISR data from PFISR and Sondrestrom. Figure 1 shows the AC ISR observations, the best fit using GLOW, and the best fit using the range-energy model. It is clear in these two cases that there is very good agreement between the ISR data and forward models. In Figure 1 (left) , the fit by GLOW produced a reduced 2 value of 2.4 ( 2 = 2.4) and the range-energy model had 2 = 0.8; the range-energy model clearly fits the data better. The Sondrestrom data in Figure 1 (right) had a value of 2 = 0.8 for GLOW and 2 = 0.7 for the range-energy model. In both cases, 2 for the number of degrees of freedom indicate that both fitted parameters were within the 99.99% confidence interval [Bevington and Robinson, 2003; Kletzing et al., 1998 ]. For the PFISR example, the best fit estimate for the energy flux was Q 0 = 7.3 ± 0.8 mW/m 2 and Q 0 = 7.6 ± 0.4 mW/m 2 for the GLOW and range-energy models, respectively. The average energy estimates were ⟨E⟩ = 5.0 ± 0.2 keV and ⟨E⟩ = 5.6 ± 0.4 keV for GLOW and the range-energy model, respectively. In the Sondrestrom case shown in Figure 1 (right), the best fit GLOW model estimated Q 0 = 11±0.5 mW/m 2 and ⟨E⟩ = 4.2±0.2 keV. The parameter uncertainty estimates correspond to 1 error estimates produced internally in the Levenberg-Marquardt fitting routine [Bevington and Robinson, 2003 ].
Hall and Pedersen Conductances
We calculate the conductance using the observed ISR electron number density, which enables us to make direct comparisons between the energy flux and average energy with the Hall and Pedersen conductances.
We use the Pedersen conductivity [e.g., Evans et al., 1977] , 10.1002/2015JA021396
and an approximate form for the Hall conductivity valid above 100 km [Boström, 1964] ,
where both the Hall and Pedersen conductivities are defined as a function of altitude (z) along the geomagnetic field. The summation is over the ith ion species and the jth neutral species. For the ion-neutral collision frequency, ij , we use equation (7) from Evans et al. [1977] ,
where N j is the neutral species from the MSIS00 model with units of cubic meters, Z k corresponds to the atomic number for the kth ion or neutral species, T k corresponds to the temperature in kelvin for the kth ion or neutral species, and the constant at the front of the equation has units of m 3 s −1 K −1∕2 . The electron-neutral collision frequency is defined by equation (5) in Evans et al. [1977] as en = 5 × 10
e , where N n is the total neutral number density in units of cubic meters. Ω i and Ω e correspond to the ion and electron gyrofrequencies, respectively. Further details regarding this implementation can be found in [Kaeppler, 2013] , with the main difference here being that we use the observed ISR parameters instead of IRI model parameters.
We also estimate the Hall and Pedersen conductances using the relationship in Robinson et al. [1987] , driven by best fit average energy and energy flux. The Robinson relation for the Pedersen conductance is
and for the Hall conductance
where ⟨E⟩ is the average energy. We also propagate the 1 uncertainties through equations (14) and (15) to obtain
where Δ⟨E⟩ and ΔQ 0 correspond to the uncertainties in the average energy and energy flux, respectively.
Results
We present two auroral case studies that were part of the PFISR Ion-Neutral Observations in the Thermosphere campaign: 6 November 2012 and 24 November 2012. We present a third, similar event, from the Sondrestrom ISR from 30 November 2013. These auroral events were isolated and not part of a larger geomagnetic storm.
PFISR 6 November 2012 Event
On 6 November 2012, multiple auroral arcs and diffuse aurora passed through the PFISR field-aligned radar beam between 1200 UT and 1500 UT, as shown in Figure 2 . Figures 2a and 2b are, respectively, false-color montages of 557.7 nm and 427.8 nm images that were observed by the all-sky imager collocated with PFISR. The images in this montage were chosen as descriptive examples of the auroral evolution. The white circle corresponds to the PFISR radar beam parallel to the local geomagnetic field, and magnetic north and east are indicated by the N and E labels, respectively (note that the size of the circle is not indicative of the actual size of the radar beam on the sky). At 1212 UT, a zonally extended auroral arc had developed and moved equatorward into the field of view of the radar. This arc brightened and reached maximum visible brightness at approximately 1248 UT; immediately afterward an eastward moving ripple passed across the arc. This peak in brightness occurs at both wavelengths. Within minutes of the ripple passage, the arc dissipated into a diffuse background covering most of the sky, which is shown in the 1300 UT panel. By 1330 UT, a new arc had formed and drifted equatorward into the radar field of view. As in the first scenario, the arc brightened, reaching its peak intensity just after 1330 UT as an eastward moving ripple passed across the arc, and then suddenly diffused after the passage of the ripple. At 1400 UT, diffuse aurora remained in the field of view of the radar, even though a stable auroral arc poleward of the radar had developed. Near 1430 UT, an equatorward moving zonally extended but broad auroral arc passed through the radar field of view and again there was subsequent diffusing of the background emission. Figure 2c shows the AC electron density observed by the ISR as a function of altitude from 80 to 180 km, which is presented for context. Regions of enhanced visible auroral emission clearly correlate with enhancements in the electron number density. White spaces correspond to regions of unsuitable data for this study; within these intervals the noise level was high enough to produce invalid results from the ISR fitting routine. Figure 2d presents the average energy estimates obtained by fitting the forward models to the ISR data and from the SDI observations as described in section 2.2. The 1 uncertainty estimates
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produced by the fitting routine are shown as the error bars. The best fit GLOW and range-energy (RE) model, using a Maxwellian electron flux distribution, are shown as blue squares and red circles, respectively. The average energy derived from the SDI observations are the filled black circles, and the black vertical dashed lines correspond to the time intervals presented in Figures 2a and 2b . Open circles and squares indicate that 2 of the fit to the data were not within the 99.99% confidence interval; however, we retain all data. The average energy results from the range-energy model, GLOW, and the SDI observations below 5 keV are in very good agreement with each other. For average energies above approximately 5 keV, the SDI underestimates the magnitude relative to the ISR estimates. Higher average energy, corresponding to harder precipitation, is consistent with the observation of a lower altitude edge of the electron number density as shown in Figure 2c between 1230-1300 UT and 1330-1430 UT. The range-energy estimates of the average energy are higher than GLOW between 1315-1345 UT and 1415-1500 UT, over the intervals of predominantly diffuse aurora. Figure 2e is the 427.8 nm emission obtained from the calibrated all-sky imager versus the 427.8 nm emission predicted by GLOW, for the best fit to the ISR observations. The trend of the calibrated all-sky imager intensity is generally in good agreement with the 427.8 nm emission predicted by GLOW, although there are instances when the magnitude predicted by GLOW is higher than the calibrated imager. Figure 2f follows the results in Figure 2e and shows the energy flux predicted by the all-sky imagers versus the ISR parameter estimates. The energy flux derived from the calibrated all-sky imager using the 427.8 nm emission is shown as black dots, with the blue squares and red circles corresponding to GLOW and range-energy model, respectively. Open squares or circles indicate parameter estimates that do not fall within the 99.99% confidence interval. All-sky imager data, GLOW, and the range-energy model produce consistent results. At some of the lower energy fluxes near 1315 UT and 1400 UT, the ISR estimates are lower than corresponding estimates from the all-sky imager. Figure 3 shows data in a similar format to Figure 2 for an active auroral configuration observed by PFISR on 24 November 2012. Figures 3a and 3b show 557.7 nm and 427.8 nm images, respectively. At approximately 1118 UT, there were several arcs and diffuse aurora that crossed the field-aligned beam between 1100 and 1120 UT. By 1130 UT, diffuse and discrete auroras moved equatorward and evolved as the auroras crossed the field-aligned radar beam. By 1145 UT the arc structure diffused and filled the all-sky imager field of view; this diffuse and pulsating aurora persisted for approximately 15 min.
PFISR 24 November 2012 Event
At 1200 UT, an auroral arc formed poleward of the field-aligned radar beam. This arc brightened and moved equatorward, and an intense eastward moving ripple crossed the field-aligned beam at approximately 1211 UT, which corresponded to the most intense visible emission observed during this event. After the passage of the ripple, the arc rapidly dissipated returning to a diffuse background with some patches of pulsation, similar to the observations from the 6 November 2012 event. These pulsations continued from 1220 UT to 1300 UT, although there was a steady decrease in 557.7 auroral emission. Between 1300 UT and 1315 UT, a weak arc formed over the field-aligned radar beam within the equatorward moving diffuse background. Pulsations returned around 1330 UT and remained until approximately 1350 UT when there was a large visible enhancement over the whole sky; this enhancement peaked at approximately 1354 UT and lasted for approximately 15 min. Between 1400 UT and 1430 UT diffuse and pulsating aurora remained relatively stable over the beam; however, after 1430 UT, as activity decreased the diffuse and pulsating aurora moved poleward out of the radar field of view. Figure 3d presents the average energy for the interval 1030 UT-1500 UT. From 1030 to 1300 UT, there is good agreement between the ISR estimates of average energy and the SDI estimates for magnitudes < 5 keV. At 1140 UT, there is an abrupt increase in the average energy as the diffuse and discrete aurora move into the radar field of view. Between 1140 and 1300 UT the ISR and SDI methods estimate an average energy between 4 and 6 keV. From 1300 UT to 1400 UT, there is an increase in the average energy to 6-8 keV which is consistent with harder precipitation being associated with the diffuse aurora and pulsating aurora within a diffuse background. However, we note that for the 3 min radar integration time, the pulsating aurora is time integrated; the average energy is more representative of the diffuse background versus individual pulsations. In this interval, there is a difference between the average energy estimates from the ISR versus the SDI. The maximum average energy of 8 keV is observed at 1350 UT, which corresponds to the all-sky brightening of the aurora. After 1400 UT, the average energy derived from the ISR begins to decline back to approximately the 2 keV level as the auroral activity diminishes. For the 24 November 2012 event, there are average energy estimates obtained using The Aerospace Corporation's four-channel optical photometer collocated at Poker Flat Research Range (there are no data for the other events). Average energy data are shown in Figure 3d as the green curve with the OPT label. There is good agreement between the SDI observations and the four-channel optical photometer data. The agreement between the SDI and the four-channel optical photometer is especially good in the interval between 1300 and 1430 UT, where the ISR average energy estimate is higher than the estimate produced by the SDI. Figures 3e and 3f show the 427.8 nm emission and the energy flux, respectively. The 427.8 nm emission predicted by GLOW is, in general, higher relative to observations made by the all-sky imager, similar to the 6 10.1002/2015JA021396 November 2012 event, although the observed 427.8 nm emission and the GLOW 427.8 nm emission estimates track each other very well. However, the 427.8 nm emission data from the four-channel photometer, again shown in green, is in excellent agreement with the predicted GLOW 427.8 nm emission. The agreement is very good between the energy flux estimate using GLOW, the range-energy model, and the all-sky imager observations. At 1215 UT, during the passage of the brightest arc, GLOW and the range-energy model produce estimates near 50 mW/m 2 , which are higher than what was produced by the all-sky imager. For the remainder of the event typical energy flux magnitudes were approximately 10 mW/m 2 , although during the interval 1300-1400 UT, corresponding to harder precipitation in the diffuse and pulsating regions, the energy flux increases to an average value of approximately 20 mW∕m 2 . A local maximum in the energy flux of 25 mW/m 2 is observed near 1350 UT, which again corresponds to the all-sky brightness enhancement. Figure 3g shows the Hall and Pedersen conductances for the 24 November 2012 event. The format is similar to Figure 2g . We again see that the ISR-derived Pedersen conductances versus the Robinson relation are in excellent agreement. The Hall conductance for average energies < 5 keV is generally in good agreement; however, after 1300 UT, in the diffuse aurora, the agreement in the Hall conductance is not as good. The Hall conductance predicted by the Robinson relation is higher during this diffuse aurora interval.
Sondrestrom 30 November 2013 Event
We present an event from 30 November 2013 from the Sondrestrom ISR between 2130 and 0015 UT, which was the most active time period observed in these case studies. Observations made at Sondrestrom contrast PFISR observations because Sondrestrom routinely is in the polar cap or the cusp, thus potentially sampling different precipitating electron populations [e.g., Watermann et al., 1994; Kletzing et al., 1996] . Figures 4a and 4b begin at approximately 2129 UT, as a multiarc system was observed over the radar field of view, along with intense E region ionization. Within minutes after the passage of the arc, there was fading in visible intensity, and other weaker arcs passed through the radar field of view, as shown by Figures 4a and 4b at 2137 UT. The enhanced E region ionization, shown in Figure 4c , remained from 2130 to 2200 UT and corresponded to weak arcs and diffuse background emission, with the peak ionization altitude of approximately 125 km.
At 2205 UT, Figures 4a and 4b show a zonally extended arc that was positioned over the radar field of view. This arc developed in the westward part of the field of view and increased in visible intensity as it moved eastward, eventually intersecting the radar field of view at 2205 UT. The arc then moved equatorward during the subsequent minutes after 2205 UT, and the arc structure diminished and diffused rapidly. For the next 30 min weak arcs and diffuse aurora were observed. At approximately 2230 UT, there was a passage of another weaker arc through the field-aligned radar beam. During the next 15 min, the majority of the activity was poleward of the radar field of view. At 2248 UT and 2257 UT, rapidly moving, short-lived arcs caused enhanced E region ionization for only a few minutes as shown in Figure 4c . We caution that between 2230 and 2240, there was little auroral activity as indicated by the low electron density in Figure 4c . Parameter estimates within this interval are shown but, due to the lack of backscattered power (low electron number density), may not be accurate. Figure 4d presents the average energy; there is good agreement between the range-energy model and GLOW over the regions where there was auroral precipitation. In the regions of ionization, for example, between 2130 and 2200 UT, the typical magnitude of the average energy is 2-4 keV. For the arc at 2205 UT, an average energy of 10 keV was observed (from GLOW) which corresponds to the highest average energy observed in the three case studies. Figure 4e shows strong enhancements at 2129 UT and 2205 UT with energy fluxes of 30 mW/m 2 and 60 mW/m 2 , respectively. However, unlike the previous event, the energy flux during the other intervals tends to be lower than the events observed at PFISR. The magnitude of the background energy flux during the 2130 UT-2205 UT interval was > 10 mW/m 2 , whereas in the 6 November 2012 and 24 November 2012, the energy flux was < 10 mW/m 2 . The characteristic energy and energy flux suggest that these aurora were caused by harder precipitation and weaker energy fluxes.
We see the best agreement between the conductance observed by the ISR and the conductances derived by the Robinson relation for this event. Figure 4e shows that the Hall and Pedersen conductances agree very well with each other and the value derived by the ISR. However, at 2205 UT the largest departure in the Hall conductance between the two methods occurred; the ISR observed approximately 40 mho, whereas the Robinson relation estimated approximately 80 mho. At the latter enhancements, at 2248 UT and 2257 UT, there is a slight difference between the ISR observed Hall conductance and the Hall conductance calculated using the Robinson relation.
Discussion
We find similarity between these three auroral events, despite being within different regions of geospace and various activity levels. The average energy estimated by the ISR in the events ranged from 2 to 10 keV, with harder precipitation being associated with diffuse aurora and pulsating aurora in diffuse background. For the very active arc, such as the Sondrestrom 30 November 2013 event at 22:05 UT, there was an isolated instance where the average energy was 10 keV associated with this active arc. The energy fluxes observed over the discrete and diffuse (including pulsating) aurora ranged from 10 to 60 mW/m 2 . Finally, the Pedersen and Hall conductances derived from the ISR (not using the Robinson relation) ranged at 10-25 mho and 10-40 mho, respectively. These results are consistent with previous observations and climatological studies of the energy flux, characteristic (average) energy, and conductance over the auroral zone [Wallis and Budzinski, 1981; Harel et al., 1981; Spiro et al., 1982; Hardy et al., 1987; Hecht et al., 2006; Lanchester et al., 2009; Lanchester and Gustavsson, 2012; Feldstein et al., 2014] .
For the SDI and ISR methods, the time integration of the data leads to a selection bias toward precipitation that remains spatially stable over the field-aligned radar beam. Although there are signatures of transient intense precipitation that have been presented, it is more likely that the 2-3 min integration along the radar beam is sensitive to aurora that remains spatially stable over the field-aligned beam, whether that aurora is diffuse or discrete. The properties of diffuse auroral precipitation over the field-aligned beam are likely to be more accurately estimated using these methods. Thus, we would expect our estimates to be more consistent with diffuse aurora parameters, unless an arc remains stable over the field-aligned radar beam. Dahlgren et al. [2015] recently presented observational evidence suggesting a further ambiguity, that there may be multiple electron populations that are present along a given magnetic flux tube, each with its own morphology and flow across the field of view. For the case study by Dahlgren et al. [2015] , lower energy auroral filaments were found within larger pulsating patches. It is likely if our configuration made similar observations the parameter estimates would be more consistent with time-averaged pulsating patches versus the simultaneously observed low energy precipitation.
Characteristic Energy and Conductance Estimates
There is nearly a factor of 2 difference between the PFISR derived Hall conductance versus the Hall conductance derived from the Robinson relation in Figures 2 and 3 , whereas the Pedersen conductance determined by both methods is consistent. It is a commonly observed feature that the ratio of the Hall to Pedersen conductances is greater than unity over aurora, which indicates the presence of energetic electron precipitation [Brekke et al., 1989] . We calculated the Hall and Pedersen conductances from the ISR observations and have obtained estimates of the energy flux and average energy; thus, we can obtain an updated relation that connects these parameters. If we assume that the empirical form of equation (15) is valid,
then we can determine A and the power law index using a linear least squares fit after taking the logarithm of equation (18). Figure 5 (left) shows the results of fitting for A and . The red dots correspond to the data points between 12:00 and 15:00 UT for the PFISR 6 November 2012 event, the blue dots correspond to the PFISR 24 November 2012 event between 10:30 UT and 15:00 UT, and the green dots correspond to the Sondrestrom 30 November 2013 event from 21:30 to 22:00 (we applied a 5 mho threshold). The black curve corresponds to the fit of these data, with A = 0.57 and = 0.53. The 30 November 2013 event forms the majority of the data at the lower magnitudes of average energy and ratio of Σ H ∕Σ P , whereas the 6 November 2012 event forms the region of the highest magnitude of average energy and ratio of Σ H ∕Σ P .
Figures 5 (middle) and 5 (right) show the Hall conductance estimated by the ISR in blue versus the new relation (labeled as NEW) in red for the 6 November 2012 and 24 November 2012 event, respectively. We do not show the 30 November 2013 event, since the estimate of the Hall and Pedersen conductances is in good agreement between the ISR and Robinson relation. The agreement is very good in both events, and this relation does appear to match the data much better than the relation in Robinson et al. [1987] ; however, the updated relation is valid for average energies < 8 keV. One of the factors that could account for the difference in the two relations has to do with the choice of neutral model. Robinson et al. [1987] and Vickrey et al. [1981] used the 1000 ∘ neutral atmosphere model in Banks and Kockarts [1973] , whereas the model we use is the MSIS00 model. Changes in mass density will impact the effectiveness of the precipitating electrons and could shift the peak with respect to altitude, thus changing the magnitude of the Hall conductance. The average energy estimate > 5 keV determined by the SDI was lower versus the ISR derived characteristic energy estimate by approximately a factor of 2. Figure 6 shows the SDI versus ISR characteristic energy for the 6 November 2012 and 24 November 2012 events, respectively. It is clear that the characteristic energy estimates from the SDI and ISR are linear. To quantify this difference, we used a least squares linear fit and found a slope of 2.0±0.1 and 1.6±0.1 for the 6 November 2012 and 24 November 2012 events, respectively. For the 6 November 2012 event and the 24 November 2012 event there is a clustering of data points near ≈ 3.5 keV (SDI) and 2.5 keV (SDI), respectively. These correspond to the region where the agreement between the SDI estimates and the ISR estimates are very good. At higher average energies there is a larger difference, and this spread is particularly significant for the 6 November 2012 event.
One of the sources of uncertainty when using the SDI technique is determining the characteristic (average) energy from the neutral atmosphere model. To simulate the effect an enhanced neutral atmosphere has on the estimation of the characteristic energy, we examined the neutral temperature profile. This simulation does not take into account the effect of convolving optical emission which has been included in the data presented in Figures 2 and 3 . Figure 7 presents the results from a simplified calculation, which pertain to the previous results. Figure 7 (left) shows the MSIS neutral temperature (T n ) versus altitude, for altitudes ranging from 100 to 150 km. The black curve in Figure 7 (left) corresponds to F 10.7 = 15 and AP index = 125; these were the MSIS parameters observed during the interval 1200-1500 UT. A significant point is that the temperature profiles converge near 102 km to approximately 200K.
Figure 7 (middle) is the peak altitude emission for the 557.7 nm emission calculated using GLOW as a function of characteristic energy, for an input Maxwellian flux distribution with an energy flux of 10 mW/m 2 . For characteristic energies < 1 keV (average energy < 2 keV), the altitude of peak emission is highly sensitive to the characteristic energy for this instance of the neutral atmosphere. Between 1 and 3 keV (average energy 2-6 keV), the response is nonlinear, and for > 3 keV (average energy > 6 keV), the response is linear and nearly flat with characteristic energy. By interpolating with respect to altitude the results from Figures 7 (left) and 7 (middle), it is possible to generate a response curve for the characteristic energy given an observed neutral temperature measurement, as shown in Figure 7 (right). In Figure 7 (middle), the neutral temperature has a strong linear response between 800 and 400 K, corresponding to characteristic energies between 0.5 and 1 keV (average energy 1-2 keV). From 400 to 230 K the response is nonlinear for characteristic energies between 1 and 3 keV (average energy 2-6 keV) and > 3 keV (average energy > 6 keV); the response converges to approximately 200 K. The response above 3 keV is consistent with Figure 7 (left), as the neutral temperatures converge to 200 K.
Figure 7 (right) shows an important point regarding electron fluxes with high characteristic energies: the asymptotic response implies that this method becomes less sensitive at higher characteristic energies. Figure 7 (right) shows neutral temperature convergence above a characteristic energy of 4 keV to approximately 200K, and the response curve is nearly flat, implying that a slight difference in a neutral temperature observation will produce a significant change in the characteristic energy estimate. We find that our results are consistent with results in Hecht et al. [2006] . This simplistic approach did not take into account the proper shows that there is a strong linear response for characteristic energies < 1 keV (average energy < 2 keV), a nonlinear response between 1 and 3 keV (average energy 2-6 keV), and a nearly flat response for > 3 keV (average energy > 6 keV).
optical convolution of the SDI data; however, a similar response curve shows a flattening in the response as the characteristic energy approaches 10 keV (this is to be presented in an upcoming paper, along with an in-depth discussion of this technique). This could partially explain why the observed average energies for the 6 November 2012 and 24 November 2012 showed a difference in average energies > 5 keV.
A second related point is that the SDI must be capable of resolving low temperature measurements that correspond to high characteristic energy. This can be challenging as the thermal broadening of the observed spectral width decreases and pushes the sensitivity of the instrument. For the case studies presented, the minimum temperature observed for the 24 November 2012 event was near 300 K, which suggests a maximum characteristic energy of 2 keV (average energy 4 keV), using the simplistic analysis.
Incident Electron Flux Distribution
For GLOW and the range-energy model, the electron flux distribution was assumed to be a Maxwellian. The regularization techniques [e.g., Brekke et al., 1989; Kirkwood, 1988; Semeter and Kamalabadi, 2005] removed this assumption and obtained an estimate of the electron flux by inverting the ISR data; thus, these techniques are more general. However, there are a few important points to be made regarding the validity of the method we put forth. First, both the range-energy model or GLOW can ingest an arbitrary electron flux distribution, provided that the number flux can be numerically integrated to produce a finite value. It is possible to incorporate a double Maxwellian, kappa, or similar distribution [e.g., Fang et al., 2010] . We recognize that our model effectively smooths over possible small scale variations in the electron number density that could be caused by localized ionization enhancements. Our method does obtain the general character of the ionization profile with respect to altitude, even if it is not able to capture every excursion in the electron density observed by the ISR. Second, the best fits of the forward model to the ISR data were within the data uncertainties. There is one notable exception: below 100 km the electron number density produced by the forward model tended to decay more rapidly with altitude versus the ISR observation. Those data did not in general fit within the error estimate provided by the ISR observations. This may suggest, in addition to an improper electron distribution, that the chemistry model in the lower E region and upper D region requires some modification; however, this is outside of the scope of this paper. Third, we found that for the majority of the fits over visible aurora the Maxwellian flux distribution does a sufficient job reproducing the ionization that was observed by the ISR. In situations where there was a clear single peak, we were able to fit the ionization profile to the peak ionization. This point suggests that a Maxwellian-type distribution is a very good, smooth, approximation of the true electron distribution that we are estimating.
Conclusion
We present results from three case studies of the energy flux, average energy, and conductance that were produced by directly fitting results from an electron transport code, GLOW, to alternating code ISR electron number density observations. The case studies corresponded to auroral configurations observed along the direction of the geomagnetic field. These fits were also found to be in good agreement with an experimentally derived range-energy relation first described in Rees [1963] and more recently revisited in Semeter and Kamalabadi [2005] . A Maxwellian flux distribution describing the precipitating electrons is found to be a sufficient description of the precipitating electron flux that generates enhanced E region ionization. We found typical energy fluxes between 10 and 30 mW/m 2 , with the strongest energy flux of 60 mW/m 2 being observed at a time when an intense arc was moving over the radar field of view. The estimates of average energy range from 2 to 8 keV, with harder electron precipitation being observed during diffuse and pulsating aurora. These results are consistent with previous studies of precipitating auroral electrons. We also noted some difference in the magnitudes of the energy flux and average energy between observations at PFISR versus the Sondrestrom ISR, which could indicate probing different electron population sources and acceleration processes. By directly fitting a forward electron transport model to the ISR data, we are able to obtain estimates for volume emission rates, the upward and downward directed electron flux as a function of altitude and energy, and other parameters calculated internally in the transport model.
We find that the scanning Doppler imager (SDI) Fabry-Perot interferometer observations can be used to produce estimates of the average energy. We find that for average energies < 5.0 keV, the ISR and SDI produce consistent results but for average energies > 5.0 keV the SDI underestimates the magnitude relative to the ISR. A simplistic analysis was performed on the technique to determine the characteristic energy of a Maxwellian distribution function using the neutral temperature measurements, and it was found that this technique is most sensitive for electrons with characteristic energies < 4 keV. However, we also found that as the characteristic energy approaches 4-5 keV, the response becomes nearly flat, where small changes in the observed neutral temperature correspond to a significant change in the characteristic energy estimate, causing a potential ambiguity in the characteristic (average) energy estimate.
We calculated the Hall and Pedersen conductances using ISR observations and compared our results with the relation by Robinson et al. [1987] . The Pedersen conductance calculated directly from the ISR observations was in good agreement with the Pedersen conductance determined using the relation by Robinson et al. [1987] when the energy flux and characteristic energy determined by the ISR were used. However, the Hall conductance between the ISR and Robinson relation were different by approximately a factor of 2 in both events. We took data from the three events and fit to determine an updated Robinson relation for this event and found that Σ H ∕Σ P = 0.57⟨E⟩ 0.53 in this case, where ⟨E⟩ is the average energy for the Maxwellian distribution (⟨E⟩ = 2E 0 ). These results are limited to similar events to the three case studies used that were chosen during moderate nonsubstorm expansion auroral activity with 557.7 nm intensities greater than 1kR. This relation produces better agreement when using the characteristic energy and energy flux (implicitly when solving for the Pedersen conductance, Σ P , in equation (14)). We find typical values for the Pedersen conductance of 10-25 mho and for the Hall conductance between 15 and 30 mho, which are consistent with previous studies.
