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formation of multi‐stranded polymers, which  in turn are found  in  interconnected arrays called 
domains.  The  polymer  stiffness  and  interconnections  cause  the  cells  containing  such 
hemoglobin  to  become  rigid,  thereby  blocking  the  microcirculation.  Although  the  central 
problem of sickle cell disease is rheological, no experiments are known that can relate rheology 
at  the  cellular  scale  to  the  polymer  formation  that  is  its  cause.  A  new  technique  has  been 
developed  to  measure  Rheology  at  microscopic  scales  that  allow  us  to  control  polymer 
formation and  characterize  the  formed domains at  the  same  time. The  created experimental 





















is  shown by arrows on  the picture, color of blood  shown changing  from  red  to blue. Oxygenated blood 
enters system circulation by aorta, then goes through some smaller arteries, which divide themselves into 
arterioles. They form multiple small capillaries, which provide blood flow directly to the tissue. Blood gives 




vessels. Humans, as well as other  vertebrates, have a  closed  cardiovascular  system  (meaning 
that  the  blood  never  leaves  the  network  of  arteries,  veins  and  capillaries.  An  average  adult 
contains five to six quarts (roughly 4.7 to 5.7 liters) of blood. 
The main components of the human circulatory system are the heart, the blood, and the 
blood vessels. The  circulatory  system  includes:  the pulmonary  circulation, a  loop  through  the 





















by the heart to arteries. The blood  is oxygenated and  is bright red  in color. The blood‐carrying 
vessels become narrower and narrower. Eventually the blood reaches capillaries where oxygen 
is delivered and carbon dioxide ‐ nutrient exchange waste gas is collected. The blood flow rate is 
inversely  proportional  to  the  total  cross‐section  of  the  vessels.  The  total  diameter  of  the 



















from  the mechanical  stresses when  they  age.  It  is  liver  and  spleen which  are  responsible  for 
destruction of the aged erythrocytes.  
Normal, mature RBCs have no nucleus and are about 7.5 µm  in diameter.   As seen on 
Figure 2  they  take  the  form of  tiny biconcave disks. Mature  erythrocytes do not  contain  the 









 The  ability  to  change  shape  is  necessary  for  the  survival  of  RBCs, which  are  under 
almost  constant mechanical  shearing  and  bursting  strains  as  they  pass  through  the  capillary 





the  plasma  membrane  surrounding  the  RBC  to  accommodate  change  from  a  more  typical 





























by peptide bonds  in a specific sequence. Two  identical chains consisting of 141 amino acids  in 
their  linear  sequence  are  traditionally  called  alpha  chains  (α).  The  other  two  chains,  also 
identical, consist of 146 amino acids are called beta chains (β). Human hemoglobin (denoted as 
HbA)  is usually represented by the  following chemical notation: α2A β2A. There are no covalent 
bond  connections  between  individual  chains;  they  are mainly  connected  through  hydrogen 
bonds, salt‐bridges and hydrophobic interactions. The composition α2A β2A is usually referred to 
as a  tetramer, but  in order  to  form one,  the αβ dimers must  form  first. Hemoglobin  tetramer 
can easily dissociate  into two dimers, as the  interactions between two dimers α1β1 and α2β2 
are weaker  then  interaction  between  the  subunits  inside  a  dimer.    Structure  of  each  chain 
mimics  structure of  the myoglobin with a heme binding pocket. The molecule of hemoglobin 
weighs  approximately  6.5∙104  D,  is  approximately  spherical  in  shape  with  dimensions  of 
65x55x50 Å.  
The primary structure of individual globin chains is merely the sequence of amino‐acids 
that make  the  protein. Although  the  exact  sequence  of  amino‐acids  that make  the  globin  is 
different  for  α and  β  chains,  they have much  in  common. The position of each amino‐acid  is 
denoted as α or β together with the number in the sequence, starting from N terminal of each 
respective  chain.  For  example,  β6  Glu would  refer  to  the  6th  amino  acid  in  the  beta‐chain, 
Glutamic acid. 
Primary  structure  is  one  of  the most  important  factors  that  determine  how  are  the 
residues of each globin that are close to each other are arranged in 3D space. This arrangement 








stabilizing  the  helix  structure  is  the  presence  of  the  hydrogen  bonds  between  the  carbonyl 
group of each  residue and  the amino‐group of another  residue  four  residues away along  the 
helix. 
Around 3 quarters of  the amino‐acids  that make a globin are arranged  into α‐helixes. 
The  remaining  amino‐acids  are  connecting  all  the  α‐helixes  together  into  the  complex 






















iron  atom,  held  in  porphyrin  –  a  heterocyclic  aromatic  ring  of  carbon  atoms  together with 
nitrogen  atoms. Oxygen bonds  to  the  iron  atom, which  is  in  coordination with  four nitrogen 








It  was  shown  that  heme  has  a  dome‐like  structure  with  iron  sticking  out  of  the  plane  of 
porphyrin.  In  oxyhemoglobin,  oxygen  bonds  to  the  iron  atom, making  it  6  coordinated.  The 
oxygen‐hemoglobin bond is perpendicular to the heme plane and parallel to the F8 His Fe bond. 




(Fe3+).  Examples of  the  ferrous hemoglobins  are DeoxyHb, HbO2  (oxyhemoglobin),  and HbCO 
(carbon  monoxide  hemoglobin).  Methemoglobin  is  the  ferric  hemoglobin.  It  has  a  water 
molecule  as  its  ligand,  and  it  cannot  bind with  oxygen  or  any  other  ligands.  Each  of  those 
hemoglobins has  its own  spectroscopic  features  in  the near UV  and  visible bands. Heme has 
molecular weight of 614 Dalton. 
Binding  of  oxygen  to  the  hemoglobin molecule  is  a  complex  non‐linear,  cooperative 
phenomenon. In order to better understand it, let us compare it to the binding properties of the 
simpler protein myoglobin. The structure of myoglobin  is very much  like structure of  individual 
subunit  of  hemoglobin  molecule.  It  has  8  α‐helices  folded  together  with  a  heme  group 
embedded  in  a  hydrophobic  pocket.  Just  one  molecule  of  oxygen  can  be  bound  to  each 
myoglobin.  The  binding  of  each  molecule  of  oxygen  occurs  independently,  therefore,  the 
saturation  vs  partial  pressure  of  oxygen  curve  is  a  rectangular  hyperbola.  The  difference  in 





If  each  of  the  four  heme  groups  of  the  hemoglobin  molecule  bound  oxygen 
independently of each other, the dependence of saturation vs partial pressure would be similar 
to  that of myoglobin. However,  it  is known  that  this  curve has a  sigmoid  shape. The  sigmoid 
shape provides  for more efficient oxygen exchange  in  the  region of oxygen  saturation where 
hemoglobin most usually functions.   This shape of the curve was explained by cooperativity. In 
other words, when partial oxygen pressure is low, binding the first ligand is energetically weak. 


















these  cells  change  their  forms  from  the  normal  biconcave  disk  to  some  unusual,  distorted, 
sickle‐like  shapes  (Figure  5,  Figure  6).  These  cells  are  known  to  become  less  susceptible  to 
deformation  than  the  normal  ones  and  thus  causing  vasoocclusion,  depriving  downstream 
tissues  of  blood.  This  can  result  in  such  clinical manifestations  as  lung  tissue  damage  (acute 
chest syndrome), pain episodes  (arms,  legs, chest and abdomen), stroke and priapism  (painful 










several centuries,  it was not until early twentieth century (1910) when  it was first described  in 
medical  literature  (Herrick  1910).  It  was  another  39  years  until  Linus  Pauling  found  the 














Nowadays,  it  is  established  that  sickle  hemoglobin  HbS  is  a  result  of  a  single  base 
mutation A‐>T  in the triplet codon describing the sixth position of both β chains. As a result of 
this  mutation,  a  negatively  charged,  hydrophilic  glutamic  acid  is  replaced  by  a  neutral 








hemoglobin  molecule,  this  substitution  creates  a  possibility  of  interaction  with  other 
hemoglobin molecules. (More on that later) 
The  kinetics  of  ligand  binding  in  the  dilute  solutions  of  sickle  hemoglobin  are  not 
affected much by this mutation (Pennelly et al. 1978; Gill et al. 1979). It is primarily due to the 








concentrations  (Dykes  et  al. 1978; Dykes  et  al. 1979).  These  fibers  are  so  rigid    (Wang  et  al. 



















The molecular basis of sickle cell disease  lies  in creation of polymers  inside the red cell 
upon deoxygenation. Electron microscopy studies have shown that sickle hemoglobin assembles 

















creates  a  sticky  spot  on  the  surface.  In  order  to  get  away  from  the  water molecules,  the 
hydrophobic valine β6 from the molecule  in one double strand docks  itself  into a hydrophobic 
pocket in the EF corner of the β chain of adjacent hemoglobin in second strand. (Figure 7) Since 






hydrophobic  pocket  as  a  receptor,  the  original  tetramer  on  strand  1 whose  β1  donates  the 
valine, its β2 hydrophobic pocket can accept the valine from the next molecule down the chain 
of strand 2. Thus, the tetramers can aggregate together. This describes the lateral contacts. Axial 
contacts  are  made  by the  hydrophobic  interactions  across  a  group  of  residues  between 
successive molecules along the same strand. 
Hemoglobin molecules  in  sickle hemoglobin  fibers have  to maintain both  axial  (along 
double strands) and  lateral (between double strands) contacts  in order for the fiber to remain 
stable. As we know, hemoglobin subunits shift with respect to each other upon deoxygenation, 
changing  the  quaternary  structure  of  hemoglobin  from  R  (oxygenated)  to  T  (deoxygenated). 
Molecular  simulation  data  shows  that  the  R  structure  cannot maintain  all  axial  and  lateral 
contact, while  T  structure  can  (Padlan  et  al.  1985).  The  average  fraction  of  the  R  structure 
molecule parallels  the  fractional saturation of  the hemoglobin solution.  (Sunshine et al. 1982) 
Therefore,  partial  deoxygenation,  and  the  T  quaternary  structure  Is  essential  condition  for 
hemoglobin polymerization (Ferrone 2004). 
In  concentrated  solution  of  HbS,  polymerization  can  be  induced  either  by  a  sudden 
increase  in  the  temperature of  the deoxygenated sample or by  inducing  the deoxygenation  in 
some way. Different  physical  properties  of  solution  can  be monitored  in  order  to  study  the 




According  to  the model,  the  first  polymer  has  to  be  formed  from  the  spontaneously 
fluctuating  monomers  in  the  solution.  The  polymer  formation  is  controlled  by  competing 
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thermodynamic forces. Aggregation  is opposed by the net  loss of entropy (gain  in free energy) 
from the  loss of motional  freedom of  the  individual molecules. However,  intermolecular bond 
formation  favors  the  aggregation  (free  energy  lowers).  In  the  intimate  interplay  of  contact 
energy gain and entropic  loss, a small aggregate is less favorable than individual monomers, or 
kinetically  speaking,  the  dissociation  rate  is  greater  than  the  association  rate.  Because  the 
number of molecular contacts per monomer  increases with the size of aggregates  in the early 
stage of polymerization, the energetic balance starts to tilt towards further aggregation when it 
reaches a critical size,  i.e. homogeneous nucleus. Once  the polymer size surpasses  the critical 
nucleus, each addition of monomers becomes energetically favorable. Monomers are added to 
this aggregate, until the free monomer concentration reaches some thermodynamically defined 
minimum,  called  solubility.  The polymer has overcome  initial  energetic barrier  and  can  grow 




The  polymer  itself  provides  another  way  of  polymerization,  called  “heterogeneous 









Each  homogenous  nucleus  gives  rise  to  a  single  initial  fiber.  It  is  heterogeneous 
nucleation, however,  that creates  fibers  that are attached albeit weakly  to other  fibers, and a 
polymer array, called a domain is generated. While you need a homogeneous nucleus to form a 




































Since  the  hemes  in  the  polymer  are  aligned,  and  since  the  polymers  act  as  linear 
absorbers, domains of aligned polymers affect the polarization of light that goes through them. 
It allows observation of domains  in thin slides  in crossed‐polarizers (Briehl 1980). Each domain 






Although  the pathophysiology of  the sickle cell disease  involves a number of different 
factors, this unusual kinetics of gelation, namely presence of a significant delay time,   plays an 
important  role.  Red  blood  cells  deliver  oxygen  to  the  tissue  when  they  pass  through 
microcirculation.  Erythrocytes  have  to  squeeze  though  the  tiny  capillaries  in  order  to  pass 
through. However, when cell deoxygenates  it  is capable of polymerization, and  is  likely  to get 









cell picture, when patients  are having  small,  isolated  episodes of pain,  instead of  everlasting 
crisis. 
When  a  concentrated  solution of deoxyhemoglobin  S  forms  a gel under physiological 
conditions,  it  is  usually  described  as  a  simple  two‐phase  system(Eaton  et  al.  1990;  Ferrone 
2004). In this model it is assumed that at the equilibrium the rod‐like polymers coexist with free 
hemoglobin molecules  in solution.   The equilibrium concentration of hemoglobin  in monomer 
solution  is  called  solubility  and  designated  as  CS.  Solubility  is  a  function  of  the  strength  of 
molecular  contacts  that  make  up  the  polymer,  and  is  therefore  a  function  of  such 
thermodynamic variables as temperature and pH. 





μ = μTR + RT ln(γc)           (1) 
R is the universal gas constant, T – absolute temperature, c – concentration of monomer 
solution, γ – activity coefficient, to account for solution non‐ideality (Ferrone 2004).  
The usage of the concentration as a measure of  likelihood of  interaction works only  in 
very  dilute  solutions.  When  the  solutions  of  sickle  hemoglobin  reach  physiological 
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concentrations  inside  of  the  red  cell  (about  34g/dl),  the  hemoglobin  molecules  occupy 
substantial  volume  fraction.  The  average  center‐to‐center  distance  between  hemoglobin 
molecules  is around 1.6  times Hb molecular diameter. The  solution  is very  crowded, and  the 
possibility  of  two  Hb  molecules  to  meet  and  interact  is  higher  then  described  by  the 
concentration  alone.  Therefore,  concentration  is  multiplied  by  a  factor  (also  a  function  of 
concentration) called an activity coefficient γ. 
Hb molecules in polymer has two parts in their chemical potential. First one accounts for 
contact  strength  μPC.  It  is  dominated  by  hydrophobic  interactions  between  the  Val  and  the 
acceptor  pocket  (Figure  7)  and  between  axial  contact  regions  of  the monomers.  The  second 
contribution  μPV    is  due  to  the  vibrational  entropy,  i.e.  the  entropic  effect  of  the molecules 
moving about  their equilibrium positions within  the polymer. Thus,  for  the chemical potential 
inside the polymer we have: 













went  into  polymer  in  the  equilibrium.  If  we  had  some  non‐polymerized  hemoglobin  S  at 
concentration  Cin,  occupying  some  volume  V,  and  later  polymer  has  been  formed,  and  the 
system has reached an equilibrium, then 








However,  our  recent  findings(Aprelev  et  al.  2007)  further  developed  in  (Weng  et  al. 
2008) suggest a slightly different picture than described by equation (4). In (Aprelev et al. 2007) 
we  have  shown  that  in  confined  volumes  polymer  growth  stops  prematurely  before  the 
available store of monomers  is exhausted,  leaving solution supersaturated. The final monomer 
concentration was  somewhat 20% higher  than  solubility at physiological  temperature. One of 





The  result  is  explained  by  the  fact  that  polymer  fibers  run  into  each  other,  thus  obstructing 
further growth. The  thermodynamic solubility  is achieved only  in conditions with  low polymer 




μ = μPC + μPV +ΔμINTER(C0‐Cs, α)          (5) 


















If we consider  the simplest one‐dimensional case,  the  linear elastic solids’  response  is 
most accurately characterized by a  response of a  linear spring. σ(t)=E  ε(t).  In other words  the 
strain dependence on time repeats applied stress. The coefficient of proportionality is called the 
Young modulus. For such a material if the strain is suddenly increased and is held constant then 
the  stress  instantaneously  increases and  stays  constant.  If  the  strain  is  released,  the material 
returns to the previous shape. 
In the case of Newtonian fluid, the viscous damping is usually used as a mechanic analog 
(Wineman et al. 2000). The response of the viscous damping is characterized as  F , where F 




relationship:    =t ,  where   characterizes  material  viscosity.  If  the  stress  is  suddenly 
increased and held constant, a linear viscous fluid does not reach a fixed deformed state. There 
is a continuous straining  in  time,  i.e.  flow.  If  the stress  is released no change of strain occurs, 
strain is not recovered, material does not return to the previous shape. 
Many materials exhibit both properties together: viscous and elastic. Multiple mechanic 
models  (Maxwell,  Kelvin‐Voigt,  3  parameter  models  etc)  are  used  to  adequately  describe 
behavior of real materials by combining springs and viscous dampers. They all result in a linear 
first (or second  if we  introduce  inertia) order differential equations (Hall 1973; Wineman et al. 
2000) for strain (constitutive equations) 
However, in order to characterize a material and to compare different materials several 






           (7) 



















            (9) 
F  is applied  force, A – area  through  to which  the  force  is applied, Δx  is  the deflection 
produced  bythe  force  at  a  distance     from  the  immovable  point.  (See  Figure  13  for  the 
definition of terms.) 
Young modulus and  shear modulus describe elastic properties of materials. The usual 
treatment  to describe viscous properties,  is  to use  the  linearity of constitutive equations, and 
decompose  the applied stress  into  the sum of sine waves and define  the  response. Then,  the 




























In  case  of  homogeneous  isotropic  material  there  are  simple  relationships  between 
Young’s modulus and shear modulus  
E  9G
3 G           (10) 





















al.  2002).  The  fibers  were  isolated  by  selective  depolimerization  of  gels  produced  under 





A  number  of  studies  have  been  done  on  bulk  amounts  of  sickle  hemoglobin(Allison 
1957; Briehl 1980; Gabriel et al. 1981; Danish et al. 1987; Briehl 2007). These approaches use 
either  traditional  cone‐plate  rheometers  (Briehl 1980; Briehl 2007), or  some modifications of 
those  (Gabriel  et  al.  1981),  capillary  viscometers  (Allison  1957)  and  other  traditional  bulk 
rheology  instrumentation.  It  has  been  shown  (Briehl  1980;  Danish  et  al.  1987)  that  the 




stress. The deformation  is completely reversed, when the stress  is relieved. Also,  it was shown 
that  the gel supports  the stress  indefinitely  (Briehl 1980; Danish et al. 1987).  In  (Gabriel et al. 
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modulus  of  around  100mPa  at  comparable  polymer  concentrations.  (There  is  a  probable 
misprint of 103 on the graph in (Gabriel et al. 1981)). 
When  the  applied  shear  stress  is  sufficiently  high,  these  gels  undergo  an  irreversible 
deformation. Once a gel has yielded, the applied stress  is no  longer maintained, but decreases 
to a lower value. This kind of behavior is being referred to as viscoplastic(Briehl 1980). 
When  the  gel was  somehow  perturbed  during  preparation,  it  has  been  shown  that 
polymerized sickle cell hemoglobin is thixotropic in that values of stress as strain rate decreases 
do not  reproduce  those  found as strain  rate  increases,  there  is a hysteresis  loop.(Briehl 1980; 
Briehl  1989).  The width of  this  loop depends on  the history of preparation. When  the  gel  is 
subject  to  shear  during  preparation  a whole  spectrum  of  responses may  be  obtained  from 




may result  in many domains formed  in the studied sample. When such a sample  is subject to, 









To  the  best  of  our  knowledge,  no  conclusive,  quantitative measurements  have  been 
performed on small amounts of sickle hemoglobin comparable to that contained in a single cell. 





This aim of  this work  is  to create a method  to measure  stiffness of  small amounts of 
polymerized sickle hemoglobin, and find how it depends on its thermodynamic variables and on 
the way it was created. 
Chapter  2  will  describe  a  method  we  have  developed  using  electromagnetic 
compression with optical detection.     Chapter 3 will describe the results we obtained with that 
method  including  an  apparent  threshold,  and  the  unexpected  finding  that  the  results  scale 
solely with  the net amount of polymer.    In Chapter 4 we will discuss  the  implications of our 
findings for the immediate question, as well as the further lines of research our results suggest.     
In  the  Appendices  we  present  details  of  software  and  hardware  parts  of  the  experimental 







In  this  work  we  constructed  an  experimental  apparatus  (optical  rheometer)  which 
allowed  us  to measure  sickle  hemoglobin  elastic  response  to  the  pushing  force.  Briefly,  the 
method works as follows.   An emulsion of CO HbS is prepared in a thin slide which is positioned 
on a microscope stage above a trio of electromagnets.   A nickel ring placed on top of the slide 
can  compress  the  slide  as  the  electromagnets  are  energized.     A pair of  adjacent droplets  is 
selected and one is photolysed by laser illumination to create a gel.  The amount of hemoglobin 
that has gelled is measured by excluding a small segment of the droplet from laser illumination, 
and  observing  the  residual  concentration  there  as  the  remainder  of  the  droplet.  That 
concentration  is  thus  the  terminal monomer  concentration  throughout  the  sample,  and  the 
polymer  concentration  is  the  initial  concentration minus  that  terminal value.     As  the  slide  is 
compressed  the  second of  the droplet pair  is employed as a  reporter, and  its  compression  is 
optically determined by measuring its increased area.   

















































The  microscope  illumination  system  permits  us  to  bring  the  light  from  the  2  sources 
simultaneously  and  independently  (arc  lamp  through  the monochromator  or  488  blue  green 
laser).  The Microscope is optically coupled with 2 cameras (Photometrics Series 300 from Roper 
Scientific  and  Photron  Fastcam  PCI‐512  from  Photron  Inc).  The  setup  is  controlled  by  2 
computers;  data  is  streamed  for  processing  to  a  third  computer  over  a  dedicated  gigabit 
network  link.  The microscope  is  assembled  on  a  4’  x  6’  x  6  inch  optical  table  (Melles Griot) 
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 The  output  slit  of  the monochromator  serves  a  point  light  source  to  create  Kohler 
illumination  in our microscope. The slit  is  imaged onto the back aperture of condenser using a 
series of lenses.  A drawing of the light path from the slit to the objective is presented in Figure 
16. 
 The design was  laid out  as  a  standard Kohler  illumination  scheme.  The  slit  acts  as  a 
point source of light; the field diaphragm is conjugate to the sample plane. In order to maximize 
light throughput special software was developed which allowed us to calculate optimal  lenses’ 
positions  (MapleSoft  Maple  11  and  LabVIEW  7.1.1.)  Calculation  is  done  using  first  order 
geometrical  optics.  When  the  distance  between  the  monochromator  output  slit  and  input 
condenser  is fixed 3  lenses are required between the slit and the condenser  in order to select 
proper size of light beam in the condenser back aperture and in the sample plane. 
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The  size of  the beam  in  the back aperture  is  limited by  the  size of  the back aperture 
diaphragm of the condenser objective. The size of the beam in the sample plane is limited by the 
size of the visible area on a camera. So, we have a limited number of choices for which the beam 
is  not  constrained  by  different  diaphragms.  The  actual  solution  to  implement  was  selected 
taking into account aberration minimization (by keeping magnification ratios small), geometrical 
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The  other  part  of  the  illumination  optics  is  used  to  guide  the  488  nm  laser  to  the 
condensing objective  in order  to photolyze hemoglobin solutions.  It has been established  that 
the absorption of light by HbCO will produced deoxyHb which is capable of polymerization.   By 
using small samples, it has been demonstrated that contiunous illumination can keep a sample 
indefinitely  deoxygenated  with  very  little  temperature  increase.      Such  photolyzed  HbS 
polymerizes  equivalent  to  chemically  deoxygenated  HbS.    The  power  density  required  for 
photolysis has been established as well.  In our apparatus,   part of the beam gets diverted by a 
wedge beam splitter to a power meter, and then the beam  is expanded. A system of  lenses  is 
used to  let us control the size of the  laser spot  in the sample plane. The optical scheme of the 
laser arm is presented in (Figure 17). We used the same considerations for selecting the optical 




place  for  optical  filters  right  before  the  deflecting mirror.   After  the  eyepiece,  the  light  gets 
divided by the beamsplitter (Thorlabs PBS251). The sensors for both cameras are located in the 
optical plane  conjugate  to  the  image plane. Due  to  size  constraints  the Photometrics  camera 
had to be positioned apart, so a relay lens is employed.  
The  cameras  both  feature  comparable  sensor  size  (2/3’  for  Photron,  17mm  for 
Photometrics) and pixel size (16μm by 16μm for Photron, 12μm by 12μm for Photometrics) but 
have  different  type  of  sensor  and  therefore  different  sensitivity.    The  Photometrics  camera 















The  sample  stage  allowed us  to  accommodate  samples based on  standard  coverslips 













A  temperature  stabilization  system  allows  us  to  control  temperature  on  the  sample 
stage by driving Peltier modules  located as shown  in Figure 14. Temperature measurement  is 
provided  by  a  J  type  thermocouple.  The  thermocouple  is  connected  to  the  input  of  a 
thermocouple amplifier and is read by the NI USB‐6008 data acquisition card and transferred to 
the controlling computer. Peltier modules are driven by  the amplifier, controlled by  the same 
computer.  Temperature  stabilization  is  achieved  by  software means  using  a  traditional  PID 














power of  the Peltier elements and  is approximately 5°C/min.  In order  to ensure  temperature 
stability of  the  sample we enclosed  the  sample  in  an  aluminum  covering  and made  sure  the 









A  screenshot  of  the  temperature  control  software  is  shown  in  Figure  19.  The 
Temperature  stabilization  system  can work  independently of  the other  automation  software. 
This  allowed  us  to  pre‐heat  or  pre‐cool  the  sample  stage  independently  with  making 
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measurements, changing  the automation  software etc. Software  for  temperature  stabilization 





The  setup  allows  controlling  2  cameras,  current  through  magnets,  stabilizing 




it with a size of 2GB. Due  to huge amounts of data  transferred and  the necessity  to do some 
real‐time processing on  it,  it was decided to separate the two most PCI bandwidth consuming 
devices  (2  cameras)  to  two different  computers. One of  them  (referred  later  as  computer 1) 
controls camera1 (the fast camera in Figure 20), controls the current through magnets, provides 
temperature  stabilization. The  second  computer  (referred  to as computer2)  controls camera2 
(the  slow  camera  in  Figure  20)  and  the monochromomator.  Computer1  and  Computer2  are 
connected  though  the university network. A  third  computer  is  linked with  computer1 over  a 














































allows us  to separate device control, data processing and user  interface. The architecture  is a 
modular  one  (Figure  21).  On  the  lowest  level  we  have  individual  device  drivers  which  are 















All  the  entities  can  register  a number of  listening  and  sending  endpoints. Most of  the devices  and  control 
entities  are  itself  message‐driven  state  machines.  An  incoming  message  from  another  endpoint  may  be 









The  complex  character  of  the  controlled  system  and  precise  synchronization 
requirements required us to pay special attention to the synchronization of the different parts 
of  the software with external events.  In order  to achieve  it we used a number of approaches 
characteristic for real time systems: 
 The  system  is  highly modular.  The most  time‐critical  parts  are  optimized  by  the  time  of 
execution and run under (soft) real‐time scheduling priority. The execution synchronization 
mechanisms are  implemented  so  that  their usage overhead effect  is minimized  for  those 
threads  of  execution.  Queues,  ring  buffers,  messages  and  other  synchronization 
mechanisms are used.  
 Less time‐critical modules were  implemented as separate execution threads with  less than 
time‐critical priority. 
 User interface control tasks are separated to run with ordinary priority 
 Priority  inversion  is avoided by using non‐blocking synchronization mechanisms for higher‐
priority  threads  (such  as  posting  a message  into  a  variable‐sized  queue),  by  temporarily 
elevation  of  priority  of  lower  priority  threads  acquiring  certain  shared  resource  and  by 
careful design 
 Swapping is effectively turned off 
When we  created  the  software  automation  system we  chose NI  LabVIEW  to  be  our 




 Natural  parallelism  of  the  graphical  code. No  specific  tools  are  required  for  the  properly 
designed program to run on multiple core/ multithreaded CPUs. 
 Unique  ability  to  integrate  and  reuse  existing  code  from  different  environments  such  as 
Matlab, C, C++, C# etc. 
 Availability of visually appealing and highly customizable graphical user interface  





















However  certain pieces of  software had  to be  implemented  in C/C++.  First of  all  this 
happened  when  there  was  no  available  driver  for  LabVIEW.  Manufacturers  of  the  most 
commercially available devices provide at least C driver (a dynamic link library for Windows) and 
description of  functions  (API)  to call.  If  the data  types were  too complex  for  the  function of C 
driver  to be  imported  into LabVIEW directly, we had  to provide a wrapper C/C++  library  for  it 
(see Figure 22 for an overview). 
A second place where the speed of compiled LabVIEW code was not sufficient was time‐
critical pieces of code. For  instance, LabVIEW standard  library  implementation of UDP protocol 
does not allow us to utilize the entire potential of the dedicated gigabit network. (We were able 




image  handling.  LabVIEW  is  essentially  a  by‐value  language.  This means  that  every  time  one 





serialization  of  processing  of  independent  images.  Other  techniques  (relying  on  queue 
references, for example) have their own problems. 
So, given the huge expected amount of collected data which needed to be processed in 




the  LabVIEW program. Because 2 of our  cameras  lacked drivers  for 2 main  software  libraries 
available  for  LabVIEW  (NI‐IMAQ/VISION and  IVision) we decided  to design our own  library as 
well as camera drivers for it. 
While working on  implementation of  the above mentioned algorithms, attention was 
paid  to  synchronization  of  all  the modules  of  the  software  complex.  The main  problem  is 
serialization of the access to common resources. There are many ways available to serialize the 
access  such  as  semaphores  or mutexes  for  every  shared  resource.  The  advantage  of  these 
methods  is  their  simplicity  of  implementation:  most  of  them  are  provided  directly  by  the 
operating system. However, they are not effective when the number of shared resources grow. 
Moreover,  usage  of  such  means  of  synchronization  makes  software  development  difficult, 
makes  debugging  cumbersome  and  unpredictable,  and  increases  complexity  of maintenance. 
Such solutions are hardly scalable. 
Instead we use messages as main way  to synchronize  individual  threads of execution. 
One thread has to send a message to another thread  in order to notify  it about change  in the 
resource  owned  by  the  first  thread.  The  message  processing  inside  the  threads  is  done 
sequentially, message by message. The main advantage of this approach  is simplicity of design 
of  each  individual  thread, which  now  has  to work with  its  own  resources.  The  other  part  is 
higher modularization and cohesiveness. Change  in some  internal data structure of one thread 
does not change anything in the other thread of execution. 









The  above  described  approach  has  one  small  disadvantage.  If  the  volume  of  data 
transferred  is  really big,  then  the  system will  choke with  the data  to  transfer. We decided  to 
modify  the  approach  slightly.  We  embed  image  references  as  part  of  the  communication 








2  cameras, monochromator  and  piezo‐actuators  into  LabVIEW.  At  the  same  time  the  image 
processing library was completed. In the resulting architecture all the drivers were implemented 
as separate sub‐Virtual  Instruments  (subVIs)  launched as separate “threads” of execution. The 
real‐time data transfer techniques we developed allowed us to increase by 8 times the speed of 








main  experimental  algorithms:    measuring  a  spatially  resolved  spectrum  by  moving  the 





During  the  fifth  step  we  implemented  the  global messaging  architecture  shown  on 






use  for  this purpose.  Each of  those  virtual  instruments would  correspond  to  some operation 
done  otherwise  by  hand  from  a  user  interface  programs  developed  in  stage  four.  The 
































Figure  22  General  LabVIEW  device  driver  architecture.  Usually,  kernel  mode  drivers  and  some 
equipment manufacturer  libraries  are  supplied with  the  device.  In  order  to make  device work  from 
LabVIEW one have to design a wrapper  library which will expose the device functionality and available 















with digital display. The amplified  thermocouple  signal  is  read by  the  same NI USB 6008 box 
through one of its analogue input channels. 
In order to provide precise synchronization between driving magnetic field, camera, and 
other  parts  of  the  experimental  setup  we  employed  a  PCI‐CTR20HD  board  (Measurement 
Computing)  which  contains  20  counters/timers  with  a  precise  timing  source.  The  source 
frequency  is divided by the counters and  is fed to the Photron fastcam PCI 512 controller. The 
same  signal  goes  to  the  analogue  generator board  (NI PCI‐6722). This board  generates  the 3 
waveforms, which go through magnet amplifiers to drive the magnets. Power  is provided from 
external  laboratory  power  supply  (Circuitspecialists.com  C13003XIII).  The  analogue  generator 
board also generates a ramp signal for the light emitting diode (LED). The signal from the LED is 
imaged directly onto  the  fast  camera  sensor. The  ramp  is  synchronous  to  the magnet‐driving 
















































PC that controls fast camera





























 Blood  from  sickle  cell  patients  was  kindly  provided  to  us  by  Children’s  Hospital  of 
Philadelphia  and  Albert  Einstein  College  of Medicine.  The method  adopted  from  (Huisman, 
1965) and (Williams, 1973) became standard‐de‐facto  in this  lab (Ferrone, 1973) and was used 
to purify hemoglobin for these experiments. Following the purification process, hemoglobin was 
exchanged  into  phosphate  buffer  (0.15  M  at  pH  7.35).  This  was  achieved  by  diluting  the 
hemoglobin with  the desired buffer and passing  through a column  (GE Healthcare PD‐10, 9ml 
columns filled with Sephadex G‐25 Medium). The pH of the buffers was measured using the pH 
meter (Denver Instrument Basic). Before each set of measurements the electrode was calibrated 
using  two  standard  solutions  of  known  pH  values.  Once  hemoglobin  was  exchanged  into 
phosphate buffer, it was then concentrated by centrifugation using Centricon (Millipore YM‐30, 
and later Microsep 30k) to a concentration of 33‐45 g/dl for storage. The pH of the supernatant 
solution  was  checked  after  the  centrifugation  process  by  a  small  electrode  (Corning  cat# 
476346). The electrode was calibrated by exposing  it to two buffer solutions with known pHs. 
The concentrated hemoglobin solution was stored frozen in a liquid nitrogen tank until use. 
The  sample was  prepared  in  a  glove  box.  The  box was  pre‐flushed with  humidified 
carbon monoxide  for more  than 1 hour  in order  to get  rid of  the oxygen. All  the constituents 
participating in the sample preparation, phosphate buffer (0.15 M pH 7.35), castor oil (Sigma C‐
7277),  and  heptane  (Acros  Organics  n‐Heptane  99+%  pure),  were  bubbled  with  CO  for 
deoxygenation. 
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This  equation  represents  the Beer‐Lambert  law  for multi‐component  solutions,  λ  is  a 
wavelength,  A  is  absorption,  i  represent  the  number  of  invidual  components,  ci  is  a 







A  simple  LabVIEW  program  was  developed  which  allowed  us  to  decompose  an 
absorption  spectrum  into  the  components.  The  screenshot  of  this  software  is  presented  in 
Figure 24. 
After  the  concentration  of  the  initial  sample  had  been  determined,  the  sample was 
transported  into  the  glove  box  half  an  hour  before  everything  was  ready  for  the  sample 































In  order  to make  droplets,  a  few microliters  (typically  around  5)  of  final  hemoglobin 
solution were mixed  together with around 1 microliter of pre‐flushed castor oil. An excess of 
heptane (around 1 milliliter) was added to vial, and the whole solution was vigorously pumped 
back  and  forth  through  the  micropipette  for  a  minute.  Less  than  a  microliter  of  final  3 
component  emulsion was  put  into  the  sample  chamber  right  under  the  “piston”.  Then  the 
“piston” was pressed against  the  lower coverslip gently so  that  the emulsion does not spread 
beyond the edge of the “piston”.  If the amount of emulsion was excessive, the procedure was 
repeated  again with  the  different  chamber  and  piston.  Special  care was  taken  that  nothing 
should  contaminate  the  area  inside  a  washer.  The  sample  chamber  was  kept  sealed  from 
outside air and from drops of melt wax during preparation. The chamber was open right before 
























Once  prepared  the  sample  is  taken  outside  of  the  CO  box,  properly  marked  and 
examined for the presence of droplets inside the nickel ring. In order for experiment to succeed, 
we need a sample where we have 2 droplets of hemoglobin‐in‐oil close together and inside the 
nickel wire  ring. Repeated experiments have shown  that  roughly one out of 5 samples comes 


















following  original  approach.  Knowing  hemoglobin  solution  concentration  (from  the  sample 
preparation stage), then by measuring optical absorbance we can figure out the thickness of our 


























sample  in  the  field  of  view  of  our microscope.  Then,  when  the  force  is  applied,  thickness 


































we  use  a modification  of  a  fast  filling  algorithm  (Dunlap  2006) which  allows  us  to  complete 
processing  of  a  single  frame  in  O(N)  time,  where  N  is  number  of  pixels  in  an  image.  The 
independence  of  processing  time  on  the  actual  content  of  an  image  allowed  us  to  process 
incoming  images  in  soft  real‐time mode. The actual algorithm  in C++  implementation used  is 



















droplet  area on  time, which  is  translated using  (3)  to  change  in  thickness  (see  Figure 29).  In 
order  to  get  the  spring  constant  we  interpret  this  dependence  in  terms  of  the  following, 
generalized constitutive equation: 




















it  in  Maple  11,  and  taking  the  limit  when  the  time  approaches  infinity,  we  have
kFhth
t
/)(lim 0  , which means that Δh on Figure 29 is  





































In order  to characterize  the state of hemoglobin  in  the sample several  techniques are 
employed.  In order  to check  the state of  the hemoglobin  in  the solution by spectral signature 
the  spatially  resolved  spectroscopy  technique  was  used  (Ross  et  al.  1975).  Special  piece  of 
software  was  built  which  allowed  us  to  change  the  illumination  wavelength  on  the 
monochromator and  simultaneous  image  registration on  the Photometrics Series 200  camera 
(see Figure 14). Since by design, monochromator slit is in the plane conjugate to the condenser 
back aperture, each point on the sample is illuminated by all points of the monochromator slit. 
We  acquire  26  images  for  the  illuminating  wavelengths  from  400nm  with  step  of  2  nm  to 
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obtained  this  way  in  the  solution  of  non‐polymerized  hemoglobin.  However,  as  we  know, 















Figure 31 the characteristic cross picture  in a photolysed CO sample. Photolysed  laser  is applied to 






signal  as  an  evidence  for  the  polymer  presence.  It  is  known  that  each  domain  gives  a 
characteristic  cross  pattern  on  an  image  in  crossed  polarizers.  Figure  31  shows  one  of  the 











corner of  the screen  is  the droplet  that we use  to measure  the  thickness, as described above 
(chapter  2,  Measurement  of  thickness).  Thickness  is  inferred  by  changes  in  droplet  area 
measured at 425 nm. Initially, before the force is applied the readings of the thickness are rather 
stable  (Figure  33).  Several  averaged  readings  produce  the  value  of  x0.  Then,  upon  the  force 
application droplet expands, and the thickness reading drop, indicating compression. After some 
time  the  difference  between  several  successive  readings  is  less  than  5%  of  the  signal.  After 








force. 11 different  forces were put  into  an ordered  list, which was  randomly permutated 11 





























at 432 nm. Note the droplet  in the  lower‐right part of the  image that was used for thickness measurements. 
The droplet  in the upper  left corner  is the one being polymerized. When viewed at 432 nm, the photolysed 
area appears as dark region, while non‐photolysed area appears as a bright one.  The schematic picture to the 
right  shows  the  reporter  droplet  and  the  photolysed  droplet. We  have  only  the  edge  of  the  polymerized 
droplet  visible.  The photolyzed  area was  adjusted by  controlling  the  field diaphragm  in  the  laser  shoulder 






kakFxx f /1/0   
Thus the slope is the inverse of the force constant.  
A 2 minute pause was  inserted between  successive experiments on  the  same  slide.  It 
should be noted, that the experiments are quite repeatable (see second set of points on Figure 
































adjusted  so  that  laser  covers  the bigger droplet  according  to  the  schematics of  Figure 32.  In 
order to validate polymerization conditions the microscope objective was shifted to allow us to 
measure spectrum of the droplet. Running the microspectrophotometry software described  in 
chapter  2 we measured  the  fraction  of  the DeoxyHb  and HbCO  hemoglobin  species.  Before 
proceeding any further, we checked our sample for the spectral signature of Methemoglobin. If 




























the  sample was discarded. This happened  infrequently and usually  can be avoided by  careful 
preparation. 
 While  the  sample  was  illuminated  by  the  laser,  we  measured  the  spectrum  of 
photolysed sample. Spectrum measurement was started immediately after the laser had begun 
to photolyze the sample. By adjusting laser power at the laser power supply, we made sure that 
the percentage of DeoxyHb  in  the photolysed droplet  is above 95% and  is not  increasing with 
increasing of  laser power  Figure 35. We  considered  this  level of power  “the 100% photolysis 
level” 
The area of the polymerized droplet was recorded, and then the microscope objective 
was put back  in the position  in Figure 32. A beam stop was  introduced at his point to the field 
diaphragm  plane  for  the  laser  beam  in  order  to  create  a  piece  of  the  sample which  is  not 






































In  order  to  validate  the method,  and  the  alignment  of  our  apparatus we measured 
spectra  at  different  points  across  the wedge  area,  fitting  the  spectra  at  every  pixel  by  our 
reference spectra. Then using the microspectrophotometer software tools described in chapter 
2 we built  concentration profiles  across  the wedge  in 2 perpendicular directions.  The  results 
presented in Figure 36 suggest that the concentration is stable across the wedge area. Figure 37 
provides us with  spectra of  the 5 points marked on  Figure 36 and  shows us  that  there  is no 
 




















































photolysis  in  the wedge area and spectral composition  is uniform spatially. Therefore, we can 











































































































































wedge  area  (typical  presented  at  Figure  38).  The  increase  in  intensity  of  the  passing  light 
corresponds  to  decrease  in monomer  concentration. When  the  concentration was  relatively 
stable,  the  forces  were  applied  to  the  sample  and  response  recorded  as  described  earlier. 
Typical results are presented on Figure 39. 
 
The data presented  in Figure 39 was  fit by a set of  linear  functions and  the slope was 
interpreted  as  an  inverse  of  the  force  constant  k. According  to  (L.D.  Landau  1959)  p13,  and 











































temperature, photolysis  level. The  results obtained are presented  in Table 1.  It was  shown  in 




and we worked  out  in  (Aprelev  et  al.  2007).  If  Ci  is  initial  concentration  of monomer  in  the 
droplet being polymerized, Cf  is  the  final  concentration  in  the masked  area,  then Mpoly  =  (Ci‐
Cf)∙Aphot∙Dsample.  Where  Aphot  is  the  photolysed  area  and  Dsample  is  the  thickness  of  sample. 






























December 27  28.9  2.8  1.2∙103 
December 25  29.1  2.4  8.7∙102 
December 25  29.1  2.2  6.5∙102 
December 25  29.1  3.9  7.5∙102 
January 02  29.8  2.4  1.2∙103 
December 29  30.2  2.8  1.2∙103 
December 20  32.4  2.5  1.0∙103 
December 20  32.4  2.6  1.1∙103 
December 20  32.4  2.7  1.1∙103 
January 04  33.6  2.8  1.4∙103 
December 29  34.1  2.9  1.5∙103 
December 29  34.1  2.7  1.4∙103 
December 29  34.4  2.3  7.2∙103 
December 22  34.4  2.8  1.4∙103 


















January 02  29.8  20  2.3  9.1∙102 
January 02  29.8  25  2.4  1.2∙103 
January 04  33.6  25  2.8  1.4∙103 
December 29  34.1  25  2.9  1.5∙103 
December 29  34.1  30  2.9  1.5∙103 
January 04  33.6  30  2.9  1.5∙103 




























December 29  30.2  75  1.7  3.3∙102 
December 27  28.9  75  1.5  2.8∙102 
December 29  34.1  75  1.8  4.9∙102 
December 29  30.2  94  2.1  6.1∙102 
December 29  34.1  94  2.2  7.5∙102 
December 27  28.9  94  2.0  4.4∙102 
December 27  28.9  100  2.8  1.2∙103 
December 29  30.2  100  2.8  1.2∙103 























































December 22  34.4  fast  2.8  1.4∙103 
December 20  32.4  fast  2.7  1.1∙103 
December 20  32.4  fast  2.5  1.0∙103 
December 29  29.1  fast  2.4  8.7∙102 
December 29  29.1  fast  2.2  6.5∙102 
December 27  29.1  fast  3.9  7.5∙102 
December 29  34.4  fast  2.9  1.5∙103 
December 29  34.4  fast  2.3  7.2∙102 
December 20  32.4  fast  2.6  1.1∙103 
December 29  34.4  slow  2.5  9.8∙102 
December 29  34.4  slow  2.4  8.1∙102 
December 22  34.4  slow  2.3  6.9∙102 
December 20  32.4  slow  2.2  6.7∙102 
December 25  29.1  slow  2.3  5.0∙102 
December 25  29.1  slow  2.3  3.2∙102 
December 20  32.4  slow  2.2  5.6∙102 
December 20  32.4  slow  2.2  5.8∙102 





polymer  stiffness  vs.  mass  of  polymer  and  in  Figure  42  vs.  concentration  of  monomer  in 
polymer. 
 












































squares  represent  the data obtained by varying  the photolysis  level,  filled  squares  represent different way of 





















According  to  (Ferrone  et  al.  1985),  the  polymerization  process  starts  with  a 
homogeneous nucleus. Each homogeneous nucleus gives rise to a polymer domain. In order to 




expected  to  range  from  100  to  1∙107  depending  on  temperature  and  concentration.    It  is 
88 
 
important  to  note  that  in  the  experiments with  a  different  rate  of  opening we  obtained  a 
different  number  of  domains  by  a  large  factor.      The  number  of  domains  comes  from  a 






same  concentration everywhere.     Thus, expect our experiment  to  represent a  span of a  few 
domains to a very large number.  
 



































The dependence of  the elastic modulus on  the number of homogeneous nuclei  (and, 

















December 20  29.1  slow  25  41  5.0∙102 
December 20  29.1  slow  25  41  3.2∙102 
December 20  29.1  fast  25  1.0∙104  6.5∙102 
December 20  29.1  fast  25  1.0∙104  8.7∙102 
December 20  32.4  slow  25  2.4∙103  5.6∙102 
December 20  32.4  slow  25  2.3∙103  5.8∙102 
December 20  32.4  slow  25  2.3∙103  6.7∙102 
December 20  32.4  fast  25  6.2∙105  1.1∙103 
December 20  32.4  fast  25  5.8∙105  1.0∙103 
December 20  32.4  fast  25  6.2∙105  1.1∙103 
December 20  34.4  slow  25  1.6∙105  6.9∙102 
December 20  34.4  slow  25  1.6∙104  9.8∙102 
December 20  34.4  slow  25  1.6∙104  8.1∙102 















December 20  34.4  fast  25  4.1∙106  1.5∙103 
December 20  34.4  fast  25  4.1∙106  1.4∙103 
December 29  29.8  fast  25  2.6∙104  1.4∙103 
December 29  29.8  fast  20  2.7∙103  7.5∙102 
December 29  29.8  fast  30  2.0∙105  4.9∙102 
December 29  33.6  fast  25  1.9∙106  1.2∙103 
December 29  33.6  fast  20  3.9∙105  6.1∙102 
December 29  33.6  fast  30  8.2∙106  3.3∙102 
December 29  34.1  fast  25  3.1∙106  1.2∙103 
December 29  34.1  fast  20  6.6∙105  4.4∙102 
December 29  34.1  fast  30  1.2∙107  2.8∙102 




domain  is  formed  by  heterogeneous  nucleation,  i.e.  nucleation  from  existing  polymer.  This 
determines  the  next  phase  of  polymer  growth:  the  exponential  phase.  Exponential  growth 
commences  early  in  the  polymeriation  process.    Because  both  homogeneous  and 
heterogeneous  nucleation  processes  are  extremely  sensitive  to  concentration,  once  any 





3,  figure 8). This means  that  the polymer was deformed  in elastic mode of deformation. One 
way  to  interpret  that  response  to  say  that we  have  actually measured  the  elastic  response 
modulus. However, the results presented in (Daniels et al. 2006; Aprelev et al. 2007; Weng et al. 





kTF ln           (1) 
where T  is  temperature  in Kelvin, k  is Boltzman’s constant, S  is  the supersaturation of 
the  solution at  the point of  termination, and d  is  the  incremental  length by which a polymer 
grows with  the addition of a single monomer.     This  is  the  force of each  fiber.   Therefore  it  is 
important to know the number of polymers, inferred as above from the models that have shown 
to be successful.   











The  Brownian  ratchet mechanism  depends  on  the  occlusion  of  polymer  ends, which 
leaves the gel  in a supersaturated state.     We validated this phenomenon here since we could 
measure  the  terminal  concentration  and  compare  it  to  the  expected  terminal  concentration.   
Figure 45 shows our results.     Weng obtained a relationship of 0.67 of polymer mass expected 




Although  the exact arrangement of  the polymer  is quite different  in  the experiments 
and  depends  on  the  temperature,  concentration  and mode  of  polymer  creation,  all  data  fall 
onto a universal curve.       The curve  is especially surprising as well as significant because of the 
wide  range  of  polymer  structures.        Of  special  interest  is  the  comparison  between  the 
immediate polymerization of the droplet when compared with the opening of the area.   What is 
striking  (cf  Table  4  in  chapter  3)  is  that  the  different methods  created  polymer masses  that 
differed by as much as 20%.  We assume this was the result of the different local geometry and 
fiber  termination  arrangement.      Despite  this  difference  in  local  geometry,  the  final  Young 




The  shape  of  the  curve  is  also  interesting,  since  its  strong  upward  curvature  even 
suggests  that  there might be a  threshold effect.     Our data  is not  sufficient  to establish  this, 
however.    What  is  clear  is  that  the  Young’s  modulus  rises  very  rapidly  as  polymer  mass 
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We do not have a  theoretical basis  yet  for  the universal  curve.     As a useful  tool  for 
future  analysis,  we  have  plotted  the  data  as  both  a  log‐log  curve  (to  illustrate  power  law 
dependence) as well as a  log‐linear curve  (to demonstrate how exponential growth would be 





argue  for exponential growth of  the modulus with polymer mass.     Unfortunately  there  is no 
compelling connection as yet, since  the void volume was much  less than seen here, and since 
even so the results were empirical and not based on theory.      
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// From Line.h 
//================================ 
 
typedef class Line { //  class represents a horizontal line 
public: 
 static int NumPixels; // Total number of pixels per class 
 static int NumLines; // Line objects created 
 
 int LineID;  // Line identifier 
 int LineAdded;  // Whether the line was already included in some droplet (particle) 
 
 int x1, x2, Y;  // Line goes x1->x2 at y coordinate Y 
 float64 Intensity; // Total of grayscale intensity 
 float64 MeanX;  // Mean X weighted by intensity 
 float64 MeanY; 
  
 int NumParticle; // Number of particle (droplet) where this line belongs to 
 void *Field; 
 int X; 
 
 float64 SumXX; // Sum(X2) 
 float64 SumXY; // Sum(X*Y) 
 float64 SumYY; // Sum(Y*Y) 
 
private: 
 Line(): NumParticle(-1) {} // private default constructor 
 
public: 
 Line(int x1, int x2, int Y, float64 MeanX, float64 MeanY, float64 SumXX, float64 SumYY,  
float64 SumXY, float64 Intensity): x1(x1), x2(x2), Y(Y), Intensity(Intensity), 
MeanX(MeanX), MeanY(MeanY), NumParticle(-1), Field(Field), 
 SumXX(SumXX), SumYY(SumYY), SumXY(SumXY) 
 { 
  NumPixels = x2-x1+1; 
  LineID = NumLines++; 
  LineAdded = 0; 
 } 
 
 ~Line() {if(LineAdded !=1) MyDbgPrintf("Line%d %d, %d-%d added %d times!", LineID, Y, x1, 
 x2, LineAdded);}; 
  
 // Using default copy constructor 
 
} *pLine;  // Line pointer type 
 
// From Particle.h 
//================================ 
typedef class ParticleArea  {   // Class, where each object is a droplet 
private: 
 uInt32 NumPixels;   // Total number of pixels in this instance 
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 float64 MeanX, MeanY, Intensity; // Weighted means and total intensity 
 int UpperCutoffArea;   // Reject all particles with area > this 
 float64 Ixx, Iyy, Ixy; 
 uInt32 BoxX0, BoxY0, BoxX1, BoxY1; 
 
 std::vector<MZIMLPOINT> Points;   
 std::vector<MZIMLPOINT> BoundaryPoints; 
 
 ParticleArea() {MyDbgPrintf("Constructed!!");}; 
  
 ParticleArea(const ParticleArea& p) { 
  MyDbgPrintf("Copied!!!"); 
 } 
 
 void AddLinePoints(const Line &Line) { // Add all points of line to the particle 
  MZIMLPOINT p(0,0); p.Y = Line.Y; for(int i=Line.x1; i<=Line.x2; i++) 
 {p.X = i; Points.push_back(p);} 
 } 
  
 void AddParticlePoints(const ParticleArea &Particle) { // Add all points of particle to the particle 
  for(int i=0; i<Particle.Points.size(); i++) 




 ParticleArea(Line *Line, int UpperCutoffArea);  // Public constructor 




 // Different Properties 
 float64 GetMeanX(void) { return MeanX;} 
 float64 GetMeanY(void) { return MeanY;} 
 float64 GetIntensity(void) {return Intensity;} 
 float64 GetIxx(void) {return Ixx;} 
 float64 GetIyy(void) {return Iyy;} 
 float64 GetIxy(void) {return Ixy;} 
 
 uInt32 GetArea(void) {return NumPixels;}; 
 uInt32 GetBorderSize(void) {return BoundaryPoints.size();}; 
 uInt32 GetBoxX0(void) {return BoxX0;}; 
 uInt32 GetBoxY0(void) {return BoxY0;}; 
 uInt32 GetBoxX1(void) {return BoxX1;}; 
 uInt32 GetBoxY1(void) {return BoxY1;}; 
 
 void CalculateFeret(float64 *FeretDiameter, uInt32 *FeretX0, uInt32 *FeretY0,  
uInt32 *FeretX1, uInt32 *FeretY1); // Feret diameter calculation 
 
 void AddLine(Line &Line); // Line addition 
 void AddParticleArea(const ParticleArea &ParticleArea); // Add another ParticleArea object 
 
 void Deactivate(void) { 
  Active = false; 





 void GetPoints(MZIMLAREA **Area) { 
  int i; 





  for(i=0;i<Points.size();i++) { 
   p=BoundaryPoints[i]; 
   p = Points[i]; 
   (*Area)->Points[i] = p; 
  } 
 
  (*Area)->dimSize = Points.size(); 
 } 
 
 bool Active; 
 int MergedWith; 
 
} *pParticleArea; // pointer to class 
 
// From Shot.h 
//================================ 
// Function implementing fast filling algorithm as a part of image manipulation library 
// T is a base type of image (uint8, uint16, double). 
// Function is protected by the outside mutex 
template <class T> void Shot<T>::ThresholdIslands(ConditionType Condition,  float64 Threshold1, float64 
 Threshold2, uInt32 UpperCutoffArea, uInt32 LowerCutoffArea,  
CENTROID_LIST ***CentroidList, MZIMLAREA_LIST ***Area) 
{ 
 int Ysize = Y; 
 int Xsize = X; 
 T *TheShot = *Image; 
 int i,j; 
 ParticleArea *Particles[100000]; 
 int NumParticles=0; 
 int NumRealParticles =0; 
 Line *UpperLine[300]; 
 Line *CurrentLine[300]; 
 int UpperLineNumber, CurrentLineNumber; 
 int UpperPointer, CurrentPointer; 
 
 Line::NumPixels = 0; 
 Line::NumLines = 0; 
 
 UpperLineNumber = 0; 
 
 // Going line by line 
 for(i=0;i<Ysize;i++) { 
  // Scan Current Line -  get all continuous sub-lines from current line  
  CurrentLineNumber = ScanLine(i, CurrentLine, Xsize/2+1, Condition,  
Threshold1, Threshold2);  
 
  UpperPointer = 0; 
  CurrentPointer = 0; 
 
  // Going over previous (upper) sub-lines, uniting them together with this one 
  while(UpperPointer<UpperLineNumber && CurrentPointer<CurrentLineNumber) { 
   if(CurrentLine[CurrentPointer]->x1<=UpperLine[UpperPointer]->x2 &&  
    CurrentLine[CurrentPointer]->x2>=UpperLine[UpperPointer]->x1) { 
    // sub-lines have common part 
    int temp = UpperLine[UpperPointer]->NumParticle; 
 
    for(int kk=0;(kk<100) && (!Particles[temp]->Active);kk++) 
     temp = Particles[temp]->MergedWith; 
 
    if(!Particles[temp]->Active) // Sanity check 




    if(CurrentLine[CurrentPointer]->NumParticle == -1) { 
     CurrentLine[CurrentPointer]->NumParticle = temp; 
     Particles[temp]->AddLine(*CurrentLine[CurrentPointer]); 
    } else { 
     if(CurrentLine[CurrentPointer]->NumParticle != temp) { 
      Particles[CurrentLine[CurrentPointer] 
->NumParticle]-
>AddParticleArea(*(Particles[temp])); 
      Particles[temp]->Deactivate(); 
      Particles[temp]->MergedWith = 
 CurrentLine[CurrentPointer]->NumParticle; 
      UpperLine[UpperPointer]->NumParticle =  
      CurrentLine[CurrentPointer]->NumParticle; 
     } 
    } 
   } 
 
   if(UpperLine[UpperPointer]->x2 > CurrentLine[CurrentPointer]->x2) { 
    if(CurrentLine[CurrentPointer]->NumParticle == -1) { 




     NumParticles++; 
    } 
    CurrentPointer++; 
   } else 
    UpperPointer++; 
  } 




  if(CurrentPointer<CurrentLineNumber)  
   if(CurrentLine[CurrentPointer]->NumParticle == -1) { 
    Particles[NumParticles] = new ParticleArea( 
CurrentLine[CurrentPointer], UpperCutoffArea); 
    CurrentLine[CurrentPointer]->NumParticle = NumParticles; 
    NumParticles++; 
   } 
 
  // Make particles from all the rest 
  for(j=CurrentPointer+1; j<CurrentLineNumber; j++) { 
   Particles[NumParticles] = new ParticleArea(CurrentLine[j], UpperCutoffArea); 
   CurrentLine[j]->NumParticle = NumParticles; 
   NumParticles++; 
  } 
 
  // Deallocate UpperLine 
  for(j=0; j<UpperLineNumber; j++) 
   delete UpperLine[j]; 
 
  // CurrentLine -> UpperLine 
  UpperLineNumber = CurrentLineNumber; 
  memcpy(UpperLine, CurrentLine, CurrentLineNumber*sizeof(void *)); 
 } 
  
 // Deallocate UpperLine 
 for(j=0; j<UpperLineNumber; j++) 




 MyDbgPrintf("%d Pixels scanned", Line::NumPixels); 
 
 //Transfer all data to CentroidList 
 for(i=0;i<NumParticles;i++) { 
  if(Particles[i]->Active && (Particles[i]->GetArea()>LowerCutoffArea) &&  
(Particles[i]->GetArea()<UpperCutoffArea)) 
   NumRealParticles++; 
  else { 
   Particles[i]->Active = false; 
  } 
 } 
 
 MyDbgPrintf("%d(%d) active particles found!", NumRealParticles, NumParticles); 
 
 /* Allocate array to hold all particles(droplets)  information according to LabVIEW rules */ 
 if(*CentroidList == NULL) { 
  if((*CentroidList = reinterpret_cast<CENTROID_LIST**> 
(DSNewHandle(sizeof(CENTROID_LIST)+(NumRealParticles-1)*sizeof( 
CENTROID))))==NULL) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
throw ImagingException(IE_NOMOREMEMORY, "at 
Shot::ThresholdCentroids"); 
  } 
 } else { 
  if((DSSetHandleSize(*CentroidList, sizeof(CENTROID_LIST)+(NumRealParticles- 
   1)*sizeof(CENTROID))) != noErr) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
throw ImagingException(IE_NOMOREMEMORY, "at 
Shot::ThresholdCentroids"); 
  } 
 } 
 
 (**CentroidList)-> dimSize=NumRealParticles; 
 
 /* Allocate MZIMLAREA structure */ 
 if(*Area == NULL) { 
  if((*Area = reinterpret_cast<MZIMLAREA_LIST**>( 
DSNewHandle(sizeof(MZIMLAREA_LIST)+(NumRealParticles-
1)*sizeof(MZIMLAreaHandle))))==NULL) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
   throw ImagingException(IE_NOMOREMEMORY, "at Shot::ThresholdArea"); 
  } 
 } else { 
  if((DSSetHandleSize(*Area, sizeof(MZIMLAREA_LIST)+(NumRealParticles- 
   1)*sizeof(MZIMLAreaHandle))) != noErr) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
   throw ImagingException(IE_NOMOREMEMORY, "at Shot::ThresholdArea"); 
  } 
 } 
 (**Area)-> dimSize = NumRealParticles; 
 
 for(i=0, j=0;i<NumParticles;i++) { 
  if(Particles[i]->Active){ 
   MyDbgPrintf("Particle N%d, Area = %d", i, Particles[i]->GetArea()); 
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   // Allocate appropriate MZIMLAREA 
 
   if(((**Area)->Islands[j] =  
    reinterpret_cast<MZIMLAREA**>  
(DSNewHandle(sizeof(MZIMLAREA)+(Particles[i]-
>GetArea()-1) 
*sizeof(MZIMLPOINT)))) == NULL) { 
 
    for(i=0;i<NumParticles;i++) 
     delete Particles[i]; 
 
    throw ImagingException(IE_NOMOREMEMORY,  
"at Shot::ThresholdArea"); 
   } 
   // transfer the data 
   Particles[i]->GetPoints((**Area)->Islands[j]); 
 
   (**CentroidList)->Centroids[j].Area = Particles[i]->GetArea(); 
   (**CentroidList)->Centroids[j].Intensity = Particles[i]->GetIntensity(); 
   (**CentroidList)->Centroids[j].Y = Particles[i]->GetMeanY()/Particles[i] 
->GetIntensity(); 
 
   (**CentroidList)->Centroids[j].X = Particles[i]->GetMeanX()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].Iyy = Particles[i]->GetIxx() -  
    Particles[i]->GetMeanX()*Particles[i]->GetMeanX()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].Ixx = Particles[i]->GetIyy()- 
    Particles[i]->GetMeanY()*Particles[i]->GetMeanY()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].Ixy = Particles[i]->GetIxy() - 
    Particles[i]->GetMeanX()*Particles[i]->GetMeanY()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].BoxX0 = Particles[i]->GetBoxX0(); 
   (**CentroidList)->Centroids[j].BoxY0 = Particles[i]->GetBoxY0(); 
   (**CentroidList)->Centroids[j].BoxX1 = Particles[i]->GetBoxX1(); 
   (**CentroidList)->Centroids[j].BoxY1 = Particles[i]->GetBoxY1(); 
   Particles[i]->CalculateFeret(&((**CentroidList)->Centroids[j].FeretDiameter), 
    &((**CentroidList)->Centroids[j].FeretX0), 
    &((**CentroidList)->Centroids[j].FeretY0), 
    &((**CentroidList)->Centroids[j].FeretX1), 
    &((**CentroidList)->Centroids[j].FeretY1)); 
   j++; 
  } 
 }  
 // Release all memory 
 for(i=0;i<NumParticles;i++) 






Block diagrams of 2 virtual  instruments  (Vis)  is presented here. First goes  the VI  that 
controls  temperature,  and  then  we  present  the  slow  camera  controlling  VI  for 
microspectrophotometry automation suite. 
ThermoControlThread.vi 







































































































































































































































































This  manual  briefly  describes  main  functions  of  the  microspectrophotometry  suite 




The  screen  is divided  in 4 main  areas. The upper  left  area  is  an  image display. Using 















Preview  switch, allows viewing  current  image  from  the  camera. Extract button allows 
you to create an artificial baseline image using the region of interest on the same image you are 
using  as  the  transmittance  image. Process button works when  there  is  a baseline  image  and 
transmittance  image. It creates a pixel‐by‐pixel absorption  image. Also, you can specify sample 






indicator  shows  the  error  message  (if  any)  from  the  system.  “Total  Map”  button  builds  a 
concentration map using the spectral decomposition settings from the right upper subpanel. 
The  lower right subpanel  is shown  in Figure 49.  It  is  intended  to do specific operation 
with  microspectrophotometric  images.  It  has  multiple  tabs,  the  most  important  being  the 
“Spectrum” tab. Amplitude vs. wavelength graph represents the spectrum (white circles), fit by 
the components specified  in “use for decomposition”  indicator.   When “on the fly” switch  is  in 
upper position, then the live data is displayed as you scan the image to the left with your mouse. 
Otherwise, after obtaining Reference and Transmittance series of  images, you should define a 





Sometimes,  the measured  spectra are  shifted by  constant wavelength  from  reference 












The other  important  tab of  the upper  right part  is  the camera  tab. The camera name 
field  is used to display the name of the attached camera. It displays “no camera present”  if no 
PVCAM compatible camera is connected. In this mode you can still work with the software but 
you have to  load the spectra  from the disk. Right below the camera name  indicator there  is a 
current ROI descriptor. It also specifies binning. If you do not want to measure the whole area, 
you  have  to  specify  the  ROI  on  the  image  indicator,  and  then  you  should  press 
“SetCamROIButton”. From now on, you will be working with the region of interest you defined. 









pressing  appropriate  “Measure” button, or  load  them  from  the disk, by pressing  appropriate 
load button. File name is specified in the bottom right pane. At the very bottom of the Figure 48, 

















stage  and  flip  the  “preview”  switch.  Then  you  position  your  sample  to  the  precise  area  you 
would  like  to measure. Then you press “measure” button  in order  to measure  transmittance. 
After  it  is done, you have  to  load  the previously measured reference spectrum, or obtain one 
from  the  same measurement  if possible.  Then,  “process” button makes  an  absorption  set of 
images from the transmittance and reference spectra. 
By flipping the “show live” switch and scanning the image by mouse you can select the 
area  that  you  like,  define  region  of  interest  and  press  “Fit  ROI”  button  in  order  to  get  the 
spectral  fit  in  the  selected  region  of  interest.  Before  doing  any  fits,  you  should  select 














the droplet of hemoglobin.  The webcam  sensor  SN9c101 was positioned  in  the  intermediate 


















thin  film  measurement  device,  the  other  one  –  to  the  light  source  (tungsten  lamp  from 
Filmetrics® F20 device). Initial measurement of the thickness was performed by Filmetrics® F20, 
assuming  refractive  index of pure heptane n=1.387.   Area of  the droplet was determined by 
webcam  in  the  same way  as  in  the  experimental  procedure.  In  order  to make  picture more 
contrast a blue  filter with absorbance displayed on Figure 53 was  inserted between  the  light 
































































1  4273 3753  3728  25 
2  4291 3754  3746  8 
3  4328 3765  3747  18 
4  4357 3827  3838  ‐11 
5  4386 3831  3814  17 
6  4405 3837  3833  4 
7  4434 3898  3855  43 
8  4451 3965  3945  20 
9  4536 4003  3995  8 
10  4632 4008  4028  ‐20 
11  4601 4018  3993  25 
12  4572 4041  4034  8 
13  4597 4053  4060  ‐7 
14  4587 4077  4077  ‐1 
15  4680 4151  4181  ‐30 
16  4797 4196  4199  ‐4 
17  4786 4252  4278  ‐26 
18  4818 4270  4287  ‐16 
19  4858 4295  4316  ‐21 






























































A  separate  experiment  was  implemented  to  measure  the  concentration  change  in 
progress of gelation of sickle hemoglobin  in droplets. For this we had a microscopic slide used 
for metastability effect measurements  (see,  for  instance  (Weng et al. 2008)).  It consists of an 
emulsion  prepared  of  castor  oil  and  hemoglobin.  A  29nm  radius  droplet was  selected,  and 
polymerized all except  the wedge  (see chapter 2 of  this  thesis and  (Aprelev et al. 2007)). The 
absorbance at isosbestic point (425.1nm) was measured vs time. Since extinction coefficient for 
HbS at 425.1 is well known (Friebel et al. 2005), concentration vs time dependence in the corner 
was calculated. Using  the mass conservation, and  the  fact  that volume change of droplet was 
less than 2%, we calculated Δ, concentration of hemoglobin that makes our polymer. 
The measured concentration in the corner is presented in Figure 54 































universal  curve)    expAE ,  A=  56±15,  τ=3.5±0.3,  this  dependence  was  remapped  to 
Young’s modulus vs. time dependence. The results are presented in Figure 56. 
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