Abstract-We present an assessment of the state and historic development of evaluation practices as reported in papers published at the IEEE Visualization conference. Our goal is to reflect on a meta-level about evaluation in our community through a systematic understanding of the characteristics and goals of presented evaluations. For this purpose we conducted a systematic review of ten years of evaluations in the published papers using and extending a coding scheme previously established by Lam et al. [2012] . The results of our review include an overview of the most common evaluation goals in the community, how they evolved over time, and how they contrast or align to those of the IEEE Information Visualization conference. In particular, we found that evaluations specific to assessing resulting images and algorithm performance are the most prevalent (with consistently 80-90% of all papers since 1997). However, especially over the last six years there is a steady increase in evaluation methods that include participants, either by evaluating their performances and subjective feedback or by evaluating their work practices and their improved analysis and reasoning capabilities using visual tools. Up to 2010, this trend in the IEEE Visualization conference was much more pronounced than in the IEEE Information Visualization conference which only showed an increasing percentage of evaluation through user performance and experience testing. Since 2011, however, also papers in IEEE Information Visualization show such an increase of evaluations of work practices and analysis as well as reasoning using visual tools. Further, we found that generally the studies reporting requirements analyses and domain-specific work practices are too informally reported which hinders cross-comparison and lowers external validity.
MOTIVATION
In this paper, we report a systematic review of 581 papers from ten years of IEEE Visualization conference publications with respect to their use of evaluation. We provide a quantitative and objective report of the types of evaluations encountered in the literature. At the same time, we also qualitatively assess our observations from coding these 581 papers. Specifically, we put evaluation practices into historic perspective and assess and compare them in context to those of the larger visualization community. Our goal in pursuing this work is to get an understanding of the practices of evaluation in visualization research as a whole.
The importance of evaluation to the field of visualization has become well recognized-demonstrated by the growing body of work on how to conduct visualization evaluation and by the growing amount of research papers that incorporate some form of formal or informal evaluation. In this article we contribute to the body of work by providing a systematic assessment and understanding of the evaluation practices reflected by published peer-reviewed visualization papers that have not been subject to such a systematic assessment in the past.
Our work is based on Lam et al.'s [38] recent literature analysis, in which they identified seven evaluation scenarios in visualization research articles. Their paper is an important contribution but does not reflect on the entire visualization community. It focuses on what is known as the 'information visualization' sub-community and excludes all other visualization flavors. While Lam et al. primarily focused on identifying evaluation scenarios, our goal with this paper is different. We aim to complete the assessment for the larger visualization community by answering the question: What are evaluation practices in the 'scientific visualization' part of our community? What are similarities
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and differences between these sub-communities? To do so, we use and extend Lam et al. ' s scenarios to systematically analyze the literature that appeared at the IEEE Visualization conference. We believe that our extended work is fundamental to understanding all subcultures in visualization and to properly sample all aspects of visualization work, not only those labeled as 'information visualization.' By looking at the historic record, we were hoping to uncover some trends by examining how the field of visualization has been changing over the last 15 years. We were wondering whether some of the selfreflection by some of the field's leaders in the early 2000's has left its mark on our community and whether it led to more rigor in our evaluations. Likewise, our work is an opportunity to compare the IEEE Information Visualization and IEEE Visualization conferences to better understand their differences and commonalities. Our analysis of evaluation methods in visualization exposed a number of both weaknesses and strengths from which we, as a community, can learn for future work. Hence, we not only describe the current evaluation practices but also show what evaluation types are possible and how to improve their reporting in visualization papers. We thus expose exemplary papers and discuss a number of pitfalls that should be avoided.
In summary, the contributions of our paper are threefold. First, we objectively report the current evaluation practices in the visualization community. This is a quantitative report, focusing on the works in the IEEE Visualization conference, complementing the work done by Lam et al. [38] . Second, we give a historical overview of the use of evaluation in the visualization community as reported in the IEEE Information Visualization and IEEE Visualization conferences and put evaluation practices into perspective. This is a qualitative assessment and provides a historical perspective by comparing current and past evaluation practices. And, third, we provide information for researchers conducting evaluation by assisting them to identify, justify, and refine evaluation approaches as well as helping them to recognize and avoid pitfalls that can be learned from previous research.
FUNDAMENTALS AND RELATED WORK
There are two traditions of evaluation that the visualization community draws from-evaluation in the sciences (both social and natural) and evaluation in design. On the one hand, scientists try to understand the world and seek a representative model, often a mathematical model (e. g., Newton's law or Fitts' law), while designers and engineers introduce a tool and henceforth seek to alter the world in which they live and with which they interact. Science is concerned with model validation and reproducibility. In addition, in the computational sciences, the mathematical model is turned into a computer algorithm. This invokes challenges of verifying the algorithm based on the mathematical model. For designers, the focus is what is called a 'user,' putting the emphasis on the 'human-in-the-loop.' Hence, aspects of tool functionality, usability, and aesthetics are of concern.
Validation, Verification, and Reproducibility
In computational science, validation refers to the process of ensuring the correctness of a conceptual or mathematical model with the salient aspects of reality [4] . In contrast, verification refers to the process of determining the accuracy of an algorithmic implementation with respect to the mathematical model. It is important to point out the dilemma in science that theories and models cannot be validated, only invalidated. Hence, the process of validation and verification tends to be a difficult one and of empirical nature. It is thus common to test one's algorithms and models on a number of well-chosen test cases. In the words of Karl Popper, one of the prominent philosophers of science: "So long as a theory withstands severe tests and is not superseded by another theory in the course of scientific progress, we may say that it has 'proved its mettle' " [54] .
Simply computing an (absolute or relative) error measure between a known, highly accurate solution and a current algorithmic output tends to be a standard in code verification and is common practice in visualization research. However, Etiene et al. [17] recently have pointed out that asymptotic error measures can be more powerful in finding problems in an implementation.
Reproducibility of experiments is essential during the validation process. Experiments are often the basis for our conceptual models of the real world, but come with imprecision attached. Being able to quantify this error and reproduce the measurements greatly increases the confidence in the model and theories-which is important in the social and natural sciences alike. Based on this notion a movement in the computational sciences has been established known as reproducible research [15] . It advocates the publication of data and source code together with the paper in order to improve independent validation of the proposed models and thereby increasing the trust in them and to accelerate scientific progress. To address these issues in our community (see also, e. g., [16, 21, 31, 67] ), recently the EuroRVVV workshop 1 has been created to discuss, in particular, problems of reproducibility, verification, and validation in visualization research.
Human-In-The-Loop
The Human-Computer Interaction (HCI) community has focused on understanding the human-centered-design process specific to computational tools. Hence, while the functionality (effectiveness) of a tool is of primary concern, usability (efficiency) and aesthetics (affect) play an important role as well [61, 63] . Just like for the scientific method, there is no possibility to fool-proof a tool. Hence, in both cases-science and engineering-evaluation is based on empirical methods.
While the general practices in HCI are also applicable to our field, visualization research has several unique properties that have led researchers to reflect on how to best study and evaluate visualization tools. Therefore, with BELIV 2 a dedicated workshop series has been established on this topic, similar to EuroRVVV.
Carpendale [9] provides an excellent overview of different empirical evaluation approaches and strategies as they can be applied to visualization research. In particular, she describes quantitative and qualitative evaluation methods, highlighting the advantages and challenges for both. Important differences between a quantitative, controlled approach and a more qualitative study technique that aims at measuring insight using open-ended protocols have also been argued well by North [50] . While not specifically focused on visualization, a further important paper on finding the right study approach is Greenberg and Buxton's "usability evaluation considered harmful (some of the time)" [23] , in which they discuss pitfalls of over-focusing on usability studies.
Munzner's Nested Model [47] identifies four levels of visualization design-problem characterization, data and task abstraction, visual encoding/interaction design, and algorithm design-and provides guidance on valid evaluation methods for these different design levels. Tory and Möller [65] specifically discuss the role of human factors in visualization and advocate various methods applied in user-centered design processes. Based on such methods, Sedlmair et al. [59] provide a design study methodology that guides the selection of such evaluation methods in problem-driven and collaborative visualization projects.
Novel Evaluation Methods
While visualization research borrows heavily from other disciplines, several researchers have either developed new methods or discussed in detail how certain approaches need to be extended for visualization evaluation. In particular, empiric evaluation and the consideration of human factors are actively being discussed [3, 9, 10, 11, 19, 36, 46, 53, 65, 68] . Here we highlight some select methods discussed in the past.
North's insight-based method mentioned above [50] is one prominent example of a novel method for visualization evaluation. Others have reflected on the use of a critical inspection as a form of evaluating visualizations. This inspection can either be done by the authors of an article themselves or by reporting feedback from external experts. This "critical thinking about visualization" [34] has to be neutral and be backed up by facts as Kosara points out. In addition, Tory and Möller [66] argue that domain expert feedback can be a viable complement to controlled studies, both for heuristic evaluation of usability as well as for understanding the support of high-level cognitive tasks. However, not only the judgment of domain experts but also that of visual experts such as artists, graphic designers, or illustrators can be useful as has been shown in a few cases [1, 27, 29, 30] -in particular since 'critique' as a technique originated from teaching in the visual arts [35] . In visualization, it can be used in combination with techniques such as sketching and ideation when developing new visualization techniques [26] . For evaluating the impact of visualization tools on practices of real users, specific forms of case studies have been suggested [62] . Even gameplay as a form of human computing can be used to involve a wide audience in evaluating visualizations [2] . Van Wijk [69, 70] employed an economic model to assess the "value of visualization" based on effectiveness and efficiency. He explains the success or its lack with this model for a number of example visualization techniques and tools. Van Wijk's model, however, is based on the correct estimation of costs and benefits for a tool, which is often difficult to obtain in practice.
The Practice of Evaluation in Visualization Research
While the cited researchers have reflected on methodological approaches for evaluation, others have looked systematically at evaluation in visualization (e. g., [11, 52, 65] ). Most influential for our work is the meta-study on evaluation goals by Lam et al. [38] . They examined 850 papers published at the IEEE Information Visualization symposium/ conference (InfoVis), in Palgrave's Journal of Information Visualization (IV), at the IEEE Symposium on Visual Analytics in Science and Technology (VAST), as well as at the Eurographics Symposium/Conference on Visualization (EuroVis) 3 in the years 1995-2010. Based on their analysis, Lam et al. identified seven scenarios that delineate empirical evaluation goals and visualization questions prevalent in the examined visualization publications. They found that, in the chosen sample of papers, the use of evaluation in visualization papers is steadily increasing but that the types of evaluation most frequently used are those that examine people's performances, users experience, and objective measures of algorithm quality and performance. However, because Lam et al.'s systematic review of the use of evaluation in visualization is restricted to what they consider to be 'information' visualization work, it only provides a part of the whole picture. In our own work we use Lam et al.'s set of seven scenarios to analyze the use of evaluation in the research published at the IEEE Visualization conference and compare our results to those by Lam et al. Their rigorous methodological coding approach and the resulting descriptive scenarios give us a straight-forward way to build and extend upon their work. Furthermore, it allows us to compare different practices and trends in the visualization sub-communities of 'scientific' and 'information' visualization, and to draw conclusion based upon these findings.
APPROACH AND METHODOLOGY
In order to get a systematic overview of the state of evaluation in visualization we conducted a rigorous qualitative literature review. Qualitative literature reviews are a standard technique in many areas of science to objectively report on current knowledge or practices on a topic of interest [22] . As a comprehensive overview, a literature review can help to place a topic or practices into perspective. We approached our literature review as discussed in the following sections.
Choice of Literature
To get a comprehensive overview of the use of evaluation in visualization as a whole we assessed the respective practices in the IEEE Visualization conference (now IEEE Scientific Visualization) and compared it later to the previous assessment by Lam et al. [38] of the IEEE Information Visualization conference. This approach allowed us to inspect a good cross-section of topics, approaches, and solutions common to the visualization community. Out of the past 23 years of the IEEE Visualization conference, we chose to code the past seven years (2012-2006) as well as 2003, 2000, and 1997 . Coding the past seven years allowed us to reflect on current practices, while coding the earlier years allowed us to put results into historical perspective.
Choice of Codes
We based our coding scheme on the seven scenarios presented by Lam et al. [38] . Each scenario was assigned as a code. In the process of coding, we extended the initial list by one code (QRI). We also decided to rename Lam et al.'s VA (Visualization Algorithms) code into AP (Algorithm Performance) to more accurately reflect our findings. Based on these changes, we used the following list of codes:
UWP Understanding Environments and Work Practices: This code includes evaluations that derive an understanding of the work, analysis, or information processing practices by a given group of people with or without software use. Common examples are evaluations with experts to understand their data analysis needs and requirements for developing a visualization. VDAR Visual Data Analysis and Reasoning: This code includes evaluations that assess how a visualization tool supports analysis and reasoning about data and helps to derive relevant knowledge in a given domain. Example evaluations include those that study experts using a tool on their data and analyzing how they can solve domain-specific questions with a new tool. CTV Evaluating Communication Through Visualization: This code includes evaluations that assess the communicative value of a visualization or visual representation in regards to goals such as teaching/learning, idea presentation, or casual use. For example, a study that assesses how well a visualization can communicate medical information to a patient would fall into this category. CDA Evaluating Collaborative Data Analysis: Evaluations in this group try to understand to what extent a visualization tool supports collaborative data analysis by groups of people.
While the previous scenarios focused on the process of data analysis, the remainder focuses on understanding visualizations or visualization systems and algorithms:
UP User Performance: Evaluations in this category objectively measure how specific features affect the performance of people with a system. Controlled experiments using time and error are typical example methods in this category. evaluations through qualitative discussions and assessments of visualization results. In contrast to UE, they do not involve actual end users or participants but instead ask the viewer of a resulting image to make an assessment for themselves. The following section gives details on why we chose to add this code.
UE User Experience: This code includes evaluations that elicit subjective feedback and opinions on a visualization (tool

Coding Method
Five coders (all co-authors of this paper) participated in the assessment of the literature. To calibrate, we started coding with Lam et al.'s [38] seven unique scenarios. We randomly picked the year 2009 to calibrate our codes. Each of the 54 papers in this year was assigned to a varying set of three coders. After the first coding pass the inter-coder reliability had reached 0.743 (Krippendorff's alpha [37, Ch. 12] ). For each paper with a conflicted code, the coders discussed reasons for discrepancies and resolved them. After the first coding pass, all coders also met to discuss whether the initial code set needed to be extended. It was at this point that we decided to introduce the QRI code. We noted that a large number of papers in 2009 used QRI as an evaluation or proof for the quality of their results. A discussion among the authors of this paper ensued as to the validity of the code as an actual type of 'evaluation' and we will further reflect on the issue in Sect. 4. Yet, given that the coding of 2009 revealed an apparent prevalence of papers with QRI and because of past discussions of the approach in the literature [34, 47, 69] , we included this code to quantitatively assess its actual prevalence and to be able to qualitatively discuss QRI practices. After the first conflicts had all been resolved, the remaining papers were assigned to one coder each. In the process of coding the remaining papers all coders remained in close contact and communicated when choices were made as to which evaluations to include. For example, one point of discussion pertained to the amount of rigor required for an evaluation to be included. While some articles, for example, included multi-dataset comparisons of rendering speeds, some papers just reported them for a single example or in a rough manner ("less than 1 second"). We decided not to exclude evaluations based on rigor but chose to exclude cases that just reported anecdotal evidence. Papers that were unclear were marked and re-coded by a second coder.
RESULTS AND DISCUSSION
Collaboratively coding this broad set of papers led to many intensive discussions among the authors regarding current evaluation practices in our field, the meaning of rigorous and convincing evaluation with respect to what we observed in the papers, as well as the range of different evaluation approaches that are covered within the categories. In this section, we summarize both quantitative and qualitative observations from our literature analysis and our discussions about them.
In total we coded 581 papers from the IEEE Visualization conference as discussed in Sect. 3. 4 Out of these, 569 (97%) included at least one type of evaluation from our code set and 441 (76%) at least one out of the original seven scenarios [38] . In total, we coded 1002 scenarios spread across the 569 papers, meaning that many papers included several evaluations with differing goals. Fig. 1(a) shows a histogram of the total number of papers coded per scenario while Fig. 1(b) gives a historic overview of the spread of evaluation scenarios coded, in percent of all papers in a given year. Next, we discuss more detailed findings.
Evaluation Scenarios
The original seven scenarios were grouped by Lam et al. into two main categories: understanding visualizations (UP, UE, AP) and understanding data analysis processes (UWP, VDAR, CDA, CTV). Our new code QRI falls into the visualization category, leading to 955/1002 (95%) of all evaluation scenarios we found present in the coded papers to be of this category. We found only 47 scenarios (4.7%) that studied processes of data analysis. We found no instance of a study that assessed communicative value of a visualization (CTV). The most common visualization scenario was QRI (46% of all scenarios) followed by AP (35% of all scenarios). Both scenarios together covered 81% of all the scenarios we coded. Evaluations in both QRI and AP were always conducted (by definition) without actual study participants. Interestingly, these two codes differ sharply from the other two in this category that involve studying participants: UE (9.3% of all scenarios) and UP (4.6% of all scenarios).
The following subsections discuss our most interesting findings and observations in regards to specific scenarios in more detail.
AP: The Importance of FPS and Memory Footprint
The reporting of performance of a (novel) algorithm, technique, or tool was, with 35% of all coded scenarios, the second most frequent type of evaluation we observed. Typically, authors reported computation times for processing or rendering speeds in frames per second, for a number of example datasets and a given platform. In the earlier papers, we also frequently observed the reporting of memory footprints, albeit less often in more recent papers-probably since memory shortage seems to be less of a concern these days. Such performance metrics are instructive because they inform the reader about the dataset sizes an implementation or technique is applicable for, on a given platform.
Other objective metrics to evaluate a technique or implementation are those that quantitatively assess the quality of a visualization algorithm. Their goal is, therefore, to measure what a user can see or observe without the need to study participants. In graph drawing, for instance, quality measures such as the number of edge crossings are used as criteria to assess the readability. For the visualization literature we analyzed, this subset of AP evaluations included, for example, the reporting of compression rates for shape compression techniques or error metrics for the generated visuals. Such objective metrics to assess a technique or its produced results was typically provided when some kind of ground truth or other established quality standards (visual and otherwise) existed against which results could be compared.
While frequently used as an evaluation approach, we saw a wide range of reporting rigor in AP scenarios. In fact, it was when coding this evaluation category that a discussion ensued among the authors at which point the report of AP results should be called an 'evaluation.' In particular, for time and memory performance we saw papers that simply reported a single frames-per-second number for a single, specifically selected dataset. Some papers just reported a range of rendering speeds without further specification of the dataset used or on which platform they were produced. A popular but notoriously imprecise assessment for rendering speeds was the term "interactive framerates" which can mean anything from 1 fps to 120 fps or more. We decided not to code such 'performance evaluations' as AP if they were limited to a single measurement without a clear platform or dataset. In contrast, typical evaluations gave rendering speeds for a number of different example datasets and reported the used platform. Good evaluations analyzed the behavior for a range of dataset sizes or used a number of additional metrics to assess different concepts of visual quality of the results. A good performance analysis was presented, for instance, by Lindstrom and Isenburg [39] ; a nice example of objectively analyzing the quality of a proposed visualization result is Schultz and Seidel's work [57] .
QRI: Qualitative Result Inspection
As discussed previously in Sect. 3, we added one category to the seven categories defined by Lam et al.: the prevalent 'qualitative results inspection' category (QRI). We included this code despite the fact that it is not an evaluation in the traditional sense. Put simply, a QRI addresses the reader of a paper and encourages him/her to agree on a quality statement by inspecting a result image. An example statement could be that "the figure shows that our tool can clearly depict structure x in the data which was impossible with previous approaches." While this is just one example, we encountered a variety of different approaches and factors of what we considered as QRI. While we decided to not further split this category during the coding, we next discuss these details for a better understanding of the breadth and rigor we saw in this scenario. In essence, we found three important types:
1. Image Quality: The classical form of QRI we found was the qualitative discussion of images produced by a (rendering) algorithm.
A new algorithm was often targeted at producing images of a certain quality and it was common to show and assess visually that quality goals had been met (e. g., [48] ).
2. Visual Encoding: Introducing a new visual encoding (e. g., a novel transfer function or novel glyphs for vector and tensor fields) was also quite common. An example was the introduction of superquadric glyphs for second-order tensors by Schultz and Kindlmann [56] . A QRI would in this case highlight what these new encodings could show and how.
3. Walkthrough: We intentionally, however, did not limit the scope of this category to visual encoding or image quality discussions, as we also found instances of qualitative discussions of system behavior (e. g., [72] ) and interaction concepts (e. g., [8] ). These discussions convincingly validated the proposed contributions.
We found two major approaches in how QRI were conducted: comparative and isolated. Comparative result inspections had clear stateof-the-art competitors that provided different solutions for the same problem. The goal was to improve upon these current state-of-the-art solutions. A typical approach was to compute output images with different algorithms, including the newly proposed one, for a range of different datasets. These images were then compared side-by-side and the authors walked the reader through them to explain the differences and benefits of the newly proposed algorithm (e. g., [48] ).
Another approach was to qualitatively inspect the results in isolation; i. e., there was no clear competitor that addressed the same problem which could be used for comparison. In those cases, a solid description of the problem at hand as well as the justification of how the proposed new algorithm/technique/system addressed it was mandatory. Not doing so resulted in a pure description much like a manual that failed the purpose of evaluation-we did not code these descriptions. 
UE/UP: User Experience and Performance
User Experience and User Performance studies are probably the most common studies in the field of human-computer interaction. As such we were surprised to see that only 14% of all scenarios fell into one of the two categories and only 113 of the total 581 papers contained either one or both of the studies. Typical examples of UP studies assessed the time and/or errors of participants using a new technique (e. g., [40] ) or compared the performance of human participants with that of an automatic technique (e. g., [73] ). As the only two types of scenarios in the visualization category that involve participants, it is interesting to see that their prevalence was relatively low compared to the other two scenarios. Perhaps one of the reasons is that controlled experiments, the most common UP method, are typically time-and resource-intensive to design, conduct, and analyze. This could also explain why UE studies were much more common than UP studies. For UE we mostly observed reports of feedback gathered at informal demos to expert users but we also saw a few more detailed UE assessments (e. g., [42] ). Fig. 2 shows the number of participants we recorded for all coded scenarios. As can be seen in the figure, many studies involved 1-5 participants. Among these, studies with one or two participants were the most frequent (13 and 14, respectively). These were usually UE studies, reporting feedback from experts. The larger spike at 11-20 participants is explained by the fact that a large number of UP studies chose 12 participants (11 cases). Studies with very large numbers of participants were most commonly web-based UP or UE studies.
UWP/VDAR, or the Case of the Case Study
The scenarios UWP (Understanding Work Practices) and VDAR (Visual Data Analysis and Reasoning) are methodologically very similar as they both attempt to understand domain experts' analysis processes and practices. However, while UWP focuses on understanding the current practices and is therefore similar to a requirements analysis, VDAR scenarios (usually) focus on assessing the value of a newly introduced visualization tool for a group of domain experts.
Overall, we saw only very few UWP (28 papers, 4.8%) and VDAR (17 papers, 2.9%) scenarios. These numbers appear very low given that large parts of our community focus on application-driven research. We indeed found quite a few papers in our survey whose authors had obviously interacted with domain experts. In terms of UWP, however, they almost exclusively derived their motivations and requirements in an analytical fashion rather than from talking to real people or figuring out real needs in practice. Such papers are typically motivated by 'established facts' such as "in medicine, doctors need to . . . " or "physicists need tools for . . . " or simply refer to a previous state of the art in the literature to improve the performance of some algorithm. While these are also valid motivations, of course, they are not UWP studies. In terms of VDAR, we found a very similar situation. While many applications were built towards helping to solve a certain domain problem, we rarely found evaluation reports that tried to assess the resulting data analysis, decision making, or knowledge management/ discovery when domain experts used the proposed tools. Instead, QRI studies were provided. Whether the presented findings were based on domain experts or the authors often remained ambiguous.
The methodological approach prevalent for VDAR and common for UWP studies are case studies. While we did not find many VDAR or UWP scenarios, we found many papers that validated their results using 'case studies.' In visualization, case studies are commonly defined as "detailed reporting about a small number of individuals working on their own problems, in their normal environment" [62] . In doing so, they can be a particularly strong form of evaluation as they show how a new visualization would fit into existing work practices (UWP) or how it can help to conduct VDAR. Analyzing our set of visualization papers, however, we found a variety of interpretations of what a case study is and a large variance in the rigor of reporting them. We categorize these different interpretations of case studies into four categories:
1. Case study from domain expert: Reports on how a domain expert used a new visualization approach to analyze his/her data. The new visualization improves upon previous practices of this expert.
In-depth reports of such case studies have, for instance, been conducted on knowledge discovery in high-dimensional data [60] .
In the papers we coded this could be found in several of the case study papers of the earlier years when domain experts themselves reported on the use of a tool or technique.
2. Case study from close collaboration: Specific domain problems have been tackled by an ongoing, intensive collaboration between visualization researchers and domain experts. The analysis of a problem reported in a case study has been the result of this collaborative, often iterative endeavor. In particular, such forms of case studies are common in participatory design [6] , or when following a design study methodology [59] . Domain expert collaborators often co-author a resulting paper. An example for such a design study is Kok et al.'s work [33] .
3. Case studies from visualization researchers: Here, visualization researchers report on how they used a new visualization approach to solve/improve upon a certain problem without a (strong) involvement of domain experts. These are particularly relevant forms of case studies when the 'epistemic distance' between the problem at hand and the visualization researcher is small; i. e., the visualization researcher either is an expert in the problem domain addressed, or the problem is easily accessible and understandable without the necessity to have in-depth domain knowledge. Albeit published at the InfoVis conference, an example of the latter can be found in the BallotMaps design study [74] .
Usage scenario from visualization researchers:
We found many papers in our survey, that reported on 'case studies' yet which did not fall into one of the previous three categories. Here, authors reported simply on how a new visualization approach could be used by a hypothetical domain expert, as opposed to reporting on new domain-specific findings on the problem at hand or on how it improved upon domain practices. Instead of case studies we call these 'usage scenarios,' echoing a previous call to distinguish usage scenarios from the more formal case study method [59] .
We often found it hard to understand in which of these bins a case study validation fell. Many of the papers we analyzed simply did not provide enough detail on what was done and how. A typical example is "this work is based on a collaboration" without any further details. Questions on how many collaborators, who they are, what their previous practices were, and how they participated in a project/case study often remained unclear. The number of participants was inconclusive not only in the "case study section" but also in many descriptions of UE scenarios. Fig. 2 shows that for 39 papers we could not deduce from the text either how many participants were involved or if the participants were even real or imagined (left-most bar in Fig. 2) .
Understanding these details, however, is particularly important as the four categories described above vary significantly in terms of how strong and convincing the evaluation is. While we consider case studies with domain experts (categories 1 and 2) the strongest, followed by case studies on problems that are known to visualization researchers (cat. 3), usage scenarios (cat. 4) are the weakest and least convincing. Usage scenarios are still a legitimate form of evaluation, however, the different weightings are important when the strength of an evaluation has to be judged. Doing a real case study but not reporting on the details leaves the reader questioning the approach and eventually decreases the perceived strength of an evaluation. Note that for case studies, as opposed to lab studies or surveys, it is not necessary to have a large number of domain expert participants. Three to five is very convincing, however, often even 1-2 is sufficient if interesting conclusions can be derived and if the study is comprehensive and detailed.
CTV/CDA: Communication and Collaboration
In our analysis, we found no example for the scenarios 'Communication through Visualization' (CTV), and only two for 'Collaborative Data Analysis', both from the year 1997. While visualization for collaborative analysis has just recently gained more attention [25] , it has not been a very strong topic in the conference-perhaps explaining the lack of evaluations. The lack of CTV, however, is somewhat surprising as the types of questions covered by a CTV study (how does a tool or visualization aid in learning, teaching, presentation, casual use?) are of potential importance to a number of research results and at the very least those that are more application oriented. What could be an explanation for this finding? We are not sure, but perhaps these types of studies are reported elsewhere or by researchers other than the ones who developed and designed the underlying visualization capabilities.
Historical Development
Examining Fig. 1(b) , we find that the use of QRI has been rather consistent over 15 years, hovering around 80% of all papers. This is really not that surprising for a visualization conference. We tend to communicate our results visually, even if only as a qualitative backup to some quantitative evaluation measures. To get a better idea of the trends in the data, in Fig. 3 we leave out QRI. We also combine UE+UP (understanding user feedback and performance), UWP+VDAR (understanding user needs and reasoning), as well as CDA+CTV (collaboration).
Focusing on Fig. 3(a) (results for the IEEE Visualization conference), we also notice that the use of AP has hovered around 60% of all papers and, unquestionably, has played the dominant role over the years and no visible change in trend can be detected. However, since 2003, there is a clear trend for the increased importance of engaging the user. We believe this is a clear success of a number of soul-searching events in the early 2000s in our community. Lorensen's "death of visualization" [41] clearly left its mark together with a number of panels and keynotes about the future of visualization. Most notably among them was Johnson's "top scientific visualization research problems" [28] . While it is often remembered as the starting point of uncertainty visualization, it also considers human-centered design as well as better visual abstractions as some of the challenges. In fact, what had topped the list was a category named "think about the science" that calls for a closer collaboration with domain experts.
A further trend is the steady increase of the reporting of VDAR+UWP over the last four years. It was 2009 that the five paper types (technique, system, design study, evaluation, model papers) were introduced at the IEEE Visualization conference. While these paper types were pioneered at the IEEE Information Visualization conference in 2003 and in 2007 Kwan-Liu Ma organized the IEEE Visualization panel "Meet the Scientists," it was only in 2009 that they were formalized at the IEEE Visualization conference. We believe that this formalism helped some of the authors to recognize that it is important to more rigorously report their work with users. Some of this effect is also noticeable for the UE+UP evaluation scenarios.
One main caveat exists in reading these numbers-as we chose not to subjectively judge the rigor of an evaluation, many of the cases included in the above numbers do not count as 'formal' evaluations. 
Practices in the Community as a Whole
Comparing our analysis of the IEEE Visualization conference with the results of Lam et al.'s [38] for the IEEE Information Visualization conference, 5 a quite different picture emerges. Here we constrain our discussion to the coding results of the IEEE Information Visualization conference, depicted in Fig. 3(b) . The dominating evaluation scenario is UE+UP-as one would expect from a strong HCI influence. A steady increase of these scenarios is visible for the past 10-15 years. The historically second most important evaluation scenario is AP. Its influence has been somewhat steady over the last ten years. In this regard it is worthwhile to mention the outlier in 2006; a year with an atypically high number of graph drawing papers. Here, the focus was more on algorithms than human-centered design which could explain the reversal of AP/UP+UE scores. The influence of VDAR+UWP has been similar to the IEEE Visualization conference-there has been little such work until only recently. Yet, the increasing trend that we saw for this scenario at the IEEE Visualization conference can only be found at IEEE Information Visualization since 2011. To understand the difference between the IEEE Visualization conference and the IEEE Information Visualization conference even better, we also look at the percentage of evaluations per year that included human participants (see Fig. 4 ). It is clear from this figure that a steady 80% of all evaluations in the IEEE Information Visualization conference incorporate participants (with the just mentioned exception of 2006). For the IEEE Visualization conference, this percentage has been steadily rising for the past ten years and arrived at about 50% in 2012. This observation suggests a much stronger HCI influence in IEEE Information Visualization than for IEEE Visualization. Finally, it is worth to examine the visualization community as a whole. Fig. 3(c) shows the results as if there was just a single conference, simply combining all papers in each year. The clear trend, in our community, is to increasingly understand the performance and experience of users (UE+UP) and the diminishing (yet until 2011 still dominating) focus on algorithmic performance (AP). Overall, this is not too surprising and had been our gut feeling all along. This is also influenced by an increasing number of published papers at the IEEE Information Visualization conference and a diminishing number of papers being published at the IEEE Visualization conference.
CONSIDERATIONS FOR EVALUATION IN VISUALIZATION
Next, we discuss some of our observations in the study and own past experiences. Some of these consideration are similar to previous prescriptive advice on evaluation in visualization [9, 47, 50, 58, 62, 65] ; here, we provide further evidence for these arguments by grounding them in our study, extend upon them, and add further considerations.
Analyzing and Reporting Real Problems
Our systematic review demonstrated that the process evaluation scenarios UWP, VDAR, CTV, and CDA are rarely conducted or, at least, are rarely reported in IEEE Visualization papers. This observation is similar to what Lam et al. [38] found for the 'information visualization' papers they had surveyed. These process-based evaluation scenarios, however, are relevant for virtually any visualization research. In our field we need these types of evaluations to understand what the problems are that our target audience faces; to understand how visualization tools support their analysis and reasoning; to understand how they can communicate about their insights using visualizations; and to understand how visualizations can support collaborative data analysis. Without investigating these questions we risk working in an Ivory Tower and, ultimately, facing the "death of visualization" [41] . As Lorensen [41] emphasized in 2004, as a community we must talk more to our "customers" to understand their work practices and visualization uses. Our papers should reflect this work by an increased visibility of insights from UWP, VDAR, CTV, and CDA evaluation scenarios.
While we do not advocate that every visualization paper needs to include one of these evaluation scenarios to be a solid paper, it would be beneficial if each paper draws a clear connection to what open scientific problem it contributes or which real-existing tool it improves. Beyond that, Fig. 3(a) shows that the percentage of UWP+VDAR evaluation papers have steadily been increasing since Lorensen's call to action. Moreover, our subjective impression of papers published in more recent years is that many authors, in fact, do talk to their clients and target audiences. The insights from such investigations, however, are often stated matter-of-factly as opposed to explaining how certainty about these insights was achieved and to invite further investigation. To improve this situation we need to encourage the reporting of UWP, VDAR, CTV, and CDA evaluation scenarios and need to make them first class citizens in the visualization literature.
Statistical Significance & Qualitative Expert Feedback
Evaluation methods used to study UWP, VDAR, CTV, and CDA are often qualitative in nature, such as interviews with domain experts, observations of work practices, or longitudinal case studies of newly proposed tools. The goal behind these evaluations is to maximize the realism of the findings, as opposed to other methods that seek to maximize generalizability or precision [9, 43] . If we, as a community, want to engage in understanding real problems of real people and how to solve them, we also have to understand methodological characteristics that come with qualitative approaches designed for studying the real world. Examples of such characteristics include the small number of participants to derive valid conclusions, and the goal of a rich and grounded qualitative understanding of complex systems rather than statistical significance of quantitative measures.
In our own previous work as researchers and reviewers, however, we have found that often reviewers with a strong positivist background are very quick in putting qualitative approaches down as non-rigorous research without being aware of the methodological differences and characteristics. Based on these preconceptions, papers get rejected with the justification that the authors should have employed a quantitative approach with a statistical analysis. As noted by Greenberg and Buxton [23] , such practices can be very harmful, muting creative ideas and discouraging qualitative endeavors of studying real users with real problems. A notable exception from our community is, for instance, Lundström et al.'s [42] qualitative work on understanding multi-touch visualization based on in-depth interviews with five domain experts.
Rather than blindly assuming and expecting certain evaluation methods, we argue for a more thorough consideration of research questions/goals and the right evaluation approach for this question/goal, echoing previous calls [23, 47, 50] . In particular, we argue against considering evaluation only as controlled quantitative studies with null hypothesis significance tests (NHST). While these studies can be helpful for research questions focusing on low-level effects, statistical significance cannot be the only goal for a controlled study. Essentially, significance can almost always be achieved eventually if one uses a high-enough number of participants, making it imperative to interpret performance differences in the study context. Similarly, non-rigorous yet common practices of allowing flexibility in data collection, analysis, and reporting make it easy to falsely find evidence for effects that actually do not exist [64] . Moreover, the usefulness of NHST is heavily being questioned in the statistics literature [12, 32] and alternatives exist for reporting the results of controlled studies [13] .
Also, controlled studies are simply not the right tool for a number of evaluation goals. In visualization we often deal with ill-defined, fuzzy, and broad domain problems which cannot easily be broken down into low-level tasks [59] ; consider, e. g., the goal of comparing different genomes [45] . We then have to engage in better understanding of such complex problems to design complex visualization systems/tools/algorithms helping to solve them. In such situations, however, the usage of controlled quantitative studies is often questionable. First, there are rarely low-level tasks that can be tested. Second, even if there are low-level tasks and a controlled experiment with domain experts can be run, the findings might not be actionable [20] . For instance, the finding that a newly proposed visualization tool makes low-level tasks of domain experts faster might be interesting from an application domain point of view. Such findings, however, can hardly be broken down into a cause-effect relation and questions such as what has caused the performance increase remain unclear and speculative [58] .
". . . and they really liked it."
One prevalent pitfall we observed that relates to the issue of rigor was to consider positive subjective judgments from domain experts as a sufficient form of evaluation. This pitfall most often occurred in UE evaluations reporting on anecdotal feedback from interviews with potential target users. While subjective positive feedback from experts on a new technique or tool is encouraging and can be a valid tool of evaluation, simply stating ". . . and they really liked it" is not sufficient. Such statements are usually prone to demand characteristic effects. Well-known in psychology [24, 51] and in human-computer interaction [7, 14] , this phenomenon explains experimental artifacts that arise from the unconscious wish of participants to align with the researcher's hypotheses. When interviewing potential target users, especially if they are involved in a collaboration [59] , it is thus very likely that they will offer positive and favorable feedback. While positive feedback is a helpful condition for tool adoption in a target domain, it is by no means a rigorous and convincing stand-alone evaluation. Instead, qualitative evaluations could be carried out, e. g., in the form of in-depth observations of a new tool in use by domain experts; or interviews with a (semi-)structured protocol could be used with a set of pre-defined questions that ask, for instance, also for a critique of the new tool.
On the Question of How Many Study Participants
Perhaps one of the central questions is the one on how many participants should be involved before a study is representative or a design is well tested. The answer depends on the goals of the work. If we are testing the performance of participants in low-level tasks and want to reduce the probability of committing a Type II error a power analysis can help to determine the right number of participants [5] . If we are testing the usability of a tool, there is an ongoing debate of how many participants to test. Nielsen and Molich [49] found that with six people one can find, on average, about 80% of all usability problems. This result has since been revised and criticized and the debate is still looming [55] .
On the other hand, if we are working with specific domain experts, we often do not want to make the claim of generality, but rather that of transferability to people with the same needs. A qualitative evaluation or observational study can be very useful in this case even with a 'low' number of expert participants (e. g., [42] ). It is common in qualitative work to sample participants using nonprobability sampling [44] . Purposeful sampling (or criterion-based selection) methods are those that are often used when one wants to collect the most insightful data from carefully chosen experts. Sample sizes (number of participants) are in these cases often determined based on emerging results where minimizing information redundancy is the primary criterion: One basically engages in a cycle of data collection and analysis and stops studying participants once the collected information becomes redundant [44] .
Extending our discussion in Sect. 5.2, we have noticed that colleagues with a mathematical background often have difficulties accepting studies that are based on only few participants. Hence it is worthwhile to point out that algorithmic studies are often based on very few data sets (often less than four) with the goal to generalize to all data sets. This argument is no different from qualitatively analyzing a new technique or tool with, e. g., four domain experts-if the evaluation is done rigorously. Both cases are not unreasonable, however, since we should keep in mind that there is no number of data sets or participants that could validate any specific scientific theory. Instead we aim for testing a tool or an algorithm as thoroughly as we can [54] .
Evaluation Reporting Rigor
In our literature analysis, we encountered many publications that lacked important methodological details in reporting their evaluations. Without these details, however, it is difficult, if not impossible, to assess the quality and impact of an evaluation. Based on these insights about current practices, we call for more rigorous descriptions of evaluation activities and summarize some specific recommendations below:
Reporting who participated: Especially in qualitative endeavors such as QRI, UWP, and VDAR as well as, at times, UE it is important to provide details on who did what. Most importantly, it should be clear whether evaluation data (or insight on common practices or typical problems in a domain) is based on one or more real experts or on a hypothetical expert imitated by the authors. If no details are provided, readers will tend to assume the latter which might reduce the impact of strong field work. Consider, for instance, a task analysis for a certain domain problem. This task analysis might be based on work with real domain experts, on a literature review, or simply on the intuitions of the researchers. If work with domain experts has been conducted it is not only important to state that fact but also to provide further specific details about these experts and how the engagement between researcher and experts took place.
Reporting on collaboration details: Many projects in visualization are based on a collaboration between domain experts with driving problems/data and researchers with visualization/data analysis expertise. Such collaborative projects bear a great potential of having a real impact in an application domain by including different angles of expertise in the design process. Yet, for a reader of a paper that reports on the results of such design studies it is still crucial to learn about methodological specifics to be able to judge its potential impact. Statements such as "this work is based on a collaboration" or "collaborators are co-authors of this paper" are very important but are by far not enough information to methodologically judge a project. Guidelines (and pitfalls) on how to report collaborative visualization projects can be found in Sedlmair et al.'s work on design study methodology [59] .
Reporting on study protocols: Especially for AP, UP, and UE studies it is important to follow established reporting protocols to facilitate reproducibility and comparability. For controlled laboratory studies with participants there are various sources that give advice on how to report them (e. g., [18] ). For AP studies it is considered good practice to test them on both synthetic and real data. In this context we also noticed that, while the Vis/InfoVis/VAST contests have been helpful, well-curated benchmark datasets for many problems are still lacking.
Reporting how many people participated: As part of the reporting of study protocols, we also found several examples that specifically lacked the number of participants/experts involved in an evaluation (Fig. 2 , left-most bar). Phrases such as "some" or "several" are too vague to be able to make concrete judgments about the work that has been done. Reporting numbers of participants is particularly important for UP, UE, UWP, VDAR, CTV, and CDA.
Reporting controlled experiments with rigor: Many evaluations that we coded as UP would clearly fail the set standards for properly reporting the results of quantitative controlled evaluations in, for example, the HCI community. Many papers only report averages of performance measurements and then reason on observed differences, without the statistical tests that would signify that the found differences are not due to chance. While we caution people to not overly rely on null hypothesis significance tests as mentioned in Sect. 5.2, without proper inferential statistical analysis the implications become even more meaningless. The APA (American Psychological Association) provides general guidelines for reporting studies and statistical test results [71] .
Reporting qualitative result inspections with more rigor: An important question is what problems should be addressed in a QRI study. An aspect of this question is which datasets should be used and whether they are cherry-picked to underline the proposed solution's strength or if they are a representative sample of the targeted problem space. While there are no set standards, it is important that an algorithm is tested using several benchmark datasets and with different measures and therefore 'proves its mettle' in Popper's [54] words. While there are certainly a number of commonly used datasets available online, we emphasize that there is a need for well-designed and thought-through datasets that exhibit a number of relevant characteristics.
The popular approach of using QRI as an evaluation method also raises the more general question of how much rigor and formalism is needed for such an evaluation approach to be valid in general. Certainly, it is not enough to assume that some example pictures will speak for themselves without any further discussion as we observed in some cases (which we did not code as QRI). It is typically also better to go beyond pure manual-like descriptions and to clearly discuss how a new approach improves the state of the art. The commonly employed technique of a walk-through may be good as a QRI evaluation but there are better techniques in form of real case studies (see Sect. 4.1.4).
Paper size restrictions:
We are aware that adding more methodological details to a paper often might conflict with required page limits. However, even one paragraph about these details is better than nothing. Providing and referencing supplemental material is a valuable approach if there are many details about an evaluation.
Our systematic review of evaluation practices in the IEEE Visualization conference has shown an overall emphasis on evaluations of algorithmic performance (AP) and qualitative result inspections (QRI) through images. However, there is an increasing trend in the evaluation of user experience (UE) and user performance (UP). Further, the steady increase of reporting environment and work practices (UWP) as well as how new visualizations help in data analysis and reasoning (VDAR) is particularly encouraging, especially after the soul-searching that happened about ten years ago in our community. Also, it became clear that a major difference between the use of evaluation in the IEEE Information Visualization conference and the IEEE Visualization conference is the emphasis of overall user performance vs. algorithmic performance, the latter being much more common in IEEE Visualization.
A general conclusion of our work is that, while it has improved over the last years, the general level of rigor of reporting evaluations is still too low. Many authors did not report details on who collaborating domain experts are and how they worked with them. Being clear about an employed methodology, however, can greatly improve the impact of ones research results. We, thus, believe that there is great room for improvement-even by just including 1-2 paragraphs about the protocol that was followed when interacting with the domain experts. The considerations provided in Sect. 5 can serve as a starting point.
There are several avenues to continue this work. Of course, the mentioned question of how to rigorously and formally evaluate visualization work using qualitative results inspection needs to be discussed further. It will also certainly be interesting to extend this analysis to papers published at other visualization venues such as the Eurographics Conference on Visualization (EuroVis) as a place that does not make a dedicated difference between 'scientific' and 'information' visualization, to see whether similar trends exist. Also, a separate analysis of the IEEE Conference on Visual Analytics Science and Technology would be of value to see whether there is a stronger emphasis on UWP and VDAR processes as well as on collaborative visualization (CTV/CDA), as suggested by its name and agenda. We did not include this data in our analysis as VAST is still a relatively young field (it started in 2006), paper counts are still relatively small, and its practices are not yet as established as for the two fields we compared. Still, in a few years comparing VAST to our data will be able to given an even more complete picture of evaluation practices in the visualization community.
In summary, by coding 581 papers from over ten years of IEEE Visualization we provided a systematic overview of the evaluation practices in this visualization community, discussed observations and quantitative results, and gave a historical perspective and comparison to IEEE Information Visualization. We hope that our work encourages the community to keep up the increasing trend of reporting evaluations and, in particular, also qualitative evaluations with experts.
