ABSTRACT Direction-of-arrival (DOA) estimation is a fundamental problem in many signal processing. Recently, a variety of sparsity-aware methods have been proposed for DOA estimation. The discrimination of grid in these methods often suffers from grid mismatch problem, which degrades the performance of DOA estimation, when the true unknown DOAs are not on the potential angular grids. To deal with grid mismatch problem in conventional sparsity-based methods, a novel off-grid model is proposed via Taylor interpolation that jointly estimates the sparse signals and grid offset parameters, using a family of successive nonconvex sparsity approximation penalties on the sparse signals. Then an iterative alternating optimization strategy is utilized to tackle this nonconvex problem with respect to sparse signals and grid offset parameters, and the proposed algorithm is solved by the proximal splitting algorithm in each iteration, where the optimization problem is split into two parts: sparsity and projection. The proposed framework in this paper is universal and also can be extended to other off-grid sparsity-based algorithms. The extensive simulations are conducted to verify that the proposed method achieves superior resolution and more accurate DOA estimation performance than other conventional sparsity-based method and the state-of-the-art off-grid methods in many cases of practical interest.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation, an important and fundamental problem in array signal processing, has attracted tremendous interest in many applications in radar, sonar, wireless communication, and speech processing [1] - [3] . In the last few decades, a large number of high-resolution methods have been developed for DOA estimation, such as the maximum likelihood (ML) method [4] , the Multiple Signal Classification (MUSIC) [5] method, the estimation
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of signal parameter via a rotational invariant technique (ESPRIT) [6] , and their variants [7] , [8] .
Although these method have shown super-resolution ability under certain circumstances, they still suffer from some limitations. For example, the MUSIC method relies on a priori knowledge of the number of sources and the estimation accuracy of covariance matrix of the array output. It require a traversing search from all space angles and results in a heavy computational load. Moreover, it is sensitive to the signal-to-noise ratio (SNR) and the number of snapshots. The root-MUSIC method has been proposed to circumvent the traversing search and improves the performance of DOA estimation under small sample snapshots. However, it is only suitable for uniform linear arrays (ULA). The studies on ML methods show that the performance of ML techniques is considerably better than that of the MUSIC technique at low SNR. In general, the ML methods have the best asymptotic performance and excellent statistical properties. However, they generally require accurate initialization and heavy computation [9] , [10] . Lastly, all the aforementioned methods depend on the statistical properties of the data, and hence, they provide eminent performance in a large number of sampling scenarios.
Recently, sparse signal representation [11] , [12] and compressed sensing (CS) [13] - [15] have emerged as useful tools in statistical signal processing and parameter estimation. A variety of sparsity-based methods for DOA estimation have been proposed [16] - [21] by utilizing the spatial sparsity of impinged signals. In [16] , a sparse representation model based on 1 -norm penalty is extended to solve the DOA estimation problem. The resulting super-resolution algorithm, named 1 -SVD, uses singular value decomposition (SVD) of the data matrix to reduce the dimension of measurements and efficiently resolves it in a second-order cone (SOC) programming framework. Based on [22] , a DOA estimation model with weighted 1 -norm penalty is proposed in [19] , where the weights are controlled based on the Capon spectrum. Different from the above two methods that implement DOA estimation in the data domain, an L1-SRACV (sparse representation of array covariance vector) method has been proposed to exploit the sparse property of the covariance matrix, and convert the DOA estimation into a constrained 1 -norm penalty optimization problem, which can then be resolve via SOC programming [21] . In [23] , a novel sparse iterative covariance-base estimation (SPICE) approach based on the minimization of covariance matching criterion was presented by P. Stoica et al and was later extended by J. Swärd [24] . Compared with the conventional methods, the sparsity-based methods achieve higher resolution ability, lower sensitive to SNR, and smaller requirement on sample snapshots. However, most of the sparsity-based methods are realized based on the hypothesis that the DOAs of the sources exactly lie on the prescribed grids. As a result, these methods often suffer from grid mismatch and degradation in the DOA estimation performance.
To circumvent the grid mismatch issue, many off-grid methods have been developed [25] - [30] . Zhu et al. [25] introduce perturbation parameter method into the signal model and propose a sparse total least-squares approach. However, the difficulty of parameter tuning restricts the application of this model in practical. Inspired by the errors in variable (EVI) model, the authors [30] present an off-grid method via Taylor interpolation, formulate it from the sparse Bayesian learning perspective, then resolve it with the expectation-maximization (EM) method. The structured mismatch has been considered in [28] , in which the authors present a joint sparse recovery model by exploiting the joint sparse property of sparse signals and offsets of grid. An analytical performance bound on this joint sparse model is also given, and then, the proposed method is solved using a fast iterative shrinkage-threshold algorithm (FISTA). In [26] , an iterative alternating decent algorithm named SOMP-LS is proposed, which alternates between a sparse signals recovery problem solved by using the Simultaneous Orthogonal Matching Pursuit (SOMP) and an updating of dictionary learning problem using least squares (LS). In the literature [29] , two off-grid DOA estimation methods involving a two-step iterative framework for joint sparse signal recovery and offset estimation are developed to circumvent the negative effect of grid mismatch in data domain and covariance domain of array output, respectively, and the Crame-rao lower bound (CRLB) of the offset is derived.
It is well known that the 0 -norm constrained minimization problem is a NP-hard problem in general. To remedy this issue, some alternative sparsity-inducing functions have been considered to approximate the 0 -norm. The most well-known sparse promoting function is 1 -norm [31] , which is the closest convex relax norm to 0 norm. However, A number of theoretical and numerical analyses demonstrate that other nonconvex sparsity-inducing functions, such as p quasi-norm [32] , smoothed 0 quasi norm (SL0) [33] , weak convexity [34] and successive concave sparsity approximation [35] have been verified that and used to promote to provide better sparsity pattern than that of the 1 norm.
In this paper, an off-grid DOA estimation method with successive nonconvex sparsity approximation penalty under sparse signal recovery (SSR) framework is proposed to alleviate the grid mismatch issue in the traditional sparsity-based DOA estimation methods. Inspired by the EVI model, the proposed model treats the grid offset as an additive perturbation matrix with the help of the first-order Taylor expansion, in which the unknown DOAs are determined by its nearest grid point and the corresponding offset. In our model, a successive nonconvex approximation of the 0 norm is utilized for unknown signal sources to exploit the sparsity, which get better sparsity pattern than the 1 norm that is generally used to encourage sparsity in a large number of spare recovery models [31] , [36] and DOA estimation methods under SSR framework [16] , [28] , [29] , resulting in a nonconvex property of this model. Then, we present a proximal splitting technique which alternates between the sparse signal recovery and grid offset estimation. In the sparse signal recovery step, a nonconvex optimization is used, which minimizes a nonconvex penalty function with a limitation of model error. The problem is resolved by a proximal iterator [37] incorporating alternating direction method of multipliers (ADMM) [38] for fixed grid offset parameters. The grid offset parameters are updated by fixing the sparse signals in sparse signal recovery step. In particular, our proposed framework can be extended to other sparsity-based methods to ameliorate their estimation performance. Furthermore, several numerical simulations are presented to show the advantages of the proposed method. The results demonstrate that our proposed method in this paper outperforms other state-of-the-art off-grid methods. VOLUME 7, 2019 Notation: A lowercase bold letter is used to denote a vector, and capital bold letter denotes a matrix, respectively. A T , A H , A * , and A † represent the transpose, conjugate transpose, conjugate without transpose and pseudo-inverse of matrix A, respectively. tr(A) denotes the trace of matrix A. A i,: and A :,j are used to denote the ith row of matrix A and the jth column of matrix A, respectively. A −i denotes matrix A except the ith column. For a given vector x, x i denotes the ith element in the vector x, diag(x) denotes a diagonal matrix with its diagonal elements being the entries of vector x. · 1 , · 2 and · F are the 1 norm, 2 norm and Frobenious norm, respectively. I N denotes the N × N identity matrix. (·) and (·) take the real and imaginary parts of a complex variable, respectively.
The rest of this paper is organized as fellows. In Section II, the on-grid and off-grid DOA estimation models are introduced. Section III presents our off-grid DOA estimation model. Numerical simulation results are carried out in Section IV to evaluate the performance of our method. Finally, Section V concludes this paper.
II. OFF-GRID DOA ESTIMATION MODEL
Consider K far field narrow band sources s k (t), (k = 1, 2, · · · , K ) whose signals are received by a liner sensor array with M omnidirectional sensors from directions θ 1 , θ 2 , · · · , θ K simultaneously. The array output data vector y(t) at snapshot t can be expressed as
where
T is the output data of the array at snapshot t,
T is the number of sampling snapshots, and n(t) is the complex independent identical distribution (i.i.d) additive white Gaussian noise with zero mean and covariance σ I. The matrix
denotes an array manifold matrix, and the vector a(
T is the steering vector of the kth source which contains the geometric information of the array and the time-delay information of the kth signal source from each sensor to the reference sensor. Here, λ and d are the wavelength and the inter-element spacing. d is generally set to be a half-wavelength to avoid grating lobes. When a uniform linear array (ULA) is considered, and d = λ/2, the steering vector of the k-th signal source is written as a(
Collecting the T sampling snapshots, the array output data is given by
A. ON-GRID DOA ESTIMATION MODEL
Let azimuthsθ = {θ 1 , · · · ,θ N } be the uniform fixed discrete sampling grids with continuous space angle, where the number of sampling grid point N is typically greater than the sensor numbers M and the impinged signal source numbers K (i.e., N M > K ). For on-grid model, we assume that all the interested unknown DOAs are exactly (or closely) located at the prescribe grid points. For example, the discrete azimuths setθ contains all the true DOAs θ (θ ⊂θ ). Therefore, the array output data model based on sparse representation can be formulated as the following multiple measurement vector (MMV) model,
whereS is the unknown sparse signal matrix, and
is the array manifold dictionary corresponding to the discrete sampling angular setθ. Since N K , the array manifold dictionary is a redundant matrix, and the signal matrixS is a row-sparse matrix. These characteristics show that the array output data can be sparsely represented by the redundant array manifold A(θ ), and the angles corresponding to the nonzero rows ofS are the DOAs of interest. Now, the DOA estimation problem is converted into a joint sparse recovery problem and it can be formulated as
where ε is a noise power upper-bound and S 2,1 denotes mixed 2 / 1 norm ofS, defined as
Many effective algorithms have been proposed to solve the joint sparse problem of (4). Once the sparse signalS is obtained, the DOAs can be estimated from a power spectrum formed by calculating the power of each row inS.
However, there exist two major issues of the on-grid DOA estimation model in (3) and the optimization solution in (4): 1) Discretization of the continuous space angle domain involves quantization error, and when the true DOAs do not lie exactly on the predefined discretized sampling grids, this model (3) will suffer from grid mismatch.
To overcome this issue, some researchers suggest using a dense grid, which leads to highly mutual coherence atoms in the manifold dictionary and then degrade the performance of sparse recovery. Thus, the selection of the grid points plays a crucial role in the on-grid model (3); 2) Calculation of (4) usually requires the convex optimization toolbox [39] , which is time-consuming and can only tackle the convex optimization problem.
B. OFF-GRID DOA ESTIMATION MODEL
In general, most of the true DOAs are not located on the grid at the same time. For example, the discretized azimuths setθ does not contain all the true DOAs (θ i / ∈θ ) or true DOAs θ dose not belong to the setθ (θ ⊂θ). Thus, a sparsitybased model named off-grid DOA estimation model has been presented [27] , [28] . In the off-grid model, a particular array manifold dictionary with φ i = a i + δ i b i is considered, where φ i is the ith column vector of , a i and b i are known column vector for all i, and δ i is unknown. Therefore, the signal model can be expressed as
Two typical off-grid DOA estimation models based on first-order Taylor expansion [30] and linear interpolation [40] have been previously studied. Suppose θ i / ∈θ for some i ∈ {1, · · · , K }.θ i andθ i+1 are two adjacent angles from θ i . By using linear interpolation, we have
where δ i is an unknown grid offset parameter. Similar to (3), an off-grid DOA estimation model is given by
whereĀ(δ) is a structured array manifold defined as
and then (9) can be reformulated as
where A = A(θ)I − , B = A(θ )(I − − I − ). Unlike (7), authors in [30] use the first-order Taylor expansion (or Taylor interpolation). Suppose sampling gird pointsθ are uniform spatial grid points with grid interval of r, θ i / ∈θ for some i ∈ {1, · · · , K } and θ i =θ i + δ i , whereθ i is the nearest grid point to θ i , and δ i is grid offset with |δ i | ≤ r 2 . Then, using the first-order Taylor expansion, the steering vector a(θ i ) can be approximated as
where b(θ i ) is the derivative of a(θ i ) with respect to θ i . By defining
, and then, the new array manifold matrix A(δ) is given byĀ
From (3), the off-grid DOA estimation model can be formulated as
Furthermore, inspired by the SSR technique, the off-grid DOA estimation problem can be modeled as the following LASSO problem min S,δ
where β is a regularization parameter and which is usually chosen according to the noise level. In most cases, the noise level is unknown. Thus, β is difficult to determine. Note that the problem in (15) is nonconvex with respect toS and . Recent published works [29] , [30] have shown that two approaches can be used to find out a solution of this optimization problem using alternating iterative algorithm and sparse Bayesian learning (SBL), respectively.
III. OFF-GRID DOA ESTIMATION WITH A COMPLEX GAUSSIAN FAMILY OF APPROXIMATION PENALTY
Here, we define an indication function I as
and the mixed norm S 2,0 can be written as
It is well known that the 0 norm constrained minimization problem is a NP-hard problem. As such, some alternative sparsity-inducing functions have been proposed to approximate the 0 norm, although the 1 norm is the closest convex relaxation norm and has been used to achieve sparsity in many scenarios. Additionally, some recent works [35] demonstrated that the appropriate concave functions can provide better approximation of 0 -norm and sparsity-inducing. In this paper, a complex zero-mean Gaussian function is used to approximate the 0 norm. We consider the following Gaussian functions
where s r and s i denote real and imaginary parts of s ∈ C. Then, we can readily obtain
Note that the family of the Gaussian functions f σ (s) are differentiable with respect to s for all σ , which is very useful for optimization. Then, from (17), we have
2 ), and σ is a parameter to adjust the approximation. Note that the approximation is smoother and there are fewer local minimums for larger σ . Consequently, the decreasing sequence is used to σ [33] . The initialization of the algorithm uses a lager σ to circumvent local minimum, and then, the value of σ is decreased gradually. This method is similar to the graduated nonconvexity (GNC) technique, which can help our algorithm escape from the trap of local minimum.
B. THE PROPOSED ALGORITHM
To circumvent the grid mismatch in conventional sparsitybased DOA estimation methods, an off-grid model (14) is constructed in this paper using a family of Gaussian function to exploit the sparsity of sparse signal sources. Since each element in δ is known to be within the scope of [− 
where β is a regularization parameter which trades off the data fitting and sparsity of the signal. Herein, we define
Then, the problem of (21) + I r (δ) (23) where I r is defined as
Now, we aim to estimateS and δ from (23) . An iterative algorithm that alternates between sparse signalS recovery and updating of grid offset parameters δ has been developed herein. In particular, sparse signalS is obtained when δ is fixed, and then, the gird offset parameters δ is updated when the current estimation ofS is fixed.
1) RECOVERY OF JOINT SPARSE SIGNALS
When the updated grid offset δ t−1 at the (t − 1)th iteration is known, the following MMV sparse signal recovery problem should be solved at the tth iteration
where the superscripts denote the number of iterations. Solving the problem in (25) is equal to find out the solution of the constrained problem
where ε is an upper-bound on noise power. Defining a set
≤ ε} (27) in the constrained MMV sparse recovery problem (26) , the convex constraint can be used as an indicator function given by
Then, the constrained optimization problem in (28) is transformed into an unconstrained optimization problem expressed as
Note that G σ is a nonconvex smooth function, which is a gradient Lipschitz continuous function that is presented in [41] ∀x, y ∈ domG σ : (30) where L σ denotes Lipschitz constant of the function G σ . On the other hand, the indicator function I ε is convex A ε is convex. Therefore, the proximal alternating minimization approach [42] is used to solve the problem in (29) .
Since G σ is gradient Lipschitz continuous, it can be written as
wherẽ
where µ σ ∈ (0, 1/L σ ].G σ (x, y) is a quadratic upper-bound of G σ and is convex with respect to x. As a result, we can iteratively minimize the objective function (29) by replacing G σ with the convex surrogate functionG σ at the current estimation to avoid local minimum given bȳ
By using simple calculations and removing the quantity unrelated toS, (33) can be reformulated to the following equivalent form
. It is obvious that (34) is the proximal mapping with indication function. Thus, the iterative proximal algorithm is written as
where prox I ε (·) denotes the proximal operator of I ε [43] , which is defined as
Finally, we have the following iterative algorithm
then,S t is projected onto I ε , we ontain
When the sparse signalS is updated, the DOAs can be estimated from the power spectrum of p = diag(SS H ).
2) UPDATING OF GRID OFFSET δ Because δ and p have the same sparse pattern, and the largest K peaks of p correspond to the location of K signal sources. The entries of δ related to the largest K peaks of p are needed to be updated, which are named as δ K , and other entries are set to be zeros. With the help of the updatedS t at the tth iteration, the grid offsets δ can be renewed by solving the problem
F . In this case, the problem in (39) is likely similar to (33) , except that F(δ K ) is convex. Thus, the form of (39) can be solved using (34) that utilizes the iterative proximal algorithm.
and prox I r (·) is the proximal operator of I r defined as
The updating of δ K involves two steps. In the first step,δ K is estimated using a gradient descent algorithm
In the second step, it is projected onto A r
where the projection operator A r (·) is given by
So far, one updating cycle has been completed, which contains the recovery of joint sparse signalS and the updating of grid offset δ. A detailed procedure of the proposed algorithm is presented in Algorithm 1, in which, σ 0 and σ f are the initial and final values of σ , ρ ∈ (0, 1) is a decrement factor of σ , and I max is the maximum iteration number. Note that the inner loop (line 4-7 of Algorithm 1) are not needed to run to convergence; we simply need to enter the region closed to the global minimizer for the current value of σ . This helps to accelerate the algorithm and avoid local minimums. When
Algorithm 1 Alternating Iterative Off-Grid DOAs Estimation by Proximal Splitting
while σ > σ f do 4: for i = 1, · · · , I do
end for 8 :
end while
exit 14: end if 15: end while 16: Output:S, δ the maximum iteration number I max is reached or the relative difference between two consecutive iterations is less than the predefined threshold τ , the algorithm is terminated.
Once the algorithm converges, the DOAs can finally be determined usingθ
C. CALCULATION OF THE PROJECTION OPERATOR
Now, the detailed calculation of the projection operator (38) will be presented, which is reformulated as
where = A(θ ) + B(θ ) t−1 . To solve (46), the alternating direction method of multipliers (ADMM) [38] is adopted, which has been widely applied in various optimization problems. Herein, an auxiliary variable Z is introduced and set to be Z = Y − V . By defining the following set
the following equivalent form of (46) can be obtained
where I z denotes the indication function of A z given by
Then, the augmented Lagrangian associated with the problem (47) can be created
where is the Lagrangian multiplier, and γ > 0 is a penalty parameter. Thus, ADMM for this problem is
The detailed updating procedure is given by 1) Updating Z
where A z (·) is the projection operator onto A z given by
). It can be easily gotten the following closed-form solution
IV. NUMERICAL SIMULATION RESULTS
In this section, a number of numerical experiments are carried out to study the performance of the proposed DOA estimation algorithm and compare it with several existing stateof-the-art algorithms, including L1-SVD [16] , OGSBI [30] , and SPA [44] . In all the experiments, a ULA with M = 10 sensors is considered unless otherwise noted. Note that the proposed algorithm also can be utilized to implement the sparse uniform array (SLA). Without losing generality, a uniform sampling grid is considered in all the algorithms involved in this paper except the SPA algorithm. The number of snapshots T is 100 in the MMV models. Considering K = 2 far field narrow band sources impinging onto the ULA from
To evaluate the performance these algorithms, the average root mean square error (RMSE) between true DOAs θ and the estimated onesθ is defined by
where Q denotes the number of trials, θ (q) andθ (q) are true DOAs and estimated ones in the qth trial, respectively.
The parameters of each algorithm are set as follows. For our algorithm, the initial value of σ is set to σ 0 = 5 · max i S 0 i,: 2 which is suggested in [41] , ρ = 0.9, σ f = 5 × 10 −4 , I = 5, and τ = 10 −4 . For OGSBI algorithm, all the parameters are same as [30] . All results reported in our experiments are average results of 100 Mote-Carlo simulations. Our simulations were carried out in MATLAB2018a on a 64-bit Windows 10 operating system with a 3.0-GHz Intel i5 CPU and 8.00-GB RAM.
Grid spacing plays an important role in the trade-off between angle resolution and computational burden of the proposed method. Reducing the grid spacing can improve the resolution, but it will increase the computational burden, and vice versa. Accordingly, in the first experiment, the effect of different grid spacings is investigated on the RMSE of DOA estimation and the computational cost with different SNR values. Three different grid spacings ( r = 1 • , r = 2 • , r = 3 • ,) are used. Simulation results with SNR ranging from −10 dB to 20 dB are shown in Fig. 1 and Fig. 2 . As demonstrated in Fig. 1 , the dense grid achieves less RMSE and the grids with spacings of r = 1 • , r = 2 • have similar performance in low and medium SNR. Fig. 2 shows that the denser grid requires more computations. Combining the analysis of Fig. 1 and Fig. 2 , a grid spacing of r = 2 • is chosen in the remaining experiments.
In the second experiment, the convergence of the proposed method is studied first. K = 2 uncorrelated signal sources located in [−5.3 • , 5.3 • ] impinge onto the ULA with additive Gaussian white noise of SNR = 20 dB. The snapshots number is set to T = 100. Average RMSEs versus number of iterations are presented in Fig. 3 . It can be seen that the proposed algorithm converges after 3 iterations.
To evaluate the performance of DOA estimation of the proposed algorithm, the third experiment is setup to compare our method with other well-known methods, where SNR = 30 dB. From Fig. 4 , it is observed that all algorithms can closely estimate DOAs. However, our proposed algorithm achieves the best performance among these algorithms.
In the fourth experiment, all methods with K = 2 uncorrelated signal sources are compared with SNR varying from DOA outperforms other state-of-the-art methods in reaching a smaller RMSE under the whole SNR range.
The effect of the number of snapshots on the performance of these methods is studied and results shown in Fig. 6 , where SNR is set to 20 dB. We can see that the performance of all methods is improved with the increasing of number of snapshots except OGSBI, and the improvement of these algorithm is slow when the number of snapshots exceeds a certain threshold. The method proposed in this paper has the best DOA estimation performance among these methods for all snapshots T . In addition, its performance improves faster than the other methods with the increasing of snapshot number. For T > 150, the snapshot number has less effect on the DOA estimation performance.
Finally, an experiment is carried out to evaluate the performance of our method in case of correlated signal sources. Two correlated signal sources are used with directions of −10.3 • and 10.3 • , and the correlation coefficient is set to be 0.9. The RMSE comparisons with SNR ranging from −10 dB to 20 dB are shown in Fig. 7 . It can be seen that the proposed method still provides an excellent performance in comparison with the other methods.
V. CONCLUSION
In this paper, an novel off-grid DOA estimation method has been proposed under sparse representation framework, which jointly estimates sparse signal sources and gird offset parameter. In this method, a family of nonconvex sparsity-inducing functions have been used as penalties for sparse signal sources, which gradually approximate 0 norm by decreasing sequence for scale parameter. An alternating proximal method in the iteration framework with the help of proximal splitting technique has been utilized to solve the proposed method and tackle the projection problem via ADMM algorithm. Extensive numerical experiment results demonstrated that the proposed method achieves more accurate DOA estimation than the other state-of-the-art methods presented in previous articles. Furthermore, the proposed algorithm framework in this paper is also suitable for others array geometries.
