An experimental investigation into the correlation between ion acoustic turbulence (IAT) and anomalous ion heating in the plume of a 100 A-class LaB 6 hollow cathode is presented. Laser-induced fluorescence is employed to measure the ion velocity distribution function, and a translating ion saturation probe is used to quantify the spatial dependence of the IAT wave energy. It is found that over a range of flow rates and operating currents both the ion temperature and IAT energy increase downstream of the cathode in qualitatively similar ways. Both parameters also are shown to be impacted by operating conditions: the IAT energy and ion temperature decrease at higher flow rates and lower discharge currents. It is shown that the ratio between ion temperature and wave energy is related by a scaling parameter that depends on the background plasma parameters, and this relation is examined in the context of previous analytical work on IAT-induced ion heating. 
ANY long-duration space missions (up to 50 kh) have been proposed over the past two decades that would use electric propulsion in the form of ion [1] and Hall thrusters [2] . Hollow cathodes, which both ionize the propellant and neutralize the exhaust in most forms of electric propulsion, must also be able to meet these increasingly demanding requirements on lifetime and current. One possible failure mode for hollow cathodes for such missions is erosion caused by energetic ion bombardment, the mechanism of which has not yet been bounded or fully understood. The term "energetic" here refers to energies in excess of that explained by classical processes such as electrostatic acceleration or plasma gradients.
The initial observations of erosion of surfaces exposed to high current hollow cathode plumes were in 1988 by Rawlin [3] and Brophy and Garner [4] , who saw evidence of energetic ions in both axial and radial directions. Since that time many researchers have measured the ion energy distribution function (IEDF) in hollow cathode plumes [5] [6] [7] [8] [9] using retarding potential analyzers (RPAs). Many of the studies show energies well in excess of the discharge voltage, which is typically 15-20 V. Although several explanations for the source of energetic ion production have been proposed, several studies suggest that ion acoustic turbulence (IAT) may be a significant contributor. Mikellides et al. [10] claimed that IAT could exist in the cathode plume, caused by a high electron Mach number and electron-to-ion temperature ratio. Experimental work by Jorns et al. [11] [12] [13] confirmed the existence of IAT in the plume, showed that the ion energy and temperature trends measured in the far plume correlated with the wave energy measurements obtained in the near plume, and found the IAT wave energy to increase with discharge current and decreasing flow rate. Theoretical work by Jorns et al. [9, 14] showed qualitative agreement with a 1D kinetic model estimating ion heating on the cathode centerline, and found the measured wave energy to be sufficient to cause the formation of a hot ion tail. Additionally, measurements by Ho et al. of the keeper face of a 100 A LaB 6 cathode show that erosion rates are higher than can be explained by ions falling through the sheath potential alone, and that anomalous erosion rates correlated with operating conditions known to result in anomalously energetic ions [15] .
This body of analytical and experimental work suggests that the onset of anomalous ion heating is related to the onset of IAT, and that ion heating measured locally with laser-induced fluorescence (LIF) should correlate with wave energy measurements. However, to date there has not been a direct experimental correlation locally in the plasma between the IAT energy and ion temperature. Although LIF has been performed on hollow cathode plumes (see Refs. [16, 17] ), the plume conditions were different from that studied here and were not focused on regimes associated with strongly developed IAT. The goal of this investigation is to examine the correlation between IAT wave energy and ion temperature using LIF and ion saturation probe techniques in the plume of a 100 A class hollow cathode. In the first section, we briefly outline the theory of IAT in the plume. In the second section, we describe the experimental setup used to measure the IAT wave energy and ion heating on the plume centerline. The third section presents experimental data analysis and results. In the fourth and final section we discuss the results and compare to a theoretically predicted scaling between IAT wave energy and ion temperature.
II. Theory
Ion acoustic waves are produced when the velocity of the electrons in the reference frame of the ions exceeds the ion acoustic speed [18] , c s T e γ i T i ∕m i p , where T e and T i are the electron and ion temperature in eV, m i is ion mass, γ i is the ratio of specific heats for ions (assumed to be equal to 3 for longitudinal compressions), the electrons are assumed to be isothermal, and it is assumed that Landau damping from ions is small. These waves can become unstable over a broad range of frequencies (typically 100 kHz to several MHz) and develop into IAT. The source of free energy in IAT is the relative drift velocity of the electrons, which transfers energy to the wave through inverse electron Landau damping. Scattering of the electrons on the waves results in what is referred to as anomalous resistivity, which can greatly exceed the classical resistivity caused by Coulomb collisions only, and Joule heating of the electron population. The ions interact with the waves through ion Landau damping, which extracts energy from the waves and heats the ions. The turbulent waves exist as a cone-shaped distribution of wave vectors whose axis is aligned with the direction of the relative electron drift velocity [18] . Along this direction the growth rate is maximum, allowing us to ignore the oblique wave components.
The dispersion relation for ion acoustic waves for the experiment considered here is given in Ref. [12] , the real part of which is given by:
where ω is wave frequency and k is wavenumber. It is assumed that the wavelength is long compared with the Debye length and that the plasma is uniform locally (i.e., it varies slowly compared with the wavelength of the wave). Expressing the imaginary part in terms of wave growth rate, γ, the result is [12] :
where V 0 e is the drift velocity of the electrons relative to the ions (V 0 e V e − V i ), v e is the electron thermal velocity, and ν i is the ion collision frequency. The terms represent inverse electron Landau damping, ion Landau damping, and collisional damping, respectively. In the hollow cathode plume collisional damping is dominated by ionneutral collisions.
As summarized in Ref. [14] , there are several studies that have suggested a relationship between ion heating and ion acoustic turbulence. For the plasma environment created by a hollow cathode plume, Jorns et al. proposed a relationship based on a quasilinear formulation between the ion temperature and the wave energy [9, 14] , briefly described here. Ignoring nonlinear wavewave and wave-particle-wave interactions, and assuming that the plasma is both weakly turbulent and has random phase (both of which have been verified experimentally [12] ), the effect of IAT on the ion distribution function can be expressed as a diffusion operator in velocity space using quasilinear theory. This diffusion operator consists of a resonant component, which accounts for energy transfer to ions moving at the phase velocity of the wave (v ω∕k), and a nonresonant component, which accounts for the superposition of waves of random phases causing periodic variations in the distribution function, the net effect of which is a broadening of the distribution function. This fluid treatment of IAT-driven ion heating neglects the resonant wave-particle interaction, assuming it to be small relative to the nonresonant component.
In the reference frame of the ions, the energy density associated the ion motion, W part n 0 T i , can be related to the electrostatic energy density of the wave, W T n 0 E T , by a scaling parameter, Γ W part ∕W T , where n 0 is the zero-order plasma density (assuming quasi-neutrality) and E T is the total energy per unit charge from the spectrum of electric field fluctuations. Note that here we are only considering the energy associated with the IAT portion of the fluctuation spectrum. The energy in the low-frequency oscillations is not considered here, but may also contribute to ion energy. The relationship between the change in ion temperature as a function of wave energy change is then given by:
Using the dispersion relation of ion acoustic waves subject to the simplifying assumptions above yields the following expression for the energy of electrostatic waves [19] :
whereφ k is the amplitude of the fluctuating plasma potential of acoustic mode with wavenumber k and q is the fundamental charge. This expression shows that the thermalized energy of the distribution can be related to the total wave energy.
III. Experimental Setup

A. Facility and Cathode Assembly
The experiments were performed in a 2.6 m × 5.2 m long vacuum chamber at the Jet Propulsion Laboratory, California Institute of Technology. Pumping was provided by a combination of LN 2 shrouds and cryogenic pumps, with a total xenon pumping speed of ∼40 kL∕s and a base pressure of ∼10 −7 Torr. Convection and ionization gauges provided pressure information. The cathode discharge was powered by a Sorensen power supply capable up to 330 A. Cathode flow control was provided by an 0-50 sccm Apex flow controller. A needle valve on a bypass leg allowed for increasing the background pressure. Research-grade xenon gas was used for all testing.
The experiments discussed in this paper were performed using a 100 A class LaB 6 hollow cathode, shown in Fig. 1a . The cathode and keeper were made of graphite and the cathode orifice plate was made of tungsten. A 100-mm-diam, 300-mm-long copper anode was located 30 mm downstream of the keeper face and concentrically aligned with the cathode. The high-power capability of the cathode required water cooling through a copper tube brazed to the anode. Tungsten sheets lined the inside of the anode to reduce the rate of sputtering from the anode to the cathode, because the sputter yield for copper is higher than tungsten. No magnetic field was applied in this test series to simplify the comparison of theory to experiment.
Modeling by Lopez-Ortega [20] showed the maximum field to be 50 G in the region between the cathode and keeper, and to decrease with distance downstream, so magnetic field effects are neglected in this study.
The cathode assembly was mounted to two orthogonal stages that provide axial and lateral translation of the assembly, while probe and optical diagnostics remained fixed. The entire setup was mounted at the end of the vacuum chamber with the anode approximately at the chamber centerline, as shown in Fig. 1b . The anode was biased with respect to the cathode via the copper tubing, which are isolated from the chamber through a nonconducting sleeve. The cathode was kept at ground potential, with both the keeper and anode floating relative to the cathode.
B. Laser-Induced Fluorescence Diagnostic
LIF was used to measure the IVDF in the near field. The LIF technique involves measuring the Doppler shift of an absorption line of singly ionized xenon to provide the ion velocity distribution, using the relationship v i cΔf∕f 0 , where v i is ion velocity, Δf is the difference between the laser frequency and the frequency of the absorption transition in the rest frame of the ions, f 0 , and c is the speed of light. Because of its high transition probability and accessibility using diode lasers, the XeII 5d 2 F 7∕2 → 6d 5∕2 2 transition is excited using 834.953 nm (vacuum), resulting in fluorescence at 542.066 nm (vacuum) [21, 22] . LIF is preferable to an RPA because it does not perturb the plasma, measures only a single species at a time, has a high spatial resolution, and does not require knowledge of the plasma potential (which is required for RPA measurements [see Sec. III.C.1]). A schematic of the laser optics table is shown in Fig. 2a . The laser is a continuous-wave TLB-6700 Velocity diode seed laser coupled into a TA-7616 tapered amplifier, both by New Focus. The maximum power from the tapered amplifier was 550 mW. Wavelength measurement was provided by a High Finesse WS7 wavelength meter with 60 MHz (0.12 pm) resolution. The injection beam was modulated at 3 kHz using an optical chopper and coupled to a 50 μm optical fiber.
Inside the chamber a 62.5 μm fiber was coupled to 25 mm injection optics that provided a 2 mm spot size at a 1 m working distance, with a maximum average power of 120 mW. Figure 2b shows the optical configuration at the cathode assembly. The collection optics consisted of two 25-mm-diam lenses with 75-125 mm focal lengths. The upstream-facing lens was used to observe from the keeper face to 15 mm downstream, whereas the downstream-facing lens provided access from 15 to 60 mm downstream. The spot sizes were 0.6-1.2 mm. The collected light was focused to a 600 μm fiber connected to a Hamamatsu H10721-01 photomultiplier tube (PMT) using a bandpass filter centered at 543 nm with 11 nm FWHM acceptance. Current output from the PMT was directed to a Keithley Model 427 current amplifier, which output voltage to a Stanford Research Systems SR830 lock-in amplifier. The optical chopper was also connected to the SR830, which output the phase-sensitive detection amplified PMT signal to a National Instruments DAQ card.
Most of the LIF signals showed two peaks, referred to here as the "slow" and "fast" ion populations, with the slow population drift nearly zero. We therefore employ a dual Gaussian curve fit:
where n 01 and n 02 are the densities of the two ion populations of the slow and fast populations, respectively, and V i1 and V i2 are the most probable velocities. In the following, the reported ion temperatures and mean drifting velocity stem from this deconvolution technique, an example of which is shown in Fig. 3 . Hyperfine broadening was found by Huang et al. [23] and Pawelec et al. [24] to be ∼450 MHz, and Stark broadening due to charged particle collisions for the densities measured are estimated by Huang (extrapolating from data presented by Manola and Konjevic [25] ) to be ∼20 MHz [26] . Because of the relatively large full-width half-max (FWHM) of the signal, both hyperfine and Stark broadening are therefore neglected. The primary uncertainties in the derived ion properties are then due to the deconvolution procedure and estimates of the degree of saturation broadening. Saturation broadening occurred due to the high laser intensity (∼76 mW∕mm 2 , assuming a top-hat spatial profile) used to maximize the signal-to-noise ratio. The amount of broadening was estimated using the approach by Chaplin et al. [27] and Smith [28] for a two-level model of this transition, and will only be briefly described here. A lineshape that consists of both Doppler broadening (a Gaussian) and natural broadening (a Lorentzian) associated with saturation broadening will be a Voigt profile whose FWHM is effectively the same as a Gaussian for large ratios of Doppler to natural broadening. For each LIF measurement the original Doppler broadening was iterated upon until the total FWHM of the final Voigt matched the FWHM of the fast population from Eq. (5), and the difference used to estimate the effect of saturation broadening in terms of T i . A formal procedure in which the raw LIF measurement is deconvolved using the Doppler and Lorentzian functions before the dual Gaussian curve fitting would be more rigorous, but in order for this more complicated analysis to be justified the exact degree of saturation broadening should be known (which is not the case for these conditions). Also, other aspects of the transition, such as electron-induced excitation and quenching, would need to be incorporated into a higher-order energy level model due to the high densities in the near plume. Because of these unknowns, we therefore estimate the total uncertainty as the root-mean-square of the uncertainties due to saturation broadening and curve fitting.
C. Probe Diagnostics
Plasma probes were used to measure the properties needed to determine the turbulent wave energy in the plasma. A Langmuir probe was used for obtaining plasma density and electron temperature. An RPA was used to measure the ion energy in the far plume for comparison with near-plume measurements of ion energy obtained from LIF. This section briefly describes the operation of each as well as assumptions made in the data analysis.
Retarding Potential Analyzer
A four-grid-type RPAwas located on the cathode centerline 350 mm downstream of the keeper face, approximately at the end of the anode, facing the cathode keeper face. The first grid of the RPAwas allowed to float; the second, electron-repelling grid was biased to −10 V with respect to ground; the third grid had a variable bias voltage applied to discriminate ion energies; the fourth grid was grounded through a Keithly 427 high-impedance current amplifier. The output voltage from the amplifier provided a signal proportional to ion current to the collector with energies greater than the discriminator bias voltage. Because it is not possible to discern between singly and multiply charged ions, it was assumed that singly charged ions dominated the plasma at the RPA location. The discriminator voltage was provided by a DC power supply swept at 1 V increments from 0 to 100 V and measuring the time-averaged voltage at each step. From Ref. [29] , Chap. 3, the collector current is determined as follows:
where I c is the collector current, V bias is the discriminator bias, n i is ion density, A is collector area, and f i;c E is the IEDF at the collector, and ϕ pl is the local plasma potential. Accounting for the local plasma potential is necessary due to energy gained by the ions falling through the sheath to the collector. The value for ϕ pl at the location of the RPA was not measured in these experiments, and so it was approximated to be equal to the discharge voltage, V d . Differentiating Eq. (6), we get:
where the constants were ignored because we are seeking the IEDF shape function. These differentiated data were boxcar-averaged and then normalized to the signal maximum for each measurement condition. Because it is possible that ϕ pl < V d , the energies calculated could be slightly higher than calculated here.
Langmuir Probe
A cylindrical Langmuir probe was used to measure plasma density, electron temperature, and wave energy. The probe consisted of a 2-mm-long, 0.5-mm-diam cylindrical tungsten rod protruding from an alumina tube mounted vertically and fixed in location relative to the cathode assembly stage. Probe measurements were taken from 4 mm downstream of the keeper face to 3 mm upstream of the anode.
To obtain electron temperature the probe bias was swept from −70 V to 10 V relative to ground using a Kepco bipolar operational power supply. The sweep signal was provided by a Wavetek 178 waveform synthesizer swept at 30 Hz, isolated from the Kepco supply with an operational amplifier. Current was measured through a 50 Ω resistor by an oscilloscope, averaging the trace over 50 sweeps. The 10 V maximum bias voltage was chosen to avoid excessive electron current (caused by densities exceeding 10 19 m −3 ) that could make the probe emissive at that sweep rate. The electron temperature was inferred from an exponential fit to the probe currentvoltage (IV) trace [30] . The ion current was approximated using a linear fit to the IV curve in the voltage range of approximately −40 V to −10 V. Uncertainty was approximated by applying linear regression to both the linear ion saturation and exponential electron temperature portions. Because data were only taken over the low voltage portion of the characteristic curve, it was not possible to obtain measurements of plasma potential.
To estimate the wave energy in Eq. (4) it is necessary to measure the fluctuating plasma potential amplitude spectrum in the range of frequencies associated with the IAT mode. The approach used here involves making measurements of the ion saturation current and relating this to the plasma potential fluctuation [11] using a linear perturbation analysis of the ion and electron fluid equations to obtain:
whereñ i is the fluctuating ion density and n i is the time-averaged ion density, and we have assumed that the fluctuating pressure term is dominated by density fluctuations and that electron temperature fluctuations are negligible. Also implicit in this derivation is that thẽ ϕ ≪ ϕ, which is true for IAT that typically hasφ ≤ 0.01V d . The probed was biased to a fixed value of −27 V, supplied by batteries to avoid any low-impedance paths to ground that could exist in a power supply. The high-speed measurements of the voltage drop across a 50Ω resistor were taken with an oscilloscope. Fourier analysis was performed in LabVIEW, which output the power spectrum up to 3.25 MHz along with the time-averaged DC voltage drop. Steady-state values of ion saturation current in this circuit configuration were used to approximate the plasma density. Using the commonly used assumption of stationary, isotropic, cold ions, and the thin-sheath approximation [30] , we have the following relationship:
where the ratio of density at the sheath boundary to bulk plasma, n sh ∕n 0 , is ≈e −1∕2 , A is the sheath area (approximately equal to the collection area of the probe), and v sh is the speed at which ions are accelerated to at the sheath edge (assumed to be the Bohm velocity T e ∕M i p ). It is worth pointing out that, as shown in Sec. IV, significant ion drift velocities have been found. Additionally, LIF measurements of the IVDF in similar operating conditions [31] showed that the IVDF was anisotropic along the centerline. For the electrons, significant drift velocities (M e > 1, where M e is the electron Mach number) were estimated along the centerline in Ref. [32] . These observations indicate that corrections for density and electron temperature are needed. However, this would require a self-consistent treatment of the potential structure relative to the probe surface as a function of the angle of the surface normal relative to the flow, and also would need to account for the anisotropy of ion drift and the IVDF. Such a treatment is outside the scope of this work, but it should be noted that these effects might result in an overestimation of density and electron temperature (and therefore wave energy).
IV. Results
To evaluate the energy transferred to ions by IAT it is necessary to decouple this mechanism from others that might also add energy to the ions. Based on wave energy spectra taken in hollow cathode plumes operating at high current-to-flow rate ratios the dominant mode appears to be one that has most of its energy content in the <100 kHz frequency range. This is generally associated with ionization instability fluctuations that can reach large amplitudes [6] . To isolate the effects of IAT, experiments were conducted at discharge currents of ≥70 A. Ion heating as a function of discharge current and cathode flow rate were parametrically evaluated for five operating conditions, shown in Table 1 . (Note that the standard used for flow rate is 25°C and 760 torr). IV curves for the three flow rates are shown in Fig. 4 . Voltage and currents shown are accurate to within 1 Vand 1 A, respectively. To match the plasma conditions previously performed on this cathode design at JPL [13] (because the plasma properties were extensively measured), background pressure was controlled to 2.2 × 10 −4 torr by flowing xenon through a leak valve.
A. Steady-State Langmuir Probe Measurements
Plasma density, shown in Fig. 5 , was determined using Eq. (9). Uncertainties are not presented because the dominant uncertainty, caused by the high particle drifts and discussed in Sec. II, is beyond the scope of this work to estimate. A first-order calculation indicates these calculations to be within a factor of 2.
Electron temperature, which is needed to determine IAT wave energy per Eqs. (4) and (8) , is shown in Fig. 6 . Values of 2-3 eV were found, consistent with values reported by Jorns et al. [9] . The measurements for the 70 A case at z 18 and 20 mm locations are absent due to data integrity concerns. An uncertainty analysis based solely on curve fitting shows an uncertainty <1%, with the following caveats: data were only fitted on a small region along the lower portion of the exponential, a linear fit was used for subtraction of the ion saturation current, and no flow effects were considered. As with density, particle drift effects are thought to be the dominant source of uncertainty.
B. RPA Measurements
The ion energy distribution function measurements obtained with the RPA in the far plume on-axis are shown in Fig. 7 . The change from 70 to 100 A at 10 sccm produced no appreciable change to the IEDF, but increasing current to 130 A resulted in an increase in maximum energy by ∼10 eV, with the most probable energy relatively unchanged. Note that the hump in the 130 A, 10 sccm signal around 60 eV is believed to be due to the numerical differentiation performed on raw data with low signal-to-noise ratio. All cases showed maximum energies greater than the ∼20 V discharge voltage. The effect of increasing flow rate at 130 A was more apparent, having the opposite effect to increasing current: the mean energy decreases as does the maximum. This follows the trends of Ref. [9] that showed dampening of IAT by ion-neutral collisions, reducing ion heating.
C. LIF Measurements
An example of the signal obtained from LIF is shown in Fig. 8 for the 70 A, 10 sccm operating condition at three locations in the plume. At the keeper orifice (z 0 mm) it can be approximated by a single Gaussian curve fit and corresponds to an ion temperature of ∼1 eV. This is consistent with classical heating mechanisms inside the cathode, presumed to be caused by a cascade of ions falling through wall sheath potentials, undergoing charge-exchange collisions, and being resistively heated as shown by the modeling by [20] . Downstream the distribution broadens to nonclassical values, and a second peak forms nearly centered at 0 km∕s. One possible explanation for this population is ionization, for which the mean free path is 2-3 cm based in this plasma. Charge-exchange could also contribute to this population because the mean free path is of the same order as that for ionization in this region, estimated using the simplified neutral gas model in Sec. V. Another observation is the lack of a tail on the distribution typically associated with resonant wave-particle interactions [13, 33] . Although reasons for the absence are not understood at this time, it is possibly due to a relatively small number of particles able to interact with the wave, or that thermalization of that interaction takes place rapidly due to ion-ion or ion-neutral collisions due to the high density of the near plume. Investigations into the source of the slow population, its effect on IAT, and the possible thermalization effects of wave-particle interactions for this plasma are ongoing.
To enable comparison to the far-field IEDF results obtained by the RPA in Fig. 7 , IEDFs calculated from LIF measurements are shown in Fig. 9 at the z 12 mm, for the fast population only. Although not reported here, for z ≥ 20 mm, the maximum ion velocity remains nearly constant, and so these LIF-derived IEDFs are representative of that which is expected to exist at the RPA location. These results follow the same qualitative trends in relation to mass flow and discharge current as the axial RPA results, with maximum ion energies also similar.
The results for ion temperature are shown in Fig. 10 . We observe that ion heating is weakly dependent on current but strongly dependent on flow rate. However, all cases at 10 sccm show increasing temperature with distance downstream. For the case of increasing flow rate the ion heating rate is suppressed and nearly flat for the 20 sccm case. The most probable ion velocities are shown in distance from the keeper face. The mechanism responsible for the acceleration could possibly be due to pressure or potential gradients, but is not fully understood at this time.
D. Wave Energy Measurements
To isolate the wave energy associated with the IAT mode from the low-frequency fluctuations, typically at frequencies <100 kHz, the raw spectrum of signal power (i.e., jφj 2 ) was fit to a polynomial forced to terminate to zero amplitude at approximately 100 kHz. This ad hoc approach was used because the spectral profile of the lowfrequency fluctuations is not known, and because the majority of conditions resulted in an IAT-dominant spectrum. Therefore this approach to spectral curve-fitting should introduce little uncertainty to the integrated spectral power. An example of a fluctuation spectrum and the curve fit used to determine the total IAT spectral power is shown in Fig. 12 . The IAT power is clearly defined, and the fluctuations below ∼100 kHz are ignored. This plot illustrates the inverse cascade of wave energy from high to low frequencies, which is consistent with a turbulent spectrum (cf. Ref. [34] Chap. 1). The wave energy values were not reported for cases where it was not possible to distinguish between the two modes. Figure 13 shows contour plots of the spectral power evolution with distance into the plume, illustrating increase in power at higher frequencies followed by a reduction toward low frequencies near the anode.
Using Eq. (4) and these integrated spectral powers, the wave energy density was calculated and is shown below in Fig. 14 . Note that the wave energies for the 70 A, 10 sccm condition are not reported for z > 14 mm due to the inability to isolate the IAT component. The first general trend found is that increasing gas flow rate correlated with decreasing wave energy, possibly due to larger damping of the IAT mode by ion-neutral collisions. The second trend is that increasing discharge current correlated with increasing wave energy. However, the peak wave energy for the 100 A, 10 sccm case was higher than the 130 A, 10 sccm case, which differs from the trend seen in Ref. [9] (for similar currents but at 15 sccm instead of 10 sccm), which showed a monotonic increase in total wave energy with discharge current. The correlation of wave energy with discharge current is not obvious because the growth term depends not only on current but also on the relative electron drift velocity and particle temperatures, as well as on the specific nonlinear saturation mechanisms of the turbulent energy spectrum. This nonmonotonic increase of IAT with discharge current remains an open issue.
V. Discussion
As discussed in the Introduction, there is evidence for a correlation between ion energy in the far plume and wave energy associated with IAT wave energy. Indeed, the results of this study (as shown in Figs. 10 and 14) show similar qualitative trends in both ion temperature and wave energy as discharge current and flow rate are varied, resembling correlations first noted in Ref. [13] . These observations also make intuitive sense in that the waves are primarily carried by ion motion and therefore an increase in wave energy should lead to an effective increase in ion temperature. It should be noted that we cannot rule out other mechanisms that could also contribute to ion heating. For example, it is possible that there could be a potential drop along the centerline that could accelerate ions. Although plasma potential was not measured in this experiment, no measurements in the literature indicate potential drops sufficient to explain the high energies measured here by LIF and RPA diagnostics. Additionally, ions may gain energy from the low-frequency fluctuations. Because such a coupling has not been investigated, it is not possible to estimate this effect, and so we focus here exclusively on the effects of the IAT mode.
We will now explore this scaling quantitatively in the near plume, which could be useful for informing cathode simulations such as that in Ref. [20] that are attempting to self-consistently determine the wave energy density and ion temperature. The theoretical basis for that simulation is described in Ref. [14] , which found the following scaling:
where ω pi is the ion plasma frequency, α is a constant of ∼O10 −2 , and ω 0 is the low-frequency cutoff related to the damping of acoustic modes at long length scales by processes such as geometric constraints or ion collisions. Here we briefly discuss simple models to estimate this cutoff frequency to enable a calculation of the scaling parameter based on Eq. (10) using background plasma measurements as inputs.
A. Low-Frequency Cutoff
The low-frequency damping due to geometric constraints comes from the eikonal/WKB approximation (cf. Ref. [35] Chap. 1) that states that the length scale of the plasma properties must be short relative to the wavelength in order for the mode to propagate. We approximate the length scale based on the density gradient: L n 0 ∕∇n 0 2π∕k c , where k c is the cutoff wavenumber. Substituting k c into Eq. (1) gives the low frequency cutoff as:
Another relevant parameter for the low frequency cutoff is the ionneutral collision frequency, ν c;in . For this weakly ionized plasma we assume that the dominant collisions are due to charge-exchange and elastic ion-neutral collisions, the frequency of which is determined by the following:
where n n is the neutral gas density, v i T i ∕m i p is the ion thermal velocity, and the cross sections for charge-exchange and elastic collisions are, using Ref. [36] , approximated by σ CEX −0.8821 ln jv i − v n j 15.1262 × 10 −20 m 2 and σ el 6.42 × 10 −16 ∕jv i − v n j m −2 , respectively. To approximate the neutral gas density, collisions were neglected and it was assumed to expand with a divergence half-angle of θ 22.5 o [37] . Ionization was estimated to have a relatively small effect on neutral gas density for this plume divergence plasma density, and so was neglected. This results in n n Q n ∕v n0 πr 0 θz 2 , where Q n is the neutral particle flow rate, v n0 is the neutral gas thermal velocity (approximated as T n ∕m n p and assuming T n , the neutral gas temperature is ≈1000 K), and r 0 is the keeper orifice radius. The results for these low cutoff frequency calculations show that ω 0 ranges from 50 to 700 kHz using the using the neutral collision frequency, and from 5 to 120 kHz using the density gradient length scale. The higher cutoff frequency of the two calculated is most physically relevant, and for the tested conditions the low-frequency cutoff was dominated by the ion neutral collision frequency.
B. Scaling Parameter
The experimentally determined scaling parameter is Γ Meas ΔT i ∕ΔE T , where ΔT i and ΔE T are the changes in ion temperature and wave energy density relative to the conditions at the keeper face (approximated by measurements at z 4 mm). Figure 15a shows both Γ Meas (where ΔT i at the location of the E T measurements was estimated by interpolation of the LIF-obtained T i ) and Γ Theory calculated using Eq. (10) on a semilog scale. Because of the large number of assumptions, no uncertainty analysis for the theoretical estimate was performed. Figure 15b shows the scaling parameters accounting for propagation of uncertainty on a linear scale. Upstream of z 12 mm the uncertainties in Γ Meas are large due to the large relative uncertainties and small changes in parameters before the exponential rise downstream. For this reason we focus on the region z ≥ 12 mm, where the scaling parameters converge toward the theoretical estimates. Additionally, because no appreciable changes in either ion temperature or wave energy were observed for the 130 A, 20 sccm operating condition, scaling parameters for those measurements are omitted from both figures. These figures show that Γ Meas is very large in the region nearest the keeper and decreases exponentially downstream, almost monotonically. Some potential explanations for the deviation between Γ Meas and Γ Theory are proposed here.
The first uncertainty considered is the value of ion temperature. As discussed, the degree of saturation broadening cannot be fully determined without repeating the experiment due to uncertainties in validity of the two-level energy model for this transition. Additionally, it is possible that one or both of the ion distributions being fitted are not Gaussian. However, in the near-keeper region the temperature estimates would have to be off by 2-3 orders of magnitude to explain the disagreement in Γ. The wave energy measurements could also have been affected due to the inevitable perturbation of the plasma because the probe was large in relation to the plume diameter near the keeper. Although not quantitatively characterized in this work, there was a clear effect of the probe on the global behavior of the cathode discharge when the probe was at the 4 mm downstream location, reducing the discharge voltage by as much as 10%. The effect on discharge current decreased for locations farther downstream.
Another possible explanation for these observations could be that the fluid formulation used to derive the scaling parameter in Eq. (10) in Ref. [14] is not valid in the region nearest the keeper, but becomes increasingly valid with distance downstream where the instability saturates. The theory assumes slowly varying plasma parameters with respect to the wave growth rate, which may not be the case in regions nearest the keeper. Also, the α parameter from Eq. (10) may not be constant in the plume. Near the anode, where the IAT is more fully developed, there is agreement to theory within a factor of 10 for two operating conditions, which is encouraging and may indicate that the theory can be improved to better account for regions corresponding to the initial growth of the instability.
VI. Conclusions
In this study, measurements of the correlation between ion acoustic turbulence (IAT) wave energy and ion heating for hollow cathodes used for electric propulsion were obtained for the first time. Although there is a clear qualitative correlation between the two parameters, they are not 1:1, which suggests that there must be a scaling parameter. The results were examined in the context of previous quasilinear attempts to derive this parameter. One of these theories, which has been successfully applied in a self-consistent model, suggests that the scaling parameter should depend uniquely on background plasma parameters and a so-called low cutoff frequency. This calculated parameter has been used in combination with two models for the cutoff frequency and found agreement to within an order of magnitude, in the region of the plume where IAT was fully developed, for two operating conditions. This suggests that this may be a promising analytical hierarchy to relate IAT to ion temperature. However, the scaling parameter was measured to be much higher than predicted near the cathode keeper. These disagreements with theory could be due to experimental uncertainties or assumptions in the analytical theory that neglect rapid variations in plasma parameters that may occur in the region of the plume where IAT is developing.
It is important to understand ion temperature in hollow cathode plumes because of the potential damage caused by energetic ions, and more generally because it offers insight into the energy balance of IAT that affects the overall macroscopic properties in the plume. Although the current study focused on ion heating along the centerline only, it will provide a database for theory evaluation that may lead to application in regions off-axis. In particular, there is interest in simulating the ion conditions along the keeper face to better understand keeper erosion, which is the focus of ongoing work. The results from this research are currently being used to validate models being developed for the first time that self-consistently model hollow cathode plumes, which predict ion temperatures within a factor of two [20] compared with these results. That model will enable predictions of cathode lifetime, aid cathode design, and inform the selection of operating conditions to mitigate erosion caused from energetic ion production.
