Central in entanglement theory is the characterization of local transformations among pure multipartite states. As a first step towards such a characterization, one needs to identify those states which can be transformed into each other via local operations with a non-vanishing probability. The classes obtained in this way are called SLOCC classes. They can be categorized into three disjoint types: the null-cone, the polystable states and strictly semistable states. Whereas the former two are well characterized, not much is known about strictly semistable states. We derive a criterion for the existence of the latter. In particular, we show that there exists a strictly semistable state if and only if there exist two polystable states whose orbits have different dimensions. We illustrate the usefulness of this criterion by applying it to tripartite states where one of the systems is a qubit. Moreover, we scrutinize all SLOCC classes of these systems and derive a complete characterization of the corresponding orbit types. We present representatives of strictly semistable classes and show to which polystable state they converge to via local regular operators.
I. INTRODUCTION
Due to the relevance of multipartite entanglement in many areas of physics, entanglement theory has developed into an important research topic over the last decades [1, 2] . Multipartite entanglement does not only play an essential role in quantum communication [3] , in quantum computation, e.g., measurement-based quantum computation [4] , or quantum metrology [5] , but it does also play a role in condensed matter physics. There, a connection between entanglement present in the wave function and quantum phase transitions can be drawn [6] . Moreover, tensor network methods such as matrix product states [7] or projected entangled pair states [8] embody powerful numerical tools in condensed matter physics [9] .
Entanglement theory is an resource theory, which becomes apparent in the scenario of spatially separated parties sharing a joint quantum state, an often considered scenario in quantum information theory. There, it is natural to restrict the allowed operations to Local quantum Operations assisted by Classical Communication (LOCC). Then, entanglement arises as a resource allowing to achieve certain tasks that are not possible by LOCC alone. Moreover, it is apparent that any state |ψ , which can be deterministically converted to another state |φ via LOCC, must be at least as entangled as |φ . The reason for that is that any task starting out with the state |φ could as well be implemented starting out with the state |ψ instead (transforming it to |φ as a first step). The partial order that LOCC imposes on the state space must thus be taken into account by any entanglement measure, which is also known as the LOCC-monotonicity condition for entanglement measures [2] .
Studying multipartite entanglement is hence intimately connected to understanding which state transformations are possible via LOCC. A first step in studying whether a state transformation is possible via LOCC deterministically, is studying whether the state transformation is possible via stochastic LOCC (SLOCC), i.e., with a non-vanishing probability of success. Clearly, if a state transformation is not possible via SLOCC, it is not possible via LOCC. It has been shown that if one considers fully entangled states, i.e., states |ψ for which all single party reduced density matrices ρ i = tr 1,...,i−1,i+1,...,N |ψ ψ| have full rank (here, N denotes the number of parties), then SLOCC is an equivalence relation [10] . Mathematically stated, two N -partite states |ψ and |φ are SLOCC-equivalent if and only if there exist regular operators A 1 , . . . , A N such that |ψ = A 1 ⊗ . . . ⊗ A N |φ [10] . The state space thus partitions into so-called SLOCC classes. Another often considered class of operations are Local Unitaries (LUs) [11] . Such operations are reversible and, hence, do not alter the entanglement of a given state.
For bipartite pure states, necessary and sufficient conditions for when LOCC transformations are possible have been derived [12] . Moreover, for such states, the concept of SLOCC classes is trivial in the sense that there exists exactly one SLOCC class containing all fully entangled states, i.e., states that have full Schmidt rank. All this is no longer true in the multipartite scenario. Deciding which state transformations are possible via LOCC becomes a notoriously difficult problem due to the intricate structure of multipartite LOCC protocols [13] [14] [15] . Moreover, considering the simplest multipartite quantum system, three qubits, there exist two distinct SLOCC classes (considering fully entangled states), the well-known GHZ-and W-class [10] . Furthermore, already for systems as simple as four qubits, the Hilbert space partitions into an infinite number of SLOCC classes [16] .
Recently, a notable step in the characterization of state transformations has been taken for homogeneous systems (systems for which all local dimensions equal). In particular, it has been shown that in such systems, generically, no LOCC transformations are possible [17, 18] . Impor-tant in the proof was the fact that within such systems, states for which all reduced density matrices ρ i are proportional to the identity, so-called critical states, exist. A simple criterion that allows to decide whether a critical state exists for given local dimensions d 1 , . . . , d N has been derived in [19] .
It has been realized that there is an intrinsic connection between the existence of a critical state within an SLOCC class and the geometry of that SLOCC class. Due to the Kempf-Ness theorem, an SLOCC class contains a critical state if and only if it is closed (wrt. standard complex topology) [20] . We call (states within) SLOCC classes containing a critical state polystable. It moreover holds that, within an SLOCC class, critical states are unique (up to LUs). Moreover, within polystable classes, ||g 1 ⊗ . . . ⊗ g N |ψ ||, where g i ∈ SL(d i , C), does attain its minimum for g 1 ⊗ . . . ⊗ g N |ψ being a critical state [20] . Polystable SLOCC classes have been a subject of interest in previous works [17, 18, [21] [22] [23] . It has been shown that such SLOCC classes can be distinguished by ratios of SL-invariant polynomials [22] .
These are polynomials f in the coefficients of a state |ψ , which fulfill that f (g 1 ⊗ . . . ⊗ g N |ψ ) = f (|ψ ) for any g i ∈ SL(d i , C); a complete set of such polynomials can be constructed [22, 24] . SLOCC classes (states) for which all SL-invariant polynomials vanish, form the so-called null-cone, such classes have been studied e.g. in [25] [26] [27] [28] [29] . These SLOCC classes contain the 0-vector in their closure and, obviously, cannot be distinguished with SL-invariant polynomials. SLOCC classes (states) that are not in the null-cone are called semistable. Thus, the polystable classes are those semistable classes that do contain a critical state. We call (states within) the remaining classes strictly semistable. These SLOCC classes do not contain a critical state, however, they do contain a critical state in their closure [20] .
Numerical tools which allow distinguishing between certain of the aforementioned types of SLOCC classes have been developed. In [30] , an algorithm which transforms a state |ψ into its so-called normal form has been presented. In case |ψ is in the null-cone, this normal form is 0. Otherwise, it coincides with the critical state within the SLOCC class of |ψ (closure of the SLOCC class of |ψ ), in case |ψ is polystable (strictly semistable), respectively. In [26, 27] , it has been shown that a numerical algorithm, which follows the gradient of the sum of the linear entropies of the eigenvalues of ρ i , also allows to determine the critical state within a polystable SLOCC class, or the critical state within the closure of a strictly semistable SLOCC class. Moreover, the latter method also allows to distinguish certain SLOCC classes within the null-cone [25, [27] [28] [29] 31] .
Here, we study the existence of semistable states, i.e., states that are neither in the null-cone, nor SLOCCequivalent to a critical state using tools from Geometric Invariant Theory (GIT). One of the main results of this article is a criterion for the existence of such states in terms of the dimensions of polystable SLOCC classes.
Moreover, we study three-partite systems with local dimensions 2, m, and n in more details. SLOCC classes in such systems have been characterized in [32] (see also [33] ) with the help of the theory of matrix pencils [34] . We apply the derived criterion for the existence of strictly semistable states in the context of such systems. Moreover, we not only answer the question of whether strictly semistable states exist, but also derive a full characterization of the orbit types of all SLOCC classes within such systems.
The outline of the remainder of the paper is the following. First we introduce our notation and some preliminary results on SLOCC classes and the normal form of multipartite states [30] . We will also recall how SLOCC classes of polystable states can be distinguished via SLinvariant polynomials [22] . In Sec. III we will focus on semistable states. Using tools from GIT, we will show that strictly semistable states exist if and only if there exist two polystable states whose orbits have different dimensions. In Sec. IV we illustrate the usefulness of this criterion by characterizing all SLOCC classes of tripartite states in 2 × m × n. Moreover, we will identify the representatives of strictly semistable states and will show to which polystable states they converge to via SLOCC.
II. NOTATION AND PRELIMINARIES
In this section we first introduce our notation and then review some important concepts utilized in the characterization of SLOCC classes.
We consider the Hilbert space, H = C d1 ⊗ C d2 ⊗ . . . ⊗ C d N with arbitrary local dimensions d i ≥ 2. We are mainly interested in pure normalized states in H. Hence, we consider the complex projective space P(H), which is obtained from H by identifying any two vectors which are proportional to each other via a non-zero complex number. For any vector |φ ∈ H the corresponding quantum state is denoted by [φ] ∈ P(H). Throughout the paper we will consider actions of appropriate Lie groups on both H and P(H). The action of a Lie group H on H will be denoted by H H and the action on P(H) by H P(H), respectively. Given a Lie group H, the H-orbit of a vector |Ψ ∈ H is defined as
The stabilizer of a vector |Ψ with respect to the group H is defined as
Any orbit H|Ψ is an embedded submanifold of H which is isomorphic to the left coset of H |Ψ in H, namely H|Ψ H/H |Ψ . Hence, the larger the dimension of the stabilizer of the state, which is equal to the number of linearly independent generators of the stabilizing Lie subgroup, the smaller the dimension of the orbit. More precisely, the dimensions satisfy the formula
The action of a Lie group H on P(H) is induced by the action H H via
Hence, the orbit through any state [Ψ] is given by 
We also have that H[Ψ] H/H [Ψ] and
The stabilizer H [Ψ] is the set of symmetries of [Ψ] in H. Note that H Ψ ⊂ H [Ψ] for any Ψ and any Lie group H. The two groups we will consider are 1. Special local unitary operators, i.e. elements of
2. SLOCC operators, i.e. elements of G :
Both groups act in a natural way on H and P(H), respectively. The action of local unitary operators does not alter entanglement and it defines an equivalence relation. Two states are in the same LU-equivalence class if they belong to the same K-orbit in P(H 
There is a qualitative difference between the actions of K and G. The group K is compact and all K-orbits are closed. On the other hand the group G is not compact and G-orbits may not be closed. The closure of an orbit G|Ψ ⊂ H in the standard complex topology in H can obviously be obtained by adding to G|Ψ the limits of all sequences of vectors in G|Ψ . It is well known (see e.g. [35] ), that the closure in standard topology coincides with the closure in Zariski topology. We refer the reader to [35] for more details on the Zariski topology and the relations between those two topologies. Let us just mention here that a set X ∈ C m is Zariski closed if there exists a set of polynomials, S ⊂ C[x 1 , . . . , x m ] such that X = C m (S) = {x ∈ C m | s(x) = 0∀s ∈ S}, where C[x 1 , . . . , x m ] denotes the polynomial ring. A Zariski closed set is called an algebraic variety. As mentioned above, the closures of G|Ψ in H coincide in both topologies. It will become clear later on, which orbits G[Ψ] ⊂ P(H) are considered to be closed.
States which play a particularly important role in the classification of multipartite states are so-called critical states. A vector |Ψ ∈ H is called critical if all single party reduced states are completely mixed, i.e. ρ i ∝ 1 for all i. In the following we will denote the set of critical vectors by Crit ⊂ H and the set of critical states by [Crit] ⊂ P(H).
A. Normal form of multipartite states
As mentioned above, G-orbits in H may not be closed. In fact, the Kempf-Ness theorem [20] states that G|Ψ ⊂ H is closed if and only if it contains a unique (up to LUs) critical vector |Φ ∈ Crit ∪ {0} [36]. Moreover, g|Φ ≥ |Φ for any g ∈ G.
The following lemma, which deals with the closure of G-orbits, follows from well-known facts -about the dimensions of orbits in the boundary of orbit [37] and basic facts in GIT theory [38] . Lemma 1. For each |Ψ ∈ H, the boundary of its orbit, G|Ψ \ G|Ψ , is a union of G-orbits of strictly smaller dimension. Each G-orbit closure contains a unique closed G-orbit. This closed orbit is the only orbit in the closure which has minimal dimension, i.e. the closed orbit has the smallest dimension of all orbits in the closure.
Starting from a vector |Ψ ∈ H one can look for
According to the above, one of the following must be the case.
(i) The infimum is 0.
(ii) The infimum is not 0, it is attained at some critical vector |Φ ∈ Crit within the orbit G|Ψ , and the orbit is closed.
(iii) The infimum is not 0 and it is attained at some critical vector |Φ ∈ Crit, which is not in the orbit G|Ψ , but within its closure, G|Ψ .
In case (i) the vectors are said to be unstable (they form the so-called null-cone, which will be denoted by N ). For such vectors, there exist sequences {g k } ⊂ G such that lim k→∞ g k |Ψ = 0. Vectors that are not unstable are called semistable and they form a set H ss := H \ N . In case (ii) the vectors are called polystable; they are, hence, elements of an SLOCC class which contains a critical vector. In case (ii) one can distinguish two subcases: (ii a) -when the G-orbit of a polystable vector is of maximal dimension; (ii b) -when the G-orbit of a polystable state is not of maximal dimension. Note that maximal dimension refers here and in the following to the maximal dimension among all polystable orbits. In case (ii a), we call a vector stable [39] and in case (ii b), we call a vector strictly polystable. In case (iii), vectors are semistable but not polystable -we call such vectors strictly semistable. For such states, an infinite sequence {g k } ⊂ G is required in order to reach a critical state, i.e., lim k→∞ g k |Ψ = |Φ ∈ Crit. It has been shown that any strictly semistable vector is a superposition of a polystable vector and a vector from the null-cone [22] . Finally, a state in the projective space [Ψ] ∈ P(H) is called unstable/semistable/polystable etc. if it is the projection of some unstable/semistable/polystable vector |Φ ∈ H, respectively, i.e. [Ψ] = [Φ]. We denote the set of semistable states by P(H) ss . A prominent example of a state in the null-cone is the W-state, |W = 1/ √ 3(|100 + |010 + |001 ); of a strictly semistable state
) (see Section IV and Appendix F 7); and of a polystable state the critical GHZ-state |GHZ = 1/ √ 2(|000 + |111 ). We illustrate the relationship between the types of states in Figure 1 .
Note that there is a numeric algorithm, which for any state |Ψ , determines a sequence of SL-operators, which converges, if applied to |Ψ , to the normal form as discussed above [30] . If |Ψ is in the null-cone, the normal form vanishes. If |Ψ is polystable, then the normal form coincides with the critical state within the SLOCC class of |Ψ . Finally, if |Ψ is strictly semistable, the agorithm converges to, but does not reach, a critical state in the closure of the SLOCC class of |Ψ [40] .
The is a powerful tool characterizing polystable states. Any SLOCC-class of a polystable state contains a unique critical state (up to LUs). It is known that G [Crit] , is open, dense, and of full measure in P(H) [21, 35] , provided that [Crit] is nonempty. We will use this fact in the proof of our main theorem which gives a criterion for the existence of strictly semistable states.
for any |Ψ ∈ H and any g ∈ G. The vector space (over C) of all G-invariant polynomials is spanned by homogeneous polynomials of degree k ∈ N. The set of G-invariant polynomials forms a ring which is finitely generated [41] .
As polynomials are continuous functions, any Ginvariant polynomial will have the same value on any two G-orbits, G|Ψ 1 and G|Ψ 2 in H, whose closures intersect. Hence, as strictly semistable vectors converge to critical vectors, the SLOCC-class of a strictly semistable state cannot be differentiated from the one of the critical state, which is in its closure using G-invariant polynomi-
Relationships between the types of states used in the paper. The whole space of states P(H) is divided into the semistable states P(H)ss and the null-cone N . We call those semistable orbits, that are closed, polystable. We call those polystable orbits, that have maximal dimension (among all polystable orbits), stable. Moreover, we call polystable orbits, which are not stable, strictly polystable. Finally, we call semistable orbits, which are not polystable, strictly semistable. Thus, P(H) partitions into four disjoint sets, the null-cone, the strictly semistable states, the strictly polystable states, and the stable states.
als. Moreover, for any vector in the null-cone any of these polynomials vanish and vectors which are in the different SLOCC-classes within the null-cone cannot be distinguished via G-invariant polynomials [42] . However, in [22] it has been shown that SLOCC-classes of polystable states can be distinguished using ratios of G-invariant polynomials, as we recall in the following. 
for any G-invariant homogeneous polynomials f k , h k with h k (|Ψ ) = 0 of degree k for any k. As mentioned before, polystable states constitute a full measure set of states in case at least one critical state exists. Hence, if [Crit] = ∅, the criterion above solves the SLOCCequivalence problem for generic states. The necessary and sufficient condition for the existence of a critical state has been presented in [19] . For arbitrary dimensional Hilbert spaces, a critical state exists if and only if
We will elaborate on that for the Hilbert spaces C 2 ⊗ C m ⊗ C n , which we denote by 2 × m × n, in Section IV.
In summary, there are many important facts known about polystable states and also the null-cone has been investigated previously [25, 27, 29] . However, little is known about strictly semistable states. In the subsequent section we will derive a simple necessary and sufficient condition for their existence. We will use this criterion for the simplest examples of multipartite systems, namely the Hilbert spaces 2 × m × n. There, we will not only identify the dimensions for which strictly semistable states exist, but we will scrutinize all SLOCC classes and present a complete characterization of them.
III. THE EXISTENCE OF STRICTLY SEMISTABLE STATES
In this section we will show that there exists a strictly semistable state if and only if there exist two critical states whose G-orbits do not have the same dimensions (see Theorem 1) . Note that the latter means that there exist a strictly polystable state (i.e. not all polystable states are stable). To this end, we will first restrict ourselves to the set of semistable states. We will then introduce the definition of c-equivalence, which leads to a coarser classification than SLOCC-equivalence. Next, using tools from GIT we will prove the main theorem of the paper.
A. The set of semistable states
Our aim is to derive a criterion for the existence of a strictly semistable state. Hence, we can restrict our attention to the Hilbert space excluding the nullcone, i.e. H \ N , or, more precisely, P(H) ss = P(H \ N ). However, we will first demonstrate that without excluding the null-cone, taking the closure in the projected space might become problematic. To give a simple example, let us consider the 3-qubit GHZstate, |GHZ = 1/ √ 2(|000 + |111 ) and the regular matrix G(α) = 1 √ 2 e α −e α e −α e −α with det G(α) = 1. Clearly, the limit lim α→∞ G ⊗3 (α)|GHZ does not exist in H. However, in the projective space we obtain lim α→∞ [G ⊗3 (α)|GHZ ] = [|W ] ∈ [N ]. To avoid such situations from now on we will restrict ourselves to the analysis of semistable states so the full (topological) space of quantum states is P(H) ss . This restriction is justified by the following observation which we prove in Appendix A.
Observation 1. For any vector |Ψ ∈ H ss , we have if and only if |Φ ∈ G|Ψ . Thus if we treat P(H) ss and H ss as full topological spaces, we have a well defined correspondence between closures in H ss and P(H) ss . In the following we will always consider P(H) ss and H ss as full topological spaces.
Due to the results summarized in Sec. II we have that the closure of a G-orbit in P(H) ss always contains a unique critical state (up to LUs). It might also contain strictly semistable states of various SLOCC classes, which converge to this critical state. In order to derive a criterion for the existence of these strictly semistable states, we adapt now Lemma 1 for states in P(H) ss . To this end, we use the following observation, which has been shown in [21] . Observation 2 ( [21] ). For any |Ψ ∈ H ss it holds that
That is, the dimension of the G-orbit in the projected space coincides with the dimension of the G-orbit in the Hilbert space for any semistable state.
Due to the relation given in Eqs. (3) and (7) the above statement is equivalent to the statement that the dimensions of the stabilizers coincide. That is, the dimension of the set of SL operators, which leave the vector |Ψ invariant, G |Ψ , coincides with the dimension of the set of SL operators, which leave the vector |Ψ up to a proportionality factor invariant, G [Ψ] .
Combining now Lemma 1 with the Observations 1 and 2 leads to the following adaption of Lemma 1 for states in P(H) ss .
in P(H) ss is a union of G-orbits in P(H) ss of strictly smaller dimension. Each G-orbit closure contains a unique polystable G-orbit. This polystable orbit is the only orbit in the closure which has minimal dimension.
B. c-equivalence
The number of SLOCC-classes, i.e. G-orbits, is in general infinite [10] . Furthermore, as mentioned before, G-orbits may not be closed. This motivates the introduction of closure-equivalence (c-equivalence) which is used in GIT. By the Theorem of Nagata and Mumford it is known that c-equivalence can be defined using three equivalent definitions (see [41] ). As we are concerned with semistable states, it will suffice to consider the following definition (see also Figure 2 ).
We note that c-equivalence is indeed an equivalence relation. As the closure of a semistable state contains a critical state, which does not belong to its G-orbit, we have that c-equivalence induces a coarser classification than SLOCC-equivalence. As explained in Sec. II B, c-classes can be distinguished using the ratios of SLinvariant polynomials. Each c-class contains exactly one closed G-orbit. Due to Lemma 2 this G-orbit is the only orbit of minimal dimension (in the closure of the G-orbit). This closed orbit lies in the closure of every G-orbit from the c-class [41] and is the one mentioned in Lemma 2. Moreover, due to the Kempf-Ness theorem [20] , each c-class is uniquely characterized by the unique (up to LU) critical state. Hence, c-classes are in 1-1 correspondence with critical states (up to LU) (see Figure  2 ).
In order to state these facts mathematically rigorously, several definitions would be in order. As these definitions are cumbersome, we do not state them here, but refer the reader to Appendix C. We consider the set of classes P(H) ss / ∼ c given by the c-equivalence relation in P(H) ss . It turns out that the set P(H) ss / ∼ c can be equipped with the structure of a projective algebraic variety denoted by P(H) ss //G. The GIT construction gives a regular (see Definition 6), hence continuous mapping π : P(H) ss → P(H) ss //G called the GIT quotient [43] . In what follows we call a c-class trivial if it is a singleton, i.e. if it consists of exactly one (thus closed/polystable) G-orbit. We will say that the cequivalence in P(H) ss is trivial if each c-class (if there is any) is trivial, i.e. the GIT quotient does not identify any two distinct G-orbits or there are no critical states (so no c-classes). Otherwise the c-equivalence is called non-trivial (see Figure 2 ). Stated differently, the c-equivalence in P(H) ss is trivial if each c-class is also a SLOCC-class, i.e. c-equivalence is not a coarser classification than SLOCC. Note that a c-class is nontrivial if and only if there exists a strictly semistable state whose G-orbit belongs to this class. Similarly the c-equivalence is non-trivial if and only if there exists a strictly semistable state (given by some non-trivial cclass).
C. Stability of the action of a group
We briefly discuss here the fact that, in case critical states exist, the action of G on P(H) is stable, which is required in the proof of the main theorem of this paper. Let us first introduce the definition of stability of an action of a group. We show in Appendix B that the existence of an open dense set U ⊂ P(H) that is a union of polystable orbits implies the existence of an open dense set V ⊂ U that is a union of polystable orbits of maximal dimension (among all orbits) [44] . In particular, V is a union of stable orbits For each such point we have a unique closed/polystable G-orbit containing it (black horizontal lines) which is also the unique orbit of smallest dimension in a given class (see Lemma 2) . Closed/polystable orbits correspond one-to-one to c-classes of G-orbits. Non-closed orbits (which are of higher dimension) are denoted by dashed gray surfaces. Class 2 contains only polystable states. Class 1 contains strictly semistable states and are witnesses of the non-triviality of c-equivalence (see Definition 1). States [Ψ1] and [Ψ2] are strictly semistable and belong to the c-class 1. Hence, they can be transformed in the limit to the critical states of the LU-class K[Φc 1 ] (normal form). The stabilizer of this critical state has larger dimension, i.e. the G-orbit has smaller dimension than the one of the corresponding strictly semistable state. State [Ψ3] is polystable and can be transformed by SLOCC-operations to a critical state in K[Φc 2 ] (normal form). As we show here, the dimension of G[Φc 2 ] must be maximal and hence larger than e.g. dim(G[Φc 1 ]). so in case the action is stable, the maximal dimension among polystable orbits (i.e. the dimension of stable orbits) coincides with the maximal dimension among all orbits, which we will denote in the following by d G .
The action G P(H) is stable if and only if critical states exist, as the union of the SLOCC-orbits of critical states (i.e. polystable orbits) is an open dense subset U ⊂ P(H), whenever U = ∅ [21] . In particular, we have [45] dimG[Crit] = dimP(H).
This fact follows also from a more general theorem presented in [44] . Let us note here that G[Ψ] having maximal dimension does not necessarily mean that G [Ψ] is finite, i.e. that the dimension of the local stabilizer is zero. An example would be the G-orbit of the 3-qubit GHZ state, which is of maximal dimension, as it is of full measure. However, its dimension does not coincide with the dimension of G since it admits continuous symmetries and its stabilizer has a positive dimension [19] [46]. However, we have that dimG[GHZ] = dimP(H), as the GHZ-state is the only critical state for three qubits.
D. Existence of strictly semistable states
In this subsection, we prove the main theorem (Theorem 1), which provides a necessary and sufficient condition for the existence of strictly semistable states and discuss its consequences.
In order to do so, we will restate a lemma from [47] , which we will apply later in the context of the GIT quotient π : P(H) ss → P(H) ss //G and which is a direct consequence of Corollary 15.5.4 from [48] .
Lemma 3 (On the fibres of the mapping [47] ). Let X and Y be quasi-projective irreducible varieties and π : X → Y a regular surjective map. Then, there exists an open and dense set V ⊂ Y , such that for any points
and s = dimX − dimY .
We defer a more detailed discussion of the assumptions of the lemma as well as proper definitions of quasiprojective varieties, irreducible varieties, and regular maps to Appendix C. However, for our purposes here, note that Lemma 3 is applicable to the GIT quotient π : P(H) ss → P(H) ss //G. Let us briefly outline the reason for that. First, P(H) ss and P(H) ss //G are indeed irreducible quasi-projective varieties (see Appendix C). Moreover, π is a regular map, which follows from the fact that a finite number of rational polynomials can be used to decide the c-class of any given semistable state [ψ], as explained in Section III B.
The sets π −1 (α) in Lemma 3 are called fibers and the dimension s is called the minimal fibre dimension. Notice that π −1 (V ) is an open and dense subset of P(H) ss and generic fibres have minimal fibre dimension s. We are now in the position to prove the main theorem, which presents a criterion for when a c-equivalence is trivial (i.e. all GIT quotient fibres are single G-orbits). Proof. First, note that if there exists no critical state, then there also does not exist a strictly semistable state and thus the statement holds trivially.
Let us now assume that there does exist a critical state. As mentioned before, we denote by d G the maximal dimension among all G-orbits. As discussed in Section III C, d G coincides with the maximal orbit dimension among all polystable G-orbits, i.e., the dimension of stable orbits.
If: We prove this direction by contradiction. If there exists a strictly semistable state, [Ψ], we have that G[Ψ] \ G[Ψ] = ∅ contains a polystable G-orbit of strictly smaller dimension than dim G[Ψ] (Lemma 2). Therefore, there has to exist a polystable state whose orbit is of strictly smaller dimension than d G , i.e., there has to exist a strictly polystable state.
Only if: As explained earlier in this subsection, π : P(H) ss → P(H) ss //G fulfills the conditions of Lemma 3. Let us first show that the minimal fibre dimension of π, s, equals the maximal orbit dimension, d G . To this end, let U be the union of all stable orbits. Suppose that
, which contradicts the fact that d G is the maximal dimension. This means that the c-class of any [Ψ] ∈ U is given by
Recall that U is open and dense. Let V be the open and dense set from Lemma 3. From continuity of the GIT quotient π we have that π −1 (V ) is an open and dense set so O := π −1 (V )∩U = ∅, as two open and dense sets need to intersect. Thus, we have that π(O) ∩ V = ∅ and therefore s = d G [recall that s is the minimal fibre dimension from Eq (14)]. Hence, the dimension of any c-class must be greater than or equal to d G .
We are now in the position to prove that if there exists a polystable G-orbit of smaller than maximal dimension (i.e. a strictly polystable orbit), then there exists a strictly semistable state. Suppose that there ex-
Hence, the fibre π −1 (π([Φ c ])) must contain another G-orbit (which cannot be polystable due to the Kempf-Ness theorem), i.e. there must exist a strictly semistable state.
As the dimension of the orbits is directly related to the dimension of the stabilizer (see Eq. (7)) and as the cequivalence is trivial iff there exists no strictly semistable state, the following statements are equivalent to Theorem 1.
(i) The c-equivalence is non-trivial if and only if there exists a critical state whose stabilizer has strictly larger dimension than the stabilizer of a generic state.
(ii) There exists a strictly semistable state if and only if there exists a polystable state whose G-orbit has smaller than the maximal dimension d G .
(iii) The existence of strictly semistable states is equivalent to the existence of strictly polystable states.
Moreover, note that the proof of Theorem 1 can also be applied to individual c-classes, as stated in the following Observation 3. The c-class of a given polystable orbit G[Φ c ] is non-trivial if and only if dimG[Φ c ] is smaller than the dimension of a generic orbit (i.e. [Φ c ] has more continuous symmetries). If this is the case then the dimension of the G-orbit of every strictly semistable state in such a c-class is larger than the dimension of G[Φ c ] (see also Figure 2 ).
Let us remark here that Theorem 1 can be extended to other groups whose action is stable and G is the complexification of K, i.e. G = K C . In the subsequent section we demonstrate the usefulness of this criterion for Hilbert spaces of dimension 2 × m × n.
In this section, we apply the derived criterion (Theorem 1) for the existence of strictly semistable states to three partite systems in a Hilbert space
We show that strictly semistable states exist (and thus, c-equivalence is non-trivial) if and only if m = n and m ≥ 4. Then, we go beyond that and provide a full characterization of orbit types of all SLOCC classes, i.e., G-orbits, for 2 × m × n systems.
The outline of this section is as follows. First, we will briefly recall the characterization of SLOCC classes in 2 × m × n systems using the theory of matrix pencils [32] in Subsection IV A. Then, in Subsection IV B, we will recall a characterization of critical states in 2 × m × n systems obtained in [19] . In Subsection IV C, we apply Theorem 1 to 2 × m × n systems. In Subsection IV D, we perform a complete characterization of the orbit types of SLOCC classes in 2×m×n systems, which we summarize in form of a flowchart in Subsection IV E. Finally, we provide tables of SLOCC classes in 2 × m × n systems equipped with orbit types for small system sizes (up to
The SLOCC classification in 2×m×n systems was obtained via the Kronecker Canonical Form (KCF) of linear matrix pencils [32] . As we will use this characterization, we recall here briefly the idea. The reader is referred to [32] [33] [34] 49] for the definitions used in the categorization of matrix pencils. A linear m × n matrix pencil P is a homogeneous matrix polynomial of degree 1 in variables µ and λ,
where R and S are m × n matrices. The matrix pencil associated to an arbitrary state |ψ in
where
|ii , is given by Eq. (15) . Let us now recall how the matrix pencil corresponding to a state is transformed under SLOCC operators
then the matrix pencil transforms as
A normal form of matrix pencils, the KCF, under regular operators B and C T as in Eq. (19) has been derived in [34] . It is always possible to find operators B and C T which transform a matrix pencil into its KCF. In the following, we only consider fully entangled states, i.e., states for which all single-particle reduced density matrices have full rank. Restricting to matrix pencils that correspond to fully entangled states, the KCF of a matrix pencil is the (generalized) block-diagonal form
has size × ( + 1) [50] and
where the pairwise different x i are called the finite eigenvalues of a matrix pencil, e i j are called size signatures of the eigenvalue x i , and l denotes the number of (distinct) eigenvalues. Moreover, an eigenvalue may occur several times in Eq. (22) and m i = j e i j is called the multiplicity of the eigenvalue x i . N -blocks correspond to an infinite eigenvalue (which we denote by ∞). The blocks take the form
The sizes of these matrices are e µ j ×e µ j and e i j ×e i j , respectively. The KCF of a matrix pencil is invariant under the operators B, C, which makes it a useful tool for studying SLOCC classes. However, the operator A [given in Eq. (17)] changes the finite eigenvalues according to
and the infinite eigenvalue according to
Other than that, A does not change the KCF of a matrix pencil [51] . Note that with an operator A it is always possible to set three of the distinct eigenvalues to arbitrary new (distinct) values. Moreover, it is always possible to bring a matrix pencil into a form without infinite eigenvalues [32] . Therefore, in the following, we only consider finite eigenvalues for convenience. Degeneracies of eigenvalues cannot be changed with any finite A. However, we will see later on, it is indeed possible to create degeneracy when considering the limits of sequences of SL-operators.
All SLOCC classes of states in 2×m×n can be characterized by the KCF of the corresponding matrix pencils [32] . Moreover, the problem of listing all SLOCC classes becomes a combinatorial problem of listing all possible KCFs. Let us restate here the according theorem from [32] . 
for some α, β, γ, δ ∈ C, where αδ − βγ = 0.
B. Critical states
The question of the existence of a critical state has been answered for general multipartite quantum systems in [19] . For 2 × m × n systems, at least one SLOCC class containing a critical state exists if and only if m = n or n − m divides m [19] . Moreover, in 2 × m × (m + 1) systems, there is a unique (up to LUs) critical state [19] , which is given by
More generally, in all 2×m×n systems for which (n−m) divides m, there is a unique (up to LUs) critical state which is LU-equivalent to [19] 
The corresponding matrix pencil is P =
The critical state is unique in cases n = 2 and n = 3 [19] . Note that it is possible to associate a geometrical meaning to the conditions in Eq. (30) . The pairs (θ i , φ i ) can be interpreted as spherical coordinates of unit vectors
and the state in Eq. (29) is critical if and only if the vectors v i sum to 0 [19] . Note that matrix pencils corresponding to the states given in Eq. (29) are diagonal, i.e. direct sums of M 1 (x i ) blocks and the eigenvalues of the matrix pencil, x i , are related to the unit vectors v i by [19] x i = e iφi tan θ i 2 .
Recall, however, that the operator on the first system (A) may change the eigenvalues of the matrix pencil [52] . It will become important later on to understand how the vectors v i are transformed under such an operator A. Let us consider the singular value decomposition,
. Writing U in Euler decomposition and absorbing the third (σ z ) rotation into V (as the rotation commutes with the diagonal matrix), we have U = e −i Θ 2 σy e −i Φ 2 σz . We are now interested in how this transformation changes the eigenvalues and thus the vectors v i . Note that we will disregard V , as it is only a LU transformation of the corresponding states.
Let us first consider the application of A in case U = V = 1, i.e., we only have the transformation
Note that-under this non-linear transformation f α -θ i increases strictly with α for all i, unless θ i = 0 or θ i = π.
In the latter cases θ i is left invariant. The transformation can be pictorially understood as hinging all v i (except those pointing in direction (0, 0, 1) T or (0, 0, −1) T ) down towards the direction (0, 0, −1) T without changing their azimuthal angle, φ i . Let us now consider the full operator A also taking the unitary U into account. It can be easily seen that unitary transformations by A correspond to SO(3) rotations of the v i [19] . Taking the SO(3) operation stemming from U into account, the vectors v i are simply rotated before hinging them down by f α according to Eq. (33) along the z-axis. Equivalently, the SO(3) operation stemming from U can also be understood as choosing an axis (Θ, Φ) along which the "hinging"-transformation f α is performed (on static vectors).
C. c-equivalence and existence of strictly semistable states
In this subsection, we will apply Theorem 1 to 2 × m × n systems to characterize those m, n for which strictly semistable states exist.
Recall that in the cases m = n, or m = n ≤ 3 [19] there exists either no critical state, or a unique critical state (up to LUs). Combining this fact with Theorem 1 we obtain the following corollary. Corollary 2.1. In 2 × m × n systems, there exists no strictly semistable state if m = n, or m = n ≤ 3.
In the following we will show that in all other cases, i.e. 2 × m × n for m = n ≥ 4, strictly semistable states exist and thus c-equivalence is non-trivial. To this end, it suffices to identify two critical states whose dimensions of the stabilizer group differ (see Theorem 1) .
It can be easily verified that the (complex) dimension of the stabilizer of states |ψ of the form given in Eq. (29) is given in terms of the degeneracies of the eigenvalues of the corresponding (diagonal) matrix pencil and reads
where l denotes the number of distinct eigenvalues and m i their degeneracies. To this see this, note that symmetries of the form 1 ⊗ B ⊗ C for diagonal matrix pencils must satisfy C T = B −1 as it must hold that B1C T = 1. Moreover, B must commute with blockdiag{x 1 1 m1 , . . . , x l 1 m l }. Hence, the number of free
i , which gives rise to the second summand on the righthand side of Eq. (34). Moreover, any operator A that gives rise to a symmetry must act in such a way that all sets of eigenvalues with coinciding multiplicity are mapped into themselfs. This gives rise to some finite freedom in choosing a permutation of the eigenvalues in an appropriate way. Then, the image of three distinct complex numbers uniquely determines an operator A, while any number less then three allows free complex parameters in A as in the first summand on the righthand side of Eq. (34) .
It is clear that dim(G |ψ ) is always minimized by m i = 1 ∀i, i.e., by having all distinct eigenvalues, as summarized in the following observation.
Observation 4. The dimension of the SLOCC orbit of a state corresponding to a diagonal matrix pencil with all distinct eigenvalues is strictly larger than the orbit dimension of a state corresponding to a diagonal matrix pencil with any degeneracy in the eigenvalues.
Using this observation, it is easy to prove the following theorem. Proof. For m = n ≥ 4, there exist critical states corresponding to diagonal matrix pencils that do and those which do not have degenerate eigenvalues. This guarantees the existence of strictly semistable states according to Theorem 1. This can be easily seen in the geometrical picture reviewed in Section IV B. For n ≥ 2, it is always possible to find n distinct unit vectors in R 3 with multiplicity m i = 1, which sum to 0. Moreover, for m = n ≥ 4, it is always possible to construct one vector v 1 with m 1 = 2 as well as up to n − 2 additional unit vectors with multiplicities summing up to n − 2, such that the total weighted sum of vectors yields 0.
D. Characterization of orbit types
In this subsection, we go beyond Theorem 1 and derive a full characterization of the orbit types of SLOCC classes in 2 × m × n systems with the help of matrix pencils. More precisely, we provide a systematic way of checking properties of a matrix pencil (corresponding to a 2×m×n state) in order to conclude the orbit type of the corresponding SLOCC class. Let us remark here that for some choices of m and n, the considerations above as well as Theorem 3 (see also [19] ) already give the full characterization, e.g., cases in which m = n, or m = n = 3. However, in case m = n ≥ 4, the considerations above guarantee the existence of semistable states, but do not yet give a full characterization of the orbit type of all SLOCC classes for the considered system sizes. In the following, we will thus employ two observations and a theorem which will allow extending Theorem 3 to a full characterization of the orbit types. Remarkably, we will show that the orbit type does not depend on the eigenvalues of the matrix pencil, but only on their multiplicities. If this had not been the case, it would have seemed unlikely that a self-contained characterization of orbit types is possible. In the remainder of the section, we will wlog always consider matrix pencils in KCF and states such that the corresponding matrix pencil is in KCF. As mentioned before, this is possible as operators B and C T which transform the matrix pencil to KCF always exist.
Let us start by considering the case m = n. In this case, Theorem 3 states that there do not exist strictly semistable states. Moreover, as discussed in Section IV B, critical states do only exist if n − m divides m [19] . Furthermore, if n − m does divide m, there exists a unique stable SLOCC class corresponding to the matrix pencil P = (n−m) i=1 L m n−m . Thus, for n = m, there is either exactly one stable SLOCC class or no stable SLOCC class, which implies that there neither exist any strictly polystable, nor strictly semistable classes. Thus, all SLOCC classes except the aforementioned stable class are in the null-cone. Hence, the characterization of orbit types is already complete for the case m = n.
In order to tackle the open cases (within 2 × m × n systems such that n = m) let us continue with an observation about matrix pencils containing an L -and an L T ν -block. Observation 5. An SLOCC class that corresponds to a matrix pencil whose KCF contains an L and an L T µ block is in the null-cone.
Proof. Let us denote the matrix pencil (in KCF) representing the SLOCC class in question by P and the corresponding state by |ψ . We will prove the observation by explicitly constructing a sequence of SL-operators of the form 1⊗B α ⊗ C α such that lim α→∞ 1⊗B α ⊗ C α |ψ = 0.
Wlog let us assume an ordering of the blocks such that the matrix pencil has the form P = L ⊕ L T ν ⊕P, wherẽ P is of size [m − ( + ν + 1)] × [n − ( + ν + 1)] and contains the remaining blocks, whose form does not matter.
We define the ( + ν + 1) × ( + ν + 1) matrices
and the n × n matrix
The matrices of interest are then defined as
This proves that any such SLOCC class is in the null-cone.
The intuition behind the construction is the following. The purpose of B and C is to damp the off-diagonal entries of the L ⊕ L T ν part in P, leaving the diagonal entries invariant. Thus, the whole th column of P is damped, i.e., multiplied by e −α , as in this column, only a non-diagonal entry is present. The purpose of C α is to damp all the remaining columns through multiplying them with e − α 2(n−1) at the cost of boosting the th column through multiplying it by e α/2 . It can be easily seen that B α ⊗ C α damps the entry in the th column faster than it is boosted by C α . Hence, overall, the whole matrix pencil P is damped.
Let us remark here, the also for the previously considered case (m = n), it can be analogously seen that matrix pencils which contain an L 1 -and an L 2 -block with 1 = 2 correspond to SLOCC classes in the null-cone (the same holds for L T -blocks of different size). Moreover, the same holds true for matrix pencils that contain an M -block (with arbitrary eigenvalue and arbitrary size e) as well as either an L -or an L T ν -block. Explicit constructions of sequences of SL-operations that, in the limit, map states corresponding to such matrix pencils to 0 are provided in Appendix D.
For m = n, however, Observation 5 already allows going beyond previous results. There, whenever an L-block is present, it must be accompanied by an L T -block (and vice versa) due to the dimension of the matrix pencil. Hence, Observation 5 applies and shows that any class corresponding to a matrix pencil which contains such blocks is in the null-cone. It thus only remains to classify matrix pencils that are solely composed of M -blocks. The following observation reduces the problem to characterizing diagonal matrix pencils. Observation 6. Let C be an SLOCC class that corresponds to a KCF P = i,j M e i j (x i ) with at least one e i j > 1. Consider the matrix pencil P = i mi j =1 M 1 (x i ), which is obtained from P by deleting all non-diagonal elements of P (recall that m i = j e i j ). Then, the following holds.
(i) If the SLOCC class corresponding to P is semistable, then C is strictly semistable.
(ii) If the SLOCC class corresponding to P is in the null-cone, then C is in the null-cone.
Proof. Let us denote the state corresponding to P by |ψ . As before, we will prove the two statements by explicitly constructing a sequence of SL-operators of the form 1 ⊗
by |ψ we denote the state corresponding to P . To this end consider the n × n matrices
e (i− n−1 2 )α |i i| and (38)
It can be easily verified that det(B α ) = det(C α ) = 1 and that lim α→∞ B α PC T α = P . Let us first proof statement (i). Due to the considerations above, we have G|ψ ⊆ G|ψ . Moreover, as the size signatures of the eigenvalues of P and of P are different, |ψ and |ψ are not in the same SLOCC class. Thus, G|ψ ⊆ G|ψ \ G|ψ and therefore the latter set is not empty and |ψ is strictly semistable.
Let us now prove statement (ii). |ψ being in the null-cone implies that all SL-invariant polynomials vanish on |ψ . However, as before we have that det(B α ) = det(C α ) = 1 and lim α→∞ B α PC T α = P . Thus, it also holds that all SL-invariant polynomials vanish on |ψ , i.e., |ψ is in the null-cone.
Due to the results above, it remains to characterize the SLOCC classes corresponding to diagonal matrix pencils. In order to obtain such a characterization, let us first state a lemma, which we prove in Appendix E.
be a set of l distinct unit vectors in R 3 with associated multiplicities m i ∈ N sorted in descending order such that l i=1 m i = n for some n ≥ 3 and
Moreover, let f α be a (non-linear) transformation acting on the spherical coordinates of the vectors as
where α ∈ [0, 1). Then, it is always possible to transform the vectors
Note that the operation considered in the lemma is exactly how an operator A (up to a final local unitary) transforms a state whose corresponding matrix pencil in KCF has eigenvalues that correspond to the vectors
(as in the geometrical picture discussed in Section IV B) into a new state whose corresponding matrix pencil in KCF has eigenvalues that correspond to the vectors { v i } l i=1 . Let us remark here, that this lemma applied in our context shows that diagonal matrix pencils whose eigenenvalues with degeneracies m i are such that every m i is strictly smaller than the sum of the remaining m j , correspond to SLOCC classes that contain a critical state. With the help of this lemma, we can now perform the characterization of SLOCC classes corresponding to diagonal matrix pencils as shown in the following theorem. Note, that as we only consider fully entangled states, matrix pencils that we consider have at least two distinct eigenvalues (otherwise, the state would be bi-separable).
Theorem 4. Let C be an SLOCC class that corresponds to a diagonal matrix pencil of size n×n with l ≥ 2 distinct eigenvalues x i . Let m i denote the degeneracies of the eigenvalues x i in descending order. Then, the following holds.
(i) If m 1 > l i=2 m i , then C is in the null-cone. (ii) If l = 2 and m 1 = m 2 , then C is strictly polystable (except when n = 2, which corresponds to the 3qubit GHZ state, which is stable).
(iii) If l > 2 and m 1 = l i=2 m i , then C is strictly semistable.
(iv) Otherwise, i.e., if l > 2 and m 1 < l i=2 m i , C is polystable. Moreover, C is stable if and only if all eigenvalues are distinct (l = n) and C is strictly polystable if and only if there is any degeneracy (l < n).
Proof. We will first prove statements (i), (ii), and (iii) by explicit construction of sequences of SL-operators transforming the state of interest into 0, a critical state, or asymptotically into a critical state, respectively. Utilizing Lemma 4, we will then show statement (iv).
In order to prove statement (i), let us first apply an operator A, which brings the state to a form such that the eigenvalue with highest degeneracy is x 1 = 0. Then the matrix pencil is of the form
Let us denote the corresponding state by |ψ , which is given by |ψ = |0 (diag(0, . . . , 0, x 2 , . . .) ⊗ 1)|φ + n + |1 |φ + n . Note that n − m 1 < m 1 due to the assumption. Consider the matrices A α = diag(e α , e −α ) and (43)
Then it holds that det(A α ) = det(B α ) = 1 and moreover lim α→∞ A α ⊗ B α ⊗ 1|ψ = 0, which proves that the corresponding SLOCC class is in the null-cone.
Let us now prove statement (ii). In this case there are exactly two eigenvalues and these have the same multiplicity. It is possible to apply an operator A such that the matrix pencil takes the form P = λ1 n/2 ⊕ µ1 n/2 , which is easy to see as up to three eigenvalues of a matrix pencil can be chosen freely by an operator A [32] . It can be easily verified that the corresponding state is critical, i.e., all reduced density matrices are proportional to 1.
Thus, the SLOCC class in question is polystable. Moreover, unless n = 2, the multiplicity of the eigenvalues is larger then 1. In Observation 4 we have seen that this implies that the dimension of the orbit is strictly smaller than the maximal dimension. This implies that, unless n = 2, the considered SLOCC class is strictly polystable. In case n = 2, the class in question is the 3-qubit GHZ class, which is stable.
Let us now prove statement (iii). As in the proof of statement (i) above, let us first bring the matrix pencil to a form such that x 1 = 0. The matrix pencil is then of the form as in Eq. (42) . Let us denote the corresponding state (after the operation) by |ψ . Considering now the matrices
we have det(A α ) = det(B α ) = 1 and moreover
is a critical state corresponding to an SLOCC class belonging to a matrix pencil of the form given in (ii). This proves statement (iii). For proving statement (iv), let us now consider the mapping of the problem to a geometrical problem in R 3 as in Section IV B. Recall that rewriting the eigenvalues of the matrix pencil as x i = e iφi tan θi 2 and constructing unit vectors with (θ i , φ i ) as spherical coordinates [see Eq. (31)], then the state |ψ corresponding to the matrix pencil is related to a critical state via operators B and C iff i m i v i = 0 [19] . At this point we can apply Lemma 4, which guarantees the existence of an operator A applied on the first system, which transforms the eigenvalues such that the condition is met. Let us remark here, that the assumptions in the lemma are indeed such that the lemma only applies for m i as in case (iv). As the existence of a critical state is guaranteed, the considered SLOCC class is polystable. Moreover, strictly polystable classes can be distinguished from stable classes by utilizing Observation 4 in Section IV C, stating that the dimension of the orbit is maximal if and only if there is no degeneracy in the eigenvalues. Hence, statement (iv) follows.
This completes the classification of orbit types in 2 × m × n systems. Let us remark that cases (ii) and (iii) can only occur in case n is even.
Let us also remark here that in the geometrical picture utilized to prove statement (iv) of Theorem 4, statements (i)-(iii), which we have proven differently, also become very transparent. In case (i) we are dealing with a vector v 1 , which is pointing with a majority of the weight, m 1 , into a single direction. Even if all the remaining vectors could be freely rotated independent of each other, their cumulative weight is at most m 1 − 1. Hence the weighted sum of the vectors must always maintain a distance from the origin of at least one. Hence, in case (i), C must be in the null-cone. In case (ii), we are dealing with exactly two vectors v 1 and v 2 with equal weight m 1 = m 2 . These vectors can be transformed in such a way that they point in opposite directions and hence can clearly be transformed such that they sum up to 0. Hence, a critical state exists. In case (iii) we are dealing with a vector v 1 pointing in some direction with weight m 1 and at least two more vectors v i with cumulative weight m 1 pointing in different directions. In order to make the weighted sum of the vectors equal 0, all the remaining vectors would have to point in opposite direction of v 1 . As A cannot change the multiplicities of the eigenvalues, this is not possible by some finite A. However, applying the non-linear transformation from Lemma 4, by first rotating all vectors such that v 1 points in z-direction and then performing the non-linear hinging operation (see also Figure 4 ), it can be seen that in the limit α → 1 all vectors v i for i ∈ {2, . . . , l} point into (−z)-direction. Thus the weighted vector sum equals 0 (only) in the limit and thus, case (iii) corresponds to a strictly semistable SLOCC class.
E. Algorithm to determine the orbit type
In this subsection, we present a flowchart (Figure 3 ) which can be followed in order to decide the orbit type of [19] no [19] Characterization of orbit type of any SLOCC class in C 2 ⊗ C m ⊗ C n (wlog m ≤ n). P denotes the m × n matrix pencil whose corresponding SLOCC class we are interested in. Wlog P is in KCF with 0 ≤ l ≤ n distinct eigenvalues. Their multiplicities are denoted by mi, and are sorted in descending order. Then the orbit type can be decided by following the flowchart. Remarkably, the concrete values which the eigenvalues of the matrix pencil take do not play a role when deciding the orbit type, only their multiplicities matter. A non-rectangular matrix pencil (i.e., m = n) either equals P = m i=1 L m n−m (which is only possible if n − m divides m), in which case the class is stable, as shown in [19] , or is in the null-cone otherwise, as either [19] together with Theorem 3, or, alternatively, Observation 5 and the considerations in Appendix D show. In case of square matrix pencils (i.e. m = n), the class is in the null-cone if any L-block is present. The reason for that is that such a block must always be accompanied by an L T -block and thus Observation 5 applies. Theorem 4 and Observation 6 then allow classification of square matrix pencils that do not contain any L-or L T -block depending on the multiplicities of the eigenvalues.
an SLOCC class in C 2 ⊗ C m ⊗ C n given in terms of the representing matrix pencil P. The flowchart summarizes the results obtained in this section. We present tables of the orbit types of SLOCC classes for system sizes up to 2 × 5 × 5 in Appendix F.
V. CONCLUSION
In this work we have derived a necessary and sufficient criterion for the existence of strictly semistable states in terms of the orbit dimensions of polystable states using GIT methods. In particular, we have shown that strictly semistable states exist if and only if there exist polystable states whose orbit dimensions differ. We have applied the criterion to three-partite states of local dimensions 2, m, and n and characterized those m and n, for which strictly semistable states do exist. Going beyond that, we have scrutinized all SLOCC classes in such systems and characterized their orbit types. It turns out that (for different values of m and n), a rich variety of behaviors manifests. More precisely, there are examples where only one SLOCC class containing fully entangled states exists (which is stable); there are examples in which all SLOCC classes are in the null-cone; there are examples where stable states and states in the null-cone exist, but no strictly semistable states; and finally, there are examples in which all of the discussed orbit types are present. Moreover, all of these situations become already apparent within small system sizes, that is m ≤ n ≤ 5 as shown in Appendix F.
It would be interesting to see whether one can identify a difference between stable states, strictly polystable states, strictly semistable states, and states in the nullcone for practical applications. A well-known result in this vein is that the entanglement in the W-state, which is in the null-cone, is more robust than the entanglement in the three-qubit GHZ-state, which is stable [10] .
Finally, let us remark that 2 × m × n-states find application as fiducial states in the context of matrix product states [53] . In particular, properties of 2 × m × n-states can be used to characterize properties of the matrix product state they give rise to, such as local symmetries, or SLOCC classes. 
where ψ n = arg( Ψ n |Φ ). Hence, with the choice φ n = ψ n one obtains
Now we are ready to prove Observation 1, which we restate here in order to increase readability. Observation 1 . For any vector |Ψ ∈ H ss , we have
(A1)
Proof. Notice that [ G|Ψ ] is G-invariant and the projection [·] is continuous in the standard topologies on H and P(H), thus
. Due to Observation 7 there exists a sequence (|Ψ n ) n such that |Ψ n n→∞ − −−− → |Φ where |Ψ n = g n |Ψ g n |Ψ e iφn , |Φ = |Φ |Φ .
Let us denote r n := g n |Ψ ∈ R, c n := r n e −iφn ∈ C, so c n |Ψ n = g n |Ψ and |c n | = r n . Suppose that the sequence (r n ) n is not bounded from above. Then we can pick a subsequence (r n k ) k such that . Suppose that (r n ) n is bounded from above by some b ∈ R + . Because |Ψ ∈ H ss , the sequence (r n ) n has to be bounded from below by a non-zero norm infimum a ∈ R + . Thus, for every n we have r n ∈ [a, b], i.e., (c n ) n is bounded with |c n | = r n ∈ [a, b] ⊂ R + . From the Bolzano-Weierstrass theorem for C, we can pick a convergent subsequence (c n k ) k such that c n k In this appendix, we show that the stability of the action can be defined in an alternative way, which is equivalent to the definition introduced in the main text, Definition 2. In the course of that, it will become clear that the maximal orbit dimension among all polystable orbits equals the maximal orbit dimension among all orbits, d G , in case the action is stable.
Let us now consider the following alternative definition of the stability of the action. In order to prove the equivalence of this definition to Definition 2, we use the following lemma, which is a particular version of Proposition 2.27. from [55] . Lemma 6 ([55] ). In our setting, the stabilizer dimension function dimG_ : P(H) → N 0 is upper semi-continuous, i.e. for each n ∈ N 0 , the set
is closed in P(H).
Below we prove the equivalence of Definitions 2 and 3.
Proof of the equivalence of Defs. 2 and 3. Let n G denote the minimal stabilizer dimension for G P(H) and suppose that the action is stable. Consider a set X := X n G \ X n G +1 . The set X contains exactly those orbits whose stabilizers have dimension n G , i.e., orbits with maximal dimension. As X n G = P(H) and X n G +1 is closed (Lemma 6), the set X is open (and dense). From the stability of action we know that there is a set U which is the open (and dense) set of closed orbits mentioned in Definition 2. Consider the set Y := X ∩ U . Then, Y has all of the defining properties of the set U and, in addition, it contains only orbits of the maximal dimension. Thus, we can always choose the set U in Definition 2 in such a way that it contains orbits of the maximal dimension.
Moreover, from the proof it follows that in case of stable action, the dimension of stable orbits is maximal among all orbits, not only among polystable ones.
Appendix C: Regularity of the GIT-quotient π
In this appendix, we elaborate in more details on the assumptions of Lemma 3 from Section III D. In particular, we show that the lemma applies to the GIT quotient π : P(H) ss → P(H) ss //G.
Let us first introduce the following definitions. Here and in the following, P q denotes a q-dimensional projective space, e.g., P(H) for q = dim(H) − 1. (i) A topological space X is irreducible if X cannot be written as the union of two closed and proper subsets F 1 X, F 2 X, i.e., X = F 1 ∪ F 2 .
(ii) A subset A ⊂ X of a topological space X is irreducible if it is irreducible as a topological space with topology induced from X.
With these definitions, the following observation can be obtained. (ii) Any open subset U ⊂ X of an irreducible topological space X is irreducible.
Central in Lemma 3 is also the definition of a regular map, which is given in the following. Definition 6 ([56]). We say that a map f : X → Y between a quasi-projective variety X ⊂ P q and a projective variety Y ⊂ P r is regular (or a morphism) if for every x ∈ X there exist homogeneous polynomials of the same degree F 0 , . . . , F r in q + 1 variables (homogeneous coordinates of x) such that the map X → P r given by x → [F 0 (x) : . . . : F r (x)] is well-defined and agrees with f on some open neighborhood of x. In particular for every x ∈ X there has to be the local expression for f of the above form such that F j (x) = 0 for some j .
It can be seen that one can also use r rational functions f i = F i /F j , where i = j to define regular maps.
The basic fact states that regular maps between quasiprojective varieties are continuous (see [57] ). Using the discussion above in the context of our GIT quotient P(H) ss → P(H) ss //G, we have (i) Projective spaces (e.g. P(H)) are irreducible. (iii) The GIT quotient π : P(H) ss → P(H) ss //G is a regular map between quasi-projective algebraic varieties, i.e. a morphism (see [43] p. 10). In particular π is continuous.
(iv) The set P(H) ss //G is a projective variety (see [43] p. 11, Proposition 1.29.). Moreover P(H) ss //G is irreducible. Thus, P(H) ss //G is the irreducible quasiprojective variety.
Appendix D: Additional details on 2 × m × n classes that are in the null-cone.
In this appendix, we explicitly construct sequences of SL-operators A α , B α , and C α , such that lim α→∞ A α ⊗ B α ⊗ C α |ψ = 0 for |ψ ∈ C 2 ⊗ C m ⊗ C n corresponding to matrix pencils in KCF, in which certain combinations of blocks are present. Observation 5 in the main text does exactly that for matrix pencils (in KCF) that contain an L -as well as an L T ν -block and thus shows that SLOCC classes corresponding to such matrix pencils are in the null-cone. Here, we show that a similar reasoning applies to matrix pencils whose KCF contains an L 1 -and an L 2 -block of different size, i.e., 1 = 2 . Moreover, the reasoning also applies to matrix pencils that contain an L -and an M -block. Note however, that those SLOCC classes correspond to the nullcone follows already from [19] together with Theorem 3, as discussed in the main text.
Let us first consider an SLOCC class that corresponds to a matrix pencil whose KCF contains an L 1 -and an L 2 -block of different size, i.e., 1 = 2 . Wlog we assume an ordering of the blocks such that the matrix pencil has the form P = L 1 ⊕ L 2 ⊕P, whereP is of size
and contains the remaining blocks. As discussed above, such an SLOCC classes is in the null-cone (the same holds for two L T blocks of different size). Let us now explicitly construct a sequence of SL-operations which, in the limit, transforms states corresponding to such P to 0. Let us define
of sizes ( 1 + 2 ) × ( 1 + 2 ) and ( 1 + 2 + 2) × ( 1 + 2 + 2), respectively. We take C α as in the proof of Observation 5, replacing with 1 + 1, in order to construct B α = B α ⊕ 1 m−( 1+ 2) and C α = C α C α ⊕ 1 n−( 1+ 2+2) .
Then, lim α→∞ B α PC T α = 0. For two L T blocks instead of two L blocks, the matrices can be constructed analogously.
The intuition behind this construction is similar as in Observation 5. As in Observation 5, B and C are constructed in order to damp one of the columns of the matrix pencil. Here, it is the ( 1 + 1)st column of the L 1 ⊕ L 2 part in P, leaving the remaining columns invariant. Moreover, C α is used to damp all the remaining columns at the cost of boosting the ( 1 + 1)st column in such a way that the damping overcompensates the boosting as in Observation 5.
Let us finally consider an SLOCC class that corresponds to a matrix pencil whose KCF contains an Land an M -block (with arbitrary eigenvalue and arbitrary size e). Again, such an SLOCC classes is in the null-cone, as discussed above (the same holds for an L T ν -together with an M -block). A sequence of SL-operations which, in the limit, transforms states corresponding to such matrix pencils to 0 can be constructed as follows. Consider an ordering of the blocks such that the matrix pencil has the form P = L ⊕ M ⊕P, whereP contains the remaining blocks. Let us define B α = e −α 1 ⊕ e e α 1 e and (D3)
of sizes ( + e) × ( + e) and ( + 1 + e) × ( + 1 + e), respectively. We take C α as in the proof of Observation 5 in order to construct B α = B α ⊕ 1 m−( +e) and C α = C α C α ⊕ 1 n−( +1+e) . Then, lim α→∞ B α PC T α = 0, which proves the statement. In case of an L T -together with an M -block, the matrices can be constructed analogously.
Appendix E: Proof of Lemma 4 In this appendix, we restate and then prove Lemma 4.
such that i m i v i = 0 through some simultaneous SO(3) rotation of the vectors v i followed by f α .
Let us first discuss some properties of the considered operation before we prove the lemma. First, note that the described operation is exactly the operation described in Section IV B. Recall that the non-linear part can be geometrically understood as hinging all v i (except those pointing in direction (0, 0, 1) T or (0, 0, −1) T ) down towards direction (0, 0, −1) T and the SO(3) operation can be understood as choosing some axis (Θ, Φ) with respect to which the non-linear transformation is performed.
Let us now define a function f for any set of distinct vecotrs { v i } l i=1 (with mutliplicities m i ) fulfilling the premises of Lemma 4 as follows.
where D = [0, 1) × [0, π] × [0, 2π] and v i are obtained by transforming the vectors v i as follows. First, the vectors v i are rotated around the z-axis by the angle Φ. Then they are rotated around the y-axis by Θ. Finally, f α is performed on them. See Figure 4 for a sketch of the operation.
FIG. 4. Sketch of the operation considered in Lemma 4. We depict a case in which l = 3, mi = 1, and for simplicity all vectors (arrows) as well as the z-axis (dashed line) lie in the same plane. Initial vectors { vi} of unit length (dotted arrows) are first jointly rotated (yielding the dashed arrows) followed by performing the non-linear operation fα yielding the vectors { v i} (solid arrows), an operation that can be pictorially understood as hinging the vectors down towards negative zdirection. In the limit α → 1, { v i} become perfectly antiparallelly aligned with the z-axis. Vectors which would already be perfectly aligned with the z-axis after the initial rotation are exceptions to this, they would remain unchanged under fα (not shown in the graphic).
Obviously, f is bounded from below and above respectively by 0 (when the vectors v i sum to 0) and n 2 (when all vectors v i are aligned, which is not possible via an invertible operation, but nevertheless upper bounds f ). In order to prove the lemma, we will show that f actually attains 0, regardless of the initial orientations of the vectors, as long as the premises of Lemma 4 are fulfilled. To this end, let us definef extending the function f to the domainD
Here, note that the condition (Θ, Φ) = (θ i , φ i ) means that the axis with respect to which the hinging operation is performed is exactly aligned with the vector v i . Moreover, note that by constructionf (1, Θ, Φ) = lim α→1 f (α, Θ, Φ) for all Θ, Φ.
Let us now state some properties of the functions f andf in the following observation, which will allow us to prove Lemma 4.
Observation 9. The following statements hold.
(i) f is continuous on D.
is the zero-level set of the function.
(iii) For a fixed pair Θ, Φ there exists an α * such that f (α, Θ, Φ) is strictly monotonically increasing in α for all α > α * . Note however, that there does not exist an α * such that the statement holds for all Θ, Φ.
(iv)f is lower semi-continuous onD. That is, for all x ∈D it holds that for all δ > 0 there exists some
Here, d is a distance onD.
(v) For any fixed Θ and Φ, there exists some α ∈ [0, 1) such thatf (α, Θ, Φ) <f (1, Θ, Φ).
With this observation, we are now in the position to prove Lemma 4. Afterwards, we will prove the observation.
Proof of Lemma 4. As discussed above, in order to prove the lemma it suffices to show that f as defined in Eq. (E3) attains zero. To this end, we also make use off as defined in Eq. (E5) and Observation 9. Asf is a lower semi-continuous function on a compact domainD according to Observation 9 (iv), Weierstrass' extreme value theorem guarantees thatf attains its infimum onD. Let us denote the point at which the infimum is attained by x 0 = (α 0 , Θ 0 , Φ 0 ) ∈D. Observation 9 (v) guarantees that α 0 < 1 and therefore x 0 ∈ D. Hence, also f attains its infimum at x 0 . Lastly, Observation 9 (ii) guarantees that this infimum is 0.
Proof of Observation 9. Proof of statement (i). To see that f is continuous on D, it can first be verified that f can be written as
where a =
Let us remark here, that a, b, c, d are actually the matrix elements of the corresponding operator A as in Section IV B (which were denoted by α, β, γ, and δ, there). Note that f is built by concatenation, addition, and multiplication of elementary functions that are all continuous, as well as rational functions, which are continuous except at points where the denominator is 0. However, it can be easily verified that none of the denominators appearing in Eq. .
x corresponds to first rotating the vectors v i such that the with multiplicities weighted vector sum of v i points into direction (0, 0, 1) T followed by an -hinging transformation. Taylor expansion of f around = 0 shows
where byθ i we denote the spherical coordinates of the vectors after the rotation. It is clear that there exists an > 0 such that f (x ) < f (x), unless either i m i cosθ i = 0, or i m i sin 2θ i = 0. In case i m i cosθ i = 0 the vectors already sum to 0, i.e., f (x) = 0. In the latter case, all vectors are pointing either in direction (0, 0, 1) T or (0, 0, −1) T . This cannot be the case as by assumption the vectors point in at least three distinct directions (l ≥ 3). Above we have proven statement (ii) for the special case x = (0, 0, 0). Note that this shows that for any initial orientation of the vectors { v i }, one can find an operator A such that the resulting vectors { v i } lead to a smaller value for f . This is due to the fact that x = (0, 0, 0) corresponds to A = 1. The situation x = (0, 0, 0), i.e., A = 1, can be easily dealt with by applying the above procedure to the vectors v i obtained after an initial transformation defined by x, i.e., A. Then, x can be constructed by concatenating the ( 1+ , Θ, Φ)-transformation and the transformation defined by the initial x.
Proof of statement (iii). Let us first remark that this statement only holds if m 1 < l i=2 m i , which holds true due to the assumption. Let us distinguish two cases. In the first case, none of the v i coincides with the axis defined by (Θ, Φ), i.e., there exists no i such that φ i = Φ i and θ i = Θ i . Hence, by increasing α, the transformation A hinges all of the vectors down with respect to the axis (Θ, Φ). We will use the fact that once all of the vectors lie in the southern hemisphere with respect to the axis, increasing α further will only increase the squared norm of the vector sum, f (α, Θ, Φ). The α * , which the statement guarantees to exist, can thus be simply determined by α * = 0 in case all v i already lie in the southern hemisphere, or
where θ is the angle between the transformation axis and the vector v i that is the most aligned with the axis, otherwise. Let us now deal with the second case, in which one v i exactly coincides with the transformation axis. This vector is invariant under the transformation. α * can then be determined following the same procedure as in the first case, completely disregarding the vector coinciding with the axis, i.e., it can be constructed by requiring that all of the remaining l − 1 distinct vectors lie in the southern hemisphere.
Proof of statement (iv). Due to statement (i),f is continuous in D. It remains to be shown thatf is lower semi-continuous inD \ D. Let x = (1, Θ, Φ) ∈D \ D. We now distinguish the two cases (Θ, Φ) = (θ i , φ i ) for all i and (Θ, Φ) = (θ i , φ i ) for some i.
Let us show thatf is actually continuous in points that belong to the first case. To this end, it suffices to show that for every δ > 0 there exists an R, such that for all α ,
Let us denote the angle between the axis defined by (Θ, Φ) and the vector v i which is the most aligned with (Θ, Φ) by θ. Then let us first choose R such that the angle between vectors v i and directions (Θ + Θ , Φ + Φ ) is at least θ/2 for all Θ , Φ . This makes sure that no vector v i points into a direction that lies within (or is close to) the chosen R-region. Now either Eq. (E9) is already satisfied with the chosen R, or we decrease R in a second step such that the condition in Eq. (E9) is met. To this end, let us find an α min ∈ [0, 1) such that for all
This can be achieved as follows. First, one identifies the vector (Θ , Φ ) among (Θ+ Θ , Φ+ Φ ), which is the closest to some v i (let us denote the corresponding angle between those two vectors by β ≥ θ/2). Then, choose α min such that the projection of the transformed v i onto direction (Θ , Φ ) is antiparallely aligned with the direction (Θ , Φ ) and, moreover, the projected vector has a norm of at least 1 − δ/n 2 . Choosing
suffices. Pictorially, this can be understood as hinging down the vector v i sufficiently, as sketched in Figure 5 . Note that all other vectors are hinged down even more, i.e., each vector v i projected onto the (Θ , Φ )-axis has a norm of at least 1 − δ/n 2 . Moreover, increasing α beyond α min only increases the antiparallel alignment of . As explained in the main text, the vectors vi are hinged down (along the axis (Θ + Θ, Φ + Φ)) sufficiently, i.e. with sufficiently small α, such that all vectors are transformed into the shaded region, which defines the region for which Eq. (E9) is fulfilled. This is even more precisely depicted in Figure (b) , which shows that the vectors in the shaded region in Figure( a) lead to a value of f , which is at least n 2 −δ. Recall that f (1, Θ, Φ) = n 2 . The second case works similarly, as explained in the main text.
Let us now show thatf is lower semi-continuous in points (1, θ i , φ i ), i.e., points that belong to the second case. Recall thatf (1, θ i , φ i ) = (n − 2m i ) 2 . Obviously, f is not continuous, as, e.g.,f (1, θ i + Θ , φ i ) = n 2 for any small Θ = 0. Let us follow a similar procedure as in the first case, however, let us completely disregard the vector v i that is perfectly aligned with (Θ, Φ). Instead, we make sure to find an R such that the (with multiplicities weighted) norm of the sum of the projections onto the (θ i + Θ , φ i + Φ )-direction of the remaining vectors v j amounts to at least (n − 2m i ) 2 − δ. Note that no matter where v i is pointing (actually, it will not be possible to make a statement about where it will point to), it holds that the whole (with multiplicities weighted) sum of v j will (within the relevant region around (1, θ i , φ i )) have a squared norm of at least (n − 2m i ) 2 − δ. In other words, for all δ we have constructed an R such that for all α , Θ , Φ such that 2
This shows thatf is lower semi-continuous in the points (1, θ i , φ i ) and completes the proof of the fact thatf is lower semicontinuous onD.
Proof of statement (v). It is quite simple to see that the statement holds for the case (Θ, Φ) = (θ i , φ i ) for all i. As m i = n, we have that | i m i v i | 2 = n 2 only if all vectors are aligned. With the operation considered in the lemma, degeneracies of vectors cannot be created or lifted. Hence, f (D) < n 2 and thus alsof (D) < n 2 . It remains to be proven that in case (Θ, Φ) = (θ i , φ i ) for some i, moreover,f (α, Θ, Φ) < (n − 2m i ) 2 for some α ∈ [0, 1). Similarly as in statement (iii), we have that for sufficiently large α ∈ [0, 1) all the vectors except v i lie in the southern hemisphere with respect to the axis (Θ, Φ). Similarly as before, it can be seen that from then on it holds thatf (α, Θ, Φ) < (n−2m i ) 2 for all such sufficiently large α < 1. This proves statement (v).
Appendix F: Tables of SLOCC classes in 2 × m × n and their orbit type for small system sizes In this appendix, we provide complete tables for SLOCC classes in 2 × m × n systems for small system sizes, that is, up to m ≤ n ≤ 5. In particluar, we list the respective orbit types. Already within such small system sizes, a rich variety of different behaviours manifests. In the main text we have shown that strictly semistable states exist if and only if m = n ≥ 4 (Theorem 3). The systems for which we provide tables here start from the the well known 3-qubit system [10] . Then, examples in which no strictly semistable states exist are covered (all system sizes up to 2 × 3 × 5 as well as 2 × 4 × 5). Moreover, cases with a rich structure (2 × 4 × 4 and 2 × 5 × 5), where all different orbit types are present, are covered. The tables also include an example of a system, in which all classes are in the null-cone, 2 × 3 × 5. Moreover, for n = 2m, it is known there exsits only a single SLOCC class containing fully entangled states [58] , which is represented by two bipartite maximally entangled states shared by party A and C, as well as B and C, respectively. Within the here considered system sizes, this becomes apparent in 2 × 2 × 4.
The tables give an exhaustive list of all SLOCC classes (families of SLOCC classes) of the considered dimensions in terms of the corresponding matrix pencil in KCF. One representative state (disregarding normalization for brievity) is given for each class, as well as the class' orbit types, and the maximal orbit dimensions [19] . Moreover, we state how the orbit type has been identified. For strictly semistable classes, the polystable classes in their closure is identified.
The dimension of P(H) is 7, the maximal orbit dimension is 7.
No.
Matrix The dimension of P(H) is 17, the maximal orbit dimension is 17.
Matrix Pencil A representative Type Comments; Identified via
Null-cone Observation 6 and the corresponding diagonal matrix pencil (see Observation 6) is separable in the splitting A|BC.
Null-cone Observation 6 and Theorem 4. The dimension of P(H) is 23, the maximal orbit dimension is 23.
Shown in [19] ; Generic class.
The dimension of P(H) is 29, the maximal orbit dimension is 29. 
The dimension of P(H) is 31, the maximal orbit dimension is 30.
Null-cone Observation 6 and the corresponding diagonal matrix pencil (see Observation 6) is separable in the splitting A|BC. 
Stable
Family of classes parametrized by free parameter x fulfilling x = 0, 1, ∞; This family of SLOCC classes is the generic family, i.e., their union forms a full measure set of states [33] ; Stable due to Theorem 4.
2 × 4 × 5
The dimension of P(H) is 39, the maximal orbit dimension is 39. Family of classes parametrized by free parameters x1 and x2 such that the set {0, 1, ∞, x1, x2} has a cardinality of five; This family of SLOCC classes is the generic family, i.e., their union forms a full measure set of states [33] ; Stable due to Theorem 4.
No. Matrix Pencil

