Abstract-A novel approach to control design for dead-time (DT) systems is proposed. The underlying idea is to treat the DT element not as a part of the generalized plant, but rather as a (causality) constraint imposed upon the controller (estimator). This enables one to use well-understood parametrizations of all delay-free controllers in the DT design. In particular, DT controllers can be extracted from such delay-free parametrizations. In this paper the extraction procedures are developed in both H 2 and H 1 settings. It is shown that the proposed approach yields simple solution procedures and new transparent and intuitively appealing structures for the resulting controllers and estimators.
I. INTRODUCTION
D EAD-TIME (DT) control systems are the systems with time delays in the feedback loop. Such systems constitute the simplest and yet one of the most widely applied classes of distributed parameter models. Time delays appear frequently in industrial processes as well as in economical and biological systems. These can be the delays in the process itself and delays caused by controllers (e.g., delays in processing sensed signals and transport delays in transferring control signals to systems), see [1] . Moreover, low-order models with DT's may serve as an economical alternative to high-order (or infinitedimensional) models for describing complicated physical phenomena [2] , [3] . This approach is widely appreciated in the process control industry and in water distribution control. It has also proved useful in aerospace applications [4] and in control of large flexible structures [5] . For example, a first-order unstable system with a time delay was used in [4] to describe an aircraft longitudinal motion over a short period. The time delay reflects high-frequency dynamics due to elasticity, actuators, sensors, computer, etc.
Yet the use of time delays to model physical phenomena for control purposes makes sense only if adequate analysis and design tools for DT systems are available. Moreover, such tools should result in simpler solutions (both numerically and conceptually) in comparison with corresponding solutions for high order finite-dimensional systems. In classical control, the celebrated Smith predictor scheme [6] may serve as an excellent example of such problem oriented methods. By the use of a special internal feedback in the controller, the Smith predictor enables the reduction of some DT problems The author is with Faculty of Mechanical Eng., Technion -IIT, Haifa, 32000, Israel (e-mail: mirkin@technion.ac.il ).
to purely rational low dimensional problems. Yet modern control, especially in H 1 formulation, still lacks systematic design methods resulting in a simple (or, at least, transparent) controller structure comparable with the Smith predictor.
H 1 control of DT systems has been an active research area since the mid 80's. Early frequency response methods, see [7] and the references therein, treated DT systems in the framework of the general infinite-dimensional control theory. This resulted in rather cumbersome solutions, for which implementation and analysis issues appear to be very complicated. This fact motivated more problem-oriented approaches, exploiting the structure of DT systems [8] - [12] ; see also the review paper [13] for additional references. Although considerable progress has been made in this direction, most existing solutions still lack the transparency of classical predictorbased dead-time compensators. For example, Nagpal and Ravi [11] obtained remarkably elegant solvability conditions for the general problem that clearly show the extra price paid for tolerating the delay. Yet the resulting controller there is extremely complicated and not even time invariant. A notable exception is the recent work of Meinsma and Zwart [14] , who derived a solution of the DT mixed sensitivity problem (the extension to the four-block case was reported in [15] ) in the form of a feedback interconnection of a rational transfer function and an FIR block. Such a structure is reminiscent of the classical Smith predictor and can be implemented by digital hardware without the need for a rational approximation. The solution in [14] , however, is based on several intermediate model transformations and as a result the final formulae are quite involved. This complicates any further analysis of the solution and blurs the connection with its delay-free counterparts. For example, it is not clear how the dead time affects the achievable cost and what the rationale is behind the FIR prediction block, especially in the four-block case.
This paper proposes a novel approach to the optimal control and estimation of DT systems. The approach is based on the treatment of DT controllers (estimators) as constrained ones. The design philosophy is then to extract DT controllers from the parametrization of all delay-free controllers. As shown in the paper, such an approach enables a straightforward reduction of various DT problems to a special one-block distance problem (in either H 2 or H 1 ). The solution to this latter problem then yields additional solvability conditions with respect to the delay-free case and the parametrization of all admissible controllers and estimators. The parametrizations enjoy a clear predictor-based structure (H 2 and H 1 deadtime compensators). In the H 1 case the controller structure is similar to that in [14] yet more transparent. Transparency pays in the form of clearer results and their meaningful interpretations. In particular, it is shown that the H 1 deadtime compensator is actually a "generalized Smith predictor" for both the plant output and the worst-case disturbance for the open-loop H 1 problem. The paper is organized as follows. In Section II the proposed solution framework is described and the general extraction problem (EP) is formulated. The solutions to EP are then studied in Section III in both H 2 and H 1 settings. Section IV addresses the application of these solutions to the output feedback H 2 (÷IV-A) and H 1 (÷IV-B) problems. Complete solutions to these problems are presented in Theorems 1 and 2, respectively. In Section V, corresponding estimation results are derived (Theorems 3 and 4). Some properties of the resulting controllers (H 2 and H 1 dead-time compensators) are discussed in Section VI. An example illustrating the proposed solution is presented in Section VII and concluding remarks are provided in Section VIII.
Some parts of this paper were presented at the following conferences: ROCOND'2000, LTDS'2000, and CDC'2000.
Notations
The notations throughout the paper are fairly standard. 
II. PROBLEMS SETUP AND SOLUTION FRAMEWORK
Consider the LFT setup in Fig. 1(a) , where P is a generalized plant and K is a controller. A large class of control and estimation problems can be formulated in such a setup as the problem of minimizing a norm (H 2 or H 1 ) of the closed-loop system F` P; K from the exogenous input w to the regulated output´. When K can be an arbitrary proper transfer matrix, the minimization of kF` P; K k in both the H 2 and H 1 cases is well understood, and elegant state-space solutions to numerous control and estimation problems are available, see [16] , [17] . The situation becomes more complicated when the feedback loop contains a time delay e sh , see Fig. 1(b) . Conventionally, the delay is augmented to the generalized plant P , resulting in the design of an unconstrained controller for the infinitedimensional plant. Although this approach makes it possible to apply the general theory of infinite-dimensional systems, it does not exploit the clear physically meaningful structure of the problem. Consequently, most optimization-based techniques produce rather cumbersome solutions that lack the insight of classical predictor-based dead-time compensators.
In this paper a different approach to the treatment of the DT setup in Fig. 1(b) is proposed. The idea is to attach the delay to the controller, leading to the design of a constrained controller for the finite-dimensional plant. The rationale for such treatment lies in the fact that the constraint imposed by the delay block is quite simple. Indeed, any LTI controller K is of the form e sh K h (for some causal K h ) iff its impulse response k.t / is zero whenever t < h (instead of t < 0 for the delay-free case). One might expect then, that the design of a constrained controller for the finite-dimensional plant is easier than the design of an unconstrained controller for the infinite-dimensional plant. Moreover, a possible byproduct of treating DT controllers as constrained ones might be a quantification of the extra price to be paid for tolerating the delay.
Return now to the minimization of kF` P; e sh K h k , where '' stands either for '2' or for '1'. The key point in the development in this paper is that the delay-free problems for both norms admit a complete parametrization of all suboptimal controllers by a free norm-bounded parameter. Then a natural approach to the design of constrained K is to extract admissible (dead-time) controllers from the parametrization of all unconstrained (delay-free) controllers. Applying to sampleddata systems, this idea was proposed in [18] , where the lifted domain description of the continuous-time parametrization was used. This approach was also used in [19] to solve the discrete-time H 1 problem with a strictly proper controller. In both these papers, the controller was constrained to be strictly proper in the discrete time. The constraints for the DT controllers are more complicated, so the extraction of DT controllers is more involved, especially in the H 1 case. Nevertheless, it will be shown below that this idea can be advantageously exploited for control and estimation of continuous-time DT systems.
To be more precise, assume that the set of all delay-free controllers (estimators) solving the problem of interest is parametrized by the following LFT:
where
is sometimes referred to as the controllers generator. Note that the form of the feedthrough term of G˛looks rather special. It will be seen in the next section that the really important assumption here is that the .1; 2/ and .2; 1/ sub-blocks of the controllers generator are square and bi-proper. Yet these assumptions hold for many cases of interest, e.g., for the parametrizations of all H 2 -and H 1 -suboptimal controllers provided the so-called standard assumptions hold, see [16] , [17] and also Sections IV and V. Thus, the assumption imposed above upon the structure of G˛.1/ does not lead to any loss of generality. The extraction problem is then formulated as follows: EP: Determine if parametrization (1) contains DT controllers of the form
and then characterize all such K when one exists. The solution to EP is considered in the next section.
III. SOLUTION OF THE EXTRACTION PROBLEM
The first step toward the solution of EP (for both norms) is to understand what constraints are to be imposed on Q˛in order to guarantee that the controller does belong to class (2) . To this end, note that since the .1; 2/ and .2; 1/ sub-blocks of G˛are square and invertible for almost all s, Lemma 10.4 from [16] yields that
where Aˇ: D A˛ B˛1C˛2 B˛2C˛1, Bˇ: D B˛1, and Cˇ: D C˛1. If K is of the form (2), then it can affect Q˛in the interval OEh; 1/ only. This implies that the impulse response of Q˛on the interval OE0; h must coincide with the impulse response of Gˇ1 1 on this interval. It turns out that this constraint is also sufficient: (4) for some Qˇ2 H 1 , where Q :
sh K h . Then, using elementary blockdiagram manipulations like in [20] one can show that (3) can equivalently be written as
(note that e sh .Gˇ1 1 Q / is rational and proper). The proof is now completed by the facts that Qˇ: D F` Q Gˇ; K h is a bijection (see, e.g., [16, Lemma 10.4] ) and it is causal iff K h is causal.
Proposition 1 implies that EP is solvable iff there exists a Qˇ2 H 1 so that
In other words, EP reduces to a one-block distance problem. The solutions to the latter in both H 2 and H 1 cases are discussed below.
A. The H
2 -norm constraints on QS ince the space H 2 is Hilbert, all solutions to (5) can be characterized using the standard orthogonal projection arguments. Indeed, since the impulse responses of Q and e sh Qˇhave support on OE0; h and OEh; 1/, respectively, the two terms in the right hand side of (4) are orthogonal in H 2 . Consequently,
Therefore, (5) 
Thus, the following result can be formulated:
In the H 2 case EP is solvable iff h;2 < ˛. If the latter condition holds, then a controller K solves EP iff there exists a Q˛; 2 2 H 1 so that kQ˛; 2 k 2 < 
B. The H
1 norm constraints on QĮ n the H 1 case the problem of characterizing all solutions to (5) can equivalently be rewritten as follows:
Problem (5 0 ) is the classical Nehari problem, which has been studied extensively in the literature, see [21, ÷XXXV.4 ] and the references therein. The solvability condition for the problem above (and, hence, for (5)) follows immediately from the Nehari Theorem that states that (5 0 ) is solvable iff
where denotes the Hankel operator. Inspecting the transfer matrix e sh Q one can see that h;1 is actually the L 2 OE0; hinduced norm of Gˇ1 1 . Thus, h;1 can be computed using the methods proposed in [7] , [22] .
The next step is to characterize all solutions to (5 0 ). To simplify the exposition, assume that ˛D 1. This can always be provided by an appropriate scaling of the problem data, e.g., by Bˇ! 1 ˛Bˇ, C˛2 ! ˛C˛2, and K ! ˛K. Now define the following transfer matrix:
is symplectic and˙ˇ2 2 is nonsingular whenever h;1 < 1 [23] . 
where Q˛; 1 2 H 1 satisfies kQ˛; 1 k 1 < 1, but otherwise is arbitrary.
Proof: The proof follows by applying the technique developed in [24] to the general solution of the Nehari problem from [25] . See [26] for details and also [27] for an alternative proof.
In principle, the solution to EP in the H 1 case follows directly from Proposition 2. Yet the direct application of the characterization of all admissible Q˛given by (8) leads to a rather cumbersome solution. To derive a more transparent form of the solution some further simplifications are required. To this end, note that by tedious yet straightforward algebra it can be shown that
Then (8) can be rewritten as follows:
where R˛; 1 :
Substituting this to (1) one gets:
; e sh R˛; 1 :
for any invertible G 1 and G 2 , the star product above can be simplified as follows:
Therefore,
To proceed, define
and note that the following equality holds true (it can be verified by straightforward algebra):
where Q «ˇ1 i , i D 1; 2, denote sub-blocks of the (rational) transfer matrix e sh «ˇ h˚«ˇ« . Hence, K above can be written as follows:
(the latter equality follows by the fact that˙ˇis symplectic). Then,
where 
Thus, calculating the realization of J˛; 1 one ends up with the following solution to EP: Lemma 2: In the H 1 case EP is solvable iff h;1 < ˛. If this condition holds, then a controller K solves EP iff there exists a Q˛; 1 2 H 1 so that kQ˛; 1 k 1 < ˛and K is of the form depicted in where A˛; 1 : D A˛ B˛1C˛2 C .˙0ˇ2 2 / 1 B˛1C , B and C are given by (9) and (10), respectively, and
IV. CONTROL APPLICATIONS The aim of this section is to show how the extraction approach described in Section II can be used to solve the H 2 and H 1 control problems for the DT setup in Fig. 1 (b) (these problems are briefly described in Section III). To this end, assume that the generalized plant P is of the form
and the parameters of its state-space realization satisfy the following standard assumptions: A 1 : .A; B 2 / is stabilizable and .C 2 ; A/ is detectable.
A. H 2 output feedback
The solution in the delay-free case is based on the stabilizing solutions (which exist whenever A 1 -A 3 hold) X 0 and Y 0 to the following two algebraic Riccati equations:
2 / and all proper controllers solving the H 2 problem for a given > 2 are given by (1) 
If this condition holds, then the set of all solutions is parametrized as shown in Fig. 2 subject to Proof: The proof follows by a routine application of Lemma 1. Note that the expression for h;2 defined by (6) can be derived using the time-domain interpretation of the H 2 norm as the energy of the system impulse response.
Remark 4.1: The quantity h;2 defined in Theorem 1 can be thought of as the "cost of delay" from the H 2 point of view. It is clear that h;2 is a monotonically non-decreasing function of h. Less obvious is that h;2 is actually a monotonically increasing function of h unless the optimal controller for the delay-free problem,
The solution to the dead-time H 2 (LQG) problem has been known since the late 60's [28] . That solution was presented in the so-called observer-predictor form [29] , which is based on open-loop prediction of the observer state vector. It was, however, shown in [20] that this structure is, in fact, equivalent to the structure in Fig. 2 . Thus, the contribution of the "H 2 " part of this paper lies more in a remarkably simple and intuitive solution procedure and also in the natural way in which the cost of delay h;2 arises. Moreover, to the best of the author's knowledge, the parametrization of all suboptimal controllers given in Theorem 1 is new.
B. H 1 output feedback
In the delay-free case the solution to the H 1 problem exists iff there exist the stabilizing solutions X 0 and Y 0 to the following two algebraic Riccati equations:
and ˛D .
The solution to the DT problem can now be obtained by a direct substitution of these matrices to the formulae of Lemma 2. Yet the formulae can be further simplified. To see this, consider the Hamiltonian matrix
which plays a key role in the solution to the H 1 version of EP. Routine algebra together with the facts that X and Y satisfy (13) yield that
where T :
, and also that C˛2 B
and
Now, define the following symplectic matrix:
and also denote
It can be verified that in this case˙0ˇ2 (16) is well-defined and the set of all solutions is parametrized as shown in Fig. 2 subject to (below, A h;1 :
« , and any Q˛; 1 such that kQ˛; 1 k 1 < .
Proof: To complete the proof it suffices only to show that conditions (a)-(c) are equivalent to the condition > h;1 , where h;1 is the L 2 OE0; h-induced norm of
where Note that the H 1 controller structure like that in Fig. 2 was first derived in [14] using the J -spectral factorization approach. Yet the formulae for the rational part of the controller there are less transparent than those in Theorem 2. Moreover, the solvability conditions in [14] are more involved and the connection to the delay-free H 1 solution is not clear since the Riccati equation to be solved there depends on h. On the other hand, the two Riccati equations required in Theorem 2 are exactly the same as in the delay-free case. This enables us to formulate the solvability conditions as the solvability of the delay-free problem plus conditions (a) -(c). The latter, thus, can be thought of as the "cost of delay" in the H 1 setting. Remark 4.2: It can be shown [19] that the coupling condition for the delay-free problem, i.e., .X Y / < 2 , holds whenever condition (c) of Theorem 2 holds. Thus, the former is redundant in the DT context. It is nevertheless included in the formulation in Theorem 2 to emphasize the necessity of the solvability of the delay-free H 1 problem.
Remark 4.3:
The formulae of Theorem 2 can be alternatively presented in terms of solutions to differential Riccati equations instead of˙. To this end, define the matrix functions P X .t/ and P Y .t/ on the interval t 2 OE0; h as follows:
1 P X ; with P X .h/ D X , and
can equivalently be formulated as either the existence of P X .t/, 8t 2 OE0; h, such that .YP X .0// < 2 or the existence of P X .t/, 8t 2 OE0; h, such that .P Y .h/X / < 2 . These, in fact, are the solvability conditions obtained in [11] . Further, let˚X .t 1 ; t 2 / and˚Y .t 1 ; t 2 / be the transition matrices associated with A X :
Finally, the Riccati equation for P Y can be replaced with the Lyapunov equation
The solution in terms of the Riccati equation may have some advantages since the matrices P X .t/ and P Y .t/ are typically well-posed for all t 2 OE0; h, while elements of the matrix exponential˙might grow rapidly as h increases.
V. ESTIMATION APPLICATIONS
In this section the extraction approach described in Section II is applied to the H 2 and H 1 estimation problems of finding a stable K h guaranteeing that kG 1 e sh K h G 2 k < for given rational G 1 and G 2 . This problem is also referred to as the prediction problem. In principle, prediction can be thought of as a special case of the setup in Fig. 1(b) for
. Yet the analogy is not complete as the internal stability requirement is relaxed in the estimation case (when G 2 is unstable). A certain care, especially when infinite-dimensional systems are considered, should therefore be taken when the parameters of P above are substituted to the formulae of Theorems 1 and 2. For that reason, the H 2 and H 1 estimation problems are treated below separately from their control counterparts.
It is assumed that
and the parameters of this state-space realization are such that:
A 4 : .C 2 ; A/ is detectable.
has full row rank 8! 2 R.
As in the control case, assumption A 6 is made just to simplify the exposition and can be easily relaxed to the requirement
The solution in the delay-free case is based on the stabilizing solution Y 0 to the algebraic Riccati equation (12b) and the minimal achievable H 2 norm of the closed-loop system is
Then, all proper estimators that solve the H 2 problem for a given > 2 are given by (1) 
If this condition holds, then the set of all solutions is parametrized as shown in Fig. 2 subject to h;2 . It is worth stressing that the parametrization of all suboptimal predictors in Theorem 3 is rational (since the infinitedimensional block˘˛; 2 D 0). In the case of the standard Kalman filtering problem with delay this result is well known, see [31] .
B. H 1 prediction
The delay-free version of this problem is solvable iff there exists the stabilizing solution Y 0 to the algebraic Riccati equation (13b). If this condition holds, then all proper estimators solving the H 1 problem are given by (1) subject to
As in the control case, the H 1 prediction solution resulting from Lemma 2 can be further simplified. The resulting solution is based on the matrices
and is as follows: Theorem 4: The H 1 prediction problem is solvable iff its delay-free counterpart is solvable and in addition (a)
If these conditions hold, then the matrix Z h defined by (17a) is well-defined and the set of all solutions is parametrized as shown in Fig. 2 subject to
Comparing this result with the H 2 predictor in Theorem 3 one can see that the main difference is that in general˘˛; 1 ¤ 0, that is the H 1 -suboptimal predictor is not rational.
VI. H 2 AND H
1 DEAD-TIME COMPENSATORS
The controllers in H 2 and H 1 cases both have the structure of the feedback interconnection of a rational LFT part (which is similar to controllers for the corresponding delayfree problems) and an FIR block. The latter in both cases has a quite intriguing structure, similar to the Smith predictor (G 1 e sh G 2 ). Such a structure is generally referred to as a dead-time compensator (DTC) [2] . This section is devoted to an analysis of the H 2 and H 1 DTC's and their comparison. Note that estimation solutions will not be discussed here since they can be thought of as a special case of the output feedback solutions.
A. H 2 case
Consider the H 2 -suboptimal controller depicted in Fig. 2 . The measurement signal entering the controller is y D e sh P 21 w C P 22 u . This signal is then "preprocessed" by adding h˚e sh P 22 « u, and the resulting signal, Q y, enters the rational part of the controller. The rationale behind such preprocessing becomes clear when Q y is considered. Indeed, using the definition of the completion operator h fg one can easily see that
Ah .sI A/ 1 B 2 is finite dimensional. Hence, the resulting feedback loop u « Q y does not contain any delay. In other words, the purpose of the FIR block˘2 is to "compensate" for the delay in the feedback loop, which is reflected in the term DTC. The rational part of the controller is then just a -suboptimal controller for the modified plant Q P 22 (see [20] ). This structure is similar to the Smith predictor. The latter uses the block P 22 e sh P 22 to compensate for the delay ("predict" the plant output) and can be applied to open-loop stable systems only. The H 2 DTC uses the completion of e sh P 22 and can also be used to control unstable systems. This scheme was actually proposed in [32] (though not in the context of optimal control).
Remark 6.1: It is worth stressing that when the plant P 22 is stable, the H 2 DTC in Theorem 1 can be recast in the classical Smith predictor form. Indeed, in the system in Fig. 2 the DTC block˘2 D Q P 22 e sh P 22 can be replaced with P 22 e sh P 22 by transforming the rational part J 2 of the controller to
Yet in general this will increase the dimension of the rational part of the controller. Note that the delay compensation above is based on the open-loop plant model and does not depend on the way in which the disturbance w affects the system in Fig. 1(b) . Intuitively, this fits well into the H 2 methodology in which disturbances are supposed to be known.
B. H 1 case
Although the H 1 controller has a structure similar to that of the H 2 controller, the H 1 FIR block is more complicated. Instead of completing the open-loop plant e sh P 22 , it compensates for the delay in the rather artificial system e sh F u P; 2 P Ï 11 . The natural question, then, is what is the rationale behind this.
To answer this question, denote P a : D F u P; 2 P Ï 11 and note that the relationship y D P a u can be equivalently written as y D P 21 w C P 22 u;
where the "disturbance" w satisfies:
Thus, if the disturbance w in Fig. 1 were equal to w above and were measurable, then the block˘1 D h˚e sh P a « would just compensate for the dead time in both feedback and feedforward loops ("predict" both y and w). This agrees well with the result of [33] , where it was proposed to transmit measured disturbances into the Smith predictor to improve its disturbance attenuation properties (feedforward Smith predictor). Since the H 1 DTC does not measure the disturbance, it generates it artificially.
Taking into account the worst-case nature of the H 1 methodology, one would expect that the disturbance w is generated on the basis of a worst-case scenario. It turns out that this indeed happens. To see this, consider the relationship y D P a u in the state-space setting. We have:
and w is generated by the system
where´D C 1 xCD 12 u. Using the standard arguments from the calculus of variations [17] , the signal w generated by (18b) can roughly be thought of as the maximizing disturbance for the index
subject to any fixed u. Thus, the H 1 DTC attempts to compensate for the dead time h, assuming that the disturbance w is the worst-case one for the open-loop problem. This choice of w agrees well with the open-loop nature of the dead-time compensation. It also suggests that the result of Theorem 2 can be proved using separation arguments, similar to the separation between the full information and the output estimation in the delay-free output feedback H 1 control. Remark 6.2: Unlike the H 2 case, the H 1 DTC cannot in general be recast in the Smith predictor form, i.e., with the irrational block P a e sh P a . The reason is that the latter must be stable in order to guarantee the internal stability of the system [20] . Yet unless P 11 D 0 (which is possible in some robust stability problems) the state-space realization of P a has a Hamiltonian "A" matrix, which means that P a always has unstable poles.
It is worth stressing that despite all the differences between the H 2 and H 1 DTC's, both of them are independent of the rational part of the controller or, more precisely, of the way the loop is closed by J . This suggests that dead-time compensation is intrinsically an open-loop operation.
VII. ILLUSTRATIVE EXAMPLE
In this section we consider the mixed sensitivity problem for an n 0 -order plant P 0 . The problem is to find a stabilizing controller K of the form e sh K h (for some causal K h ) guaranteeing that
for a given positive , where S :
is the sensitivity function and W 1 and W 2 are (stable) weighting functions of the orders n 1 and n 2 , respectively. Although this problem is a special case of the general problem studied in ÷IV-B, its structure can be exploited to simplify the solution, especially its infinite-dimensional part. These simplifications will be outlined in ÷VII-A. Then, in ÷VII-B, a benchmark numerical problem of the mixed sensitivity design for an unstable aircraft model from [4] will be addressed.
A. Mixed sensitivity problem: simplifications
The generalized plant for the mixed sensitivity problem is of the form
and has, in general, the state dimension n : D n 0 C n 1 C n 2 . One can verify that if W 1 and W 2 are stable, then A 1 -A 3 hold iff W 2 .1/ is (left) invertible and P 0 has no j!-axis poles. Although the "D 11 " matrix of P is nonzero when W 1 is biproper, the standard loop shifting [17] brings (20) to the form of (11) . Thus, the results of Theorem 2 are applicable to the mixed sensitivity problem studied in this section.
The important point is that the formulae of Theorem 2 can be simplified owing to the special structure of the generalized plant in (20) . The following observations are in order: P 11 depends only on W 1 and does not depend on the dynamics of P 0 and W 2 . Therefore, condition (a) of Theorem 2 is simplified as the dimension of the underlying problem is reduced (n 1 instead of n). It can be verified that the matrix exponential˙in (15) is similar to a block-diagonal matrix with block dimensions 2n 2 and 2.n 0 C n 1 /. Moreover, the first block does not depend on and affects neither the solvability conditions nor the central controller in Theorem 2. In most cases one thus needs to compute 2.n 0 C n 1 / 2.n 0 C n 1 / matrix exponentials rather than 2n 2n ones. Straightforward calculations yield that
so its order is at most n 0 C 2n 1 instead of 2n as in the general case (cf. eqns. (18) ). This implies that the infinite-dimensional part of the controller, i.e., the FIR block˘˛; 1 , is simplified as well. Finally, as in the delay-free case, the H 1 observer Riccati equation (13b) is reduced to an n 0 -order H 2 Riccati equation (moreover, Y D 0 whenever P 0 is stable).
Remark 7.1: It is worth mentioning that the fact that˘˛; 1 in a mixed sensitivity problem might contain hidden modes was pointed out in [14, ÷V.A].
B. Numerical example
To illustrate the discussion above, consider the mixed sensitivity control of an unstable aircraft from [4] . Here P 0 D 1 s 1 and the weighing functions are as follows:
and W 2 D 0:2.s= p 1:01 C 1/ s C 1 (see [4] for explanations). This problem has been extensively studied in the literature as the benchmark problem for control of delay systems, see [7] , [14] , [34] and the references therein.
As expected, the minimal achievable performance and the frequency responses of the optimal control systems obtained by the application of Theorem 2 coincide with those in [4] under every loop delay. Unlike the latter, however, our approach leads to a quite simple expression for the optimal controller. For instance, when h D 0:37 the rational part of the central controller is Although K r is unstable, the overall controller
is stable (apparently, the simplest way to see this is by application of the Nyquist stability criterion to the Nyquist or Nichols plots of P 0 .j!/K.j!/).
Remark 7.2:
Note that the order of K r is 1, rather than 3 (the order of the generalized plant). The reason for this is twofold. First, as ! min one pole of K r approaches 1 and, as shown in [35] , can in most cases be canceled. Second, for every and h the rational part of the controller has both pole and zero at 1, which are canceled as well. The latter cancellation is caused by the fact that P 0 and W 2 have equal time constants, analogous to the delay-free case.
Some comparisons with the results available in the literature are in order. The optimal controller derived in [4] is quite complicated. Its computation involves several levels of intermediate substitutions and spectral factorizations, which blur the structure of the controller. Although the formulae were then cleaned up in [7] , [36] , their numerically stable implementation is still nontrivial because of unstable polezero cancellations in the optimal controller to be performed analytically. This motivated research on the design of rational controllers for problem (19) . To this end, either a finitedimensional approximation of the optimal infinite-dimensional controller can be used [37] or the design can be performed for a rational approximation of the plant [34] . In both cases, however, the structure of the original problem is lost. The controller in [14] has the same structure as that in Fig. 2 . Yet the formula for J˛; 1 there is more involved. This does not make it possible to see some of the simplifications 1 described in ÷VII-A, even though the approach of [14] is to some extent custom built for the mixed sensitivity problem.
The transparency of the (sub)optimal controller obtained by Theorem 2 can be further exploited to simplify its implementation. Two possible directions are outlined below:
1) The infinite-dimensional FIR block˘˛; 1 in this example can be simplified by the approximation of its impulse response with that of a "lower-order" system using, 1 The order of the rational part of the controller in [14] is 2 (after the elimination of the pole that approaches 1) rather than 1.
e.g., the least-square approach. It turns out that the approximation based on a first-order system, Ȏ˛; 1 D h 1:062 s 1:013 e 0:37s ;
is quite accurate (k˘˛; 1 Ȏ˛; 1 k 2 < 10 3 ) so that the frequency response plots of the optimal controller given by (21) and its approximation K r =.1 K r Ȏ˛; 1 / are virtually indistinguishable. Notice that Ȏ˛; 1 is close to the H 2 DTC block for P 0 ,˘˛; 2 D h˚1 s 1 e 0:37s « . This can be explained by the fact that the dynamics of the .1; 1/ part of the generalized plant, which are the dynamics of W 1 only, are slow relative to the delay. Then, the worst-case disturbance (18b) for the open-loop problem generated by the H 1 DTC has little effect on system performance on the interval OE0; h.
2) The structure in Fig. 2 can also be exploited to find a rational approximation of the (sub)optimal controller. The key property here is that the infinite-dimensional part is localized in the (stable) internal feedback of the controller,˘˛; 1 . The latter can be approximated by a "rationalization" of its delay part subject to the stability constraint imposed upon the resulting approximation of˛;
1 . The effect of the approximation error is then equivalent to the effect of the additive uncertainty in the plant. The sensitivity (robustness) to the latter can be analyzed by known methods, see [16] , [17] . The advantage of approximating the optimal controller rather than the open-loop delayed plant (as, e.g., in [34] ) lies in the ability to take into account the optimal closed loop properties. A rigorous study of these two issues is left for future research.
VIII. CONCLUDING REMARKS
This paper has proposed a novel approach to the analysis and design of dead-time control systems. The underlying idea is to treat the delay as a (causality) constraint imposed upon the controller rather than a part of the generalized plant. The design methodology then is to extract DT controllers from delay-free parametrizations. The extraction problem has been posed and solved in both H 2 and H 1 settings. The applications of the proposed approach to H 2 and H 1 control and estimation have been considered. It has also been shown that the resulting (sub)optimal controllers and estimators enjoy transparent and intuitively appealing structures, reminiscent of the celebrated Smith predictor. In particular, it turns out that the H 1 controller takes the form of a "generalized Smith predictor" for both the plant output and the worst-case disturbance for the open-loop H 1 problem. Note that the implementation issues for the resulting controllers and predictors have not been addressed in the paper. The potential problem might be in implementing the FIR blocks, which are built upon Hamiltonian matrices and require matrix exponentials to be computed. Yet the computation of matrix exponentials for matrices having positive eigenvalues, especially for a large delay, might be a difficult numerical problem. Hence, alternative realizations involving only matrix exponentials of Hurwitz matrices are required. This is the subject of future research.
