The theta-block conjecture proposed by Gritsenko-Poor-Yuen in 2013 characterizes Siegel paramodular forms which are simultaneously Borcherds products and additive Jacobi lifts. In this paper, we prove this conjecture for two new infinite series of theta blocks of weights 2 and 3. The proof is based on Scheithauer's classification of reflective modular forms of singular weight. 1 24 n≥1 (1 − q n ) is the Dedekind eta-function, ϑ a (τ, z) = ϑ(τ, az) and ϑ(τ, z) = q 1 8 (ζ 1 2 − ζ − 1 2 ) n≥1
Introduction
Let N be a positive integer. A Siegel paramodular form of level N is a Siegel modular form of degree two with respect to the paramodular group of level N defined as (see [12] ) The Fourier-Jacobi coefficients of a Siegel paramodular form are holomorphic Jacobi forms in the sense of Eichler-Zagier [8] . Conversely, one can construct paramodular forms from Jacobi forms. The first method is the additive Jacobi lifting due to Gritsenko (see [9] ) which sends a holomorphic Jacobi form to a paramodular form. The second method is a variant of Borcherds product proposed by Gritsenko-Nikulin (see [2, 12] ), which lifts a weakly holomorphic Jacobi form of weight 0 to a meromorphic paramodular form with known divisors. In some sense, the additive Jacobi lifting (Gritsenko lift) is like an infinite sum and the Borcherds product has an infinite product expansion. In [13] , V. Gritsenko, C. Poor and D. Yuen investigated the paramodular forms which are simultaneously Borcherds products and Gritsenko lifts. One sees from their shapes that if the Gritsenko lift Grit(φ) is a Borcherds product then the holomorphic Jacobi form φ must be a theta block defined below. Moreover, φ has vanishing order one in q = e 2πiτ (see [23] ). Furthermore, it was conjectured in [16] that φ is a pure theta block. Let N be the set of nonnegative integers and f : N → Z be a function with a finite support. A theta block (see [14] for a full theory) is a function of the form
where η(τ ) = q is the odd Jacobi theta-series which is a holomorphic Jacobi form of weight 1 2 and index 1 2 with a multiplier system of order 8 (see [12] ). The function Θ f is called a pure theta block if f is nonnegative on N. The pure theta block Θ f is just a weak Jacobi form in general, but it will be a holomorphic Jacobi form for some good f . This gives a great way to construct holomorphic Jacobi forms of small weight explicitly.
In [13] , V. Gritsenko, C. Poor and D. Yuen formulated the following conjecture which gives a sufficient condition for a Gritsenko lift being a Borcherds product.
Theta block conjecture. Let the pure theta block Θ f be a holomorphic Jacobi form of weight k and index N with vanishing order one in q = e 2πiτ . We define a weak Jacobi form Ψ f = −(Θ f |T − (2))/Θ f of weight 0 and index N , where T − (2) is the index raising Hecke operator. Then
is a holomorphic paramodular form of weight k with respect to Γ N .
It is not clear how difficult the conjecture will turn out to be, but there is no obvious way to attack it. A natural idea is to consider the quotient Grit(Θ f )/ Borch(Ψ f ). If one can prove div(Grit(Θ f )) ⊃ div(Borch(Ψ f )), then Grit(Θ f )/ Borch(Ψ) will be a holomorphic modular form of weight zero and then equals a constant by Köcher's principle. Unfortunately, it is very hard to prove this because the divisor of Borch(Ψ) is usually very complicated. To pass through this difficulty, one lifts Θ f to a Jacobi form Θ L in many variables associated to a certain positive definite lattice L (i.e. Jacobi forms of lattice index, see [9, 5] ). Then we study the same question in the context of modular forms on orthogonal groups of signature (2, n) . Notice that paramodular forms can be realized as orthogonal modular forms of signature (2, 3) (see [12] ). Since Jacobi forms in many variables have stronger symmetry, the corresponding Borcherds product may have much simpler divisor such that it is easy to prove the including relation between divisors of Gritsenko lift and Borcherds product. Then one can prove the desired identity by considering the specializations of the identity in many variables. When the lattice L satisfies the Norm 2 condition defined in [16, (3.8) ], the above algorithm works well because the divisor of Borcherds product is determined completely by the divisor of theta block in this case (see [16] for more details). Following this idea, the conjecture has been proved for all theta blocks of weights larger than 3 (see [13, §8] ), for an infinite series of theta blocks of weight 3 related to the root system 3A 2 (see [10, 14] ), and for an infinite series of theta blocks of weight 2 related to the root system A 4 (see [15, 16] ).
In this paper, we prove the conjecture for an infinite series of theta blocks of weight 2 related to the root system A 1 ⊕ B 3 , and for an infinite series of theta blocks of weight 3 related to the root system 2A 1 ⊕ B 2 ⊕ A 2 . Theorem 1.1. Let a = (a 1 , a 2 , a 3 , a 4 ) ∈ Z 4 . Then we have
where N (a) = 2a 2 1 + 2a 1 a 2 + 2a 1 a 4 + 3a 2 2 + 5a 2 a 3 + 6a 2 a 4 + 5a 2 3 + 10a 3 a 4 + 8a 2 4 . Moreover, for any a ∈ Z 4 such that ϕ 2,a is not identically zero, one has
.
Then we have
There are two new difficulties to prove the above theorems in comparison with the previously proved cases. We next explain the detail in the case of weight 2. The case of weight 3 is similar.
(I) There are exactly four infinite series of theta blocks of weight 2 in [14] . They are related to the root systems A 4 , B 2 ⊕ G 2 , A 1 ⊕ B 3 and A 1 ⊕ C 3 , respectively. In order to prove the theta block conjecture for these infinite series, we need to lift them to suitable Jacobi forms of lattice index and lift the corresponding paramodular forms to some orthogonal modular forms. Thus it is crucial to find the proper lattices. The case of A 4 was solved in [15, 16] . From the shape of the theta block, we saw that A ∨ 4 (5) is the satisfying lattice. But for the other three infinite series, the choice of the lattice is not natural at all because the root system is reducible and its symmetry is not strong enough. This is the first difficulty. We next explain the strategy to overcome it. In general, there will be much stronger symmetry if modular forms have more variables. Therefore, it will be better to lift the paramodular forms to some orthogonal modular forms of singular weight. There is a conjecture based on experience that every Borcherds product of singular weight comes from a reflective modular form (see [28] ). Here, reflective modular forms are modular forms on orthogonal groups whose divisors are determined by reflections in the orthogonal group (see [12, 10] ). In [24, 26] , Scheithauer classified reflective modular forms of singular weight on lattices of squarefree level. In view of these facts, we search for reflective modular forms of singular weight 2 on lattices containing two hyperbolic planes in Scheithauer's list. Finally, we found only one new such modular form and its pullbacks give the infinite series appearing in Theorem 1.1. We do not know what is the proper lifting for the rest two infinite series.
(II) The second difficulty of the proof is that the corresponding lattice does not satisfy the condition Norm 2 . Therefore we can not employ the approach in [16] to show that the associated reflective modular form is an additive lifting. We explain how to surmount this difficulty. Firstly, we show that the additive lifting vanishes on one part of reflective divisors. Secondly, we prove that the input of additive lifting (as a vector-valued modular form) is invariant up to a character under the orthogonal group of the discriminant group of the lattice. From the reconstruction of additive lifts due to Borcherds in terms of vector-valued modular forms, we conclude that the additive lifting is a modular form for the full orthogonal group. Combining the two facts together, it is not hard to prove the pivotal result that the additive lifting vanishes on all reflective divisors because the level of the lattice is squarefree.
The layout of this paper is as follows. In the next section, we introduce briefly reflective modular forms and Jacobi forms of lattice index. Sections 3 and 4 are devoted to the proofs of our theorems.
Reflective modular forms and Jacobi forms of lattice index
As mentioned in the introduction, we will prove the theorems in the context of orthogonal modular forms. In this section, we introduce the necessary materials.
We first fix some notations. For an even lattice M , we denote its dual lattice by M ∨ and its discriminant form by D(M ) = M ∨ /M . The level of M is the minimal positive integer N such that N (x, x) ∈ 2Z for all x ∈ M ∨ . For v ∈ M ∨ , we denote the order of v in D(M ) by ord(v). For any integer a, the lattice obtained by rescaling M with a is denoted by M (a).
Let M be an even lattice of signature (2, n) with n ≥ 3. The Hermitian symmetric domain of type IV associated to M is defined as (we choose one of the two connected components) 
By [1] , F either has weight 0 in which case it is constant, or has weight at least n/2 − 1. The minimal possible weight n/2 − 1 is called the singular weight.
For any v ∈ M ∨ satisfying (v, v) < 0, we define the rational quadratic divisor associated to v as
. When the level of M is a squarefree number N , a primitive vector r ∈ M ∨ with (r, r) < 0 is reflective if and only if there exists a positive integer d|N such that (r, r) = − 2 d and r has order d in D(M ) (see [24, Proposition 2.5] ). In the case, D r is called a 2d-reflective divisor.
Reflective modular forms were first introduced by Borcherds [2] and Gritsenko-Nikulin [12] , and they have applications in algebra and geometry (see e.g. a survey [10] ). The number of such modular forms was conjectured to be finite by Gritsenko-Nikulin [12] . Some classification results can be found in [24, 26, 18, 19, 6, 27, 28] .
We next define Jacobi forms of lattice index as Fourier-Jacobi coefficients of orthogonal modular forms (see [5] for details). Let us assume that M contains two hyperbolic planes, i.e. M = U ⊕ U 1 ⊕ L(−1), where U = Ze ⊕ Zf ((e, e) = (f, f ) = 0, (e, f ) = 1), U 1 = Ze 1 ⊕ Zf 1 are two hyperbolic planes and L is an even positive definite lattice. We choose (e, e 1 , ..., f 1 , f ) as a basis of M , here ... denotes a basis of L(−1). At the standard 1-dimensional cusp determined by the isotropic plane e, e 1 , D(M ) can be realized as the following tube domain
In this setting, a Jacobi form is a modular form for the Jacobi group Γ J (L) which is the parabolic subgroup of O + (M ) preserving the isotropic plane e, e 1 and acting trivially on L. This group is the semidirect product of SL 2 (Z) with the integral Heisenberg group of L.
holomorphic Jacobi form of weight k and index t associated to L, if it satisfies
and if it has a Fourier expansion
where n 0 ∈ Z, q = e 2πiτ and ζ ℓ = e 2πi(ℓ,z) . If the Fourier expansion of ϕ satisfies the condition (f (n, ℓ) = 0 =⇒ n ≥ 0) then ϕ is called a weak Jacobi form. If (f (n, ℓ) = 0 =⇒ 2n − (ℓ, ℓ) ≥ 0) (resp. > 0) then ϕ is called a holomorphic (resp. cusp) Jacobi form.
We denote by J ! k,L,t (resp. J w k,L,t , J k,L,t , J cusp k,L,t ) the vector space of weakly holomorphic Jacobi forms (resp. weak, holomorphic or cusp Jacobi forms) of weight k and index t for L. The Jacobi forms due to Eichler-Zagier J k,N are identical to the Jacobi forms J k,A 1 ,N for the lattice
We next introduce the additive Jacobi lifting and Borcherds product.
For any positive integer m, one has
and the Fourier coefficients of ϕ| k,t T − (m)(τ, z) can be calculated by the formula
where a | (n, ℓ, m) means that a | (n, m) and a −1 ℓ ∈ L ∨ .
Theorem 2.2 (see Theorem 3.1 in [9] ). Let ϕ ∈ J k,L,1 . Then the function
is a modular form of weight k for O + (2U ⊕ L(−1)). Moreover, this modular form is symmetric i.e.
The following is a variant of Borcherds product in terms of Jacobi forms. The main advantage of this version is that it is rather easy to compute the Fourier expansion at the standard 1-dimensional cusp and the first Fourier-Jacobi coefficient is given by a theta block. [10] for details). We fix an ordering ℓ > 0 in L ∨ in a way similar to positive root systems (see the bottom of page 825 in [10] ). Let
There is a meromorphic modular form of weight f (0, 0)/2 and character χ with respect to O + (2U ⊕ L(−1)) defined as
is a general theta block. The character χ is induced by the character of the theta-block and by the relation
The poles and zeros of Borch(ϕ) lie on the rational quadratic divisors
The multiplicity of this divisor is given by
The same function has the following infinite product expansion
, ξ = exp(2πiω), the notation (n, ℓ, m) > 0 means that either m > 0, or m = 0 and n > 0, or m = n = 0 and ℓ < 0, and 
Remark 2.5. By [9, Lemma 2.1], the Fourier coefficient f (n, ℓ) of ϕ ∈ J ! k,L,1 depends only on the (hyperbolic) norm 2n − (ℓ, ℓ) of its index and the image of ℓ in the discriminant group of L. In other word, f (n 1 ,
The divisor of the Borcherds product in Theorem 2.3 is determined by the so-called singular Fourier coefficients f (n, ℓ) with 2n − (ℓ, ℓ) < 0. There are only a finite number of orbits of such coefficients that are supported because the norm 2n − (ℓ, ℓ) of the indices of the nontrivial Fourier coefficients is bounded from below.
Remark 2.6. Paramodular forms of weight k for Γ N can be regarded as modular forms of the same weight for O + (2U ⊕ −2N ) (see [12] ). Thus we can use the pullback of orthogonal modular forms to construct paramodular forms.
At the end of this section, we recall the isomorphism between vector-valued modular forms and Jacobi forms. Let D be a discriminant form. Let 
and if f is meromorphic at i∞. If f is also holomorphic at i∞, then it is called a holomorphic modular form. If f vanishes at i∞, then it is called a cusp form. The modular form f has a Fourier expansion of the form
Here, the sum γ∈D n<0 c γ (n)e 2πinτ e γ is called the principal part of f . The map
defines an isomorphism between the space of nearly holomorphic modular forms of weight k for ρ D(L) and the space of weakly holomorphic Jacobi forms of weight k + rank(L)/2 and index 1 for L. The principal part of F corresponds to the singular Fourier coefficients of the Jacobi form. Hence the map also induces an isomorphism between the subspaces of holomorphic modular (resp. cusp) forms for ρ D(L) and holomorphic (resp. cusp) Jacobi forms of index 1 for L.
Proof of Theorem 1.1
The aim of this section is to prove Theorem 1.1. Following the strategy mentioned in the introduction, by seeking Scheithauer's list of reflective modular forms in [24] , we found that there is a strongly reflective modular form of singular weight 2 with the complete 4-reflective divisors, 10reflective divisors and 20-reflective divisors on the lattice M 2,6 = U ⊕U (10)⊕A 4 (−1). We denote this modular form by Ψ Sch 2 . Note that Ψ 
The lattice M 2,6 (−1) is of level 10 and has genus II 6,2 (2 +2 II 5 +3 ). It is clear that the discriminant group of M 2,6 has 3 generators. By [22] (or [28, Lemma 2.3]), there exists an even positive definite lattice L of rank 4 such that M 2,6 ∼ = 2U ⊕ L(−1). By [29] , the genus II 4,0 (2 +2 II 5 +3 ) contains only one class and the label of this lattice is 4.500.10.1.2. Thus the lattice L is unique up to isomorphism and we denote it by L 4 . The matrix model of L 4 and its inverse are respectively
Let α 1 , α 2 , α 3 , α 4 be a basis of L 4 corresponding to the above matrix and w 1 , w 2 , w 3 , w 4 be the associated dual basis. The lattice L 4 is of level 10 and has determinant 500. We next consider Ψ is known. In the coordinates z = z 1 α 1 + z 2 α 2 + z 3 α 3 + z 4 α 4 , this leading Fourier-Jacobi coefficient can be written as
where ϑ(z) = ϑ(τ, z). This function is a pure theta block of weight 2 with vanishing order one in q and it defines a holomorphic Jacobi form of weight 2 and index 1 for L 4 . = Grit(Θ L 4 ). It suffices to prove div(Grit(Θ L 4 )) ⊃ div(Ψ Sch 2 ) by Köcher's principle. According to [16, Lemma 3.8] , Grit(Θ L 4 ) vanishes on the reflective divisors D (0,0,ℓ,1,0) for all vectors ℓ of type (a), (b) and (c). But there are some other reflective divisors in div(Ψ Sch 2 ). In fact, in the discriminant group of L 4 , there are one class of norm 1 (mod 2) and order 2, twenty classes of norm 2 5 (mod 2) and order 5, and thirty-one classes of norm 1 5 (mod 2) and order 10 (see [24, §3] ). Thus L 4 does not satisfy the condition Norm 2 and the argument in [16] does not work in this case. Fortunately, the level of L 4 is squarefree and Grit(Θ L 4 ) vanishes on one part of reflective divisors. If we can prove that the maximal modular group of Grit(Θ L 4 ) is O + (M 2,6 ), then we conclude from Lemma 3.2 below that Grit(Θ L 4 ) vanishes on all reflective divisors, which implies div(Grit(Θ L 4 )) ⊃ div(Ψ Sch 2 ). This assertion is proved in Lemma 3.7. 
Correspondingly, the space M 0 (ρ D(L 4 ) ) of modular forms of weight 0 for ρ D(L 4 ) has dimension 2.
The modular forms corresponding to the two Jacobi forms form a basis of this space.
Proof. We can write
, where the latter two spaces correspond to the 2-part and 5-part defined in [7] . Notice that our Weil representation for D(L) is equal to the Weil representation for D(L(−1)) used in [7] . By [7, Table 1 and Table 5 ], we have dim M 0 (ρ D(U (2)) ) = 2 and dim M 0 (ρ D(A ∨ 4 (5)) ) = 1. Thus dim M 0 (ρ D(L 4 ) ) = 2. We next construct the basis using the pullback of Jacobi forms. By [16, (3.11) ], there is a Jacobi form Θ A 4 ∈ J 2,A ∨ 4 (5),1 . There are two embeddings from L 4 into A ∨ 4 (5) . Firstly, the four vectors (α 2 + α 3 + α 4 − α 1 )/2, α 2 , (α 2 + α 3 − α 4 + α 1 )/2, α 1 form a basis of A ∨ 4 (5) and the corresponding pullback of Θ A 4 gives Θ (5)) . Under the notations of [20] , we can construct two such modular forms of weight 0 because there are two choices of the basis of U 1 ⊕ A ∨ 4 (5). The two modular forms are constructed as
a γ (e γ + e 1 2 e+γ ), where the basis of U 1 is chosen as { 1 2 e, f },
a γ (e γ + e 1 2 f +γ ), where the basis of U 1 is chosen as {e, 
L 4 . Proof. We see from the above remark that there are both nonzero Fourier coefficients of order 5 and those of order 10 in F (1) and F (2) . But their difference F (1) − F (2) has only nonzero Fourier coefficients of order 10. Since the dimension of the corresponding space is 2, we conclude that F (1) − F (2) is invariant under O(D(L 4 )) up to a character. Moreover, the character has order 2 because the modular form has integral Fourier coefficients. We prove the identity in the lemma by comparing their first Fourier coefficients. where (z 1 , z 2 , z 3 , z 4 ) ∈ C 4 , (m 1 , m 2 , m 3 , m 4 ) = (z 1 , z 2 , z 3 , −z 4 )A, (p 1 , p 2 , p 3 , p 4 ) = (z 1 , z 2 , z 3 , z 4 )A, and
A special case of the above identity can be found in [3, Proposition 4.3] . We remark that the identity (3.2) can also be viewed as a relation between Jacobi forms for the root lattice D 4 (see [5, Example 2.8] ). Proof. In [2, Theorem 14.3], Borcherds reconstructed the Gritsenko lift in the context of modular forms for the Weil representation. In the Borcherds theorem, the Gritsenko lift is constructed as the integral of the inner product of a vector-valued modular form (i.e. the input) with the Siegel theta function over the fundamental domain. Notice that the Siegel theta function is invariant under the orthogonal group of the lattice. Thus, if the input is invariant under the orthogonal group of the discriminant form, then the corresponding Gritsenko lift is a modular form for the full modular group. We then finish the proof by Lemma 3.5.
Corollary 3.8. We have the following equality
Proof. The main theorem of [16] says that Grit(Θ A 4 ) is a Borcherds product. From the constructions, we observe that Θ 
L 4 ). By Theorem 3.1, Grit(Θ L 4 ) is also a Borcherds product. Then we get the expected identity for Borcherds products.
We now prove the first main theorem.
Proof of Theorem 1.1. Similar to the proof of Theorem 1.1 in [16, §4.1], we use the specializations of the identity in Theorem 3.1 to prove this result. By taking z = z(a 1 − a 3 − a 4 )α 1 + z(a 2 + a 3 + a 4 )α 2 + z(a 3 + a 4 )α 3 + za 4 α 4 , we finish the proof.
As a direct consequence of Corollary 3.8, we have the following. Corollary 3.9. Let a = (a 1 , a 2 , a 3 , a 4 ) ∈ Z 4 . We define two theta blocks ϕ (1) 2,a = η −6 ϑ a 1 ϑ a 2 ϑ a 2 +a 3 ϑ a 2 +2a 3 +2a 4 ϑ a 1 +a 2 ϑ a 2 +a 3 +2a 4 ϑ a 3 ϑ a 1 −a 3 ϑ a 3 +2a 4 ϑ a 1 +a 2 +a 3 +2a 4 , ϕ (2) 2,a = η −6 ϑ a 1 −a 3 −a 4 ϑ a 2 ϑ a 2 +a 3 ϑ a 2 +2a 3 +2a 4 ϑ a 1 +a 2 +a 3 +a 4 ϑ a 2 +a 3 +2a 4 ϑ a 3 ϑ a 1 +a 4 ϑ a 3 +2a 4 ϑ a 1 +a 2 +a 4 .
For any a ∈ Z 4 such that none of ϕ 2,a , ϕ
2,a and ϕ (2) 2,a is identically zero, we have
The first example of the corollary is given by a = (3, 1, 1, 1 ). In this case, the index of Jacobi forms is 67. The corresponding theta blocks are
Proof of Theorem 1.2
This section aims to prove Theorem 1.2. The proof is similar to the proof of Theorem 1.1 in the previous section.
Analysing Scheithauer's list of reflective modular forms (see [24] ), we found that there is a strongly reflective modular form of singular weight 3 with the complete 4-reflective divisors, 6reflective divisors and 12-reflective divisors for the lattice M 2,8 = U ⊕U (6)⊕E 6 (−1). We denote this modular form by Ψ Sch 3 . Note that Ψ 
The lattice M 2,8 (−1) is of level 6 and has genus II 8,2 (2 +2 II 3 −3 ). It is clear that the discriminant group of M 2,8 has 3 generators. By [22] , there exists an even positive definite lattice L of rank 6 such that M 2,8 ∼ = 2U ⊕ L(−1). By [29] , the genus II 6,0 (2 +2 II 3 −3 ) conatins only one class and the label of this lattice is 6.108.6.1.1. Thus, the lattice L is unique up to isomorphism and we denote it by L 6 . The matrix model of L 6 and its inverse are respectively
Let β i , 1 ≤ i ≤ 6, be a basis of L 6 corresponding to the above matrix and u i , 1 ≤ i ≤ 6, be the associated dual basis. The lattice L 6 has level 6 and determinant 108. We next consider Ψ Sch 3 as a reflective modular form on 2U ⊕ L 6 (−1). Then Ψ Sch 3 is a Borcherds product of a weak Jacobi form Ψ L 6 ∈ J w 0,L 6 ,1 . We then assume that Ψ L 6 has a Fourier expansion of the form
By Theorem 2.3, f (0, 0) = 6, and for any ℓ = 0, the q 0 -term f (0, ℓ)ζ ℓ determines a divisor D (0,0,ℓ,1,0) which must be reflective. Then we have that either f (0, ℓ) = 0, or f (0, ℓ) = 1 and ℓ satisfies one of the following conditions (i) (ℓ, ℓ) = 1 and ℓ has order 2 in L ∨ 6 /L 6 ; (ii) (ℓ, ℓ) = 2 3 and ℓ has order 3 in L ∨ 6 /L 6 ; (iii) (ℓ, ℓ) = 1 3 and ℓ has order 6 in L ∨ 6 /L 6 . By direct calculations, up to sign (1) the vectors of type (i) are 2u 1 + u 2 − u 5 , u 5 + u 6 ;
(2) the vectors of type (ii) are u 3 , u 4 , u 3 − u 4 , u 2 − u 6 , u 2 + u 6 ;
(3) the vectors of type (iii) are u 2 , u 6 . We now have determined the q 0 -term of Ψ L 6 . By Theorem 2.3, the first Fourier-Jacobi coefficient of Ψ Sch 3 is known to be a pure theta block. In the coordinates z = 6 i=1 z i β i , this theta block can be written as
This function defines a holomorphic Jacobi form of weight 3 and index 1 for L 6 . Proof. Similar to the proof of Theorem 3.1, we only need to show that the maximal modular group of Grit(Θ L 6 ) is the full modular group. We will prove this in Lemma 4.4 below.
Lemma 4.2. The space J 2,L 6 ,1 has dimension 2 and it has the following basis
Correspondingly, the space M 0 (ρ D(L 6 ) ) of modular forms of weight 0 for ρ D(L 6 ) has dimension 2.
The modular forms corresponding to the above two Jacobi forms form a basis of this space.
Proof. We first write M 2,8 (−1) = 2U ⊕ L 6 = U ⊕ U (2) ⊕ 3A 2 . By [7, Remark 3.2], we have dim M 0 (ρ D(L 6 ) ) = dim M 0 (ρ D(U (2)) ) × dim M 0 (ρ D(3A 2 ) ), where the latter two spaces correspond to the 2-part and 3-part in [7] . By [7, Table 1 and Table 3 ], we know dim M 0 (ρ D(U (2)) ) = 2 and dim M 0 (ρ D(3A 2 ) ) = 1. Thus dim M 0 (ρ D(L 6 ) ) = 2. We next construct the basis using the pullback of Jacobi forms. By [10, §5.4] or [14, Theorem 13.5] , there is a Jacobi form Θ 3A 2 ∈ J 2,3A 2 ,1 . There are two embeddings from L 6 into 3A 2 . Firstly, the six vectors (β 2 + β 6 )/2, −(β 1 + β 5 ), β 3 , β 4 , β 5 and (β 2 − β 6 )/2 form a basis of 3A 2 and the corresponding pullback of Θ 3A 2 is Θ (1) L 6 . Secondly, the six vectors (−β 1 + β 2 + β 6 )/2, −β 5 , β 3 , β 4 , β 1 + β 5 and (−β 1 + β 2 − β 6 )/2 form another basis of 3A 2 and the corresponding pullback of Θ 3A 2 is Θ (2) L 6 . Similar to Remark 3.4, there is another construction of the above basis in the context of vectorvalued modular forms. In a similar way, we can demonstrate the following two lemmas and corollary. 
The proof of Theorem 1.2 is now immediate.
Proof of Theorem 1.2. By taking z = z(b 2 −b 4 )β 1 +z(b 3 +b 4 )β 2 +zb 5 β 3 −zb 6 β 4 +z(b 1 −b 4 )β 5 +zb 4 β 6 in the identity of Theorem 4.1, we prove the theorem.
Corollary 4.6. Let a = (a 1 , a 2 , a 3 , a 4 ) ∈ Z 4 . We define two theta blocks ϕ (1)
For any b ∈ Z 6 such that none of ϕ 3,b , ϕ
3,b and ϕ
3,b is identically zero, we have
3,b − ϕ
3,b ,
In our proofs of theorems, it is a crucial step to show that the input of the Gritsenko lift is invariant under the orthogonal group of the discriminant form as a vector-valued modular form. We here would like to ask the following general question.
Question 4.10. Let F be a modular form with a character for the full orthogonal group of M = 2U ⊕ L(−1). Assume that its first Fourier-Jacobi coefficient, denoted by ϕ, is a holomorphic Jacobi form of index 1 with trivial character for L. Is ϕ invariant under O(D(M )) up to a character as a vector-valued modular form?
