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ABSTRACT
Deep Neural Networks (DNNs), with its promising performance,
are being increasingly used in safety critical applications such as
autonomous driving, cancer detection, and secure authentication.
With growing importance in deep learning, there is a requirement
for a more standardized framework to evaluate and test deep learn-
ing models. The primary challenge involved in automated gener-
ation of extensive test cases are: (i) neural networks are difficult
to interpret and debug and (ii) availability of human annotators to
generate specialized test points.
In this research, we explain the necessity to measure the quality
of a dataset and propose a test case generation system guided by
the dataset properties. From a testing perspective, four different
dataset quality dimensions are proposed: (i) equivalence partition-
ing, (ii) centroid positioning, (iii) boundary conditioning, and (iv)
pair-wise boundary conditioning. The proposed system is evalu-
ated on well known image classification datasets such as MNIST,
Fashion-MNIST, CIFAR10, CIFAR100, and SVHN against popular
deep learning models such as LeNet, ResNet-20, VGG-19. Further,
we conduct various experiments to demonstrate the effectiveness of
systematic test case generation system for evaluating deep learning
models.
CCS CONCEPTS
• Software and its engineering → Empirical software vali-
dation; • Computing methodologies→ Machine learning algo-
rithms.
KEYWORDS
Test case generation, Coverage testing, Convolutional Neural Net-
works
1 INTRODUCTION
Over the past few years, Deep Neural Networks (DNNs) have made
significant progress in many cognitive tasks such as image recogni-
tion, speech recognition, and natural language processing. Avail-
ability of large amounts of unlabeled training data has enabled deep
learning from achieving near human accuracy in many day-to-day
tasks. This promising technology development has empowered
deep learning to be increasingly used in safety critical production-
ready applications such as self-driving cars [1] [2] [9], flight control
systems [33], and medical diagnosis [5] [17].
∗Akshay Sethi was a part of IBM Research when this work was performed.
Currently, the accuracy of a deep learning model computed on
the test set is the common metric used for measuring the over-
all performance of the model. However, this could be insufficient
because:
(1) In most of the popular datasets, the stand out test dataset
is typically handpicked or randomly chosen from the entire
dataset
(2) The provided test data may not be a true representative of
the data obtained in real world
(3) The test data set may not have a good coverage of the data
distribution the model is trained on
The quality of the test data set is an important factor which influ-
ences the acceptance of the accuracy metric of the model evaluated.
If the test data set in true sense does not represent the production
data, or real world data, or is biased, then accuracy of the model
reported cannot be trusted.
Traditional programs are deterministic and hence exhaustive
coverage analysis was a tractable solution. However, DNNs are
data driven and hence, standard approaches for testing the model
is to gather real world test data as much as possible. Such datasets
are manually labelled in a crowd sourced manner 1 2 which is a
costly and time consuming process [6] [16]. Also, different DNNs
based on their complexity perceive the data differently i.e their
classification boundaries tend to be different. Therefore, there is
a need to explore the input data space, and test data generation
based on the architecture details and the complexity of the model.
Otherwise, the coverage of the model would be incomplete and the
model may not be a true representative of real world application.
Consider a simple classification algorithm, which is trained on
a MNIST multi-class dataset. It is basically a set of numbers as
images, which needs to be classified as 0 through 9 (10 classes). The
test dataset ideally, should have test cases sampled across all these
classes with no distribution bias (equally sampled across labels 1
though 9). Further, it should contain test cases where the images are
very clear representations of the numbers and also images, where
the numbers look like they are overlapping with other classes. For
example, images containing number 1 and number 7 can overlap
significantly because of how the numbers are written, as there is
high overlap among the strokes. Similarly, there will be very little
overlap among numbers like 1 and 8. Hence, the test dataset should
contain appropriate samples (images) from both overlapping and
non-overlapping classes. If such a test dataset can be constructed
which can be considered to have a good coverage across the entire
1https://www.figure-eight.com/
2https://www.mturk.com/
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Figure 1: Feature space representation of data points (images) classified as either class 3 or 9.
distribution of the data set, then the accuracy number reported on
this test set can be trusted.
Figure 1 provides a representation of the feature space of the data
sets classified as labels 3 and 9 by two different DNN models M1
andM2. A feature space is a collection of features related to some
properties of the object and the number of features determines the
dimensionality of the space. There are always data points (images)
in the observed feature space, which are clearly classified as either of
the classes. They tend to be closer to the centroid of their respective
cluster. However, there will also be data points (images) which are
in the boundary, which could either be weakly classified or miss-
classified. In this case, the test dataset when observed in the feature
space ofM1, the data points are spread across the space, some closer
to the centroids and some near the boundaries. However modelM2,
has clearly classified all the points in the same test dataset to either
classes, closer to the centroid.
We hypothesise that the accuracy obtained using this test dataset
using model M1 is more guaranteed or trustworthy, since the test
dataset had a broader coverage of data points in the feature space,
than model M2. Given the importance of test dataset in validating
the model, in this research, we propose the following four metrics
to measure the goodness of test dataset based on the coverage of the
data points in the feature space of the model, and further use these
dimensions to guide generation of ideal test datatset, on which the
model’s evaluation is more guaranteed or trustworthy.
(1) Equivalence partitioning: Measures the distribution of
test data across individual classes.
(2) Centroid positioning: For each class, measures the per-
centage of test data that lie close to the centroid of the trained
class cluster
(3) Boundary conditioning: For each class, measures the per-
centage of test data that lie near the boundary with respect
to every other class of trained class clusters
(4) Pair-wise boundary conditioning: Measure for each pair
of class the percentage of the boundary conditioning
To the best of our knowledge, there is no existing work which
proposed coverage of the data points in the feature space for testing
the model.
We use these metrics to measure the quality of the test dataset
in the feature space and use it for sampling additional test cases.
We empirically evaluate and present the results of goodness of the
original test samples of five popular image datasets: MNIST [12],
FashionMNIST (FMNIST) [32], CIFAR-10 [10], CIFAR-100 [10], and
SVHN [19] and on three popular state of the art deep learning
models: VGG-19 [24], LeNet [11], and ResNet-20 [8]. Models which
which were evaluated on benchmark data sets, which were also
ideal test dataset based on our metrics, showed minimum variance
in accuracy when tested with test datasets sampled across the di-
mensions. However models such as VGG-19 and ResNet-20, which
had reported high accuracy ranges on the benchmark test dataset
which were not ideal as measured by our metrics, showed a signifi-
cant drop in accuracy (of more than 70%) when tested on the ideal
test dataset.
To summarize, the main contributions of our paper are :
• A set of four metrics to measure the coverage quality of test
dataset, in the feature space of the model.
• A guided systematic approach to sample additional test cases
from the feature space.
• An empirical study on the quality of most common test
datasets on popular deep neural network models
The rest of the paper is organized as follows. The prior litera-
ture is discussed in Section 2. Section 3 provides a background on
deep neural networks. The details of our metrics and approach are
explained in Section 4. Section 5 details the experiment setting and
the evaluation. Section 6 provides a discussion and limitation of
our approach followed by conclusion and future work in Section 7.
2 EXISTING LITERATURE
We categorize the existing set of related research works in the
literature into three categories: (i) testing based on model and data
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coverage, (ii) adversarial testing methods, and (iii) metrics based
testing.
2.1 Coverage Based Testing
Pei et al., [22], first introduced neuron coverage as a metric for
testing DNN models. Neuron coverage of a DNN can be compared
to code coverage of traditional systems which measures the extent
of code exercised by the input sample. Test dataset that result in
every hidden unit getting activated i.e., positive value for atleast one
of the input test sample are considered to have complete coverage.
Then multiple DNNs are cross referenced using gradient based
optimization to identify erroneous boundary cases. In a way, it is
claimed that test dataset that gets full or high neurons activation
can be considered good quality.
Ma et al., [13], estimate the testing adequacy of DNNs in two
ways. In Major Function behavior, the activation values are checked
if they fall within the minimum and maximum neuron activation
values observed during training. Further, an in-depth coverage anal-
ysis called k-multi section neuron coverage is done by partitioning
the region into k sections between the boundaries, and measure
if each of them have been visited. In Corner Case behavior, they
measure whether each activation goes beyond or below a certain
boundary. It is claimed that test datasets whose neuron activation
values spread across the k boundaries and close to the corner re-
gions can be considered good quality.
Sun et al. [26], introduced four different test criteria inspired from
Modified Condition/ Decision Coverage [7]. Adequacy, as ameasure,
is also covered here, however, interestingly their criteria also studies
the effects of features from the adjacent layer. Their intent comes
from the fact that deeper neural layer capture complex features and
therefore its next layer can be considered as its summary.
Tian et al. [29] generated synthetic test images by applying tra-
ditional transformations such as blurring, shearing etc to maximize
neuron coverage. They then tested erroneous behavior using meta-
morphic relations.
Odena et al. [21] measure the model coverage by looking at
the activations of computation graph. They proposed a coverage
guided mutation techniques to mutate the inputs towards the goal
of satisfying user-specified constraints.
Additionally, Sun et al. [26] claim that neuron coverage is a
coarse criterion and it is easy to find a test dataset that achieves
100% coverage. To demonstrate, they randomly picked 25 images
from MNIST test set and for each of the test sample, if a neuron is
not activated, sampling its value from [0, 0.1] gave them complete
coverage. Therefore, we focus on higher dimension space to study
coverage and boundary conditions of test set and use them for
guided test dataset generation.
2.2 Adversarial Testing
Ma et al. [14] proposed few operators to introduce changes both at
data and model level and evaluated quality of test data by analyz-
ing the extent to which the introduced changes could be detected.
Similarly many existing works [28] [20] [18] [3], apply various
heuristics, mostly based on gradient descent or evolutionary tech-
niques modify the important pixels. These approaches may be able
to find adversarial samples efficiently, however, does not guarantee
about the existence of non-adversarial test examples.
2.3 Metrics Based Testing
Most of the current DNNmodels rely just on the prediction accuracy
(similar to black-box system testing that compares inputs and its
corresponding outputs), lacking systematic testing coverage criteria.
This is not sufficient which is further shown by the surge in different
testing methods such as Concolic testing [27].
2.4 Challenges in Deep Neural Network Testing
As shown in this section, there are multiple research works studying
the importance of testing DNNmodels. However, there are a couple
of broad level challenges and research gaps in the existing literature,
as summarized below:
(1) Model Specific Testing: Test dataset evaluation and test
dataset generation has to be customized for the models being
tested. There is limited amount of research in model specific
test dataset quality estimation and generation
(2) Feature Space Engineering:Most of the testing techniques
aim at transforming in the input data space (directly altering
images or text). There is little work in understanding the
latent features learnt by the model and generating additional
test cases based on that.
(3) Model Verification: The primary challenge with test case
generation is to define the ground truth oracle for each of
the generated test sample. However, there is little efforts in
creating a rule book of test case to verify the properties of
the model.
3 DEEP NEURAL NETWORK: OVERVIEW
Inspired from the functioning of a human brain, a deep neural
network consists of a sequence of layers which converts the input
signal into a task. Deep neural networks, with its sequence of
nonlinear transformations, are known to learn highly robust and
discriminative features for the given data and task [26]. There
are different kinds of DNN architectures [29]: (i) Fully connected
feed forward neural network, (ii) Convolutional neural network
(CNN), and (iii) Recurrent Neural Network. A feed forward neural
network works with numerical or categorical data as input. A CNN
is a special type of neural network which takes multi-dimensional
image data as input while RNN works on sequential time-series
input data.
The primary difference between a feed forward neural network
and a CNN is the presence of a convolutional layer. Each convolu-
tional layer has a small group of learnable neurons (filters), where
each filter extracts some features from the image. The primary
advantage of the convolutional layer is sharing weights, ie, the neu-
rons in the convolutional layer are connected to only a few neurons
in the previous layer, thereby drastically reducing the number of
weight parameters A CNN network consists with a sequence of op-
erations such as convolutional layer, pooling layer, fully connected
layers, and activation layer. Consider an image, I, the convolutional
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Figure 2: The outline of the proposed approach explaining the overall framework for test dataset quality measurement based
test dataset generation. A neural networkmodel is trained using the train dataset. Then on the test dataset, image features are
extracted from the trained model’s last layer. These four measures are studied on these features based on which test cases are
generated. The model’s performance is now tested for this guided test dataset.
operation is shown as follows,
Conv(I ) =
n∐
i=1
(I ⊛wi ) (1)
where,wi is a small size square filter, typically of size 3× 3, 5× 5, or
7 × 7, ⊛ is the convolutional operation, and∐ is the concatenation
of the n different filter responses. A typical CNN model consists of
a sequence of operations (typically, 20 - 150) such as,
CNN (I ) = So f tmax(Dense2(Dense1(
ReLU3(Pool3(Conv3(
ReLU2(Pool2(Conv2(
ReLU1(Pool1(Conv1(I ))))))))) (2)
where, Pool is a Pooling2D operation, ReLU and So f tmax are non-
linear activation operations, and Dense is a fully connected layer.
Each of these operations (also called, layers) can be viewed as ex-
tracting different features from input image. It is a well established
concept that the initial few layers learns coarse high level features
and the terminal few layers learns low level features [23].
4 QUALITY ESTIMATION OF TEST DATA
A Convolutional Neural Network (CNN) could be considered as any
other software system, with the program flow in a software system
equivalent to the data flow in the CNN. CNNs are typically used for
classification task like object classification, object detection among
others. Classification task can be either binary class (simple yes or
no) or multi-class (like numbers 0 through 9). When the CNNs are
trained on the dataset, they learn some features automatically to
fit a non-linear boundary to classify the group of data sets, based
on the ground truth label. Depending on the complexity of the
models, the number and type of layers, hyper-parameters, and
number of iterations the model was trained on, each model will
learn a different non-linear boundary to classify on the same data
set. Hence, a standard test data set when inferred through these
different models, might place the same data point anywhere in the
feature space: on the boundary, close to the boundary or farther
away from it.
Coverage techniques like neuron coverage [29], can help test
the model focusing on coverage of the number of neurons in each
layer of the model (similar to statement coverage in a traditional
software program). However from a data coverage perspective a
standard test data set does not suffice. Depending on the model,
and the learnt representation of the data in the feature space, we
need to sample the data points to have a coverage on the input
data space. To the best of our knowledge, there is no existing work
which proposes coverage of the data points in the feature space for
testing the model.
Further the measure of accuracy as a performance evaluation of
the entire model on a standard data set, is not trust worthy. The
accuracy only holds, if data in the wild is similar to the distribution
of the test data set on which it was evaluated [30]. Hence, if the
test data set did not have enough coverage on the input data space,
then the accuracy reported is very narrow and is not a general or a
broader representation of the model performance.
In this paper, we propose an approach which leverages the
learned representations and the classification boundaries for eval-
uating the quality of the test set. The fundamental intuition is
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that the test set should be well spread in the feature space so as
to do a maximum coverage of systematically testing the model’s
performance.
4.1 Properties of a Classifier
As shown in Figure 1, a well trained deep learning model has the
following properties.
• Centroid of a class is the mean representation of the spread
of the class data points in the feature space. Hence as we
sample data points along the line from one class centroid
towards another class centroid there should be a decrease in
the class probability of former class and increase in the class
label probability of the latter, predicted by the model.
• Exploiting the boundary conditions between the two classes,
we should be able to identify weakly misclassified points.
When moving from these weak misclassifications towards
the centroid of ground truth class, the probability of incor-
rectly predicted class by the model should decrease and prob-
ability of the correct class should increase.
• Finally for each data point in the test dataset, the probability
of the ground truth class should ideally be more than any
other class.
It is to be noted that a CNN model has a sequence of multiple
complex non-linear transformation of the input image. The output
of each layer constitutes an independent feature space that are
non linearly correlated with the feature spaces obtained from the
other layers. However, the above properties are applicable for all
the intermediate feature spaces of the deep learning model.
4.2 Metrics for Evaluating Test Data Set Quality
Based on the properties discussed, we propose four metrics for
measuring quality of a test data set.
(1) Equivalence Partitioning This measures the distribution
of test samples across all the classes. The hypothesis is that the test
data set should contain equally distributed test samples from all
the classes to avoid any bias in the testing the model towards any
subset of classes. We measure the class level equivalence in the test
data set as follow,
Equivalence partitioning,EPi =
(nsi ∗ nc)
ns
(3)
where, nsi is the number of test samples belonging to class i , nc is
the total number of classes, and ns is the total number of samples
in the test set. The ideal score is expected to be close to 1 for all
classes.
(2) Centroid Positioning This measures the number of test
samples that lie in the centroid region of the class cluster spread.
The hypothesis is the test cases should be equally well spread
in the feature space of the model. The centroid region of a class
is calculated by averaging out all the features vectors of points
belonging to a single class. The normalized euclidean distance of all
the points belonging to the class are obtained and a radius threshold
of r is used to classify whether the test point is in the centroid region.
The specific threshold value used to measure is explained in our
experiment section. The centroid positioning score of a particular
class of test data is computed as follows.
Centroid Positioning,CPi =
∑nsi
j=1 cent(ns
(j)
i )
nsi
where,cent(x) =
{
1, if dist(x , centroid) ≤ r
0, otherwise
(4)
The obtained score is bounded in the range of [0,1] where the
ideal score should tend towards 0 for each class.
(3) Boundary Conditioning The aim here is to measure the
number of test data points that are towards the classification bound-
ary. The region near the boundaries are those with maximum con-
fusion for the classifiers and hence testing in this region would
provide a robust evaluation of the model. In an ideal scenario, there
is a need for maximum number of test points with a good distribu-
tion to lie near the boundary. Thus, test samples with confidence
in the range of [θ1,θ2] are considered as weakly classified sam-
ples that lie near the boundary. [θ1,θ2] values are explained in our
experiment section.
Boundary Conditioning,BCi =
∑nsi
j=1 bound(ns
(j)
i )
nsi
where,bound(x) =
{
1, if conf idence(x) ∈ [θ1,θ2]
0, otherwise
(5)
(4) PairwiseBoundaryConditioningThismeasures the bound-
ary conditioning for every pair of classes. This measure is used to
check if the boundary conditions are equally tested for all pair of
classes in the dataset.
4.2.1 Existing Metrics. There are studies in the literature that dis-
cusses different metrics to measure the quality of the test dataset
and also the impact of the test dataset quality on the performance
of a machine learning model. Turhan [31] studied the goodness of
a test dataset as a dataset shift problem. The basic hypothesis is
that the distribution of the test dataset should neither be too far
away nor too overlapping with the train dataset. A highly divergent
test dataset would test a machine learning prediction model on a
feature space that it was not trained on, resulting in poor testing
and results. Also, a highly overlapping test dataset would not test
the model on its generalization capability.
Specifically, a simple covariate shift [25] has been used as a pop-
ular metric to study the impact on test data on machine learning
prediction models. For a given dataset x with labels y, a machine
learning model P(y |x)P(x) is learnt. Covariate shift occurs when
the covariates of the test data, P(xtest ) differs from the train data,
P(xtrain ). A common example in image datasets could be that the
different images of an object (say, airplane) are captured during
the day time in the train dataset. While in the test dataset, the
same objects are captured during the night time (with dark back-
ground) shifting the properties of the test dataset away from the
train dataset.
However, these metrics does not take into consideration the
coverage criteria to measure the quality of the test dataset. Addi-
tionally, these metrics are model agnostics and does not include the
characteristics and the complexity of the model. In this research, we
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Algorithm 1 test dataset Generation
1: r ← Set centroid positioning threshold
2: wcl ← Set weak class lower boundary confidence value less
than θ2
3: d ← list [0, 20, 30, 50, 70, 80, 100] of test dataset distribution
choices in %
4: fc ← list [10, 25, 50, 75, 100] of test dataset f requency choices
in %
5: for Dataset K in Datasets do
6: Model ← Load DNN model trained on K
7: ci ← Number of samples of class i
8: cc ← Calculate centroid of the class i
9: cpi ←Measure centroid positioning i.e i samples that fall
inside r of cc
10: bci ←Measure boundary condition for i samples i.e <= wcl
11: fk ← pick k from fc
12: for For dc in d do
13: di ← GENERATE(i , dc , fk )
14: Return di
15:
16: procedure GENERATE(i , dc , fk )
17: Select all bci samples of i
18: Perturb bci to generate samples si optimizing ci , bci w.r.t
to x distribution and fk count constraint
19: Apply DeConv to obtain images from features si
20: Return di
postulate that the test datasets which has a good quality measure
using these existing metrics can still suffer in terms of coverage
and model dependent testing. Thus, we require additional metrics
to measure the quality of test datasets.
4.3 Test Data Generation
The overall approach used to generate test data set is illustrated
in Figure 2. Given a test dataset and model trained on it, the class-
wise quality score using the metrics are evaluated. These scores
provides an insight on what region of the data set has not been
well represented in the test data set for a given model. We use these
insights as guidance for generation of test samples in the feature
space. Further, these sampled features are given to a trained decon-
volutional network to visualize the actual image in the data space.
Deconvolutional or Transpose Convolution Network is a common
technique for learning upsampling of an image. This network takes
a feature representation and reproduces the original image. Our
deconvolution follows the same architecture as [4]. We use such a
network to generate samples which are human recognizable images
representation of the features.
However, we used the boundary conditioning property, to cal-
culate the accuracy metric for test samples in the feature space
close to boundary for which a meaningful image is not generated
by deconvolutional network.
Algorithm 1 explains the step-by-step procedure for test data
set generation. For a given test dataset K , the quality measurement
is extracted using all the four proposed metrics. In the next step,
Dataset Class #Train #Test Accuracy (%)LeNet VGG ResNet
MNIST 10 60000 10000 99.49 99.61 99.60
FMNIST 10 60000 10000 88.50 93.13 92.58
CIFAR10 10 50000 10000 70.67 91.00 92.43
CIFAR100 100 50000 10000 37.23 61.38 67.41
SVHN 10 73257 26032 89.50 96.80 96.40
Table 1: Properties of the five different image datasets used
in our experiments.
we generate additional test samples driven by the extracted qual-
ity measurements, with the motive of expanding the test dataset
coverage. To generate additional samples in the features space, we
experimented with different distribution choices, d and different
frequency choices fc . Depending on the centroid positioning value
cpi and the boundary condition value bci , the existing points in
the features are perturbed to generate new test samples. The per-
turbation is performed in a controlled manner to ensure that the
new test samples remain in the boundary or towards the centroid.
The generated test dataset which complements the coverage of
the original test dataset is then returned to measure the modelś
guaranteed performance.
The primary research questions that we study and experimen-
tally analyze in this research paper are as follows:
(1) RQ1: Does the existing data set specific metrics sufficiently
describe the quality of the test set?
(2) RQ2: Does our proposed metrics sufficiently describe the
quality of the test set?
(3) RQ3: Does the generated additional test dataset provide a
more “guaranteed" measure of the model’s performance?
5 EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we provide details of the different publicly available
datasets and existing models that are used for the experiments. The
results are provided for all the three proposed research questions
and analyzed. We also discuss the implications of our results to the
research community.
5.1 Datasets and Models
To experimentally evaluate our approach of test data quality de-
termination and guided test case generation we use five standard
vision benchmark datasets: (i) MNIST, (ii) F-MNIST, (iii) CIFAR-10,
(iv) CIFAR-100, and (v) SVHN. One each of these datasets we run
three diverse and popular CNNs to study the feature spaces created
by multiple models: (i) LeNet, (ii) VGG-19, and (iii) ResNet-20. LeNet
is a basic and one of the first CNN to be proposed with 5 trainable
layers. VGG-19 is a de facto baseline CNN model with 19 train-
able layers. ResNet-20 is a 20 layer network and one of the popular
state-of-art the models in different image classification applications.
Table 1 shows the properties of the five different datasets and the
accuracy of these three models on each of the dataset, computed
using the benchmark train and test sets. On all of these dataset and
model combination, we study the quality of the standard test set
that is provided as a part of the respective benchmark dataset.
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Figure 3: Box plot showing the covariance shift [31] of the
test dataset with respect to the train dataset the across the
classes for each dataset. The covariance shift is normalized
between [0,1]where the 0 represents that the test data is sam-
pled exactly from the distribution of the train data inferring
good quality.
Figure 4: The value of equivalence partitioning (EQ) for each
class across all the five datasets.
5.2 RQ1: Quality Analysis using Existing
Metrics
In this experiment, we study the quality of the existing benchmark
test sets using the existing quality metrics discussed in section 4.2.1.
As explained by Turhan [31], the covariane shift of the test datase
with respect to the train dataset is measured. For every class in
every dataset, a Gaussian Mixture Model (GMM) is fit with number
of components 10. The dataset shift is then measured using Jensen-
Shannon divergence between the GMMtrain model and GMMtest
model. For each dataset and each class in the dataset, the divergence
meeasure is computed and it shown in Figure 3.
It can be observed that for MNIST dataset, there is very little
divergence between the train and test dataset except for classes
2, 7, and 8 (corresponding to digits 2, 7, and 8). A similar trend
is observed in FMNIST dataset with only class 8 showing high
divergence away from train. However, in datasets such as CIFAR10
and SVHN we observe that there is an extreme overlap between
the train dataset and test dataset across every class. This could be
attributed to the benchmark dataset creation strategy, to an extent.
In SVHN dataset collection process, all the street view images was
collected and annotated together, and then split randomly into train
and test datasets. Overall, the existing metrics demonstrate that
the test datasets for the existing benchmark datasets are of good
quality.
5.3 RQ2: Quality Analysis using Proposed
Metrics
In this experiment, we study the quality of existing benchmark test
sets across the four quality dimensions proposed.
Equivalence partitioning measures the distribution of test sam-
ples across the class labels. Figure 4 illustrates the box-plot repre-
sentation of equivalence partitioning dimension across the subjects.
It is evident from the plot that all test data set except SVHN, have
sampled test cases equally across all classes is not skewed or biased
towards a subset of classes. However SVHN test data set is skewed
and has over sampled for few classes (namely digits 2, 3, 4 and 5)
and under sampled for some classes (namely digits 1, 6, 7, 8, and 9).
The results shown in Figure 5, measures the distribution of the
test samples across the three dimensions: border conditioning (BC),
centroid partitioning (CP), and pair-wise border conditioning (PBC)
for the five datasets across three models. A model should ideally
classify the test samples in a similar fashion across class labels.
The distribution of test samples classified as centroid or close to
centroid should not significantly vary across class labels. In the
box-plot where each data point represents the percentage of test
samples from each class, we need the percentage to be exactly the
same (or) with very less variance. Hence, a model which shows very
less variance (smaller the size of the box plot) in the distribution
of samples, can be considered again as a robust model, since it is
performing equally well across all samples and its learning is not
skewed towards certain classes.
This property is observed across all models for CIFAR10, MNIST
and SVHN test data sets. However, for CIFAR100 and FMNIST, mod-
els which are not the top performing models in terms of accuracy
exhibit a larger variance. LeNet model exhibits variance in all the
dimensions for both FMNIST and CIFAR100 data sets and is the
lowest performing in terms of accuracy among the three models.
Interestingly, ResNet is almost a high performing model when com-
pared to VGG19 for FMNIST data set, however the variance in the
CP metric is significantly huge.
From a coverage perspective, very few models exhibit good cov-
erage on the test data set. LeNet which in general is performing
low from a accuracy perspective across all data sets, is exhibiting a
good coverage of test data points. However, highly accurate mod-
els ResNet and VGG for datasets MNIST and SVHN, are classifying
majority of the test data points in the centroid region.
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Figure 5: Lists the box-plots of threemodels (LeNet, ResNet and VGGNet) evaluated against the test datasets of 5 data sets (cifar-
10, cifar-100, fmnist, mnist and svhn). Each plot shows the distribution of test samples (percentage) across three dimensions
names - border (BC), centroid (CP) and pair-wise border (PBC). Models which have the highest accuracy for the data set has
been highlighted with dashed-border. The models’ accuracy is also mentioned in each of the plots.
Based on this analysis we claim, maybe VGG19 and ResNet mod-
els which are high performing models for majority of the data sets,
have not been thoroughly tested by sampling enough data points
from a coverage perspective.
5.4 RQ3: Providing better “Guaranteeable"
Performance
We generate sample test cases based on the algorithm discussed in
Section 1. For each data set, we generated four different test datasets
of samples size 100, 300, 700 and 1000. Further, we sampled test
data set across centroid region and boundary in the ratio of 0-100,
30-70, 50-50, 70-30 and 100-0. We generated 20 test data sets for
each benchmark data set and model pair. Table 2 captures accuracy
of the models, across these twenty generated test data sets for the
five benchmark data sets.
One observation across all models across all test data sets, is that
the accuracy dropped significantly when all the test data samples
where in the boundary region. The accuracy values were at max
10% and as low as 0% (Column (1) in Table 2). As we increase the
number of samples from the centroid region, the accuracy of the
models increased for the generated test data set in FMNIST, MNIST
and SVHN.
Interestingly, LENET which is the low performing model for
dataset FMNIST and MNIST, has higher accuracy than VGG19 in all
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Dataset Model Accuracy #samples 0-100 split 30-70 split 50-50 split 70-30 split 100-0 split
CIFAR10
LeNet
70.67 100 10.90 8.60 10.40 10.00 10.00
70.67 300 10.733 10.33 9.90 10.16 10.00
70.67 700 9.70 9.85 10.00 9.85 10.13
70.67 1000 10.13 10.11 10.02 10.12 10.00
ResNet
92.40 100 10.6 9.5 9.9 9.8 9.4
92.40 300 9.2 9.9 10.23 9.3 9.5
92.40 700 10.41 9.67 9.8 9.7 9.71
92.40 1000 9.71 9.87 9.73 9.91 9.70
VGG
91.00 100 9.40 11.90 13.40 12.50 13.80
91.00 300 9.96 11.06 12.10 13.00 13.93
91.00 700 10.20 11.28 12.24 12.37 14.30
91.00 1000 9.85 11.24 12.00 12.91 13.95
CIFAR100
LeNet
37.23 10 1.00 1.00 5.00 4.00 4.00
37.23 30 1.66 3.00 4.66 5.66 1.14
37.23 70 1.14 3.57 4.14 4.00 1.40
37.23 100 1.40 2.50 3.40 4.70 3.90
ResNet
67.4 10 0.00 0.00 1.00 0.00 0.00
67.4 30 0.33 0.33 1.00 0.00 0.00
67.4 70 0.71 0.28 0.28 0.00 0.00
67.4 100 1.00 0.70 0.30 0.20 0.00
VGG
61.38 10 0.00 2.00 2.00 3.00 8.00
61.38 30 0.00 1.33 2.66 2.66 4.00
61.38 70 0.00 1.42 2.71 4.28 7.00
61.38 100 0.00 2.00 3.10 4.50 5.30
FMNIST
LeNet
88.50 100 8.70 32.80 48.40 63.00 86.50
88.50 300 9.60 32.46 47.80 63.86 86.66
88.50 700 10.37 32.44 47.61 63.14 86.21
88.50 1000 9.88 32.67 48.16 63.21 86.11
ResNet
92.58 100 8.90 34.60 52.10 69.50 95.10
92.58 300 10.36 35.40 52.66 69.53 94.33
92.58 700 10.14 35.44 52.52 69.08 94.61
92.58 1000 10.14 35.63 52.64 69.12 94.83
VGG
93.13 100 10.4 24.8 37.3 46.8 62.2
93.13 300 10.06 26.03 36.76 46.5 62.7
93.13 700 9.70 25.35 36.25 46.87 63.2
93.13 1000 10.14 25.82 36.45 47.6 62.3
MNIST
LeNet
99.49 100 9.70 36.60 54.40 72.50 99.60
99.49 300 9.26 35.90 54.33 72.36 99.10
99.49 700 10.21 36.80 54.70 72.41 99.10
99.49 1000 9.97 36.71 54.55 72.76 99.14
ResNet
99.60 100 9.70 35.80 54.80 73.40 100.00
99.60 300 9.96 37.06 55.50 72.56 100.00
99.60 700 9.58 37.11 54.92 72.90 100.00
99.60 1000 9.99 37.20 55.21 73.13 100.00
VGG
99.60 100 10.4 20.3 27.4 33.6 44.4
99.60 300 10.0 20.13 26.9 33.4 44.7
99.60 700 10.05 19.82 26.67 33.38 43.48
99.60 1000 10.06 20.03 27.14 33.21 43.56
SVHN
LeNet
89.55 260 10.46 14.80 18.73 22.07 27.26
89.55 781 9.88 15.53 18.59 21.69 26.82
89.55 1822 9.83 15.10 18.73 22.04 26.78
89.55 2603 10.21 15.01 18.28 21.84 27.16
ResNet
96.48 260 10.42 14.26 15.15 18.65 22.69
96.48 781 10.33 13.32 15.03 18.37 21.79
96.48 1822 9.79 13.21 16.02 17.99 21.78
96.48 2603 10.23 13.78 16.07 18.39 22.13
VGG
96.87 260 9.50 21.80 29.96 37.96 52.11
96.87 781 10.35 22.53 30.27 38.43 51.56
96.87 1822 9.68 22.16 30.61 38.61 50.92
96.87 2603 9.84 22.18 30.85 38.82 50.46
Table 2: Robustness testing of the generated test samples using the proposed systematic approach.
our generated test data sets, indicating that the LENET model is
more robust than VGG19, and the performance is more guaranteed.
We don’t observe the general increase in accuracy numbers
for the two data sets CIFAR10 and CIFAR100. The data sets are
thumbnail images with very poor quality. Hence the perturbation
of features leads to very low inter class variation, resulting in model
getting confused across all our test data set.
5.5 Discussion
In general what we observe from our experiment is that even though
the test data set quality is acceptable from traditional metrics per-
spective, we showed that from a coverage perspective (which is
model specific), the benchmark data sets are not good enough. Fur-
ther, models which are low performing in accuracy metric are more
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Figure 6: Sample generated images using the deconvolu-
tional network for different datasets for the VGG-19 model.
robust to our test cases, in comparison to high performing models
on the standard bench mark test data set.
Human consumption of these generated test data points, are
out of scope of this work. Generating a high quality image from
feature perturbations is a hard problem and there are some early
works with limited success[4]. We investigated deconvolutional
neural networks to generate the images of the perturbed features
and the generated images are shown in Figure 6. It can be observed
that the features perturbed near the centroid region provide a clear
visualization in the image space. However, the features perturbed
near the boundary generate low quality images that could confuse
the classifier.
The aim of this research to test the functioning of the model
and provide a better “guaranteable" measure by focusing on the
coverage of the test dataset. While there are additional branches
of DNN model testing for robustness by generating adversarial
samples, intentionally attacking or breaking the DNN model is not
the primary goal of this research.
6 THREATS TO VALIDITY
In this section we have highlighted few threats to our approach
and address the concerns of generalization.
(1) Generalization: Our approach is data set modality indepen-
dent, but specific to classification task. We use the features
from the last convolution layer of the neural network as in-
put, and this feature extraction as such can be transferred for
recurrent neural networks too (for text inputs). However, in
our work we have only shown experiment results on image
data sets and models trained on these data sets.
(2) Layer Selection: Currently, the test set quality evaluation
and the additional test dataset generation is performed for
the last convolution layer of the model. We chose this layer,
because it gives a good trade off between highly discrimi-
native and generative features. However, it would be inter-
esting to study the performance of our quality metrics for
the feature spaces produced by other layers also similar to
debugging layer selection done in [15].
(3) Validity of generated test cases: Using the proposed met-
rics, we sample additional test cases in the feature space and
generate the oracle ground truth using metamorphic rules.
As these additional points are sampled in the feature space,
it is not necessary that all these points have corresponding
valid representation in the input image space. Some of the
points sampled towards the centroid in the feature space,
have a clear and legible representation in the input image
space while points sampled towards the boundary might
look visually confusing for a human.
(4) Threshold values: The thresholds for choosing the bound-
ary and centroid regions are heuristically defined through
experiments. It may not generalize to all possible CNN mod-
els and image datasets and there might be a need to fine-tune
these hyperparameters. The obtained results are sensitive
to these thresholds and a change in the threshold might
potentially result in different results.
7 CONCLUSION AND FUTUREWORK
In this work, we studied the necessity for testing of DNN models
beyond standard accuracy measure. We proposed new metrics to
review the quality of test dataset of popular image classification
datasets. The metrics were measured on features from penultimate
layers of popular models such as LeNet, ResNet-20, VGG-19 on well
known datasets like MNIST, Fashion-MNIST, CIFAR-10, CIFAR-100,
and SVHN. We observe that though ResNet performs better than
VGG19 on CIFAR-10 in terms of accuracy, the coverage of boundary
condition testing is comparatively lesser. Further, we generated
more test samples guided by the proposed metrics and we observe
a drop in accuracy on the previous best models. For VGG-19, test
dataset consisting only of centroid samples, the accuracy signifi-
cantly even with 100% samples, thereby validating our approach.
As part of future work, we consider to improve our algorithm to
optimize on the time taken to generate the samples. Our proposed
metrics are only for classification tasks, and exploring metrics for
test case evaluation for other machine learning tasks like segmenta-
tion, regression and modalities like text can be an interesting future
work.
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