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Abstract
Generating entanglement with the dynamical Lamb effect
by
Mirko Amico
Adviser: Roman Ya. Kezerashvili
Co-Adviser: Oleg L. Berman
According to quantum field theory, the vacuum is filled with virtual particles which can
be turned into real ones under the influence of external perturbations. Phenomena of this
kind are commonly referred to as quantum vacuum phenomena. Several quantum vacuum
phenomena related to the peculiar nature of the quantum vacuum have been predicted, some
of which, such as the Lamb shift and the Casimir effect, have been experimentally found.
Other examples of quantum vacuum phenomena include the Unruh effect, the dynamical
Casimir effect and the dynamical Lamb effect. The dynamical Lamb effect was first predicted
by considering the situation of an atom passing through a cavity at relativistic speed. In this
case, the excitation of the atom and the generation of photons is thought to arise because
of the sudden change of Lamb shift of the atom. If multiple atoms concurrently experience
the dynamical Lamb effect, they can become entangled.
A theoretical framework to investigate the time-evolution of a system of N qubits, mod-
eling atoms, coupled to a harmonic oscillator, modeling a cavity, with time-dependent cou-
pling is developed. For the case of a closed system, three different analytical approaches
are presented. First, a perturbative approach in the time-domain. This is the standard
approach in the solution of Schrödinger equation. Second, a perturbative approach in the
Laplace-domain. This can simplify the solution of Schrödinger equation with time-dependent
Hamiltonians. However, both approaches require the interaction part of the Hamiltonian to
vbe small compared to the unperturbed Hamiltonian. Third, the framework of Floquet theory
is introduced. This can be used in the case of periodic Hamiltonians regardless of the inter-
action strength. For the case of an open system, the dynamics is investigated by numerically
solving the Lindblad master equation. These approaches are then applied to the study of
the time-evolution of the quantum entanglement between two and three qubits coupled to
a harmonic oscillator. It is demonstrated that different measures of entanglement show a
different level of detail of the latter and that time-dependent Greenberger-Horne-Zeilinger
states can be created even in the presence of dissipation.
The dynamical Lamb effect is predicted to arise in superconducting circuits when the
coupling of a superconducting qubit with a resonator is periodically switched “on” and “off”
nonadiabatically. We show that by using a superconducting circuit which allows one to
switch between longitudinal and transverse coupling of a qubit to a resonator, it is possible
to observe the dynamical Lamb effect. The switching between longitudinal and transverse
coupling can be achieved by modulating the magnetic flux through the circuit loops.
Superconducting circuits of this kind are routinely used as quantum information proces-
sors. These devices take advantage of quantum properties for mathematical computations,
improving their computational capabilities compared to regular computers. We have imple-
mented Shor’s factoring algorithm, in a simplified form, on one such device made available
through the cloud by IBM. We study the results of the algorithm on the ibmqx5 supercon-
ducting chip, for the particular case of factoring N = 15, 21, and 35. Positive results are
obtained for factoring 15 and 21, although the device fails to compute the factors of 35 due
to the errors introduced by the presence of noise.
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Chapter 1
Introduction
1.1 Motivation
Despite the incredible power of today’s supercomputers, many complex computational prob-
lems cannot be addressed by conventional systems. The need to deepen our understanding
of the world has lead us to seek new tools that can help to provide answers. Quantum com-
putation, among many of the proposed solutions, has become the next frontier in computing,
providing an entirely new approach to solving some of the most difficult challenges. In spite
of their fast growth, quantum computers today are still far from the perfect machines envi-
sioned by the pioneers of the field. In fact, the adverse effect of noise introduces unwanted
errors in the computations carried out by these delicate machines. Therefore, it is of utmost
importance to reduce the effects of noise in current intermediate-scale quantum computers.
1.1.1 Entangling gates in superconducting circuits
Entanglement, and thus non-separable states, is one of the main features of quantum theory
which can give a computational advantage to quantum devices. This makes the improvement
of the entangling capabilities of current noisy quantum computers an important direction
1
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of research. One way to proceed is to explore new interaction channels between quantum
systems that can lead to their entanglement. Different interactions may allow for faster and
more effective entangling gates than the ones already known. It is therefore worthwhile to
keep looking for new ways through which the quantum bits in a quantum computer can
interact. Even if no novel method arises as a better alternative of current techniques, it is
still crucial to understand all possible channels of interaction to avoid parasitic effects which
introduce errors into the desired operations.
In this Thesis, we investigate the dynamical Lamb effect and its use as an entangling
gate between qubits. The dynamical Lamb effect is a newly discovered quantum vacuum
phenomenon that can be used to entangle two-level systems coupled to a harmonic oscillator
[1, 2]. An intuitive way to understand how the dynamical Lamb effect works is to think
about an atom sitting in the empty space between two mirrors. The dynamical Lamb effect
is the absorption of energy from empty space by the atom when the mirrors are displaced
at relativistic speeds [3]. When multiple atoms are placed between the moving mirrors, the
concurrent absorption of energy by all atoms leads to their entanglement. Interestingly, the
dynamical Lamb effect has been predicted to happen in superconducting circuits. These
provide a system which can be used to model atoms in a cavity where the mirrors move
at relativistic speed. Because the dynamical Lamb effect arises with fast changes of certain
parameters of the system, this phenomenon can be used for faster and more effective en-
tanglement generation between superconducting [2]. Such improvement could increase the
speed and the accuracy of the entangling operation of a quantum computer.
1.1.2 Quantum algorithms on near-term devices
The advent of noisy programmable quantum computer accessible through the cloud, which
have been physically realized using a variety of physical platforms, offer the possibility of
running a set of quantum gates specified by the user on a qubit register and retrieving the
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measurement results. Although the presence of noise heavily affects the possible tasks which
can be executed on these machines, they can still provide a useful platform for the first
experimental implementations of quantum algorithms.
Successful applications of these machines will have to take advantage of the structure of
quantum theory to execute particular tasks. On one side, one could use the exponential size
of the computational space given by the Hilbert space of qubits. On the other side, one could
use the possibility of non-separable states realizable through entangling gates. The degree
to which an application can tap into these resources will determine whether using quantum
hardware will provide an advantage over using a classical one.
One obvious way to exploit the quantum hardware is to do experiments on quantum
systems. In fact, these machines have made it possible for researchers, who study the the-
oretical aspects of quantum theory, to explore experimental realizations of their ideas. As
long as they can be formulated in terms of a quantum circuit.
Another way to use the near-term devices available now is to provide demonstration of
applications that can give an advantage over classical devices. In this area, we have imple-
mented a known quantum algorithm: Shor’s factoring algorithm (in a simplified version).
These applications exploit the features of quantum theory to improve available techniques
that run on classical computers. In the implementation of a pre-compiled version of Shor’s
factoring algorithm, superposition and entanglement of quantum states are used to compute
the solution of the factoring problem.
1.2 Contributions
Within the broad area of quantum information and cavity electrodynamics, this Thesis
primarily spans the theme of hardware design and software implementation. Hardware
design aims at designing physical realizations of improved hardware for the execution of
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quantum computation tasks. We study a solution for a faster and more accurate entangling
gate between qubits by investigating the possibility of using a newly discovered quantum
mechanical phenomenon known as dynamical Lamb effect [3] to improve the performance
of quantum computers based on superconducting circuits. Software implementation aims
at developing and testing quantum circuits which execute known quantum algorithms on
current available devices. We demonstrate an implementation of a simplified version of
Shor’s factoring algorithm on a superconducting qubit device.
The key contributions of this Thesis are the following:
1. Proposed a novel method for entangling superconducting qubits coupled to a resonator
[1, 2] with the use of a quantum vacuum phenomenon known as dynamical Lamb effect.
This allows for fast and effective entangling gate as the dynamical Lamb effect arises
when the boundary conditions of the system are nonadiabatically changed.
2. Developed a mathematical framework for the perturbative solution of the time-dependent
Schrödinger equation using the Laplace transform [4]. The latter turns a system of
linear differential equations into an algebraic one, simplifying the solution of prob-
lems with time-dependent Hamiltonians. Different techniques for the solution of the
time-dependent Schrödinger equation were also compared [5]. In the case of a periodic
Hamiltonian, the formalism of Floquet theory yields the best results.
3. Proposed a superconducting circuit where the dynamical Lamb effect can be observed
[6]. An external magnetic flux threading a particular superconducting circuit can be
used to effectively turn "on" or "off" the coupling of a qubit to a resonator nonadia-
batically, thereby giving rise to the dynamical Lamb effect.
4. Developed an implementation of a pre-compiled version of Shor’s factoring algorithm
[7] on a superconducting quantum computer.
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1.3 Thesis outline
This Thesis is organized as follows. The formalism of cavity electrodynamics for the case
of a stationary or non-stationary cavity is presented in Chapter 2. The quantum vacuum
phenomena known as dynamical Casimir effect and dynamical Lamb effect are introduced
here as well. Chapter 3, presents different methods to study the dynamics of a driven system
of N qubits coupled to a harmonic oscillator under the dynamical Lamb effect. Among these
is a perturbative approach in the Laplace-domain which was first introduced in Ref. [4] for the
solution of the time-dependent Schrödinger equation. As well as an approach which employs
the Floquet theorem to study the time-evolution of systems with periodic Hamiltonians.
Comparison of all these methods are shown in Ref. [5]. Calculations published in Ref.
[1], which showed that the dynamical Lamb effect can generate entanglement in a system
of qubits coupled to a common harmonic oscillator, prompted us to investigate the time-
evolution of the quantum entanglement within such systems. Thus, the time-evolution of the
quantum entanglement of an N qubit system coupled to a harmonic oscillator is studied in
Chapter 4. The results of calculations made for different cases are shown here, as published
in [2]. Chapter 5 gives an introduction to superconducting circuits and their quantum
mechanical Hamiltonians. Following our publication [6], a proposal of a superconducting
circuit where the dynamical Lamb effect could be observed is given in Chapter 6. Turning to
software implementations, Chapter 7 articulates a realization of a simplified version of Shor’s
factoring algorithm on a superconducting circuit device presented in Ref. [7]. Conclusions
follow in Chapter 8.
Chapter 2
Quantum vacuum phenomena
In this Chapter we describe the quantum mechanical phenomena associated with the per-
turbation of the quantum vacuum known as the dynamical Casimir effect and the dynamical
Lamb effect. To begin, an overview of the history of research regarding the nature of the
quantum vacuum is given in the first Section. In particular, the focus is the electromagnetic
vacuum and the effects related to it. Then, the quantum mechanical Hamiltonian for the
electromagnetic field in a stationary cavity is derived. Next, the case of an atom interacting
with the electromagnetic field of a stationary cavity is considered. These derivations follow
standard texts in quantum optics [8, 9]. Going forward, we review the case of a nonstation-
ary cavity that undergoes an instantaneous change of cavity size. For an empty cavity, this
gives rise to the dynamical Casimir effect, which is the creation of photons out of vacuum.
For a cavity containing an atom, atomic excitations can be generated from the absorption
of photons created by the dynamical Casimir effect or from the dynamical Lamb effect. The
latter can be seen as excitation arising from the sudden change in the atomic Lamb shift [3].
6
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2.1 Historical background
The peculiar nature of the quantum vacuum has been the subject of research since the early
days of quantum theory. In light of Heisenberg’s uncertainty principle, the vacuum possess
a certain zero-point energy which causes quantum fluctuations, that is virtual particle that
fleetingly come into existence in pairs before annihilating each other. This represents a
strong departure from the classical idea of vacuum, which entails a state of no energy with
no fluctuations nor particles. Particular attention has been devoted to the investigation
of the vacuum state of the electromagnetic field and its possible observable effects. This
might be due to the strength of electromagnetic interactions compared to other fundamental
forces. Several quantum vacuum phenomena have been predicted [10–12], some of which,
as the Lamb shift [13] and the Casimir effect [10], have been experimentally found [14–19].
The Lamb shift is the difference in the energy of two quantum states of an atom’s electron.
Depending on the value of the wave function of these states at the nucleus, the energy of
the quantum state is changed differently by the vacuum fluctuations of the electromagnetic
field. In other words, it’s an energy shift caused by the interaction of the atom with the
virtual particles of the vacuum electromagnetic field. The first calculation of this energy
shift was done in the framework of quantum field theory [11], although the same effect was
also found with a simpler derivation in the framework of non-relativistic quantum mechanics
[20]. The latter, considered the change in average orbital position of the electron due to
the presence of quantum fluctuations of the vacuum electromagnetic field. This affects the
Coulomb potential of the nucleus seen by the electron leading to a correction in the energy
levels of the electron for orbits that go through the nucleus of the atom. The Casimir effect
is the attractive force experienced by two flat conductive plates held parallel to each other,
it was first calculated by H. B. G. Casimir in Ref. [10]. The origin of this force comes from
the restriction on the allowed wavelengths of the photons between plates, which excludes
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the virtual particles of the corresponding modes. Thus, the vacuum pressure between the
mirrors is less than outside of it, pushing the mirrors together.
Following the discovery of the Lamb shift, a number of researchers explored the effects of
the electromagnetic vacuum on the electronic properties of atoms. For example, the problem
of an additional frequency shift in the radiative frequency of an atom due to the presence
of a conductive surface. In fact, the presence of a conductor limits the allowed modes of
the electromagnetic field thus constraining the character of the quantum fluctuations of the
field as well. This problem was theoretically investigated in Ref. [21–26] and experimentally
observed in [27]. While other studies elucidated the change in Lamb shift for atoms placed
in a cavity [28–33] which was subsequently experimentally observed [34].
Finally, researchers started considering the question of whether changing external condi-
tions had any effects on the quantum vacuum [35, 36]. According to quantum field theory,
the vacuum is filled with virtual particles which can be turned into real ones by specific
external perturbations [37]. For instance, the effect of fast moving cavity boundaries on an
atom was first investigated in Refs. [3, 38, 39]. In [38], the Jaynes-Cummings model was
used to describe the interaction between the two-level system and the cavity mode. Although
most articles [38, 40, 41] only consider the presence of a two level system as a detector of
photons created by the dynamical Casimir effect, the Jaynes-Cummings model neglects the
counter-rotating terms in the Rabi Hamiltonian which are responsible for the parametric
(photon-less) excitation of the atom. While in Refs. [3, 39] the full Rabi Hamiltonian was
considered and the dynamical Lamb effect was predicted. A classical treatment of a molecule
(oscillator) experiencing a time dependent boundary was also given in Ref. [42], where the
possibility of parametric excitation of the molecule was found, while a quantum mechanical
treatment for Rydberg atoms was given in Ref. [43]. The latter refers to dynamical Lamb
effect as the dynamical Casimir-Polder effect but they essentially describe the same physical
phenomenon. The origin of studies on the dynamical Casimir-Polder force stem from Refs.
CHAPTER 2. QUANTUM VACUUM PHENOMENA 9
[44–47] where a moving atom in a cavity was considered and further studied for nonadiabatic
motions in Refs. [48–50].
Other examples of quantum vacuum phenomena include the dynamical Casimir effect
(DCE) [51], that is the creation of real photons from the vacuum, and the dynamical Lamb
effect (DLE) [3], which is the excitation of an atom in a cavity, along with the creation of
photons. Both the dynamical Casimir effect and the dynamical Lamb effect arise due to the
fast change in boundary conditions of a cavity. One can think of the dynamical Lamb effect
in the following way: an atom in a cavity is characterized by a certain Lamb shift which
depends on the vacuum electromagnetic field of the cavity. Depending on the size of the
cavity, only a certain set of modes of the electromagnetic field are allowed. By changing the
size of the cavity nonadiabatically, the set of allowed modes of the electromagnetic field in
the cavity suddenly changes. Therefore, the atom experiences an instantaneous change of
its Lamb shift, which in turn leads to its parametric excitation.
The dynamical Lamb effect was first encountered in Ref. [3], where the situation of
an atom passing through a cavity at relativistic speed was considered. In this case, the
excitation of the atom and the generation of photons was thought to arise because of the
sudden change of Lamb shift of the atom. Therefore, the phenomenon was called dynamical
Lamb effect. In Ref. [52], the same setup of an atom in its ground-state accelerating through
a cavity is considered. There, the DLE was understood as an enhanced generation of thermal
radiation due to the nonadiabatic effects at the cavity boundary and termed cavity-enhanced
Unruh effect [12]. Similarly to the dynamical Casimir effect, a nonadiabatic change in the
boundary conditions of the cavity is required for the instantaneous change of the Lamb shift
of the atom which generates the dynamical Lamb effect. However, this is very difficult to
obtain in a setup with physical atoms and cavities.
Recently, the DCE has been experimentally observed in superconducting circuits [53,
54]. The latter provide a way to model atoms and cavities using Josephson junctions and
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superconducting transmission lines. The advantage of a superconducting circuit setup over
real atoms and cavities lies in the possibility of tuning the parameters of the system in a short
time-interval, allowing us to enter the nonadiabatic regime where the mentioned quantum
vacuum phenomena may arise [55]. Following the case of the DCE, several proposals have
been made for the observation of the DLE in superconducting circuits [56, 57]. In Ref. [56]
it is suggested that by turning "on" and "off" the coupling of a superconducting qubit to
a resonator, one can induce a sudden change in the Lamb shift of the qubit. While in Ref.
[57], it was proposed that in a superconducting circuit with a qubit coupled to a resonator,
the modulation of the qubit/resonator coupling strength can be used to mimic the situation
of an atom passing through a cavity at relativistic speed. The proposals of Refs. [56] and
[57] generated a number of following publications [1, 2, 58–63]. Both proposals lead to the
quantum vacuum phenomena that we call dynamical Lamb effect. In fact, an atom entering
a cavity at relativistic speed experiences an instantaneous change in its Lamb shift due to the
nonadiabatic change in the electromagnetic environment surrounding it. The nonadiabatic
effects arising in a system of a qubit coupled to a single-mode of the electromagnetic field were
also studied in Ref. [64]. Similar results were obtained for a polaritonic system where time-
modulations of the vacuum Rabi frequency [65] were considered [66–68]. More specifically,
enhanced production of photons was predicted for periodic modulations of the vacuum Rabi
frequency. These results have also been extended to superconducting circuit setups [69–72],
providing an open-system approach to the study of quantum vacuum phenomena arising due
to time-dependent modulations of the system’s parameters. In facts, the first experimental
observation of a tunable Lamb shift was achieved in a superconducting circuit in Ref. [73].
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2.2 Stationary cavity
2.2.1 Hamiltonian of the electromagnetic field in a resonant cavity
The Maxwell equations for plane electromagnetic waves are [74, 75]
∇ · ~E(~r, t) = 0,
∇ · ~B(~r, t) = 0,
∇× ~E(~r, t) = −1
c
∂ ~B(~r, t)
∂t
,
∇× ~B(~r, t) = 1
c
∂ ~E(~r, t)
∂t
, (2.1)
where c is the speed of light, µ00 = c−2 with µ0 and 0 the permeability and the permittivity
of free space, respectively. By introducing the scalar φ and the vector ~A potentials the electric
and magnetic field can be written as
~E(~r, t) = ∇φ(~r, t)− ∂
~A(~r, t)
∂t
,
~B(~r, t) = ∇× ~A(~r, t). (2.2)
Equations (2.1) are then rewritten as
∇2φ(~r, t) +
∂
(
∇ · ~A(~r, t)
)
∂t
= 0,(
∇2 ~A(~r, t)− 1
c2
∂2 ~A(~r, t)
∂t2
)
−∇
(
∇ · ~A(~r, t) + 1
c2
∂2φ(~r, t)
∂t2
)
= 0. (2.3)
Since the fields are physically measurable quantities and not the potentials, there is freedom
to constrain the potentials as long as they give the same fields. This can help in simplifying
Eqs. (2.3). In this case, we have that for any pair of solutions (φ(~r, t), ~A(~r, t)), the pair
(φ˜(~r, t), ~˜A(~r, t)) is also a solution as long as
φ˜(~r, t) = φ(~r, t)− ∂λ(~r, t)
∂t
,
~˜A(~r, t) = ~A(~r, t) +∇λ(~r, t), (2.4)
where λ(~r, t) is a scalar function. For example, by choosing λ(~r, t) so that ∇2λ(~r, t) =
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−∇ · ~A(~r, t), which gives ∇ · ~˜A(~r, t) = 0, Eqs. (2.3) are written in terms of
(
φ˜(~r, t), ~˜A(~r, t)
)
as
∇2φ˜(~r, t) = 0,(
∇2 ~˜A(~r, t)− 1
c2
∂2 ~˜A(~r, t)
∂t2
)
= 0. (2.5)
The potential ~˜A(~r, t) satisfies the wave equation. A general solution to the wave equation
for ~˜A(~r, t) can be expressed in terms of an expansion in normal modes, where we separate
variables in the following way
~˜A(~r, t) =
1
2
√
0
(∑
k
uk(~r)ak(t) + u
∗
k(~r)a
∗
k(t)
)
. (2.6)
Solving by separation of variable gives the two equations(
∂2
∂t2
+ ω2k
)
ak(t) = 0, (2.7)(
∇2 + ω
2
k
c2
)
uk(~r) = 0, (2.8)
where ωk are the separation constants. Equation (2.7) describes an harmonic oscillator with
unit mass and has solution
ak(t) = ake
−iωkt. (2.9)
Equation (2.8) can be solved by considering the boundary conditions imposed by a conduct-
ing cavity, that is ~E(~r, t) = 0 on the cavity walls. For a cubic cavity of size L, the latter
gives
uk(~r) = ~k
1√
V
ei
~kn·~r, (2.10)
where V = L3 is the volume of the cavity, ~kn = 2piL (nxxˆ+ nyyˆ + nz zˆ) is the wave vector
and ~k is the polarization vector such that ~k · ~kn = 0. Therefore, the vector potential (2.6)
becomes
~˜A(~r, t) =
∑
k
√
~
2ωk0V
~k
{
ake
−iωkt+i~kn·~r + a∗ke
iωkt−i~kn·~r
}
, (2.11)
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which gives the following electric and magnetic fields
~E(~r, t) =
∑
k
√
~ωk
20V
~k
{
iake
−iωkt+i~kn·~r − ia∗keiωkt−i~kn·~r
}
,
~B(~r, t) =
∑
k
√
~ωk
20V
(
~kn × ~k
){
iake
−iωkt+i~kn·~r − ia∗keiωkt−i~kn·~r
}
. (2.12)
Following the standard procedure of second quantization [76, 77] the coefficients ak → aˆk and
a∗k → aˆ†k are promoted to annihilation and creation operators, respectively. These operators
satisfy the following commutation relations:
[
aˆi, aˆ
†
j
]
= δij, [aˆi, aˆj] = 0 and
[
aˆ†i , aˆ
†
j
]
= 0.
The Hamiltonian of the electromagnetic field of the cavity is then [8, 76]
H =
1
2
∫ ∫ ∫
V
0 ~E
2 +
1
µ0
~B2 → Hˆ =
∑
k
~ωk
(
aˆ†kaˆk +
1
2
)
. (2.13)
The latter expression can be rewritten in terms of the number operator nˆk = aˆ†kaˆk that
counts the number of excitations in the k-th mode of the electromagnetic field
Hˆ =
∑
k
~ωk
(
nˆk +
1
2
)
. (2.14)
Now, we can introduce a pair of operators known as quadratures
qˆk =
√
~
2mωk
(
aˆ†k + aˆk
)
,
pˆk = i
√
mωk~
2
(
aˆ†k − aˆk
)
. (2.15)
The quadrature operators are position- and momentum-like operators for the electromagnetic
field seen as a collection of harmonic oscillators. They are also regarded as the in-phase and
out-of-phase components of the electromagnetic field amplitude (with respect to a reference
phase). They are canonically conjugate observables, satisfying the commutation relation
[qˆk, pˆk] = i. (2.16)
The Hamiltonian of the electromagnetic field (2.13) can be expressed in terms of the quadra-
tures operators as
Hˆ =
∑
k
(
pˆ2k
2
+
ω2kqˆ
2
k
2
)
, (2.17)
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which is the Hamiltonian of a collection of harmonic oscillators with unit mass and frequency.
A quantum mechanical description of some of the possible representations of the state of
the electromagnetic field is given in Appendix A.
2.2.2 Hamiltonian of an atom interacting with the electromagnetic
field of a resonant cavity
Let us derive the Hamiltonian of an atom interacting with the electromagnetic field of a
resonant cavity. First, consider the Hamiltonian of a non-interacting atom. For simplicity,
we assume that the atom can be in only two possible states: the ground state |g〉 and the
excited state |e〉. The Hamiltonian can then be written as a sum over the accessible energy
levels [78]
Hˆa = Eg|g〉〈g|+ Ee|e〉〈e| =
Eg 0
0 Ee
 , (2.18)
where |g〉 = (1 0)T and |e〉 = (0 1)T in matrix form. After simple algebraic manipulations
the Hamiltonian (2.18) can be rewritten as
Hˆa =
1
2
(Eg + Ee) Iˆ +
1
2
(Ee − Eg) σˆz
≈ 1
2
~ω0σˆz, (2.19)
where σˆz is the Pauli z matrix and Ee−Eg = ~ω0 with ω0 the transition frequency between
the ground and the excited state.
Let us now consider an atom interacting with an electromagnetic field. Atoms can interact
with the electromagnetic field through their dipole moment ~d. The energy of this interaction
can be written as
HI = −~d · ~E. (2.20)
To write a quantum mechanical expression for the interaction Hamiltonian of the atom and
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the electromagnetic field, the operator dˆ of the dipole moment has to be introduced first. In
general we can write
dˆ =
∑
i,j
|i〉〈i|~d|j〉〈j|, (2.21)
where |i〉 and |j〉 are the possible eigenstates of the atom. The expression in Eq. (2.21)
can be simplified by noting the following. Only transitions between different eigenstates are
allowed, thus 〈i|~d|i〉 = 〈j|~d|j〉 = 0. For two levels only, the ground |g〉 and excited |e〉 states
are considered and 〈g|~d|e〉 = 〈e|~d|g〉∗ = ~d0. Therefore
dˆ = |g〉〈e|~d0 + |e〉〈g|~d∗0. (2.22)
The operator (2.22) can be rewritten in terms of the raising σˆ+ = σˆx+iσˆy
2
and lowering
σˆ− = σˆx−iσˆy
2
operators for a two-level system, respectively, where σˆx, σˆy are the Pauli x and
y matrices. Giving
dˆ = ~d0σˆ
− + ~d∗0σˆ
+. (2.23)
Substituting the quantum mechanical operators for ~d and ~E given by Eqs. (2.23) and
(2.12), respectively, in the expression for the interaction energy HI , the quantum mechanical
Hamiltonian for the atomic interaction with the electromagnetic field can be obtained
HˆI = −
(
~d0σˆ
− + ~d∗0σˆ
+
)
·
(∑
k
√
~ωk
20V
~k
{
iaˆke
−iωkt+i~kn·~r − iaˆ†keiωkt−i~kn·~r
})
= −
∑
k
√
~ωk
20V
(
iaˆke
−iωkt+i~kn·~r − iaˆ†keiωkt−i~kn·~r
) (
d0k σˆ
− + d∗0k σˆ
+
)
= −
∑
k
gk
(
aˆke
−iωktσˆ− + aˆke−iωktσˆ+
)
+ g∗k
(
aˆ†ke
iωktσˆ− + aˆ†ke
iωktσˆ+
)
, (2.24)
where gk = i
√
~ωk
20V
d0k . The interaction Hamiltonian (2.24) contains the following terms: i.
two energy conserving terms aˆkσˆ+ and aˆ†kσˆ
− which destroy a photon and excite the atom
or create a photon and lower the excitation of the atom, respectively; ii. two energy non-
conserving terms aˆkσˆ− and aˆ†kσˆ
+ which destroy a photon and lower the excitation of the atom
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and create a photon and raise the excitation of the atom, respectively. In the following, we
will see the fundamental importance of the latter terms, which are usually neglected.
The full quantum mechanical Hamiltonian of an atom interacting with the electromag-
netic field of a cavity can be written as
Hˆ = Hˆa + Hˆem + HˆI =
1
2
~ω0σˆz +
∑
k
~ωk
(
aˆ†kaˆk +
1
2
)
−
∑
k
gk
(
aˆke
−iωktσˆ− + aˆke−iωktσˆ+
)
+
+g∗k
(
aˆ†ke
iωktσˆ− + aˆ†ke
iωktσˆ+
)
. (2.25)
2.3 Non-stationary cavity
It is possible to consider a situation where the cavity boundaries are not stationary. De-
pending on the speed of their motion, interesting quantum effects can arise. In this Section,
we consider instantaneous changes in cavity size. The case of a generic motion of the cavity
boundaries is considered in Appendix B. For an empty cavity, the nonadiabatic motion of
the cavity boundaries gives rise to a phenomenon known as dynamical Casimir effect, the
generation of photons from vacuum. For the case of an atom in a non-stationary cavity,
the nonadiabatic change in boundary conditions causes the dynamical Lamb effect to arise.
The latter is due to the sudden change in Lamb shift of the atom’s electronic levels and can
generate excitations in the atom and create photons from the electromagnetic vacuum.
2.3.1 Moving cavity boundaries squeeze the electromagnetic field
vacuum
Following Ref. [79], let us consider a resonant cavity characterized by a single-mode elec-
tromagnetic field, with resonant frequency ω1, that undergoes an instantaneous change in
cavity size. The Hamiltonian of the system takes the form of Eq. (2.17), where the index k
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is restricted to take only one value
Hˆ1 =
pˆ2
2
+
1
2
ω21 qˆ
2. (2.26)
The uncertainties ∆q and ∆p for the system in the ground state can be calculated from Eq.
(A.13) as
∆q =
√
~
2ω1
,
∆p =
√
~ω1
2
. (2.27)
At a successive instant of time, the cavity walls are displaced instantaneously. The resonant
frequency of the cavity electromagnetic field, which depends on the size of the cavity, will
thus instantaneously change to a new value ω2. Therefore, the system after the change in
cavity size can be described by the following Hamiltonian
Hˆ2 =
pˆ2
2
+
1
2
ω22 qˆ
2. (2.28)
Assuming that the system was in its ground state before the change in cavity size, the state
of the system after the instantaneous change will not have had time to evolve and will remain
unchanged. However, an eigenstate of Hamiltonian (2.26) is not necessarily an eigenstate of
Hamiltonian (2.28). In fact, the ground state of Hamiltonian (2.26) is a squeezed state of
Hamiltonian (2.28). This can be seen by looking at the uncertainties (2.27) of the ground
state. Since the state is unchanged, so are its uncertainties. However, expressing them in
terms of the parameters of the system after the change of cavity size gives
∆q = e−γ
√
~
2ω2
,
∆p = eγ
√
~ω2
2
, (2.29)
where
eγ ≡
√
ω1
ω2
(2.30)
and γ = 1
2
log
(
ω1
ω2
)
is known as the squeezing factor. Therefore, after the change in cavity
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size, the uncertainties have been squeezed when compared to the value they would have had
if the system started in the ground state of Hˆ2.
We can express the quadrature operators qˆ and pˆ in terms of operators of creation and
annihilation of excitations of the cavity mode with frequency ω1 or ω2
qˆ =
√
~
2ω1
(
aˆ†1 + aˆ1
)
=
√
~
2ω2
(
aˆ†2 + aˆ2
)
,
pˆ = i
√
~ω1
2
(
aˆ†1 − aˆ1
)
= i
√
~ω2
2
(
aˆ†2 − aˆ2
)
, (2.31)
which give the following relations between aˆ1, aˆ†1 and aˆ2, aˆ
†
2
aˆ†1 + aˆ1 = e
γ
(
aˆ†2 + aˆ2
)
,
aˆ†1 − aˆ1 = e−γ
(
aˆ†2 − aˆ2
)
. (2.32)
The solution of the above algebraic system allows us to connect the expression of the creation
and annihilation operators at different instants of time
aˆ†1 = aˆ
†
2 sinh γ + aˆ2 cosh γ,
aˆ1 = aˆ
†
2 cosh γ + aˆ2 sinh γ. (2.33)
To proceed further in determining the expression of the ground state of the electromagnetic
field after the change in cavity size, we turn to the definition of the initial ground state in
terms of Hamiltonian (2.26)
aˆ1|0〉1 = 0. (2.34)
Substituting the expression found in Eqs. (2.33) gives(
aˆ2 cosh γ + aˆ
†
2 sinh γ
)
|0〉1 = 0. (2.35)
For the solution of Eq. (2.35) let us make the following ansatz
|0〉1 = A(γ)e 12B(γ)aˆ
†
2aˆ
†
2|0〉2, (2.36)
based on the fact that the Gaussian wavefunction representing the ground state of an har-
monic oscillator is an even function of the quadrature operator qˆ. Thus, an exponential
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function of aˆ†2aˆ
†
2 contains all possible terms with an even number of creation operators.
While destruction operators annihilate the ground state so they don’t appear. The functions
A(γ) and B(γ) need to be determined. Substituting Eq. (2.36) into (2.35) one obtains(
aˆ2 cosh γ + aˆ
†
2 sinh γ
)
e
1
2
B(γ)aˆ†2aˆ
†
2|0〉2 = 0,
cosh γ
[
aˆ†2 , e
1
2
B(γ)aˆ†2aˆ
†
2
]
|0〉2 + aˆ†2 sinh γe
1
2
B(γ)aˆ2aˆ
†
2|0〉2 = 0,(
cosh γ
[
aˆ2 ,
1
2
B(γ)aˆ†2aˆ
†
2
]
+ aˆ†2 sinh γ
)
e
1
2
B(γ)aˆ†2aˆ
†
2|0〉2 = 0,
(− cosh γB(γ) + sinh γ) aˆ†2e
1
2
B(γ)aˆ†2aˆ
†
2|0〉2 = 0, (2.37)
which gives B(γ) = tanh γ. In the derivation we used the definition of ground state aˆ2|0〉2 = 0
to introduce a commutator and the formula
[
A, eB
]
= [A,B] eB (if [[A,B] , B] = 0). To
determine the normalization constant A(γ) we first calculate the overlap between the two
ground states 2〈0|0〉1 = A(γ), because in the series expansion of the exponential the terms
proportional to aˆ†2 evaluate to 2〈0|aˆ†2 = 0. Calculating the same overlap in the quadrature
basis using the Gaussian wavefunctions (A.6) which represent the ground states of the field
gives
A(γ) = 2〈0|0〉1
=
∫ ∞
−∞
dq 2〈0|q〉〈q|0〉1
=
∫ ∞
−∞
dq
(
ψ
(2)
0 (q)
)∗
ψ
(1)
0 (q)
= 4
√
ω1
pi~
4
√
ω2
pi~
∫ ∞
−∞
dq e
−(ω1+ω2)q2
2~
= 4
√
ω1
pi~
4
√
ω2
pi~
√
2pi~√
ω1 + ω2
=
(
1
2
√
ω1
ω2
+
1
2
√
ω2
ω1
)− 1
2
=
(
eγ + e−γ
2
)− 1
2
=
1√
cosh γ
. (2.38)
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Therefore, the initial ground state of the system in terms of the ground state of the system
after the change in cavity size is
|0〉1 = 1√
cosh γ
e
1
2
tanh γaˆ†2aˆ
†
2|0〉2. (2.39)
Comparing the result (2.39) with the expression of the squeeze operator Sˆ(γ) obtained in
Eq. (A.26), it is clear that the ground state of Hˆ1 is a squeezed state of Hˆ2
|0〉1 = Sˆ(γ)|0〉2. (2.40)
The effect of an instantaneous change of cavity size on the ground state is a squeezing of its
quadratures.
We can now revisit the relations in Eq. (2.33) to express the squeezed operators aˆ2 and
aˆ†2 in terms of the initial operators aˆ1 and aˆ
†
1
aˆ†2 = Sˆ
†(γ)aˆ†1Sˆ(γ) = aˆ
†
1 cosh γ − aˆ1 sinh γ,
aˆ2 = Sˆ
†(γ)aˆ1Sˆ(γ) = −aˆ†1 sinh γ + aˆ1 cosh γ, (2.41)
which allows us to calculate the average number of photons in a squeezed vacuum state
〈nˆ〉 = 1〈0|aˆ†2aˆ2|0〉1
= 1〈0|Sˆ†(γ)aˆ†1aˆ1Sˆ(γ)|0〉1
= 1〈0|
(
aˆ†1 cosh γ − aˆ1 sinh γ
)(
−aˆ†1 sinh γ + aˆ1 cosh γ
)
|0〉1
= sinh2 γ, (2.42)
where we used the initial ground state because of the instantaneous approximation.
2.3.2 Dynamical Casimir effect
The dynamical Casimir effect [51] is a quantum vacuum phenomenon which involves the
creation of photons out of vacuum due to a change in cavity size.
Let us focus on the case where the change in cavity size is instantaneous, as in Sec. 2.3.1.
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Then, as found before, the ground state of the system before the perturbation can be written
as a squeezed state of the system after the perturbation
|0〉1 = Sˆ(γ)|0〉2. (2.43)
The transition amplitudes can be calculated in the framework of instantaneous perturbation
theory laid out in Ref. [80] in the following way
A2n = 2〈2n|0〉1
= 2〈2n|Sˆ(γ)|0〉2
= 2〈2n| 1√
cosh γ
∞∑
m=0
(−1)m(tanh γ)m
√
(2m)!
2mm!
|2m〉2
=
1√
cosh γ
(−1)n(tanh γ)n
√
(2n)!
2nn!
. (2.44)
The average number of photons in the cavity due to the dynamical Casimir effect can be
calculated using Eq. (2.42), obtained using known formulas for squeezed states [81]
〈nˆ〉 = sinh γ2
=
(
e2γ − 1
2eγ
)2
=
(
ω1
ω2
− 1
)2
4ω1
ω2
, (2.45)
where we have substituted the definition of the squeezing factor from Eq. (2.30). This is
equivalent to the result obtained in Ref. [3].
2.3.3 Hamiltonian of an atom interacting with the electromagnetic
field of a resonant cavity with moving boundaries
In the case where an atom is present inside a cavity with moving boundaries, the Hamiltonian
of the system can be found by putting together the Hamiltonians derived in the previous
Sections. In particular, let us consider the case of a single-mode electromagnetic field, rep-
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resenting the electromagnetic field of a resonant cavity, interacting with a two-level system,
representing an atom. Following Ref. [82], the Hamiltonian (2.25) can be modified to take
into account the moving cavity walls as
Hˆ(t) =
1
2
~ω0σˆz + ~ωaˆ†aˆ+ ~g
(
aˆ+ aˆ†
) (
σˆ− + σˆ+
)
+
i
4ω(t)
dω(t)
dt
(
aˆ†
2 − aˆ2
)
. (2.46)
The details of the derivation of the expression above are given in Appendix B.
Rotating-wave approximation
The energy eigenvalues of the Hamiltonian (2.46) can be found analytically by making the
following assumption. First, consider a stationary cavity, that is the cavity frequency ω(t) =
ωc is constant. Then, the Hamiltonian can be separated into two parts
Hˆ = Hˆ0 + HˆI , (2.47)
where
Hˆ0 =
1
2
~ω0σˆz + ~ωcaˆ†aˆ,
HˆI = ~g
(
aˆ+ aˆ†
) (
σˆ− + σˆ+
)
. (2.48)
In Eq. (2.47) Hˆ0 is the unperturbed Hamiltonian and HˆI is the interaction Hamiltonian.
Depending on the value of the coupling strength g, HˆI can be considered a small perturbation
to Hˆ0. We can now transform to the interaction picture in the following way
ˆ˜A = e
iHˆ0t
~ Aˆe−
iHˆ0t
~ ,
|ψ˜〉 = e iHˆ0t~ |ψ〉. (2.49)
In the interaction picture, Hamiltonian (2.47) becomes
ˆ˜H = ~g
(
aˆσˆ−e−i(ωc+ω0)t + aˆ†σˆ−ei(ωc−ω0)t + aˆσˆ+e−i(ωc−ω0)t + aˆ†σˆ+ei(ωc+ω0)t
)
. (2.50)
The terms aˆσˆ+ and aˆ†σˆ− in Eq. (2.50) which rotate at frequency ωc−ω0 are called the rotating
terms, while the terms aˆσˆ− and aˆ†σˆ+ rotating at frequency ωc+ω0 are called counter-rotating
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terms. In the rotating-wave approximation, the counter-rotating terms oscillating at ωc +ω0
are neglected as they oscillate much faster than the rotating ones. By taking Hamiltonian
(2.50), making the rotating-wave approximation and going back to the Schrödinger picture,
one obtains the Jaynes-Cummings Hamiltonian [83]
HˆJC =
1
2
~ω0σˆz + ~ωcaˆ†aˆ+ ~g
(
aˆ†σˆ− + aˆσˆ+
)
. (2.51)
The interaction Hamiltonian obtained from the Jaynes-Cummings Hamiltonian (2.51), ˆ˜HJC =
~g
(
aˆ†σˆ− + aˆσˆ+
)
can only cause transitions between the bare states | ˜g, n〉 → | ˜e, n− 1〉.
Therefore, for a certain n, the dynamics of the system is constrained in the subspace spanned
by
{| ˜g, n〉, | ˜e, n− 1〉} and the Hamiltonian reads
ˆ˜HJCn =
n~ωc − 12~ω0 ~g√n
~g
√
n (n− 1) ~ωc + 12~ω0
 . (2.52)
The energy eigenvalues of Hamiltonian (2.52) are
E˜JCn ± =
(
n− 1
2
)
~ωc ± ~
2
√
∆2 + 4g2n, (2.53)
where ∆ = ω0 − ωc is the detuning. The eigenstates are
| ˜g, n〉JC = 2g
√
n√(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
| ˜g, n〉+ ∆ +
√
∆2 + 4g2n√(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
| ˜e, n− 1〉,
| ˜e, n〉JC = ∆ +
√
∆2 + 4g2n√(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
| ˜g, n〉 − 2g
√
n√(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
| ˜e, n− 1〉.
(2.54)
We are interested in the effect of a sudden change in cavity size on the atom for a system
initially in the ground state | ˜g, 0〉JC . The cavity frequency at the initial time is denoted
as ω(1)c with the corresponding eigenstates of the Jaynes-Cummings Hamiltonian denoted as
| ˜g, n〉JC1 and | ˜e, n〉JC1 . At the final time, after the change in cavity size, the cavity frequency
is written as ω(2)c and the eigenstates as | ˜g, n〉JC2 and | ˜e, n〉JC2 . Since the ground state of the
Jaynes-Cummings Hamiltonian is equal to the bare ground state, | ˜g, 0〉JC = | ˜g, 0〉, transitions
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to the excited states of the system can only happen due to the squeezing of the cavity
electromagnetic field. In fact, if there is no squeezing Sˆ = Iˆ the bare states before and after
the change in cavity size are the same | ˜g, n〉2 = | ˜g, n〉1 and | ˜e, n〉2 = | ˜e, n〉1. In this case, no
transition between the ground state and the excited state can happen as JC2〈 ˜e, n| ˜g, 0〉JC1 = 0.
The rules of instantaneous perturbation theory [80] can be used to calculate the probability of
excitation of the atom. This time, the eigenstates of the Hamiltonian are the ones calculated
in Eq. (2.54). Therefore, we have
P JCe =
∞∑
n=0
∣∣JC
2〈 ˜e, n| ˜g, 0〉JC1
∣∣2
=
∞∑
n=0
∣∣∣∣∣∣∣∣
2g
√
n 2〈 ˜g, n|+
(
∆ +
√
∆2 + 4g2n
)
2〈 ˜e, n− 1|√(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
| ˜g, 0〉1
∣∣∣∣∣∣∣∣
2
=
∞∑
n=0
∣∣∣∣∣∣∣∣
2g
√
n√(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
2〈 ˜g, n| ˜g, 0〉1
∣∣∣∣∣∣∣∣
2
=
∞∑
n=0
4g2n(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
∣∣∣2〈 ˜g, n|Sˆ(γ)| ˜g, 0〉2∣∣∣2
=
∞∑
n=0
4g2n(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
∣∣∣∣∣2〈 ˜g, n| 1√cosh γ
∞∑
m=0
(−1)m(tanh γ)m
√
(2m)!
2mm!
| ˜g, 2m〉2
∣∣∣∣∣
2
=
∞∑
n=0
4g2n(
∆ +
√
∆2 + 4g2n
)2
+ 4g2n
1
cosh γ
(
1
4
tanh γ2
)n
2 (n)!(
n
2
!
)2 . (2.55)
In the weak-coupling limit g  1 the series can be summed to give
P JCe ≈
∞∑
n=0
4g2n
∆2
1
cosh γ
(
1
4
tanh γ2
)n
2 (n)!(
n
2
!
)2
=
g2
2∆2
sinh γ2. (2.56)
The result above tells us that the probability of excitation of an atom due to the instantaneous
change in cavity size is proportional to the average number of created photons because of the
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squeezing times the probability of absorption of a photon due to the atom/photon coupling.
Thus, the atom is not affected by the change of boundary conditions of the cavity and its
excitation is only due to the absorption of Casimir photons that are created out of the
vacuum. The same result was obtained in Refs. [3, 84] within a different approach.
Beyond the rotating-wave approximation
We are interested in corrections to the eigenstates and eigenvalues of the Rabi Hamiltonian
[65], when terms beyond the rotating-wave approximation are considered. The atom/photon
interaction terms in HˆI are assumed to be only a small perturbation to the non-interacting
Hamiltonian Hˆ0 so that time-independent perturbation theory can be used to calculate the
energy corrections (up to second order) and the wavefunction corrections (up to first order)
of the eigenstates of the unperturbed Hamiltonian. The energy E(0) of the possible states of
the two-level system with n photons in the cavity are:
E(0)n,g = n~ωc,
E(0)n,e = n~ω + ~ω0. (2.57)
Those are the energy eigenvalues of the unperturbed Hamiltonian Hˆ0, which describes a
two-level system in a stationary cavity. They are the energy levels of the non-interacting
system. The eigenvalues of the full Hamiltonian Hˆ can be calculated in the framework of
time-independent perturbation theory [80], using Eq. (2.57). These will be the energy levels
of the system when the atom/photon interaction arises:
ERn,g = n
(
~ωc +
2~g2ω0
ω2c − ω20
)
− ~g
2
ωc + ω0
+O
(
g3
)
,
ERn,e = n
(
~ωc − 2~g
2ω0
ω2c − ω20
)
+ ~ω0 − ~g
2
ωc − ω0 +O
(
g3
)
. (2.58)
The first order correction is zero because the interaction term evaluated contains a lower-
ing/raising operator of the atom’s excitation number and so the final state will always be
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a state orthogonal to the initial state (ground state). In the second order corrections, the
terms which do not depend on the number of photons n can be seen as the Lamb shift of the
atom’s energy levels. In fact, the static Lamb effect does not change the number of photons
since they are excited and then re-absorbed. To get a sense of why the static Lamb shift is
obtained as the second order correction to the energy levels, one can think of the Feynman’s
diagram for the atom’s self-energy: in the creation and absorption of a virtual photon two
vertices (qubit-photon coupling) are involved. This means we are dealing with the second
order of perturbation theory when we consider this phenomenon.
Using time-independent perturbation theory on Eqs. (2.47), one can get the eigenfunc-
tions of the Hamiltonian Hˆ. The corrections up to the first order are:
|g, n〉R = |g, n〉+ g
√
n
ωc − ω0 |e, n− 1〉 − g
√
n+ 1
ωc + ω0
|e, n+ 1〉+O (g2) ,
|e, n〉R = |e, n〉+ g
√
n
ωc + ω0
|g, n− 1〉 − g
√
n+ 1
ωc − ω0 |g, n+ 1〉+O
(
g2
)
. (2.59)
Note that the eigenstates of Hˆ are dressed states. That is, they are a superposition of the
bare states. According to the expressions found in Eq. (2.59), the ground state of the Rabi
Hamiltonian allows for virtual transitions to the excited states of the system R2 〈e, n|g, 0〉R1 6= 0
even in the absence of squeezing.
2.4 Dynamical Lamb effect
To calculate the probability of excitation of the atom due to the dynamical Lamb effect, first
let us consider the transition amplitude from the ground state of the atom/cavity system to
the excited state of the atom and a cavity with n photons:
ARe,n =
R
2 〈en|g, 0〉R1 ,
= R2 〈e, n|Sˆ(γ)|g, 0〉R2 − R2 〈e, n|Iˆ|g, 0〉R1 + R2 〈e, n|Iˆ|g, 0〉R1 , (2.60)
where amplitudes with the identity operator represent the case of no squeezing. In the latter
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case, the bare states at the initial and final moments are the same, |g, n〉2 = |g, n〉1 and
|e, n〉2 = |e, n〉1. We can identify two different contributions to the amplitude of excitation
of the atom defined as follows
AR (C)e,n =
R
2 〈e, n|Sˆ(γ)|g, 0〉R2 − R2 〈e, n|Iˆ|g, 0〉R1 , (2.61)
AR (L)e,n =
R
2 〈e, n|Iˆ|g, 0〉R1 . (2.62)
The contribution AR (C)e,n is due to the effect of squeezing of the cavity electromagnetic field
after the change in cavity size. In fact, if there is no squeezing and Sˆ = Iˆ we get AR (C)e,n = 0.
Thus, AR (L)e,n indicates a new channel of excitation of the atom when the system parameters
are instantaneously changed, regardless of any squeezing. The probability of excitation of
the atom for the latter contribution is
PR (L)e =
∞∑
n=0
∣∣AR (L)e,n ∣∣2
=
∞∑
n=0
∣∣∣∣(〈e, n|+ g √nω2 + ω0 〈g, n− 1| − g
√
n+ 1
ω2 − ω0 〈g, n+ 1|
)(
|g, 0〉 − g 1
ω1 + ω0
|e, 1〉
)∣∣∣∣2
=
∞∑
n=0
∣∣∣∣g √nω2 + ω0 δn−1,0 − g
√
n+ 1
ω2 − ω0 δn+1,0 − g
1
ω1 − ω0 δn,1
∣∣∣∣2
= g2
(
1
ω2 + ω0
− 1
ω1 + ω0
)2
. (2.63)
This phenomenon has been called dynamical Lamb effect [3], it involves the creation of
photons from the vacuum electromagnetic field and the excitation of the atom due to a sudden
change in the system’s parameters in the absence of squeezing. An example of a physical
setup where this can be observed is the passing of an atom from a cavity of a certain size to a
cavity of a different size at relativistic speed. Since there is no movement of the boundaries,
no squeezing of the cavity electromagnetic field happens and AR (C)e,n = 0. Nonetheless, the
atom experience an instantaneous change of background electromagnetic field which leads to
its excitation. Because the Lamb shift of the atom depends on the electromagnetic field of
the cavity, this phenomenon can be thought of as an excitation caused by a sudden change
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in Lamb shift of the atom. It is crucial to note that this phenomenon emerges because the
ground state of the full Rabi Hamiltonian is a dressed state. Thus, the counter-rotating
terms are a necessary ingredient in giving rise to this phenomenon.
Chapter 3
Time-evolution under dynamical Lamb
effect
This Chapter introduces different methods to study the dynamics of N qubits coupled to
a harmonic oscillator when the qubit/oscillator coupling is modulated nonadiabatically. In
the case of a closed system, where there is no interaction with an external environment, the
Schrödinger equation can be used to describe the time-evolution of the quantum system.
Three methods for solving the Schrödinger equation are presented. The first two methods
are perturbative approaches in the time- and Laplace-domain. These approaches are valid
if the interaction between the qubit and the harmonic oscillator is weak. The approach in
the time-domain is the most straightforward to the solution of Schrödinger’s equation but
quickly becomes complex as time-dependent parameters appear in the Hamiltonian. Results
obtained within this approach were published in Ref. [2]. The perturbative approach in
the Laplace domain can provide an easier path to the solution of the Schrödinger equation
when complex time-dependent parameters are present in the Hamiltonian. This method was
introduced in Ref. [4]. The third method, based on the Floquet theorem, works outside of
the weak-coupling approximation but requires that the time-dependent parameters in the
29
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Hamiltonian are periodic. A comparison between all three methods was shown in Ref. [5].
For the case of an open system, where the interaction with the environment cannot be
neglected, the dynamics of the system can be described by the Liouville equation for the
density matrix of the system. Following standard derivations, we obtain the master equation
in Lindblad form. Results obtained using the latter master equation for a system of two and
three qubits were published in Ref. [2].
3.1 N qubits coupled to a harmonic oscillator
Let us consider a system of N qubits coupled to a harmonic oscillator with a time-dependent
coupling. This system can be used to describe an atom interacting with the single-mode
electromagnetic field of a resonant cavity with variable atom/cavity coupling strength
Hˆ(t) = ~ωraˆ†aˆ+
N∑
i
[
~ωi0σˆ+i σˆ
−
i + ~g(t)σˆix
(
aˆ† + aˆ
)]
, (3.1)
where ωi0 is the transition frequency of the i-th qubit, ωr is the frequency of the harmonic
oscillator, σˆ+i , σˆ
−
i and aˆ†, aˆ are the creation and annihilation operators for excitations of
qubits and the harmonic oscillator, respectively, while g(t) is the time-dependent coupling
between the qubit and the harmonic oscillator.
The Hamiltonian (3.1) can be split into a time-independent part
Hˆ0 = ~ωraˆ†aˆ+
N∑
i
~ωi0σˆ+i σˆ
−
i (3.2)
and a time-dependent part
HˆI(t) = ~g(t)
N∑
i
[
σˆix
(
aˆ† + aˆ
)]
, (3.3)
giving:
Hˆ(t) = Hˆ0 + HˆI(t). (3.4)
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3.1.1 Nonadiabatic modulation of the qubit/resonator coupling
As discussed in Refs. [2, 56], the dynamical Lamb effect is maximum when the qubit/oscillator
coupling is modulated periodically. We consider two kinds of periodic modulation that allow
us to enter the nonadiabatic regime: a square-wave modulation and a sinusoidal one. Let us
first focus on the case of a square-wave modulation of the qubit/resonator coupling
g(t) = g0θ (cos$st) , (3.5)
where θ (·) is the Heaviside function which switches on periodically with period Ts = 1/$s,$s
is the frequency of the switching of the qubit/oscillator coupling and g0 is the qubit/oscillator
coupling strength. The Heaviside function in Eq. (3.5) switches on periodically at a specified
time and stays on during the period Ts
θ (cos$st) =

0, if cos$st < 0
1, if cos$st ≥ 0.
(3.6)
The possibility of turning on/off the qubit/oscillator coupling was experimentally demon-
strated for superconducting circuits in Refs. [85, 86]. It can be achieved by modulating
the magnetic flux passing through an auxiliary superconductive quantum interference device
(SQUID) coupled to the superconducting qubit. This gives the instantaneous switching "on"
and "off" of the qubit/oscillator coupling which can be used to give rise to the dynamical
Lamb effect. Although this kind of modulation is closest to the ideal situation of instanta-
neous switching, it can be difficult to achieve with the experimental instruments available
because of the short period Ts of the square-wave required for the dynamical Lamb effect to
arise. For this reason, we also consider another type of modulation, a sinusoidal one, which
may be easier to obtain in experiments. In fact, a high-frequency sinusoidal modulation of
the electromagnetic field in a superconducting resonator was used in the first experimental
observation of the dynamical Casimir effect [53]. This models the more realistic situation
where a finite amount of time is needed to switch "on" and "off" the coupling of the qubit
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with the oscillator. Thus, we take g(t) as
g(t) = g0
(
1
2
+
1
2
cos ($st)
)
. (3.7)
In this case, the coupling doesn’t instantaneously switch "on" and "off" but continuously
increases or decreases to its maximum or minimum value, respectively. However, the rise
time trise = t (g(t) = g0)− t (g(t) = 0), that is the time required to increase the coupling from
the minimum value to the maximum value, and, vice versa, the fall time tfall = t (g(t) = 0)−
t (g(t) = g0), the time needed to decrease it from the maximum value to the minimum value,
are shorter than any parameter with dimension of time (trise, tfall  ω−10 , ω−1r ). Therefore,
one can still consider this modulation to be nonadiabatic.
3.2 Dynamics of a closed system
The Schrödinger equation [87] encapsulates the dynamics of closed quantum systems. Its
solution gives us a description of the time-evolution of the state of a quantum system. First,
we will show how a general solution can be obtained within a perturbative approach in the
time-domain. Second, we will show another equivalent approach which involves the Laplace
transform. This can sometimes simplify the expression of time-dependent quantities, making
it easier to find the system’s dynamics.
3.2.1 Perturbative approach in the time-domain
The dynamical behavior of a quantum system can be found by solving the Schrödinger
equation
i
d|ψ (t)〉
dt
= Hˆ(t)|ψ (t)〉. (3.8)
Following Ref. [59], one can find the time evolution of the system by solving the time-
dependent Schrödinger equation perturbatively. That is, solving the time-dependent Schrödinger
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equation order by order for the perturbative expansion of the wavefunction |ψ (t)〉 and Hamil-
tonian.
Given Hamiltonian (3.1), if the coupling strength g0 between the qubit and the oscillator
is small compared to the spacing of the energy levels of the unperturbed Hamiltonian Hˆ0,
we can write
Hˆ = Hˆ0 + δHˆI (t) , (3.9)
where δ is a dimensionless parameter between 0 and 1 that can be absorbed in the definition
of the coupling strength g0. The wavefunction of a system of N qubits and n photons can
be written as
|ψ (t)〉 =
n∑
i=0
αgg...g,i (t) |gg...g, i〉+ αge...g,i (t) |ge...g, i〉+ ...+ αee...e,i (t) |ee...e, i〉,(3.10)
where indices g and e correspond to ground and excited state of the qubit and i counts the
number of excitations in the oscillator. We truncate the infinite tower of possible oscillator
states at a certain value of the excitation number n. One can perturbatively expand the
wavefunction in terms of δ
|ψ (t)〉 = |ψ (t)〉(0) + δ|ψ (t)〉(1) + δ2|ψ (t)〉(2) + ... (3.11)
and solve the time-dependent Schrödinger equation order by order. As a result, one obtains
the following set of differential equations from Eq. (3.8) by substituting Eqs. (3.9) and
(3.11). At zero-th order in terms of δ:
i
d|ψ (t)〉(0)
dt
= Hˆ0|ψ (t)〉(0). (3.12)
The latter allows to obtain the coefficients’ equations (seeking the simplicity in notation,
here and below we are omitting the argument "t" for the time-dependent coefficients α (t) )
i
dα
(0)
x¯,n
dt
= [ωrn+ ω0 (x¯ · 1¯)]α(0)x¯,n, (3.13)
where x¯ stands for the N -bit string which represents the state of the qubits as a string of
zeros (for the ground state g) and ones (for the excited state e), e.g. x¯ ≡ 001...1 = gge...e.
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Also, x¯ · 1¯ is the dot product between the N -bit string and the string of all ones, namely
x¯ · 1¯ = x01 + x11 + x21 + ... + xN1, which counts the number of qubit’s excitations in the
system. The general recursive differential equation for any other order (j) has the following
form
i
d|ψ (t)〉(j)
dt
= Hˆ0|ψ (t)〉(j) + HˆI (t) |ψ (t)〉(j−1), (3.14)
that can be reduced to the set of differential equations for the coefficients
i
dα
(j)
x0x1...xN ,n
dt
= [ωrn+ ω0 (x¯ · 1¯)]α(j)x0x1...xN ,n +
N∑
i=0
g0
2
(√
nδxi−1,0α
(j−1)
x0x1...xi−1...xN ,n−1+
+
√
n+ 1δxi+1,1α
(j−1)
x0x1...xi+1...xN ,n+1
+
√
nδxi+1,0α
(j−1)
x0x1...xi+1...xN ,n−1+
+
√
n+ 1δxi−1,1α
(j−1)
x0x1...xi−1...xN ,n+1
)
. (3.15)
In Eq. (3.15), xi denotes the i-th element of the N -bit string x¯ in the 0,1 notation. Therefore,
Eq. (3.15) gives the differential equation for any coefficient of the N -bit state specified by
x¯, n, at any order j. Now, solving for a certain initial value αx¯ (0), one can find the time
evolution of the coefficients α (t) and thus from Eqs. (3.10) and (3.11) the wavefunction. In
particular, one has to solve a system of 2N × (n+ 1) differential equations for the coefficients
α (t).
3.2.2 Perturbative approach in the Laplace-domain
An alternative approach that can be used when time-dependent parameters make the direct
solution of Schrödinger equation too difficult is the Laplace transform approach. Similarly
to the Fourier transform, the Laplace transform can be used to turn the problem at hand
into a different problem, which is sometimes easier to solve. In fact, a system of differential
equations in the time-domain can be turned into a system of algebraic equations in the
Laplace-domain. The price to pay is the cost of the transformation from the time-domain
to the Laplace-domain and back. The Laplace transform of a time-dependent function f(t)
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is defined as
F (s) = L [f(t)] (s) =
∫ ∞
0
dt f(t)e−st. (3.16)
Thus requiring us to compute an integral. On the other hand, the possibility of using Cauchy
residue theorem reduces the calculation of the inverse Laplace transform to the calculation
of Residues
L−1 [F (s)] (t) = 1
2pii
∫ b+i∞
b−i∞
dsF (s)est =
∑
poles of F (s)
Res
(
F (s)est
)
, (3.17)
where b is a point on the real axis on the right of the rightmost pole of F (s).
The Laplace transform of the wavefunction (3.10) is
|Ψ (s)〉 =
n∑
i=0
Agg...g,i (s) |gg...g, i〉+ Age...g,i (s) |ge...g, i〉+ ...+ Aee...e,i (s) |ee...e, i〉,(3.18)
where
A(s) = L [α(t)] (s) =
∫ ∞
0
dt α(t)e−st (3.19)
is the Laplace transform of α(t).
For the case of periodic modulation of the coupling, the Laplace transform of the Hamil-
tonian (3.1) simplifies considerably. In fact, if a function f(t) is periodic with period T , its
Laplace transform becomes:
L [f(t)] (s) = 1
1− e−sT
∫ T
0
dt e−stf(t), (3.20)
where the integral is taken from zero to the period T of the function f(t). The Laplace
transform of the Hamiltonian (3.1) reads
Hˆ (s) = ωcaˆ
†aˆ+ ω0
N∑
i=1
σˆ+i σˆ
−
i + δG(s)
N∑
i=1
(
σˆ+i a+ σˆ
−
i a
† + σˆ+i a
† + σˆ−i a
)
, (3.21)
where G(s) is the Laplace transform of the qubit-oscillator coupling. We can now write the
Schrödinger equation in the Laplace domain as
is|Ψ (s)〉 − |ψ (0)〉 = Hˆ(s) ∗ |Ψ (s)〉, (3.22)
where ∗ is the convolution product of Laplace transforms, which is defined as F (s) ∗U(s) =
CHAPTER 3. TIME-EVOLUTION 36
1
2pii
∫ c+i∞
c−i∞ dσ F (σ)U(s− σ), with c a point on the real line on the right of the rightmost pole
of the integrand. Substituting the wavefunction (3.18) and the Hamiltonian (3.21) in Eq.
(3.22), and imposing the initial condition |ψ (0)〉 = |g, 0〉, a recurrent algebraic equation for
the coefficients A(s) can be obtained
isAx0x1...xN ,n(s)− 1 = [ωrn+ ω0 (x¯ · 1¯)]Ax0x1...xN ,n(s) +
+
N∑
l=0
G(s) ∗ (√nδxl−1,0Ax0x1...xl−1...xN ,n−1(s)+
+
√
n+ 1δxl+1,1Ax0x1...xl+1...xN ,n+1(s)+
+
√
nδxl+1,0Ax0x1...xl+1...xN ,n−1(s)+
+
√
n+ 1δxl−1,1Ax0x1...xl−1...xN ,n+1 (s)
)
, (3.23)
where we have used the same notation as in Eq. (3.15) for the subscript.
The system of equations which can be obtained from Eq. (3.23) cannot be easily solved
because of the integral implicit in the convolution product. However, we can solve Eq. (3.23)
within a perturbative approach. First, one can expand the wavefunction (3.18) in terms of δ
|Ψ (s)〉 = |Ψ (s)〉(0) + δ|Ψ (s)〉(1) + δ2|Ψ (s)〉(2) + ... . (3.24)
Then, one can solve Eq. (3.23) order by order in the perturbation δ
isA(j)x0x1...xN ,n(s)− α(j)x0x1...xN ,n(t = 0) = [ωrn+ ω0 (x¯ · 1¯)]A(j)x0x1...xN ,n(s) +
+
N∑
l=0
G(s) ∗
(√
nδxl−1,0A
(j−1)
x0x1...xl−1...xN ,n−1(s)+
+
√
n+ 1δxl+1,1A
(j−1)
x0x1...xl+1...xN ,n+1
(s)+
+
√
nδxl+1,0A
(j−1)
x0x1...xl+1...xN ,n−1(s)+
+
√
n+ 1δxl−1,1A
(j−1)
x0x1...xl−1...xN ,n+1(s)
)
, (3.25)
where A(j)x0x1...xN ,n(s) and α
(j)
x0x1...xN ,n(t) are the j-th order coefficient, which are obtained by
expanding the wavefunction (3.18) and (3.10) in terms of δ. Assuming that the system is in
the ground state at time t = 0 gives the initial condition α(0)00...0,0(t = 0) = 1. Equation (3.25)
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gives a set of coupled equation describing the dynamics of the system of N qubits for a fixed
amount of oscillator excitations n in the Laplace domain at any order of the perturbation
(j). To find the final solution, one has to solve Eq. (3.25) order by order and then transform
back to the time-domain by taking the inverse Laplace transform.
3.2.3 Floquet approach
Here we follow the method outlined in Ref. [5]. Given a quantum system described by a
Hamiltonian periodic in time with a period T , that is Hˆ(t) = Hˆ(t+ T ), one can investigate
the dynamics of the system within the Floquet approach [88, 89]. Let us now consider the
Schrödinger equation (3.8), which gives the time-evolution of the state |ψ(t)〉 of a system.
Since Hˆ(t) is periodic, Eq. (3.8) is a differential equation with periodic coefficients. Thus,
its solutions are given by the Floquet theorem [90] in the following form
|ψα(t)〉 = |φα(t)〉e−iαt~ , (3.26)
where |φα(t)〉 is called Floquet mode and is a periodic function with period T and α is called
quasienergy or Floquet characteristic exponent. Clearly, different values of the quasienergy
α′ = α + n
2pi~
T
, where n = 0,±1,±2, ..., correspond to the same solution |ψα(t)〉.
It is important to note that the Floquet modes and the quasienergies are the eigenfunc-
tions and eigenvalues, respectively, of the operator Hˆ(t) = Hˆ(t)− i~ ∂
∂t
Hˆ(t)|φα(t)〉 = α|φα(t)〉. (3.27)
This can be seen by substituting the general solution given in Eq. (3.26) into the Schrödinger
equation (3.8). Then, Eq. (3.27) provides an alternative way of determining the state |ψ(t)〉
of the system. To demonstrate this, let us consider the decomposition of the generic state
|ψ(t)〉 in terms of Floquet modes
|ψ(t)〉 =
∑
α
cα|φα(t)〉e−iαt~ , (3.28)
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where the coefficients cα = 〈ψ(0)|φα(0)〉 quantify the overlap of the wavefunction with the
Floquet modes at time t = 0. Following Refs. [91, 92], one can find the Floquet modes
by noting that they are eigenfunctions of the time-evolution operator U (t, t0). In fact, the
Schrödinger equation written in terms of the time-evolution operator
U (t0 + T, t0) |ψ(t0)〉 = |ψ(t0 + T )〉 (3.29)
can be rewritten in terms of a generic Floquet mode as
U (t0 + T, t0) |φα(t0)〉e
−iαt0
~ = |φα(t0 + T )〉e−iα~ (t0+T ). (3.30)
Using the periodicity of the Floquet modes φα(t0 + T ) = φα(t0), Eq. (3.30) can be reduced
to the following eigenvalue problem
U (t0 + T, t0) |φα(t0)〉 = e−iαT~ |φα(t0)〉. (3.31)
If we take the initial time t0 = 0, then the Floquet mode |φα(0)〉 and the quasienergies α
can be found by finding the eigenfunctions and eigenvalues of U (T, 0). The Floquet modes
|φα(t)〉 at any time instant t are then obtained from the propagation of |φα(0)〉 with U (t, 0).
Note that we only need to evaluate |φα(t)〉 from 0 to T , as any other values of the Floquet
modes at other times are fixed by their periodicity.
To summarize, in order to describe the time-evolution of a system we use the follow-
ing approach: i. find the one-period time-evolution operator U (T, 0); ii. determine its
eigenfunctions |φα(0)〉 and eigenvalues e−iαT~ by solving the eigenvalue problem (3.31); iii.
find the decomposition of |ψ(0)〉 in terms of Floquet modes at t = 0: cα = 〈φα(0)|ψ(0)〉;
iv. calculate the state of the system at time t using the time-evolution operator |ψ(t)〉 =∑
α cαe
−iαt
~ U (t, 0) |φα(0)〉. Therefore, the use of the Floquet theorem allows us to reduce
the problem of solving a differential equation into the problem of finding the eigenvalues and
eigenfunctions of a matrix, which in some cases can be easier to solve.
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3.3 Dissipative dynamics
In the case of a system which interacts with the environment, a different approach is needed
for the study of the system’s dynamics. When the evolution of the environment in neglected,
the system under consideration can be viewed as experiencing dissipation. Dissipation is
inherently dependent on the physical system considered. Different mechanisms act as dis-
sipative forces in different physical apparatuses. One of the parameters used to quantify
dissipation in a quantum system is the relaxation time, T1, which provides the timescale of
dissipation of an excitation of the system. Another important parameter which is related
to the coherence of a quantum system is the dephasing time, T2. In the following, a master
equation which describes the time-evolution of a quantum system under the influence of
dissipative effects is derived.
Let us consider a composite system made of a system we would like to study surrounded
by a larger environment weakly coupled to it. The system can exchange energy with the
environment, which we call a bath. The Hamiltonian of the composite system is
Hˆ = HˆS + HˆB + αHˆSB. (3.32)
In particular, HˆS denotes the Hamiltonian of the system of interest, HˆB describes the Hamil-
tonian of the bath, HˆSB describes the interaction between the system and the bath and α is
the coupling strength between them. To study the time-evolution of the system we consider
the Liouville-Von Neumann equation [93] for the time-evolution of the density operator ρˆ of
the system and the bath (setting ~ = 1)
dρˆ
dt
=
1
i
[
Hˆ, ρˆ
]
. (3.33)
Switching to the interaction picture
ˆ˜HSB (t) = e
i(HˆS+HˆB)tHˆSBe
−i(HˆS+HˆB)t, (3.34)
ˆ˜ρ (t) = ei(HˆS+HˆB)tρˆe−i(HˆS+HˆB)t, (3.35)
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where we have assumed α = 0 in the operator which transforms to the interaction picture.
The Liouville-Von Neumann equation in the interaction picture is
d ˆ˜ρ (t)
dt
=
α
i
[
ˆ˜HSB (t) , ˆ˜ρ (t)
]
. (3.36)
It is possible to integrate Eq. (3.36)
ˆ˜ρ (t) = ˆ˜ρ (0) +
α
i
∫ t
0
dt′
[
ˆ˜HSB (t
′) , ˆ˜ρ (t′)
]
(3.37)
and substitute the result back into Eq. (3.36) to solve it iteratively. If the coupling constant
α between the system and the bath is small, one can use the Born approximation [94] and
neglect terms higher than second order in α
d ˆ˜ρ (t)
dt
=
α
i
[
ˆ˜HSB (t) , ˆ˜ρ (0)
]
− α2
∫ t
0
dt′
[
ˆ˜HSB (t) ,
[
ˆ˜HSB (t
′) , ˆ˜ρ (t′)
]]
. (3.38)
We now assume that the system starts interacting at time t > 0, this means that the density
operator at time t = 0 can be factorized into the product of the density operator of the
system ˆ˜ρS (0) and the density operator of the bath ˆ˜ρB (0)
ˆ˜ρ (0) = ˆ˜ρS (0) ˆ˜ρB (0) . (3.39)
Furthermore, even though at later times interactions between the system and the bath will
arise, we assume that the density operator of the composite system can still be factorized
as the product of the density operator of the system and the density operator of the bath.
The physical motivations for this approximation are the weakness of the coupling strength
α between the system and the bath and the difference in size of the two systems. On these
grounds, it is reasonable to assume that the bath is not affected by its interaction with the
system. Thus we take
ˆ˜ρ (t) = ˆ˜ρS (t) ˆ˜ρB (t) . (3.40)
By taking the trace over the bath’s degrees of freedom the density operator of the system
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can be extracted
trB
{
ˆ˜ρ (t)
}
= ˆ˜ρS (t) , (3.41)
which gives the following form of the Liouville-Von Neumann equation
d ˆ˜ρS (t)
dt
=
α
i
trB
{[
ˆ˜HSB (t) , ˆ˜ρ (0)
]}
− α2
∫ t
0
dt′ trB
{[
ˆ˜HSB (t) ,
[
ˆ˜HSB (t
′) , ˆ˜ρ (t′)
]]}
.
(3.42)
Since the first term on the right end side is a scalar, we can rescale the Hamiltonian to cancel
its contribution. Thus, we assume it is zero and one obtains
d ˆ˜ρS (t)
dt
= −α2
∫ t
0
dt′ trB
{[
ˆ˜HSB (t) ,
[
ˆ˜HSB (t
′) , ˆ˜ρ (t′)
]]}
. (3.43)
In this equation the present state of the system ˆ˜ρS (t) depends on the past history of the
composite system ˆ˜ρ (t′). However, if we consider a large enough bath, it’s reasonable to
assume that the interactions with the system will not change the state of the bath in such a
way that the successive interactions with the system will be affected by the previous ones.
This is true if the relaxation time of the bath, τB, is much smaller than the relaxation time of
the system τS, which is the time needed for the system ρS (t) to undergo significant changes,
i.e. τB  τS. This is known as Markov approximation [95]
d ˆ˜ρS (t)
dt
= −α2
∫ t
0
dt′ trB
{[
ˆ˜HSB (t) ,
[
ˆ˜HSB (t
′) , ˆ˜ρ (t)
]]}
. (3.44)
By considering a specific system and bath, the equation above can be further simplified
to give a Master equation describing the non-unitary dynamics of the system. In general,
when dissipation is taken into account, the time-evolution of the system can be described
through the Lindblad Master equation [96, 97] for the system’s density matrix ρS (t) with
Hamiltonian Hˆ (t) = Hˆ0 + HˆI (t)
dρS (t)
dt
= −i
[
Hˆ (t) , ρs (t)
]
+
γk
2
∑
k
2Aˆkρs (t) Aˆ
†
k − ρs (t) Aˆ†kAˆk − Aˆ†kAˆkρs (t) , (3.45)
where Aˆk is the kth system’s operator which couples it to the environment in the interaction
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Hamiltonian HˆI (t) and γk is the corresponding decay rate. We provide a detailed derivation
of the Master equation for a system of a qubit coupled to a harmonic oscillator in Appendix
C starting from Eq. (3.44). In this case, we find Aˆk = aˆ, σˆ− which take into account the
harmonic oscillator and the qubit relaxations. The decay rates are indicated as κ and γ0 for
the harmonic oscillator and the qubits, respectively.
Chapter 4
Quantum entanglement due to
dynamical Lamb effect
The focus of this Chapter is the dynamics of quantum entanglement generated from the
dynamical Lamb effect. In the first Section, different measures of quantum entanglement are
introduced. These are used to measure the amount of entanglement between two, three or N
qubits. These measures are then used in the following Sections to quantify the entanglement
between two and three qubits in both cases where dissipation is absent or present and for dif-
ferent values of the parameters of the system. Different measures highlight different aspects
of the entanglement. In the two-qubit case, the mutual information, the negativity and the
concurrence are used. The results show that a periodic modulation of the qubit/oscillator
coupling at a specific frequency leads to a maximally entangled state of the two qubits.
These calculations were presented in Ref. [2]. In the three-qubit case, the negativity and
the three-pi are used to quantify the two-way and the three-way entanglement, respectively.
Specific values of the frequency of modulation of the qubit/oscillator coupling generate dif-
ferent entangled states of the system. The results of these calculation were also published in
Ref. [2].
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4.1 Measures of quantum entanglement
We are interested in quantifying the simultaneous entanglement between all qubits in the
system. In general, the problem of detecting and quantifying the multipartite entanglement
in a system of N qubits with mixed states, is a very challenging one. Refs. [98, 99] contain a
review of possible candidates for measures of entanglement, however each of them emphasizes
a particular aspect of entanglement and, as of today, no particular one has become the
standard. In order to define an entanglement measure, the quantity has to satisfy the
following minimal set of requirements, first stated in Ref. [100]: i. it is a function of positive
values; ii. it is zero for separable state; iii. its value does not increase under local operations
and classical communication. Further postulates such as additivity, continuity can be made
to construct a measure with desirable properties but are not strictly necessary.
Below, we present the measures of quantum entanglement used for the case of two, three
and N qubits. The different measures of entanglement show different level of details of the
latter. Therefore, the use of multiple measures helps us draw a richer picture of the features
of the quantum entanglement between the qubits.
4.1.1 Quantum entanglement of two qubits
We adopt different measures of entanglement to quantify its time evolution. One of the
measures of entanglement that we use for the two-qubit case is the concurrence C, introduced
in Ref. [101], which is valid both for pure and mixed states. In Ref. [102] it is defined
through the density matrix of two qubits A and B, ρAB, in the following way. First define
the "spin-flipped" density matrix ρ˜AB ≡ (σ2 ⊗ σ2) ρAB (σ2 ⊗ σ2)
σ2 =
0 −i
i 0
 , (4.1)
where σ2 is the Pauli y matrix. Then, find the the eigenvalues λi of the operator ρABρ˜AB.
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Finally, the concurrence can be written as
C = max {λ1 − λ2 − λ3 − λ4, 0} , (4.2)
where the eigenvalues λi are sorted in decreasing order.
Let us use the mutual information I to measure the correlations between the two qubits.
The mutual information measures the difference between the correlated state ρAB and the
uncorrelated state ρA ⊗ ρB and it is defined as
I (ρAB) = S (ρA) + S (ρB)− S (ρAB) , (4.3)
where S (ρ) = −Tr (ρlogρ) is the Von Neumann entropy. The mutual information, however,
is unable to distinguish classical and quantum correlations and we use it as a check for
the validity of the results given by the concurrence. Whenever the system has non-zero
concurrence, the mutual information should also be non-zero, while the reverse statement
does not hold. Moreover, the mutual information has no meaning for the case of mixed state
and can only be used for pure states.
To deal with mixed states, let us turn to the negativity N, which measures the entangle-
ment of each qubit with the rest of the system. The negativity makes use of the positive
partial transpose (PPT) criterion to quantify the entanglement in a system. The PPT cri-
terion, first presented in Ref. [103], says that if a state is separable, its density matrix has
only positive eigenvalues. For the case of two qubits it represents a necessary and sufficient
condition for the separability of a state. In general, density matrices ρ have all positive
eigenvalues and Trρ = 1. However, the partial transpose of a density matrix with respect
to its subsystem A, denoted by ρTA , might have some negative eigenvalues, while still main-
taining Tr
(
ρTA
)
= 1. Since separable states remain separable under partial transposition, if
a partially transposed density matrix ρTA fails to have all positive eigenvalues, it means that
the density matrix ρ describes an entangled state. The negativity was defined by Vidal and
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Werner in [104] as
NA (ρ) =
‖ρTA‖1 − 1
2
, (4.4)
where ‖A‖1 ≡ Tr
√
A†A is the trace norm. An alternative way to calculate the negativity
is to take the absolute value of the sum of the negative eigenvalues of the partial transpose
density matrix of the system, which one can write as
NA (ρ) =
∑
i |λi| − λi
2
, (4.5)
where λi are all the eigenvalues of ρTA . For separable states, whose density matrix only have
positive eigenvalues, the negativity is zero. Thus, one can use the negativity to measure how
much entanglement exists between the subsystem considered and the rest of the system,
independently of its size.
4.1.2 Quantum entanglement of three qubits
For the case of three qubits, the quantum entanglement may arise in two ways. First, any
pair of qubits can be entangled. Second, all qubits can be simultaneously entangled with
each other. We use the negativity as a measure of the entanglement of one qubit with the
rest of the system, therefore allowing us to detect entanglement between pairs. However,
issues arise for the case of a system of more than two qubits. In particular, for this system
the PPT criterion is only a necessary condition for separability, this means that there can
be entangled state even if N = 0. Nonetheless, if the negativity is found to be positive, then
entanglement is present in the system.
The amount of entanglement that a qubit can share with a second qubit cannot be the
same as the amount it shares with another one [102]. This property of quantum entanglement
is called the monogamy of entanglement, and it is one of its most fundamental properties.
A monogamy relation for the three qubits case was explicitly found in Ref. [102] and a
quantity, called three-tangle, which quantifies the simultaneous entanglement of all three
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qubits was introduced. To detect the presence of Greenberger-Horne-Zeilinger (GHZ) states
in the system, we need to measure the simultaneous entanglement of all the qubits. For this
task, we make use of the three-pi, which was introduced in Ref. [105]. The three-pi is defined
in the same way as three-tangle [102], with the concurrence replaced by the negativity. In
Ref. [105] a strong monogamy inequality was proven for the negativity, which allowed to
introduce the three-pi as a measure of the simultaneous entanglement between three qubits
where mixed states are considered. First, one can find the residual entanglement for one of
the three qubits A, B and C. For example, the residual entanglement piA for qubit A is
piA = N2A(BC) − N2AB − N2AC . (4.6)
However, this definition is not invariant under permutations of the qubits. Thus one needs
to specify the residual entanglement for the other qubits (B and C) piB and piC to define a
measure of entanglement which is invariant under permutations, the three-pi
piABC =
1
3
(piA + piB + piC) , (4.7)
as the average of all the residual entanglements. The three-pi was proven to be a good
measure of entanglement, satisfying the necessary conditions required in order to properly
quantify entanglement listed in Ref. [100]. Since the three-pi is based on the negativity, it
shares the same weaknesses. Namely, nonzero three-pi is only a necessary but not sufficient
condition for the entanglement of the qubits and there can be entangled state with vanishing
three-pi.
4.1.3 Quantum entanglement of N qubits
The N qubit case has interesting applications to Josephson metamaterials. These systems,
made from a collection of a large number of superconducting qubits, were used in experiments
on the DCE [54]. Due to quantum vacuum phenomena like the DCE and the DLE, quantum
entanglement between the qubits of the Josephson metamaterial can arise. For the case
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of pure states of N qubits, we propose to use another measure of entanglement defined in
Ref. [106] as the square of convex-roof extended negativity (SCREN). As follows from Ref.
[106], a strong monogamy inequality holds for the SCREN, making it a good measure for
the simultaneous entanglement of all the qubits in the system. However, the drawback with
the SCREN is that it requires an optimization over all possible pure states decomposition of
the system’s density matrix in order to be used.
4.2 Two qubits and a harmonic oscillator
Let us first consider the case of two qubits coupled to the same harmonic oscillator. The
Tavis-Cummings Hamiltonian for the case N = 2, is
Hˆ(t) = ~ωraˆ†aˆ+ ~ω(1)0 σˆ+1 σˆ−1 + ~ω
(2)
0 σˆ
+
2 σˆ
−
2 + ~g1 (t)
(
aˆ+ aˆ†
) (
σˆ−1 + σˆ
+
1
)
+
+~g2 (t)
(
aˆ+ aˆ†
) (
σˆ−2 + σˆ
+
2
)
, (4.8)
where the indices 1 and 2 are used to refer to operators or quantities relative to the first and
second qubits, respectively. To achieve a nonadiabatic modulation of the qubit/oscillator
coupling, we assume a square-wave time-dependent coupling as in Eq. (3.5). First, we
develop an analytical perturbative treatment for the case of two qubits coupled to a harmonic
oscillator with constant coupling in the absence of losses. Then we consider the case of
two qubits coupled to a harmonic oscillator with the qubit/oscillator coupling periodically
switched on/off nonadiabatically in presence of dissipation. The Lindblad equation for the
system interacting with a dissipative environment is numerically solved by direct integration.
The results obtained from the perturbative and numerical calculations are shown in Figs.
4.1 - 4.4.
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4.2.1 Dynamical Lamb effect without dissipation: perturbative an-
alytical and numerical calculations
For a system with no dissipation and constant qubit/oscillator coupling after being switched
on at t = 0, one can solve the time-dependent Schrödinger equation (3.8) perturbatively
order by order like it was shown in the previous Chapter. By doing so, one finds a set of
differential equations for the time-dependent coefficients α(t) of the wavefunction. Solving
the system of equations yields the time evolution of the wavefunction for a fixed order of
the perturbation. We emphasize that the purpose of the analytical derivation is to provide
a frame of reference for the numerical solutions of the Schrödinger equation. Comparing the
agreement between the perturbative calculations and the numerical ones, gives an indication
of the correctness of the numerical calculations. For the case of two qubits, it follows from
Eq. (3.10) that the wavefunction takes the form
|ψ (t)〉 =
n∑
i=0
αgg,i (t) |gg, i〉+ αge,i (t) |ge, i〉+ αeg,i (t) |eg, i〉+ αee,i (t) |ee, i〉. (4.9)
If the interaction Hamiltonian HˆI in Eq. (3.3) can be considered a small correction to the
non-interacting Hamiltonian Hˆ0 (3.2), one can expand the wavefunction and the Hamiltonian
as shown in Eqs. (3.11) and (3.9), respectively, with the non-interacting Hamiltonian
Hˆ0 = ωraˆ
†aˆ+ ω0σˆ+1 σˆ
−
1 + ω0σˆ
+
2 σˆ
−
2 , (4.10)
where we take ω(1)0 = ω
(2)
0 ≡ ω0 and
〈HˆI (t)〉t = g0
2
(
aˆ† + aˆ
) (
σˆ+1 + σˆ
−
1 + σˆ
+
2 + σˆ
−
2
)
(4.11)
is the time-averaged interaction Hamiltonian with 〈g1 (t)〉t = 〈g2 (t)〉t ≡ g02 . One can solve
the Schrödinger equation order by order in the parameter δ. Expanding the wavefunction
(4.9) up to second order in terms of δ, gives the set of differential equations (3.15) for the
time-dependent coefficients α (t). Then, considering only one excitation in the oscillator, we
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obtain the following approximate solution of the Schrödinger equation
|ψ (t)〉 = |gg, 0〉(0) +
{
g0
2
δ
ωr + ω0
(
e−i(ωr+ω0)t − 1) [|ge, 1〉(1) + |eg, 1〉(1)]}+
+
{
g20
2
δ2
(ωr + ω0)
2
(
i (ωr + ω0) t+ e
−i(ωr+ω0)t − 1) |gg, 0〉(2)+
+
g20
4
δ2
ω0 (ωr + ω0) (ω0 − ωr)
[
2ω0 − 2ω0e−i(ωr+ω0)t + (ωr + ω0)
(
e−i(2ω0)t − 1)] |ee, 0〉(2)} ,
(4.12)
where we consider the system to initially be in its ground state by imposing the initial
condition |ψ (0)〉(0) = |gg, 0〉(0).
With this solution at hand, one can calculate the measures of entanglement presented
in Sec. 4.1.1. In particular, we use the wavefunction (4.12) derived with a perturbative
analytical approach and substitute it into Eqs. (4.2), (4.3), (4.5) to calculate the concurrence,
the mutual information and the negativity, respectively. The time evolution of the system is
also found by numerically integrating the time-dependent Schrödinger equation (3.8) using
the same initial wavefunction for the two cases of the Hamiltonian with averaged coupling
and with fast switching of the coupling. The values of parameters used in the calculations
for the qubit and oscillator frequencies and the qubit/oscillator coupling strength are taken
from Ref. [86] and are typical values for an experimental setup. Namely, ωr = 2pi × 4.343
GHz, ω0 = 2pi × 5.439 GHz, δg0 = 2pi × 100 MHz and $s = 20× ω0  ωr + ω0.
The comparison between the results obtained from the analytical and the numerical
approaches is presented in Fig. 4.1. Three different curves are plotted, the first, termed
"Perturbation", and the second one, termed "Averaged", correspond to the perturbative
analytical approach and the numerical approach in the case of averaged qubit/oscillator
coupling and the third one, named "Switching", to the numerical approach in the case of
the fast periodic switching of the qubit/oscillator coupling $s  ωr + ω0. Our results
show that there is excellent agreement between all calculations. Figures 4.1a, 4.1c and 4.1e
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Figure 4.1: Comparison of the time evolution of different entanglement measures of two
qubits between the perturbative calculations ("Perturbation") and the numerical calculations
("Averaged") for the case of averaged qubit/oscillator coupling and the numerical calculations
("Switching") for the case of high frequency switching of the coupling. (a), (c) and (e)
depict the time evolution of the concurrence, the mutual information, and the negativity,
respectively, for the case of averaged coupling. (b), (d), (f) show the comparison of the time
evolution of the same quantities including the case of fast switching of the coupling.
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show the perturbative analytical calculations and numerical ones in the case of averaged
qubit/oscillator coupling while Figs. 4.1b, 4.1d and 4.1f present the comparison of the
previous two with the one obtained for fast switching of the qubit/oscillator coupling. We
believe that the perturbative analytical method in the case of averaged coupling can be
adopted to give an approximate description that qualitatively describe the time evolution
of a system where the coupling is periodically modulated at a high frequency of switching.
In the case considered, the approximation is valid for high frequency of switching of the
coupling $s  ωr + ω0.
4.2.2 Dynamical Lamb effect with dissipation: numerical calcula-
tions
Let us now consider the case where the qubit/oscillator coupling is periodically switched-
on/off nonadiabatically in the presence of dissipation. The sudden switching of the coupling
reproduces the conditions required for the dynamical Lamb effect to arise, leading to the
excitation of the qubits and the creation of excitations in the oscillator. Furthermore, the
two qubits can be parametrically entangled using the DLE. To study the time evolution of the
quantum entanglement between the qubits under the driving of the coupling, we numerically
integrate Lindblad’s Master equation (3.45) which takes the form
dρˆs (t)
dt
= −i
[
Hˆ (t) , ρˆs (t)
]
+
κ
2
{
2aˆρˆs (t) aˆ
† − ρˆs (t) aˆ†aˆ− aˆ†aˆρˆs (t)
}
+
+
2∑
i=1
γj
2
{
2σˆ−j ρˆs (t) σˆ
+
j − ρˆs (t) σˆ+j σˆ−j − σˆ+j σˆ−j ρˆs (t)
}
+ γφj
{
σˆ
(3)
j ρˆs (t) σˆ
(3)
j − ρˆs (t)
}
,
(4.13)
where Hˆ (t) is the system’s Hamiltonian (4.8), σˆ±j are the creation and destruction operators
for excitation of the j-th qubit, σˆ(3)j is the Pauli matrix for the j-th qubit and κ, γj, γφj take
into account possible channels of dissipation of the oscillator and the qubit in the form of
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Figure 4.2: Time evolution of different measures of entanglement for frequencies of switching
of the coupling $s in the range $s ∈ [ω0, 4ω0]. (a) Concurrence and (b) negativity.
qubit and oscillator relaxation and qubit dephasing. In the numerical calculations, we use
realistic values of the parameters of the system taken from the experiment done in Ref. [86].
Namely, ω0 = 2pi × 5.439 GHz for the transition frequencies of the qubits, ωr = 2pi × 4.343
GHz for the transition frequency of the harmonic oscillator, g1 (t) = g2 (t) = g0θ (cos$st)
and δg0 = 2pi × 300 MHz for the qubit/oscillator coupling strength. κ = 2pi × 1.6 MHz for
the relaxation rate of the oscillator, γ1 = γ2 = 2pi × 7.6 MHz for the relaxation rate of the
qubits and γφ1 = γφ2 = 2pi × 3 MHz for the dephasing rate of the qubits.
The results of our calculations are presented in Figs. 4.2 - 4.4. To measure the entan-
glement of the system, we rely on the concurrence and the negativity only, since the mutual
information cannot be used for mixed states [100]. The change in time dependence of the
quantum entanglement between the qubits when the frequency of switching of the coupling
$s is tuned over the range $s ∈ [ω0, 4ω0] is depicted in Figs. 4.2a and 4.2b. It is evident from
Figs. 4.2a and 4.2b that there are two particular frequencies of switching of the coupling
that maximize the entanglement between the qubits. The first set of sharp bright peaks ap-
pears at the sum frequency of the transition frequencies of the qubit $s = ω
(1)
0 + ω
(2)
0 = 2ω0
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Figure 4.3: Time evolution of different measures of entanglement for transition frequencies
of the harmonic oscillator ωr in the range ωr ∈
[
ω0
2
, 3ω0
2
]
. (a) Concurrence and (b) negativity.
in both measures of entanglement. One can also see another set of peaks around the sum
of the qubit and oscillator frequencies, $s = ωr + ω0. We believe that for this values of
the frequency of switching the entanglement between the qubits is caused by the absorption
of the oscillator excitations created through the DLE. This would explain the asymmetric
nature of the fringes which appear only around the qubit/oscillator sum frequency. It is
interesting to note that the different measures of entanglement show similar level of details:
both the concurrence and the negativity are markedly different from zero only at the values
of the switching frequency that approach specific frequencies characteristic of the system,
as the sum frequency of the transition frequency of the qubit and the oscillator ωr + ω0 or
the sum of the transition frequencies of two qubits 2ω0. The results in Fig. 4.2 show that it
is possible to realize an entangling gate between two qubits by turning off the nonadiabatic
modulation of the coupling after a short time t0 ≈ 7ns.
In Figs. 4.3a and 4.3b the time evolution of the quantum entanglement is studied when
the frequency of the harmonic oscillator is changed over the range ωr ∈
[
ω0
2
, 3ω0
2
]
. The
frequency of switching of the coupling is set at the sum frequency of the transition frequencies
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Figure 4.4: Time evolution of different measures of entanglement for the decay rate κ of the
harmonic oscillator in the range κ ∈ [0, 2pi × 1.6GHz]. (a) Concurrence and (b) negativity.
of the qubits $s = 2ω0. All the fixed parameters take the same values specified earlier. One
can see that the entanglement is degraded when the frequency of the oscillator approaches
the transition frequency of the qubits. In fact, when the qubit and the oscillator are in
resonance, the interaction between the qubits and the oscillator destroys the entanglement
between the qubits.
The dependence of the quantum entanglement on the oscillator dissipation rate κ is stud-
ied and the results are presented in Figs. 4.4a and 4.4b in the range κ ∈ [0, 2pi × 1.6GHz].
The results show that for an oscillator with high losses κ/ωr ≈ 0.1 one can generate steady
state entanglement between the qubits, although the measures of entanglement do not reach
their maximum. For lower oscillator losses, the measures of entanglement between the qubits
show features periodic in time, alternating between their maximal value and zero. Thus, one
can engineer its system to achieve the desired characteristics. High oscillator losses allow
for steady state entanglement, while low oscillator losses allow for fast, effective entangling
gates. One can notice that dissipation and dephasing have a mild effect on the entangle-
ment in the system if the qubit/oscillator coupling is under modulation. The entanglement
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between the qubit due to the DLE is slowly damped due to the relaxation/dephasing of the
qubit, while the entanglement between the qubit due to the Casimir excitations is quickly
damped. Thus, to preserve entanglement for longer times, one must consider a qubit with
low decay/dephasing rate and an oscillator with higher losses. The latter helps improve the
lifetime of the entanglement between the qubits by decreasing qubit/oscillator interaction.
Our findings support the results obtained in [59], where a more detailed analysis of the effect
of oscillator excitations is carried out.
4.3 Three qubits and a harmonic oscillator
Let us now consider the case of three qubits coupled to a common oscillator. The Hamiltonian
can be obtained from Eq. (3.1), specifying N = 3
Hˆ = ~ωraˆ†aˆ+ ~ω(1)0 σˆ+1 σˆ−1 + ~ω
(2)
0 σˆ
+
2 σˆ
−
2 + ~ω
(3)
0 σˆ
+
3 σˆ
−
3 +
+~g1 (t)
(
aˆ+ aˆ†
) (
σˆ−1 + σˆ
+
1
)
+ ~g2 (t)
(
aˆ+ aˆ†
) (
σˆ−2 + σˆ
+
2
)
+ ~g3 (t)
(
aˆ+ aˆ†
) (
σˆ−3 + σˆ
+
3
)
.
(4.14)
Following what was done in the previous Section, we first develop an analytical perturbative
treatment for the case of three qubits coupled to a harmonic oscillator with constant cou-
pling and in the absence of losses. This is used to compare the numerical solutions of the
Schrödinger equation with the perturbative ones. Then, we numerically solve the Lindblad
equation describing three qubits coupled to a harmonic oscillator where the qubit/oscillator
coupling is periodically switched on/off nonadiabatically in presence of dissipation. The
results of the calculations are presented in Figs. 4.5 - 4.7.
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4.3.1 Dynamical Lamb effect without dissipation: perturbative an-
alytical and numerical calculations
For a non-dissipative system where the qubit/oscillator coupling is turned on at t = 0,
giving rise to the DLE, and then is fixed to a constant value, it is possible to find a simple
perturbative solution of Eq. (3.8) following the same procedure as in the previous Section.
For the case of three qubits, from Eq. (3.10) we get the following wavefunction
|ψ (t)〉 =
n∑
i=0
αggg,i (t) |ggg, i〉+ αgge,i (t) |gge, i〉+ αgeg,i (t) |geg, i〉+ αgge,i (t) |gge, i〉+
+αgee,i (t) |gee, i〉+ αege,i (t) |ege, i〉+ αeeg,i (t) |eeg, i〉+ αeee,i (t) |eee, i〉. (4.15)
We consider a system initially in the ground state |ψ (0)〉(0) = |ggg, 0〉(0). Taking the interac-
tion Hamiltonian 〈HˆI (t)〉t = ~g02
(
aˆ† + aˆ
) (
σˆ+1 + σˆ
−
1 + σˆ
+
2 + σˆ
−
2 + σˆ
+
3 + σˆ
−
3
)
as a small correc-
tion of the non-interacting Hamiltonian Hˆ0 = ~ωraˆ†aˆ+~ω(1)0 σˆ+1 σˆ−1 +~ω
(2)
0 σˆ
+
2 σˆ
−
2 +~ω
(3)
0 σˆ
+
3 σˆ
−
3 ,
one can expand the wavefunction (4.15) and the Hamiltonian as shown in Eqs. (3.11) and
(3.9), respectively. Solving the set of differential equations (3.15) obtained from the pertur-
bative expansion of the Schrödinger equation, one can find the time-dependent coefficients
α (t). Substituting the expression of the coefficients α (t) into the perturbative expansion
up to the second order in terms of δ of the wavefunction (4.15) and considering n = 0, 1
excitations in the oscillator, we obtain the following approximate solution of the Schrödinger
equation
|ψ (t)〉 = |ggg, 0〉(0) + g0
2
δ
ωr + ω0
(
e−i(ωr+ω0)t − 1) [|gge, 1〉(1) + |geg, 1〉(1) + |egg, 1〉(1)]+
+
{
3
g20
4
δ2
(ωr + ω0)
2
(
i (ωr + ω0) t+ e
−i(ωr+ω0)t − 1) |ggg, 0〉(2)+
+
g20
4
δ2
ω0 (ωr + ω0) (ω0 − ωr)
[
2ω0 − 2ω0e−i(ωr+ω0)t + (ωr + ω0)
(
e−i(2ω0)t − 1)]×
×
(
|eeg, 0〉(2) + |ege, 0〉(2) + |gee, 0〉(2)
)}
, (4.16)
where we assumed 〈g1(t)〉t = 〈g2(t)〉t ≡ g02 and ω(1)0 = ω(2)0 = ω(3)0 ≡ ω0. Using this per-
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turbative analytical solution of Eq. (3.8), one can calculate the measures of entanglement
introduced in Sec. 4.1.2. In particular, we substitute the wavefunction (4.16) into Eqs.
(4.5) and (4.7) to calculate the negativity and the three-pi, respectively. Equation (3.8) is
also solved numerically with the same initial wavefunction for the cases of averaged and fast
periodic switching of the qubit/oscillator coupling. The values of the parameters used for
the qubit and oscillator frequencies and the qubit/oscillator coupling strength are the same
as the ones used in Sec. 4.2.1. The comparison between the different approaches used for
calculating the time evolution of the negativity and the three-pi is presented in Fig. 4.5. As
for the case of two qubits, the solutions calculated within the perturbative method and the
numerical results for the case of averaged qubit/oscillator coupling are termed "Perturba-
tion" and "Averaged", respectively, the ones made with a numerical approach in the case
of fast switching of the qubit/oscillator coupling are named "Switching". Again, we find
excellent agreement between all results. The perturbative and numerical calculations in the
case of averaged coupling for both the entanglement measures used are depicted in Figs. 4.5a
and 4.5c. The comparison between all calculations is shown in Figs. 4.5b and 4.5d. Over-
all, there is very good agreement between the calculations in the case of averaged and fast
switching of the qubit/oscillator coupling. Therefore, as mentioned in the previous Section,
the system with averaged coupling represents a good approximation to the system where the
coupling is periodically switched on/off at high frequencies of switching $s  ωr + ω0.
4.3.2 Dynamical Lamb effect with dissipation: numerical calcula-
tions
Let us now consider the case where the qubit/oscillator coupling is periodically switched-
on/off nonadiabatically when dissipative effects are present. The instantaneous switching
of the coupling leads to the excitation of the qubits and the creation of excitations in the
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Figure 4.5: Comparison of the time evolution of (a),(b) negativity and (c),(d) three-pi between
the perturbative analytical ("Perturbation") and the numerical ("Averaged") calculations for
the case of averaged qubit/oscillator coupling, and the numerical calculations ("Switching")
for the case of fast oscillatory coupling. Figures (a) and (c) show the comparison for the
case of average coupling only while (b) and (d) also include the results obtained for the case
of fast switching coupling.
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Figure 4.6: Time evolution of different measures of entanglement for frequencies of switching
of the coupling $s in the range $s ∈ [ω0, 4ω0] for three qubits with equal transition frequency
ω0. (a) Negativity, and (b) three-pi.
harmonic oscillator due to the dynamical Lamb effect. To study the time evolution of the
quantum entanglement between the qubits under the driving of the coupling, we numerically
integrate Lindblad’s Master equation (3.45) for the system of three qubits coupled to a
oscillator that can be written as
dρˆs (t)
dt
= −i
[
Hˆ (t) , ρˆs (t)
]
+
κ
2
{
2aˆρˆs (t) aˆ
† − ρˆs (t) aˆ†aˆ− aˆ†aˆρˆs (t)
}
+
+
3∑
i=1
γj
2
{
2σˆ−j ρˆs (t) σˆ
+
j − ρˆs (t) σˆ+j σˆ−j − σˆ+j σˆ−j ρˆs (t)
}
+ γφj
{
σˆ
(3)
j ρˆs (t) σˆ
(3)
j − ρˆs (t)
}
,
(4.17)
where Hˆ (t) is the Hamiltonian (4.14). In the numerical calculations, we use realistic values
of the parameters of the system taken from the experiment done in Ref. [86] and specified
in the previous Section.
The results of the calculations are shown in Figs. 4.6 - 4.7. In Figs. 4.6a, 4.6b the
frequency of switching of the qubit/oscillator coupling $s is tuned over a certain range
$s ∈ [ω0, 4ω0] to find the best value of this parameter which maximizes the entanglement
between the qubits. It is clear that there are two particular frequencies of switching of the
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coupling that maximize the entanglement between the qubits. These are indicated by the
sharp bright peaks that appear in both measures of entanglement at the sum frequency of
the transition frequencies of two qubits $s = ω
(1)
0 + ω
(2)
0 = 2ω0 and at the sum of the qubit
and oscillator frequencies, $s = ωr +ω0. The three-pi in Fig. 4.6b displays the entanglement
between all three qubits, it is different from zero only at the values of the switching frequency
that approach the sum of the transition frequency of the qubit and the oscillator ωr + ω0
or the sum of the transition frequencies of two qubits 2ω0. Furthermore, since the three-pi
measures the simultaneous entanglement of all the qubits, its value being close to one is
an indication that GHZ states are produced when the system is driven at the qubits’ sum
frequency. The negativity in Fig. 4.6a, shows other peaks and fringes along with the features
seen in the three-pi. High value of the negativity appears around the qubits sum frequency
and the qubit/oscillator sum frequency. The fringed pattern here is much more visible,
a more intricate structure appears also at frequencies different from the resonances of the
system but it seems to quickly disappear. When the three qubits have the same transition
frequency, as seen by the maximal value of the three-pi in Fig. 4.6b, it is possible to produce
a maximally entangled GHZ state. From the GHZ theorem [107], follows that a system
of three entangled objects can be used as a test for the validity of quantum mechanics.
Thus, the proposed setup can be used to generate an entangled three qubit state and carry
out such test. GHZ states can also be used as a way to implement the simplest quantum
error correcting codes [108], therefore providing a useful tool towards fault-tolerant quantum
computation.
We also consider the case where the qubits’ transition frequencies are all different from
each other. In particular, we choose ω(1)0 = 2pi × 5 GHz, ω(2)0 = 2pi × 6 GHz, ω(3)0 = 2pi × 7
GHz. All other parameters are left unchanged. By tuning the frequency $s over the range
$s ∈
[
7
4
ω
(2)
0 ,
9
4
ω
(2)
0
]
, centered around twice the transition frequency of the second qubit, we
find interesting features of the entanglement between the qubits.
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Figure 4.7: Time evolution of (a) negativity of the first qubit, (b) negativity of the second
qubit, (c) negativity of the third qubit, and (d) three-pi when the frequency of switching
of the coupling is tuned over the range $s ∈ [ω0, 4ω0] for qubits with different transition
frequencies.
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The results in Fig. 4.7c show the possibility of realizing two qubit gates if the transition
frequencies of the qubits are different from each other. This can be seen in Figs. 4.7a, 4.7b,
4.7c, where the negativity reaches its maximum value when the qubit/oscillator coupling
is driven at a frequency equal to the sum frequency of two qubits of the system. From
Fig. 4.7d, one can see that the three-pi never reaches its maximum value, indicating that
the simultaneous entanglement of all three qubits is not the main channel of entanglement
between them. Therefore, the dynamical Lamb effect can be used to selectively entangle two
qubits connected through a shared bath by driving their coupling at the sum frequency of
their transition frequencies. The high speed and degree of entanglement that can be achieved
in this way, suggests that this could be a promising entangling gate, a fundamental building
block to realize two qubits gate like the C-NOT gate.
4.4 Conclusions
We study the time evolution of the quantum entanglement generated by the dynamical
Lamb effect between two and three qubits coupled to a common resonator where dissipation
is present. Following Refs. [56, 58, 59], we propose a physical realization of DLE driven
quantum entanglement of two and three superconducting qubits, whose coupling to a com-
mon resonator can be modulated through the use of auxiliary SQUIDs. The use of SQUIDs
to turn on/off the coupling allows to enter the nonadiabatic regime, where new quantum
phenomena as the DLE and the DCE start to play an important role. However, all the
physical realizations of superconducting systems with tunable coupling implemented up to
now [86, 109, 110] cause a shift of the qubit and resonator frequencies. Only recently, this
issue was overcome by designing the qubit as a different arrangement of Josephson junctions
[111].
We give a quantitative analysis under the assumptions of absence of dissipation and
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single switching of the coupling, which is then maintained constant over time. The time
evolution of different measures of entanglement is calculated using a perturbative approach,
that allows to find perturbative analytical solutions of Eq. (3.8) and compare them with the
purely numerical calculations. In the two-qubit case, we use the concurrence, the mutual
information and the negativity to measure the quantum entanglement in the system. In the
three-qubit case, we adopt the concurrence and the three-pi. Excellent agreement between the
perturbative analytical calculations and the numerical ones is found in all cases. Therefore,
in the absence of dissipation the system with averaged qubit/oscillator coupling after a single
switch is a good approximation to the system with high frequency switching of the coupling
$s  ωr + ω0.
To overcome the limitations imposed by the approximation, we then consider a dissipative
system of two and three qubits coupled to a common resonator, where the qubit/oscillator
coupling is suddenly switched on/off periodically at lower frequencies. We investigate the
dependence of several measures of quantum entanglement between the qubits on the param-
eters of the system to find the values which maximize the quantum entanglement between
the qubits. For the case of two qubits, we use the concurrence and the negativity as mea-
sures of entanglement of the mixed states of the system, while we use the negativity and the
three-pi for the three qubits case. Our numerical calculations indicate that the entanglement
between the qubits is maximum when the following conditions are met: i. the frequency
of the switching of the coupling $s equals the sum frequency of the frequencies of the two
qubits which are entangled; ii. the frequency of the harmonic oscillator ωr and the transition
frequency of the qubits ω0 are not in resonance with each other; iii. the dissipation rate of
the harmonic oscillator is low.
We adopt different measures to quantify the quantum entanglement between the qubits
in the various cases because each of them captures different level of details. In particular,
the concurrence is able to distinctly detect the maximum of the entanglement. While the
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negativity shows in details where the entanglement can be nonzero.
Chapter 5
Superconducting circuits
In this Chapter we give an introduction to superconducting circuits. The basic circuit
elements which make up most of the superconducting circuits are presented along with
the functional relationships that they enforce on voltages and currents. By putting these
elements together one can create systems that exhibit a desired Hamiltonian. We follow the
most widely adopted method for determining the circuit Hamiltonian presented in Ref. [112].
In this way, one can assemble circuits to model many known cavity electrodynamics systems
such as resonant cavities, atoms and atoms in a cavity. Closely following the presentation
given in Ref. [113], the Hamiltonian of a qubit, a resonator and a qubit coupled to a resonator
are derived from particular superconducting circuits.
5.1 Circuit elements
To analyze superconducting circuits, one considers different variables from the usual voltage
V (t) and current I(t) pair. These are the magnetic flux Φ(t) =
∫ t
−∞ dt
′V (t′) and the charge
Q(t) =
∫ t
−∞ dt
′I(t′). Once the relationships between fluxes or charges for each element
of the circuit are given, the equations of motion of the circuit can be obtained imposing
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L
Figure 5.1: Symbol representing an inductor in a circuit.
Kirchoff’s laws. From the equations of motion, a Lagrangian L for the circuit can be deduced.
One can also note that each circuit element gives a specific contribution to the energy of
the circuit. Therefore, the Lagrangian of the circuit can be found by piecing together the
contributions given by each element of the circuit following a systematic approach detailed in
Refs. [114, 115]. Then, the corresponding Hamiltonian H is obtained by taking the Legendre
transform of the Lagrangian. Finally, the quantum mechanical model of the circuit can be
found through the formalism of "second quantization", which expresses the flux and charge
variables as combination of operators of creation and annihilation of excitations in the circuit.
Let us describe here the functional relationship between the variables Φ(t) and Q(t) for
the circuit elements which will be of most interest to us. For instance, let us consider an
inductor, symbolically depicted in Fig. 5.1. There is a linear relationship between the current
passing through the inductor and the magnetic flux threading it
Q˙(t) =
1
L
Φ(t), (5.1)
where L is the inductance. Another common circuit element is the capacitor, shown in Fig.
5.2. A linear relationship between the charge on the capacitor and the voltage across it holds
Q(t) = CΦ˙(t). (5.2)
The last circuit element which we consider is the Josephson junction, presented in Fig.
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C
Figure 5.2: Symbol representing a capacitor in a circuit.
5.3. This is a non-linear inductive element responsible for the most interesting features
of superconducting circuits. A Josephson junction is made from two layers of aluminum
separated by a thin layer of aluminum oxide. At low temperatures, the aluminum becomes
superconducting and Cooper pairs can tunnel through the oxide. There is a relationship
between the tunneling current and the phase difference φ(t) of the wavefunction of the
cooper pair condensate across the oxide
EJ
Figure 5.3: Symbol representing a Josephson junction in a circuit.
Q˙(t) = Ic sin (φ(t)) . (5.3)
where Ic is the maximal current through the junction. The phase difference across the
junction can be seen as a rescaled magnetic flux
φ(t) =
2pi
Φ0
Φ(t), (5.4)
where Φ0 = h2e is the magnetic flux quantum. Therefore, one can write a non-linear relation
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LC
Figure 5.4: Circuit for a resonator.
between the current through the junction and the magnetic flux threading it
Q˙(t) = Ic sin
(
2pi
Φ0
Φ(t)
)
. (5.5)
5.2 Simple superconducting circuits
5.2.1 Resonator
The simplest example of a superconducting circuit which leads to a familiar quantum me-
chanical system is the LC circuit. In this circuit, an inductor and a capacitor are put together
in a loop. We can find the equations of motion of the circuit in Fig. 5.4 from the relationship
between variables provided by each circuit element by imposing Kirchoff’s laws: the sum of
the voltage around a closed loop is zero and the sum of all currents entering a node is zero.
Therefore, by inspecting Fig. 5.4 and using Eqs. (5.1) and (5.2) one can write
CΦ¨(t) +
1
L
Φ(t) = 0. (5.6)
The equations of motion of the system allow to deduce a possible Lagrangian for the system.
This can be done by reverting the prescription given by the Euler-Lagrange equation
d
dt
(
dL
dϕ˙i
)
− dL
dϕi
= 0, (5.7)
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where ϕi is the i-th coordinate of the system. In the case of Eq. (5.6), one finds
L = C
2
Φ˙2(t)− 1
2L
Φ2(t). (5.8)
The Hamiltonian of the system can be found by taking the Legendre transform of the La-
grangian
H =
N∑
i=1
piiϕ˙i − L, (5.9)
where pii = dLdϕ˙i is the conjugate momentum to ϕi. For the Lagrangian in (5.8) we get
H = 1
2C
Q2(t) +
1
2L
Φ2(t). (5.10)
A quantum mechanical model of the system can be obtained through the formalism of
"second quantization" by introducing creation and destruction operators for excitations in
the system aˆ and aˆ†, respectively, which satisfy the commutation relation
[
aˆ, aˆ†
]
= 1. In
general, one makes the ansatz
ϕ = α
(
aˆ+ aˆ†
)
, pi = βi
(
aˆ− aˆ†) , (5.11)
where α and β depend on the parameters of the circuit and can be determined from the
commutation relation for the conjugate variables [ϕ, pi] = i~. For the LC resonator, we have
Φ =
√
~
2
√
L
C
(
aˆ+ aˆ†
)
, Q =
√
~
2
√
C
L
i
(
aˆ† − aˆ) , (5.12)
which give the following quantum mechanical Hamiltonian
Hˆ = ~ωr
(
aˆ†aˆ+
1
2
)
, (5.13)
where ωr =
√
1
LC
is the transition frequency between the energy levels of the system, which
are all equally spaced. The Hamiltonian (5.13) is the Hamiltonian of a harmonic oscillator.
The LC resonator can also be seen as a resonant cavity with a single-mode electromagnetic
field.
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EJC
Figure 5.5: Circuit for a qubit.
5.2.2 Qubit
Consider now the circuit in Fig. 5.5. The circuit is made from a Josephson junction and
a capacitor. As we will see, this circuits leads to a qubit, a quantum mechanical two-level
system. The equation of motion of the circuit is
CΦ¨(t) + Ic sin
(
2pi
Φ0
Φ(t)
)
= 0. (5.14)
The latter equation leads to the following Lagrangian
L = C
2
Φ˙2(t) + Ej cos
(
2pi
Φ0
Φ(t)
)
, (5.15)
where Ej = IcΦ02pi is the Josephson energy of the junction. The Hamiltonian then read
H = 1
2C
Q2(t)− Ej cos
(
2pi
Φ0
Φ(t)
)
. (5.16)
We can rewrite the Hamiltonian in terms of the unit-less variables φ(t) and n = Q
2e
, which
counts the number of Cooper pairs, as
H = 4Ecn2(t)− Ej cos (φ(t)) , (5.17)
where Ec = e
2
2C
is the so-called charging energy of the junction. The cosine in the potential
energy term of the Hamiltonian (5.17) is anharmonic. This means that the energy levels of
the systems are not all equally spaced, thus the transition frequency between each of them
is different. If the anharmonicity is large enough, we can consider the system as having only
two accessible energy levels.
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A simple quantum mechanical model of the system is obtained by expanding the Hamil-
tonian (5.17) up to second order in terms φ and then introducing creation and annihilation
operators for the excitation in the system bˆ and bˆ†, respectively. For the qubit, we have
φ =
(
2Ec
Ej
) 1
4 (
bˆ+ bˆ†
)
, Q =
1
2
(
Ej
2Ec
) 1
4
i
(
bˆ† − bˆ
)
, (5.18)
which gives the following quantum mechanical Hamiltonian
Hˆ = ~ω0
(
bˆ†bˆ+
1
2
)
, (5.19)
where ω0 =
√
8EjEc
~ is the transition frequency between the first two energy levels of the
system. Since we consider only two accessible levels, we replace the the creation and annihi-
lation operators bˆ and bˆ† with σˆ− and σˆ+, respectively, which are used to describe excitations
in a two-level system. Therefore
Hˆ = ~ω0
(
σˆ+σˆ− +
1
2
)
. (5.20)
The Hamiltonian (5.20) obtained from the circuit in Fig. 5.5 is the Hamiltonian of a quantum
two-level system, also known as qubit. A more accurate model of the system can be obtained
by keeping terms up to fourth order in terms of φ in the expansion of the cosine term of Eq.
(5.17), which leads to the quantum mechanical model of an anharmonic oscillator.
5.2.3 Qubit coupled to a resonator
To analyze more complicated circuits than the ones seen above, a generalization of the
procedure outlined in the previous subsections is given. First, we need to determine the
fluxes at each node of the circuit. However, in working with circuits one usually deals with
voltage differences. For this reason we will also describe the variables in our circuits in terms
of branch fluxes, that is the difference between the node fluxes at two nodes. Because of
Kirchoff’s laws, we can eliminate one variable for each of the loops in the circuit. The circuit
in Fig. 5.6 has a total of six branches forming four closed loops, thus there are only two
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Figure 5.6: Circuit for a qubit coupled to a resonator.
independent variables.
Second, the Lagrangian of any circuit can be determined by inspection as described in
Ref. [112]. Each capacitor contributes to the kinetic energy of the circuit with a term of the
form C
2
(∆Φ˙)2 where ∆Φ is the flux across the capacitor. Inductors and Josephson junctions
contribute to the potential energy of the circuit with terms 1
2L
(∆Φ)2 and − cos
(
2pi
Φ0
∆Φ
)
.
For the circuit in Fig. 5.6, we obtain
L = C1
2
(
Φ˙1 − Φ˙3
)2
+
C2
2
(
Φ˙2 − Φ˙3
)2
+
Cq
2
(
Φ˙1 − Φ˙2
)2
− 1
2L1
(Φ1 − Φ3)2 +
− 1
2L2
(Φ2 − Φ3)2 + Ej cos
(
2pi
Φ0
(Φ1 − Φ2)
)
. (5.21)
As mentioned above, because of Kirchoff’s laws we only have two independent variables in
the circuit. These can be freely picked among the branch fluxes in the circuit, as long as the
chosen branches do not form a closed loop. In the case at hand, we choose a more complicated
combination of these branch fluxes, namely Φq = Φ1−Φ2 and Φr = Φ1 +Φ2−2Φ3 for reason
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that will soon become apparent. The Lagrangian of the circuit in the new variables is
L = C1 + C2 + 4Cq
8
Φ˙2q +
C1 − C2
4
Φ˙2qΦ˙
2
r +
C1 + C2
8
Φ˙2r −
L1 + L2
8L1L2
(
Φ2q + Φ
2
r
)
−L2 − L1
4L1L2
ΦqΦr + Ej cos
(
2pi
Φ0
Φq
)
. (5.22)
The terms in the Lagrangian (5.22) represent a system with harmonic potential interacting
with a system with anharmonic potential, respectively described by the variables Φr and Φq.
The Hamiltonian of the circuit can be obtained by a Legendre transformation
H = (C1 + C2)
(
Q2r +Q
2
q
)
+ 2 (C2 − C1)QqQr + 4CqQ2r
2 (C1C2 + C1Cq + C2Cq)
+
L1 + L2
8L1L2
(
Φ2q + Φ
2
r
)
+
+
L2 − L1
4L1L2
ΦqΦr − Ej cos
(
2pi
Φ0
Φq
)
. (5.23)
To get a quantum mechanical model of the circuit, we quantize each variable separately.
Thus, setting Qq = Φq = 0 we get
H = (C1 + C2 + 4Cq)Q
2
r
2 (C1C2 + C1Cq + C2Cq)
+
L1 + L2
8L1L2
Φ2r
=
1
2C∗
Q2r +
1
2L∗
Φ2r, (5.24)
where C∗ = (C1C2+C1Cq+C2Cq)
(C1+C2+4Cq)
and L∗ = 4L1L2
L1+L2
. Using Eq. (5.12), with C∗ and L∗ instead of
C and L, respectively, one can define creation and annihilation operators for the excitation
in the resonator. As before, we obtain
Hˆ = ~ω∗r
(
aˆ†aˆ+
1
2
)
, (5.25)
where ω∗r =
√
1
L∗C∗ is the transition frequency between the energy levels.
The same applies to the other variable, which we quantize by setting Qr = Φr = 0. The
Hamiltonian for the qubit variable is
H = (C1 + C2)Q
2
q
2 (C1C2 + C1Cq + C2Cq)
+
L1 + L2
8L1L2
Φ2q − Ej cos
(
2pi
Φ0
Φq
)
=
1
2C ′
Q2q +
1
2L′
Φ2q − Ej cos
(
2pi
Φ0
Φq
)
≈ 4E ′cn2q + E ′jφ2q, (5.26)
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where only terms up to second order in φq are kept and C ′ =
(C1C2+C1Cq+C2Cq)
(C1+C2)
, L′ = 4L1L2
L1+L2
,
E ′c =
e2
2C′ and E
′
j =
Φ0
4piL′ + Ej. One can then use Eq. (5.18) to quantize the Hamiltonian
(5.26) as before, obtaining
Hˆ = ~ω′0
(
σˆ+σˆ− +
1
2
)
, (5.27)
where ω′0 =
√
8E′jE′c
~ is the transition frequency of the qubit.
Hamiltonian (5.23) also has capacitive and inductive terms which have both variables.
These play the role of coupling terms between the qubit and the resonator. Using the
expressions in terms of the creation and annihilation operators introduced above, we get a
full quantum mechanical model of the system
Hˆ = ~ω∗r aˆ†aˆ+ ~ω′0σˆ+σˆ− + ~gxσˆx
(
aˆ+ aˆ†
)
+ ~gyσˆy
(
aˆ† − aˆ) , (5.28)
where gx ≡ 2eL2−L14L1L2
√
~
2
(
L∗
C∗
) 1
4
(
2E′c
E′j
) 1
4 and gy ≡ −i2 C2−C1C1C2+C1Cq+C2Cq
√
1
2~
(
C∗
L∗
) 1
4
(
E′j
2E′c
) 1
4 are the
qubit/resonator coupling strength. For a symmetric circuit, C1 = C2, L1 = L2, the coupling
strengths vanish and one is left with two non-interacting systems.
Chapter 6
Dynamical Lamb effect in a
superconducting circuit
This Chapter presents a proposal for a superconducting circuit modeling a qubit coupled
to a resonant cavity which could give rise to the dynamical Lamb effect. In particular, we
build on the results obtained in Ref. [116], where a superconducting circuit with tunable
longitudinal/transverse coupling between a qubit and a resonator is derived. In fact, a
system where the qubit is longitudinally coupled to the resonator can be considered as
an uncoupled system. While in a system with longitudinal coupling between the qubit
and the resonator the coupling can not be eliminated. Therefore, switching between these
coupling types nonadiabatically is equivalent to turning "on" and "off" the coupling, creating
the right conditions for the dynamical Lamb effect to arise. We consider two different
modulations: a square-wave modulation, closest to the nonadiabatic requirement, and a
sinusoidal modulation, closest to experimental capabilities. Our calculations show that, in
both cases, by switching coupling between longitudinal and transverse at a frequency equal
to the sum of the qubit and resonator transition frequencies qubit excitations which can be
ascribed to the dynamical Lamb effect are generated. These results have been published in
76
CHAPTER 6. DLE IN A SUPERCONDUCTING CIRCUIT 77
Ref. [6].
6.1 Introduction
In Refs. [116, 117], it was shown that it is possible to design a superconducting circuit where
the qubit/resonator coupling is switched between longitudinal and transverse by modulat-
ing the magnetic flux through the circuit loops. A qubit/resonator system longitudinally
coupled can be seen as a decoupled system with renormalized energy levels [118]. Whereas
in a qubit/resonator system with transverse coupling the qubit and the photons interact.
Therefore, we suggest the possibility of observing the dynamical Lamb effect by adopting
the circuit designed in Refs. [116, 117] and periodically switching between longitudinal and
transverse qubit/resonator coupling. This effectively corresponds to periodically switching
"on" and "off" of the qubit/resonator coupling, which has been shown to give rise to the
dynamical Lamb effect [56].
To demonstrate the presence of the dynamical Lamb effect, we calculate the number of
excitations in the qubit and the resonator by solving the Schrödinger equation. In a previous
article [2], we used an open-system approach to the study of the dynamics of the system.
The results showed that dissipation can be neglected when typical values of the parameters
of the system are considered. This can be understood from the nonadiabatic nature of
the phenomenon under study, which involves a much faster dynamic compared to the one
characteristic of dissipative effects. The calculations show that the number of excitations in
the qubit and resonator due to the dynamical Lamb effect reach its maximum value when the
coupling is periodically switched between transverse and longitudinal using a square-wave or
sinusoidal modulation of the magnetic flux with frequency equal to the sum of the average
qubit and photon transition frequencies.
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6.2 Longitudinal and transverse coupling
The possibility of switching between a longitudinal coupling scheme and a transverse one
was proposed in Refs. [116, 117], but this was not envisioned as a fast switching which can
lead to the observation of quantum vacuum phenomena. Furthermore, the proposal of a
periodic switching "on" and "off" of the qubit/resonator coupling was originally made in
Ref. [56] without any specific suggestions on how to exactly achieve this in practice. In
fact, even though the ability of tuning the qubit/resonator coupling is well established in
superconducting circuits [85, 86, 104, 109–111], this usually entails a modification of the
qubit’s and resonator’s transition frequencies. The latter would make it impossible to use a
fixed frequency of switching "on" and "off" of the coupling that is resonant with the sum
frequency of qubit and resonator transition frequencies. Adopting the circuit proposed in
Refs. [116, 117] for this purpose allows to achieve this goal because the influence of the
switching on the qubit and resonator’s transition frequencies is small enough. We propose
to achieve nonadiabatically fast periodic switching "on" and "off" of the qubit resonator
coupling [56] by adopting the superconducting circuit designed in Refs. [116, 117]. This
allows us to achieve the parameters regime which satisfies the conditions necessary for the
observation of the dynamical Lamb effect.
As a first step, let us show how a system with longitudinal qubit/resonator coupling
can be seen as an uncoupled system, in contrast to the case of transverse qubit/resonator
coupling. The Hamiltonians of a qubit longitudinally HˆL and transversely HˆT coupled to a
resonator, respectively, can be written as
HˆL = ~ω0σˆ+σˆ− + ~ωraˆ†aˆ+ ~gzxσˆz
(
aˆ† + aˆ
)
, (6.1)
HˆT = ~ω0σˆ+σˆ− + ~ωraˆ†aˆ+ ~gxxσˆx
(
aˆ† + aˆ
)
, (6.2)
CHAPTER 6. DLE IN A SUPERCONDUCTING CIRCUIT 79
where ω0 is the transition frequency of the qubit, ωr is the frequency of the photons in the
resonator, σˆ+ and σˆ−, aˆ† and aˆ are the creation and annihilation operators for excitations
of qubit and photons, respectively, while gzx and gxx are the longitudinal and transverse
coupling strengths, respectively. The terms σˆ+aˆ and σˆ−aˆ† in Hamiltonian (6.2) conserve the
number of excitations in the system and they are called rotating terms. While σˆ−aˆ and σˆ+aˆ†
can decrease or increase the number of excitations in the system and they are called counter-
rotating terms. Applying an appropriate unitary transformation [118, 119], the Hamiltonian
(6.1) can be written in a diagonal form as
Hˆ ′L = ~ω0σˆ+σˆ− + ~ωraˆ†aˆ−
~2g2zx
ωr
Iˆ , (6.3)
where Iˆ is the identity operator. Since Hˆ ′L and HˆL are related by a unitary transformation,
their eigenvalues are the same and they describe a qubit and a resonator with the same
transition frequencies. Therefore, the two Hamiltonians describe systems which are char-
acterized by the same observables. However, in (6.3) the qubit is now decoupled from the
resonator and the zero-point energy is renormalized. In this case, the Lamb shift of the qubit
is absent. In contrast, in the case of Hamiltonian (6.2) the qubit and the resonator cannot
be decoupled by any sort of unitary transformation. The latter implies, for instance, that
the energy levels of the qubit are affected by the Lamb shift. So, we can regard the system
with longitudinal coupling given by Eq. (6.1) as a system of a qubit and a resonator with
the qubit/resonator coupling turned "off" and the system with transverse coupling defined
by Hamiltonian (6.2) as the same qubit and resonator with the qubit/resonator coupling
turned "on". Thus, the switching between these two coupling regimes involves a change in
the Lamb shift of the qubit.
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Figure 6.1: Superconducting circuit for a qubit coupled to a resonator with tunable
qubit/resonator coupling. By turning "on" and "off" the magnetic flux Φx(t) we can switch
between a description of the circuit in terms of a transversely coupled Hamiltonian and a
longitudinal one.
6.3 Superconducting circuit with tunable qubit/resonator
coupling
Let us consider the circuit in Fig. 6.1 and define the branch fluxes associated with the qubit
and the resonator, as Φq = Φa−Φb and Φr = Φa + Φb− 2Φc, respectively, where Φa, Φb and
Φc are the magnetic fluxes at the nodes a, b and c. Following Ref. [112], one can write the
Lagrangian for the circuit in Fig. 6.1 by adding the contributions of each element in terms
of the branch fluxes [116]
L =
(
2Cq + C
4
Φ˙2q +
C
2
Φ˙2r
)
− 1
4L
(
Φ2q + Φ
2
r
)
+ EJq cos
(
2pi
Φ0
Φq
)
+
+kEJ1 cos
(
2pi
Φ0
(
Φq + Φr
2k
+
Φx(t)
k
))
+ kEJ2 cos
(
2pi
Φ0
(
Φq − Φr
2k
+
Φx(t)
k
))
.
(6.4)
In Eq. (6.4), Φx(t) is the external magnetic flux threading the areas enclosed by the left and
right loops, k is the number of Josephson junctions in a branch of the circuit, which the same
in each branch, C and L are the capacitance and the inductance of the loops, respectively,
EJ1 and EJ2 are the Josephson energies of the junctions in each branch, EJq the Josephson
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energy of the qubit junction and Cq its capacitance. The Hamiltonian of the system can
be found by taking the Legendre transform of the Lagrangian: H = ∑Ni=1 dLdΦ˙i Φ˙i − L, where
i = q, r are the indices corresponding to the qubit and resonator flux variables, respectively.
This leads to the following Hamiltonian for the circuit
H(t) = 1
2Cq + C
Q2q +
1
C
Q2r +
1
4L
(
Φ2q + Φ
2
r
)− EJq cos(2piΦ0 Φq
)
+
−kEJ1 cos
(
2pi
Φ0
(
Φq + Φr
2k
+
Φx(t)
k
))
− kEJ2 cos
(
2pi
Φ0
(
Φq − Φr
2k
+
Φx(t)
k
))
.
(6.5)
A quantum mechanical model of the circuit can be obtained from its classical Hamiltonian
by applying the standard procedure of second quantization for the qubit and resonator
variables separately [116]. Let us first consider the quantization of resonator variables by
setting Qq = 0, Φq = 0 and Φx = 0. If the sum of the Josephson energies kEJ1 and kEJ2 of
the two junction arrays is much greater than the charging energy Ec = e
2
2C
, where C is the
capacitance in parallel to each array of junctions, the cosine potential energy term in Eq.
(6.5), for small values of Φr, can be well approximated by a harmonic potential [117, 120].
For the specific values of the parameters of the circuit chosen in Sec. 6.4 (see Eq. (6.15)) we
have kEJ1 = h × 734.4 GHz, kEJ2 = h × 705.6 GHz and Ec = h × 189.9 MHz. Therefore,
kEJ1 + kEJ2  Ec by about four orders of magnitude. Thus, expanding the cosine in terms
of Φr up to second order, and expressing the resonator’s variables Qr and Φr in terms of the
operators of creation aˆ† and annihilation aˆ of photons in the resonator as
Qr =
((
~
2
)2
C (1 + η)
L
) 1
4
i
(
aˆ† − aˆ) , Φr = (~2 L
C (1 + η)
) 1
4 (
aˆ+ aˆ†
)
, (6.6)
we obtain
Hˆr = ~ωr
(
aˆ†aˆ+
1
2
)
. (6.7)
In Eq. (6.7) ωr =
√
1+η
LC
is the transition frequency between the energy levels of the system
and η is a dimensionless parameter defined in Table 6.1. This parameter accounts for the
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flux-dependence of the system. The Hamiltonian (6.7) is the Hamiltonian of a harmonic
oscillator. The operators of creation and annihilation of photons in the resonator are bosonic
operators which satisfy the commutation relation
[
aˆ, aˆ†
]
= 1. With the definitions given in
Eq. (6.6), and the commutation relation for aˆ† and aˆ, one can prove that the variables Φr
and Qr satisfy the commutation relation for conjugate variables [Φr, Qr] = i~. Let us now
turn back and consider the quantization of qubit variables. Starting from Hamiltonian (6.5),
we set Qr = 0, Φr = 0 and Φx = 0 and expand the cosine in terms of Φq up to second order
[120]. This can be done because the above mentioned Josephson energies kEJ1, kEJ2 and
EJq = h × 10 GHz are at least two orders of magnitude greater than the charging energy
Ec =
e2
2(Cq+C)
= h× 119.6 MHz, for the values of the parameters of the circuit chosen in Sec.
6.4, Eq. (6.15). Then, introducing the operators of creation bˆ† and annihilation bˆ of qubit
excitations in terms of Qq and Φq,
Qq = e
((
EJq +
(
Φ0
2pi
)2
1 + η
2L
)
2Cq + C
2e2
) 1
4
i
(
bˆ† − bˆ
)
,
Φq =
(
Φ0
2pi
)(
2e2
2Cq + C
1
EJq +
(
Φ0
2pi
)2 1+η
2L
) 1
4 (
bˆ+ bˆ†
)
, (6.8)
we obtain the following quantum mechanical Hamiltonian
Hˆq = ~ωq
(
bˆ†bˆ+
1
2
)
. (6.9)
In Eq. (6.9) ωq =
√
8
(
EJq+(Φ02pi )
2 1+η
2L
)
2e2
2Cq+C
~ is the transition frequency between the first two
energy levels of the system. The operators of creation and annihilation of qubit excitations
are also taken to be bosonic operators satisfying the commutation relation
[
bˆ, bˆ†
]
= 1. Again,
one can prove that the variables Φq and Qq satisfy the commutation relation for conjugate
variables [Φq, Qq] = i~ by using the commutation relation for bˆ† and bˆ, together with the
definitions given in Eq. (6.8). The energy levels of the system for a weakly anharmonic
potential are not all equally spaced and by addressing the system at the right frequency
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one can induce transitions between two levels alone [121]. Therefore, we consider only two
accessible levels, namely the ground and the first excited state, and replace the creation
and annihilation operators bˆ and bˆ†, respectively, with σˆ+ and σˆ−. The latter ones are
used to describe excitations in a two-level system. The transition frequency between the
first two levels is also adjusted to take into account the anharmonicity by replacing ωq with
ω0 = ωq+α, where α = − 2e22Cq+C
EJq+(Φ02pi )
2 η
8k2L
~
(
EJq+(Φ02pi )
2 1+η
2L
) is the anharmonicity which is calculated from
the quartic terms in the expansion of the cosine [113]. Therefore, we rewrite the Hamiltonian
(6.9) as
Hˆ′q = ~ω0
(
σˆ+σˆ− +
1
2
)
. (6.10)
Hamiltonian (6.10) is the Hamiltonian of a quantum two-level system. To obtain a quantum
mechanical Hamiltonian of the system, one can substitute the expressions for the resonator
and qubit variables given in Eqs. (6.6) and (6.8), respectively, into Hamiltonian (6.5). In
this way, one can also express the terms in Hamiltonian (6.5) which involve both resonator
and qubit variables in the argument of the cosine, thus coupling those variables, in terms of
creation and annihilation operators of the photons excited in the resonator and the qubit’s
excitation. Thus, getting
Hˆ(t) = ~ωr(t)
(
aˆ†aˆ+
1
2
)
+ ~
ω0(t)
2
σˆz + ~gxx(t)σˆx
(
aˆ† + aˆ
)
+ ~gzz(t)σˆz
(
aˆ† + aˆ
)2
+
+~gzx(t)σˆz
(
aˆ† + aˆ
)
+ ~gxz(t)σˆx
(
aˆ† + aˆ
)2
, (6.11)
where ωr(t) is the transition frequency of the resonator, ω0(t) is the transition frequency of
the qubit and gxx(t), gzz(t), gzx(t) and gxz(t) are the coupling strengths. The expressions
of each of the parameters in Hamiltonian (6.11) are given in Table 6.1. It is important to
note that all these parameters depend on time through their dependence on the external
magnetic flux Φx(t).
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Table 6.1: Expression of the parameters introduced in (6.11) in terms of circuit circuit
parameters.
ωr =
√
1+η
LC
ω0 =
√
8
(
EJq+(Φ02pi )
2 1+η
2L
)
e2
2Cq+C
~ − 2e
2
2Cq+C
EJq+(Φ02pi )
2 η
8k2L
~
(
EJq+(Φ02pi )
2 1+η
2L
)
η = EJ1+EJ2
2k
(
2pi
Φ0
)2
L cos
(
φx
k
)
gxx(t) =
EJ1−EJ2
2k2
4
√
2EC
E∗Jq
pi
Φ0
4
√
L
C
1
1+η
cos
(
φx(t)
k
)
∆ =
√
8EcE∗Jq − Ec
EJq+(Φ02pi )
2 η
2k2L
E∗Jq
gzz(t) = −EJ1−EJ216 k3
√
2EC
E∗Jq
(
pi
Φ0
)2√
L
C
1
1+η
cos
(
φx(t)
k
)
Ec =
e2
2Cq+C
gzx(t) = −EJ1−EJ28 k2
√
2EC
E∗Jq
pi
Φ0
4
√
L
C
1
1+η
sin
(
φx(t)
k
)
E∗Jq = EJq +
(
Φ0
2pi
)2 1+η
2L
gxz(t) = −EJ1−EJ24 k2 4
√
2EC
E∗Jq
(
pi
Φ0
)2√
L
C
1
1+η
sin
(
φx(t)
k
)
6.3.1 Square-wave modulation
Table 6.2: Instantaneous values of the parameters given in Table 6.1 for the case of square-
wave modulation of the external magnetic flux Φx.
Transverse coupling: Φx = 0 Longitudinal coupling: Φx = kpi2
ηT = EJ1+EJ2
2k
(
2pi
Φ0
)2
L ηL = 0
E∗TJq = EJq +
(
Φ0
2pi
)2 1+ηT
2L
E∗LJq = EJq +
(
Φ0
2pi
)2 1
2L
ωTr =
√
1+ηT
LC
ωLr =
√
1
LC
ωT0 =
√
8EcE∗TJq − Ec
EJq+(Φ02pi )
2 ηT
2k2L
E∗TJq
ωL0 =
√
8EcE∗LJq − Ec EJqE∗LJq
gTxx =
EJ1−EJ2
2k2
4
√
2EC
E∗TJq
pi
Φ0
4
√
L
C
1
1+ηT
gLxx = 0
gTzz = −EJ1−EJ216 k3
√
2EC
E∗TJq
(
pi
Φ0
)2√
L
C
1
1+ηT
gLzz = 0
gTzx = 0 g
L
zx = −EJ1−EJ28 k2
√
2EC
E∗LJq
pi
Φ0
4
√
L
C
gTxz = 0 g
L
xz = −EJ1−EJ24 k2 4
√
2EC
E∗LJq
(
pi
Φ0
)2√
L
C
In particular, for Φx = 0 we can write the Hamiltonian (6.11) as
HˆT = ~ωTr
(
aˆ†aˆ+
1
2
)
+ ~
ωT0
2
σˆz + ~gTxxσˆx
(
aˆ† + aˆ
)
+ ~gTzzσˆz
(
aˆ† + aˆ
)2
, (6.12)
where the expression of the parameters
{
ωTr , ω
T
0 , g
T
xx, g
T
zz
}
are given in Table 6.2. In this case,
{gxx, gzz 6= 0; gzx, gxz = 0} and the Hamiltonian (6.12) is instantaneously equivalent to the
Hamiltonian (6.2) of a transversely coupled qubit/resonator system, with the exception of
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an extra coupling term.
On the other hand, for Φx = kpi2 , Hamiltonian (6.11) can be reduced to the following form
HˆL = ~ωLr
(
aˆ†aˆ+
1
2
)
+ ~
ωL0
2
σˆz + ~gLzxσˆz
(
aˆ† + aˆ
)
+ ~gLxzσˆx
(
aˆ† + aˆ
)2
, (6.13)
where the expressions of
{
ωLr , ω
L
0 , g
L
xx, g
L
zz
}
are also given in Table 6.2. Here, {gxx, gzz = 0; gzx, gxz 6= 0},
which leads to an instantaneous longitudinal qubit/resonator coupling as in (6.1), with a spu-
rious coupling term. To suppress the unwanted terms gTzz and gLxz in Hamiltonian (6.12) and
(6.13), respectively, specific values of the parameters of the circuit are chosen.
6.3.2 Sinusoidal modulation
While the square-wave modulation of the magnetic flux Φx(t) comes closest to the require-
ment of periodic and instantaneous switching "on" and "off" of the qubit/resonator coupling
needed to observe the dynamical Lamb effect, this may be difficult to achieve in a realistic
experimental setting. For this reason, we turn to another type of modulation, a sinusoidal
one, which can be easily obtained in experiments. In fact, a high-frequency sinusoidal mag-
netic flux was used in the first experimental observation of the dynamical Casimir effect [53].
This models the more realistic situation where a finite amount of time is needed to switch
"on" and "off" the coupling of the qubit with the resonator. Thus, we take Φx(t) as
Φx(t) =
kpi
2
(
1
2
+
1
2
cos ($st)
)
. (6.14)
In this case, the magnetic flux doesn’t instantaneously switch "on" and "off" but continuously
increases or decreases to its maximum or minimum value, respectively. However, the rise time
trise = t
(
Φx =
kpi
2
)− t (Φx = 0), that is the time required to increase the magnetic flux from
the minimum value to the maximum value, and, vice versa, the fall time tfall = t (Φx = 0)−
t
(
Φx =
kpi
2
)
, the time needed to decrease it from the maximum value to the minimum value,
are shorter than any parameter with dimension of time (trise, tfall  ω−10 , ω−1r ). Therefore, one
can still consider this modulation to be nonadiabatic. The parameters of Hamiltonian (6.11)
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do not take the simple form shown in Table 6.2 for the case of square-wave modulation
but vary continuously with the magnetic flux Φx(t). These parameters can be found by
substituting the sinusoidal modulation of the magnetic flux in the corresponding expressions
from Table 6.1.
6.4 Results and discussion
We numerically solve the Schrödinger equation for the Hamiltonian (6.11) in the case of
periodic switching between transverse and longitudinal coupling with the initial condition
|ψ(t = 0)〉 = |g, 0〉, where g denotes the qubit in the ground state and 0 is the number of
photons in the resonator. In the numerical calculations of the number of excitations in the
qubit and resonator, we use the following values of the parameters of the circuit [116]:
k = 9, EJq = h× 10 GHz,
EJ1 = h× 81.6 GHz, EJ2 = h× 78.4 GHz,
C = 102 fF, Cq = 60 fF,
L = 5 nH.
(6.15)
The results of our calculations are presented in Figs. 6.2 and 6.3. In Figs. 6.2a and 6.2b
the time-dependence of the expected number of excitations in the qubit and the resonator
for a square-wave and a sinusoidal modulation of the coupling is presented. The plots shown
correspond to specific values of the frequency of switching $s of the magnetic flux for the
two different type of modulation. In both cases, the value of the frequency of switching of
the magnetic flux which maximizes the number of excitations in the qubit and the resonator
is $s = ω¯r + ω¯0, which is the sum of the time-averaged qubit transition frequency ω¯0 =
1
T
∫ T
0
ω0 (t
′) dt′ and the time-averaged photon transition frequency ω¯r = 1T
∫ T
0
ωr (t
′) dt′ over
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Figure 6.2: Time dependence of the number of excitations in the qubit and the resonator for
a frequency of switching of the magnetic flux $s = ω¯r + ω¯0 for a square-wave modulation
(a) and a sinusoidal modulation (b) of the magnetic flux.
a period of oscillation of the magnetic flux. Because of the different time-dependence of
the qubit and resonator transition frequencies for the different modulations, the number of
excitations in the qubit and the resonator reach its maximum value at a different frequency
of switching of the magnetic flux. In the case of a square-wave modulation, the number of
excitations is maximum for $s = ω¯r + ω¯0 = 13.75 GHz. While for the case of a sinusoidal
modulation, the maximum is at $s = 13.90 GHz. Moreover, there are no excitations in the
system for almost all other values of the frequency of switching of the magnetic flux different
from $s = ω¯r + ω¯0. Figure 6.3 shows the time dependence of the number of excitations in
the qubit and the resonator for a range of frequencies of switching $s of the magnetic flux.
Since the counter-rotating terms in the Hamiltonian (6.2), which cause the |g, 0〉 → |e, 1〉
transition, become relevant for frequencies of switching of the coupling equal to the sum
frequency of the qubit and resonator transition frequencies, the results of Fig. 6.3 may seem
trivial, but they are instructive. In fact, because of the slight modification of the qubit
and resonator transition frequencies during the modulation of the magnetic flux, the sum
frequency is not fixed. Indeed, the frequency of switching of the coupling that makes the
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counter-rotating terms stationary is given by the time average of the sum frequency of the
transition frequencies of qubit and resonator. The contour plots in Fig. 6.3 clearly show that
there are no other values of the switching frequency which have any effect on the system.
Figures 6.3a and 6.3b depict the results obtained in the case of a square-wave modulation
of the magnetic flux, while the results obtained in the case of sinusoidal modulation of the
magnetic flux are shown in Figs. 6.3c and 6.3d.
It is crucial to note that the state |e, 1〉, where e stands for the qubit in the excited state,
can only be reached from the initial state |g, 0〉 through the counter-rotating terms aˆ†σˆ++aˆσˆ−
in Eq. (6.11). Since the counter-rotating terms are also responsible for the presence of the
Lamb shift, the excitations of the system generated by the nonadiabatic switching "on"
and "off" of these terms can be seen as the result of a nonadiabatic change in Lamb shift.
Therefore, the dynamical Lamb effect is the main channel of excitation of the qubit and the
creation of photons. By considering Hamiltonian (6.11) in a frame rotating at the qubit and
photon’s transition frequencies (interaction picture), one has that the counter-rotating terms
become dominant over the rotating terms when the qubit/resonator coupling is periodically
switched "on" and "off" at a frequency equal to the sum of the qubit and the resonator time-
averaged frequencies. In fact, for the specific modulation of the qubit/resonator coupling
chosen the counter-rotating terms become stationary while the rotating terms acquire a
phase oscillating at high frequency, thus averaging them to zero. In Ref. [58], it is shown
that the interplay between rotating and counter-rotating terms in the Hamiltonian allows
for the emission of any number of photons in principle. However, when the contribution
of the rotating terms becomes negligible, as in our case, this ceases to be true and only
transitions caused by the counter-rotating terms are effectively allowed. So, if we consider
a qubit and a resonator initially in the ground state, the transitions |g, 0〉 → |e, 1〉 and
|e, 1〉 → |g, 0〉, which create and destroy two excitations in the system, respectively, will
dominate the dynamics of the system. A comparison of Figs. 6.3a and 6.3b, and Figs. 6.3c
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Figure 6.3: Time dependence of the number of excitations in the qubit and the number of
photons in the resonator for a range of frequencies of switching $s of the magnetic flux.
We take $s ∈
[
3
4
(ω¯r + ω¯0) ,
5
4
(ω¯r + ω¯0)
]
. The color-scale in the figures indicates the number
of excitations. Expectation value of the number of excitations in the resonator (a) and the
qubit (b), for a square-wave modulation of the magnetic flux. Number of photons (c) and
probability of excitation of the qubit (d), for a sinusoidal modulation of the magnetic flux.
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and 6.3d, clearly shows that the number of excitations in the resonator and the qubit coincide
and periodically reaches its maximum at one, indicating that the system is undergoing the
transitions described above. Experimentally, the state of the qubit can be measured to have
an indication of the transition. This is done by using an additional resonator coupled to the
qubit. In fact, the resonant frequency of the resonator, and thus its reflection coefficient,
depends on the state of the qubit [122]. Although, the coupling of the qubit to the read-out
resonator causes a Lamb shift of the energy levels of the qubit, this shift remains constant
during the dynamics of the qubit/resonator system described above. Thus, the possibility
of generating the nonadiabatic Lamb shift of the qubit needed for the DLE is not affected
by the presence of a read-out resonator.
6.5 Conclusions
In conclusion, we predict that the dynamical Lamb effect could arise in superconducting cir-
cuits when the coupling of a superconducting qubit with a resonator is periodically switched
"on" and "off" nonadiabatically and demonstrate that by using a superconducting circuit
which allows to switch between longitudinal and transverse coupling of a qubit to a res-
onator, it is possible of to observe the dynamical Lamb effect. In particular, the switching
between longitudinal and transverse coupling which gives rise to the dynamical Lamb effect
is achieved by turning "on" and "off" the magnetic flux through the loops of the supercon-
ducting circuit. If the magnetic flux is periodically turned "on" and "off" as a square-wave
or a sinusoidal modulation with a frequency of switching equal to the sum of the average
qubit and photon transition frequencies, the calculated number of excitations in the qubit
and the resonator due to the dynamical Lamb effect reach its maximum values.
Chapter 7
A demonstration of Shor’s algorithm
We now go to a different level of the quantum computing stack: switching from the physical
systems which makes up the hardware to the software component. This Chapter focuses on
an implementation of Shor’s factoring algorithm on a superconducting circuit-based quantum
computer. Because of the limited number of qubits and the relatively high error rate for two-
qubit entangling gates, we simplify the quantum algorithm considerably. The results shown
here were published in Ref. [7]. The Chapter is organized in the following way. A brief
overview of quantum computation is given in 7.1. Shor’s factoring algorithm is presented in
Sec. 7.2. Section 7.3 describes the hardware used for the experiment. The implementation
of the factoring experiment for N = 15, 21 and 35, respectively, is shown in Sec. 7.4. The
results obtained from running the algorithm on the ibmqx5 quantum processor are analyzed
and discussed in Sec. 7.5. Conclusions follow in Sec. 7.6.
7.1 Introduction
A computation is a mathematical calculation which involves a pre-defined sequence of steps.
It is like a recipe for the calculation of certain mathematical quantities. The first computation
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models used to solve specific mathematical problems, like the solution of quadratic equations,
can be traced back to the time of the ancient Babylonians. To facilitate the process of
computing, machines capable of helping to go through a computation were invented soon
after. For example, one can think of the abacus, which was used for calculating many
arithmetic operations. The fundamental idea behind the use of machines for computation
is the one-to-one correspondence between the states of the machine and the computational
states at each step of the computation.
Computational machines can be designed following many different models. Among all,
the most examined one is the Turing machine, which was formulated by Alan Turing [123].
Another model for a computational machine is the circuit model of computation. This model
enjoys an easier implementation in practice and is the one that has been adopted by modern
digital computers. In the circuit model, the basic unit for computation is a gate. Gates
implement specific elementary operations. When several gates are assembled together into
a circuit, it becomes possible to calculate more complicated mathematical expressions. In
this model, a computation is done by feeding the input values to a circuit and retrieving the
output at the end of the circuit. In the current paradigm, these gates are logical operations
that follow Boolean logic [124]. It was proved [125] that one needs to be able to carry out
a limited set of operations (namely "NOT gate" and "AND gate") in order to implement
any operation in the binary number system (addition, multiplication, division, . . . ) by a
combination of operation from this set. This fundamental set of gates is called an "elementary
set of gates" and is all that is required to be able to do any computation.
One important characteristic of the gates in the circuit model is their reversibility or irre-
versibility. A reversible gate allows you to carry out the computation backwards and retrieve
the inputs, given the output. In contrast, an irreversible gate does not allow to reconstruct
the input from the output. This detail will be of importance in quantum computations,
which must be done in a reversible manner.
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Since the beginning of the century our ability to arrange the extreme conditions in order
to observe quantum mechanical effects has increased dramatically. To the point that we are
now able to manipulate quantum mechanical objects in a predictable manner. This allows us
to implement computations on machines which behave according to the principles of quantum
mechanics [126]. Quantum objects possess some very interesting features. Because of these
features, like superposition and entanglement, machines built with quantum mechanical
elements can do computation differently and exploit the complex amplitudes characteristic
of quantum mechanics. Therefore, a computation which might take a long time to run on a
Turing machine (and thus a digital computer), can take much less time on, say, a quantum
Turing machine. It is important to emphasize that not all mathematical problems can be
solved faster on a quantum Turing machine. As of today, only a few quantum algorithms
have been found which can speed-up the computation of the solution to certain mathematical
problems, like factoring numbers [127].
Similarly to classical computation, quantum computation is implemented in actual ma-
chines following the circuit model of computation. In this case, bits are replaced by qubits
and logic gates must be substituted with quantum gates, which can operate on qubits while
keeping intact their special quantum properties. Because of the reversibility inherent in the
laws of quantum mechanics, quantum circuits must be made of reversible gates. To carry out
a quantum computation, a certain quantum state is given as input to the quantum circuit.
Then a sequence of quantum gates executes unitary operations on the input state. Even-
tually, the quantum state at the end of the circuit is measured to obtain the result of the
computation. There exist a set of quantum gates that is universal for quantum computation
[128].
The circuit model for quantum computation can be implemented in a machine with a
particular arrangement of superconducting circuits. In fact, as we have seen in Chapter 5,
engineered Josephson junctions provide the fundamental element for quantum computation:
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the qubit. By controlling the voltage and the magnetic flux through the superconducting
circuit, operations corresponding to the gates of quantum computations can then be carried
out. This allows us to run any quantum algorithm.
Shor’s factoring algorithm [127] is a well known example of a quantum algorithm outper-
forming the best known classical algorithm. Experimental implementation of the algorithm
with physical qubits however remains a challenge because of the errors introduced by the
enormous number of qubits and gates required to execute the algorithm. In this Chapter we
provide a proof-of-principle demonstration of a compiled version of Shor’s factoring algorithm
to factor the numbers N = 15, 21 and 35 using five, six and seven superconducting qubits,
respectively. Similar experiments have been done on setups like Nuclear Magnetic Reso-
nance [129], trapped ions [130], photons [131–133], photonic chips [134] and superconducting
qubits [135, 136]. However, with the exception of Refs. [130, 133], all these realizations
involve an oversimplified version of the algorithm which is equivalent to coin flipping [137]
and no quantum hardware is needed to obtain the same results.
In our implementation, classical processing is used alongside quantum computation to
overcome the lack of key-functions of the device used. Furthermore, the number of physical
qubits and the circuit depth are reduced to the minimum in order to minimize the effects
of noise. The data is presented as estimates of the probability distribution of the values
returned by the period register. While obtaining the probability distributions of the period
register requires running the algorithm many times, as opposed to just once with the original
continued fraction expansion, this allows the performance of quantum computers running
this algorithm to be more directly evaluated. To measure the success of the experiments
in different ways, the results are analyzed in both a qualitative way, with probability plots
[138], and a quantitative way, with the square of statistical overlap (SSO) [139]. Probability
plots are a useful tool to visualize differences between probability distributions, while the
SSO provides a quantitative measure of their similarity. Using the the overlap coefficient (see
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below), we can also use the SSO to assign a period to the experimental data, avoiding the
continued fraction algorithm which does not work for such low number of qubits. Also, the
overlap coefficient (OVL) is used to give an estimate of the probability that the experiment
succeeded. The results of the experiments are in good agreement with the theory for N = 15
and 21. However, the experiment succeeded for N = 35 only about 14% of the time, where
the cumulative errors coming from the high number of two-qubit gates became too large.
7.2 Overview of Shor’s factoring algorithm
The factoring algorithm invented by P. Shor [127] relies on the relation between the problem
of factoring and the problem of order finding, for which a quantum speed-up exists. In fact,
finding the prime factors of a number N is equivalent to finding the exponent x for which
the function ax mod N = 1, where a is an integer smaller than N picked at random. Such
exponent is called the order, or period, of a. Let us briefly review the quantum part of the
algorithm before diving into the details of the experiment. A more detailed explanation of
the algorithm and the connection between factoring and period finding through modular
arithmetic can be found in Appendix D.
Two quantum registers are needed for the computation. One register is used to store
the value of the period, called period register, and the other to store the results of the
computation, called computational register. The size of both registers depends on the number
N to be factored. In particular, the period register should have a number of qubits np in the
interval log2(N2) . np . log2(2N2) and the computational register should be large enough
to be able to represent the number N−1, resulting from the modular exponentiation function
(MEF) axmodN , thus requiring nq = log2N qubits.
At the beginning of the quantum algorithm, the two registers are initialized to the state
|00...0〉p|00...1〉q, where the subscripts p and q denote the period register and the computa-
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tional register, respectively. The period register stores all the possible values of the exponent
x, which will give an estimate of the period, by creating a uniform superposition of all pos-
sible bit-strings through Hadamard gates on all qubits 1√
Q
∑Q−1
x=0 |x〉p, where Q = 2np . While
the computational register stores the results of the MEF, axmodN . After the first step,
the two registers are in the state 1√
Q−1
∑Q−1
x=0 |x〉p|axmodN〉q. Then, the quantum Fourier
transform (QFT) is applied to the period register so that |x〉p → 1√Q
∑Q−1
s=0 e
2piisx
Q |s〉p. As a
result of the QFT, interference between all the possible states occurs. If the period register is
then measured, a value of the phase s is measured with probability P(s) = 1
Q
∑Q−1
s=0
∣∣∣e 2piisxQ ∣∣∣2.
Rewriting x in terms of the period r as x = x0 + dr, where x0 and d are integers, the prob-
ability of an outcome s can be written as P(s) = 1
Q
∣∣∣e 2piix0Q ∣∣∣2∑Q−1s=0 ∣∣∣e 2piisdrQ ∣∣∣2. Clearly, a value
of s such that s
Q
= c
r
, where c is an integer, will be observed with high probability.
The final part of the algorithm involves classical processing of the measurement obtained
in the quantum part. The value of the period r can be found from the fraction s
Q
by using
the continued fraction algorithm. Another option, as done in this Chapter, is to run the
algorithm many times to get a direct estimate of the probability distribution of the values
for the period register. A comparison between the measured probability distribution and
the theoretically predicted distribution for the period r can be made using the SSO and the
best fit gives the most likely period. If the period r calculated in this way is odd or r = 0,
the algorithm fails and one restarts by picking a different base a. If r is even, (ar− 1)modN
can be factored into
(
a
r
2 − 1) (a r2 + 1) modN . The final step is to check if (a r2 + 1)modN
has a common divisor with N by checking that gcd
(
a
r
2 + 1, N
) 6= 1. If that’s true, then the
two factors of N are gcd
(
a
r
2 + 1, N
)
and gcd
(
a
r
2 − 1, N).
As mentioned earlier, the execution of this version of the algorithm requires nq = log2 (N)
qubits in the computational register to perform the modular exponentiation and at least
another np = 2log2 (N) qubits in the period register to perform the QFT. Thus the complete
algorithm requires a total number of 3log2 (N) qubits. Even the factoring of a number as
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small as N = 15 needs 12 qubits in the input register to execute this algorithm, which is
still a challenge for today’s physical realizations of quantum computers. However, Kitaev
[140] observed that for the purpose of algorithms like Shor’s, where one doesn’t need the
information on the relative phase of the output states but only their measured probability
amplitudes, one can replace the fully coherent quantum Fourier transform with the semi-
classical quantum Fourier transform (sc-QFT). In the sc-QFT, one of the qubits of the period
register is measured each time. The result of the measurement of the qubit is then used to
determine the type of measurement on the next one. This enables the replacement of the
2log2 (N) qubits of the period register with a single qubit measured multiple times. For the
case of factoring N = 15, Kitaev’s approach reduces the total number of qubits required to
n = 5 and for the case of N = 21 and N = 35 to n = 6 and n = 7, respectively, which are
small enough numbers for the presently available hardware to handle. This decrease in the
system size, however, comes with the drawback of requiring in-sequence single-qubit readout
and state re-initialization together with feed-forward of gate settings based on previous
measurement results. The implementation of the sc-QFT has been described in [78, 139]
and realized in [130]. At present the IBM quantum computer doesn’t perform in-sequence
single qubit read out and qubit re-initialization. Below, we provide a procedure for going
around this hurdle to implement the sc-QFT on the IBM Q device.
7.3 Hardware
We use the IBM ibmqx5 chip with sixteen superconducting qubits to implement our exper-
iments for factoring the numbers N = 15, 21 and 35. The qubits are distributed on the
plane, as two adjacent arrays of eight qubits each with couplings shown in Fig. 7.1.
The qubits’ relaxation time T1 ranges from 25 ∼ 60 µs and their dephasing time T2 from
20 ∼ 100 µs. The single-qubit gates have a high fidelity, measured at ∼ 99.8% at the time of
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Figure 7.1: Coupling map between the 16 qubits of the ibmqx5 device. The arrows indicate
the possible CNOT gates between pairs of qubits. In particular, the arrow starts from the
control qubit and points to the target qubit.
H H H Rπ2 H
Rπ4|0⟩ |0⟩ |0⟩
|ψ⟩
Rπ2 Rπ4
Ua4 Ua2 Ua1
H H
Figure 7.2: Circuit for factoring N = 15, 21 and 35 implemented using the scheme shown
in Ref. [130]. The first register (top), the period register, stores the estimation of the
period, this can be done by using only one qubit through the sc-QFT. The second register
(bottom), the computational register, stores the outcomes of the modular exponentiation
function axmodN computed through the controlled-Uax gate. The specific circuits for Uax
used in factoring N = 15, 21 and 35 for a specific base a are shown in Appendix E.
the experiment. The multi-qubit gate fidelity was measured around 95%−98% depending on
the pairs of qubits considered. All gate errors are measured using simultaneous randomized
benchmarking. Another source of error comes from the read-out of the states of the qubits,
which amounts to roughly an error of 5%. Using these parameters, the effects of noise can
be incorporated in a simulation, obtaining a more accurate prediction for the output of the
device.
7.4 Experiment
Following the example given in [130], we implement the quantum part of Shor’s factoring
algorithm using the circuit depicted in Fig. 7.2. As can be seen in the circuit diagram in
Fig. 7.2, rotations of the control qubit depend on the outcome of each of its measurement
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in the previous steps. Since the ibmqx5 chip does not allow for qubit reset and conditional
operation based on measurements, which are required to implement the sc-QFT suggested
by Kitaev, we implement the algorithm as three separate quantum circuits as shown in Fig.
7.3.
In the first circuit, the system is initialized in the state |0〉p|0...01〉q and the first bit, b0,
encoding the value of the period is measured at the end. In the second circuit, the initial
state |0〉p|ψb0〉q is prepared. Different states |ψb0〉q are prepared depending on the value of
b0 measured in the previous circuit. Rotation gates on the period register are also inserted
conditional on the value of b0 before measuring the second bit encoding the value of the
period, b1. In the third circuit, depending on the values of b0 and b1, the qubit registers are
initialized to |0〉p|ψb0b1〉q and rotation gates are inserted before the measurement of b2. The
possible quantum states of the computational register can be computed classically for the
full algorithm, conditional on the measurement results of the period register. This is just
the result of successive modular exponentiation. At the beginning of each circuit, except
the first one, there are two possible states of the computational register that have to be
prepared depending on the value of the period register measured in the previous stage. If
the measurement of the period register gives 0, then the computational register is prepared
to the state |ψ0〉q = |ψ〉q+ZUax|ψ〉q. If the period register gives 1, the computational register
is initialized to |ψ1〉q = |ψ〉q − ZUax|ψ〉q. This means that for an implementation with m
stages, a superposition of 2m product states have to be prepared. However, the state at the
m-th stage is, at worst, the result of m − 1 modular exponentiations. Thus, breaking the
circuit in this way, only adds an extra number of gates which is polynomial in the number
of stages m: 1 + 2 + 3 + ...+m = m(m+1)
2
, due to the gates needed for the state initialization
at each stage. This retains the scalability of the implementation given in Ref. [130].
In the following experiments, we limit ourselves to the choice of one, or two, bases a to
avoid redundancy. We specifically choose a non-trivial base (in the sense of [137]) for which a
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working quantum processor is needed to find the results. One could adopt the same approach
to treat any such non-trivial bases. To understand what happens in the case of a trivial base,
consider factoring N = 15. The possible periods r for any of the bases a are all powers of
two. This means that any even value of the phase s measured from the period register will
give a fraction s
Q
proportional to 1
r
which always allows one to find the period. In facts, by
analyzing the state of the quantum registers along the circuit, it is possible to see that no
quantum interference happens between the states in the computational register. Therefore,
in this case the correct results can be obtained regardless of the quality of the entangling
gates of the device, as long as one can entangle the period register with the computational
register. To show that the quantum processor ibmqx5 is giving us the correct answer by
exploiting quantum interference it is sufficient to run the experiment for one of the possible
non-trivial bases. This is in turn is related to the quality of the entangling gates and the
noise of the device. Thus, the ability to factor higher and higher N using a non-trivial base
(one which has a period that is not a power of 2) gives a benchmark of the performance of
the device.
In the experiment for theN = 15 case, five input qubits are required. One qubit initialized
to |0〉p for the period register, acting as a control qubit, and all other qubits initialized to
the state |ψ〉q = |0001〉q belonging to the computational register. Alongside the quantum
registers, we also need a three-bit classical register to store the results of the measurement
of the control qubit, which encodes the value of the period.
The case N = 15 is the simplest possible case and it does not provide an example where
quantum interference between the states of the computational register brings an advantage
to the computation. For this reason, we also attempt to factor the second smallest number
which is a product of two primes, N = 21. In this case, there are bases a for which the
period is not a power of two, thus constructive quantum interference between states in the
computational register is needed to increase the likelihood of finding the correct result. An
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Figure 7.3: Circuits used in the experimental implementation of Shor’s algorithm on ibmqx5.
The circuit of Fig. 7.2 is divided in three separate parts. Each circuit containing a stage of
modular exponentiation and a measurement of the period register. The different circuits are
joined using a classical algorithm which computes the quantum state of the computational
register at the end of the previous circuit and feeds it as input to the next circuit. The
classical algorithm also adds the right rotation gates on the period qubit in each successive
circuit, based on the results of previous measurements.
CHAPTER 7. A DEMONSTRATION OF SHOR’S ALGORITHM 102
example of such case was first demonstrated in Ref. [133]. We implement an algorithm for
factoring N = 21 with base a = 2 using three bits of precision for the estimation of the phase
which encodes the period. In this case the quantum register is composed of five qubits in the
computational register and one qubit in the period register. We adopt the same methodology
used previously, breaking each stage of the modular exponentiation and manually feeding
the output of each section as input to the next. This means that the circuit will have three
stages of modular exponentiation, where a single bit of the phase which encodes the period is
estimated at each stage (details in Appendix E). Therefore, the circuit looks like the one in
Fig. 7.3. The modular exponentiation circuit are specifically designed to calculate axmod 21,
where we choose the base a = 2. This base has periods r = 6, thus 1/r cannot easily be
represented in binary. Therefore, the accuracy of the estimation of the period depends on
the number of bits used for the phase estimation.
The same method is applied to factor N = 35 with base a = 4. In this case we need
six qubit in the computational register and one qubit in the period register. As in the case
of N = 21, the period of 4xmod 35 is r = 6, therefore 1/r cannot be easily represented in
binary. As a result of running the quantum algorithm we obtain a probability distribution
for the estimated phase s which is peaked around the multiples of 1/r. We use a three-bit
register for the estimation of the phase which encodes the period. Again, the circuit for
running the algorithm is realized as shown in Fig. 7.2, each stage, estimating one bit of
the phase, is implemented separately and then joined through a classical algorithm. The
individual circuits which compute the MEF at the different stages can be found in Appendix
E.
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7.5 Results and data Analysis
Figures 7.4a, 7.5a, 7.6a and 7.7a show the results obtained running the quantum part of the
factoring algorithm on the ibmqx5 superconducting device. Depicted are the experimental
relative probabilities found (in blue) side by side with the expectation values which can be
computed theoretically (in green) for each value of the estimated phase s for the bases a
used. The algorithm was run 1000 times for each base.
The success of the experiment is evaluated in two different ways. We use probability
plots to give a qualitative estimation of the correctness of the results, while the square of
the statistical overlap (SSO) is used as a quantitative measure. Probability plots [138] are
a useful tool to visually compare two distributions. In a probability plot, one distribution is
plotted against the other. If the two distributions are identical, the plot will show a straight
line (y = x). The amount of deviation from the straight y = x line is an indication of
the difference between the two probability distributions plotted. For the case at hand, this
means plotting on the (x, y) plane a point for each value of the phase, where the value of
the x coordinate is given by the theoretical value of the probability distribution for that
phase and the value of the y coordinate is given by the corresponding experimental value
found. The data are then fitted with a straight line for comparison with the ideal y = x
case. Error-bars on the fit are given as a range of y-values compatible with the error on the
fit coming from both slope and offset of the fitted line at a fixed x-value. Thus, all straight
lines contained within these error-bars are compatible with the experimental data within the
estimated error for the fit. The probability plots between the experimental distribution and
the expected theoretical one for each case are shown in Figs. 7.4b, 7.5b, 7.6b and 7.7b. In
the case of N = 15, the data in Figs. 7.4b and 7.5b are on a straight line very close to the
y = x line (tagged as "Ideal" on the plots). For the N = 21 case, the data lie on a straight
line parallel to the y = x ideal line as can be seen from Fig. 7.6b. This means that there is
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Figure 7.4: (a) Probability of finding a given phase for N = 15 with base a = 2, and (b)
probability plot of the theoretical distribution and the experimental distribution for r = 4.
The experimental distribution is depicted through the collection of data and a fit of the data.
(c) SSO of the experimental data with the theoretical probability distribution corresponding
to all possible values of the period r.
CHAPTER 7. A DEMONSTRATION OF SHOR’S ALGORITHM 105
0 1 2 3 4 5 6 7 8
Estimated phase
0.0
0.1
0.2
0.3
0.4
0.5
0.6
R
el
at
iv
e
p
ro
b
ab
il
it
y
Experiment
Theory
(a)
0.0 0.1 0.2 0.3 0.4 0.5
Theoretical distribution
0.0
0.1
0.2
0.3
0.4
0.5
E
xp
er
im
en
ta
l
d
is
tr
ib
u
ti
on
Ideal
Data
Fit
(b)
0.0 0.2 0.4 0.6 0.8 1.0
SSO
0.0
0.2
0.4
0.6
0.8
1.0 SSO with r = 7
SSO with r = 6
SSO with r = 5
SSO with r=4
SSO with r = 3
SSO with r=2
(c)
Figure 7.5: (a) Probability of finding a given phase for N = 15 with base a = 11, and (b)
probability plot of the theoretical distribution and the experimental distribution. (c) SSO
of the experimental data with the theoretical probability distributions corresponding to all
possible periods.
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Figure 7.6: (a) Probability of finding a given phase for N = 21 with base a = 2, and
(b) probability plot of the theoretical distribution and the experimental distribution. (c)
SSO of the experimental data with the theoretical probability distributions corresponding
to different periods.
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Figure 7.7: (a) Probability of finding a given phase for N = 35 with base a = 4, and (b)
probability plot of the theoretical distribution and the experimental distribution. (c) Plot
of the SSO between the experimental data and the all the possible theoretical distribution
for the different values of r.
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an offset in the relative frequency of each phase in our experimental distribution. However,
the overall shape coincides with the theoretical one, indicating that the difference in relative
frequencies between phases is preserved. Finally, for N = 35, the data in Fig. 7.7b lie on a
straight line which is very far from the y = x line, indicating an important deviation of the
experimental results from the theoretically expected ones. In facts, looking at the histogram
in Fig. 7.7a shows that the experimental results were affected by noise, which tends to make
all phases equally probable. In summary, for N = 15 and N = 21 the fit is close to the
ideal line (within the error bars) but for N = 35 it is not. Therefore, we believe that the
probability plots provide a good qualitative measure of the similarity between probability
distributions, as they correctly describe the similarity which is apparent by the comparison
of the histograms of the distributions.
Next we give a quantitative measure of the correctness of the results. In particular, we
want to answer the question: given the experimental data obtained, what is the likelihood
that this data comes from a given probability distribution? The answer to this question will
reveal two aspects of our experiment. First, it will allow us to assign a period to the results
without the need for the continued fraction algorithm. Second, it will give us a measure of
the error we make in the assignment. Our method of assigning the period to the experimental
data relies on the following observation: the probability of obtaining a certain phase s is
P(s) =
1
Q
∣∣∣e 2piix0Q ∣∣∣2 Q−1∑
s=0
∣∣∣e 2piisdrQ ∣∣∣2 (7.1)
independently of the base a chosen. As a function of the estimated phase s, the probability
distribution P(s) is completely characterized by the values of the parameters r and Q, the
period and the number of bits log2Q used to encode the value of the period, respectively.
Therefore, independently of the base chosen, there correspond a fixed probability distribution
to each value of r and Q. To determine the period to assign to the experimental data, we
compare the probability distribution Pexp(s) obtained experimentally, with all the possible
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probability distributions Prth(s) given by values of r from 2 to Q−1, for fixed number of bits
log2Q encoding the period. The period of the theoretical distribution which is most similar
to the experimental data is then assigned to the experiment.
Following [130], we use the square of the statistical overlap (SSO) introduced in [139] as
a measure of similarity between probability distributions. The SSO is defined as
SSO =
(
7∑
j=0
m
1/2
j e
1/2
j
)2
, (7.2)
where mj and ej are the measured and expected output-state probabilities of state |j〉,
respectively. One can calculate the error on the SSO from the Poissonian counting error of
the data, assuming Gaussian propagation of errors
∆SSO =
√√√√ 7∑
j=0
∂
∂mj
(m
1/2
j e
1/2
j )
2∆m2j . (7.3)
For each base used in the experiments, we calculate the SSO of Pexp(s) with all possible
Prth(s). To better visualize which P
r
th(s) most resembles the data, we plot unit area normal-
ized Gaussian distributions with the SSO as the mean and ∆SSO as the standard deviation.
The Gaussian whose value of the mean is closest to 1 comes from the Prth(s) most similar to
Pexp(s). Therefore, we assign period r to our data. While the spread of each Gaussian gives
an indication of the error in the calculation of the SSO. To quantitatively determine the
error in the assignment of the period, we calculate the area of overlap between the Gaussian
distribution with the highest SSO and the second closest one. This is done through the
overlap coefficient [141] between the normal distributions. The OVL is defined as
OVL [f(x1), f(x2)] =
∑
x
min(f(x1), f(x2)), (7.4)
where f(x1) is the normal distribution with the highest SSO and f(x2) is the normal distribu-
tion with second highest SSO. The OVL tells us what is the probability that the assignment
is done incorrectly i.e. the highest SSO for our experimental data comes from a different
theoretical probability distribution than the assigned one. Thus, we quantify the error on
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our assignment as ij ≡ OVL [f(xi), f(xj)] where i denotes the period of the distribution
with the highest SSO and j the period of the distribution with the second highest SSO.
The results of the comparison for all experiments are presented in Figs. 7.4c, 7.5c, 7.6c,
and 7.7c. Figures 7.4c and 7.5c show the SSO of the experimental distributions and their
deviations obtained for N = 15, a = 2 and a = 11, respectively. For a = 2, the highest SSO
is 0.97 for the theoretical distribution corresponding to the period r = 4. Thus, we assign
the period r = 4 to the experimental distribution obtained. The error we make in assigning
the period r = 4 instead of period r = 7, which is the closest match, is 47 = 3.8 × 10−134.
For a = 11, the highest SSO is 0.92 which correspond to r = 2. The error in the assignment
of r = 2 with respect to r = 4, which has the second highest SSO, is 24 = 4.1× 10−31. The
results obtained for N = 21 with a = 2 are shown in Fig. 7.6c. Here, it is more difficult
to determine the period with certainty. The highest SSO is 0.78, which corresponds to the
theoretical distribution with r = 6. The error in assigning r = 6 to the experimental data is
67 = 1.2×10−3. Therefore, there is a ∼ 0.1% chance that we assigned the period incorrectly
and the true period was r = 7 instead. For the case of N = 35 and a = 4, the results
presented in Fig. 7.7c show that the highest SSO between the experimental data and the
theoretical distribution corresponding to all possible periods is 0.99 for r = 7, although this
is not the expected period. There is another close match with an SSO of 0.98 for r = 6, which
is the correct one. The error in assigning period r = 7 to the experimental data instead of
r = 6 is 76 = 0.14. Thus, in this case it is quite difficult to discern the correct period.
7.6 Conclusions
Although the results are obtained with a compiled and simplified version of Shor’s factoring
algorithm, our purpose is to show a way to proceed with the implementation of generic
algorithms on the approximate quantum computers available now. In practice, the non-
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negligible noise and the lack of key functions of the device force us to rethink how to design
algorithms that can work on these machines. As it is evident from this work, one needs
to supplement the deficiencies of the hardware with a more detailed theoretical analysis
and classical processing. By doing so, one can reduce the length of the circuit needed
to implement the algorithm, mitigating the effects of noise, and overcoming the lack of
particular functions assumed for a general-purpose quantum computer. We emphasize that
the simplification by inspection done here was possible only due to the small size of the
circuit. Larger circuits would require a more sophisticated optimization. We used different
methods to evaluate the success of the experiment. The first one is the probability plot, which
gives a qualitative measure of the similarity between the distribution of the experimental
data and the expected theoretical distributions. The second one is the SSO, which gives a
quantitative measure of the similarity between probability distributions. By using the SSO,
we introduced a new way to assign a certain period to the probability distribution obtained
from the experimental data. In this way, we avoid using the continued fraction algorithm,
which fails when the number of bits used to encode the value of the period is particularly low,
as in our situation. To correctly quantify the error which can be made in this assignment,
the OVL between different candidates for the period is calculated. Overall, the experimental
results obtained from running the algorithm on the ibmqx5 device are in agreement with the
theoretical expectation values. Excellent agreement is found for N = 15, while deviations
from the theoretical results become more noticeable for N = 21. Eventually, the algorithm
fails to factor N = 35. This is due to the cumulative errors coming from the increasing
number of two-qubits gates necessary to implement the more complex MEF needed for this
case.
Chapter 8
Conclusions and Future Work
8.1 Discussion
This Thesis showed how quantum vacuum phenomena as the dynamical Casimir effect and
the dynamical Lamb effect arise from a quantum mechanical description of the vacuum
electromagnetic field of a cavity where the boundary conditions are suddenly changed. In
order to do so, the framework of cavity electrodynamics was introduced in Chapter 2.
To investigate the dynamics of a quantum system, several approaches for solving the
Schrödinger equation were presented in Chapter 3. These are most effective in for deal-
ing with different time-dependent parameters in the Hamiltonian describing the system of
interest.
In this way, it is possible to study the time-evolution of the quantum entanglement
between the qubits coupled to a common harmonic oscillator as done in Chapter 4. The
results obtained in Section 4.2, for the case of two qubits, show that by periodically turning
"on" and "off" the coupling of the qubits to the oscillator one can generate a maximally
entangled state of the two qubits. We also considered the case of three qubits coupled to a
common oscillator in Section 4.3. Different measures of quantum entanglement were adopted
112
CHAPTER 8. CONCLUSIONS AND FUTURE WORK 113
to quantify the entanglement between the qubits in the various cases because each of them
captures different level of details.
Chapter 5 introduces the most fundamental elements which make up a superconducting
circuit. Each circuit can then be described by a particular Hamiltonian that depends on
the elements of the circuits and their specific arrangement. By putting together the right
circuit, one can obtain models for many cavity electrodynamics systems such as atoms and
resonant cavities. In our case, we are interested in a setup where atoms are coupled to a
resonant cavity.
In Chapter 6 we build on the circuit electrodynamics framework introduced in the pre-
ceding Chapter to understand the design of a circuit proposed in Ref. [116]. The latter
allows for switching between a longitudinal and a transverse type coupling between a qubit
and a resonator by modulating the magnetic flux through the circuit. This corresponds to
turning "off" and "on" the qubit/resonator interaction which is what is needed for the dy-
namical Lamb effect to arise. Our calculations demonstrate that by properly modulating the
magnetic flux the superconducting circuit considered can give rise to the dynamical Lamb
effect.
Devices made from superconducting circuits can be used to build a universal quantum
computer. A quantum computer is a machine that takes advantage of quantum mechanics
to do computations. Particular quantum algorithms can be designed to make a computation
on a quantum computer faster than one done on a classical computer. We gave an example
of an implementation of a quantum algorithm in Chapter 7. This showed how a device
made from superconducting circuits can be used for quantum information processing. In
particular, a simplified version of Shor’s factoring algorithm was experimentally realized and
tested. The numbers N = 15 and 21 were factored successfully, while for N = 35 the errors
caused by the noisy operations of the device make the algorithm fail.
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8.2 Future directions
We have studied the possibility of entangling qubits through the dynamical Lamb effect and
have proposed an experimental setup where the effect could be observed. The next steps
would be to design a superconducting circuit with multiple qubits coupled to a common
resonator, where the coupling can be turned "on" and "off" nonadiabatically. In such setup,
entanglement between superconducting circuits can be generated due to the dynamical Lamb
effect.
We have also implemented an instance of a quantum algorithm. Although the noise in
the device imposed a limit on how far we could go with this implementation, improvement
in the device may one day allow us to implement more complex quantum algorithms.
Appendix A
Quantum states of the electromagnetic
field
A.1 Fock states
Fock states [77] are the eigenstates of the number operator
nˆk|nk〉 = nk|nk〉. (A.1)
The action of the operators aˆk and aˆ†k on a Fock state is the following
aˆk|nk〉 = √nk|nk − 1〉,
aˆ†k|nk〉 =
√
nk + 1|nk + 1〉. (A.2)
Therefore, we can write any Fock state in terms of creation operators aˆ†k and the vacuum
state |0〉, the state with zero excitation, as
|nk〉 =
(
aˆ†k
)nk
√
nk!
|0〉, (A.3)
where we require that
aˆk|0〉 = 0. (A.4)
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By using the quadrature operators (2.15) and the Schrödinger relation pˆ = −i ∂
∂q
in the
q-representation, it is possible to write a differential equation for the wave function of the
vacuum state
aˆkψ0(qk) =
1√
2
(
qk +
∂
∂qk
)
ψ0(qk) = 0, (A.5)
which has the normalized solution
ψ0(qk) =
4
√
ωk
pi~
e
−q2k
2 . (A.6)
Therefore, the vacuum state is a well-defined physical state with zero photons.
A.2 Coherent states
Coherent states are eigenstates of the annihilation operator
aˆk|αk〉 = αk|αk〉. (A.7)
Coherent states can be written in terms of Fock states as
|αk〉 = e−
|αk|2
2
∞∑
nk=0
αnkk√
nk!
|nk〉
= e−
|αk|2
2
∞∑
nk=0
(
αkaˆ
†
k
)nk
nk!
|0〉
= e−
|αk|2
2 eαkaˆ
†
k |0〉. (A.8)
Noting that e−α∗kaˆk |0〉 = |0〉, Eq. (A.8) can be written as
|αk〉 = e−
|αk|2
2 eαkaˆ
†
ke−α
∗
kaˆk |0〉. (A.9)
One can simplify Eq. (A.8) by using the Baker-Campbell-Hausdorff formula [142–146],
eaA+bB = eaAebBe
−ab[A,B]
2 , in reverse
|αk〉 = eαkaˆ
†
k−α∗kaˆk |0〉 = D (αk) |0〉, (A.10)
where D (αk) is known as the displacement operator. Using the displacement operator, we
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can now find the wavefunction of a coherent state in the position representation. First,
express the complex amplitude α as αk = 1√2 (q
0
k + ip
0
k), which gives
D
(
q0k, p
0
k
)
= eip
0
k qˆ−iq0kpˆ
= e−
ip0kq
0
k
2 eip
0
k qˆe−iq
0
kpˆ, (A.11)
where we used the Baker-Campbell-Hausdorff formula in the last step of Eq. (A.11). The
wavefunction of the coherent state can then be obtained from the wavefunction of the vacuum
state ψ0(qk) as
ψαk(qk) = D
(
q0k, p
0
k
)
ψ0(qk)
= ψ0
(
qk − q0k
)
eip
0
kqk−
ip0kq
0
k
2
= 4
√
ωk
pi~
e−
(qk−q0k)
2
2
+ip0kqk−
ip0kq
0
k
2 . (A.12)
The probability distribution |ψαk(qk)|2 associated with the above wavefunction is the same
as the one for a displaced vacuum.
A.3 Squeezed states
The variance in the quadrature operators can be easily calculated for the Fock state |n〉
∆q2k = 〈qˆ2k〉n − 〈qˆk〉2n = n+
1
2
,
∆p2k = 〈pˆ2k〉n − 〈pˆk〉2n = n+
1
2
. (A.13)
Thus for the vacuum state ∆qk∆pk = 12 , which is equal to the minimum uncertainty possible
as established by Heisenberg’s uncertainty principle. To satisfy the uncertainty principle,
the variances ∆q2k and ∆p2k are not required to take their minimum values separately, thus
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they can be rescaled as
∆qk = e
−γk 1√
2
, (A.14)
∆pk = e
γk
1√
2
, (A.15)
where the uncertainty of the position quadrature has been squeezed below the vacuum level
and the expense of enhancing the uncertainty of the momentum quadrature, or vice versa
depending on the value of γk [81, 147, 148]. The wavefunction of the squeezed vacuum state
can be obtained by rescaling the wavefunction of the vacuum state (A.6)
ψγk(qk) = e
γk
2 ψ0 (e
γkqk) . (A.16)
Differentiating with respect to the squeezing factor γk gives
∂ψγk(qk)
∂γk
=
1
2
(
qk
∂
∂qk
+
∂
∂qk
qk
)
ψγk(qk)
=
1
2
(iqˆkpˆk + ipˆkqˆk)ψγk(qk)
=
1
2
(
aˆ2k − aˆ†
2
k
)
ψγk(qk). (A.17)
The solution to the differential equation above can be written in terms of the squeezing
operator
Sˆ(γk) ≡ e
γk
2
(
aˆ2k−aˆ†
2
k
)
, (A.18)
as a squeezed vacuum state
|γk〉 = Sˆ(γk)|0〉. (A.19)
Let us now derive the expression of the squeezed vacuum state in terms of Fock states as
shown in Ref. [149]. In order to do so, we first compute the inner product of the squeezed
vacuum state with a coherent state with real amplitude (p0k = 0)
〈αk|γk〉 =
∫ ∞
−∞
dqkψ
∗
γk
(qk)ψαk(qk) =
√
2eγk
1 + e2γk
e
− e2γk
1+e2γk
αk . (A.20)
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Using the expression for the coherent state given in Eq. (A.8) we can also write
∞∑
nk=0
αnkk√
nk!
〈nk|γk〉 =
√
2eγk
1 + e2γk
e
1−e2γk
2(1+e2γk)
αk
. (A.21)
Expanding the right-hand side of Eq. (A.21) as a Taylor series in terms of αk one obtains
∞∑
nk=0
αnkk√
nk!
〈nk|γk〉 =
√
2eγk
1 + e2γk
∞∑
m=0
(
1− e2γk
2 (1 + e2γk)
)m
α2mk
m!
. (A.22)
For the identity to hold for any αk, the series must be equal term by term. Setting nk = 2m
〈2m|γk〉 =
√
2eγk
1 + e2γk
(
1− e2γk
2 (1 + e2γk)
)m √
(2m)!
m!
. (A.23)
Therefore we can write the squeezed vacuum state as
|γk〉 =
√
2eγk
1 + e2γk
∞∑
m=0
(
1− e2γk
2 (1 + e2γk)
)m √
(2m)!
m!
|2m〉
=
√
1
cosh γk
∞∑
m=0
(−1)m tanh γkm
√
(2m)!
2mm!
|2m〉
=
√
1
cosh γk
∞∑
m=0
(−1)m tanh γkm
√
(2m)!
2mm!
(
aˆ†
2
k
)m
|0〉, (A.24)
where we have used the following identities: 2e
γk
1+e2γk
= 1
cosh γk
and 1−e
2γk
1+e2γk
= − tanh γk. Com-
paring Eqs. (A.19) and (A.24), one can identify a series expansion of the squeezing operator
Sˆ(γk) as
Sˆ(γk) = e
γk
2
(
aˆ2k−aˆ†
2
k
)
=
√
1
cosh γk
∞∑
m=0
(−1)m(tanh γk)m
√
(2m)!
2mm!
(
aˆ†
2
k
)m
. (A.25)
Resumming the series on the right-hand side of Eq. (A.25), an alternative expression of the
squeezing operator can be written as
Sˆ(γk) =
1√
cosh γk
e−
1
2
tanh γkaˆ
†2
k . (A.26)
Appendix B
Hamiltonian of the electromagnetic field
of a resonant cavity with moving
boundaries
Let us consider a one-dimensional cavity with a moving wall. We closely follow the derivation
of Ref. [82]. The Lagrangian of the system is
L(x, t) = 1
2
[
(x, t)
(
∂A(x, t)
∂t
)2
−
(
∂A(x, t)
∂x
)2]
, (B.1)
where A(x, t) is the vector potential and (x, t) is the dielectric permittivity of the cavity.
The Lagrangian (B.1) gives the equation of motion as found in Eq. (2.5)
∂
∂t
(
(x, t)
∂A(x, t)
∂t
)
=
∂2A(x, t)
∂x2
, (B.2)
with the boundary condition for A(x, t)
A(0, t) = A (l(t), t) = 0, (B.3)
where l(t) is the time-dependent position of the moving cavity wall. To take this time-
dependent boundary condition into account, Ref. [82] follows a different approach to the
quantization of the vector potential. In fact, it is not possible to use separation of variables
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to solve Eq. (B.2) in this case. First, we promote the vector potential A(x, t) to the operator
Aˆ(x, t) with the commutation relations[
Aˆ(x, t), Aˆ(x′, t)
]
= [pˆi(x, t), pˆi(x′, t)] = 0,[
Aˆ(x, t), pˆi(x′, t)
]
= iδ(x− x′), (B.4)
where pˆi(x, t) = (x, t)∂Aˆ(x,t)
∂t
is the conjugate momentum with respect to Aˆ(x, t) which is
obtained from the Lagrangian. At each instant of time t, an instantaneous set of mode
functions {φk(x, t)} can be defined. These mode functions satisfy the equation
∂2φk(x, t)
∂x2
+ (x, t)ω2k(t)φk(x, t) = 0, (B.5)
with boundary condition
φk(0, t) = φk (l(t), t) = 0, (B.6)
and eigenvalues ωk(t). These mode functions make up an orthonormal and complete basis
for the system at each time t. Therefore, it is possible to express the field operator Aˆ and
its conjugate momentum pˆi in terms of these modes
Aˆ(x, t) =
∑
k
Qˆk(t)φk(x, t),
pˆi(x, t) = (x, t)
∑
k
Pˆk(t)φk(x, t), (B.7)
where Qˆk(t) and Pˆk(t) are defined as
Qˆk(t) =
∫ l(t)
0
dx (x, t)Aˆ(x, t)φk(x, t),
Pˆk(t) =
∫ l(t)
0
dx pˆi(x, t)φk(x, t). (B.8)
Because of the commutation relations (B.4) that hold for Aˆ and pˆi, corresponding commu-
tation relations for Qˆk and Pˆj hold as well[
Qˆk(t), Qˆj(, t)
]
=
[
Pˆk(t), Pˆj(t)
]
= 0,[
Qˆk(t), Pˆj(t)
]
= iδkj. (B.9)
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The Heisenberg equations for the operators Qˆk(t) and Pˆk(t) can be found by differentiating
Eqs. (B.8) with respect to time
dQˆk(t)
dt
= Pˆk +
∑
j
Gk,j(t)Qˆj(t),
dPˆk(t)
dt
= −ω2k(t)Qˆk −
∑
k
Gj,k(t)Pˆj(t), (B.10)
withGk,j(t) = −
∫ l(t)
0
dx (x, t)φk(x, t)
∂φj(x,t)
∂t
. The Hamiltonian of the system can be deduced
from the Heisenberg equations (B.10)
Hˆeff =
1
2
∑
k
Pˆ 2k + ωk(t)Qˆ
2
k +Gk,k(t)
(
PˆkQˆk + QˆkPˆk
)
+
∑
j,k,j 6=k
Gk,jPˆkQˆj. (B.11)
Introducing the instantaneous creation and annihilation operators
aˆ†k =
1√
2ωk(t)
(
ωk(t)Qˆk − iPˆk(t)
)
,
aˆk =
1√
2ωk(t)
(
ωk(t)Qˆk + iPˆk(t)
)
, (B.12)
a quantum mechanical Hamiltonian in the Fock space can be given. In particular, assuming
uniform dielectric permittivity, from the Hamiltonian (B.11) we get
Hˆeff =
∑
k
ωk(t)aˆ
†
kaˆk +
i
4ωk(t)
dωk(t)
dt
(
aˆ†
2
k − aˆ2k
)
. (B.13)
Appendix C
Dissipative dynamics of a qubit coupled
to a harmonic oscillator
Let us consider the case of a system made from a qubit coupled to a harmonic oscillator.
The Hamiltonian can be obtained from Eq. (3.1) by considering N = 1
HˆS = ~ωraˆ†aˆ+
1
2
~ω0σˆz + ~g (t)
(
σˆ+ + σˆ−
) (
aˆ+ aˆ†
)
. (C.1)
We treat the dissipation mechanisms of the qubits and the harmonic oscillator as independent
of each other. For this reason, in our treatment we will model the two different relaxation
channels as separate baths for the qubit and the harmonic oscillator. This means that
we consider the qubit as interacting with a bath with certain parameters and the harmonic
oscillator as interacting with another independent bath characterized by different parameters.
Next, the assumption that the bath can be treated as a collection of harmonic oscillators
and two-level systems is made. The validity of this assumption depends on the physical
realization of the composite system of interest. The Hamiltonian of the bath reads
HˆB =
∞∑
j=1
~ωTLSj cˆ
†
j cˆj + ~ωj bˆ
†
j bˆj, (C.2)
where cˆj and cˆ†j are the annihilation and creation operators for the two-level system with
123
APPENDIX C. DISSIPATIVE DYNAMICS 124
transition frequency ωTLSj , while bˆj and bˆ
†
j are the annihilation and creation operators for
harmonic oscillators with frequency ωj. Thus the qubit and the oscillator are taken to be
coupled to two independent baths. The motivation comes from a possible physical realization
of the system with superconducting circuits where the qubit couples to the infinite set of
modes of the cavity and the resonant mode of the cavity couples to the two-level systems
present at the interface of the cavity with the substrate.
The system-bath interaction Hamiltonian is
HˆSB =
∞∑
j=1
~gj aˆcˆ†j + ~g∗j aˆ†cˆj + ~kjσˆ−bˆ
†
j + ~k∗j σˆ+bˆj, (C.3)
where gj and kj are coupling strengths between the oscillator and the bath and the qubit
and bath, respectively. The system and bath operators in the interaction picture become
ˆ˜a (t) = aˆe−iωct, (C.4)
ˆ˜σ− (t) = σˆ−e−iω0t, (C.5)
ˆ˜cj (t) = cˆje
−iωTLSj t, (C.6)
ˆ˜bj (t) = bˆje
−iωjt. (C.7)
Substituting the expression of H˜SB (t) in Eq. (C.3) transformed to the interaction picture
into Eq. (3.44) one obtains
d ˆ˜ρS (t)
dt
= −α2
∫ t
0
dt′ trB
{[ ∞∑
j=1
(
gj ˆ˜a (t) ˆ˜c
†
j (t) + g
∗
j
ˆ˜a† (t) ˆ˜cj (t) + kj ˆ˜σ− (t)
ˆ˜b†j (t) + k
∗
j
ˆ˜σ+ (t) ˆ˜bj (t)
)
,[ ∞∑
l=1
(
glˆ˜a (t
′) ˆ˜c†l (t
′) + g∗l ˆ˜a
† (t′) ˆ˜cl (t′) + kl ˆ˜σ− (t′)
ˆ˜b†l (t
′) + k∗l ˆ˜σ
+ (t′) ˆ˜bl (t′)
)
, ˆ˜ρ (t)
]]}
.
(C.8)
It is possible to redefine the coefficients gj and kj to absorb the coupling constant α. By
taking
g˜∗j = αg
∗
j ,
k˜∗j = αk
∗
j . (C.9)
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Also defining
ˆ˜C =
∞∑
j=1
g˜∗j ˆ˜cj, (C.10)
ˆ˜B =
∞∑
j=1
k˜∗j
ˆ˜bj, (C.11)
we get
d ˆ˜ρS (t)
dt
= −
∫ t
0
dt′trB
{[(
ˆ˜a (t) ˆ˜C† (t) + ˆ˜a† (t) ˆ˜C (t) + ˆ˜σ− (t) ˆ˜B† (t) + ˆ˜σ+ (t) ˆ˜B (t)
)
,[(
ˆ˜a (t′) ˆ˜C† (t′) + ˆ˜a† (t′) ˆ˜C (t′) + ˆ˜σ− (t′) ˆ˜B† (t′) + ˆ˜σ+ (t′) ˆ˜B (t′)
)
, ˆ˜ρ (t)
]]}
.
(C.12)
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Expanding the commutation relations, one obtains the following master equation
d ˆ˜ρS (t)
dt
= −
∫ t
0
dt′
(
aˆaˆ† ˆ˜ρS (t)− aˆ† ˆ˜ρS (t) aˆ
)
e−iωc(t−t
′)trB
{
ˆ˜C† (t) ˆ˜C (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) aˆ
†aˆ− aˆ ˆ˜ρS (t) aˆ†
)
e−iωc(t−t
′)trB
{
ˆ˜C (t′) ˆ˜C† (t) ˆ˜ρB
}
+
+
(
aˆ†aˆ ˆ˜ρS (t)− aˆ ˆ˜ρS (t) aˆ†
)
e+iωc(t−t
′)trB
{
ˆ˜C (t) ˆ˜C† (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) aˆaˆ
† − aˆ† ˆ˜ρS (t) aˆ
)
e+iωc(t−t
′)trB
{
ˆ˜C† (t′) ˆ˜C (t) ˆ˜ρB
}
+
+
(
aˆσˆ+ ˆ˜ρS (t)− σˆ+ ˆ˜ρS (t) aˆ
)
e−i(ωct−ω0t
′)trB
{
ˆ˜C† (t) ˆ˜B (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) σˆ
+aˆ− aˆ ˆ˜ρS (t) σˆ+
)
e−i(ωct−ω0t
′)trB
{
ˆ˜B (t′) ˆ˜C† (t) ˆ˜ρB
}
+
+
(
aˆ†σˆ− ˆ˜ρS (t)− σˆ− ˆ˜ρS (t) aˆ†
)
e+i(ωct−ω0t
′)trB
{
ˆ˜C (t) ˆ˜B† (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) σˆ
−aˆ† − aˆ† ˆ˜ρS (t) σˆ−
)
e+i(ωct−ω0t
′)trB
{
ˆ˜B† (t′) ˆ˜C (t) ˆ˜ρB
}
+
+
(
σˆ−aˆ† ˆ˜ρS (t)− aˆ† ˆ˜ρS (t) σˆ−
)
e−i(ω0t−ωct
′)trB
{
ˆ˜B† (t) ˆ˜C (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) aˆ
†σˆ− − σˆ− ˆ˜ρS (t) aˆ†
)
e−i(ω0t−ωct
′)trB
{
ˆ˜C (t′) ˆ˜B† (t) ˆ˜ρB
}
+
+
(
σˆ+aˆ ˆ˜ρS (t)− aˆ ˆ˜ρS (t) σˆ+
)
e+i(ω0t−ωct
′)trB
{
ˆ˜B (t) ˆ˜C† (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) aˆσˆ
+ − σˆ+ ˆ˜ρS (t) aˆ
)
e+i(ω0t−ωct
′)trB
{
ˆ˜C† (t′) ˆ˜B (t) ˆ˜ρB
}
+
+
(
σˆ−σˆ+ ˆ˜ρS (t)− σˆ+ ˆ˜ρS (t) σˆ−
)
e−iω0(t−t
′)trB
{
ˆ˜B† (t) ˆ˜B (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) σˆ
+σˆ− − σˆ− ˆ˜ρS (t) σˆ+
)
e−iω0(t−t
′)trB
{
ˆ˜B (t′) ˆ˜B† (t) ˆ˜ρB
}
+
+
(
σˆ+σˆ− ˆ˜ρS (t)− σˆ− ˆ˜ρS (t) σˆ+
)
e+iω0(t−t
′)trB
{
ˆ˜B (t) ˆ˜B† (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) σˆ
−σˆ+ − σˆ+ ˆ˜ρS (t) σˆ−
)
e+iω0(t−t
′)trB
{
ˆ˜B† (t′) ˆ˜B (t) ˆ˜ρB
}
. (C.13)
In the case where the two system interact with two separate baths, Eq. (C.13) can be
heavily simplified because all the terms with mixed bath operators in the trace, such as
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trB
{
ˆ˜C (t′) ˆ˜B† (t) ˆ˜ρB
}
, are zero due to commutation relations. This leads to
d ˆ˜ρS (t)
dt
= −
∫ t
0
dt′
(
ˆ˜ρS (t) aˆ
†aˆ− aˆ ˆ˜ρS (t) aˆ†
)
e−iωc(t−t
′)trB
{
ˆ˜C (t′) ˆ˜C† (t) ˆ˜ρB
}
+
+
(
aˆ†aˆ ˆ˜ρS (t)− aˆ ˆ˜ρS (t) aˆ†
)
e+iωc(t−t
′)trB
{
ˆ˜C (t) ˆ˜C† (t′) ˆ˜ρB
}
+
+
(
ˆ˜ρS (t) σˆ
+σˆ− − σˆ− ˆ˜ρS (t) σˆ+
)
e−iω0(t−t
′)trB
{
ˆ˜B (t′) ˆ˜B† (t) ˆ˜ρB
}
+
+
(
σˆ+σˆ− ˆ˜ρS (t)− σˆ− ˆ˜ρS (t) σˆ+
)
e+iω0(t−t
′)trB
{
ˆ˜B (t) ˆ˜B† (t′) ˆ˜ρB
}
. (C.14)
Defining
Fr (t) ≡
∫ t
0
dt′e−iωc(t−t
′)trB
{
ˆ˜C (t) ˆ˜C† (t′) ˆ˜ρB
}
,
F ∗r (t) ≡
∫ t
0
dt′e+iωc(t−t
′)trB
{
ˆ˜C (t′) ˆ˜C† (t) ˆ˜ρB
}
,
F0 (t) ≡
∫ t
0
dt′e−iω0(t−t
′)trB
{
ˆ˜B (t) ˆ˜B† (t′) ˆ˜ρB
}
,
F ∗0 (t) ≡
∫ t
0
dt′e+iω0(t−t
′)trB
{
ˆ˜B (t′) ˆ˜B† (t) ˆ˜ρB
}
, (C.15)
the Master equation can be written in a more compact form
d ˆ˜ρS (t)
dt
= −Fr (t)
(
ˆ˜ρS (t) aˆ
†aˆ− aˆ ˆ˜ρS (t) aˆ†
)
− F ∗r (t)
(
aˆ†aˆ ˆ˜ρS (t)− aˆ ˆ˜ρS (t) aˆ†
)
+
−F0 (t)
(
ˆ˜ρS (t) σˆ
+σˆ− − σˆ− ˆ˜ρS (t) σˆ+
)
− F ∗0 (t)
(
σˆ+σˆ− ˆ˜ρS (t)− σˆ− ˆ˜ρS (t) σˆ+
)
.
(C.16)
The equation can be simplified even further by calculating explicitly the coefficients F (t)
where the bath is taken to be in its ground state ˆ˜ρB = (|0〉 |0〉 . . . )⊗ (. . . 〈0| 〈0|).
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As an example, we show how one of the coefficients, Fr (t), can be calculated
Fr (t) ≡
∫ t
0
dt′e−iωc(t−t
′)trB
{
ˆ˜C (t) ˆ˜C† (t′) ˆ˜ρB
}
=
∫ t
0
dt′e−iωc(t−t
′)trB
{
ˆ˜C (t) ˆ˜C† (t′) (|0〉 |0〉 . . . )⊗ (. . . 〈0| 〈0|)
}
=
∫ t
0
dt′e−iωc(t−t
′)
∑
b
〈b| ˆ˜C (t) ˆ˜C† (t′) (|0〉 |0〉 . . . )⊗ (. . . 〈0| 〈0|) |b〉
=
∫ t
0
dt′e−iωc(t−t
′) (. . . 〈0| 〈0|)
∑
b
|b〉 〈b| ˆ˜C (t) ˆ˜C† (t′) (|0〉 |0〉 . . . )
=
∫ t
0
dt′e−iωc(t−t
′) (. . . 〈0| 〈0|)
∞∑
j
g˜∗j cˆje
−iωTLSj t
∞∑
l
g˜lcˆ
†
l e
+iωTLSl t
′
(|0〉 |0〉 . . . )
=
∫ t
0
dt′e−iωc(t−t
′)
∞∑
j,l
g˜∗j g˜le
−i(ωTLSj t−ωTLSl t′) (. . . 〈0| 〈0|) cˆj cˆ†l (|0〉 |0〉 . . . )
=
∫ t
0
dt′e−iωc(t−t
′)
∞∑
j
|g˜j|2e−iωTLSj (t−t′)
=
∞∑
j
|g˜j|2
∫ t
0
dt′e−iω¯j(t−t
′), (C.17)
where ω¯j = ωc+ωTLSj and we have used the anti-commutation relations for the fermionic bath
operators
{
cˆj, cˆ
†
l
}
= δjl. Once the integral is calculated, one finds the following expression
for Fr (t)
Fr (t) =
∞∑
j
|g˜j|2
[
piδ (ω¯j)− iP 1
ω¯j
]
, (C.18)
where P stands for Cauchy’s Principal value. Going to the continuum by introducing the
density of states Jr (ω) =
∑∞
j |g˜j|2δ (ω − ω¯j), we write
Fr (t) = pi
∫ ∞
0
dωJr (ω) δ (ω)− iP
∫ ∞
0
dω
Jr (ω)
ω
. (C.19)
The latter expression can be written in a more compact form
Fr (t) =
κ+ ir
2
, (C.20)
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where
κ ≡ 2pi
∫ ∞
0
dωJr (ω) δ (ω) = 2piα
2
∞∑
j
|gj|2δ (ω¯j) , (C.21)
giving a relaxation time for the harmonic oscillator
Tr =
1
κ
=
1
2pi
∫∞
0
dωJr (ω) δ (ω)
=
1
2piα2
∑∞
j |gj|2δ (ω¯j)
, (C.22)
where
r ≡ −2P
∫ ∞
0
dω
Jr (ω)
ω
. (C.23)
The same steps are valid for the coefficient F0 (t) with a few differences due to the labeling
of some quantities (for example, gj is kj and ωc is ω0) and the use of commutation relations
for the bosonic bath operators bˆj. These steps are shown below for completeness.
F0 (t) ≡
∫ t
0
dt′e−iωc(t−t
′)trB
{
ˆ˜B (t) ˆ˜B† (t′) ˆ˜ρB
}
=
∫ t
0
dt′e−iωc(t−t
′)trB
{
ˆ˜B (t) ˆ˜B† (t′) (|0〉 |0〉 . . . )⊗ (. . . 〈0| 〈0|)
}
=
∫ t
0
dt′e−iωc(t−t
′)
∑
b
〈b| ˆ˜B (t) ˆ˜B† (t′) (|0〉 |0〉 . . . )⊗ (. . . 〈0| 〈0|) |b〉
=
∫ t
0
dt′e−iωc(t−t
′) (. . . 〈0| 〈0|)
∑
b
|b〉 〈b| ˆ˜B (t) ˆ˜B† (t′) (|0〉 |0〉 . . . )
=
∫ t
0
dt′e−iωc(t−t
′) (. . . 〈0| 〈0|)
∞∑
j
k˜∗j bˆje
−iωjt
∞∑
l
k˜lbˆ
†
l e
+iωlt
′
(|0〉 |0〉 . . . )
=
∫ t
0
dt′e−iωc(t−t
′)
∞∑
j,l
k˜∗j k˜le
−i(ωjt−ωlt′) (. . . 〈0| 〈0|) bˆj bˆ†l (|0〉 |0〉 . . . )
=
∫ t
0
dt′e−iωc(t−t
′)
∞∑
j
|k˜j|2e−iωj(t−t′)
=
∞∑
j
|k˜j|2
∫ t
0
dt′e−iω˜j(t−t
′), (C.24)
where ω˜j = ωc + ωj and we have used the commutation relations for the bosonic bath
operators
[
bˆj, bˆ
†
l
]
= δjl. Once the integral is calculated, one finds the following formula for
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F0 (t)
F0 (t) =
∞∑
j
|k˜j|2
[
piδ (ω˜j)− iP 1
ω˜j
]
, (C.25)
where P stands for Cauchy’s Principal value. Going to the continuum by introducing the
density of states J0 (ω) =
∑∞
j |k˜j|2δ (ω − ω˜j), we write
F0 (t) = pi
∫ ∞
0
dωJ0 (ω) δ (ω)− iP
∫ ∞
0
dω
J0 (ω)
ω
. (C.26)
The latter expression can be written in a more compact form
F0 (t) =
γ0 + i0
2
, (C.27)
where
γ0 ≡ 2pi
∫ ∞
0
dωJ0 (ω) δ (ω) = 2piα
2
∞∑
j
|kj|2δ (ω˜j) , (C.28)
which gives a relaxation time for the qubit
T0 =
1
γ0
=
1
2pi
∫∞
0
dωJ0 (ω) δ (ω)
=
1
2piα2
∑∞
j |kj|2δ (ω˜j)
, (C.29)
and
0 ≡ −2P
∫ ∞
0
dω
J0 (ω)
ω
. (C.30)
If the densities of states Jr (ω) and J0 (ω) are such to give r = 0 = 0, for instance, this
is true for a Lorentzian density of states, then the final form of the master equation in the
interaction picture is
d ˆ˜ρS (t)
dt
=
κ
2
(
2aˆ ˆ˜ρS (t) aˆ
† − aˆ†aˆ ˆ˜ρS (t)− ˆ˜ρS (t) aˆ†aˆ
)
+
+
γ0
2
(
2σˆ− ˆ˜ρS (t) σˆ+ − σˆ+σˆ− ˆ˜ρS (t)− ˆ˜ρS (t) σˆ+σˆ−
)
. (C.31)
Going back to the Schrödinger picture we find
dρˆS
dt
= −i
[
HˆS, ρˆS
]
+
κ
2
(
2aˆρˆS aˆ
† − aˆ†aˆρˆS − ρˆS aˆ†aˆ
)
+
+
γ0
2
(
2σˆ−ρˆSσˆ+ − σˆ+σˆ−ρˆS − ρˆSσˆ+σˆ−
)
. (C.32)
Appendix D
Shor’s algorithm
Shor’s factoring algorithm [127] is the most well-known example of a quantum algorithm
outperforming the best known classical algorithms. The algorithm allows to factor a number
N which is the product of two prime numbers N = p · q, in polynomial time. This is possible
thanks to a theorem in number theory which turns the problem of finding factors into the
problem of finding the period of a periodic function. Using the quantum Fourier transform
(QFT), one can then find the period of this function with high probability and complete the
factorization.
The problem of factoring numbers has been studied for centuries and no efficient (polyno-
mial time) algorithm has ever been found. The difficulty of factoring numbers is the basis on
which the most widespread encryption standard, the RSA, is based. Therefore, an algorithm
which is capable of factoring numbers efficiently could have a huge impact on the security
of electronic based interactions. The discovery of this algorithm by Peter Shor in 1994, led
to the explosion of the field of quantum computation because of its important application.
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D.1 Mathematical preliminaries
D.1.1 Modular arithmetic
When division between integers a (the dividend) and b (the divisor) is taught for the first
time, one is usually introduced to the idea of quotient q and remainder r. The quotient is
the number of times the dividend a contains the divisor b, the remainder is any left-over
that added to the product of the quotient by the divisor returns the dividend, r+ q × b = a
or r = a − q × b. By looking at the division between integers in this way, one can easily
understand the fundamentals of modular arithmetic. Modular arithmetic is a set of rules
for handling operations between integer numbers. In modular arithmetic, integers multiple
of a fixed number N are considered equivalent. Thus, by selecting an integer N , the set of
all integers is restricted to the integers in the interval [0, N − 1]. To visualize this, one can
think about a twelve-hours clock. In a clock, the only integers allowed lie in the interval
[0, 11], once this interval is exceeded one goes back to the beginning of the interval. Thus,
9 + 5 = 2 (mod 12). More formally, two integers a and b are congruent modulo N if their
difference a− b is an integer multiple of N . That is, a− b = s ·N , where s is an integer, then
a ≡ b (modN). Equivalently, if a ≡ b (modN), then a−b
N
has zero remainder. Or, b (modN)
is the remainder of the division b
N
= a. Thus, both numbers have the same remainder when
divided by N .
D.1.2 Continued fraction algorithm
The continued fraction algorithm is used to reduce a fraction m
n
to another fraction u
t
. In
general, the algorithm allows to rewrite any irrational number as a finite/infinite sum of
an integer part plus the reciprocal of a number. So, consider the fraction m
n
, its continued
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fraction expansion is
m
n
= a0 +
1
a1 +
1
a2+
1
a3+
1
1+ 1
a4+
1
a5+
1
...
. (D.1)
Using the integers ai, one can rewrite the fraction mn as
u
t
. To find ui and ti one can use the
following formulas:
u0 = a0, u1 = 1 + a0a1, . . . , un = andn + dn−2
t0 = 1, t1 = a1, . . . , tn = antn−1 + tn−2. (D.2)
Which then give the possible approximations for m
n
:
m
n
≈ u0
t0
,
m
n
≈ u1
t1
, . . . ,
m
n
≈ un
tn
. (D.3)
D.2 Factoring and order finding
The possibility of running an efficient algorithm for factoring a product of two prime number
arises from: i. the connection between factoring and order finding, ii. the ability of quantum
computers to deal efficiently with periodic functions. In this Section, the connection between
the problem of factoring and the problem of finding the period of a periodic function, also
called order finding is explained. It is important to note that this equivalence holds in the
realm of modular arithmetic. Let us start from the concept of order of a number. Given an
integer a, the order of a is the smallest integer number r for which the following condition
holds
ar (mod N) = 1. (D.4)
Example: Consider the case a = 2 and N = 21, let us find the order of a by trying
different exponents r sequentially until we find the one for which condition (1) is satisfied:
21 (mod 21) = 2, 22 (mod 21) = 4, 23 (mod 21) = 8, 24 (mod 21) = 16, 25 (mod 21) = 11,
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26 (mod 21) = 1. Therefore, the order of a = 2 is r = 6.
Now that we have clarified what is the order of a number, let us explore the connection
between order finding and factoring. Start by rewriting Eq. (D.4) as ar−1 modN = 0, which
means that ar− 1 is a multiple of N . Assuming that r is even, we can write ar− 1 modN =(
a
r
2 − 1) (a r2 + 1) modN . Finally, we check whether a r2 − 1 or a r2 + 1 shares any factors
with N . This can be checked by tacking the greatest common divisor (gcd) of them, which
outputs the biggest number that divides both inputs. If the output of gcd
(
a
r
2 ± 1, N) is
greater than one, than that’s one of the factors. The other one being N/gcd
(
a
r
2 ± 1, N).
Example: Again consider the case a = 2 and N = 21, in the previous example we found
that the order is r = 6. Let us now show how to find the two prime factors whose product
gives 21. 26−1(mod, 21) = (23 + 1) (23 − 1) (mod, 21). We need to check if the two numbers
(23 + 1) = 9 and (23 − 1) = 7 have any factors in common with 21. Let’s start by checking
(23 + 1): gcd (9, 21) = 3. We obtained a gcd 6= 1, which means that there is a common factor
between a
r
2 +1 andN . We can now calculate the first factor of 21. factor1 = 21gcd(9,21) =
21
3
= 7.
The second factor follows immediately from factor2 = 21factor1 =
21
7
= 3. Therefore, we find
the two prime factors whose product is N = 21, factor1 = 7 and factor2 = 3. Thus, the
order of a = 2 is r = 6.
It’s important to notice that several assumptions are needed to translate the problem of
factoring to the one of order finding. These are "weak points" of the algorithm, which fails
to produce the correct result each time one of these assumptions is violated.
D.3 Quantum Fourier transform
The Quantum Fourier Transform (QFT) is the heart of Shor’s factoring algorithm [127]. The
QFT allows to compute the Fourier transform of a quantum state. This means that we can
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rewrite a generic state of a qubit register as a superposition of all the possible basis state
vectors of the register, with a certain phase. The QFT of one of the basis states |i〉 of an n
qubit register is
QFT |j〉 = 1
2n/2
2n−1∑
k=0
e
2pii
2n
jk|k〉. (D.5)
The QFT on a generic state can then be derived from this definition
QFT
2n−1∑
j=0
xj|j〉 =
2n−1∑
k=0
2n−1∑
l=0
xle
2pii
2n
lk|k〉. (D.6)
By writing the basis state |j〉 in binary representation we adopt the following convention:
|j1j2...jn〉 correspond to j = j12n−1 + j22n−2...jn20. Following the same convention, we can
also write numbers smaller than one as 0.j1j2...jn meaning j1/20 + j2/21 + ...+ jn/2n a it is
possible to rewrite the QFT in a very simple form
QFT |j〉 = 1
2n/2
2n−1∑
k=0
e2piijk/2
n|k〉 = 1
2n/2
1∑
k1=0
. . .
1∑
kn=0
e2pii(
∑n
l=1 kl2
−l)j|k1 . . . kn〉
=
1
2n/2
1∑
k1=0
. . .
1∑
kn=0
n⊗
l=0
e2piijkl2
−l |kl〉 = 1
2n/2
n⊗
l=1
(
|0〉+ e2piij2−l |1〉
)
=
1
2n/2
(|0〉+ e2pii[0.jn]|1〉)⊗ (|0〉+ e2pii[0.jn−1jn]|1〉)⊗ . . .⊗ (|0〉+ e2pii[0.j1j2...jn−1jn]|1〉) .
(D.7)
By writing the QFT in this way, it is easy to find a circuit which implements it. The QFT
turns out to be composed of very simple gates such as Hadamard and control-rotations
around the z-axis between pairs of qubits CRk.
CRk =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e2pii/2
k

.
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Figure D.1: Quantum circuit for the Quantum Fourier Transform.
Figure D.2: Quantum circuit for Shor’s algorithm.
D.4 Description of the algorithm
Shor’s algorithm exploits both classical and quantum computation. Classical operations are
carried out in steps where an efficient classical algorithm exists, while quantum operations
are used to find the periodicity of the function needed to factor N . Here we present an
outline of the algorithm.
To run the algorithm, we need two quantum registers. One contains the order or period,
called period register, and the other contains the results of the computation, called com-
putational register. The size of both registers depends on the number N to be factored.
In particular, the period register should contain a number of qubits np in the interval
2logN ≤ np 2log(2N) and the computational register should be large enough to be able
to represent the number N − 1, thus nq = log(N − 1).
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First, one needs to check if N is even. If N is even, one of the factor is 2 and the other is
N/2. If N is odd, a base a is picked randomly among the numbers from 0 to N − 1. Then,
check if a is a factor of N , by checking if gcd(a,N) 6= 1. If a is has a common divisor with
N , then one factor is given by gcd(a,N) and the other by N/gcd(a,N). If a is co-prime
with N ( gcd(a,N) = 1 ) then one needs to compute the function ax mod N , the modular
exponentiation function (MEF), for x = 1, 2, 3, ..Q− 1 where N2 ≤ Q < 2N2 and Q = 2np .
At the beginning of the quantum algorithm used to compute the MEF we need two regis-
ters initialized to zero |00 . . . 0〉|00 . . . 0〉. The first register also known as the period register
will stores all the possible values of the exponent x by creating a uniform superposition of
all possible bit strings through Hadamard gates on all qubits 1√
Q
∑Q−1
x=0 |x〉, and the second
register, called the computational register will store the results of the MEF ax mod N , |ax
mod N〉. Thus, after the first step, one has
1√
Q
Q−1∑
x=0
|x〉|ax (mod N)〉. (D.8)
Then, we apply the quantum Fourier transform (QFT) to the first register, so that |x〉 →
1√
Q
∑Q−1
s=0 e
2piisx
Q |s〉. As a result of the QFT, interference between all the possible states
occurs and only the periodic ones survive. That is, if one measures the first register, one
will see a value of s such that sx
Q
is an integer d when x a multiple of the period r. Which
means that s
Q
= d
r
. By knowing the fraction s
Q
one can find the value of r through the
continued fraction algorithm. Now, if r is odd or r = 0, the algorithm fails and one needs
to restart by picking a different base a. If r is even, one can factorize ar − 1 (mod N) into(
a
r
2 − 1) (a r2 + 1) (mod N). The final step is to check if a r2 +1 (modN) 6= −1. If that’s true,
then gcd
(
a
r
2 + 1, N
)
will be the first factor and gcd
(
a
r
2 − 1, N) the other. The execution of
this version of the algorithm requires n = log2 (N) qubits in the computational register to
perform the modular exponentiation and another 2n qubits in the period register to perform
the QFT. Thus, the algorithm requires a total number of 3n qubits.
APPENDIX D. SHOR’S ALGORITHM 138
D.5 Example of Shor’s factoring algorithm
Let us see here an example of Shor’s factoring algorithm for N = 21. Since 21 needs five
bits to be represented in binary, we need at least log2Q = 2 · 5 qubits for factoring.
1. Check if N = 21 is even: 21mod 2 = 1, N is not even.
2. Pick a base a at random. Let’s say a = 2.
3. Check if a has any common factors with N : gcd (a,N) = 1, it doesn’t.
4. Initialize two qubit registers with np = 2 × 5 = 10 qubits, as 5 qubits are needed to
represent 21 in binary. We call the first register the period register and the second
register the computational register
|ψ〉 = |0〉⊗5p |0〉⊗5q . (D.9)
5. Apply Hadamard gate on all ther qubits of the first register to create a uniform super-
position of all 25 possible values
|ψ〉 = 1√
25
25−1∑
x=0
|x〉p|0〉q. (D.10)
6. Apply the modular exponentiation function axmodN on the second register, for each
of the stored value of x in the first register.
|ψ〉 = 1√
1024
1023∑
x=0
|x〉p|2x (mod 21)〉q
=
1√
1024
(|0〉p|1〉q + |1〉p|2〉q + |2〉p|4〉q + |3〉p|8〉q + |4〉p|16〉q+
+|5〉p|11〉q + |6〉p|1〉q + |7〉p|2〉q + |8〉p|4〉q...) . (D.11)
By looking at the values stored in the second register, we can find out what is their
periodicity. In particular, it can be seen that the values start repeating with order
r = 6 (value of the first register). However, we need to do a few more steps to allow
the quantum computer to find the answer by itself.
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To simplify the example, we will adopt the “principle of implicit measurement”: without
loss of generality, any qubits which are not measured at the end of the quantum circuit
may be assumed to be measured. Thus, let us use the principle of implicit measurement
on the second register. Since each term of the superposition has equal weight, each
outcome is equally likely, therefore one will see one of the following values: |1〉q , |2〉q,
|4〉q, |8〉q, |16〉q, |11〉q; with probability 1/6. Assume that the state |4〉q is measured,
then we are left with the composite state:
|ψ〉 =
√
6√
1024
(|2〉p|4〉q + |8〉p|4〉q + |14〉p|4〉q + |20〉p|4〉q...) . (D.12)
7. Apply the QFT to the first register
|x〉p → 1√
1024
1023∑
s=0
e2pii
sx
1024 |s〉p. (D.13)
Which transform each of the terms in the period register as:
|2〉p → 1√
1024
1023∑
s=0
e2pii
2s
1024 |s〉p,
|8〉p → 1√
1024
1023∑
s=0
e2pii
8s
1024 |s〉p,
|14〉p → 1√
1024
1023∑
s=0
e2pii
14s
1024 |s〉p,
|20〉p → 1√
1024
1023∑
s=0
e2pii
20s
1024 |s〉p.
. . . (D.14)
So, we can write:
|ψ〉 =
√
6
1024
1023∑
s=0
(
e2pii
2s
1024 + e2pii
8s
1024 + e2pii
14s
1024 + e2pii
20s
1024 ...
)
|s〉p|4〉q
=
√
6
1024
1023∑
s=0
e2pii
2s
1024
(
1 + e2pii
6s
1024 + e2pii
12s
1024 + e2pii
18s
1024 ...
)
|s〉p|4〉q. (D.15)
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8. Measure the period register. The probability of finding a certain value |s〉p is:
P(s) =
∣∣∣∣∣
√
6
1024
e2pii
2s
1024
(
1 + e2pii
6s
1024 + e2pii
12s
1024 + e2pii
18s
1024 ...
)∣∣∣∣∣
2
. (D.16)
Because of the possible sign difference between all different terms, the values of s which
have the highest likelihood to be observed are the ones for which the phase terms all
have the same sign and they add up. That is, s
1024
= d
6
, where d is an integer. Therefore,
a value s = 1024·d
6
where d = 1, 2, 3, ... will most likely be observed. Let us assume that
the value s = 853 is measured.
9. To find the period from the value of s measured, one then uses the continued fraction
algorithm in the following way: we find the fraction d
r
which approximates the fraction
s
Q
to a fixed precision 2×Q ∣∣∣∣ 8531024 − dr
∣∣∣∣ < 12048 . (D.17)
So, let’s find d and r with the continued fraction algorithm:
853
1024
= 0 +
1
1 + 1
4+ 1
1+ 1
1+ 1
1+ 1
84+ 12
, (D.18)
which gives as possible fractions d
r
: 1
1
, 4
5
, 5
6
, . . . ,
imposing the condition written above, we find that the only fraction satisfying it is
d
r
= 5
6
. Therefore, the period is r = 6.
10. Once the period has been found, we can find the factors of N = 21 almost immediately.
First check if r is even then check if:
a
r
2 + 1 (modN) 6= −1 : 2 62 + 1 (mod 21) = 9. (D.19)
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Therefore the two factors are:
p = gcd
(
a
r
2 + 1, N
)
= gcd (9, 21) = 3,
q = gcd
(
a
r
2 − 1, N) = gcd (7, 21) = 7. (D.20)
Appendix E
Circuits for the modular exponentiation
function
Here we present the procedure used to implement the MEF in the experiments for factoring
N = 15, 21 and 35. These were specifically designed to reduce the number of gates to the
minimum and mitigate the effects of noise. To make the approach scalable, one would need
an automatic way to generate the modular exponentiation circuits as proposed in Ref. [130].
The circuits used for the MEF in the experiment for factoring N = 15 are shown in Fig.
E.1. The MEF in the first circuit of Fig. 7.3 shown in Fig. E.1a is the identity operation
for any base a, making it a deterministic step. The output of the first circuit, is then fed
into the second one. As shown in Ref. [130], the MEF here reduces to a very simple circuit
depending on the base a selected for factoring. If the base a is any one of the elements of
the set {4, 11, 14}, the modular exponentiation function is again the identity shown in Fig.
E.1a and this step turns again into a deterministic step. If the base is one of the elements
of the set {2, 7, 8, 13}, the MEF has the same simple circuit for any of these a, which can
be seen from Fig. E.1b. The MEF for the two bases a = 2 and 11 for the third circuit are
given in Figs. E.1c and E.1d, respectively.
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Figure E.1: Modular exponentiation circuits for N = 15. (a) a4 (mod 15) for any a and
a2 (mod 15) for a = 11, (b) a2 (mod 15) for a = {2, 7, 8, 13}, (c) 21 (mod 15) for a = 2, and
(d) 111 (mod 15) for a = 11 .
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Figure E.2: Modular exponentiation circuits for N = 21 with base a = 2. (a) 24 (mod 21),
(b) 22 (mod 21). Depending on the results of the measurement of the period register in the
previous circuits we have: (c) 21 (mod 21) for bit(0) = 0 and bit(1) = 0; (d) 21 (mod 21) for
bit(0) = 1 and bit(1) = 0, (e) 21 (mod 21) for bit(0) = 0 and bit(1) = 1, and (f) 21 (mod 21) for
bit(0) = 1 and bit(1) = 1.
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Figure E.3: Modular exponentiation circuits for N = 35. (a) 44 (mod 35), (b) 42 (mod 35),
(c) 41 (mod 35) .
The circuits of the MEF used in the experiment of factoring N = 21 are presented in Fig.
E.2. The experiment was conducted only with the base a = 2, therefore all circuits have
been designed only for this base. The MEF for the first circuit is shown in Fig. E.2a. For
the second circuit, the MEF in Fig. E.2b was used. In the third circuit, depending on the
values of the bits of the period register measured in the previous stages, different states are
prepared as input. For this reason, different modular exponentiation circuits are designed
according to the results of the measurements of the period register. The various possibilities
are shown in Figs. E.2c, E.2d, E.2e and E.2f corresponding to the four possible outcomes
00, 01, 10 and 11, respectively.
The MEFs implemented in the experiment of factoring N = 35 are depicted in Fig. E.3.
The circuits are designed for the algorithm with base a = 4. The MEF for first, second and
third circuits are shown in Figs. E.3a, E.3b, and E.3c, respectively. In this case, one circuits
which works for any input was designed for the MEF at each stage.
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