A transaction scheduling mechanism is designed for a shared-memory, multi-processor 
Introduction
To profit from the increase in CPU power that parallel computer architectures offer, transactions on databases should be executed concurrently. However, concurrent execution can destroy the consistency of the database, if transactions are incorrectly scheduled. Transactions are only allowed to execute concurrently if the effect is equivalent to a sequential execution of the same transactions.
In real-time systems jobs are scheduled in a different way. While the schedule in a database has to maximise the throughput of transactions, real-time schedules must guarantee that each job is completed before a certain deadline. Soft real-time systems are allowed to miss some deadlines, when the system is overloaded. In hard real-time systems, all deadlines have to be met. We investigate soft real-time systems in this paper.
Real-time databases combine the scheduling constraints from both databases and real-time systems. Scheduling mechanisms have to deal with database consistency and with transaction deadlines. New schedulers must be constructed, as real-time schedulers do not guarantee database consistency, and database schedulers often have poor real-time performance.
Analysis of database schedulers [8, 3, 2, 51 has been restricted to throughput-analysis. The probability that a transaction meets its deadline cannot be derived from the throughput alone.
In this paper we analyse the Single-Queue, StaticLocking (SQSL) scheduler, that schedules transactions in a multi-processor, shared-memory database. See [l] for an extended version. The SQSL scheduler is an adaptation of static locking, and is well suited for analysis. The SQSL scheduler does not use information about deadlines, and the real-time performance drops to zero when the system is overloaded. Several other versions of the SQSL scheduler exist that have a much better real-time performance under high system loads. These schedulers do use deadline information, however an analysis of their response time distribution is more complex. For brevity, these schedulers are not considered in this paper.
Our analysis uses a Markov model to capture the essential behaviour of the system. The mean and variance (and higher moments) of the response time of a transaction are derived. By fitting a distribution to these moments, an excellent approximation is obtained for the probability that a transaction meets its deadline.
System and scheduler
The hardware consists of n independent CPUs that execute transactions. CPUs have access to a shared memory, where the entire database is stored. No disks are attached t o the database.
When transactions arrive at the system they are transferred to the shared memory. We assume that this takes negligible time. 
Markov model
The main-memory database is modeled as a Markov chain. We assume that the arrival of transactions is a Poisson process with parameter A. Furthermore, execution times of transactions are independent and exponentially distributed with rate p. Up to n transactions can be executing at the same time, and the queue is unbounded. We assume that the database stores a fixed number d of data items. Each transaction accesses a data items. All items have an equal probability of being accessed.
The states
Under the above assumptions, the system state is completely described by the tuple (i, j), where i is the number of executing and j the number of waiting transactions.
When the number of executing transactions is lower than the number of available CPUs (i < n) and the number of waiting transactions is positive ( j > 0), the first transaction in the queue has a data conflict with at least one executing transaction. If all CPUs are executing transactions ( i = n), it is unknown whether the first transaction has a data conflict.
Some probabilities
Let B(i) be the probability that a transaction t has a data conflict with one or more out of i executing transactions: 
The Markov property
The processing of transactions can be described by a continuous time Markov chain with state descriptor (i, j ) . This follows from the exponential (thus memoryless) inter-arrival and execution times, the fixed number of items used by each transaction, and the fact that all items have an equal probability of being accessed. The ffuture state of the system depends on the current state (i, j ) and not on the past states: the Markov property holds.
Transitions
We analyse what state transitions are possible in the model. 
Steady state distribution
Let vector ?r denote the steady-state distribution of the Markov model described above. Then ?r(i, j) is the ipA(i -1 I i)B(i -1 + k)II:iiA(i + z).
probability that in the long run the system is in state ( i , j ) . The steady state distribution is used in section 5 to compute the moments of the response time.
Deriving the steady state
Balance equations can be derived from the expressions in the previous section, by applying the "rate out of state ( i , j ) = rate into state ( i , j ) " principle. A transition matrix Q is constructed by combining all transitions defined above. Solving the balance equations (the system QT = 0) gives the steady-state distribution T of the Markov chain.
Usefulness of the steady state
The steady state of the system gives information about the throughput, average queue-lengths and CPU activity. If execution times differ substantially, knowledge of the average execution time is not sufficient to guarantee that deadlines are met. Information about the distribution of the response time is needed.
Response time distribution
The distribution of the response time S o f a transaction is completely described by the moments of the response time. We aim to find E [ S k ] , the k-th moment of S , for and depends on moments of exponentially distributed stochastic variables. This process is described below.
A recursive relation
We follow the path of an arbitrary transaction through the model, from arrival to departure. With a 'path' we mean the states that are reached during the presence of the transaction under consideration. Tuple [ ; , j ] describes the situation where i transactions are in execution and > j transactions are waiting in the queue.
The tuple ( i , j ) refers to the system state as defined before. Define S[i,jl as the time until a transaction t leaves the system, when i transactions are executing, and j -1 transactions are ahead o f t in the queue.
If j = 0, the transaction under consideration is in
execution. When the system is in state ( i , j) after an arrival, S [i,j] is the response time of the newly arrived transaction. Important is the observation that S[i,jl does not depend on transactions that arrive at the system after the transaction under consideration. This follows from the property of the Single-Queue, Static-Locking scheduler: transactions waiting in the queue cannot be overtaken.
Consequently, arrivals of other transactions need not be considered when EISbljl] is computed. Let Xj be the time till the next departure when i transactions are executing ( X i is exponentially distributed with rate ip) . Let p [ i , j~[~, t ] be the probability that the next departure leads to a state with m transactions in Let q r , t ) ( i , j ) be the probability that a transition to state ( i , j ) is caused by an arbitrary transaction t that sees state (r,t) on arrival. An expression for t's response time S is found by conditioning on state ( . , . e)
and by using the PASTA [7] property: S = S[i,jl with
Moments of the response time
The moments of the response time are derived directly from the recursive relation. Two important rules are used to find E[Sk] for k 1 1: Based on these rules, the moments of S can be found using dynamic programming.
6 Fitting the moments
Schassberger proved that each positive stochastic variable can be approximated arbitrarily well by a weighted sum of independent exponentiaIly-distributed variables (see [4] ). We used Schassberger's result to find a mixture of exponentially distributed variables that has the same moments of S. The way this mixture is chosen influences the quality of the approximation. Denote the stochastic variable corresponding to the chosen mixture by S . Then P ( S z), the probability that a transaction meets its deadline, is approximated by P ( 3 L x) . We say the distribution of S is fitted to the moments of S. We used the two-moment fit as described in [6] . The fitting procedure is not given here for reasons of brevity, but it can fit a distribution to any combination of E[SI and E[S2].
Simulation versus fitting
Parameters n = 4, X = and , U = 1 were used to compare our fit results with simulation results. We used moments E [ q and E[S2] from our analysis to approximate P(S 5 x) for z = 1, 3 and 5. Conflict probability B(1) was varied from 0 to 0.230, corresponding with a = 0 to a = 5 in a database with d = 100. We also estimated P(S <_ x) by simulation. Table 1 8 
Concluding remarks
The straightforward scheduling approach of Single Queue Static Locking allows for a thorough analysis. It of the response time of a transaction. To our knowledge, analyses of database schedulers were always restricted to the mean response time. Approximation of the response time distribution by fitting gave promising results, even when only two moments were used.
Analysis was possible because of the specific nature of the SQSL scheduler, combined with important assumptions that enabled us to use a memoryless model. Furtlher research could be directed at weakening some of the assumptions we made (such as the assumption about the fixed number of data items used by a transaction), or to extend the analysis for more elaborate versions of the SQSL scheduler. The real-time behaviour of the SQSL scheduler improves significantly when deadline information is used by the scheduler. Analysis and simulation of such schedulers are nearing completion.
