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4Abstract
This thesis describes a PhD project on time series causality analysis and applications. The
project is motivated by two EEG measurements of music improvisation experiments, where
we aim to use causality measures to construct neural networks to identify the neural dif-
ferences between improvisation and non-improvisation. The research is based on mathe-
matical backgrounds of time series analysis, information theory and network theory. We
first studied a series of popular causality measures, namely, the Granger causality, partial
directed coherence (PDC) and directed transfer function (DTF), transfer entropy (TE), con-
ditional mutual information from mixed embedding (MIME) and partial MIME (PMIME),
from which we proposed our new measures: the direct transfer entropy (DTE) and the
wavelet-based extensions of MIME and PMIME. The new measures improved the prop-
erties and applications of their father measures, which were verified by simulations and
examples. By comparing the measures we studied, MIME was found to be the most use-
ful causality measure for our EEG analysis. Thus, we used MIME to construct both the
intra-brain and cross-brain neural networks for musicians and listeners during the music
performances. Neural differences were identified in terms of direction and distribution of
neural information flows and activity of the large brain regions. Furthermore, we applied
MIME on other EEG and financial data applications, where reasonable causality results
were obtained.
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Chapter 1
Introduction
This PhD thesis describes a research project on time series causality analysis and the ap-
plication of causality measures on experimental data analysis. This project is based on two
music improvisation experiments, whose target is to use mathematical tools to analyze the
EEG data in order to identify neural differences between experimental conditions. Due to
the demand of data analysis, the project developes into a more interesting research area on
time series causality analysis. In this thesis, I described my own initial work on the devel-
opement of three new causality measures, namely, the direct transfer entropy (DTE), the
wavelet-based extensions of MIME (WMIME) and PMIME (WPMIME), and a compre-
hensive comparative study among a number of popular causality measures. Also, I made
a complete EEG analysis of the music improvisation experiments and three other appli-
cations of MIME (conditional mutual information from mixed embedding [212]) on both
EEG and financial data sets, which will be also included in this thesis.
1.1 Music improvisation study of the brain
The human brain is a complex neural network system consisting of billions of interacting
nerve cells [72] [166]. Since human bodies are mainly governed by cortical large brain
regions, which locate on the upper surface of the brain [72] [162] [166] [195] [209], the
neural networks can also be generalized to a more wide-sense neural network consisting of
the large brain regions and their functional coordinations. The activity of the brain can be
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measured by brain scanning techniques [47] [78] [80] [139] [146] such as EEG [90] [208]
and fMRI [116]. In our experiments, we use EEG recordings to measure the activities of
the large brain regions [53]. In the description of the analysis, these large brain regions
are often represented by their corresponding electrodes. There are various divisions of the
large brain regions or say allocation of electrodes. In our experiments, we use the general
8 units or 10 units cortical divisions, rather than more sophisticated divisions, because we
want to minimize the muscle and visual artifacts during the experiments and focus only
on the general activity of the cortical regions. In the 8 or 10 electrode systems (cortical
divisions), the electrodes distributed symmetrically on the cortical surface, from which the
activities of different cortical brain regions were measured during the music performances
[72]. These cortical brain regions include the frontal cortex (attention and executive con-
trol), the central cortex (control of motion), the temporal cortex (processing of language
and sound), the parietal cortex (multi-sensory and perception) and the occipital cortex (vi-
sual processing), the 8 units system is the 10 units system excluding the two occipital sites.
In EEG measurements, the EEG data is often sampled at certain frequencies [90] [162]
[195] [208] [209], e.g. the EEG data in our music improvisation experiments are sampled
at either 250Hz or 100Hz frequency. The original EEG data contains full frequencies i.e.
all brain waves, which can be frequency filtered into different frequency bands for certain
brainwave analysis [72] [47]. Different brain waves (frequency bands) are believed to have
relations with certain brain functions [72] . The frequency range of the brain waves starts
from the slowest delta waves (0-4Hz) to the fastest Gamma waves (25Hz-100Hz) with
many other brain waves in-between. In EEG data analysis, people often use three main
waves, namely the alpha waves (8 − 12Hz, relates to peaceful state eyes open and close),
beta waves (12−20Hz) and fast beta waves (20−32Hz, beta waves are associated to normal
waking consciousness) [47]. In our study, we have used the alpha, beta and fast beta waves
for the transfer entropy analysis on the second music improvisation experiments. Higher
frequency components (> 32Hz) exist, but are often filtered out by Fourier transforms in
order to avoid muscle artifacts [49] [50] [58].
Music improvisation is an instantaneous creative performance of music [19] [161].
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It is believed to have neural-substrates in large brain regions [120]. Neuroscientists and
mathematicians have used various approaches to identify these large brain regions. In the
fMRI study of melodic and rhythmic improvisation [131] [132], the dorsal premotor cor-
tex (PMD) was found to be mainly responsible for melodic improvisation, while the pre-
supplementary motor area (pre-SMA) was believed to be related to rhythmic improvisation
[131] [132]. Another fMRI study on expertise-related brain activity between musicians and
non-musicians during improvisation found that, the musicians have right temporoparietal
junction (rTPJ) deactivation during music improvisation, while non-musicians showed no
activity change in this region [20]. Moreover, the analysis of frequency filtered EEG from
professional saxophonists shown that, dominant EEG power density values were observed
in alpha band (8−12Hz) in the posterior cortex during resting state. The power values were
enhanced within narrow high-frequency bands during the music performances [10]. Other
music studies are such as the EEG phase synchrony analysis [24], the jazz improvisation
study using fMRI [120], the melody and sentence generation study by using PET [39] and
the study of pseudo-random motor and cognitive tasks by using fMRI [18], etc.
Among the many mathematical methods used, correlation, sLORETA and ANOVA [17]
are the most relevant to our research. sLORETA (standardized Low Resolution Brain Elec-
tromagnetic Tomography [160]) is a localization method that can identify and visualize
EEG point sources in the brain [2] [160]. ANOVA (Analysis of Variance [17] [114] [136]
[188]) evaluates the group correlations between data channels [17] [114] [136] [188]. Cor-
relation analysis are e.g. [1] [60] [64] [82][83] [99] [122]. ANOVA studies are for instance,
the music improvisation study on trained pianists [21], where both rhythmic and melodic
motor sequence creation were found to modulate activity in a network of brain regions
comprised of the dorsal premotor cortex, the rostral cingulate zone of the anterior cingulate
cortex and the inferior frontal gyrus [21]. Moreover, B. Cruts [49] [50] and D. Dolan et. al.
[58] used the sLORETA to analyze the same EEG data as we do but on brain waves, whose
results on EEG point sources (e.g. the frontal regions) are very similar to ours in the source
analysis of information flows by using MIME [216]. However, their studies did not report
directed influence between the large brain regions. Hence, we complement their study by
using causality measures and network theory.
Chapter 1. Introduction 17
Causality analysis combined with network theory becomes a powerful tool in analyzing
experimental time series [93] [153] [170] [173]. A few but not many research have used
network theory to analyze the dynamics between interacting time series channels [54] [59]
[135]. Early studies have used mutual information rate and network centralities together to
construct climate networks [59], and nonparametric Granger causality to analyze the infor-
mation flow in monkey brain networks [54]. Effective transfer entropy (ETE) has been used
in analyzing the information flows between financial time series [135]. In our research, we
used MIME causalities to construct both intra-brain and cross-brain networks and used de-
gree centrality [33] [129] [142] [145] to analyze the importance of large brain regions in
the neural networks [216]. The idea of our cross-brain network analysis is new, which po-
tentially explains the pattern of coordination between musicians and listeners during music
performances.
1.2 Background theory and causality analysis
Our modern world is full of time series, an increasing interest in time series analysis is to
analyze the relation between different time series. Two of the most useful tools for mutual
relation analysis are namely the correlation and covariance. More sophisticated methods
exist such as the mutual information rate. However, these mutual relation measures do not
explain the direction of interactions between time series, directional approaches, namely
the causality measures, are demanded to analyze directed interactions [70] [111] [121]
[153]. In this thesis, we will focus on analysis of causality measures.
Amongst the many causality measures, Granger causality (1969 [76]), introduced by
Prof. C. Granger, provides the initial idea to test the causal influence of one time series
on another time series [76]. In Granger causality test, an F-test [70] or t-test [70] [121] is
often used to evaluate the residuals of the linear regression models [76]. Granger causality
is originally a linear bivariate method defined in time domain, which is later generalized to
frequency domain such as the spectrum Granger causality [70] [97] [187] and to a multi-
variate case e.g. the conditional Granger causality [57].
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Modern cauality measures emerge to improve the application and properties of the
classical measures. The most representative measures are e.g. the partial directed coher-
ence (PDC) and directed transfer function (DTF) [199] [200], transfer entropy (TE [184]),
conditional mutual information from mixed embedding (MIME [212]) and partial MIME
(PMIME [105]). PDC is a frequency domain direct linear method, based on linear autore-
gressive models. It uses partial spectrum to single out the direct causal effect from the
driving to the driven time series [12] [13] [199] [200]. A severe limitation for PDC appli-
cation is its dependence on model linearity, which prohibits its usage on experimental data
analysis such as EEG data analysis that are often believed to be nonlinear. DTF is the bi-
variate (indirect) version of PDC, which also depends on model linearity [96] [199] [200].
TE is a time domain indirect nonlinear measure, which uses Kullback entropy to measure
the information transfer between systems and can be used for any stationary time series
[184]. Both MIME and PMIME are time domain nonlinear measures. MIME is bivariate
and thus indirect [212], while PMIME is multivariate and thus direct [105]. Both of them
have fast computations and broad applications. In numerical simulations, MIME is faster
for small systems, while PMIME is faster for large systems [105] [212].
More measures are derived for specific types of applications [9]. Symbolic transfer en-
tropy (STE [196]) improves TE’s computation by introducing state ranks. Effective trans-
fer entropy (ETE [155]) introduces surrogate data test to reduce bias [6] [14] [151] [155]
[156] [168] [185], while corrected transfer entropy (CTE [155]) also uses surrogate data
test to reduce bias but in a different manner. The wavelet-based extension of TE [127]
uses MORLET wavelet to gain non-stationary and discontinuous applications. However,
other measures exist but are varied in application and properties. In this thesis, we will
introduce the direct transfer entropy (DTE Chapter 9) as a new method developed myself,
and the wavelet-based extensions of MIME (WMIME) and PMIME (WPMIME) for non-
stationary and discontinuous data analysis (Chapter 10).
The causality analysis is based on the backgrounds of time series analysis [74] [197]
and information theory [222]. Time series analysis provides a mathematical study of time
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series and related statistical tools such as correlation, covariance and partial spectrum [51]
[74] [197] [199] [200] etc. Information theory is a subject that studies the information trans-
portation, storage and processing [222], it provides concepts such as information, entropy
and mutual information rates to evaluate the signals. Since these information quantities
are defined via probability binning so that they are independent of the structure of signals,
which are termed to be model-free. These quantities play a vital role in developing model-
free causality measures.
Network theory studies the topology of networks. We use network theory to supplement
the causality analysis, in order to construct neural networks for our music improvisation
experiments. Since EEG data is a kind of natural characteristics of the brain and causalities
represent the directed relations between EEG channels, one could use these causalities to
construct neural networks in order to analyze the dynamics of the brain [28] [170] [173].
This combination of causality and network theory present a very powerful tool in analyzing
experimental time series.
1.3 Methodology
1.3.1 Causality analysis
To seek the most suitable measure for EEG analysis, we made a comprehensive survey
on causality measures. A number of classic causality measures were studied, namely, the
Granger causality, partial directed coherence (PDC) and directed transfer function (DTF),
transfer entropy (TE), conditional mutual information from mixed embedding (MIME) and
partial MIME (PMIME), which were analyzed by various simulations and examples.
From the measures we studied, we have developed new measures on our own. We used
the directness of PDC to modify the nonlinear structure of TE to obtain a new measure,
named the direct transfer entropy (DTE), which attains both directness and nonlinearity.
For non-stationary and discontinuous data analysis, we use MORLET wavelet [35] [56]
[119] [123] [140] [165] to implement MIME and PMIME to obtained the wavelet-based
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extensions of MIME (WMIME) and PMIME (WPMIME), which not only inherit all the
advantages from MIME and PMIME, but also gain new properties so that they can be used
in non-stationary (cumulative distribution functions are time independent) and discontinu-
ous data analysis [8] [127]. All new methods were verified by simulations and examples.
In the comparative study, we used various time series to test the efficiency of PDC,
TE, DTE, MIME and PMIME. The time series examples include the theoretical maps,
the analytical models and the experimental time series such as EEG data. We discuss
the measures regarding their advantages and limitations, computation speed, as well as
application and parameter choice.
1.3.2 EEG analysis and other applications
During the music performances, the EEG data is considered to be short-time stationary [47]
[101] [149] [152]. We used causality measures to analyze the directed interaction between
different EEG channels (i.e. large brain regions). Synchronized EEG data from different
brains were merged together for cross-brain analysis, which return both intra-brain and
cross-brain causalities from the causality analysis. The Intra-brain causalities were used
to construct intra-brain neural networks between large brain regions, while cross-brain
causalities were averaged over electrodes to construct the cross-brain networks between
musicians and listeners. Moreover, degree centrality was used to analyze the importance
of large brain regions in the intra-brain networks. The differences of causalities between
experimental conditions were subtracted in order to identify the neural differences between
pairwise experimental conditions, namely between the composed music (performance ac-
cording to notes) and improvisation (creative performance), and between the strict mode
(mechanical rendition of music) and “let-go” mode (full emotional expression), as well as
between the musicians and listeners. Causalities computed by different measures, namely,
PDC, TE and MIME, were compared, where MIME was found to have generated the most
reliable causalities for network analysis.
Since MIME is one of the most useful causality measure for experimental data analy-
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sis, particularly for small systems [212], we further applied MIME on EEG and financial
time series to analyze the causal influence among EEG channels and among financial prod-
ucts. The data sets include the EEG measurements from the reading experiments and from
healthy normal people and patients with brain related illness, as well as the futures data
from real world market.
1.4 Structure of the thesis
The thesis contains three parts, namely the background theories, causality analysis, EEG
analysis and other data applications. This chapter is an introduction to the entire thesis,
which includes the literature review, methodology and structure of the thesis.
The background theories are made up three subjects, namely the time series analysis,
information theory and network theory. Chapter 2 reviews the knowledge in Time series
analysis, where the concepts of stationarity, univariate and bivariate time series, classic
model processes and partial spectrum are studied. Chapter 3 reviews some basic concepts
in Information theory, which include the many varieties of information, entropy and mutual
information rate, as well as an estimation theorem regarding the mutual information rate
between Gaussian stationary random vectors. Chapter 4 studies some useful concepts in
Network theory, which include the network representations, directed and undirected net-
works, weighted networks and degree centrality.
In the causality analysis, a number of causality measures were studied and new mea-
sures were proposed. These measures include the Granger causality (Chapter 5), partial
directed coherence (PDC) and directed transfer function (DTF, Chapter 6), transfer entropy
(TE, Chapter 7), conditional mutual information from mixed embedding (MIME) and the
partial MIME (PMIME, Chapter 8), all of which were examined by simulations and ex-
amples. Also, we proposed three new measures developed on our own, namely the di-
rect transfer entropy (DTE, Chapter 9), the wavelet-based extensions of MIME (WMIME)
and PMIME (WPMIME, Chapter 10). A comprehensive comparative study was presented
among PDC, TE, DTE, MIME and PMIME (Chapter 11), where discussions regarding
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their advantages and limitations, computation speed, as well as guidelines for application
and parameter choice were presented at the end of the chapter.
In the application part, we analyzed the EEG data from two music improvisation exper-
iments (Chapter 12) and the experimental data sets for three other applications of MIME
(Chapter 13). In the EEG analysis of the music experiments, neural networks were con-
structed, where neural differences between experimental conditions were found in terms of
the distribution and direction of information flows as well as activities of the large brain
regions. In the three other applications of MIME, EEG data from two reading experiments
and from clinical measurements on healthy normal people and some patients were ana-
lyzed, as well as the financial data analysis between different futures on bonds and between
different oil products.
Chapter 14 is a final conclusion to the thesis, where our key results were summarized
in terms of the new causality measures, the comparative study among causality measures,
and the EEG analysis of the music improvisation experiments and other applications of
MIME. Our key conclusions to this thesis are that neural differences between different
music performing conditions can be identified in terms of the distribution and direction of
neural information flows, and the source and sink activity of large brain regions, also, the
MIME causalities combined with network theory become a very useful tool in analysing
experimental time series and the dynamics between biological and financial systems, which
can also be used to analyze group behavior and other neuroscience or financial data sets.
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Chapter 2
Background to time series and partial
spectrum
Before we analyze the causality measures, lets first review the backgrounds of time series
analysis. In this chapter, we will discuss some basic concepts in time series analysis e.g.
stationarity, bivariate time series and partial spectrum.
2.1 Time series and stationarity
A time series is defined in terms of an index set T and a state set {Xt : t ∈ T}. The index
t is usually taken as time, while the state Xt is a real-valued random variable associated to
t [79] [98] [182]. Both t and Xt can be either continuous or discrete, either univariate or
multivariate [79] [98] [182] [215]. Often, the state is continuous, if t is also continuous,
then it is denoted as X(t), otherwise (t is discrete) it is denoted asXt [79] [98] [182] [215].
Time series are often of continuous value discrete time. Since most of the causality mea-
sures are defined on stationary time series, we will consider only stationary time series in
this case. Non-stationary time series can be analyzed by implementing wavelets [56] [119]
[123] [127] [140] [165], which case will be particularly discussed in Chapter 10.
Consider a real-valued discrete time process X . For each t, Xt is a random variable
associated with a univariate cumulative probability distribution function: Ft(a) = P (Xt ≤
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a) [79] [98] [182] and its mean and variance
µt = E(Xt) =
∫ ∞
−∞
xdFt(x) (2.1)
V ar(Xt) =
∫ ∞
−∞
(x− µt)2dFt(x). (2.2)
Similarly, bivariate and multivariate cumulative probability distribution functions can be
defined in the following way to describe the relations between the various randome vari-
ables [79] [98] [182] [215]:
Ft1,t2(a1, a2) = P (Xt1 ≤ a1, Xt2 ≤ a2), ∀t1, t2 ∈ T,
Ft1,t2,··· ,tn(a1, a2, · · · , an) = P (Xt1 ≤ a1, · · · , xtn ≤ an), ∀t1, t2, · · · , tn ∈ T.
Next, lets introduce the definition of time series stationarity.
Definition 2.1.1 (Complete/Strong/Strict stationarity) [79] [98] [182] [79] [98] A time
series {Xt} is complete stationary if ∀n ≥ 1, ∀t1, t2, · · · , tn ∈ T , ∀τ ∈ Z such that t1 +
τ, t2+τ, · · · , tn+τ ∈ T are also contained in the index set, the joint cumulative probability
distribution function of {Xt1 , Xt2 , · · · , Xtn} is identical to that of {Xt1+τ , Xt2+τ , · · · , Xtn+τ}:
Ft1,t2,··· ,tn(a1, a2, · · · , an) = Ft1+τ,t2+τ,··· ,tn+τ (a1, a2, · · · , an),
i.e. the probabilistic structure is invariant under time shift.
Definition 2.1.2 (Second order/Weak/Covariance stationarity) [79] [98] [182] [79] [98]
A time series {Xt} is said to be second order stationary if ∀n ≥ 1, ∀t1, t2, · · · , tn ∈ T
and ∀τ ∈ Z such that t1 + τ, t2 + τ, · · · , tn + τ ∈ T are also contained in the in-
dex set, all the joint moments of orders 1 and 2 of {Xt1 , Xt2 , · · · , Xtn} exist, are finite
and equal to the corresponding joint moments of {Xt1+τ , Xt2+τ , · · · , Xtn+τ}, which im-
plies that E(Xt) = µ and V ar(Xt) = σ2 (= E(X2t ) − µ2) are constants and the auto-
covariances Cov(Xt, Xt+τ ) depend on only the time lag τ but not the time t).
Strong (complete) stationary implies weak (second order) stationary, but not vice versa
[79] [98] [182] [79] [98]. However, if a process is second-order stationary Gaussian, then it
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is complete stationary. Here, Gaussianity means ∀n ≥ 1 and ∀t1, t2, · · · , tn ∈ T , the joint
cumulative probability distribution function of Xt1 , Xt2 , · · · , Xtn is multivariate Gaussian
[79] [98] [182] [215] [217].
There are two important characteristics for stationary processes, namely the auto-covariance
sequence and autocorrelation sequence. For any discrete time second-order stationary pro-
cess {Xt}, the auto-covariance is defined as [79] [98] [182] [215] [217]
sτ = Cov(Xt, Xt+τ ) = E[(Xt+τ − µ)(Xt − µ)] = Cov(X0, Xτ ),
and the corresponding autocorrelation is given by
ρτ =
sτ
s0
=
Cov(Xt, Xt+τ )
σ2
,
where µ is the probability expectation of time series xt, τ ∈ Z is the time lag and ρτ is a
correlation coefficient ranges between [−1, 1] in that |sτ | ≤ |s0|. The sτ and ρτ separately
forms the auto-covariance sequence {sτ} and the autocorrelation sequence {ρτ} for τ =
· · · ,−1, 0, 1, · · · . The variance-covariance of X with equal time-lags form a symmetric
Toeplitz matrix with identical diagonal elements:
s0 s1 · · · sN−2 sN−1
s1 s0 · · · sN−3 sN−2
... . . .
sN−2 sN−3 · · · s0 s1
sN−1 sN−2 · · · s1 s0

,
which has only N unique elements s0, s1, · · · , sN−1 [79] [98] [182] [215] [217].
2.2 Bivariate time series
A bivariate time series is a stochastic process consists of two univariate time series, e.g.
if {X1,t} and {X2,t} are two univariate time series, then {X1,t, X2,t} is a bivariate time
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series consisting of {X1,t} and {X2,t} . Two univariate real-valued discrete time stochastic
processes {X1,t} and {X2,t} are said to be jointly stationary, if {X1,t} and {X2,t} are each
separately second-order stationary and Cov{X1,t, X2,t} is a function of τ only. Moreover,
if the two univariate stochastic processes {X1,t} and {X2,t} are jointly Gaussian, then the
bivariate process {X1,t, X2,t} is a stationary bivariate process [98] [182] [217] [128].
Similar to univariate stationary processes, bivariate processes also have characteristic
identities such as the cross-covariance and the cross-correlation sequences. Let {X1,t, X2,t}
be an arbitrary stationary bivariate process consisting of two stationary univariate processes
{X1,t} and {X2,t}, its auto-covariances are defined as
sX1,τ = E[(X1,t − µX1)(X1,t+τ − µX1)]
sX2,τ = E[(X2,t − µX2)(X2,t+τ − µX2)] (2.3)
in which sX1,0 = V ar(X1,t) = σ
2
X1
, sX2,0 = V ar(X2,t) = σ
2
X2
and the cross-covariance
and cross-correlation sequences are given by
sX1X2,τ = Cov(X1,tX2,t+τ ) = E[(X1,t − µX1)(X2,t+τ − µX2)],
ρX1X2,τ =
sX1X2,τ√
sX1,0sX2,0
=
sX1X2,τ
σX1σX2
. (2.4)
The cross-covariance can be asymmetric that sX1X2,τ 6= sX1X2,−τ , but sX1X2,τ = sX2X1,−τ ,
because sX2X1,τ = Cov(X2,tX1,t+τ ) = E[(X2,t − µX2)(X1,t+τ − µX1)] [98] [182] [217]
[128].
2.3 Time series models
In this section, we introduce some classic time series models that play an important role in
causality analysis.
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White noise process
Denote {Xt} as a sequence of uncorrelated random variables such that ∀t
E(Xt) = µ, V ar(Xt) = σ
2
whose auto-covariances and autocorrelations are [79] [94] [98] [182] [217]
sτ =
{
σ2 τ = 0
0 τ 6= 0
and ρτ =
{
1 τ = 0
0 τ 6= 0
This pure random process is known as the white noise process, where {Xt} can be assigned
with different distributions e.g. the Gaussian distribution and the exponential distribution
to obtain different realizations [79] [94] [98] [182] [217].
Moving average process
A q-th order moving average process {Xt} can be expressed by [79] [94] [98] [182] [217]
Xt = µ− θ0,qt − θ1,qt−1 − · · · − θq,qt−q = µ−
q∑
j=0
θj,qt−j,
where µ and θj,q are constants (θ0,q = −1, θq,q 6= 0, θj,q < ∞, j = 1, · · · , q), {t} is a
zero-mean white noise process with variance σ2 [79] [94] [98] [182] [217]. Without loss
of generality, assume E(Xt) = µ = 0, the auto-covariance for τ ≥ 0 is given by [79] [94]
[98] [182] [217]
sτ = Cov(Xt, Xt+τ ) =
q∑
j=0
q∑
k=0
θj,qθk,qE(t−jt+τ−k)
=
{
σ2
∑q−τ
j=0 θj,qθj+τ,q (k = j + τ) 0 ≤ τ ≤ q
0 τ > q
(2.5)
2.4 Partial spectrum 28
where E(tt+τ ) = 0, ∀τ 6= 0. Thus {Xt} is a stationary process with unconditionally
stationary (i.e. independent to t) auto-covariance sequence [79] [94] [98] [182] [217]
sτ =
{
σ2
∑q−|τ |
j=0 θj,qθj+|τ |,q |τ | ≤ q
0 |τ | > q
Autoregressive process
A p-th order autoregressive process {Xt} can be expressed by [79] [94] [98] [182] [217]
Xt = φ1,pXt−1 + φ2,pXt−2 + · · ·+ φp,pXt−p + t,
where φ1,p, φ2,p, · · · , φp,p (φp,p 6= 0) are constants and {t} is a zero mean white noise
process with variance σ2 [79] [94] [98] [182] [217]. Autoregressive processes are not
unconditional stationary, it requires {φk,p} to satisfy certain conditions to be stationary
[79] [94] [98] [182] [217].
Autoregressive moving average process
Autoregressive moving average (ARMA) process is a combination of the autoregressive
and the moving average processes. A (p, q)-th order ARMA process {Xt} can be expressed
by [79] [94] [98] [182] [217]
Xt = φ1,pXt−1 + · · ·+ φp,pXt−p + t − θ1,qt−1 − · · · − θq,qt−q,
where φj,p’s and θj,q’s are constant coefficients (φp,p 6= 0, θq,q 6= 0) and {t} is a zero mean
white noise process with variance σ2 [79] [94] [98] [182] [217]. ARMA processes need to
satisfy certain conditions to be stationary [79] [94] [98] [182] [217].
2.4 Partial spectrum
Recall in time series analysis, the (square integrable) auto-spectrum S(f) of a univariate
stationary processes {Xt} is the Fourier transform of the auto-covariance sequence {sτ}
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[51] [74] [98] [128] [182] [197] [217]:
S(ω) =
∞∑
τ=−∞
sτe
−i2pifτ , f ∈ [−pi, pi).
Let {X1,t, X2,t, · · · , XK,t} be K zero mean stationary vector processes with
SXj(ω) =
∞∑
τ=−∞
sxj ,τe
−iωτ ; |f | ≤ 1/2, j = 1, 2, · · · , K.
The cross-spectra are defined as [51] [74] [98] [128] [182] [197] [217]
SXjXk(ω) =
∞∑
τ=−∞
sXjXk,τ e
−iωτ ; |f | ≤ 1/2, j 6= k = 1, 2, · · · , K,
assuming the square summability of the cross-covariance sequence. The auto-spectrum
{SXj(ω)} (resp. the cross-spectra SXjXk(ω)) and the auto-covariances {sXj ,τ} (resp. the
cross-covariances {sXjXk,τ}) form a Fourier transform pair.
For the K-variate real-valued discrete time stationary process {X1,t, X2,t, · · · , XK,t},
the partialized process {ηj,n} associated toXj is defined as ηj,n = Xj,n−E[Xj,n|{Xl,m, l 6=
j,m ∈ Z}], which consists of the residues of the projection of Xj onto the past, the future
and the present of the remaining processes [51] [74] [197] [199] [200]. The auto-spectrum
of ηj,n associated to Xj is defined as the partial spectrum of Xj given Xj:
Sηjηj(ω) = SXjXj(ω)− sXjXj(ω)S−1XjXj(ω)sXjXj(ω), (2.6)
where Xj = [Xl1 · · ·XlK−1 ]T , {l1, · · · , lK−1} = {1, · · · , K}\{j}, sXjXj(ω) is the K − 1
dimensional vector made up of the cross-spectra between Xj and the remaining K − 1
processes and SXjXj(ω) is the spectral density matrix of {Xl1 , · · · , XlK−1} [217].
In this partial spectrum,
gj(ω) = sXjXj(ω)S
−1
XjXj(ω), (2.7)
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constitutes an optimum Wiener filter [81] [217] [219] whose role in producing ηk is to
deduct the influence of the other variables from Xj to single out the contribution that is
originating from onlyXj [51] [74] [98] [128] [197] [199] [200] [217]. The partial spectrum
plays an important role in developing frequency domain causality measures [36] [44] [70]
[96] [97] [187] [199] [200] [217].
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Chapter 3
Background to information, entropy and
mutual information rate
Information theory studies the information transportation, storage and processing of sig-
nals [48] [222]. It provides statistical tools to analyze information systems. Many causality
measures are information-based such as the transfer entropy (TE) and the conditional mu-
tual information from mixed embedding (MIME). In this chapter, we discuss the basic con-
cepts in information theory such as the information, entropy and mutual information rate.
We also introduce the theorem by Gelfand and Yaglom regarding the mutual information
rate estimation between Gaussian vector processes [68].
3.1 Information
Information, also known as the Shannon information, is introduced by C. E. Shannon to
describe the amount of uncertainties or randomness for a signal source to send out a certain
signal. In mathematics, signal sources are e.g. the stochastic event sets, where the signals
corresponds to the events in the set. Let X denotes a set of stochastic events (usually finite
[48] [222]) and p(xi) the probability distribution of each xi ∈ X , the definitions are stated
as follows.
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Definition 3.1.1 (Shannon information) [48] [222] Let xi be an element of X , the infor-
mation of xi is defined as the negative log value of the probability of xi:
I(xi) = − log p(xi).
Since 0 ≤ p(xi) ≤ 1 , the information I(xi) is non-negative. The unit of I(xi) depends
on the base of the log function. It is called “bit” if the base is 2, it is called “nat” if the base
is e (natural base), otherwise it is called “hat” where the base is 10. Shannon information
has inverse relation with the event probability. Small probability event implies large infor-
mation (uncertainty), while large probability event implies small information (uncertainty).
Sure event is an extreme case, where the probability equals to 1 but the information van-
ishes i.e. no uncertainty [48] [222].
The amount of uncertainty for a single event is described by the Shannon information,
whereas the joint uncertainty for two or more events is described by the joint informa-
tion. Let XY be a 2-dimensional joint event set, the joint information of the product event
(xiyi) ∈ XY is defined as follows.
Definition 3.1.2 (Joint information) [48] [222] For any element xiyi in the 2-dimensional
joint stochastic event set XY , the joint information for the product event xiyi is given by
I(xiyi) = − log p(xiyi),
where p(xiyi) is the 2-dimensional joint probability of xiyi.
Joint information measures the uncertainty when all members of the product events
simultaneously occur. However, the amount of uncertainty of one event conditioned on
another event is described by the conditional information.
Definition 3.1.3 (Conditional information) [48] [222] In the joint stochastic event set
XY , xi and yj are elements of X and Y , respectively, the conditional information of xi
given yj is defined as
I(xi|yj) = − log p(xi|yj).
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In the joint event set XY , it is often interesting to know the amount of uncertainty one
event can provide to another [48] [210] [222]. This common uncertainty (i.e. information)
shared between two events is described by the mutual information [48] [210] [222].
Definition 3.1.4 (Mutual information) [48] [222] For any two stochastic event sets X
and Y , the amount of information an event yj ∈ Y provides to another event xi ∈ X is
defined as the mutual information between xi and yj:
I(xi; yj) = log
p(xi|yj)
p(xi)
.
Mutual information describes the amount of uncertainty eliminated from one event provid-
ing the other event [48] [210] [222], i.e.
I(xi; yj) = (− log p(xi))− (− log p(xi|yj)) = I(xi)− I(xi|yj)
There are three properties of mutual information. Firstly, the exchangeability: I(xi; yj) =
I(yj;xi). Secondly, the sign of mutual information can be either positive, negative, or van-
ish. Thirdly, the mutual information between any two events can not exceed the information
of any single event, i.e. I(xi; yj) ≤ min{I(xi), I(yj)} [48] [222].
Remark 3.1.5 The three information varieties defined for arbitrary 2-dimensional joint
event set have different meanings. Joint information describes the amount of information
provided by both events, while conditional information describes the amount of informa-
tion remained in one event acknowledging the other event, whereas mutual information
measures the amount of common information shared by both events.
3.2 Entropy
Information describes the amount of uncertainty for a single event, but the average uncer-
tainty for an entire event set is described by the information entropy [48] [222].
Definition 3.2.1 (Information entropy) [48] [222] Let X be a stochastic event set and xi
an element inX , the expectation of I(xi) is defined as the average information, also named
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the information entropy, Shannon entropy or entropy of X:
H(X) = E[I(xi)] = E[− log p(xi)] = −
∑
xi∈X
p(xi) log p(xi),
Here, the event set X is usually a finite set [48] [222], for infinite set, the information
entropy is defined in a similar idea but another formation [88] [210]. In this thesis, we
discuss only finite sets. Information entropy describes the average amount of uncertainty of
an event set, it has the same unit system to the Shannon information. Entropy is symmetric
in terms of probabilities. Fix a probability distribution, rearranging the order of elements
does not change the value of entropy. If an event has zero probability, it will have zero
contribution to the entropy, i.e. 0 · log 0 = 0 [48] [222]. Entropy is non-negative for discrete
event set, because each term of the summation is non-negative. However, for continuous
event set, the non-negativeness fails to hold [48] [222]. Entropy (for discrete event set)
reaches its minimum (vanished) in sure probability fields, where pi = 1 for some i and all
other pj = 0 (j 6= i) [48] [222]. However, the maximum attains for uniform probability
distributions, i.e. pi = 1n , i = 1, 2, · · · , n, where the maximum entropy is H(X) = log n
[48] [222]. Since the log function is mono-increasing, the larger number n of elements in
X , the larger the entropy value is [48] [222].
Definition 3.2.2 (Joint entropy) [48] [222] In the joint event set XY , the expectation of
the joint information for each xiyj is defined as the joint entropy (common information
entropy):
H(X, Y ) =
∑
XY
p(xiyj)I(xiyj) = −
∑
XY
p(xiyj) log p(xiyj).
Definition 3.2.3 (Conditional entropy) [48] [222] Let XY be the joint stochastic event
set, the expectation of the conditional information I(y|x) is defined as the conditional
entropy of Y on X: H(Y |X) = ∑
XY
p(xiyj)I(yj|xi) = −
∑
XY p(xiyj) log p(yj|xi).
Joint entropy measures the average amount of information shared by both X and Y ,
whereas conditional entropy describes the average amount of information remained in one
event set providing the other. When X and Y separately denotes the input and output
signals, the conditional entropy H(X|Y ) represents the average uncertainty to predict the
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input X acknowledging the output Y , i.e the loss of information on the signal path [48]
[222].
Relations between different entropies
Different entropies are related by their probabilistic expressions. In an arbitrary joint event
set XY , joint entropy, Shannon entropy and conditional entropy are related by the strong
additivity of entropies [48] [222]:
H(X, Y ) = H(X) +H(Y |X) = H(Y ) +H(X|Y ). (3.1)
When X and Y are mutually independent, the strong additivity is reduced to the weak
additivity: H(X, Y ) = H(X) +H(Y ), because H(Y |X) = H(Y ) and H(X|Y ) = H(X)
[48] [222]. Extend the 2-dimensional case to N -dimensional, e.g. X1, X2, · · · , XN , the
strong additivity becomes [48] [222]
H(X1, X2, · · · , XN) = H(X1) +H(X2|X1) + · · ·+H(XN |X1X2 · · ·XN−1)
=
N∑
i=1
H(Xi|X1, X2, · · · , Xi−1). (3.2)
where the weak additivity:
H(X1, X2, · · · , XN) =
N∑
i=1
H(Xi) (3.3)
holds, if X1, X2, · · · , XN are mutually independent [48] [222].
3.3 Mutual information rate
Definition 3.3.1 (Mutual information rate) [48] [222] In an arbitrary joint event setXY ,
the mutual information rate is defined as the joint probability expectation of the mutual in-
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formation I(xi; yj):
I(X;Y ) =
∑
XY
p(xiyj)I(xi; yj) =
∑
XY
p(xiyj) log
p(xi|yj)
p(xi)
=
∑
XY
p(xiyj) log
p(yj|xi)
p(yj)
,
when X and Y are mutually independent, I(X;Y ) = 0.
Mutual information rate is non-negative: I(X;Y ) ≥ 0, it vanishes iff X and Y are
mutually independent such that X and Y can not provide any information to each other
[62] [222]. Mutual information rate is also symmetric such that I(X;Y ) = I(Y ;X),
i.e. the information Y provides to X equals to the information X provides to Y . Mutual
information rate can be expressed by the entropies [48] [138] [222]
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X). (3.4)
where the maximum of I(X;Y ) can not exceed the information entropy of each single set:
I(X;Y ) ≤ H(X) and I(X;Y ) ≤ H(Y ), because conditional entropies are non-negative.
Alternatively, from the non-negativity of I(X;Y ), the conditional entropies also have upper
bounds: H(Y |X) ≤ H(Y ) and H(X|Y ) ≤ H(X). Recall the joint entropy in Equation
3.1, mutual information rate can also be written as [48] [138] [222]
I(X;Y ) = H(X) +H(Y )−H(X, Y ). (3.5)
Rearrange the terms
H(X, Y ) = H(X) +H(Y )− I(X;Y ), (3.6)
it shows the upper bound for the joint entropy
H(X, Y ) ≤ H(X) +H(Y ), (3.7)
because the mutual information rate is non-negative [48] [138] [222]. The strict equality
holds iff X and Y are mutually independent [48] [222]. If X and Y are picked from the
same symbol set Z, we have H(X, Y ) ≤ 2H(X). Extend this property to an arbitrary
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(finite) N -dimensional case of X1, X2, · · · , XN , we have
H(X1, X2, · · · , XN) ≤ H(X1) +H(X2) + · · ·+H(XN),
equality holds iff X1, X2, · · · , XN are mutually independent [48] [222].
Remark 3.3.2 The above definitions of information, entropy and mutual information are
given on discrete event sets. For continuous event sets, the sums were replaced by integrals
[48] [222]. One should note that the mutual information and the mutual information rates
are two different concepts, the former is defined for a single event that has arbitrary sign,
while the latter is the probability expectation of the former over the entire event set and
is non-negative. Many papers have garbled the two concepts, where they mis-refer the
mutual information rate as the mutual information when they actually mean the probability
expectation. One should be aware of the differences between the two concepts.
3.4 Mutual information rate between Gaussian random vectors
Mutual information rate was defined between two single event sets. However, when it
is generalized to multi-event sets or vector processes, mutual information rate between
Gaussian stationary vector processes can be alternatively evaluated by Gelfand and Ya-
glom’s theorem [68]. Denote X = {X1, · · · , Xk}, Y = {Y1, · · · , Yl} as two arbitrary
non-singular Gaussian vectors with dimension k and l, respectively. Z = {X, Y } =
{X1, · · · , Xk, Y1, · · · , Yl} is the combination of X and Y with dimension k + l [68].
Theorem 3.4.1 [68] The mutual information rate I(X;Y ) between the two Gaussian ran-
dom vectors X, Y is given by the formula
I(X;Y ) =
1
2
log
det A · det B
det C
, (3.8)
where A, B and C are the moment matrices for X, Y and Z = (X, Y ), respectively, which
are assumed to be non-singular.
This theorem works for only Gaussian processes [68]. In later chapters, we will see that
this theorem is of great use in analytical calculation of causalities [103].
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Chapter 4
Background to networks and degree
centrality
In this chapter, we introduce some basic concepts in network theory, namely the network
representation, directed and undirected networks, weighted networks and degree centrality.
In later chapters, we will use these concepts to analyze the neural networks constructed
from causalities.
4.1 Networks and representations
A network is a set of nodes connected by links [142]. A network is also called a graph,
where nodes and links are termed the vertices and edges [142]. A network can be either
a simple network or a multi-network [142]. A simple network (simple graph) has neither
self-edges nor multi-edges, while a multi-network (multi-graph) has more than one links
connect to the same pair of nodes (multi-edge) or to the same node itself (self-edges) [142].
Here, we consider only simple networks.
A simple undirected network G = (N,L) is a simple network consisting of a set of
unordered pair of nodes [142]. Here, N denotes the set of nodes and L the set of undi-
rected links. The nodes in a simple undirected network can be uniquely indexed by a list
of integers, e.g. j stands for the jth node, j = 1, 2, · · · , n (n is the total number of nodes)
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[142]. A link between nodes i and j (i, j = 1, 2, · · · , n) is represented by an unordered
pair (i, j). Particular, a simple undirected network can be specified by the number of nodes
n and a list of unordered pairs as links [142].
A simple undirected network with finite number n of nodes can also be represented by
an n× n adjacency matrix A = (aij) with entries of the form [142]
aij =
{
1 if there is a link between nodes i and j,
0 otherwise.
(4.1)
Here, 1 denotes the existence of a direct link between i and j, while 0 represents the absence
of such a link [142]. The adjacency matrix of a simple undirected network is symmetric
with vanished diagonal elements. An alternative representation is the adjacency list, which
is a collection of unordered lists, one for each node, used to describe the set of neighbours
to the node [142].
Example 4.1.1 One example of the simple undirected networks is given by the left graph
of Figure 4.1. The network can be represented by the number of nodes n = 4 and a list of
undirected links: (1, 2), (1, 3), (2, 3) and (3, 4). Alternatively, it can be represented by the
adjacency matrix
A =

0 1 1 0
1 0 1 0
1 1 0 1
0 0 1 0
 . (4.2)
or the adjacency lists: {{2, 3}, {1, 3}, {1, 2, 4}, {3}} for the four nodes.
4.2 Directed networks
A simple directed network G = (N,L) is a simple network consisting of a set of ordered
pairs of nodes [142]. Here, N denotes the set of nodes and L the set of directed links
[142]. A simple directed network can be represented by the number of nodes n and a list
4.2 Directed networks 40
Figure 4.1: Graphs for undirected and directed simple networks. The left graph shows
an undirected simple network of 4 nodes, whose links are given by the unordered list:
(1, 2), (1, 3), (2, 3), and (3, 4). The right graph is a directed simple network, whose links
are given by the ordered list: (1, 4), (2, 3), (3, 1), (3, 5), (4, 6), (5, 4), (5, 6) and (6, 2),
where (i, j) indicates a directed link from the node j to the node i.
of directed links (i.e. a list of ordered pairs of nodes), in which each (i, j) indicates the
existence of a direct link from node j to node i. The simple directed network can also be
represented by an n× n direct adjacency matrix with entries [142]
aij =
{
1 if there is a link from j to i,
0 otherwise.
(4.3)
The adjacency matrix of a simple directed network is asymmetric whose diagonal elements
vanish [142]. An alternative to the directed adjacency matrix is the directed adjacency list,
it can be either an in-list or an out-list [142]. The in-list (resp. the out-list) is a collection of
ordered lists, one for each node describes the set of neighbours pointing in to (resp. pointed
out from) the node [142].
Example 4.2.1 One example of the simple directed network is given by the right panel of
Figure 4.1. The network can be represented by the number n = 6 of nodes and a list of
directed links (1, 4), (2, 3), (3, 1), (3, 5), (4, 6), (5, 4), (5, 6), and (6, 2). Alternatively, it
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can be represented by the directed adjacency matrix
A =

0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 1
0 1 0 0 0 0

, (4.4)
or the in-list: {{4}, {3}, {1, 5}, {6}, {4, 6}, {2}} and out-list: {{3}, {6}, {2}, {1, 5}, {3}, {4, 5}}
for each of the nodes.
4.3 Weighted networks
Simple directed and undirected networks are unweighted networks with adjacency matrix
that contains either 0 or 1 [142]. However, the weighted networks admit connectivities
of real numbers, i.e. weights [142]. A simple weighted network can be represented by
assigning the elements of the adjacency matrix as the weights of connections, e.g. a simple
weighted network can be represented by matrix [142]:
A =

0 2 1
2 0 0.5
1 0.5 0
 . (4.5)
in which the connection between nodes 1 and 2 doubled the strength between nodes 1 and
3. In a simple weighted network, non-negative weights can be represented by the thickness
of the links. However, negative weights exist [142]. In a social network, positive weights
mean friendship, while negative weights represent animosity [142]. A special case is the
signed network, where all the weights are either +1 or −1 for links that exist, or 0 if the
the link does not exist [142]. Weighted networks have various applications. For instance,
in the internet network [142], the weights may represent the amount of data flowing along
the links or the band width, whereas in a neuroscience network, the weights may represent
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the amount of information transfer between neurons.
Simple weighted network is not the only type of networks that have adjacency elements
other than 0, 1 [142], e.g. the multi-link networks. Particularly, if the weights of a network
are integers, then there exists a multi-link network that shares exactly the same adjacency
matrix with the original simple weighted network [142].
4.4 Degree centrality
Network models the structure of interaction between interacting components. In a net-
work, the importance of a node can be described by centrality measures [33] [129] [142]
[145]. There are four frequently used centrality measures: the degree centrality [129] [33]
[145], eigenvector centrality [177] [30] [31], Katz centrality and PageRank [142] [145] [33]
[129]. Among the four often used centrality measures, degree centrality is the simplest and
the most useful centrality measure for directed networks [33] [129] [142] [145].
Degree centrality is simply the degree of the nodes [33] [129] [142] [145]. In a simple
undirected unweighted network of n nodes and m links, the degree ki of a node i is the
number of links connected to i, which can be represented by the adjacency matrix as [33]
[129] [142] [145]
ki =
n∑
j=1
Aij. (4.6)
Since every link has two ends, m can be represented by the degree ki as [33] [129] [142]
[145]
m =
1
2
n∑
i=1
ki =
1
2
∑
ij
Aij. (4.7)
Additionally, the mean degree c is defined as c = 1
n
∑n
i=1 ki =
2m
n
[33] [129] [142] [145].
In a simple directed unweighted network, the degree accounts for both the in-degrees
and the out-degrees [33] [129] [142] [145]. For a node i, the in-degree kini and the out-
Chapter 4. Background to networks and degree centrality 43
degree kouti are the number of in-going and out-going links, in matrix notation [142]
kini =
n∑
j=1
Aij, k
out
j =
n∑
i=1
Aij, (4.8)
which can be related to the total number of links m as
m =
n∑
i=1
kini =
n∑
j=1
koutj =
∑
ij
Aij. (4.9)
The mean in-degree cin and the mean out-degree cout are equal:
cin =
1
n
n∑
i=1
kini =
1
n
n∑
j=1
koutj = cout, (4.10)
and are denoted as c. Combining Equation 4.9, we get cin = cout = c = mn .
Definition 4.4.1 (Degree distribution) [142] In an undirected network, the degree distri-
bution is the sequence p1, p2, · · · of the fraction of nodes pk with degree k in the network,
where k = 1, 2, · · · .
The in-degree and out-degree distributions for directed networks are defined analo-
gously.
Example 4.4.2 The degree distribution of the simple undirected network in Example 4.1.1
is 1
4
, 1
2
, 1
4
for p1 , p2, p3.
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Chapter 5
Granger causality
Granger causality, introduced by Professor Clive Granger [76] in 1969, is an original con-
cept of causality measures. Other causality measures are developed upon the idea of
Granger causality [71] [133] [152] [190] [207]. In this chapter, we study the theory and
generalizations of Granger causality, and make discussions about its application and prop-
erties.
5.1 The theory of Granger causality
Let X and Y be two stationary stochastic processes [76], X¯t denotes the set of past val-
ues {Xt−j, j = 1, 2, · · · ,∞}, X¯ denotes the set of both past and present values {Xt−j, j =
0, 1, · · · ,∞} and X¯(k) denotes the set of k-lagged past values {Xt−j, j = k, k+1, · · · ,∞}
[76]. Denote Pt(X|Y ) as the optimum unbiased least-squares predictor of Xt using val-
ues of Yt, e.g. the Pt(X|X¯) represents the optimum predictor of Xt using only the past
of Xt [76]. Also, let t(X|Y ) = Xt − Pt(X|Y ) denotes the predictive error series and
σ2(X|Y ) the variance of t(X|Y ) [76]. Denote by Ut all the information in universe ac-
cumulated from time t and Ut − Yt all this information apart from specified series Yt [76].
The definitions of causality and feedback are stated as follows [76].
Definition 5.1.1 (Causality) [76] If σ2(X|U) < σ2(X|U − Y ), we say that Yt is causing
Xt, denoted by Yt ⇒ Xt, i.e. we are better able to predictXt using all available information
than if the information excluding Yt had been used.
Chapter 5. Granger causality 45
Definition 5.1.2 (Feedback) [76] If σ2(X|U) < σ2(X|U − Y ) and σ2(Y |U) < σ2(Y |U −X),
we say that feedback is occurring, which is denoted by Yt ⇔ Xt, i.e. feedback is said to
occur when Xt is causing Yt and also Yt is causing Xt.
Definition 5.1.3 (Instantaneous Causality) [76] If σ2(X|U, Y ) < σ2(X|U), we say that
instantaneous causality Yt ⇒ Xt is occurring, i.e. the current value of Xt is better “pre-
dicted” if the present value of Yt is included in the “prediction” than if it is not.
Definition 5.1.4 (Causality Lag) [76] If Yt ⇒ Xt, we define the (integer) causality lag m
to be the least value of k such that σ2(X|U−Y (k)) < σ2(X|U−Y (k+1)). Thus, knowing
the values Yt−j , j = 0, 1, · · · ,m− 1, will be of no help in improving the prediction of X .
Usually, it is impossible to use completely optimum predictors [76]. Hence, an alterna-
tive linear optimum predictor is used in practice, e.g. the linear optimum predictor of Xt
using only past of X and Y is given by [76]
Pt(X|X,Y ) =
∞∑
j=1
ajXt−j +
∞∑
j=1
bjYt−j (5.1)
where the ajs and bjs are chosen to minimize σ2(X|X,Y ). To detect the Granger causality
between X and Y , the linear optimum predictor is simplified to the linear autoregressive
model [76]:
Xt =
∞∑
j=1
ajXt−j +
∞∑
j=1
bjYt−j + t,
Yt =
∞∑
j=1
cjXt−j +
∞∑
j=1
djYt−j + ηt, (5.2)
where t, ηt are the residuals.
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5.2 Granger causality test
Original Granger causality is a bivariate method and depends on linear autoregressive mod-
els. Consider a p-th order bivariate linear autoregressive model of X and Y [187]:
Xt =
p∑
j=1
aXX,jXt−j +
p∑
j=1
aXY,jYt−j + Ex,t,
Yt =
p∑
j=1
aY X,jXt−j +
p∑
j=1
aY Y,jYt−j + Ey,t, (5.3)
where Aj =
[
aXX,j aXY,j
aY X,j aY Y,j
]
denotes the coefficient matrix for the autoregressive model
(j = 1, 2, · · · , p), EX and EY are residuals (prediction errors) for each time series [187].
If the variance of EX (or EY ) is reduced by the inclusion of Y (or X) terms in the first (or
second) equation, then Y (or X) is said to Granger causes X (or Y ), i.e. Y Granger causes
X if the coefficients in Axy are jointly significantly different from zero. This can be tested
by performing an F-test [27] [70] on the null hypothesis that axy = 0, assuming X and
Y are covariance stationary. The magnitudes of Granger causality can be estimated by the
logarithm of corresponding F-statistic [27] [70]. The order p of the autoregressive model
can be selected by criteria such as the Bayesian Information Criterion (BIC, [87] [186]) or
the Akaike Information Criterion (AIC, [3]).
Granger causality can be extended to the multivariate Granger causality by estimating
an n-variable autoregressive model with n > 2 number of variables [187]. In this case,
the n variables can be denoted as X = [X1, X2, · · · , Xn], Xj Granger causes Xi if lagged
observations of Xj help predict Xi when lagged observations of all other variables are also
taken into account [187]. This multivariate extension, sometimes referred to as conditional
Granger causality [42] is extremely useful, because repeated pairwise analyses among mul-
tiple variables can sometimes give misleading results in distinguishing direct from indirect
connectivities [187]. However a conditional (multivariate) Granger causality would infer a
causal connection from Xj to Xi only if past information in Xj helped predict the future
of Xi beyond those signals mediated by the other Xk, k 6= i, j [187]. Another instance in
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which conditional Granger causality is valuable is when a single variable drives two other
variables with different time delays [187]. A bivariate analysis, instead of a multivariate
analysis, would falsely infer a causal connection from the driving variable with the shorter
delay which overrides the longer delay [121] [187].
Remark 5.2.1 [187] Granger causality has two important assumptions for data applica-
tions. One assumption is the covariance stationarity, which means the mean and variance
of each time series should not change over time. The other assumption is the adequacy of
linear autoregressive model fitting.
Granger causality index (GCI)
Granger causality test provides a statistical way to indicate whether a causal effect exists
or not from one variable to another. The magnitudes of the causality are described by the
Granger causality index. Follow previous notations, Granger causality index defines the
magnitude of the causal effect from Y to X as the logarithm of the ratio of the residual
variance eX for X to the residual variance eXY for the two-series model of both X and Y :
GCIY→X = log
eX
eXY
, (5.4)
whose value is nonnegative and no greater than 1 [187].
This bivariate GCI can also be extended to the multivariate case [66] [187]. For a system
of n > 2 variables, it can be first fitted into an n-variate linear autoregressive model, which
leads to the residual variance Vi,n(t) = V ar(Ei,n(t)) for variable Xi (E denotes the model
residual) [187]. Then, it can also be fitted into an n− 1-variate linear autoregressive model
for the n − 1 subsystems excluding Xj , which leads to the residual variance Vi,n−1(t) =
V ar(Ei,n−1(t)) for variable Xi [187]. The multivariate Granger causality index is defined
as [187]
GCIXj→Xi = log
Vi,n−1(t)
Vi,n(t)
(5.5)
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5.3 Spectral Granger causality
In this section, we introduce a frequency domain extension of Granger causality, i.e. the
spectral Granger causality [36] [44] [70] [97] [187] [217], which plays an important role in
neuro-signal analysis.
Rearrange Equations 5.3 by exchanging all the X and Y values to the left hand side
of the equation and left the predictive errors EX,t and EY,t at the right hand side of the
equations. Fourier transform of the rearranged expressions, we get [36] [42] [187](
aXX(ω) aXY (ω)
aY X(ω) aY Y (ω)
)(
X(ω)
Y (ω)
)
=
(
EX(ω)
EY (ω)
)
(5.6)
where ω ∈ [−pi, pi), amn(ω) = δmn −
p∑
j=1
amn(j)e
−iωj (δlm is the Kronecker symbol) and
m,n denote either the lable X or Y . Inverse the coefficient matrix on the left hand side, we
obtain [36] [42] [187](
X(ω)
Y (ω)
)
=
(
hXX(ω) hXY (ω)
hY X(ω) hY Y (ω)
)(
EX(ω)
EY (ω)
)
(5.7)
in which the inverse matrix [36] [42] [187]
H(ω) =
(
hXX(ω) hXY (ω)
hY X(ω) hY Y (ω)
)
=
(
aXX(ω) aXY (ω)
aY X(ω) aY Y (ω)
)−1
= A
−1
(ω) (5.8)
Thus, the spectral density matrix of (X, Y )T can be written as [36] [42] [187]
S(ω) = H(ω)ΣH∗(ω)
where ∗ denotes Hermitian matrix transpose, Σ is the covariance matrix of the residuals
E(ω) = (EX(ω), EY (ω)). In consequence, the spectral Granger causality from Y to X is
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defined as [36] [42] [187] [217]
SGCIY→X(ω) = − ln
1− (ΣY Y − Σ2XYΣXX )|HXY (ω)|2
SXX(ω)
 .
Similar to the original Granger causality, spectral Granger causality can also be extended
to the multivariate case, where the causality value is given by [36] [42] [187] [217]
SGCIXj→Xi(ω) = − ln
1− (Σjj − Σ2ijΣii )|Hij(ω)|2
Sii(ω)
 .
for any i, j in the index set.
5.4 Discussions
In this section, we discuss Granger causality regarding the linearity, stationarity, directness
and applications.
Linearity
Granger causality is a typical linear method that strictly depends on linear autoregressive
models [75] [187]. The premise of accurate causal detection lies in the linear model fitting
adequacy [55] [199] [200]. Nonlinear time series can be analyzed by the method, but will
lead to false causality results [43] [66] [134]. However, nonlinear Granger causalities now
exist [4] [62], even though they are more difficult to be used in practice and their statistical
properties are less well understood [187]. For instance, globally nonlinear data can be
divided into locally linear neighborhoods [66], alternatively a radial basis function method
can be used to perform a global nonlinear regression [4].
Stationarity
The initial assumption of Granger causality claims that the analyzed signals should be
covariance stationary [187]. Non-stationary data can be treated by using a windowing
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technique [85] assuming sufficiently short windows of a non-stationary signal are locally
stationary [187]. Alternatively, non-stationary data can be analyzed by first implementing
wavelets [127] and then apply the Granger causality test on the wavelet coefficients.
Directness
Granger causality is a bivariate and hence indirect method, which detects the causalities
pairwise. However, it can also be extended to a multivariate case [66] [187], which be-
comes a direct method [207], e.g. the conditional Granger causality [57]. Directness is
an important property for causality measures in inferencing network structures [66] [152]
[157].
Applications
Granger causality indicates causalities between coupled time series by using statistical tests
[34] [36] [187]. It can be applied to any linear stationary time series [57] [66] [187]. Recent
applications include neuroscience data analysis [66] [57] [149], financial data analysis [75]
[85] [107] and also climate time series analysis [193]. However, not all data can be fitted
into linear autoregressive models [42], particularly neurosicence data sets [163] [107], the
linearity of the Granger causality becomes a serious limitation for its applications [43] [66]
[134].
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Chapter 6
Partial directed coherence and directed
transfer function
In this chapter, we study two frequency domain causality measures, namely the partial di-
rected coherence (PDC) and the directed transfer function (DTF) [96] [199] [200]. Both
measures depend on linear autoregressive models and have relations to the mutual informa-
tion rate [222], which are frequency domain generalizations of the Granger causality [36].
We mainly study the PDC by using both numerical and analytical examples. Discussion is
presented regarding its application and properties.
6.1 Partial Directed Coherence (PDC)
Partial directed coherence (PDC) is a frequency domain causality measure, which uses
the partial spectrum to define the causalities in frequency domain [12] [13] [199] [200].
Consider a K-dimensional zero-mean stationary vector process Xn = [X1,n, · · · , XK,n]T
represented by a multivariate autoregressive model [199] [200]
Xn =
∞∑
l=1
AlXn−l + n, (6.1)
n = [1,n, · · · , K,n]T is a zero-mean Gaussian stationary innovation vector process with
positive definite covariance matrix Σ = E[nTn ]. Assuming the existence of the spectral
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density functions, a matrix A(ω) was defined in terms of the autoregressive coefficient
matrix Al = (aij,l)K×K
Aij(ω) =
{
1−∑+∞l=1 aij,le−iωl, if i=j
−∑+∞l=1 aij,le−iωl, otherwise (6.2)
along with a vector aj(ω) = [A1j(ω) · · ·AKj(ω)]T , where i =
√−1 is the unit for imagi-
nary numbers and ω ∈ [−pi, pi) is the angular frequency [199] [200]. The information PDC
is defined as follows.
Definition 6.1.1 Partial Directed Coherence [199] [200] For the zero mean stationary vec-
tor process X(n) defined above, the information PDC from Xj to Xi is defined as
ιpiij(ω) =
Aij(ω)σ
−1/2
ii√
aHj (ω)Σ
−1
 aj(ω)
, (6.3)
where σii = E[2i,n] (i = 1, · · · , K) are the covariances for the innovation processes and
the superscript H is for the Hermitian transpose.
The PDC is usually a complex value, one often uses the square magnitude of the PDC
value as an alternative to judge the directionality of causal inference [13]. The information
PDC is reduced to the generalized PDC (gPDC), if Σ is a diagonal matrix with distinct
diagonal elements [199] [200]. The generalized PDC is simplified to the original PDC,
if Σ equals to the identity matrix. PDC is a linear method depends strictly on linear
autoregressive model, and direct due to the multivariate estimation of causalities [199]
[200].
6.2 Directed Transfer Function (DTF)
Directed transfer function (DTF) is also a frequency domain linear causality measure, it is
defined on moving average models. Consider the same K-dimensional stationary vector
process Xn = [X1,n, · · · , XK,n]T , given the existence of an autoregressive expression 6.1,
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it can also be expressed using a moving average model [96] [199] [200]
Xn =
∞∑
l=0
Hln−l, (6.4)
where n is a zero-mean Gaussian stationary innovation process. A matrix H(ω) is defined
in terms of the moving average coefficient matrix Hl = (hij,l)K×K as
H ij(ω) =
+∞∑
l=0
hij,le
−iωl, (6.5)
along with a vector hj(ω) = [Hj1(ω) · · ·HjK(ω)]T [199] [200]. The information DTF is
defined as follows.
Definition 6.2.1 Directed Transfer Function [199] [200] The information directed transfer
function (iDTF) from xj to xi is defined as
ιγij(ω) =
H ij(ω)ρ
1/2
jj√
h
H
j (ω)Σhj(ω)
, (6.6)
where ρjj is the variance of the partialized innovation process
ζj,n = j,n − E[j,n|{l,n, l 6= j}]
given explicitly by ρjj = σjj−σj·Σ−1.. σTj·, σj· is the K−1 vector of covariances of j,n with
jn = [l1,n · · · lK−1,n]T , {l1, · · · , lK−1} = {1, · · · , K}\{j}, Σ.. is the covariance matrix
of jn.
The information directed transfer function is reduced to the directed coherence (DC),
if Σ is a diagonal matrix with distinct elements [96] [199] [200]. The directed coherence
(DC) is reduced to the original DTF, if Σ equals to the identity matrix [96] [199] [200].
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6.3 Relations to mutual information rates
Recall the expression for the mutual information rate between two Gaussian stationary
vector processes [62] [68]:
I(X;Y ) = − 1
4pi
∫ pi
−pi
log(1− |CXY (ω)|2)dω, (6.7)
in which the coherence between X and Y is defined as
CXY =
SXY (ω)√
SXX(ω)SY Y (ω)
, (6.8)
where SXX(ω) and SY Y (ω) are the auto spectral density matrix, SXY (ω) is the cross spec-
tral density matrix, and ω ∈ [−pi, pi) is the angular frequency [199] [200] [217].
Theorem 6.3.1 [199] [200] Let the K-dimensional Gaussian stationary time series Xn sat-
isfies the multivariate autoregressive model 6.1, then
ιpiij(ω) = Ciηj(ω), (6.9)
where ηj,n = Xj,n − E[Xj,n|{Xl,m, l 6= j,m ∈ Z}] is known as the partialized process
associated to Xj given the remaining time series [199] [200]. By virtue of the Expressions
6.7 and 6.9
I(i; ηj) = − 14pi
∫ pi
−pi log(1− |Ciηj(ω)|2)dω
= − 1
4pi
∫ pi
−pi log(1− |ιpiij(ω)|2)dω.
(6.10)
In this theorem, the partialized process ηj is generated by
gj(ω) = sXjXj(ω)S
−1
XjXj(ω), (6.11)
which constitutes an optimum Wiener filter, whose role in producing ηj is to deduct the
influence of the other variables from Xj to single out the contribution is from Xj its own
[199] [200] [217]. Here, Xj = [Xl1 · · ·XlK−1 ]T , {l1, · · · , lK−1} = {1, · · · , K}\{j}, the
K − 1-dimensional vector sXjXj(ω) is the cross-spectra between Xj and the remaining
K − 1 processes, SXjXj(ω) is the spectral density matrix of Xj . The spectrum Sηjηj(ω)
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of the partialized process ηj is known as the partial spectrum of Xj given Xj [199] [200]
[217].
Theorem 6.3.2 [199] [200] Let the K-dimensional Gaussian stationary time series Xn sat-
isfies 6.4, then
ιγij(ω) = CXiζj(ω), (6.12)
where ζj,n = j,n−E[j,n|{l,n, l 6= j}] is the partialized innovation process defined earlier.
Similar to 6.10, the theorem implies [199] [200]
I(Xi; ζj) = − 1
4pi
∫ pi
−pi
log(1− |ιγij(ω)|2)dω. (6.13)
6.4 Comparison between PDC and DTF
Both PDC and DTF are frequency domain linear causality measures. In this section, we
compare the two measures in terms of linearity, directness and computation speed.
Linearity
Both PDC and DTF depend on linear autoregressive models [13] [26] [179] [180] [181]
[199] [200]. PDC directly uses the coefficient matrix A of the linear autoregressive mod-
els, but DTF uses the coefficient matrix H of the moving average models [200]. However,
in the definition of DTF, the computation of the moving average model H relies on the
existence of an autoregressive model A [96] [199] [200]. Therefore, both measures depend
on linear autoregressive models [13] [199] [200]. Failure to fit the autoregressive models
will lead to false causalities [13] [66].
Directness
Directness is an important concept for causality measures [66] [152] [157]. Direct causality
measure can identify one step from multi-step causal influence between two nodes. PDC
is a direct measure due to the multivariate partialized processes, but DTF is not [13] [96]
[199] [200]. When the system has only two variables, both PDC and DTF give the same
causal inference [13]. However, when the number of variables increases, DTF tends to
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present positiveness for causal directions even though the causal influence is via multi-
steps [13] [96]. The reason for PDC directness [66] [211] can be seen in the simulations
and examples. The indirectness of DTF is because in the coherence expression 6.12 be-
tween Xi,n and ζj,n (the partialized process of j,n), the moving average expression of Xi
is a linear combination of i,n, i = 1, · · · , K,m ∈ Z+, the exclusion of causal effects from
other s,m, s 6= j,m 6= n in j,n doesn’t ensure the disappearance of the indirect causal
component of Xj in Xi,n, i.e. the coherence between Xi,n and j,n may still be positive
even though the causal effect from Xj to Xi is indirect.
Computation speed
PDC is more computationally efficient than DTF, because it takes advantages of the linear
autoregressive models directly [13]. DTF requires matrix inversion to convert from autore-
gressive models to moving average models [13] [96]. The relation between the moving
average coefficient matrix H in DTF and the autoregressive coefficient matrix A in PDC
can be given as [13]
H(ω) = A
−1
(ω) = (I − A(ω))−1, (6.14)
A andH are Fourier transforms of I−A andH , respectively. Since PDC dispenses with the
matrix inversion in 6.14, it avoids the numerical imprecisions that may result from possible
ill-conditioning of A at some frequencies.
Remark 6.4.1 [Gaussianity][199] Equations 6.9 and 6.12 separately hold for wide sense
autoregressive and moving average stationary processes, without the restriction on Gaus-
sianity. However, Theorems 6.3.1 and 6.3.2, which involve the coherence expressions of
mutual information rates [68], refer to Gaussian processes for simplicity. The validity of
identities in 6.10 and 6.13 relies on the Gaussianity assumption.
6.5 Simulation and examples
In this section, we present both analytical and numerical examples to analyze the PDC
properties. Analytical examples are used to verify the identity 6.9 in Theorem 6.3.1, while
numerical simulations are used to verify the directionality and directness of PDC.
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6.5.1 Analytical examples
In analytical examples, we use two simple models to calculate the PDC. One is a two-
dimensional first order autoregressive model, where we embed a unidirectional causal ef-
fect from one time series to another using alphabetic parameters. The other is a three-
dimensional first order autoregressive model with unidirectional causal effects in a chain.
Our aim is to verify Theorem 6.3.1 and check the directness of PDC. The two parametric
models were originally provided by [199] [200] without calculation details. To understand
how PDC works, we reintroduce their models and present the details of calculation from
both definition and coherence points of view. One can easily understand the reason for
PDC directness and play with the parameters.
Example 6.5.1 (Two-dimensional AR(1)) Consider a system of two zero-mean stationary
autoregressive processes [199] [200]:
X1(n) = αX1,n−1 + βX2,n−1 + 1,n,
X2(n) = γX1,n−1 + δX2,n−1 + 2,n,
(6.15)
which can be written in matrix form as[
X1,n
X2,n
]
=
[
α β
γ δ
][
X1,n−1
X2,n−1
]
+
[
1,n
2,n
]
, (6.16)
where i, i = 1, 2 are zero-mean Gaussian stationary innovation processes with orthonor-
mal covariances E[i,nj,m] = δnmδij (δpq is the Kronecker delta symbol), i, j ∈ {1, 2}, and
n,m ∈ Z, α, β, γ and δ are the autoregressive coefficients not all vanish which form the
coefficient matrix denoted as A. To verify Theorem 6.3.1, the PDC was calculated from
both sides of Identity 6.9.
Calculation of ιpiij by definition:
From the coefficient matrix A, the A can be calculated as
A(ω) =
[
A11(ω) A12(ω)
A21(ω) A22(ω)
]
=
[
1− αe−iω −βe−iω
−γe−iω 1− δe−iω
]
, (6.17)
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along with the vectors
a1(ω) = [A11(ω), A21(ω)]
T = [1− αe−iω,−γe−iω]T ,
a2(ω) = [A12(ω), A22(ω)]
T = [−βe−iω, 1− δe−iω]T , (6.18)
and their Hermitian transposes
aH1 (ω) = [1− αeiω,−γeiω],
aH2 (ω) = [−βeiω, 1− δeiω], (6.19)
where i =
√−1 and ω ∈ [−pi, pi).
Due to orthonormality of the innovation processes, the covariance matrix Σ and its
inverse Σ−1 are identity matrices with σii = E[2i,n] = 1, for i ∈ {1, 2}. The PDC values
can be calculated by definition (Equation 6.3) as
ιpi11(ω) =
A11(ω)σ
−1/2
11√
aH1 (ω)Σ
−1
w a1(ω)
=
1− αe−iω√
1 + α2 + γ2 − α(eiω + e−iω) ,
ιpi12(ω) =
A12(ω)σ
−1/2
11√
aH2 (ω)Σ
−1
w a2(ω)
=
−βe−iω√
1 + β2 + δ2 − δ(eiω + e−iω) ,
ιpi21(ω) =
A21(ω)σ
−1/2
22√
aH1 (ω)Σ
−1
w a1(ω)
=
−γe−iω√
1 + α2 + γ2 − α(eiω + e−iω) ,
ιpi22(ω) =
A22(ω)σ
−1/2
22√
aH2 (ω)Σ
−1
w a2(ω)
=
1− δe−iω√
1 + β2 + δ2 − δ(eiω + e−iω) .
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For unidirectionality, let α = β = δ = 0 and γ 6= 0, the model becomes
X1,n = 1,n
X2,n = γX1,n−1 + 2,n, (6.20)
and the PDC values become
[
ιpi11 ιpi12
ιpi21 ιpi22
]
=
 1√1+γ2 0−γe−iω√
1+γ2
1
 , (6.21)
the ιpi21 6= 0 and ιpi12 = 0 indicate direct causality from X1 → X2.
Notation 6.5.2 The causal direction of PDC is read from the second index to the first index.
In matrix form, the causal direction is read from column index to row index. For example, in
the matrix of 6.21, ιpi21 = −γe
−iω√
1+γ2
indicates direct causality from X1 → X2, while ιpi12 = 0
means X2 9 X1.
Calculation from coherence point of view
Calculation of the coherences Ciηj requires knowledge of the spectral density matrix of
X = [X1, X2]T , which can be easily obtained by Fourier transforms of the auto-covariance
sequence: [
sX1X1(ω) sX1X2(ω)
sX2X1(ω) sX2X2(ω)
]
=
[
1 γeiω
γe−iω 1 + γ2
]
. (6.22)
The partialized processes E[Xj,n|{Xl,m, l 6= j,m ∈ Z}], j = 1, 2 are generated from
g1(ω) = sX1X1(ω)S
−1
X1X1(ω) = sX1X2(ω)s
−1
X2X2
(ω) =
γeiω
1 + γ2
g2(ω) = sX2X2(ω)S
−1
X2X2(ω) = sX2X1(ω)s
−1
X1X1
(ω) = γe−iω. (6.23)
The magnitudes |gi|, i = {1, 2} determines the strength of the effects from other variables
that should be deducted from xi(n). The coefficient of iω in the exponential term deter-
mines the value of time lags of the other variables that will be deducted from Xi,n, i = 1, 2.
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For instance, g1(ω) = γe
iω
1+γ2
indicates a strength of γ
1+γ2
for X2,n+1 should be eliminated
from Xi,n. Similarly, the partialized processes are given as
η1,n = X1,n − γ
1 + γ2
X2,n+1,
η2,n = X2,n − γX1,n−1, (6.24)
substituting the innovation processes into the expressions, we have
η1,n =
1
1 + γ2
1,n − γ
1 + γ2
2,n+1,
η2,n = 2,n. (6.25)
Thus, the auto-spectra and cross-spectrum can be easily calculated as
s11(ω) = s22(ω) = sη2η2(ω) = 1, sη1η1(ω) =
1
1+γ2
,[
s1η1 s1η2
s2η1 s2η2
]
=
[
1
1+γ2
0
−γe−iω
1+γ2
1
]
,
which result in coherences identical to the PDC values 6.21 calculated by definition:
[
C1η1 C1η2
C2η1 C2η2
]
=
 1√1+γ2 0− γe−iω√
1+γ2
1
 . (6.26)
Theorem 6.3.1 is hence verified.
Remark 6.5.3 [199] [200]The key fact of PDC directness is that it decomposes the causal
effect (on the driven time series) from each time series into directional components [89]
and then eliminates the shrouding effects of the remaining time series (on the driven time
series) from the driving time series when calculate the PDC causalities. PDC is shown to
have relation with the Granger causality (GC) [12] [13], which corresponds to the ability
of pinpointing the level of improvement in predicting Xi,n, when the past of another time
series Xj is known (i 6= j).
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Example 6.5.4 (Three-dimensional AR(1)) Consider a system of three zero-mean autore-
gressive stationary time series [199] [200]:
X1,n = α1X1,n−1 + α2X2,n−1 + α3X3,n−1 + 1,n,
X2,n = β1X1,n−1 + β2X2,n−1 + β3X3,n−1 + 2,n,
X3,n = γ1X1,n−1 + γ2X2,n−1 + γ3X3,n−1 + 3,n,
(6.27)
which can be written in matrix form as
X1,n
X2,n
X3,n
 =

α1 α2 α3
β1 β2 β3
γ1 γ2 γ3


X1,n−1
X2,n−1
X3,n−1
+

1,n
2,n
3,n
 , (6.28)
where i, i = 1, 2, 3 are the zero-mean Gaussian stationary innovation processes with co-
variances E[i,nj,m] = δnmδij (δpq stands for the Kronecker delta symbol), i, j ∈ {1, 2, 3},
and n,m ∈ Z, αi, βi, γi and δi, i ∈ {1, 2, 3} are the autoregressive coefficients, which not
all vanish and form the coefficient matrix denoted as A. To verify Theorem 6.3.1, the PDC
was calculated from both sides of Identity 6.9.
Calculation of ιpiij by definition:
Follow the same procedure as in the previous example, the matrix A is given by
A(ω) =

A11(ω) A12(ω) A13(ω)
A21(ω) A22(ω) A23(ω)
A31(ω) A32(ω) A33(ω)
 =

1− α1e−iω −α2e−iω −α3e−iω
−β1e−iω 1− β2e−iω −β3e−iω
−γ1e−iω −γ2e−iω 1− γ3e−iω
 ,
(6.29)
along with the vectors
a1(ω) = [A11(ω), A21(ω), A31(ω)]
T = [1− α1e−iω,−β1e−iω,−γ1e−iω]T ,
a2(ω) = [A12(ω), A22(ω), A32(ω)]
T = [−α2e−iω, 1− β2e−iω,−γ2e−iω]T ,
a3(ω) = [A13(ω), A23(ω), A33(ω)]
T = [−α3e−iω,−β3e−iω, 1− γ3e−iω]T ,
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and their Hermitian transposes
aH1 (ω) = [1− α1eiω,−β1eiω,−γ1eiω],
aH2 (ω) = [−α2eiω, 1− β2eiω,−γ2eiω], (6.30)
aH3 (ω) = [−α3eiω,−β3eiω, 1− γ3eiω],
where i =
√−1 and ω ∈ [−pi, pi).
Due to orthonormality of the innovation processes, the covariance matrix Σ and its
inverse Σ−1 are identity matrices with σii = E[2i,n] = 1, for i ∈ {1, 2, 3}. The PDC values
are calculated by definition as
ιpi11(ω) =
A11(ω)σ
−1/2
11√
aH1 (ω)Σ
−1
w a1(ω)
=
1− α1e−iω√
1 + α21 + β
2
1 + γ
2
1 − α1(eiω + e−iω)
,
ιpi12(ω) =
A12(ω)σ
−1/2
11√
aH2 (ω)Σ
−1
w a2(ω)
=
−α2e−iω√
1 + α22 + β
2
2 + γ
2
2 − β2(eiω + e−iω)
,
ιpi13(ω) =
A13(ω)σ
−1/2
11√
aH3 (ω)Σ
−1
w a3(ω)
=
−α3e−iω√
1 + α23 + β
2
3 + γ
2
3 − γ3(eiω + e−iω)
,
ιpi21(ω) =
A21(ω)σ
−1/2
22√
aH1 (ω)Σ
−1
w a1(ω)
=
−β1e−iω√
1 + α21 + β
2
1 + γ
2
1 − α1(eiω + e−iω)
,
ιpi22(ω) =
A22(ω)σ
−1/2
22√
aH2 (ω)Σ
−1
w a2(ω)
=
1− β2e−iω√
1 + α22 + β
2
2 + γ
2
2 − β2(eiω + e−iω)
,
ιpi23(ω) =
A23(ω)σ
−1/2
22√
aH3 (ω)Σ
−1
w a3(ω)
=
−β3e−iω√
1 + α23 + β
2
3 + γ
2
3 − γ3(eiω + e−iω)
,
ιpi31(ω) =
A31(ω)σ
−1/2
33√
aH1 (ω)Σ
−1
w a1(ω)
=
−γ1e−iω√
1 + α21 + β
2
1 + γ
2
1 − α1(eiω + e−iω)
,
ιpi32(ω) =
A32(ω)σ
−1/2
33√
aH2 (ω)Σ
−1
w a2(ω)
=
−γ2e−iω√
1 + α22 + β
2
2 + γ
2
2 − β2(eiω + e−iω)
,
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ιpi33(ω) =
A33(ω)σ
−1/2
33√
aH3 (ω)Σ
−1
w a3(ω)
=
1− γ3e−iω√
1 + α23 + β
2
3 + γ
2
3 − γ3(eiω + e−iω)
.
For unidirectionality of X1 → X2 → X3, let
α1 = α2 = α3 = 0, β2 = β3 = 0, γ1 = γ3 = 0, but β1 6= 0 and γ2 6= 0.
The model and the PDC values become
X1,n = 1,n,
X2,n = β1X1,n−1 + 2,n,
X3,n = γ2X2,n−1 + 3,n,
(6.31)

ιpi11 ιpi12 ιpi13
ιpi21 ιpi22 ιpi23
ιpi31 ιpi32 ιpi33
 =

1√
1+β21
0 0
−β1e−iω√
1+β21
1√
1+γ22
0
0 −γ2e
−iω√
1+γ22
1
 . (6.32)
Calculation from coherence point of view
Substitute in the innovation processes, the moving average model is given by
X1,n = 1,n,
X2,n = β11,n−1 + 2,n,
X3,n = γ2β11,n−2 + γ22,n−1 + 3,n.
(6.33)
whose spectral density matrix for X = [X1, X2, X3]T can be easily calculated as
sX1X1(ω) sX1X2(ω) sX1X3(ω)
sX2X1(ω) sX2X2(ω) sX2X3(ω)
sX3X1(ω) sX3X2(ω) sX3X3(ω)
 =

1 β1e
iω γ2β1e
2iω
β1e
−iω β21 + 1 γ2(β
2
1 + 1)e
iω
γ2β1e
−2iω γ2(β21 + 1)e
−iω γ22(β
2
1 + 1) + 1
 .
(6.34)
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The partial spectra
g1(ω) = sX1X1(ω)S
−1
X1X1(ω) = [sX1X2(ω) sX1X3(ω)]
[
sX2X2(ω) sX2X3(ω)
sX3X2(ω) sX3X3(ω)
]−1
= [
β1e
iω
β21 + 1
, 0],
g2(ω) = sX2X2(ω)S
−1
X2X2(ω) = [sX2X1(ω) sX2X3(ω)]
[
sX1X1(ω) sX1X3(ω)
sX3X1(ω) sX3X3(ω)
]−1
= [
β1e
−iω
γ22 + 1
,
γ2e
iω
γ22 + 1
], (6.35)
g3(ω) = sX3X3(ω)S
−1
X3X3(ω) = [sX3X1(ω) sX3X2(ω)]
[
sX1X1(ω) sX1X2(ω)
sX2X1(ω) sX2X2(ω)
]−1
= [0, γ2e
−iω],
imply that the partialized process associated to xj, j ∈ {1, 2, 3} are
η1,n = X1,n − β1
β21 + 1
X2,n+1,
η2,n = X2,n − β1
γ22 + 1
X1,n−1 − γ2
γ22 + 1
X3,n+1, (6.36)
η3,n = X3,n − γ2X2,n−1,
whose moving average expressions are
η1,n =
1
β21 + 1
1,n − β1
β21 + 1
2,n+1,
η2,n =
1
γ22 + 1
2,n − γ2
γ22 + 1
3,n+1, (6.37)
η3,n = 3,n.
Then, the auto-spectra and cross-spectrum are calculated as
s11(ω) = s22(ω) = s33(ω) = 1
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sη1η1(ω) =
1
β21 + 1
, sη2η2(ω) =
1
γ22 + 1
, sη3η3(ω) = 1,
s1η1 s1η2 s1η3
s2η1 s2η2 s2η3
s3η1 s3η2 s3η3
 =

1
β21+1
0 0
−β1e−iω
β21+1
1
γ22+1
0
0 −γ2e
−iω
γ22+1
1
 .
which give the coherences identical to the PDC results 6.32 as

C1η1 C1η2 C1η3
C2η1 C2η2 C2η3
C3η1 C3η2 C3η3
 =

1√
β21+1
0 0
−β1e−iω√
β21+1
1√
γ22+1
0
0 −γ2e
−iω√
γ22+1
1
 . (6.38)
Remark 6.5.5 (Directness of PDC) In this example, the directness of PDC is embodied
by writing the model in terms of the innovation processes
X1,n = 1,n
X2,n = γ1,n−1 + 2,n,
and comparing with the partialized processes
η1,n =
1
1 + γ2
1,n − γ
1 + γ2
2,n+1,
η2,n = 2,n,
By virtue of Theorem 6.3.1, the PDC fromXj toXi is the coherence between i and ηj . IfXj
directly (one step) causes Xi, e.g. X1 → X2, then Xj,n (e.g. X1,n) must exist in the linear
prediction of Xi,n (e.g. X2,n in the second equation of 6.39). Rearranging the expression
of Xi,n (X2,n), the innovation process i,n of Xi,n must exist in the new expression of Xj ,
e.g. 2,n exists in the expression of X1,n−1:
X1,n−1 = 1,n−1 = [X2,n − 2,n]/γ, γ 6= 0,
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Hence, i (2) is also involved in the partialized process ηj of Xj (X1), e.g.
η1,n =
1
1 + γ2
1,n − γ
1 + γ2
2,n+1.
Thus, the coherence between i and ηj (e.g. 2 and η1) must be non-vanished which indi-
cates direct causal influence from Xj → Xi (X1 → X2).
6.5.2 Numerical simulations
In this section, we analyze the PDC by using two classic time series models, which are
appeared in nearly all papers regarding numerical simulations of causality measures [13]
[155] [159] [212]. One is a linear model, while the other is nonlinear, which will be re-
peatedly used in later chapters. Also, a discrete model is introduced by myself, in order to
analyze the properties of PDC.
Example 6.5.6 (Linear interaction) Consider a 4-dimension linear autoregressive system
[13] [155] [159] [212]
X1,n = 0.96
√
2X1,n−1 − 0.9025X1,n−2 + 1,n,
X2,n = 0.5X1,n−2 + 2,n,
X3,n = −0.4X1,n−1 + 0.6X4,n−2 + 3,n,
X4,n = −0.5X2,n−1 − 0.25
√
2X3,n−1 + 4,n,
(6.39)
where i, i = 1, 2, 3, 4 are generated standard Gaussian distributed white noise [4]. This
model describes the direct causal influence from X1 → X2, X1 → X3, X3 ↔ X4 and
X2 → X4.
We used the recommended parameter choice [13] [101] [159] in this numerical simu-
lation. In consistency to the numerical studies of various causality measures, N = 5000
number of data points [6] [155] [159] [212] were generated per data channel (PDC con-
verges [9] as the time series length increases, but considering the computation time, the
recommended time series length N = 5000 [155] [212] is long enough for convergence
and suitable for numerical simulations [9]). There are a couple of recommended options of
parameters [13], e.g. α = 1% or α = 5% (significance level for PDC asymptotic statistics
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[11] [201] [205]), AIC [3] (or Hannan-Quinn, Schwartz or fixed) order selection criterion
[194] [198], Nutall-Strand (or least square or Vieira Morf) AR model fitting algorithm.
We have altered the several recommended options in our analysis. PDC causalities plotted
against frequencies were shown for example in Figure 6.1 (α = 1%) and 6.2 (α = 5%). We
found that the PDC can identify the correct direct causal directions, but may also introduce
false causalities. More strict significance level, i.e. smaller α value, tends to give less false
causalities, e.g. in Figure 6.1 a more rigid significance level α = 1% tends to give fewer
false causalities than the significance results given by α = 5% as shown in Figure 6.2.
However, once the significance level α is fixed, PDC gives the same significance results
providing different order selection criteria and different model fitting algorithms, i.e. the
magnitudes of the PDC results are varied but the significant directions are the same. Also,
different sets of time series realizations of the same model will have different PDC causal-
ity results but the same correct and direct significance directions (X1 → X2, X1 → X3,
X3 ↔ X4 and X2 → X4). Hence, PDC is robust for this linear model, no matter the
parameter choices and different realizations. However, it indeed presents false causalities.
Notation 6.5.7 In the figures of PDC results, there areK×K subplots (K is the number of
time series in system), e.g. in Figure 6.1 and 6.2, there are 4×4 subplots, because there are
K = 4 time series in the linear example. Each of the subplots depicts the PDC results from
one time series channel to another, and the direction of the causality results is labeled from
the column channel to the row channel. For instance, the (2, 1)th subplots, indicates the
PDC results fromX1 → X2. In each subplots, the horizontal axis stands for the frequencies
range from 0 to pi with 128 frequency points in total, the vertical axis represents the square
magnitudes of the PDC causalities, since PDC causalities are complex values, one often
use their square magnitudes to judge the significance. There are several curves in the
plots. The black curves are the significance threshold for the PDC asymptotic statistics
[11] [201] [205], causality values above the curve are deemed significant (red), otherwise
insignificant (green). For instance, the green curve in the (4, 1)-th subplot indicates no
significant causality from X1 → X4, while the red curve in the (2, 1)-th subplot indicates
significant causality from X1 → X2 at all frequencies. All the other PDC layout plots give
similar interpretations.
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Figure 6.1: Original PDC for the linear example 8.5 (α = 1%). In this figure, the 4×4 lay-
out plots show the square magnitudes of PDC causalities against frequencies, for the linear
example 8.5 with α = 1%. The direction of causalities is read from the column index to the
row index of each plot. In these plots, red curves (see Notation 6.5.7) indicate significant
PDC causalities at corresponding frequencies, the green curves indicate insignificant PDC
causalities, the black curves are the significance thresholds (according to PDC asymptotic
statistics [11] [201] [205]), whereas the blue curves on the diagonal plots are the coher-
ences for each data channel. This figure shows that PDC indicates the correct and direct
significant causalities from: X1 → X2, X1 → X3, X2 → X4 and X3 ↔ X4, along with
false causalities from X2 → X3 at certain frequencies.
Example 6.5.8 (Nonlinear interaction) Consider a 4-dimensional nonlinear system [13]
[155] [159] [212]
X1,n = 0.95
√
2X1,n−1 − 0.9025X1,n−2 + 1,n,
X2,n = 0.5X1,n−2 + 2,n,
X3,n = 0.6X
2
2,n−1 + 3,n,
X4,n = 0.25
√
2X3,n−1 + 4,n,
(6.40)
where i, i = 1, 2, 3, 4 are generated standard Gaussian distributed white noise [4]. This
model describes the direct causal directions from X1 → X2, X2 → X3 and X3 → X4, and
nonlinear interaction from X2 → X3 and X2 → X4.
For similar reason of parameter choice as given in Example 8.3.1 [6] [155] [212],
N = 5000 points were generated per data channel. PDC software uses the same parameter
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Figure 6.2: Original PDC for the linear example 8.5 (α = 5%). In this figure, the 4×4 lay-
out plots show the square magnitudes of PDC causalities against frequencies, for the linear
example 8.5 with α = 5%. The direction of causalities is read from the column index to the
row index of each plot. In these plots, red curves (see Notation 6.5.7) indicate significant
PDC causalities at corresponding frequencies, the green curves indicate insignificant PDC
causalities, the black curves are the significance thresholds (according to PDC asymptotic
statistics [11] [201] [205]), whereas the blue curves on the diagonal plots are the coher-
ences for each data channel. This figure shows that PDC indicates the correct and direct
significant causalities from: X1 → X2, X1 → X3, X2 → X4 and X3 ↔ X4, along with
false causality from X2 → X3 and X3 → X2 at certain frequencies.
options as the previous example does. Square magnitudes of the PDC causalities against
frequencies (range from 0 to pi with 128 frequency points) were plotted e.g. in Figure 6.3
and 6.4. As we altered the parameters, stable significant PDC causalities were detected
along the two direct linear interactions from X1 → X2 and X3 → X4, along with some
unstable causalities from (X1, X2) → X3 and X2 ↔ X4 at certain frequencies. Different
realizations of the same time series model gave the same significant causality directions.
More rigid significance level, i.e. smaller α values tend to give fewer significant false
causalities. Once the significance level α is fixed, different choice of the other parameters
do not change the significance of the causality results. In this example, PDC failed to pick
up the nonlinear interactions, which can only identify the correct linear interactions.
Example 6.5.9 (Discrete model) Let X and Y be two discrete stochastic processes that
swap states in S = {0, 1} with probabilities p(0) = p(1) = 1/2. In the beginning, both
X and Y choose an initial state in S according to the probabilities p(0) = p(1) = 1/2.
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Figure 6.3: Original PDC for the nonlinear example 8.6 (α = 1%). In this figure, the 4× 4
layout plots show the square magnitudes of PDC causalities against frequencies, for the
nonlinear example 8.6 with α = 1%. The direction of causalities is read from the column
index to the row index of each plot. In these plots, red curves (see Notation 6.5.7) in-
dicate significant PDC causalities at corresponding frequencies, the green curves indicate
insignificant PDC causalities, the black curves are the significance thresholds (according
to PDC asymptotic statistics [11] [201] [205]), whereas the blue curves on the diagonal
plots are the coherences for each data channel. This figure shows that PDC indicates the
correct and direct significant causalities from: X1 → X2 and X3 → X4, along with un-
stable significant PDC (false causalities) from (X1, X2) → X3 and X2 ↔ X4 at certain
frequencies.
Afterwards, Y continues to swap in S according to the swapping probabilities p(0) =
p(1) = 1/2, but X stays at its previous state until the swapping condition is met by Y . The
swapping condition states that at each time n, the current state Xn of X is enabled to swap
according to the swapping probabilities p(Xn = 0) = p(Xn = 1) = 1/2 iff Xn−tX = 1,
otherwise, Xn stays at its previous state. In this example, Y causal influences X with time
lag tY of Y , where tY = 1, 2, · · · .
In the simulation, we set tY = 5 and generate time series with 5000 points per data
channel (for the reason of parameter choice, see Example 8.3.1). The parameter choices
were the same to the previous examples. In this example, PDC software failed to fit the
time series into linear AR models, which results in significant but unstable causalities from
both X → Y and Y → X , as shown e.g. in Figure 6.5 and 6.6. The parameters have
similar influence to the causality results as previous examples do.
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Figure 6.4: Original PDC for the nonlinear example 8.6 (α = 5%). In this figure, the
4× 4 layout plots show the square magnitudes of PDC causalities against frequencies, for
the nonlinear example 8.6 with α = 5%. The direction of causalities is read from the
column index to the row index of each plot. In these plots, red curves (see Notation 6.5.7)
indicate significant PDC causalities at corresponding frequencies, the green curves indicate
insignificant PDC causalities, the black curves are the significance thresholds (according to
PDC asymptotic statistics [11] [201] [205]), whereas the blue curves on the diagonal plots
are the coherences for each data channel. This figure shows that PDC indicates the correct
and direct significant causalities from: X1 → X2 and X3 → X4, along with unstable
significant PDC (false causalities) from X2 → X3 and X2 → X4 at certain frequencies.
6.6 Discussion
In this chapter, we studied the PDC and DTF, both of which are frequency domain linear
causality measures [13] [199] [200]. PDC is a direct measure [13] [26] [157] [180] [179]
[181] [199] [200], while DTF is indirect [13] [96] [199] [200]. In our research, we fo-
cus more on PDC. The reason for PDC directness is because, it uses multivariate partial
spectrum to single out the causal effect that is from the driving time series its own rather
than from other time series [13] [66] [211] [199] [200]. One big limitation of PDC is its
linearity, which prevents it from broad applications. PDC has several key parameters, in-
cluding the significance level α, the AR model fitting algorithm and the AR order selection
criterion [26] [179] [180] [181], which are usually chosen as default values (α = 1% or
α = 5%, Nutall-Strand AR model fitting algorithm and AIC order selection criterion [3]
[194] [198]). In numerical simulations, we use the recommended parameters for PDC [13]
6.6 Discussion 72
Figure 6.5: Original PDC for the discrete model 8.3.3 (α = 1%). In this figure, the 2 × 2
layout plots show the square magnitudes of PDC causalities against frequencies, for the dis-
crete model 8.3.3 with α = 1%. The direction of causalities is read from the column index
to the row index for each plot. In these plots, the red curves (see Notation 6.5.7) indicate
the significant PDC causalities at corresponding frequencies, the green curves indicate the
insignificant PDC causalities, the black curves are the significance thresholds (according to
PDC asymptotic statistics [11] [201] [205]), whereas the blue curves on the diagonal plots
are the coherences for each data channel. This figure shows that PDC indicates the correct
and direct significant causalities from both X → Y and Y → X .
[101] [155] [159] [212]. As we altered the different options of the paraters, the significant
PDC results are robust. Once the significance level α is fixed, the significance results are
independent to the order selection criterion and the AR model fitting algorithm as well as
different realizations of the same model. PDC can detect clear significant direct causalities
for linear interactions, but it may also present false causalities. More rigid choice of the sig-
nificance level α tends to give fewer false causalities. As have been studied in [12], larger
noise leads to more false causalities [4], PDC is not as sensitive to noise [12] [157] as other
measures e.g. transfer entropy [155] [159] [184] do. It can still detect correct and direct
linear interactions when the level of noise increase [12] [13] due to the significance test
which is based on the PDC aymptotic statistics [11] [201] [205]. We use standard Gaussian
distributed white noise for all examples for compatible PDC results. In later comparative
studies of causality measure, we discuss more on the PDC regarding its application and
properties.
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Figure 6.6: Original PDC for the discrete model 8.3.3 (α = 5%). In this figure, the 2 × 2
layout plots show the square magnitudes of PDC causalities against frequencies, for the dis-
crete model 8.3.3 with α = 1%. The direction of causalities is read from the column index
to the row index for each plot. In these plots, the red curves (see Notation 6.5.7) indicate
the significant PDC causalities at corresponding frequencies, the green curves indicate the
insignificant PDC causalities, the black curves are the significance thresholds (according to
PDC asymptotic statistics [11] [201] [205]), whereas the blue curves on the diagonal plots
are the coherences for each data channel. This figure shows that PDC indicates the correct
and direct significant causalities from both X → Y and Y → X .
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Chapter 7
Transfer entropy
In this chapter, we study an information-based [144] causality measure, named the transfer
entropy (TE) [184]. Many information-based causality measures were derived from trans-
fer entropy [45] [108] [127] [135] [155]. It uses Kullback entropy to evaluate the deviation
of the generalized Markov property. Simulation and discussion are provided to analyze the
application and properties of TE.
7.1 Transfer entropy
Transfer entropy (TE) is an information-based [144] causality measure, introduced by T.
Schreiber to describe the information transfer between coupled systems [171] [184]. Con-
sider a discrete system approximated by a kth order stationary Markov process, the condi-
tional probability to find X in state Xn+1 at time n+ 1 satisfies [171]
p(Xn+1|X(k)n ) = p(Xn+1|X(k+1)n ),
the shorthand notation X(k)n = (Xn, · · · , Xn−k+1) denotes words of length k or a k-dimensional
delay embedding vector [178] [184]. Extend the system X to two systems X and Y , the
generalized Markov property gives [184]:
p(Xn+1|X(k)n ) = p(Xn+1|X(k)n ,Y(l)n ), (7.1)
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which means that in absence of the information flow from Y → X , the state of Y i.e.
(Yn, · · · , Yn−l+1) has no influence on the transition probabilities of X .
Transfer entropy is defined by a Kullback entropy to evaluate the generalized Markov
property [171] [184]:
TEY→X =
∑
p(Xn+1,X(k)n ,Y
(l)
n ) log
p(Xn+1|X(k)n ,Y(l)n )
p(Xn+1|X(k)n )
, (7.2)
the words length are usually chosen as l = k or l = 1 [171] [178]. TEY→X is asymmetric
that measures the level of dependence of X on Y , but not vice versa.
Recall from information theory, TE can be expressed in terms of the conditional en-
tropies
TEY→X =
∑
p(Xn+1,X(k)n ,Y
(l)
n ) log
p(Xn+1|X(k)n ,Y(l)n )
p(Xn+1|X(k)n )
=
∑
p(Xn+1,X(k)n ,Y
(l)
n )[log
1
p(Xn+1|X(k)n )
− log 1
p(Xn+1|X(k)n ,Y(l)n )
]
=
∑
p(Xn+1,X(k)n ) log 1p(Xn+1|X(k)n ) −
∑
p(Xn+1,X(k)n ,Y
(l)
n ) log
1
p(Xn+1|X(k)n ,Y(l)n )
= H(Xn+1|X(k)n )−H(Xn+1|X(k)n ,Y(l)n ),
it measures the average uncertainty eliminated from Xn+1 when the past of Y is presented
providing the past of X . Recall the relation between mutual information rate and condi-
tional entropy:
I(X;Y ) = H(X) +H(Y )−H(X, Y )
= H(X)−H(X|Y ) = H(Y )−H(Y |X),
TE can also be written in terms of the mutual information rates:
TEY→X = H(Xn+1|X(k)n )−H(Xn+1|X(k)n ,Y(l)n )
= H(Xn+1|X(k)n )−H(Xn+1) +H(Xn+1)−H(Xn+1|X(k)n ,Y(l)n )
= [H(Xn+1)−H(Xn+1|X(k)n ,Y(l)n )]− [H(Xn+1)−H(Xn+1|X(k)n )]
= I(Xn+1; X(k)n ,Y
(l)
n )− I(Xn+1; X(k)n ).
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7.2 Simulations and examples
In this section, we present two numerical and one analytical examples to analyze the prop-
erties of TE. For convenience of comparison, we use part of the same examples to PDC as
given in Chapter 6.
Linear example
Example 7.2.1 (Linear interaction) Consider a 4-dimension linear autoregressive system
[13] [155] [159] [212]
X1,n = 0.96
√
2X1,n−1 − 0.9025X1,n−2 + 1,n,
X2,n = 0.5X1,n−2 + 2,n,
X3,n = −0.4X1,n−1 + 0.6X4,n−2 + 3,n,
X4,n = −0.5X2,n−1 − 0.25
√
2X3,n−1 + 4,n,
(7.3)
where i, i = 1, 2, 3, 4 are generated standard Gaussian distributed white noise [4]. In this
example, the direct causalities are from X1 → X2, X1 → X3, X3 ↔ X4 and X2 → X4
and the indirect causalities are X1 → X4 and X2 → X3.
There are several parameters for TE when analyzed using probability binning, namely
the words length k and l, the range of the data points and the size or the number of bins.
Due to the information-based nature of the measure [144] [184], different ranges of data
points and different size or number of bins will lead to different magnitudes of the TE
results even for the same realizations of the same model. In other words, TE is an un-
normalized causality measure, it is nonnegative (lower bound) and be upper bounded by
the limit TE value when the size of the bins tends to zero (or the number of bins tends
to infinity) [184] [222]. Larger size (i.e. smaller number) of the bins will lead to smaller
magnitudes (non-negative) of the TE results, while smaller size (i.e. larger number) of the
bins leads to larger magnitudes (non-negative) of the TE results [184] [222]. There is no
strigent choice of the binning interval size, the only interest of the TE analysis is to com-
pare the strengths of the TE causalities between pairwise opposite directions, e.g. between
X1 → X2 and X2 → X1. For compatible TE results of different directions [126] [155]
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[184] [222], the original time series were standardized between −1 and 1 for each channel,
and we use h = 0.1 as the constant-size binning intervals. The direction with stronger
causalities is decided as the significance causal direction [155] [184].
Since the maximum causal time lag is τ = 2 in this example, we use words length
k = l = 2 in the TE package developed in matlab by myself. Similar to the PDC analysis
of the same example, N = 5000 number of data points (see Example 8.3.1) were gener-
ated per channel. The realizations of this model were standardized between −1 and 1, the
color-map of the TE causalities are shown in Figure 7.1. Similar to the PDC plots, causal
directions in the TE’s plots are also indicated from column channels to row channels. By
comparing the causality strengths on pairwise opposite directions, TE detects all the correct
significant causal directions from X1 → (X2, X3, X4), X2 → (X3, X4), X3 → X4, which
include both the direct and indirect causal directions. TE results on different realizations of
the same linear model were investigated, which gives similar causality results but the same
directional inference. Figure 7.1 shows an example of the TE results on an arbitrary set of
realizations.
Note in this analysis, we use no larger words length than τ = 2, because τ = 2 is
the largest possible causal time lag in this model, also because TE has slow computation
speed (see section: Computation speed in Chapter 11), τ = 2 is the maximum words
lengths practical to use in numerical simulations. Larger words length than τ = 2 will cost
intolerable longer computation time [112] [143] [144] [147] [148]. The computation time
of TE increases with the word length (i.e. the embedding dimension) polynomially.
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Figure 7.1: TE results of Example 8.3.1 (color-map). This figure shows an example (an
arbitrary set of realizations) of the TE analysis of the linear model 8.3.1. In this figure, the
4× 4 lattice plot shows the magnitudes of the TE causalities between the four time series:
X1, X2, X3 and X4. The magnitudes of the TE causalities were interpreted by the color of
each lattice. For each lattice, the color of the lattice indicates the magnitude of TE causality
in the direction from the column channel to the row channel. The correspondence between
TE causalities and the colors are shown in the color-bar. To inference causal directions, one
could compare the magnitudes of TE causalities between opposite directions. In this figure,
the TE results indicate all correct causal directions: X1 → (X2, X3, X4), X2 → (X3, X4),
X3 → X4, which are either direct or indirect.
Nonlinear example
Example 7.2.2 (Nonlinear interaction) Consider a 4-dimensional nonlinear system [13]
[155] [159] [212]
X1,n = 0.95
√
2X1,n−1 − 0.9025X1,n−2 + 1,n,
X2,n = 0.5X1,n−2 + 2,n,
X3,n = 0.6X
2
2,n−1 + 3,n,
X4,n = 0.25
√
2X3,n−1 + 4,n,
(7.4)
where i, i = 1, 2, 3, 4 are generated standard Gaussian distributed white noise [4]. In this
example, the direct causalities are from X1 → X2, X2 → X3 and X3 → X4, and the
indirect causalities are from X1 → X3, X1 → X4, X2 → X3 and X2 → X4, in which
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X2 → (X3, X4) are the nonlinear interactions.
In this example, we use the same parameter and data setting to the previous example
(the maximum causal time lag is again τ = 2). The TE results are color-mapped and shown
in Figure 7.2. By comparing the strengths of causalities on pairwise opposite directions, TE
identifies significant causal directions from X1 → (X2, X4) and (X2, X3) → X4, which
are the correct directions that are either direct or indirect, but missing the direct nonlinear
interaction fromX2 → X3. TE results on different realizations of the same nonlinear model
were investigated, which gives similar causality results but the same directional inference.
Figure 7.2 shows an example of the TE results for an arbitrary set of realizations.
Figure 7.2: TE results of Example 8.3.2 (color-map). This figure shows an example (an
arbitrary set of realizations) of the TE analysis of the nonlinear model 8.3.2. In this figure,
the 4×4 lattice plot shows the magnitudes of the TE causalities between the four time series:
X1, X2, X3 and X4. The magnitudes of the TE causalities were interpreted by the color of
each lattice. For each lattice, the color of the lattice indicates the magnitude of TE causality
in the direction from the column channel to the row channel. The correspondence between
TE causalities and the colors are shown in the color-bar. To inference causal directions, one
could compare the magnitudes of TE causalities between opposite directions. In this figure,
the TE results indicate all correct causal directions: X1 → (X2, X4) and (X2, X3) → X4,
either direct or indirect, but missing the linear indirect direction X1 → X3 and nonlinear
direct direction X2 → X3.
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Discrete stochastic processes
Example 7.2.3 (Discrete model) Let X and Y be two discrete stochastic processes swap
states in S = {0, 1} with probabilities p(0) = p(1) = 1/2. In the beginning, both X and
Y choose an initial state in S with probabilities p(0) = p(1) = 1/2. Y continues to swap
in S with probabilities p(0) = p(1) = 1/2, while X stays at its previous state until the
swapping condition is met by Y . The swapping condition ensures that at each time n, Xn
is enabled to swap states with probabilities p(Xn = 0) = p(Xn = 1) = 1/2 iff Yn−tY = 1,
otherwise, Xn stays at its previous state. Here, Y drives X with time delay tY ∈ Z+.
We use the maximum causal time lag as the word length: k = l = tY . According to the
definition
TX→Y =
∑
p(Yn|X(tY )n ,Y(tY )n ) · p(X(tY )n ,Y(tY )n ) log p(Yn|X
(tY )
n ,Y
(tY )
n )
p(Yn|Y(tY )n )
,
TY→X =
∑
p(Xn|X(tY )n ,Y(tY )n ) · p(X(tY )n ,Y(tY )n ) log p(Xn|X
(tY )
n ,Y
(tY )
n )
p(Xn|X(tY )n )
,
where the conditional probabilities have the Markov property that
p(Yn|X(tY )n ,Y(tY )n ) = p(Yn|Yn−1), p(Yn|Y(tY )n ) = p(Yn|Yn−1),
p(Xn|X(tY )n ,Y(tY )n ) = p(Xn|Xn−1, Yn−tY ), p(Xn|X(tY )n ) = p(Xn|Xn−1).
This implies
p(Yn|X(tY )n ,Y(tY )n )
p(Yn|Y(tY )n )
=
p(Yn|Yn−1)
p(Yn|Yn−1) = 1,
p(Xn|X(tY )n ,Y(tY )n )
p(Xn|X(tY )n )
=
p(Xn|Xn−1, Yn−tY )
p(Xn|Xn−1) .
According to the swapping probabilities, we found
p(Xn = α|Xn−1 = β, Yn−tY = 1) =
{
1
2
α = β,
1
2
α 6= β,
p(Xn = α|Xn−1 = β, Yn−tY = 0) =
{
1 α = β,
0 α 6= β,
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p(Xn = α|Xn−1 = β) =
{
3
4
α = β,
1
4
α 6= β,
and the joint probabilities p(Xn−1 = β, Yn−tY = γ) =
1
4
, ∀β, γ ∈ {0, 1}. Thus,
TEX→Y =
∑
p(Yn|Yn−1) · p(Yn−1) log p(Yn|Yn−1)p(Yn|Yn−1) = 0,
TEY→X =
∑
p(Xn|Xn−1, Yn−tY ) · p(Xn−1, Yn−tY ) log p(Xn|Xn−1,Yn−tY )p(Xn|Xn−1) ,
= 3
4
log 2− 3
8
log 3 = 1
8
log 64
27
= 0.0469,
which indicate the correct causal direction from Y → X .
7.3 Discussion
Transfer entropy (TE) is an information-based causality measure, defined by using Kull-
back entropy [108] [171] [184] [196] to measure the deviation of the generalized Markov
property. It is an asymmetric extension to the mutual information rate [108] [171] [184]
[196], which uses conditional probabilities to measure the information transfer between
systems [95] [143] [144]. TE is a time domain nonlinear indirect causality measure that
can be applied to stationary time series of any models, i.e. model-free [95] [143] [144]
[184] . In numerical examples, TE can identify all correct causal directions no matter di-
rect or indirect [95] [112] [143] [144] [184]. TE is an unnormalized causality measure,
hence each single TE value isn’t meaningful in inferencing causal directions, particularly
in numerical simulations. In these simulations, TE seldom gives vanished causalities, even
though the causality doesn’t actually exist [95] [143] [144]. For practical reason, one often
need to compare the magnitudes of TE causalities between pairwise opposite directions
[108] [112] [127] [196], in order to inference the causal direction with a larger TE value.
TE is a biased causality measure, which is sensitive to noise [125] [126] [135] [148] [155]
[167] [171]. On one hand this is because of the non-normalized nature of TE, while on the
other hand it is because we use the binning estimator which is more sensitive to noise than
the other information estimators [103] [154] [178]. We use binning estimator is because
it is convenient to realize in computer programs [154] and it is easy for us to understand
the nature of TE [171]. However, it gives similar strengths of causalities between opposite
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directions, which is not practical to use in directional inference. For experimental data anal-
ysis, TE will have residual flows [126] may due to experimental and computational noise
[125]. TE causalities are nonnegative, but their magnitudes depend on the size of the bins
(probability binning) or the number of bins [184] [222]. For compatible causalities, one
should use uniform bin sizes and compare the magnitudes of the TE causalities between
different directions [103] [171] [204] [222]. There are two ways to decide the significance
of TE causalities. One is to compare the strengths of causalities between pairwise opposite
directions, which are often used for model systems [127]. The other is surrogate data tech-
niques [6] [14] [151] [156] [185] [168], with the TE causalities on the randomly shuffled
realizations were taken as the significance threshold [6] [14] [135] [155] [202], which is
often used for experimental data analysis. Here, we used the first technique to decide the
significance of TE. TE suffers from slow computation (see section: Computation speed,
in Chapter 11), for which reason it can not be used for larger words lengths (embedding
dimensions) [95] [112] [143] [144] [186]. The theoretical fine structure of TE can be used
for either analytical calculations or developing new measures. In Chapter 9, a new measure
(i.e. the direct transfer entropy) will be introduced to improve the properties of TE and
PDC.
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Chapter 8
Conditional mutual information from
mixed embedding
Transfer entropy has computational restrictions on embedding dimensions. In this chapter,
the conditional mutual information from mixed embedding (MIME) and the partial MIME
(PMIME) will be studied to address this issue. Examples and discussions are provided
regarding their application and properties.
8.1 Nonuniform state-space reconstruction of MIME
MIME [212] is a time domain information-based [144] nonlinear causality measure, which
is defined for stationary processes. Let X and Y be two stationary vector processes, the
MIME causality for Y → X is estimated by the following procedures. Define VF =
(Xn+1, Xn+2, · · · , Xn+TX ) to be the future vector of X with time horizon TX and
B = {Xn, Xn−1, · · · , Xn−LX , Yn, · · · , Yn−LY },
to be a uniform state-space embedding vector [16] [29] [67] containing the history of both
X and Y with the maximum time lags LX and LY , respectively. The future and the uniform
state-space embedding vectors [16] [29] [67] are taken as input to a progressive scheme.
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The progressive scheme starts with VF , B and an initial selected embedding vector
b0 = ∅. At each iterative cycle s, the scheme uses the kNN method (k-th nearest neighbor
estimator [63] [204] [210] [212]) to estimate the mutual information rates between VF and
elements in B\bs−1. The progressive scheme seeks element in B\bs−1 that satisfies the
maximum criterion: [212]
I : max
∗∈B\bs−1
{I(VF ; ∗|bs−1)}, (8.1)
element that satisfies the maximum criterion was removed from B to bs−1 to obtain bs =
[bs−1, ∗] for the sth iterative cycle. The progressive scheme stops at an s + 1th iterative
cycle when the stopping criterion [212]
I(VF ; bs)/I(VF ; bs+1) > A, (8.2)
is satisfied and uses bj as the final selected nonuniform embedding vector. Here, A ∈
(0, 1) is a significance threshold near 1 with empirical optimum choice as A = 0.95 [212].
Increase A in the stopping criterion will allow more cycles to be iterated in the progressive
scheme and hence allow more components to be included in the selected embedding vector,
whereas descrease A will also reduce the number of iterative cycles and prevent enough
explainable components to enter the selected embedding vector [105] [212]. The empirical
value A = 0.95 can not only allows the inclusion of a new component in the selected
embedding vector even if the augmented vector explains small extra information of VF
than the previous step, but can also prevents false positiveness [212]. The final MIME
causality is given by the ratio between the mutual information rates [212]:
MIMEY→X = 1− I(VF ; b
X
s )
I(VF ; bs)
=
I(VF ; bYs |bXs )
I(VF ; bs)
, (8.3)
where bXs and b
Y
s are the X and Y components of bs [212].
The MIME ratio measures the amount of information that the Y component in the final
selected embedding vector [16] [29] [67] contains about X , which is normalized by the
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total mutual information rate to obtain causality between 0 and 1 [212]. MIME indicates
an existence of causality from Y → X if MIMEY→X > 0, otherwise no causality is
detected from Y to X . Generally, MIMEY→X is a non-negative value around 0. No matter
how small the value of MIMEY→X is, it indicates an existence of causality. The higher the
value of MIMEY→X , the stronger the causal dependence of X on Y , in that bYs occupies
a larger portion in bs. When there is no causality from Y to X , bYs = ∅, the numerator
vanishes [212].
8.2 Partial conditional mutual information from mixed embedding
MIME is an indirect causality measure that analyzes the causalities in a bivariate fashion.
A direct version of MIME is introduced, namely the partial MIME (PMIME) [105], which
is defined on multivariate stationary processes. PMIME has the same progressive scheme
and criteria to MIME, but it uses multivariate embedding vectors and multivariate (condi-
tional) mutual information rates for the final ratio.
Consider a system of K variables X = [X1, · · · , XK ], the multivariate uniform embed-
ding vector considers the lagged values for all variables in the system [105]:
B = {X1,n, X1,n−1, · · · , X1,n−L1 , · · · , XK,n, XK,n−1, · · · , XK,n−LK},
Li is the maximum time lag of each Xi, i = 1, 2, · · · , K. The multivariate uniform state-
space embedding vector [16] [29] [67] is taken as input to the progressive scheme, which
followed by the same maximum and stopping criteria as MIME does. The empirical op-
timum choice of the stopping criterion is A = 0.97 for PMIME [105], which is slightly
higher than that of MIME (A = 0.95) [212]. This may be because partialization of the con-
ditional mutual information rates on the remaining (confounding) variable makes the max-
imum criterion more rigid, the stopping criterion needs to be increased in order to include
enough explainable components in the selected embedding variable [5] [105] [212]. When
the stopping criterion is met at an s + 1th iterative cycle, the nonuniform state-space em-
bedding vector bs is selected as the final embedding vector for PMIME. The ratio between
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the multivariate conditional mutual information rates gives the final PMIME causality for
Xj → Xi [105]:
PMIMEXj→Xi|Z =
I(VF ; bjs|bis,bzs)
I(VF ; bs)
. (8.4)
where Z = X\{Xi, Xj} represents the remaining variables in X excluding Xi and Xj , bis,
bjs and b
Z
s are the Xi, Xj and Z components of bs, respectively [105].
8.3 Simulations and examples
In this section, we use two numerical and one analytical example to analyze the properties
of MIME and PMIME, part of which were used for PDC and TE. More examples can be
found in Chapters 11, 12 and 13.
Linear example
Example 8.3.1 (Linear interaction) Consider a 4-dimension linear autoregressive system
[13] [155] [159] [212]
X1,n = 0.96
√
2X1,n−1 − 0.9025X1,n−2 + 1,n,
X2,n = 0.5X1,n−2 + 2,n,
X3,n = −0.4X1,n−1 + 0.6X4,n−2 + 3,n,
X4,n = −0.5X2,n−1 − 0.25
√
2X3,n−1 + 4,n,
(8.5)
where i, i = 1, 2, 3, 4 are generated standard Guassian distributed white noise [4]. In this
example, the direct causalities are X1 → X2, X1 → X3, X3 ↔ X4 and X2 → X4.
Similar to the examples for PDC and TE, N = 5000 data points were generated per
channel (see Example 8.3.1). As recommended in [105] and [212] for maps, default pa-
rameters: time horizon T = 1, maximum time lag Lmax = 5 and nnei = 5 (number of
nearest neighbors [109] [110] [204] [210]) were used for both MIME (default, A = 0.95
[212]) and PMIME (default A = 0.97 [105] [159]) in their software. Since the maximum
time delay is τ = 2 in this example, Lmax = 5 is enough for our analysis. The T = 1
and nnei = 5 are recommended values for numerical simulations of maps [105] [109]
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Figure 8.1: MIME and PMIME results for Example 8.3.1 (color-map). This figure shows
an example (an arbitrary set of realizations) of the MIME and PMIME analysis of the linear
model 8.3.1. In this figure, each 4× 4 lattice plot shows the magnitudes of the MIME (left
panel) or PMIME (right panel) causalities between the four time series: X1, X2, X3 and
X4. The magnitudes of the MIME and PMIME causalities were scaled between 0 and 1 and
interpreted by the color of the lattices. For each lattice, the color of the lattice indicates the
magnitude of TE causality in the direction from the column channel to the row channel. The
correspondence between MIME and PMIME causalities and the colors are shown in the
color-bar. In this figure, the MIME results (left panel) identify all correct causal directions:
X1 → (X2, X3, X4), X2 → (X3, X4), X3 → X4, X1 → X4 and X2 → X3, along with
a false direction from X3 → X2. The PMIME results (right panel) identify all the correct
direct causal directions: X1 → (X2, X3), X2 → X4 and X3 ↔ X4.
[110] [210] [212], and the directional results of MIME and PMIME are independent of the
parameter choice [105] [212]. The color-map of the causality results are shown in Figure
8.1. In this figure, MIME (left) indicates both direct (X1 → (X2, X3), X2 → X4 and
X3 ↔ X4) and indirect causal directions (X1 → X4 and X2 → X3), as well as a false
direction from X3 → X2), while PMIME (right) indicates only direct causal directions
(X1 → (X2, X3), X2 → X4 and X3 ↔ X4). Moreover, as we altered the parameters e.g.
T = 1, 2, 3 and Lmax = 5, 10 (restriction: T ≤ Lmax), the significance causality results
do not change. Different realizations of the linear model were investigated, where MIME
(PMIME) indicate all correct (direct) causal directions.
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Nonlinear example
Example 8.3.2 (Nonlinear interaction) Consider a 4-dimensional nonlinear system [13]
[155] [159] [212]
X1,n = 0.95
√
2X1,n−1 − 0.9025X1,n−2 + 1,n,
X2,n = 0.5X1,n−2 + 2,n,
X3,n = 0.6X
2
2,n−1 + 3,n,
X4,n = 0.25
√
2X3,n−1 + 4,n,
(8.6)
where i, i = 1, 2, 3, 4 are generated standard Guassian distributed white noise [4]. In this
example, the direct causalities are X1 → X2, X2 → X3 and X3 → X4, with nonlinear
interactions: X2 → X3 and X2 → X4.
In this example, the same parameters were used for MIME and PMIME to the previous
example [105] [109] [110] [210] [212]. The color-map of the causality results are shown
in Figure 8.2. Results show that MIME (left) indicates correct causal directions that are
either direct or indirect (X1 → (X2, X3, X4), x2 → (X3, X4) and X3 → X4), while
PMIME indicates only the direct causal directions (X1 → X2, X2 → X3 and X3 → X4).
Again, once the stopping criterion A is fixed, changes in parameter choices e.g. T = 1, 2, 3
and Lmax = 5, 10 (restriction: T ≤ Lmax) do not influence the significance of causality
results, which implies that MIME and PMIME do not depend on parameter choice [105]
[212]. Different realizations of the nonlinear model were investigated, which gives the
same causal inference for MIME analysis and also the same causal inference for PMIME
analysis.
Discrete model
Example 8.3.3 (Discrete model) Let X and Y be two discrete stochastic processes swap
states in S = {0, 1} with probabilities p(0) = p(1) = 1/2. In the begining, both X and
Y choose an initial state in S with p(0) = p(1) = 1/2. Y continues to swap in S with
p(0) = p(1) = 1/2, while X stays at its previous state until the swapping condition is met
by Y . The swapping condition states that at each time n, Xn is enabled to swap states with
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Figure 8.2: MIME and PMIME results for Example 8.3.2 (color-map). This figure shows
an example (an arbitrary set of realizations) of the MIME and PMIME analysis of the
nonlinear model 8.3.2. In this figure, each 4 × 4 lattice plot shows the magnitudes of the
MIME (left panel) or PMIME (right panel) causalities between the four time series: X1,
X2,X3 andX4. The magnitudes of the MIME and PMIME causalities were scaled between
0 and 1 and interpreted by the color of each lattice. For each lattice, the color of the lattice
indicates the magnitude of TE causality in the direction from the column channel to the
row channel. The correspondence between MIME and PMIME causalities and the colors
are shown in the color-bar. In this figure, the MIME results (left panel) indicate all correct
causal directions: X1 → (X2, X3), X2 → X4 and X3 ↔ X4, . The PMIME results (right
panel) indicate all correct direct causal directions: X1 → X2, X2 → X3 and X3 → X4.
probabilities p(Xn = 0) = p(Xn = 1) = 1/2 iff Yn−tY = 1, otherwise, Xn stays at its
previous state. In this example, Y causal influences X via time lag tY ∈ Z+.
We use parameters T = 1 [105] [212], Lmax = tY and B = (X
(tY )
n , Y
(tY )
n ) for
both MIME (A = 0.95 [212]) and PMIME (A = 0.97 [105] [159]). We first evaluate
MIMEX→Y , in the first iterative cycle, I(Yn; ∗) =
∑
p(Yn, ∗) · log p(Yn|∗)p(Yn) = 0, ∀∗ ∈ B,
because p(Yn|Xn−k) = p(Yn|Yn−k) = p(Yn), ∀k ∈ {1, · · · , tY }. The progressive scheme
stops and uses b = ∅ as the final embedding vector and thus
MIMEX→Y =
I(Yn; bX0 |bY0 )
I(Yn; b0)
=
I(Yn; ∅|∅)
I(Yn; ∅) = 0. (8.7)
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Since this is a bivariate example, PMIME has the same value to MIME:
PMIMEX→Y =
I(Yn; bX0 |bY0 )
I(Yn; b0)
=
I(Yn; ∅|∅)
I(Yn; ∅) = 0. (8.8)
For MIMEY→X , since p(Xn) = 12 , ∀Xn ∈ S, and
p(Xn = α|Xn−1 = β) =
{
3
4
α = β,
1
4
α 6= β.
we found
I(Xn;Xn−1) =
∑
p(Xn, Xn−1) log
p(Xn|Xn−1)
p(Xn)
= 1
2
× 3
4
× log 3/4
1/2
+ 1
2
× 1
4
× log 1/4
1/2
= 0.0284,
to be the maximum mutual information rate, thus b1 = (Xn−1) was selected for the first
iterative cycle. In the second iterative cycle,
p(Xn = α|Yn−tY = 1, Xn−1 = β) =
{
1
2
α = β,
1
2
α 6= β,
p(Xn = α|Yn−tY = 0, Xn−1 = β) =
{
1 α = β,
0 α 6= β,
Hence,
I(Xn;Yn−tY |Xn−1) = I(Xn;Yn−tY , Xn−1)− I(Xn;Xn−1)
=
∑
p(Xn|Yn−tYXn−1)p(Yn−tY , Xn−1) log p(Xn|Yn−tY ,Xn−1)p(Xn|Xn−1)
= 3
4
log 2− 3
8
log 3 = 0.0469,
was the only non-vanished mutual information rate and b2 = (Xn−1, Yn−tY ) was selected.
The progressive scheme continuous in that
I(Xn;Xn−1)/I(Xn;Yn−tY |Xn−1) < A.
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In the third iterative cycle, all conditional mutual information rates vanish
I(Xn; ∗|Xn−1, Yn−tY ) = 0, ∀∗ ∈ B\b2.
Hence, the progressive scheme stops and b2 = (Xn−1, Yn−tY ) was used as the final selected
embedding vector, which gives
MIMEY→X = PMIMEY→X =
I(Xn;bY2 |bX2 )
I(Xn;b2)
=
I(Xn;Yn−tY |Xn−1)
I(Xn;Xn−1,Yn−tY )
=
3
4
log 2− 3
8
log 3
1
4
log 2
= 0.6226.
Both MIME and PMIME indicate the causal direction from Y → X .
8.4 Discussion and remark
In this chapter, we introduced MIME and PMIME as two time domain nonlinear causal-
ity measures. MIME is an indirect causality measure, which depends on the estimation
of bivariate mutual information rates. PMIME is the direct version of MIME, whose mu-
tual information estimation is multivariate. There are several key parameters for MIME
and PMIME [105] [109] [110] [159] [210] [212], namely the time horizon T , the max-
imum time lag Lmax and the significant threshold A. T is a positive integer no greater
than Lmax, e.g. T = 1, 2, 3 and Lmax = 5, 10. A is an empirical significance threshold,
which controls the number of components included in the final embedding vectors. The
higher value of A in the stopping criteron allows more embedding variables to be included
in the final embedding vectors [105] [212]. The optimum choice of the stopping criterion
is A = 0.95 for MIME [212] and A = 0.97 for PMIME [105] [159]. Given a value of
threshold in the stopping criterion, the new measures are independent of parameter choices
[105] [159] [212]. The emprical optimum threshold A in the stopping critetion is slightly
higher in PMIME than in MIME, maybe because partialization of the conditional mutual
information rates on the remaining (confounding) variable makes the maximum criterion
more rigid, the stopping criterion needs to be increased in order to include enough ex-
plainable components in the selected embedding variable [16] [105] [212]. In numerical
simulations, one should use small embedding parameters for maps (discontinuous series of
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observations), but large parameters for flows (smoothly changing observations) [5] [105]
[109] [110]. Both measures have fast computations, because of the progressive scheme and
the criteria [159]. Moreover, a most important fact is that both MIME and PMIME do not
require computationally intensive randomization (surrogate) significant test [6] [105] [151]
[156] [168] [185]. The strict threshold and the progressive nature of the two methods guar-
antee the contribution from all the components of the embedding vector to the prediction of
the future vector, and hence the clear detection of information transfer between time series
[212]. Therefore, both measures do not rely on significant tests and embedding parameters
[105]. Even though bias or residual flows may still exist due to computational precision
issue (i.e. computational truncation and rounding), but will not have big influence to the
causality results. Hence, in later numerical simulations including the EEG data and finan-
cial data analysis, no complicated significant tests are necessary [105] [109] [110] [159]
[212]. Since MIME estimates the causalities in a bivariate way, which is faster in analyzing
small systems [105] [212]. However, PMIME estimates the causalities in a multivariate
way, it is faster in analyzing large systems [105] [212]. One could choose the most appro-
priate measure according to specific type of applications. More details on the properties of
MIME and PMIME refer to Chapter 11: Comparative study of causality measures.
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Chapter 9
Direct Transfer entropy
In this chapter, we introduce a new causality measure: the direct transfer entropy (DTE),
developed by myself from PDC and TE. Similar to other direct measures [157] [159], this
measure can identify direct from indirect causalities. Analytical examples are provided to
verify the new measure, along with a discussion regarding its application and properties.
9.1 Importance of directness
Directness is a very important concept in network construction [66] [207]. In networks, a
direct link means one step connection between two nodes [66] [152]. This concept can be
demonstrated by Figure 9.1. In this figure, both two graphs have three nodes X , Y and Z
and directed links from X to Y and Y to Z. The first graph has an one step connection
(direct link) from X to Z, but the second graph does not. A direct measure can distinguish
the two structures as shown in the graphs, i.e. give positive causality for X → Z in the
left graph, but vanished causality for X → Z in the right graph, whereas indirect measure
cannot identify these two structures. Therefore, direct causality measures are preferred in
network construction.
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Figure 9.1: An example of the direct and indirect network structures. In this figure, both
graphs have three nodes X, Y, Z and directed links from X → Y , Y → Z and X → Z.
The left graph has a direct link from X → Z, but the right graph does not.
9.2 Direct transfer entropy
Direct transfer entropy (DTE) is a hybrid measure developed from both PDC and TE. Con-
sider a system of k-dimensional stationary vector process X = [X1, · · · , XK ] with prob-
ability distribution p(Xi), i = 1, 2, · · · , K, the direct transfer entropy from Xj → Xi is
defined as
DTEXj→Xi =
∑
p(Xi,n+1,Vn) log
p(Xi,n+1|Vn)
p(Xi,n+1|Wn) . (9.1)
where Vn = [X
(l1)
1,n , · · · ,X(lK)K,n ] is the embedding vector of X and
Wn = [X
(l1)
1,n , · · · ,X(lj−1)j−1,n,X(lj+1)j+1,n, · · · ,X(lK)K,n ]
is the embedding vector Vn excluding the Xj component.
Recall from the information theory, DTE can be expressed in terms of the conditional
entropies and mutual information rates:
DTEXj→Xi =
∑
p(Xi,n+1,Vn)[log 1p(Xi,n+1|Wn) − log 1p(Xi,n+1|Vn) ]
= H(Xi,n|Wn)−H(Xi,n|Vn)
= [H(Xi,n+1)−H(Xi,n|Vn)]− [H(Xi,n+1)−H(Xi,n|Wn)]
= I(Xi,n+1; Vn)− I(Xi,n; Wn),
where Vn and Wn are the multivariate embedding vectors defined above.
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Recall the relation between TE and mutual information rates 7.3, DTE can also be
written in terms of TE as
DTEXj→Xi = I(Xi,n+1; Vn)− I(Xi,n; Wn) = TVn→Xi − TWn→Xi , (9.2)
which implies DTEXj→Xi is the pure causal effect from Xj to Xi excluding the causal
effects from the remaining variables Xs, s 6= j.
Remark 9.2.1 Similar to TE, the DTE should use uniform word length li = l (l ∈ Z+ is
a constant, i = 1, 2, · · · , K). Analogously to MIME and PMIME, a sufficient choice for
strict directness is to use the uniform state-space embedding scheme [5]
Vn = [X1,n−τ , · · · , X1,n−(K−1)τ , · · · , XK,n−τ , · · · , XK,n−(K−1)τ ], τ = 1, 2, · · · .
However, in numerical simulations, the directness can hardly be achieved when system
dimension K ≥ 3, because the computation will collapse due to the multivariate con-
ditioning. The DTE computation grows polynomially as the system dimension increases.
Despite this limitation, DTE is a direct and model-free causality measure that can be used
for any stationary time series no matter linear or nonlinear. It inherits all the advantages
from PDC (directness) and TE (model-free). Hence, it can be applied for any stationary
time series theoretically. However, due to the slow computational issue (see Chapter 11 the
section of Computation speed), it is better used for analytical calculations and to develop
other new measures.
9.3 Examples
In this section, we use three analytical examples to verify the effectiveness of DTE. More
examples can be found in the comparative study between causality measures (Chapter 11).
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9.3.1 Linear examples
Example 9.3.1 (Three-dimensional first order autoregressive model) A 3-dimensional AR(1)
model is given by
X1,n = 1,n
X2,n = βX1,n−1 + 2,n,
X3,n = γX2,n−1 + 3,n, (9.3)
which can also be written as a moving average model
X1,n = 1,n
X2,n = β1,n−1 + 2,n,
X3,n = γβ1,n−2 + γ2,n−1 + 3,n, (9.4)
where β, γ are non-vanished coupling strengths for X1 → X2 and X2 → X3, respectively,
i, i = 1, 2, 3 are zero-mean Gaussian stationary white noise innovation processes, with
orthonormal correlation E[i,mj,n] = δijδmnσ2, i = 1, 2, 3, m,n ∈ Z (δij is the Kronecker
delta symbol). The direct causal effects are from X1 → X2 and X2 → X3.
In this example, we use the maximum causal time lag as words length li = 2, i = 1, 2, 3.
Since Xn = [X1,n, X2,n, X3,n] is a zero-mean Gaussian stationary vector process, we use
Gelfand and Yaglom’s theorem 3.4.1 [68] to estimate the mutual information rates. For
instance, the mutual information rates can be given by
I(X2,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n) =
1
2
log
det M(X2,n)·det M(X(2)1,n,X(2)2,n,X(2)3,n)
det M(X2,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)
= 1
2
log(β2 + 1),
I(X2,n; X
(2)
2,n,X
(2)
3,n) = 0,
M denotes the first order moment matrix for the vector processes. Hence,
DTEX1→X2 = I(X2,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X2,n; X(2)2,n,X(2)3,n),
=
1
2
log(β2 + 1)− 0 = 1
2
log(β2 + 1). (9.5)
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Similarly,
DTEX1→X3 = I(X3,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X3,n; X(2)2,n,X(2)3,n),
=
1
2
log(γ2β2 + γ2 + 1)− 1
2
log(γ2β2 + γ2 + 1) = 0,
DTEX2→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X1,n; X(2)1,n,X(2)3,n) = 0,
DTEX2→X3 = I(X3,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X3,n; X(2)1,n,X(2)3,n),
=
1
2
log(γ2 + 1),
DTEX3→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X1,n; X(2)1,n,X(2)2,n) = 0,
DTEX3→X2 = I(X2,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X2,n; X(2)1,n,X(2)2,n);
=
1
2
log(β2 + 1)− 1
2
log(β2 + 1) = 0,
(9.6)
which together indicate the direct causal directions: X1 → X2 and X2 → X3 (details see
Appendix A).
Remark 9.3.2 In Example 11.3.2, DTE gives vanished causality for X1 → X3. Later, in
Chapter 11, TE gives indirect causality TEX1→X3 =
1
2
log γ
2β2+γ2+1
γ2+1
> 0 for γ 6= 0, which
verifies the directness of DTE.
9.3.2 Nonlinear examples
Example 9.3.3 Let X , Y and Z be three discrete stochastic processes swap states in S =
{−1, 1} according to the probabilities p(0) = p(1) = 1/2. In the beginning, X and Y each
selects an initial state in S according to the probabilities p(−1) = p(1) = 1/2. Afterwards,
at each time n, X continues to swap states in S according to the swapping probabilities
p(−1) = p(1) = 1/2, while Y and Z remain at their previous states and are allowed to
swap when the following conditions are met. At each time n, Yn is enabled to swap with
probabilities p(Yn = −1) = p(Yn = 1) = 1/2 iff Xn−tX = 1, Zn is enabled to swap
with probabilities p(Zn = −1) = p(Zn = 1) = 1/2 iff Yn−tY = 1, otherwise they remain
unchanged at their previous states. In this example, the direct causal directions areX → Y
and Y → Z.
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We use the maximum causal time lag as the word length for DTE lx = ly = lz =
tX + tY , which is denoted as l. By probability binning, we found
p(Yn|X(l)n ,Y(l)n ,Z(l)n ) = p(Yn|Yn−1, Xn−tX )
p(Yn|Y(l)n ,Z(l)n ) = p(Yn|Yn−1).
and
p(Yn = α|Yn−1 = β,Xn−tX = 1) =
{
1
2
, α = β,
1
2
, α 6= β,
p(Yn = α|Yn−1 = β,Xn−tX = −1) =
{
1, α = β,
0, α 6= β,
p(Yn = α|Yn−1 = β) = p(Yn=α,Yn−1=β)p(Yn−1=β) =
∑
γ
p(Yn=α,Yn−1=β,Xn−tX=γ)
p(Yn−1=β)
=
∑
γ
p(Yn=α|Yn−1=β,Xn−tX=γ)p(Yn−1=β,Xn−tX=γ)
p(Yn−1=β)
=
∑
γ
p(Yn = α|Yn−1 = β,Xn−tX = γ)p(Xn−tX = γ|Yn−1 = β)
=
∑
γ
p(Yn = α|Yn−1 = β,Xn−tX = γ)p(Xn−tX = γ)
=
{
3
4
, α = β,
1
4
, α 6= β,
in which p(Xn−tX = γ|Yn−1 = β) = p(Xn−tX = γ), because Xn−tX is independent to
Yn−1 when swap states. Also, the joint probability is given by p(Yn−1 = β,Xn−tX = γ) =
1
4
, ∀β, γ ∈ A. Thus, the DTE value is given by
DTEX→Y =
∑
α,β,γ
p(Yn = α|Yn−1 = β,Xn−tX = γ) · p(Yn−1 = β,Xn−tX = γ)
· log p(Yn=α|Yn−1=β,Xn−tX=γ)
p(Yn=α|Yn−1=β)
= 1
2
× 1
4
log 1/2
3/4
+ 1
2
× 1
4
log 1/2
1/4
+ 1× 1
4
log 1
3/4
+ 0× 1
4
log 0
1/4
= 3
8
log 4
3
= 0.0469.
Chapter 9. Direct Transfer entropy 99
Similarly, other DTE values are given by
DTEX→Z =
∑
α,β,γ
p(Zn = α|Zn−1 = β, Yn−tY = γ) · p(Zn−1 = β, Yn−tY = γ)
· log p(Zn=α|Zn−1=β,Yn−tX=γ)
p(Zn=α|Zn−1=β,Yn−tX=γ)
= 0,
DTEY→X =
∑
p(Xn|X(l)n ,Y(l)n ,Z(l)n ) · p(X(l),Y(l)n ,Z(l)n ) · log p(Xn|X
(l)
n ,Y
(l)
n ,Z
(l)
n )
p(Xn|X(l)n ,Z(l)n )
= 0,
DTEY→Z =
∑
α,β,γ
p(Zn = α|Zn−1 = β, Yn−tY = γ) · p(Zn−1 = β, Yn−tY = γ)
· log p(Zn=α|Zn−1=β,Yn−tY =γ)
p(Zn=α|Zn−1=β) =
3
8
log 4
3
= 0.0469,
DTEZ→X =
∑
p(Xn|X(l)n ,Y(l)n ,Z(l)n ) · p(X(l),Y(l)n ,Z(l)n ) · log p(Xn|X
(l)
n ,Y
(l)
n ,Z
(l)
n )
p(Xn|X(l)n ,Y(l)n )
= 0,
DTEZ→Y =
∑
p(Yn|X(l)n ,Y(l)n ,Z(l)n ) · p(X(l)n ,Y(l),Z(l)n ) · log p(Yn|X
(l)
n ,Y
(l)
n ,Z
(l)
n )
p(Yn|X(l)n ,Y(l)n )
= 0,
which indicate the direct causal directions: X → Y and Y → Z (calculation details see
Appendix A).
9.3.3 Control examples
Example 9.3.4 (A: direct X → Z) Let X, Y , and Z be stationary stochastic processes
swap states randomly in a set S = {−1, 1}. Initially, X, Y and Z each chooses a state in S
with probabilities p(−1) = p(1) = 1
2
. Then, X swaps states in S with equal probabilities
p(X = 1) = p(X = −1) = 1
2
, but Y and Z remain in their previous states until the
swapping conditions hold: at each time n, Yn+1 is allowed to swap states in S if Xn = 1,
otherwise it remains in its previous state; Zn+1 is allowed to swap states either if Xn = −1
or Yn = 1 or both, otherwise, it stays in its previous state. The direct causal directions are
X → Y , Y → Z and X → Z as shown in the left graph of Figure 9.2.
Example 9.3.5 (B: indirect X → Z) This example is the same to the Example 9.3.4, ex-
cept for the swapping condition: at each time n, Yn+1 is allowed to swap states in S if
Xn = 1, otherwise it remains in its previous state; Zn+1 is allowed to swap states in S if
Yn = 1, otherwise, it remains in its previous state. The direct causal directions are X → Y
and Y → Z as shown in the right graph of Figure 9.2.
The DTE results for Example 9.3.4 are calculated as DTEX→Y = 34 log
4
3
= 0.0937,
DTEX→Z = DTEY→Z = 38 log
4
3
= 0.0469 and DTEY→X = DTEZ→X = DTEZ→Y =
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Figure 9.2: Network structures of the control examples. This figure separately depicts the
network structures for Example 9.3.4 (left panel) and 9.3.5 (right panel), both constitutes
of three nodes and directed links. The difference between the left and the right graphs is
that the left graph has a direct link from X → Y .
0, which indicate causal directions: X → Y , Y → Z and X → Z. The DTE results
for Example 9.3.5 are DTEX→Y = DTEY→Z = 34 log
4
3
= 0.0937 and DTEX→Z =
DTEY→X = DTEZ→X = DTEZ→Y = 0, which indicate causal directions: X → Y and
Y → Z. From this control example, we found DTE is indeed direct that can identify direct
from indirect network structures (calculation details see Appendix A).
9.4 Discussion and remarks
DTE is a direct (multivariate) nonlinear causality measure, it works well for both linear
and nonlinear models and can identify direct from indirect network structures. One of the
key parameters of DTE is the word length, its natural choice is to use the uniform em-
bedding scheme [28] [86] [92] [105] [108] [127] [155] [184] [210] [212]. However, small
word length is preferable for computational reasons [184] (also see section of Computation
speed in Chapter 11), but it should be large enough (see Remark 9.2.1) in order to achieve
absolute directness [211]. Similar to TE, DTE is an information-based and un-normalized
measure, the time series should be first standardized before numerical analysis. The magni-
tudes of DTE depends on the number or the size of bins. For compatible results, one should
use uniform bin sizes [101] [103] [184] [222]. DTE is ideal for analyzing analytical model,
which can use arbitrary large embedding dimension, but is limited in numerical simula-
tions, where the computation grows polynomially as the system dimension increases (see
Chapter 11 the section of Computation speed). This computational restriction prohibits
DTE from broad applications, but can be used for analytical analysis instead.
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Chapter 10
Wavelet-based extension of MIME and
PMIME
MIME and PMIME are time domain nonlinear causality measures based on conditional
mutual information rates [105] [212]. They have similar properties but are computationally
faster than TE and DTE. Similar to the other measures we learnt, they can be applied to
only stationary time series. To improve their applications, we use MORLET wavelet [8]
[35] [56] [119] [123] [127] [140] [165] to implement MIME and PMIME to obtain new
extensions that can be used for certain types of non-stationary and discontinuous data anal-
ysis. Particularly, these MORLET wavelet extension of MIME and PMIME can be used
for multi-scale analysis of human EEG data [8]. In this chapter, we first review the wavelet-
based extension of TE [127], then propose our new extensions, namely the WMIME and
WPMIME, which were verified by numerical simulations on both model data and experi-
mental time series. Discussion is provided regarding their application and properties.
10.1 Wavelet-based extension of transfer entropy
Wavelets are useful tools in analyzing non-stationary and discontinuous signals [8] [35]
[56] [119] [123] [127] [140] [165]. It has superiority over both conventional and short-
time (windowed) Fourier analysis when it comes to time and frequency localization [127].
Wavelets can be used to implement transfer entropy to cover certain types of non-stationary
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and discontinuous data analysis [127].
Let X be an arbitrary time series, a doubly indexed family of wavelet coefficients Vs,τ
can be defined convolving Xt with a mother wavelet (or prototype function) ψ(η) [127]:
Vs,τ =
1√
s
N∑
t=1
Xtψ
∗
(
t− τ
s
)
, (10.1)
whereN is the number of data points, (∗) denotes the complex conjugate, s > 0 is the scale
dilation parameter (corresponding to the width of the wavelet), and τ ∈ R is the transla-
tion parameter indicating the location of the wavelet function as the prototype function is
shifted through the signal (i.e. the point of reference of the convolution). The scale s deter-
mines the width (resolution) of the wavelet function, which takes values from s0, · · · , sn.
The m-th scale is sm = s02m/V , where s0 ∈ R+ − {0} and V is a positive integer number
corresponding to the number of scales for each octave. Smaller scales correspond to more
rapid variations and therefore higher frequencies [56] [119] [123] [140] [165]. The larger
the scale, the wider the wavelet, and the more details are smeared out [127]. In a system of
two time series X and Y , an analogous family Ws,τ can be defined for Yt [127].
There are a number of choices for the mother wavelet, which depend on symmetry,
width of support and orthogonality [127]. Here, the wavelet-based extension of TE used the
(complex) MORLET wavelet ([119]) which is characterized by a good trade-off between
time and frequency localization [127]:
ψ(η) = pi−1/4eiω0ηe−η
2/2, (10.2)
where ω0 is the normalized frequency and is taken to be ω0 ∈ [5, 6] [127].
The two “embedding” vectors in TE with time lag τ were defined by means of the
wavelet coefficients:
Vs,τ = (Vs1,τ , · · · , Vsn,τ )T , (10.3)
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Ws,τ = (Ws1,τ , · · · ,Wsn,τ )T . (10.4)
Assume Vs,τ and Ws,τ to be “lag-stationary”, one can express the multi-scale TE with
words length k = l = 1 as
TY→X(s) =
∑
p(Vs,τ+1, Vs,τ ,Ws,τ ) log
p(Vs,τ+1|Vs,τ ,Ws,τ )
p(Vs,τ+1|Vs,τ ) , (10.5)
TX→Y (s) =
∑
p(Ws,τ+1,Ws,τ , Vs,τ ) log
p(Ws,τ+1|Ws,τ , Vs,τ )
p(Ws,τ+1|Ws,τ ) , (10.6)
where s > 0 indicates the scale. To reduce the bias, one needs to subtract the difference
between TY→X(s) and TX→Y (s). If TY→X(s) − TX→Y (s) > 0, it indicates that the in-
formation flows from Y to X at scale s, and vice versa if TX→Y (s) − TY→X(s) > 0, the
information flows from X to Y [127].
One pitfall of this measure (as well as the other measures) is that it does not readily
allow us to assess the significance of the result [127]. This problem can be addressed by
introducing surrogate data tests [6] [151] [156] [185] [168], which takes the causalities of
the same direction but on randomly shuffled time series as significance threshold, in order
to filter out the pairing effect due to the nature of different time series realizations [6] [14]
[135] [155] [202]. Since both MIME and PMIME do not require significance tests, thus we
will not discuss further details of the surrogate data tests in this thesis.
10.2 Wavelet implementation on MIME and PMIME
Since wavelets can be used in non-stationary and discontinuous applications, and MIME
and PMIME share similar information-based structure with TE, thus one could also imple-
ment the MORLET wavelet on MIME and PMIME to produce new measures with stronger
applications. Similar to the wavelet implementation of TE [127], we transform the original
time series into wavelet coefficients with scale s and time lag τ and replace the embedding
vectors by the wavelet coefficients in the progressive scheme of MIME and PMIME.
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Wavelet-based extension of MIME (WMIME)
Given a system of two processes X and Y , the wavelet-based extension of MIME begins
with two sequences of wavelet coefficients [127]
Vs,τ =
1√
s
N∑
t=1
Xtψ
∗
(
t− τ
s
)
, (10.7)
Ws,τ =
1√
s
N∑
t=1
Ytψ
∗
(
t− τ
s
)
, (10.8)
for the processes X and Y , respectively.
MORLET wavelet ψ(η) = pi−1/4eiω0ηe−η2/2 [8] [35] [56] [119] [123] [127] [140] [165]
is used as the mother wavelet in wavelet transforms, where ω0 ∈ [5, 6] is the normalized
frequency, s is the time scale determines the width and resolution of the wavelet. The time
lag τ ∈ R is a translation parameter used to localize the wavelet and ∗ stands for the com-
plex conjugate operation.
The wavelet-based extension of MIME (WMIME) replaces the mutual information
rates by the wavelet coefficients in both the progressive scheme and the final ratios. For
instance, the (conditional) mutual information rates between future value of X with time
horizon T and the past values of Y can be estimated e.g. via the following expressions
I(Vs,τ+T ;Ws,τ ) =
∑
p(Vs,τ+T ,Ws,τ ) log
p(Vs,τ+T ,Ws,τ )
p(Vs,τ+T )p(Ws,τ )
, (10.9)
I(Vs,τ+T ;Ws,τ2|Vs,τ1) =
∑
p(Vs,τ+T ,Ws,τ2 , Vs,τ1) log
p(Vs,τ+T |Ws,τ2 , Vs,τ1)
p(Vs,τ+T |Vs,τ1)
, (10.10)
in which the wavelet coefficients for Xn+T , Yn,τ1 and Yn,τ2 are written as
Vs,τ+T = (Vs1,τ+T , · · · , Vsn,τ+T )T , (10.11)
Ws,τ1 = (Ws1,τ1 , · · · ,Wsn,τ1)T , (10.12)
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Ws,τ2 = (Ws1,τ2 , · · · ,Wsn,τ2)T , (10.13)
which are assumed to be “lag-stationary”.
Assume the progressive scheme stops at a ji + 1th iterative cycle and uses bji as the
final embedding vector consists of the lagged wavelet coefficients of X and Y , the final
MIME ratio of X → Y at time scale si, i = 1, 2, · · · ,m, is given by
WMIMEX→Y (si) =
I(Vsi,τ+T ; b
V
ji
|bWji )
I(Vsi,τ+T ; bji)
, (10.14)
where bVji ,b
W
ji
are the X and Y components of bji , respectively.
Wavelet-based extension of PMIME (WPMIME)
WPMIME has very similar structure to WMIME, the only difference is that the WPMIME
requires multivariate conditioning on a third vector processes. Without loss of generality,
assume a system of three processes X, Y and Z. The wavelet coefficients are given by the
convolution of the MORLET wavelet:
Vs,τ =
1√
s
N∑
t=1
Xtψ
∗
(
t− τ
s
)
, (10.15)
Ws,τ =
1√
s
N∑
t=1
Ytψ
∗
(
t− τ
s
)
, (10.16)
Us,τ =
1√
s
N∑
t=1
Ztψ
∗
(
t− τ
s
)
, (10.17)
in which the MORLET wavelet and all the parameters are the same to that of WMIME.
To estimate the causal influence from X to Y , the future vector with time horizon
T is replaced by the wavelet coefficient Vs,τ+T and the embedding vectors are replaced
by the wavelet coefficients Vs,τ ,Ws,τ and Us,τ . In the progressive scheme of PMIME,
the (conditional) mutual information rates between the future vector and elements of the
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embedding vector are replaced by the wavelet coefficients, e.g.
I(Vs,τ+T ;Ws,τ ) =
∑
p(Vs,τ+T ,Ws,τ ) log
p(Vs,τ+T ,Ws,τ )
p(Vs,τ+T )p(Ws,τ )
, (10.18)
I(Vs,τ+T ;Ws,τ2|Us,τ1) =
∑
p(Vs,τ+T ,Ws,τ2 , Us,τ1) log
p(Vs,τ+T |Ws,τ2 , Us,τ1)
p(Vs,τ+T |Us,τ1)
, (10.19)
in which the embedding vectors for X, Y and Z are given by
Vs,τ+T = (Vs1,τ+T , · · · , Vsn,τ+T )T , (10.20)
Ws,τ2 = (Ws1,τ2 , · · · ,Wsn,τ2)T , (10.21)
Us,τ1 = (Us1,τ1 , · · · , Usn,τ1)T , (10.22)
which are assumed to be “lag-stationary”.
Assume that the progressive scheme stops at a ji+1th iterative cycle and uses bji as the
final selected embedding vector which consists of the lagged wavelet coefficients of X, Y
andZ, the final PMIME ratio ofX → Y conditioned onZ at time scale si, i = 1, 2, · · · ,m,
is given by
WPMIMEX→Y |Z(si) =
I(Vsi,τ+T ; b
V
ji
|bWji ,bUji)
I(vF ; bji)
, (10.23)
where bVji ,b
W
ji
,bUji are the X, Y, Z components of bji .
Since both MIME and PMIME are independent of computationally intensive signifi-
cance tests [105] [212] i.e. surrogate data tests [6] [14] [135] [155] [168] [202], due to the
progressive nature of the methods and the stopping criterion, the wavelet-based extensions
of MIME and PMIME do not require these significance tests neither.
10.3 Examples
In this section, we use both model data and experimental time series to verify the efficiency
of the WMIME and the WPMIME. These model data are standard examples frequently
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used in causality measure studies to verify the efficiency of those measures [105] [108]
[159] [155] [212]. The experimental time series is a set of EEG measurements from an
ADD patiant, whose data is also used for comparitive study of causality measures. We use
these models here in order to effectively verify the efficiency of the new measures, whose
causality results are compatible to those of MIME and PMIME, as well as other measures.
Since the WMIME and WPMIME are derived from MIME and PMIME, respectively.
They naturally inherit all the properties from MIME and PMIME [105] [212], including
their parameters (time horizon, the maximum time lag (embedding dimension), threshold
of the stopping criterion, number of nearest neighbours [210]). From wavelet part, the
new measures also inherit some parameters from Morlet wavelet (the number of scales
m, the initial scale s0, the number of scales per octave V and the center frequency f0)
[56] [119] [123] [140] [165]. Since MIME and PMIME are similar to TE, which are all
information-based causality measures [105] [212]. We start our numerical verifications by
using the parameters as recommended from the wavelet-based extensions of TE [127] for
the MORLET wavelet [8] [35] [56] [119] [123] [140] [165]. The other parameters from the
MIME and PMIME’s part follow the same choices as have been investigated in Chapter 8.
10.3.1 Model data
Example 10.3.1 [Two unidirectionally coupled Henon maps] The system of two unidirec-
tionally coupled Henon maps are given by the equations [52] [84] [125] [137] [212]:
Xn = 1.4−X2n−1 + 0.3Xn−2,
Yn = 1.4− CXn−1Yn−1 − (1− C)Y 2n−1 + 0.3Yn−2,
here C = 0.65 is a usual choice for the coupling strength of X → Y . The unidirectional
causal effect is from X → Y .
We use matlab command cwt (complex wavelet transform) with option ’cmor1-0.9549’
(wavelet toolbox) for the MORLET wavelet to convert the original time series into wavelet
coefficients [127]. N = 5000 number of data points were simulated per data channel (see
Example 8.3.1) with center frequency f0 = ω02pi = 0.9549, time scale si = s02
i/V , m = 64,
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V = 8 and s0 = 0.2 as recommended in [127]. The WMIME (default: A = 0.95) and
WPMIME (default: A = 0.97) use the same parameters: T = 1, Lmax = 5 and nnei = 5
(number of nearest neighbors) to compute the causalities.
Figure 10.1: Average WMIME and WPMIME causalities for Example 10.3.1 (color-map).
This figure shows the color-maps of the average WMIME (left) and WPMIME (right)
causalities (over all 64 time scales). For each lattice, the color of the lattices indicate the
magnitude of the WMIME and WPMIME causalities, where the correspondence between
the color and causality is shown in the colorbar. The direction of causality for each lattice
is indicated from the column channel to the row channel. In this figure, both WMIME and
WPMIME indicate the correct causal direction from X → Y .
Color-map of the WMIME and WPMIME causality averaged over the 64 time scales
are shown in Figure 10.1, whereas the causality between X and Y are plotted against time
scales as shown in Figure 10.2. Results indicate that both WMIME and WPMIME identify
the correct causal direction from X → Y when the time scale index i ≤ 42 (si = s02i/V ,
s0 = 0.2 and V = 8 [127]). However, when i ≥ 42, the WMIME and WPMIME causality
results become strictly vanished between X and Y . Different realizations of the Henon
maps give the same directional results.
Remark 10.3.2 In wavelets, the scale s determines the width of the wavelet and hence
its resolution. The larger the scales, the wider the wavelet, but the slower the variations
and the lower the frequencies, in which case the more details are smeared out. In our
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Figure 10.2: Average WMIME and WPMIME causalities for Example 10.3.1. This fig-
ure shows the WMIME (red) and WPMIME (black) causalities between X and Y plotted
against time scale index i (si, i = 1, 2, · · · , 64). Both WMIME and WPMIME are able to
identify the correct causal direction from X → Y for i ≤ 42 (si = s02i/V , s0 = 0.2 and
V = 8 [127]), whereas the WMIME and WPMIME vanish when i > 42, both WMIME
and WPMIME vanish.
analysis, the causalities exist in medium and smaller scales e.g. s ≤ s025 (si = s02i/V ,
s0 = 0.2, V = 8, i ≤ 40), when the scales increase, the causalities decay to zero in all
directions. The reason for this phenomenon may be because when the scale becomes larger,
the frequency and resolution decrease, and the details of the time series are smeared out.
As a consequence, the causal influence between the time series are weakened and hence the
causality results decrease. On the other hand, this could also relate to the characteristic
correlation time of the Henon maps [182]. In Henon maps, when the time lag exceeds the
characteristic correlation time, the self-correlation disappears. Similarly, between different
variables, if the time lag is longer than the cross-correlation time, the influence between
variables disappears [182]. The larger the time scale may imply the larger the time lag,
when the time scale exceeds a threshold e.g. s > s025 (s0 = 0.2, V = 8, i ≤ 40), the cross-
correlation disappears in the Henon maps, and thus the causalities are then vanished. The
threshold as the time scale s ≤ s025 may correspond to the cross-correlation time of the
Henon maps [182]. This analysis implies that the WMIME and WPMIME may potentially
be able to detect the cross-correlation time of Henon maps.
Example 10.3.3 [Four unidirectionally coupled Henon maps] The system of four unidi-
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rectionally coupled Henon maps are given by the equations [52] [84] [137]:
X1,n+1 = 1.4−X21,n + 0.3X1,n−1,
X2,n+1 = 1.4− CX1,nX2,n − (1− C)X22,n + 0.3X2,n−1,
X3,n+1 = 1.4− CX2,nX3,n − (1− C)X23,n + 0.3X3,n−1,
X4,n+1 = 1.4− CX3,nX4,n − (1− C)X24,n + 0.3X4,n−1,
where C = 0.3 is a usual choice for the coupling strength of Xi−1 to Xi, i = 2, 3, 4. The
direct causal effects are from X1 → X2, X2 → X3 and X3 → X4.
Figure 10.3: Average WMIME and WPMIME causalities for Example 10.3.3 (color-map).
This figure shows the color-maps of the average WMIME (left) and WPMIME (right)
causalities (over all 64 time scales). For each lattice, the color of the lattices indicate the
magnitude of the WMIME and WPMIME causalities, where the correspondence between
the color and causality is shown in the colorbar. The direction of causality for each lattice
is indicated from the column channel to the row channel. In this figure, WMIME (left) in-
dicates direct causal effects from X1 → X2, X2 → X3 and X3 → X4, and indirect causal
effects from X1 → X3 and X2 → X4, while WPMIME (right) indicates only the direct
causal effects.
We use the same parameter settings to the previous example. Color-map of the WMIME
and WPMIME causality averages over the 64 time scales are shown in Figure 10.3, where
the causality results against time scales are shown in Figure 10.4. Results show that when
the time scale index i ≤ 40 (si = s02i/V , s0 = 0.2 and V = 8 [127]), WMIME identifies
the correct causal directions either direct (X1 → X2, X2 → X3, X3 → X4) or indirect
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Figure 10.4: Average WMIME and WPMIME causalities for Example 10.3.3. This figure
shows the WMIME (red) and WPMIME (black) causalities between X1 and X2 (upper-
left), between X1 and X3 (upper-right), between X2 and X3 (lower-left) and between X2
and X4 (lower-right) against the time scale index i (si, i = 1, 2, · · · , 64). Results show
that both WMIME and WPMIME are able to identify the correct causal directions when
the time scale index i ≤ 40 (si = s02i/V , s0 = 0.2 and V = 8 [127]), both WMIME
and WPMIME indicates the direct directions: X1 → X2, X2 → X3 and X3 → X4, while
WMIME also indicates the indirect directions: X1 → X3 and X2 → X4. However, the
WMIME and WPMIME causalities vanish when the time scale index i > 40.
(X1 → X3 and X2 → X4), while WPMIME indicates only the direct causal directions
from X1 → X2, X2 → X3, X3 → X4. However, when the time scale index i > 40, both
WMIME and WPMIME causalities decay to zero in all directions, which is due to the same
reasons that have been addressed in Remark 10.3.2. This implies that the WMIME and
WPMIME can not only indicate the correct causal directions, but also potentially identifies
the cross-correlation times of the Henon maps, which property is stronger than the original
MIME and PMIME. Different realizations of the Henon maps give the same directional
results.
10.3.2 Experimental time series
Example 10.3.4 [EEG data for ADD patient] Synchronized EEG data (250Hz sampling
frequency) was measured from an ADD (attention deficit disorder) patient under resting
states with eyes closed at 6 electrodes (F3, F4, C3, C4, P3, P4). To analyze the instanta-
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neous dynamics between large brain regions, the data was filtered by moving time windows
(constant window size: 4T = 4s) [104] [106] [109] [110] [212]. We pick arbitrary five
consecutive time windows, e.g. from the 4th to the 8th time windows for the causality
analysis.
We use parameters: T = 2, Lmax = 10 for both WMIME (A = 0.95) and WPMIME
(A = 0.97). For the MORLET wavelet, we use matlab command cwt with ’cmor1-0.9549’
option (wavelet toolbox) for the complex MORLET wavelets transform [127], with center
frequency f0 = ω02pi = 0.9549 and time scale si = s02
i/V with m = 64 (total number of
time scales), V = 8, s0 = 0.2 as recommended in [8] [16] [127]. In order to analyze
the instantaneous dynamics between the large brain regions, N = 1000 number of data
points were analyzed per channel per windows (corresponds to window size: 4T = 4s
for 250Hz sampling frequency) [9] [14] [104] [109] [110] [152] [212]. Since MIME and
PMIME are independent of significance tests, due to the same reason [105] [212], nei-
ther WMIME nor WPMIME needs computational intensive significance tests. However,
to identify the most dominant directions of information flows between large brain regions,
we use a simple significance thresholding test to filter the WMIME and WPMIME causal-
ities. The significance threshold was set as TADD,i,j = 0.2Cmax,i,j for each time window i
(i = 4, 5, 6, 7, 8) and the number jth scale, where Cmax,i,j is the maximum causality at the
ith time window and the jth scale, 0.2 is an empirical threshold that controls the portion of
significance (justitifcation and impact of fluctuation of the empirical thresholds on the di-
rectional results, see Chapter 11, Chapter 12 and Chapter 13). We first examine the results
at each time window, then average the causalities over time windows and scales to obtain
the average causality results, which was compared with the average results of the original
MIME and PMIME.
The time windows causalities are consistent to the average results over time windows
and scales (Figure 10.5). In Figure 10.5, both WMIME and WPMIME suggest significant
causalities from P3→ C3, P4→ C4, along with other significant directions. The signifi-
cant information flows from P3 → C3 and P4 → C4 agree with the MIME and PMIME
analysis (Subsection 11.4), and the other significant directions are common to the original
Chapter 10. Wavelet-based extension of MIME and PMIME 113
PMIME results. Hence, WMIME and WMIME are reliable in this experimental data anal-
ysis.
Since MIME and PMIME are independent to parameter choice [105] [212], other pa-
rameters (time horizon and maximum time lags) are plausible, but will not make a differ-
ence to the directional results. As to the parameter choice of MORLET wavelets, other
parameters may plausible, but depends on the type of applications [8] [35] [56] [119] [123]
[127] [140] [165].
Remark 10.3.5 Example 10.3.4 is reused for the comparison among causality measures
(Chapter 11) and other applications of MIME (Chapter 13). From later analysis, we will
see the results of WMIME and WPMIME are consistent to the original MIME and PMIME
analysis.
Figure 10.5: Average WMIME and WPMIME causalities for the ADD patient (color-map).
This figure shows the color-maps of the average WMIME (left) and WPMIME (right)
causalities (over all 64 time scales). For each lattice, the color of the lattices indicate the
magnitude of the WMIME and WPMIME causalities, where the correspondence between
the color and causality is shown in the colorbar. The direction of causality for each lattice is
indicated from the column channel to the row channel. In this figure, both WMIME (left)
and WPMIME (right) identify almost the same causal directions from (C3, C4) → P4,
(C3, C4) → (F3, F4) and P3 → C3 and P4 → C4, in which P3 → C3 and P4 → C4
are the common directions also identified by the original MIME and PMIME (details see
Section 11.4.1).
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10.4 Discussion
The WMIME and WPMIME work for both model data and experimental time series, which
results are consistent to the original MIME and PMIME analysis. The WMIME and WP-
MIME use MORLET wavelet coefficients to replace the time lagged values in the embed-
ding vectors. The two new methods keep the original properties of MIME and PMIME
such as nonlinearity, while gaining the advantage to explain the causalities in multi-scale.
In numerical simulations, WMIME and WPMIME not only inherit the parameters from
MIME and PMIME, but also the parameters from the MORLET wavelet, namely the cen-
ter angular frequency ω0, the initial time scale s0, the total number of time scales m and
the number of time scales V for each octave [127]. We used the recommended parameters
for MORLET wavelets [8] [35] [56] [119] [123] [127] [140] [165], and also the suggested
parameters for MIME and PMIME [104] [105] [109] [110] [155] [159] [212]. Justification
of the parameters from MIME and PMIME’s part is already provided by early studies in
[104] [105] [109] [110] [155] [159] [212] and were also investigated in Chapter 8. Simi-
lar to MIME and PMIME, given the threshold of the stopping criterion, the new measures
are independent of parameter choices [105] [212]. The higher value of threshold in the
stopping criteron allows more embedding variables to be included in the final embedding
vectors [105] [212]. The same to MIME and PMIME, the optimum choice of the stop-
ping criterion is A = 0.95 for WMIME [212] and A = 0.97 for WPMIME [105] [159].
WMIME and WPMIME can detect not only the correct causalities, but also the correlation
times [182] of theoretical maps, which is a stronger property than MIME and PMIME.
Similar to MIME and PMIME, the new measures are independent of significance tests (i.e.
no significance tests are needed) and parameter choices [105] [212]. The directional results
are robust for different realizations of the same model. Unlike the unnormalized measure
TE [155] [184], WMIME and WPMIME are not as much sensitive to noise [4] as TE does,
due to the progressive nature of MIME and PMIME and the stopping criterion [105] [212].
However, we plan to explore more models for non-stationary time series, which will be our
future research.
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Chapter 11
Comparative study of causality
measures
In this thesis, we have studied a number of popular causality measures (PDC, TE, MIME
and PMIME) and created our own measure (DTE). However, different measures have dif-
ferent applications and properties. To seek an optimum measure for our EEG analysis
of the music experiments, we carried out a comparison study among these measures. In
this chapter, we use theoretical maps, analytical models and experimental measurements to
compare the efficiency of these measures. Guidelines on properties and computation speed,
as well as advice on application and parameter choice will be presented.
11.1 Methods
One method to test the practicality of causality measures is to use them on various appli-
cations. Similar to other comparison study of causality measures [155] [159] [220], we
use both model data (theoretical maps and analytical models) and experimental time series
(real data observed from experiments) to test these measures.
11.1.1 Analysis of theoretical maps
Theoretical maps are time series models defined by equations, e.g. the Henon maps [84].
These maps have known structure of interactions and are often analyzed numerically. In
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this chapter, we use 6 frequently used theoretical maps in causality verifications [105] [155]
[199] [212] to test the efficiency of the causality measures and in particular, the sensitivity
of the measures on coupling strength (usually a real number that controls the magnitudes
of causal effects) of the interacting components [14]. The 6 theoretical maps include a
coupled linear stochastic system, a coupled nonlinear stochastic system, unidirectionally
coupled Henon maps, K-coupled Henon maps, unidirectionally coupled Rossler-Lorenz
and unidirectionally coupled Mackey-Glass system [7] [14] [154] [155] [159], which cover
all possible situations e.g. linear & nonlinear, unidirectional & bidirectional, zero-order &
first order differential equations, as well as systems with large causal time delays.
The nonlinear maps used here are chaotic but non-deterministic (Henon maps [52] [84]
[137], Rossler-Lorenz systems [7] [77] [118] [124] [174], Mackey-Glass systems [73]
[130]), where the trajectories of chaotic maps follow certain orbits, but the realizations
are sensitive to initial conditions [73] [84] [118] [124] [174] [195]. By adding random
white noises [4], the systems behave more like stochastic systems. People try to avoid
deterministic maps, because in a deterministic system, the realization of one time series
can be determined by the realization of the other time series, i.e. the different time series
are functionally related and contain a lot of common information between each other [65]
[212], and hence can not be distinguished and thus the causalities detected between the
time series may be spurious.
We use PDC, TE, MIME and PMIME to compute the causalities for the maps (DTE is
exempt from numerical simulations due to computational problem, see Subsection 11.5.2:
Computation speed). We use the recommended parameter choice for each analysis. N =
5000 realizations [6] were generated per time series (reasons for parameter choice were
already investigated in Chapters 6, 7 and 8).
PDC software (developed by D. Y. Takahashi et. al.) uses parameters: α = 5% (sig-
nificance level), AIC (Akaike information criterion for autoregressive model order selec-
tion [3]) and Nutall-Strand (autoregressive model fitting algorithm [26]), where N˜ = 100
number of equi-spaced realizations were used instead of the whole data set for the lin-
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ear and nonlinear stochastic systems, due to autoregressive model fitting problems [199]
[200]. These parameters are the most often used parameter choice for numerical simula-
tions, which were found in Chapter 6 to be suitable in analyzing model data generated from
theoretic maps [13] [159] [199] [200]. The significance level determines the significance
of PDC results. Once the significance level α is fixed, the significance results are not influ-
enced by the choice of the rest parameters (Chapter 6).
TE software package (developed myself using Matlab) uses: standardized data set
(scale between [−1, 1]), h = 0.1 (bin size), k = l = 2 (maximum words length). Since
TE is an information-based measure, whose results are sensitive to the binning parameters
[126] [155] [222], e.g. the bin sizes or the number of bins [154]. Since TE is an unnor-
malized measure [184], for compatible causality results, the original time series were stan-
dardized and scaled between [−1, 1] before TE analysis. For computational reason [126]
[155] [184], word lengths should be no greater than 2 i.e. k = l ≥ 2 (computation time
increase polynomially with the word lengths [155] [196]), otherwise the computation time
will increase dramatically which is not practical for numerical simulations. The parameter
choice were justified in Chapter 7.
MIME and PMIME software (developed by I. Vlachos and D. Kugiumtzis) uses: T = 1
(time horizon), nnei = 5 (number of nearest neighbours), Lmax = 30 (maximum time lag)
for Mackey-Glass systems (becasue the maximum time lag is τ = 30 in the systems) and
Lmax = 5 for all the other maps (note: the largest causal time lag is τ = 2), A = 0.95
(default significance level for the stopping criterion) for MIME [159] [212] and A = 0.97
(default) for PMIME [105]. As have been studied in [105] [212], theoretical maps are
discontinuous observations, small embedding parameters are prefered [5]. This choice of
parameter are large enough for analyzing these maps and were justified by early simulation
studies [105] [159] [212].
To reduce the residual flows of information [126], causality results were compared
between opposite directions, e.g. if TEX→Y −TEY→X is positive, then the causal direction
or information flow is from X → Y , otherwise Y → X . The pairwise causalities were
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examined against the coupling strengths.
11.1.2 Analysis of the analytical models
Analytical models are parametric models with known structure of interaction, whose causal-
ities were analyzed by analytical calculations. The aim to use the analytical models is to
gain better understanding on the definition of the measures. Here, we use two types of an-
alytical models: the linear autoregressive models and the discrete stochastic models. Each
type of model was studied in both 2-dimensions and 3-dimensions.
The linear autoregressive models (Examples 11.3.1 and 11.3.2) are required to be Gaus-
sian stationary. We can not use probability binning in the linear models, but seek an alter-
native that can estimate the mutual information rates. For two arbitrary Gaussian stationary
vector processes e.g. X and Y, the mutual information rate between X and Y can be esti-
mated via expression:
I(X;Y ) =
1
2
log
det A · det B
det C
,
where A, B and C are (non-singular: the determinant of the matrix is non-vanished) mo-
ment matrices for X, Y and Z = (X, Y ), respectively. For instance, the mutual infor-
mation rate between two Gaussian stationary vector processes Va = [X2,n] and Vb =
[X1,n−1, X2,n−1] can be evaluated as
I(Va; Vb) =
1
2
log
det M(Va) · det M(Vb)
det M(Va,Vb)
,
where M denotes the first order moment matrix for the vector processes [103]. In our case,
the first order moment matrices are the auto and cross covariance matrices (between vari-
ables) [103].
For the discrete stochastic systems (Examples 11.3.3 and 11.3.4), the processes are de-
fined in terms of swapping probabilities. In consequence, the causalities can be calculated
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via probability binning. For instance, we could estimate the conditional probabilities as
p(Yn = α|Yn−1 = β,Xn−tX = γ) =
{
µy|x α = β
1− µy|x α 6= β
p(Yn = α|Yn−1 = β) =
{
µy α = β
1− µY α 6= β
and the joint probabilities as p(Yn = α, Yn−1 = β,Xn−tX = γ) =
1
8
, ∀α, β, γ ∈ {−1, 1},
the mutual information rates are the joint probability expectations of the log ratio between
the conditional probabilities, µy|x and µy are specific probability values.
11.1.3 Information flow analysis between experimental time series
The experimental time series are time series measured from experiments or real world data
observations. Both theoretical maps and analytical models have known structure of inter-
actions, but the experimental time series haven’t. In this analysis, we use two EEG data
sets, one is the EEG measurement from an ADD (attention deficit disorder) patient under
resting state with eyes closed (250Hz sampling frequency, 6 electrodes: F3, F4, C3, C4,
P3, P4, details see Section 13.2), the other is the EEG measured from a reading experi-
ment where the reader and the listener form a driver-responder system during the reading
processes (100Hz sampling frequency, 10 electrodes: P4, O2, T8, C4, F4, F3, C3, T7, P3,
O1, details see Section 13.1). Since experimental time series particular neurosciences time
series, are nonstationary [62] [115] [149] [163], but all the causality measures we discussed
here are defined for only stationary time series, we need to first pre-process the EEG time
series for stationarity. Since EEG data are long-range non-stationary but short-range sta-
tionary [152] [62] [115] [163], many EEG analysis use constant moving time windows to
filter the original EEG data to ensure the EEG data at each time window is stationary [9]
[14] [106]. Early published EEG analysis uses 30s time windows (3 time periods duration,
100Hz sampling frequency) [14] [104] [105] [109] [110] [212]. Here, we use moving time
windows (4TADD = 4s and4Treading = 10s) not only for stationary, but also for analysis
of the instantaneous dynamics between the interacting components [106]. We aim to study
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the neural information flows between large brain regions (electrodes) for the ADD patient
and the cross-brain information flows between the reader and the listener. We analyzed five
arbitrary continuous time windows, e.g. the 4th to the 8th time windows, for both measure-
ments.
As mentioned in Chapter 8, MIME and PMIME do not need significant tests. However,
in order to identify the most dominant directions of information flows, we apply instanta-
neous significant thresholding tests on the causalities of moving time windows for the ADD
patient. The aim of the significance thresholding tests is to control the proportionality of
the dominant information flows and to pick up the most robust directions. The signifi-
cance threshold for the ADD patient is defined as TADD,i = 0.2Cmax,ADD,i for each time
window, i = 4, 5, 6, 7, 8 is the time window index, Cmax,ADD,i is the maximum causal-
ity over all directions at the ith time window and 0.2 is an empirical optimum value for
the threshold that controls the proportion of the significance. Similarly, for the reading
experiment, to decide the dominance of the cross-brain weight (i.e. the average cross-
brain causalities over electrodes), again an instantaneous significance threshold was set as
10% above the mean weight between reader→listener and listener→reader at each time
window, i.e. Treading,i = 1.1Cmean,i, where i = 4, 5, 6, 7, 8 is the time window index,
Cmean,i = (Areader→listener,i + Alistener→reader,i)/2 is the mean weight between the reader
and the listener (namely Areader→listener,i and Alistener→reader,i) at the ith time window, the
constant 1.1 is an empirical optimum value for the significance threshold. Only cross-
brain weights that surpass the significance threshold at the corresponding time windows
are deemed significant, otherwise insignificant. The direction of cross-brain interaction is
determined by the significant weights.
Numerical studies shown that increase or decrease the significance thresholds by 10%
do not change the significance results. The impact of changes to the significance thresholds
is particular addressed in Remark 12.3.1 in Chapter 12: EEG analysis on music improvi-
sation, where we can see that these empirical threshold values present robust significant
causality results.
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11.2 Theoretical maps
In this section, we compare the efficiency of PDC, TE, MIME and PMIME using six the-
oretical maps. These maps are standard simulation models for verification of causality
measures, which are referenced in almost all papers regarding causality measure analysis
[105] [108] [155] [184] [199] [200] [212]. As we have discussed in early chapters (Chap-
ters 6, 7, 8) about the parameter choice, we use the recommended parameters for these
measures in analysis of the theoretical maps (see Section: 11.1.1) [105] [108] [155] [184]
[199] [200] [212].
11.2.1 A coupled linear stochastic system
A coupled linear stochastic system can be written as
Xn = 0.5Xn−1 + 1,n−1,
Yn = 0.5Yn−1 + CXXn−1 + 2,n−1, (11.1)
Zn = 0.5Zn−1 + CY Yn−1 + 3,n−1,
where i,n−1, i = 1, 2, 3 are Gaussian white noise processes [4], CX and CY are the cou-
pling strengths separately for X → Y and Y → Z, which control the strength of coupling
by taking values in {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6}.
FixCX = CY = 0.2, MIME presents correct directions of causalities (X → Y , Y → Z
and X → Z) that are either direct or indirection, while PDC and PMIME present only di-
rect causal directions (X → Y and Y → Z). TE presents similar strengths of causalities
in all directions, which is hard to decide the directionality of causal influence. However,
by comparing the causalities to the opposite directions, TE identifies the correct (direct)
causalities (X → Y and Y → Z), even though the causality difference between the oppo-
site directions is quite small (compared to the original TE values).
To analyze the dependence of the causalities on coupling strengths, we fix CX and vary
CY or vice versa, the results were shown in Figures 11.1 and 11.2, respectively. PDC
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Figure 11.1: Comparison between TE, MIME and PMIME for the linear stochastic system
(CY = 0.2). In this figure, the red, blue and black curves separately plot the TE, MIME
and PMIME causalities between X and Y against the coupling strength CX (fixed CY =
0.2). The horizontal axis is for the coupling strength CY , while the vertical axis is for the
causality value. This figure shows that TE (red) indicates the correct causal direction from
X → Y with increasing causality values as CX grows. However, the magnitudes of TE
causalities are similar from both X → Y and Y → X . MIME (blue) indicates causal
direction from X → Y with increasing causality values along CX . PMIME also indicates
the same causal direction with increasing causality values when CX ≤ 0.3, but identical
causalities between X and Y when CX > 0.3.
presents the expected directions of causal influence and positive dependence of the causal-
ities on coupling strengths. An example of CX = 0.2, CY = 0.5 is shown in Figure 11.3
(we can not present the dependence of PDC values on coupling strengths, because the PDC
causalities are plotted against frequencies and can not be restored due to limitations of the
PDC software). MIME also presents positive dependence on coupling strengths, so does
PMIME for small coupling strengths CX ≤ 0.35 and CY ≤ 0.35. However, when CX
and CY are over 0.35, PMIME causalities stop growing and the causalities in the opposite
direction jump up from 0 to reach identical values to the original directions. TE also shows
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Figure 11.2: Comparison between TE, MIME and PMIME for the linear stochastic system
(CX = 0.2). In this figure, the red, blue and black curves separately plot the TE, MIME
and PMIME causalities between Y and Z against the coupling strength CY (fixed CX =
0.2). The horizontal axis is for the coupling strength CY , while the vertical axis is for
the causality value. This figure shows that TE (red) indicates the correct causal direction
from Y → Z with increasing causality values as CY grows. However, the magnitudes of
TE causalities are similar from both Y → Z and Z → Y . MIME (blue) indicates causal
direction from Y → Z with increasing causality values along CY . PMIME also indicates
the same causal direction with increasing causality values when CY ≤ 0.3, but identical
causalities between Y and Z when CY > 0.3.
some positive relations between the causalities and the coupling strengths, but in a more
steady manner. As the coupling strengths varied, TE presents correct causal inference, no
matter how small the causality differences are between the pairwise opposite directions.
For uncoupled variables, TE gives equivalent causalities on both directions which implies
no causality between the pair of variables.
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Figure 11.3: An example of the PDC results for the linear stochastic system (CX = 0.2,
CY = 0.5). In this figure, the 3 × 3 layout plots show the square magnitudes of PDC
causalities (significance level α = 5%) against frequencies, for the linear stochastic system
(fixed CX = 0.2 and CY = 0.5). The direction of causalities is read from the column
index to the row index for each plot. In these plots, the red curves indicate the significant
PDC causalities at corresponding frequencies, the green curves indicate the insignificant
PDC causalities, while the black curves are the significance thresholds (according to PDC
asymptotic statistics [11] [201] [205]), whereas the blue curves on the diagonal plots are
the coherences for each data channel. This figure shows that PDC indicates the correct and
direct significant causalities from: X → Y and Y → Z.
11.2.2 A coupled nonlinear stochastic system
A coupled nonlinear stochastic system can be represented by the following equations
Xn = 3.4Xn−1(1−X2n−1)e−X
2
n−1 + 0.41,n,
Yn = 3.4Yn−1(1− Y 2n−1)e−Y
2
n−1 + 0.5Xn−1Yn−1 + 0.42,n, (11.2)
Zn = 3.4Zn−1(1− Z2n−1)e−Z
2
n−1 + 0.3Yn−1 + 0.5X2n−1 + 0.43,n,
i,n, i = 1, 2, 3 are standard Gaussian white noise processes [4], the direct causal influences
are from X → Y , Y → Z and X → Z.
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Figure 11.4: Comparison between TE, MIME and PMIME for the nonlinear stochastic
system (color-map). This figure shows the color-map of the TE (left), MIME (middle) and
PMIME (right) causalities for the nonlinear model. In this figure, each 3 × 3 lattice plot
shows the magnitudes of the TE (left), MIME (middle) and PMIME (right) causalities be-
tween the three time series: X , Y and Z. For each lattice, the color indicates the magnitude
of the corresponding causality with causal direction from the column channel to the row
channel. The correspondence between causality values and the colors are shown in the
color-bar. In this figure, both MIME and PMIME indicate the correct causal directions:
X → Y , Y → Z and X → Z, but TE indicates only X → Z and Y → Z (by comparing
the causality strength between opposite directions).
In the causality analysis (Figure 11.4), both MIME and PMIME indicate the correct
causal directions (X → Y , X → Z and Y → Z). TE gives the correct indications
for X → Z and Y → Z, but not X → Y (TE causalities vanished between X and Y ).
However, PDC (Figure 11.5) indicatesX → Z and Y → Z, even though the autoregressive
model fitting process is a failure (hypothesis for residual white noise is rejected [26]) and
the causalities are non-robust.
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Figure 11.5: PDC results for the nonlinear stochastic system. In this figure, the 3×3 layout
plots show the square magnitudes of PDC causalities (significance level α = 5%) against
frequencies, for the nonlinear stochastic system. The direction of causalities is read from
the column index to the row index for each plot. In these plots, the red curves indicate
the significant PDC causalities at corresponding frequencies, the green curves indicate the
insignificant PDC causalities, while the black curves are the significance thresholds (ac-
cording to PDC asymptotic statistics [11] [201] [205]), whereas the blue curves on the
diagonal plots are the coherences for each data channel. This figure shows that PDC indi-
cates significant causalities from: X → Y and Y → Z.
11.2.3 Four unidirectionally coupled Henon maps
The four unidirectionally coupled Henon maps are given by [52] [62] [84] [137] [212]
X1,n+1 = 1.4−X21,n + 0.3X1,n−1,
X2,n+1 = 1.4− CX1,nX2,n − (1− C)X22,n + 0.3X2,n−1,
X3,n+1 = 1.4− CX2,nX3,n − (1− C)X23,n + 0.3X3,n−1, (11.3)
X4,n+1 = 1.4− CX3,nX4,n − (1− C)X24,n + 0.3X4,n−1,
C is the uniform coupling strength for X1 → X2 → X3 → X4 which takes values in
{0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4}.
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Figure 11.6: Comparison between TE, MIME and PMIME for the four unidirectionally
coupled Henon maps. In this figure, the three graphs separately plot the causalities (TE: red,
MIME: blue, PMIME: black) between X1&X2 (left), between X2&X3 (middle) and be-
tween X3&X4 (right) against C. The horizontal axis is the coupling strength (C), while the
vertical axis is the value of causalities. There are three colors of curves, which separately
represent the TE (red), MIME (blue) and PMIME (black) causalities. This figure demon-
strates that both MIME and PMIME give increasing positive causalities for X1 → X2,
X2 → X3 andX3 → X4, while vanished causalities in the opposite directions. TE presents
positive and higher causalities in the three directions: X1 → X2, X2 → X3 and X3 → X4,
but it shows less sensitivity to the coupling strength C. TE again presents close value of
causalities on pairwise opposite directions, even though the causality values on the oppo-
site directions are indeed lower than each of the original causal directions: X1 → X2,
X2 → X3 and X3 → X4.
The Henon map is chaotic for each value of C [155]. Causality analysis shows that
MIME and PMIME identify all correct causal directions, where the direction detected by
PMIME is direct. As C increases from 0 to 0.4 (Figure 11.6), both MIME and PMIME
show positive dependence on the coupling strength C in causal directions, so does TE but
in a less sensitive manner. PDC only indicates partly correct direct directions at specific
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Figure 11.7: PDC results for the four unidirectionally coupled Henon maps (C = 0.4).
In this figure, the 4 × 4 layout plots show the square magnitudes of PDC causalities (sig-
nificance level α = 5%) against frequencies, for the four unidirectionally coupled Henon
maps. The direction of causalities is read from the column index to the row index for each
plot. In these plots, the red curves indicate the significant PDC causalities at corresponding
frequencies, the green curves indicate the insignificant PDC causalities, while the black
curves are the significance thresholds (according to PDC asymptotic statistics [11] [201]
[205]), whereas the blue curves on the diagonal plots are the coherences for each data
channel. This figure shows that PDC indicates significant causalities from: X3 → X1 and
X3 → X4.
coupling strengths, e.g. X3 → X4 for C = 0.4 (Figure 11.7), but the overall results are
non-robust.
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11.2.4 K-coupled Henon maps
The four bidirectionally coupled Henon maps are given by [52] [62] [84] [137] [212]
X1,n+1 = 1.4−X21,n + 0.3X1,n−1,
X2,n+1 = 1.4− 0.5C(X1,n +X3,n) + (1− C)X22,n + 0.3X2,n−1,
X3,n+1 = 1.4− 0.5C(X2,n +X4,n) + (1− C)X23,n + 0.3X3,n−1, (11.4)
X4,n+1 = 1.4−X24,n + 0.3X4,n−1,
C ∈ {0, 0.1, 0.2, · · · , 0.6} is the coupling strength for X1 → X2, X4 → X3 and X2 ↔ X3.
Causality analysis shows that both MIME and PMIME give correct inference of the
causalities (in which PMIME indicates the direct directions) and show positive dependence
on the coupling strength. TE presents almost identical and decaying causalities for all
directions as C increases. PDC (e.g. Figure 11.9) again indicates only partly correct direct
direction: X2 ↔ X3, together with false causalities in other directions. Note that the cross
interactions between different time series are linear, but the self-interactions are nonlinear.
11.2.5 Unidirectionally coupled Rossler-Lorenz
The unidirectionally coupled Rossler-Lorenz systems are solutions to the differential equa-
tions [7] [62] [77] [124] [174]:
dX1
dt
= 6[−Y1,t − Z1,t],
dY1
dt
= 6[X1,t + 0.2Y1,t],
dZ1
dt
= 6[0.2 +X1,tZ1,t − 5.7Z1,t],
dX2
dt
= 10[Y2,t −X2,t], (11.5)
dY2
dt
= 28X2,t − Y2,t −X2,tZ2,t + CY 21,t,
dZ2
dt
= −8
3
Z2,t +X2,tY2,t,
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which consist of the Rossler system (the left graph of Figure 11.10): S1 = {X1, Y1, Z1}
(interactions: X1 ↔ Y1 and X1 ↔ Z1) and the Lorenz system (the right graph of Figure
11.10): S2 = {X2, Y2, Z2} (interactions: X2 ↔ Y2, Y2 ↔ Z2 and X2 ↔ Z2), the Rossler
system causal influences the Lorenz system via Y1 → Y2 with coupling strength C varied
in {0, 0.5, 1, 1.5, 2, 3, 4}.
The systems were simulated by using dde23 command in matlab. Causality analy-
sis shows that MIME indicates only Y2 → X2, while PMIME indicates X1 → (Y1, Z1),
Y1 → (X1, Y2) and Y2 → (X2, Z2), which directions are the true causal directions but are
not the complete directions, i.e. missing other causal directions. TE also presents correct
but incomplete causal directions: X1 → (X2, Y2), Y1 → (X2, Y2) and X2 ↔ Y2. However,
PDC (Figure 11.12) failed to pick up reasonable causal directions due to failure in linear au-
toregressive model fitting. Among the four measures used, only PMIME shows the correct
positive dependence (Y1 → Y2) on the coupling strength C, provided that C ≥ 1 (Figure
11.11). The failure of MIME and PMIME for causality inference on Y1 → Y2 at small
coupling strengths is because, the Rossler-Lorenz system is a weakly coupled system [23]
[42] [105] [155] [212]. The significance threshold in the stopping criterion of MIME and
PMIME is too strict to identify the causal effects. TE failed because it has poor resolution
in the directional results and also the embedding dimension is low due to computational
issue (see Section 11.5.2: Computation speed).
11.2.6 Unidirectionally coupled Mackey-Glass systems
The unidirectionally coupled Mackey-Glass systems are given by the equations [62] [73]
[130] [154] [155]:
dX
dt
=
0.2Xt−4X
1 +X10t−4X
− 0.1Xt,
dY
dt
=
0.2Yt−4Y
1 + Y 10t−4Y
+ C
0.2Xt−4X
1 +X10t−4X
− 0.1Yt, (11.6)
whereC is the coupling strength forX → Y taking values in {0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5},
4X = 17 and4Y = 30 are the fixed time delays. The Mackey-Glass system is chaotic for
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all the value of C [155].
In the causality analysis (Figure 11.14), when C is large (C = 0.5 for MIME and
C ≥ 0.2 for PMIME), both MIME and PMIME show positive dependence (X → Y )
on C, but TE gives strict vanished causalities between X and Y , which may due to the
low embedding parameter (k = l = 2). The reason for the null causality of MIME and
PMIME are small coupling strengths is again because it is a weakly coupled system [117]
[118] [175] [176], i.e. the Mackey-Glass system is a weakly coupled system [23] [42] [77]
[105] [108] [124] [155] [174] [212]. Although PDC is a linear method, it still identifies
the correct causal direction from X → Y for all C (Figure 11.15), include C = 0. This
maybe because PDC treats the term 1 +X10t−4X as a coefficient for
dY
dt
when fitting into an
autoregressive model, and when C = 0, PDC picks up the causality by coincidence.
11.3 Analytical examples
We use PDC, TE, DTE, MIME and PMIME to analyze the linear autoregressive models
and the discrete random processes, calculation details can be found in Appendix A.
11.3.1 Gaussian stationary autoregressive vector processes
We use both the 2-dim and the 3-dim first order linear autoregressive models to analyze the
measures, where the time series are required to be Gaussian stationary so that we could use
Theorem 3.4.1 [68] to estimate the causalities.
Two dimensional autoregressive model
Example 11.3.1 (Two-dimensional first order linear autoregressive model) The 2-dim first
order linear autoregressive model is given by [199] [200]
X1,n = 1,n
X2,n = γX1,n−1 + 2,n, (11.7)
11.3 Analytical examples 132
which is equivalent to the moving average model
X1,n = 1,n
X2,n = γ1,n−1 + 2,n, (11.8)
γ 6= 0 is the coupling strength for X1 → X2, wi, i = 1, 2 are zero-mean Gaussian station-
ary white noise innovation processes with orthonormal correlations E[i,mj,n]= δijδmnσ2,
i = 1, 2, m,n ∈ Z, δij is the Kronecker delta symbol. The entire vector process Xn =
[X1,n, X2,n] is zero-mean Gaussian stationary, with interaction from X1 → X2.
Recall from Example 6.5.1, the information PDCs for the vector process are
[
ιpi11 ιpi12
ιpi21 ιpi22
]
=
 1√1+γ2 0− γe−iω√
1+γ2
1
 , (11.9)
where ιpi21 > 0 implies the direct causal influence from X1 → X2.
TE (k = l = 1) and DTE (ki = 1, i = 1, 2) use the maximum causal time lag
τ = 1 as the word length. Analysis shows that TE and DTE have identical causal-
ity values in this bivariate model: TEX1→X2 = DTEX1→X2 =
1
2
log(γ2 + 1) > 0 and
TEX2→X1 = DTEX2→X1 = 0, which indicates causal influence from X1 → X2.
MIME and PMIME also use the maximum time lag as the parameters: Lmax = 1 and
T = 1. Identical results were found for both measures:
MIMEX1→X2 = PMIMEX1→X2 = 1,
MIMEX2→X1 = PMIMEX2→X1 = 0,
which indicates the causal influence from X1 → X2.
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Three dimensional autoregressive model
Example 11.3.2 (Three-dimensional first order linear autoregressive model) The 3-dim
first order linear autoregressive model is given by [199] [200]
X1,n = 1,n
X2,n = βX1,n−1 + 2,n,
X3,n = γX2,n−1 + 3,n, (11.10)
which can also be written as the moving average models
X1,n = 1,n
X2,n = β1,n−1 + 2,n,
X3,n = γβ1,n−2 + γ2,n−1 + 3,n, (11.11)
β, γ 6= 0 are the coupling strengths forX1 → X2 andX2 → X3, respectively, i, i = 1, 2, 3
are zero-mean Gaussian stationary white noise innovation processes, with correlations
E[i,mj,n] = δijδmnσ
2 for i = 1, 2, 3, m,n ∈ Z, δij is the Kronecker delta symbol. Again,
the vector process Xn = [X1,n, X2,n, X3,n] is zero-mean Gaussian stationary with direct
causal interactions: X1 → X2 and X2 → X3.
Recall from Example 6.5.4, the information PDCs are

ιpi11 ιpi12 ιpi13
ιpi21 ιpi22 ιpi23
ιpi31 ιpi32 ιpi33
 =

1√
β2+1
0 0
−βe−iω√
β2+1
1√
γ2+1
0
0 −γe
−iω√
γ2+1
1
 , (11.12)
which indicates the direct causal influence from X1 → X2 and X1 → X2.
TE (k = l = 2) and DTE (ki = 2, i = 1, 2, 3) use the maximum time lag τ = 2
as the words length. Results show that TEX1→X2 =
1
2
log(β2 + 1) > 0, TEX1→X3 =
1
2
log γ
2β2+γ2+1
γ2+1
> 0, TEX2→X3 =
1
2
log(γ2β2 +γ2 +1) > 0 and all the other TE causalities
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vanish. Similarly, DTEX1→X2 =
1
2
log(β2 + 1) > 0, DTEX2→X3 =
1
2
log(γ2 + 1) > 0 and
all the other DTE causalities vanish. MIME and PMIME also use the maximum time lag
as the parameters: Lmax = 2 and T = 1 which give results
MIMEX1→X2 = MIMEX1→X3 = MIMEX2→X3 = 1,
PMIMEX1→X2 = PMIMEX2→X3 = 1,
and all the other MIME and PMIME causalities vanish. In this analysis, PDC, DTE and
PMIME inference the correct direct causal interactions from X1 → X2 and X2 → X3,
while TE and MIME indicate all the causal directions: X1 → X2,X2 → X3 andX1 → X3.
11.3.2 Discrete models
The discrete models were generated by stochastic random processes with states swapped
in set {−1, 1}. The causal influence was designed by triggering the changes of the states
when certain conditions are met. We use TE, DTE, MIME and PMIME to analyze the
discrete models in both 2-dimension and 3-dimension (PDC is a linear method can not be
used in these models).
Two dimensional discrete system
Example 11.3.3 Let X and Y be two discrete stochastic processes that swap states ran-
domly in S = {−1, 1} with probabilities p(0) = p(1) = 1/2. In the beginning, X and Y
each selects an initial state in S with p(X0 = −1) = p(X0 = 1) = 1/2 and p(Y0 = −1) =
p(Y0 = 1) = 1/2. Then, X continues to swap states at each time n with probabilities
p(−1) = p(1) = 1/2, Y stays unchanged until X satisfies the condition that Xn−tx = 1,
then Yn starts to swap states with probabilities p(Yn = −1) = p(Yn = 1) = 1/2. The
causal influence is from X → Y in this model.
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TE (k = l = tX) and DTE (ki = tX , i = 1, 2) use the maximum time lag τ = tX ∈ Z as
the word length. Since the model is bivariate, TE and DTE have the same causality results:
TEX→Y = DTEX→Y = 18 log
64
27
= 0.6226,
TEY→X = DTEY→X = 0,
which indicates the causal influence from X → Y . MIME and PMIME also use the
maximum time lag as parameters: Lmax = tX and T = 1. The two methods also have
identical causality results due to bivariate nature of the model:
MIMEX→Y = PMIMEX→Y = 18 log
64
27
= 0.6226,
MIMEY→X = PMIMEY→X = 0,
which again indicates X → Y .
Three dimensional discrete system
Example 11.3.4 Let X , Y and Z be three discrete stochastic processes swap states ran-
domly in S = {−1, 1} with probabilities p(0) = p(1) = 1/2. In the beginning, X , Y and
Z each selects an initial state in S according to the probabilities p(−1) = p(1) = 1/2.
Afterwards, X continues to swap states in S at each time n according to the swapping
probabilities p(−1) = p(1) = 1/2, Y and Z stay at their previous states which are al-
lowed to swap iff the following conditions are met. At each time n, Yn is enabled to swap
with probabilities p(Yn = −1) = p(Yn = 1) = 1/2 iff Xn−tx = 1, Zn starts to swap with
probabilities p(Zn = −1) = p(Zn = 1) = 1/2 iff Yn−ty = 1, otherwise they remain at their
previous states. The direction of direct causal interactions are from X → Y and Y → Z.
TE (k = l = m) and DTE (ki = m, i = 1, 2) use the maximum causal time lagm = tX+tY
as the words length. By calculation, we found
TEX→Y = DTEX→Y = 38 log
4
3
= 0.0469,
TEY→Z = DTEY→Z = 38 log
4
3
= 0.0469,
11.4 Examples of experimental time series 136
all the other causalities vanish, which implies X → Y and Y → Z for both TE and DTE.
Similarly, MIME and PMIME use Lmax = m (m = tX + tY ) and T = 1 as parameters,
causality results are
MIMEX→Y = PMIMEX→Y =
3 log(4/3)
log 4
= 0.6226,
MIMEY→Z = PMIMEY→Z =
3 log(4/3)
log 4
= 0.6226,
all the other causalities vanish, which again indicateX → Y and Y → Z from both MIME
and PMIME.
Remark 11.3.5 Note that all four measures give vanished causalities for X → Z in the
two discrete models, but for different reasons. DTEX→Z = PMIMEX→Z = 0 is because
of the true directness of the methods, the conditional probabilities have identical values in
both the numerator and the denominator. However, TEX→Z = MIMEX→Z = 0 even
though both of them are bivariate methods, because the variable Z is intrinsically inde-
pendent to X , even though we may get the impression that Z is affected by X via the chain
X → Y and Y → Z, but X and Z are in fact mutually independent when swapping states.
For TE, the conditional probabilities are bivariate that involve the past of only X and Z, the
log function is vanished due to the Markov property p(Zn|Zn−1, Xn−tX−tY ) = p(Zn|Zn−1).
However, DTE is multivariate, DTEX→Z vanishes because the occurrence of Y hides the
occurrence of X in Z, i.e. p(Zn|Zn−1, Yn−tY , Xn−tX−tY ) = p(Zn|Zn−1, Yn−tY ). Similar
explainations also work for MIME and PMIME.
11.4 Examples of experimental time series
In this section, we use PDC, TE, MIME and PMIME to analyze experimental time series.
Since the experimental time series are smoothly changing observations i.e. flows, as sug-
gested in [105] [212], one should use large embedding parameters for flows [5] [16]. Here,
we use the recommended parameters for PDC, TE, MIME and PMIME in the simulations
[13] [16] [105] [109] [110] [126] [155] [159] [184] [212]. Since TE has computational
issue [126] [155] [184] [196], the maximum word length can be used in numerical simula-
tion is k = l = 2 [184] (see the Discussion in Chapter 7 and Section: Computation speed
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in this chapter), larger parameters will cause intolerable long computation time.
11.4.1 Clinical EEG data
Synchronized EEG data was measured from an ADD patient with 6 electrodes (F3, F4, C3,
C4, P3, P4), under resting states with eyes closed. The electrodes represent the cortical
large brain regions, where F: frontal regions (attention and executive control), C: central
regions (sensory and motor function), P: parietal regions (perception, multi-sensory inte-
gration). To analyze the instantaneous dynamics between large brain regions, the EEG data
(250Hz sampling frequency) was divided using moving time windows (constant window
size: 4T = 4s). We pick arbitrary five consecutive time windows e.g. from the 4th to the
8th time windows in the analysis. For causality analysis, we use the following parameters
for the measures, PDC: α = 5%, TE: k = l = 2, MIME and PMIME: Lmax = 10, T = 2,
A = 0.95 (default) for MIME and A = 0.97 (default) for PMIME (reasons for parameter
choice see numerical studies in Chapters 6, 7 and 8).
In this analysis, both MIME and PMIME (Figure 11.16) indicate a common signifi-
cant causal direction from the right parietal to the right central region (P4 → C4), where
PMIME also indicate other causal directions but are insignificant. However, both TE and
PDC return unreliable and non-robust causality results, which can not be used to identify
the causal directions.
11.4.2 The reading experiment
The reading experiment consists of one reader and one listener, which contribute to a simple
driver-responder system during the reading processes. Both participants are healthy normal
people. The reader was asked to read a short story to the listener, while the listener was
asked to listen to the story carefully. The reading process (Test 1) last around 2 minutes,
then the reader and the listener swap their roles to repeat the reading process again on a new
story (Test 2). The two stories must be new to both participants before being read. Syn-
chronized EEG data was measured from the reader and the listener on 10 electrodes (P4,
O2, T8, C4, F4, F3, C3, T7, P3, O1) with 100Hz sampling frequency during the reading
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processes. The electrodes represent the large brain regions, where P, F, and C are the same
as in the clinical EEG data, O: occipital regions (visual processing), T: temporal regions
(processing of language and sounds). The data set was filtered by moving time windows
(constant window size: 4T = 10s) to analyze the instantaneous dynamics. The software
packages use parameters, PDC: α = 5%, TE: k = l = 2, MIME and PMIME: Lmax = 10,
T = 2, A = 0.95 for MIME and A = 0.97 for PMIME (reasons for parameter choice see
numerical studies in Chapters 6, 7 and 8). We use five arbitrary continuous time windows
e.g. from the 4th to the 8th time windows for the cross-brain causality analysis.
Figure 11.17 (Test1) and Figure 11.18 (Test2) show the average cross-brain causalities
between the reader and the listener (against time windows). In the first test, no measure re-
turns significant cross-brain weights. However, in the second test, both MIME and PMIME
present significant cross-brain weights for reader→listener, but TE still present insignifi-
cant cross-brain weight, which does not indicate any significant cross-brain direction. PDC
has failure in autoregressive model fitting processes, whose results are not reliable. In con-
sequence, consider the average results for the two tests, only MIME and PMIME indicate
the reasonable cross-brain interaction from the reader to the listener. More on the reading
experiments can be found in Chapter 13.
11.5 Discussions and advice for applications
We have compared the analysis of PDC, TE, DTE, MIME and PMIME on various exam-
ples, from which we achieve results that are consistent to early comparative study among
direct causality measures [159]. In this section, we present a guideline on the advantages
and limitations of these measures and discussions on computation speed, applications and
parameter choice.
11.5.1 Advantages and limitations
PDC is a frequency domain direct linear method [66] [199] [200]. It presents accurate and
robust causal influence for linear autoregressive models, but is powerless in nonlinear time
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series analysis, due to failures in the autoregressive model fitting process [26] [179] [180]
[181]. Similar to the results of the comparative study in [159], it is the best measure for
linear time series (among the measures we compared), which has advantage in frequency
domain causality analysis for linear time series. The PDC asymptotic statistics is a pow-
erful tool to judge the significance of PDC causalities [26] [179] [180] [181]. However,
the model linearity is a severe limitation of PDC applications [12] [13] [199] [200]. For
general experimental time series which are usually nonlinear [42], one should seek other
measures for causality analysis.
TE is a time domain indirect nonlinear causality measure [171] [184]. It is an information-
based measure [144] defined by means of probability binning [171], which can also be es-
timated by the correlation sums [103] [108] [125] [155] [191] or by the nearest neighbour
estimator [63]. In consequence, it is a model-free measure that can be used for any sta-
tionary time series. TE is bivariate, whose causalities are indirect that can not distinguish
direct from indirect connectivities [125] [184]. TE has very slow computation, which can
not use large embedding dimensions [25] [100], e.g. words length k, l ≥ 2. This limita-
tion severely influences the application of TE [125][155] [159]. In numerical applications,
TE has very poor directionality with similar strengths of causalities in pairwise opposite
directions [125] [155] [159]. Hence, one should seek other measures for accurate causality
analysis.
DTE is the multivariate version of TE, which can identify direct causalities. Similar to
TE, it is a model-free measure and can be used for any stationary time series. It also has
even slower computation than TE due to multivariate conditioning. Its computation grows
polynomially along with both the system dimension (i.e. the number of variables) and the
embedding dimension [25] [100] (see Subsection 11.5.2: Computation speed), hence it can
be rarely applied to numerical simulations. However, as it inherits both advantages from
PDC (directness) and TE (nonlinearity), it can be well used in analytical calculations and
can also be used for developing more advanced causality measures.
MIME and PMIME are also time domain information-based nonlinear causality mea-
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sures [144], where MIME is bivariate [212] and PMIME is multivariate [105], thus MIME
is indirect and PMIME is direct. Both the two methods use a progressive scheme to allow
the increase of embedding dimensions stepwise. In consequence, both MIME and PMIME
are computationally faster than TE and DTE, respectively. The two methods use a maxi-
mum criterion and a stopping criterion to decide the significance of causality results [212],
hence they are independent to significance tests and parameter choices, no complicated
significance tests are needed for these two measures [105]. The use of the criteria smartly
prevent false causalities from exist, while allow a new element to be included in the se-
lected embedding vector even if the element contributes very small but useful information
to the prediction [5]. In numerical simulations, MIME is more suitable for small systems,
while PMIME is more suitable for large system, considering the speed of computation. For
experimental data sets, it is crucial to investigate the presence of nonlinearities. Results
from the above analysis show that PMIME outperforms the other direct causality measures
[159], namely the PDC, DTE, which can use large embedding parameters, but less sensitive
to weakly coupled systems [172] (e.g. the Rossler-Lorenz systems [77] [118] [124] [174]
and the Mackey-Glass systems [73] [130]) than TE [23] [42] [155]. Similarly, MIME out-
performs the indirect causality measures, but is less sensitive to weakly coupled systems
[105] [212]. Both MIME and PMIME have robust and reliable causality results, which can
be efficiently used in both model data and experimental time series analysis.
11.5.2 Computation speed
Computation speed is a very important factor for numerical applications. In this section, we
estimate the numerical computation for each measure and consider factors that influence
the computation of the measures [111].
The PDC software contains three parts [26] [179] [180] [181], namely the autoregres-
sive model fitting process, the PDC calculation and the PDC asymptotic statistics (signifi-
cance test, [11] [201] [205]). The PDC computation itself (autoregressive model fitting &
PDC calculation) is computationally efficient, but the PDC asymptotic statistics is compu-
tationally demanding [26] [179] [180] [181]. When the system dimension (the number of
Chapter 11. Comparative study of causality measures 141
variable) increases, the computation of the PDC asymptotic statistics becomes extremely
time consuming (we will not discuss it here, since it is not our focus).
The TE and DTE software is developed in matlab using probability binning. Let m
be the number of binning intervals, n the length of the time series, l the word length (em-
bedding dimension) and t the prediction dimension (time horizon). For a system of K
variables, a TE value requires O(n · m2l+t) level of operations in computation, while a
DTE value requires O(n ·mKl+t) level of operations. Fix the other parameters and only let
the system dimension K increases, TE requires the same level of computation, but DTE’s
computation level increases polynomially with K. TE and DTE can also be estimated
by correlation sums [108] [155] or K-th nearest neighbour estimation (KNN) [154] [204],
which are all faster than probability binning, but are still slower than MIME and PMIME
(under the same estimation methods).
MIME and PMIME are computationally faster than TE and DTE. Their software pack-
ages use kth nearest neighbour estimation (KNN) of the mutual information rates. Assume
the same notations as before and let l and c separately denote the maximum time lag and the
number of iterative cycles (before stop), a MIME value requiresO(
c∑
i=1
(2l−i+1)·n·mt+i) =
O(nm
t+1[2l−(2l+1)m+(c−2l)mc+(c−2l−1)mc+1]
(1−m)2 ) level of operations in probability binning, while
a PMIME value requires O(nm
t+1[Kl−(Kl+1)m+(c−Kl)mc+(c−Kl−1)mc+1]
K(1−m)2 ) level of operations
(probability binning). The computation of MIME and PMIME is greatly influenced by
the number of iterative cycles c. In numerical applications, MIME analyzes the causalities
pairwise, but PMIME considers all K variables simultaneously. In consequence, MIME is
faster in small systems (fewer number of variables), while PMIME is faster in large systems
(larger number of variables) [105] [212].
11.5.3 Application and parameter choice
There is no a best measure for all types of applications. Different measures suit for differ-
ent type of applications. A rule of thumb is to use the most appropriate measures according
to their properties, e.g. linear measures are the best for linear applications [220], while
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nonlinear measures are optimum for nonlinear applications [159] [191]. For analytical ap-
plications (parametric models analyzed by analytical calculations), linear models should
use linear methods such as PDC, while nonlinear models should use model-free (i.e. appli-
cability does not depend on models) measures such as TE, DTE, MIME and PMIME. For
numerical simulations, again linear models works best with linear methods such as PDC
(also similar to the findings in [159]), while nonlinear models can be analyzed by TE [171]
and DTE, but they are not recommended due to computational reasons. MIME and PMIME
are the best for numerical nonlinear models and particularly experimental time series [153].
However, MIME and PMIME can not be used for discrete numerical models, because the
KNN algorithm can not separate the states in discrete models, but both methods work well
for discrete analytical models. For frequency domain connectivity analysis, PDC is an ideal
choice [101], but is restricted to linear models. For nonlinear models, the wavelet-based
extensions of MIME (WMIME) and PMIME (WPMIME) are optimum choices, but will
not be discussed here.
The parameter choices usually depend on both the software package used and the ap-
plication types. In PDC software, there are three influential parameters: the significance
level α (for asymptotic statistics, default: α = 5%), the autoregressive model order selec-
tion criterion (default: AIC [3], other options: Hannan-Quinn, Schwartz and fixed order
[194] [198]) and the autoregressive model fitting algorithms (default: Nutall-Strand, other
options: least square estimator and Vieira Morf estimator). However, the autoregressive
order selection criteria and model fitting algorithms will not have big influence to the PDC
causalities once the significance level α is fixed. TE has fixed time horizon T = 1 [171]
[184], but optional word length k and l as well as the size of binning intervals (or the num-
ber of binning intervals). Numerically, k = l = 2 is an maximum and optimum choice,
larger k and l will lead to intolerable computations. To compare the TE results between dif-
ferent data channels, one should first make the data series standardized between −1 and 1
and use uniform interval sizes such as h = 0.1 and h = 0.05, because TE is an information-
based method whose values are greatly influenced by the binning intervals [222]. MIME
and PMIME also have several important parameters: the time horizon T , the maximum
time lag Lmax (embedding dimension), the number of nearest neighbors N and the signifi-
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cance threshold A. The choice of T and Lmax (T ≤ Lmax) usually depends on the types of
the data, a rule of thumb is to use small number of lags for maps (discontinuous series of
observations) e.g. T = 1, Lmax = 5, but large number of lags for flows (smoothly chang-
ing observations) e.g. T = 2, Lmax = 10 [105] [186]. N is usually a positive integer, e.g.
N = 5, while A is an empirical value whose optimum choices are A = 0.95 for MIME
[212] and A = 0.97 for PMIME [105] [159], which allow the necessary inclusion of an
embedding component but prevent from false positiveness [5].
11.6 Conclusion
In this chapter, we have compared the PDC, TE, DTE, MIME and PMIME by using various
examples. The results obtained regarding PDC, DTE and PMIME are similar to the findings
in [159] [220], regarding linearity, computation speed, etc. MIME and PMIME were found
to be the most useful causality measures for both model data and experimental time series
analysis, both of which are independent to significant tests and parameter choices (the
causality value for each specific direction depend on parameter choice, but the directional
result is robust for different realizations and parameter choices). However, there is not
a best measure for all applications, specific application should choose measures with the
most suitable properties. Further analysis can be done in analyzing the convergence of the
causality measures and employ more examples to analyze these measures.
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Figure 11.8: Comparison between TE, MIME and PMIME for the K-coupled Henon
maps (K = 4). In this figure, the three graphs separately plot the causalities (TE: red,
MIME: blue, PMIME: black) between X1&X2 (left), between X2&X3 (middle) and be-
tween X3&X4 (right) against C. The horizontal axis is the coupling strength (C), while the
vertical axis is the value of causalities. There are three colors of curves, which separately
represent the TE (red), MIME (blue) and PMIME (black) causalities. This figure demon-
strates that both MIME and PMIME give increasing positive causalities for X1 → X2,
X2 → X3 andX3 → X4, while vanished causalities in the opposite directions. TE presents
positive and higher causalities in the three directions: X1 → X2, X2 → X3 and X3 → X4,
but is less sensitive to the coupling strength C. TE again presents close value of causali-
ties on pairwise opposite directions, although the causality values are higher in the original
causal directions: X1 → X2, X2 → X3 and X3 → X4.
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Figure 11.9: PDC results for the K-coupled Henon maps (K = 4, C = 0.6). In this figure,
the 4×4 layout plots show the square magnitudes of PDC causalities (significance level α =
5%) against frequencies, for the four bidirectionally coupled Henon maps. The direction
of causalities is read from the column index to the row index for each plot. In these plots,
the red curves indicate the significant PDC causalities at corresponding frequencies, the
green curves indicate the insignificant PDC causalities, the black curves are the significance
thresholds (according to PDC asymptotic statistics [11] [201] [205]), whereas the blue
curves on the diagonal plots are the coherences for each data channel. This figure shows
that PDC indicates significant causalities from: X2 → (X3, X4) and X3 → (X2, X4).
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Figure 11.10: The unidirectionally coupled Rossler-Lorenz Systems (C = 4). In this
figure, the two graphs separately show the 3-dimensional plots of the Rossler (left) and
Lorenz (right) systems. The three axes in the graphs are namely the X1, X2 and X3 axes
for the Rossler system (left) and the X2, Y2 and Z2 axes for the Lorenz system (right).
coupled Rossler-Lorenz.jpg
Figure 11.11: Comparison between TE, MIME and PMIME for the unidirectionally cou-
pled Rossler-Lorenz systems. In this figure, the graph plots the causalities (TE: red, MIME:
blue, PMIME: black) between Y1&Y2 against C. The horizontal axis is the coupling
strength (C), while the vertical axis is the value of causalities. There are three colors of
curves, which separately represent the TE (red), MIME (blue) and PMIME (black) causal-
ities. This figure demonstrates that only PMIME indicate the correct causal direction from
Y1 → Y2 when C > 1, both TE and MIME failed to pick up the weak coupling from
Y1 → Y2.
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coupled Rossler-Lorenz.jpg
Figure 11.12: PDC results for the unidirectionally coupled Rossler-Lorenz systems (C =
4). In this figure, the 6 × 6 layout plots show the square magnitudes of PDC causalities
(significance level α = 5%) against frequencies, for the unidirectionally coupled Rossler-
Lorenz systems. The direction of causalities is read from the column index to the row index
for each plot. In these plots, the red curves indicate the significant PDC causalities at corre-
sponding frequencies, the green curves indicate the insignificant PDC causalities, while the
black curves are the significance thresholds (according to PDC asymptotic statistics [11]
[201] [205]), whereas the blue curves on the diagonal plots are the coherences for each data
channel. This figure shows that PDC indicates no significant causal directions.
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Figure 11.13: Unidirectionally coupled Mackey-Glass Systems (C = 0.5). In this figure,
the two graphs separately show the 2-dimensional plots of the Macky-Glass system for X
(left) and Y (right) systems. On the left graph, the horizontal axis is for Xt and the vertical
axis is for Xt−17, while on the right graph, the horizontal axis is for Yt and the vertical axis
is for Yt−30.
Figure 11.14: Comparison between TE, MIME and PMIME for the unidirectionally cou-
pled Mackey-Glass systems. In this figure, the graph plots the causalities (TE: red, MIME:
blue, PMIME: black) betweenX&Y againstC. The horizontal axis is the coupling strength
(C), while the vertical axis is the value of causalities. There are three colors of curves,
which separately represent the TE (red), MIME (blue) and PMIME (black) causalities.
This figure demonstrates that MIME and PMIME indicate the correct causal direction from
X → Y for stronger coupling strength (C > 0.4 for MIME and C > 0.2 for PMIME). TE
failed to pick up a causal direction.
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Figure 11.15: PDC results for the unidirectionally coupled Mackey-Glass system (C = 0).
In this figure, the 2×2 layout plots show the square magnitudes of PDC causalities (signif-
icance level α = 5%) against frequencies, for the unidirectionally coupled Rossler-Lorenz
systems. The direction of causalities is read from the column index to the row index for
each plot. In these plots, the red curves indicate the significant PDC causalities at corre-
sponding frequencies, the green curves indicate the insignificant PDC causalities, while the
black curves are the significance thresholds (according to PDC asymptotic statistics [11]
[201] [205]), whereas the blue curves on the diagonal plots are the coherences for each data
channel. This figure shows that PDC indicates significant causalities from X → Y .
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Figure 11.16: Causality results for ADD patient (Color-map). In this figure, the three color
matrices separately plot TE (left), MIME (middle) and PMIME (right) causality matrix
for the ADD patient at the 7th time window. The color correspondence for the causalities
are shown in the color-bar. For each lattice, the causal direction is read from the column
channel to the row channel.
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Figure 11.17: Average cross-brain causalities for the reading experiment (Test1). The
three graphs separately plot the TE (left), MIME (middle) and PMIME (right) cross-brain
weights (i.e. the average cross-brain causalities) between the reader (R) and the listener
(L) in the first test. The horizontal axis is the index of time windows, the vertical axis
is the value of the cross-brain weights. The green curves indicate the significance thresh-
olds, the cross-brain weights that are above the thresholds at each time window are deemed
significant, otherwise insignificant.
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Figure 11.18: Average cross-brain causalities for the reading experiment (Test2). The
three graphs separately plot the TE (left), MIME (middle) and PMIME (right) cross-brain
weights (i.e. the average cross-brain causalities) between the reader (R) and the listener
(L) in the second test. The horizontal axis is the index of time windows, the vertical axis
is the value of the cross-brain weights. The green curves indicate the significance thresh-
olds, the cross-brain weights that are above the thresholds at each time window are deemed
significant, otherwise insignificant.
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Chapter 12
EEG analysis on music improvisation
From early studies, MIME was found to be a useful measure for experimental data analysis.
In this chapter, we use MIME to analyze the EEG data measured from two music improvi-
sation experiments [216], where intra-brain and cross-brain networks were constructed to
identify the differences between experimental conditions.
12.1 The music improvisation experiments
Two music improvisation experiments were done at GuildHall School of Music and Drama
in London separately on 20.06.2010 and 31.03.2012. Synchronized EEG measurements
from both the musicians and the listeners was collected by Bjo¨rn Cru¨ts and his team (Brain-
Marker Corp.) using CE-certified EEG device (Brainmarker, the Netherlands) during the
music performances [58] [216].
In the first experiment, international concert pianist David Dolan played four short mu-
sic pieces [58] [216]:
Test 1: Schubert-Impromptu in G flat major Op. 90 No. 3, neutral mode, uninvolved
Test 2: Schubert-Impromptu in G flat major Op. 90 No. 3, fully involved
Test 3: Improvisation, polyphonic, intellectual exercise
Test 4: Improvisation, polyphonic, emotional letting go.
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Only one listener was in the audience. EEG data (250Hz sampling frequency) was recorded
from both the pianist and the listener during the performances [58] [216]. The EEG data
was measured at 8 electrodes: P4, T8, C4, F4, F3, C3, T7 and P3, which represent the
different large brain regions, P: parietal cortex (perception, multi-sensory integration), T:
temporal cortex (processing of language and sounds), C: central cortex (sensory and mo-
tor function), F: frontal cortex (attention and executive control). Odd numbers represent
locations on the left brain, while even numbers stand for locations on the right brain [58]
[216]. The electrodes are all localized according to the international 10-20 system [216].
A reference electrode (Cz) at the central location on the top of the head was used, so that
each EEG signal was mono polar referenced to this central site and activity levels of the
eight sites could be compared relative to each other [58] [208] [216]. All the EEG data are
in the unit of milli-Voltage [216].
Figure 12.1: An example of the EEG time plots for the music improvisation experiments.
This figure depicts the EEG time plots for the flutist in piece A (Ibert) strict mode. In this
figure, each panel is the time plots of one data channel (electrode). The horizontal axis is
for time points (100Hz sampling frequency), while the vertical axis is for the EEG data
value in milli-voltage.
In the second experiment, the music was performed in a live concert form (compris-
ing an entirely naturalistic setting) by the Trio Anima (three highly acclaimed musicians:
Drew Balch (violist), Matthew Featherstone (flutist) and Anneke Hodnett (harpist), they
are all members of a professional chamber music trio) [58] [216]. There were two invited
listeners (healthy normal people) wired with EEG recorders, and other non-wired listeners
in audience [58]. Prior to the start of the performance, each audience member was given
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a questionnaire to fill in during the concert [58]. The audience was briefed by one of the
researchers that they were about to hear five pairs of trio performances that would involve
some elements of improvisation [58]. In the second experiment, the five pieces of music
were performed in the following order [58] [216]:
A. Ibert [duration: 3’30”]: 1. strict & 2. “let-go”
B. Telemann [duration: 2’]: 1. “let-go” & 2. strict
C. Improvisation: 1. “let-go” & 2. strict
D. Ravel [duration: 2’50”]: 1. strict & 2. “let-go”
E. Improvisation: 1. strict & 2. “let-go”
The concert consisted of five different musical items: three short movements from the com-
posed classical repertoire and two group improvisations [58]. Each item was performed
twice: once in a “let-go” mode, i.e. improvised mode, and another time in a strict mode,
where the performers were asked to perform convincingly but without taking risks [58].
The strict version was likened to the type of performance usually exhibited at an inter-
national competition [58]. The order of the strict and “let-go” mode performances was
randomly varied from item to item, and this order was known only to the performers [58].
In this experiment, the pieces A, B and D are composed music (music performances
according to notes) that correspond to the first two tests in the first experiment, pieces C
and E were entirely improvised (instantaneous creative performance of music) by the trio,
which correspond to the last two tests in the first experiment. Both the composed music
and the improvisation were played in the strict mode and the “let-go” mode [216]. Similar
to the mode played in the test 2 and test 4 of the first experiment, the “let-go” mode is to
perform music with full emotional expression, but the strict mode, a kind of mechanical
rendition of music, is similar to the neutral mode in test 1 of the first experiment. However,
the intellectual exercise (test 3) of the first experiment is another playing mode that wasn’t
used in the second experiment. In these experiments, we aim to identify the neural differ-
ences between the different experimental conditions [216].
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Synchronized EEG data was measured from both the musicians and listeners, but one
listener’s data was excluded from the cross-brain analysis, because his data was unsynchro-
nized with the other peoples’ due to a technique issue. The EEG data (100Hz sampling fre-
quency) was measured from 10 electrodes: P4, T8, C4, F4, F3, C3, T7, P3, O1 and O2 (O:
occipital cortex, visual processing center). All the EEG data are in the unit of milli-Voltage
[49] [50] [58]. An example of the EEG time plots was shown in Figure 12.1 (Flutist’s EEG
in piece A: Ibert, strict mode).
For the EEG measurements, standard EEG cap (BraiNet, Jordan Neuroscience) was
used so that the electrode sites were standardized by using anatomical reference points,
therefore measurements within and between subjects could be compared [216]. Ag/AgCl
electrodes with carbon shielded wires (Temec, the Netherlands) and conductive electrode
gel (Ten20, D.O. Weaver&Co) were used to minimize movement artifacts. Data acquisi-
tion was carried out with a sample frequency of 250 Hz in the first experiment and 100
Hz in the second experiment [216]. Data filtering was executed using a first order 0.16
Hz high pass filter and 59 Hz fourth order low pass filter [208]. All five amplifiers were
time-synchronized using a customized external trigger. Before the measurement the skin
was cleaned using abrasive gel (NuPrep, D.O. Weaver&Co.) to ensure low skin impedance
(5kΩ) and high signal quality.
After each pair of linked performances, audience members were given a short time to
rate the two performances for the degree to which they detected or experienced five qual-
ities in them: improvisatory in character, innovative in approach, emotionally engaging,
musically convincing, and risk taking [58]. Responses were made on a six-point like scale,
ranging from “not at all/ none” to “totally\completely”. There was also a space for free
written comments for each performance [58].
The reason for the use of the 8 channel EEG recordings, is because we are interested
in the activities of large cortical brain regions [37], such as the motor cortex. In addition,
we aim to choose an experimental set-up of minimal discomfort for the musicians but still
enough electrodes to distinguish the activity from different large brain regions [208] [216].
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Similar approaches were used in other patient studies e.g. the autism, where the motor
cortex activity was measured using the same approach [216]. Due to the machine set-up
(active shielding mechanism), movement artifacts were minimized [216]. Since prefrontal
poles were not measured, eye movement artifacts were excluded. Similar reason works for
muscle activity, which is most frequently appeared in the prefrontal cortex, which region
was excluded from our measurement [208]. Temporal regions (T) ever shows muscle activ-
ity in high frequencies, which frequency components (>32Hz) were filtered out via Fourier
transforms [208] [216].
According to Dr. David Dolan, composed music and improvisation are mainly dis-
tinguished by the overall manner of the music performances [58]. Improvisation contains
more coherent and long-term structural lines, shared by all members of the ensemble [216].
The short-term beats are freer and uneven, but the deep, longer-term pulse is extremely sta-
ble in improvisation [58] [216]. In composed music performances, the gestures seemed
to be shorter and more rigid (even in quick repetitive phrases) [58] [216]. There is less
room for spontaneity and audience find themselves less surprised. This is perhaps the rea-
son behind the results of psychological tests, which showed that the improvisation is found
to be more emotionally engaging and musically interesting by the audiences [58]. Extra
notes were added spontaneously by the freer distribution of time over gestures, which leans
more significantly on structural key moments [58] [216]. Another important characteris-
tic of improvisation, is that the risk-taking and support are provided spontaneously by the
members of the ensembles to each other [58] [216]. This is probably a consequence of the
higher level of active listening that took place during the improvisation [19]. Hence, one
may expect that when playing improvisation, musicians are prevented from entering into
an ‘autopilot mode’ as they need to listen attentively to the music during improvisation,
because the unexpected was to come [19] [58] [161] [216].
Early research has identified a number of the frontal regions, including the pre-supplementary
motor area (pre-SMA) [22] [131] [164] and the dorsal premotor cortex (PMD) [53] [115]
that play central roles in a more cognitive aspect of the movement sequencing and free
generation. We hypothesize that the musicians may trigger a more wide-distributed neural
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networks when improvising than performing composed music, and the frontal regions (at-
tention and executive control) play an important role in the improvisation process.
Early music improvisation studies considered either unique point sources of the EEG
[58] or symmetric correlations between large brain regions [22] [115] [53] [164]. Few
studies shown neural networks constructed from the theoretic information flows between
large brain regions. In this thesis, we present a causality analysis of music improvisation
[216], where we aim to identify neural differences between experimental conditions. We
use MIME causality measure to analyze the EEG data, and construct both intra-brain and
cross-brain networks from the MIME causalities. MIME is a bivariate causality measure
[212], hence the comparison between conditions is based on this bivariate causality analysis
rather than multivariate analysis. In consequence, the networks are constructed by using
indirect causalities [216]. As been addressed earlier, the reason for using MIME among
the many other measures is that, it is reliable and one of the most useful measures (for
small system) for experimental data analysis (see Chapter 11). To verify the directionality
of MIME in cross-brain analysis, two reading experiments (Subsection 12.4: Causality
verification of MIME) were analyzed, where MIME was found to be able to identify the
correct cross-brain interaction from the reader to the listener [216]. We are convinced from
this analysis that MIME does not generate false causalities and is reliable in analysis of the
music experiments [216].
12.2 Methods
Here, we aim to use causality measures to analyze the information flows between large
brain regions, and use the theoretical information flows to construct both intra-brain and
cross-brain networks [216].
12.2.1 Causality analysis
PDC, TE and MIME are frequently used causality measures in neuroscience data analy-
sis [184] [199] [212] [216]. We first use the three measures in our data analysis, in order
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to find the most reliable causality measure for further network analysis. PDC and TE
were separately used for the first and the second experiments, while MIME was used for
both experiments [216]. PDC presents large amount of false causalities, which assigns
stronger cross-brain weights for listener→pianist than for pianist→listener (Figure 12.2)
even though the listener was actually not have visual contact with the pianist [216]. TE
returns poor directional results (Figure 12.3), which can not be used to identify causal di-
rections [216]. However, MIME produces reliable causal inference whose results are stable
and robust. Hence, MIME causalities were chosen to be used for further network analysis
[216].
Figure 12.2: PDC cross-brain weights for the first experiment [216]. This figure plots the
cross-brain weights between the pianist and the listener (average cross-brain PDC causali-
ties) for the four tests of the first experiment. The red bar is for pianist→listener, while the
blue bar is for listener→pianist. From this figure, we can see that the cross-brain weights
for listener→pianist are clearly higher than for pianist→listener in both test 1 and test 4.
For cross-brain analysis, EEG data from each pair of two different brains were put
together [216]. For instance, the synchronized EEG data for the pianist and the listener
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Figure 12.3: An example of the TE analysis for the second experiment [216]. This figure
shows the color-map of the TE causalities for β band (12Hz-20Hz), piece B: Telemann,
“let-go” mode. The direction of causalities is read from column channels to row channels.
were put together to form a 16 channel augmented data file for each condition in the first
experiment [216]. The augmented data files were then filtered by (constant size) moving
time windows (4T1 = 4s for the first experiment, 4T2 = 4s for the second experiment)
for both stationary [9] [62] [115] [163] and analyzing of the instantaneous brain dynamics
(for choice of time window width [9] [104] [105] [106] [109] [110] [212], see Section
11.1.3 in Chapter 11). The time window data files were input to MIME software with the
same parameter choice to the experimental data analysis in Section 11.4 (i.e. Lmax = 10,
T = 2 and A = 0.95), which generates sequences of 16 × 16 (for the first experiment) or
20× 20 (for the second experiment) causality matrices for each condition. These causality
matrices contain both the intra-brain (diagonal blocks) and the cross-brain (off-diagonal
blocks) causalities.
12.2.2 Intra-brain neural networks and degree centrality analysis
For both experiments, we separately averaged the intra-brain causality matrices for mu-
sicians and listeners first over time windows and then over experimental conditions. The
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Figure 12.4: Pianist’s intra-brain neural networks of the first experiment [216]. The graphs
depict the pianist’s intra-brain neural networks for composed music (left) and improvisation
(right). The red links indicate the significant direction of information flows between large
brain regions. The thickness of the lines indicate the strength of the information flows.
average intra-brain causalities indicate the level of information flows between large brain
regions. MIME is independent to significant tests and parameter choices [212], because
the stopping criterion and the progressive scheme guarantee the clear detection of the in-
formation transfer, hence no computationally intensive significance test is necessary [105].
However, residual information flows [126] may exist due to computational imprecision.
Here, we are mainly interested in the differences between experimental conditions, but not
specific value of the MIME causalities, thus significance thresholding tests are needed to
identify the most dominant difference between the MIME causalities. The significance
thresholds were chosen to pick up significant differences between the experimental condi-
tions in terms of the information flows. In the significance thresholding tests, only signifi-
cant information flows can be drawn with a directed link in the intra-brain neural networks.
For the first experiment, the significant thresholds were set as T = 0.2Maxp for the pi-
anist and T = 0.1Maxl for the listener, where Maxp and Maxl are the maximum average
causalities over all conditions (i.e. composed music and improvisation) for the pianist and
the listener respectively, 0.2 (pianist) and 0.1 (listener) are empirical critical values that can
identify the differences between composed music and improvisation in terms of the distri-
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Figure 12.5: Listener’s intra-brain neural networks of the first experiment [216]. The
graphs depict the listener’s intra-brain neural networks for composed music (left) and im-
provisation (right). The red links indicate the significant direction of information flows
between large brain regions. The thickness of the lines indicate the strength of the infor-
mation flows.
butions of the information flows. Small fluctuations of the threshold values (i.e. increase
or decrease in 10%) will not make big differences to the structure of the intra-brain neural
networks, the main structure of the networks remain, but will possibly allow a few more
non-influential links to be included or excluded. For details of the impact of the threshold
values on network structures, see Remark 12.3.1.
In the second experiment, the differences between experimental conditions were studied
by investigating the contrast causalities, e.g. contrastci = Ccompose music − Cimprovisation
and contrastsl = Cstrict − Clet−go, C represents the average causality value for each con-
dition [216]. Here, we use the significance threshold T = R/2 to decide the significance
of the contrast causalities, R = (Maxcontrast −Mincontrast)/2 is the half of the difference
between the maximum and minimum of the causality contrasts. Causality contrasts that lie
outside the interval (−T, T ) were deemed significant and assigned with a directed link in
the (contrast) neural networks, otherwise insignificant [216]. The threshold is an empirical
optimum choice to control the proportion of significance and also to avoid residual flows
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Figure 12.6: Color-map of the contrast causalities between composed music and improvi-
sation [216]. In this figure, the color of the lattices represents the magnitudes of the con-
trast intra-brain causalities between composed music and improvisation, which is scaled in
[−0.1, 0.1]. The direction of causalities is read from rows to columns.
[126] [216].
Since the neural networks between large brain regions are naturally constructed by the
causalities, which give the directed structure of information flows between large brain re-
gions. In the neural networks, it is often interesting to analyze the importance of each large
brain region in the neural networks, and centrality measures are the natual tools to be used
[32] [206]. We used degree centrality [33] [129] [142] [145] to analyze the importance of
the large brain regions [216]. Since the intra-brain networks are directed, which is appro-
priate to use centrality measures that suit for directed network e.g. the degree centrality
[33] [129] [142] [145] [216]. Other centrality measures, e.g. the eigenvector centrality [30]
[31] [177] and Katz centrality [33] [129] [145] are more suitable for undirected networks
[142] [216]. Although there are other centrality measures such as betweenness [141] and
similarity [142] [216], which are also suitable for directed networks, however they are more
suitable for networks with a large number of nodes rather than these neural networks with
a small number of nodes [216]. Degree centrality is also very simple, it is just the degree of
the nodes, i.e. the number of in-going and out-going links of the nodes. For the intra-brain
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Figure 12.7: The contrast intra-brain neural networks between composed music and im-
provisation of the second experiment [216]. These graphs show the contrast intra-brain
networks for musicians (left) and listeners (right) between composed music and improvi-
sation. The red links indicates the information flows with significant causality difference
between composed music and improvisation and is significantly stronger in composed mu-
sic. The green links show the information flows with significant causality difference be-
tween composed music and improvisation and is significantly stronger in improvisation.
The thickness of the links indicate the strength of the causality contrasts.
networks, in-degrees and out-degrees for musicians and listeners were first averaged over
time windows and compared between different experimental conditions [216].
12.2.3 Construction of cross-brain networks
The cross-brain networks were constructed by using the cross-brain causalities (e.g. Fig-
ure 12.11) [216]. The cross-brain causalities were averaged first over electrodes and then
over time windows and experimental conditions, which results in a single real number
as the cross-brain weight for each direction. For each pair of brains, we set the signifi-
cance threshold as 10% above the average weights between the two opposite directions,
i.e. Tcross−brain = 1.1Cmean, if the cross-brain weight is above the threshold, it is signif-
icant, otherwise is insignificant. Directed links are drawn for the significant cross-brain
weights of both experiments. For instance, in Figure 12.12, the cross-brain weights be-
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Figure 12.8: The contrast intra-brain neural networks between strict mode and “let-go”
mode of the second experiment [216]. These graphs show the contrast intra-brain networks
for musicians (left) and listeners (right) between strict mode and “let-go” mode. The red
links indicates the information flows with significant causality difference between strict
mode and “let-go” mode and is significantly stronger in strict mode. The green links show
the information flows with significant causality difference between strict mode and “let-go”
mode and is significantly stronger in “let-go” mode. The thickness of the links indicate the
strength of the causality contrasts.
tween the flutist and the listener (before averaged over time windows) show that the cross-
brain weights for harpist→ listener are significant (above the thresholds), while the cross-
brain weights for listener→harpist are almost vanished, which indicates that the cross-brain
interaction is from the harpist to the listener.
12.3 Results
Here, we present our results regarding the intra-brain and cross-brain networks, from which
we managed to identify the neural differences between the experimental conditions [216].
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12.3.1 Intra-brain neural networks
In our analysis, each brain is considered as a generalized neural network composed of large
brain regions and neural information flows [216]. In the first experiment, the intra-brain
neural networks for the pianist and the listener are shown in Figures 12.4 (pianist) and 12.5
(listener), respectively. The neural difference between composed music and improvisation
was observed in the distribution of the neural information flows. When composed music
is changed to improvisation, the distribution of information flows expands from the back
brain to the entire brain in the pianist’s network (Figure 12.4) and expands from the right
brain to the entire brain in the listener’s network (Figure 12.5).
In the second experiment, composed music was found to have significant larger intra-
brain causalities than improvisation, i.e. more links (red) with significant stronger causality
in composed music than in improvisation (Figure 12.7) [216]. For musicians, the signifi-
cant stronger information flows of composed music are from both the left and right central
(sensory and motor function) regions to the left temporal (audio) region (C3, C4→T7) and
from the right frontal (attention and executive control) region to the right occipital (visual)
region (F4→O2) [216]. As to the listeners, the significant stronger information flows of
composed music are from the left frontal (attention and executive control) and left parietal
(perception and multi-sensory) regions break into two branches, one is to the left temporal
(audio) region (F3, P3→T7), the other is to the right frontal (attention and executive con-
trol) region via the right central (sensory and motor function) (F3, P3→F4, or F3, P3→C4
and C4→F4) and right temporal (audio) regions (P3→T8 and T8→F4, or F3, P3→C4 and
C4→T8 and T8→F4) [216]. The left frontal (F3) and left parietal (P3) regions acted as
the main sources of information flows, while the left temporal (T7) and right frontal (F4)
regions acted as main sinks [49] [50] [58] [216]. Also, the right central (C4) and right
temporal (T8) regions functioned as the transit hubs. Moreover, the listeners also have sig-
nificant stronger information flows in improvisation from the right frontal to the left frontal
(F4→F3, attention and executive control) and right temporal (audio) regions (F4→T8), and
from the left central (sensory and motor function) to the left frontal (attention and executive
control) region (C3→F3), which are opposite to the listeners’ networks in composed music
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[216].
The red links in Figure 12.7 indicate the directions of significant stronger causalities in
composed music than in improvisation, while the green links stand for the directions with
significantly stronger causalities in improvisation than in composed music [216]. Simi-
larly, in Figure 12.8, the red links indicate the directions of significant stronger causalities
in strict mode than in “let-go” mode, while the green links stand for the directions with sig-
nificantly stronger causalities in “let-go” mode than in strict mode [216]. The dominance
of the red links in Figure 12.7 means that the causality values are significantly stronger
in composed music than in improvisation along these directions, rather than more links
in information flows distributions [216]. This result does not conflict with the observed
expansion in the distribution of information flows in the first experiment [216]. The links
in the pianist and listener’s networks have different meanings to the links here (the con-
trast intra-brain networks for musicians and listeners), the former presents difference in the
distribution of significant information flows, while the latter presents significant difference
in strengths of causalities [216]. The links with significant causality values may not have
significant difference in the causality strength between different experimental conditions
[216].
The situation is more complicated when the strict mode is compared to the “let-go”
mode (Figure 12.8) [216]. Musicians (left panel of Figure 12.8) have significantly stronger
information flows in strict mode from the left frontal (attention and executive control) to the
left and right central (sensory and motor function) regions (F3→C3, C4) and to the left oc-
cipital (visual) and the right temporal (audio) regions (F3→[O1,T8]), from the right frontal
(attention and executive control) and left central (sensory and motor function) regions to the
left temporal (audio) region (F4, C3→T7) and from the right parietal (perception and multi-
sensory) region to the left central (sensory and motor function), right occipital (visual) and
right temporal (audio) regions (P4→[O2,T8,C3]) [216]. The left frontal region (F3) and the
right parietal (P4) regions play a key role when musicians played in strict mode. Musicians
also have significant stronger information flows in “let-go” mode from the right frontal (at-
tention and executive control) region to the left occipital (visual) region (F4→O1) and from
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Figure 12.9: Degree centrality contrasts between composed music and improvisation in the
second experiment [216]. The two graphs plot the average in (red) and out (green) degree
centrality contrasts between composed music and improvisation for musicians (left panel)
and listeners (right panel). The horizontal axis is the order of electrodes, where the last
channel is the average over all electrodes. The vertical axis is the degree contrast.
the right parietal (perception and multi-sensory) region to the left temporal (audio) region
(P4→T7) [216]. However, the contrast intra-brain networks of the listeners show a clear
difference in the direction of information flows between the two playing modes [216]. For
listeners, the significant stronger information flows in strict mode are from the left parietal
(perception and multi-sensory) to the left frontal (attention and executive control) and left
temporal (audio) regions (P3→[F3,T7]), from the right temporal (audio) region to the left
temporal (audio) region (T8→T7) and from the right central (sensory and motor function)
region to the right frontal (attention and executive control) region (C4→F4), whereas the
significant stronger information flows in “let-go” mode are from the left and right frontal
(attention and executive control) regions to the right central (sensory and motor function)
and right temporal (audio) regions (F3, F4→[C4,T8]) and from the left central (sensory
and motor function) region via the left temporal (audio) region to the right central (sensory
and motor function) region (C3→T7→C4) [216]. The strict mode has significant stronger
information flows from the back brain to the front brain, while the “let-go” mode has sig-
nificant stronger information flows in an opposite direction from the front brain to the back
brain [216].
This analysis studies the general trends of the distribution and the directions of neural
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Figure 12.10: Degree centrality contrasts between strict mode and “let-go” mode for the
second experiment [216]. The two graphs plot the average in (red) and out (green) degree
centrality contrasts between strict mode and “let-go” mode for musicians (left panel) and
listeners (right panel) . The horizontal axis is the order of electrodes, where the last channel
is the average over all electrodes, the vertical axis is the magnitude of the degrees.
information flows as well as the sink and sources activities of large brain regions [216].
Due to limited number of EEG machines, the number of participants that were measured
with EEG data is small [216]. However, we have conducted two other EEG measurement
experiments with inbuilt driver-responder system to verify the efficiency and effectiveness
of the MIME measure on EEG data analysis (see later section: Causality verification of
MIME) [216]. Results show that MIME is able to detect the correct causal direction by
analyzing EEG data [216]. Also, the intra-brain information flow analysis between large
brain regions are consistent to the early findings on the same EEG data sets of the music
improvisation experiment by using sLORETA, e.g. the frontal region activities and source
analysis of the information flows [49] [50] [58] [216]. Hence, we have good reasons to
believe in the validity of our analysis.
Remark 12.3.1 Influence of the significance thresholds [216]In the significance assess-
ment of the information flows, small fluctuations of the significance thresholds do not
change the observed neural differences between experimental conditions. In the first exper-
iment, increase or descrease the significance threshold by 10%, will not cause any change
to the intra-brain neural networks of both the pianist (Figure 12.4) and the listener (Figure
12.5), for the conditions of both composed music and improvisation [216].
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The same situation applies for the contrast intra-brain neural networks of the second
experiment [216] . For the contrasts between composed music and improvisation (Figure
12.7), when the significance thresholds fluctuate (increase or decrease in 10%), the net-
works for musicians make no changes at all, the networks for listeners only include more
links (red links F3→T8 for causalities ”Composed music>Improvisation”, and green links
F4→C4 and T7→C3 for causalities ”Composed music<Improvisation”), when the signif-
icance threshold decreases in 10%, neevertheless the network does not change when the
thresholds increases in 10%. For the contrast between strict mode and “let-go” mode (Fig-
ure 12.8), the networks for both the musicians and the listeners do not change at all when
the significance thresholds increase in 10%. When the significance thresholds decreases,
additional red links T8→O2 and P3→[C4,T7] (strict mode>“let-go” mode) and green
links F4→[T8,C4] (strict mode<“let-go” mode) are added to musicians network, while
red links T8→F4 and P3→F3 (strict mode>“let-go” mode) and green links F4→[T8,C4]
(strict mode<“let-go” mode) are added to the listeners network [216].
The changes of the significance thresholds may lead to slightly changes to the structure
of the networks, but the changes do not influence the observed neural differences between
experimental conditions [216]. The directions of the links are opposite between pairwise
experimental conditions [216]. Therefore, the neural differences between experimental
conditions are robust and independent of the significance thresholds [216].
12.3.2 Degree centrality differences
To analyze the importance of the large brain regions [216], opposite trends were found
between musicians and listeners when comparing the pairwise conditions. Between com-
posed musics and improvisation (Figure 12.9), the musicians have lower (in and out) de-
grees in composed music than in improvisation, which is opposite to the listeners. Simi-
larly, when the strict mode is compared to the “let-go” mode, the musicians have larger (in
and out) degrees in strict mode than in “let-go” mode, which is again contrary to the trends
of the listeners (Figure 12.10). Here, larger (in and out) degrees imply more directions of in
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and out information flows to the brain regions, which implies more functional coordination
between this region to other regions [216].
Figure 12.11: Color-map of the cross-brain causality matrix between flutist and harpist
in the second experiment [216]. This figure plots the cross-brain MIME causalities be-
tween flutist and harpist in color-maps for piece A: Ibert (strict mode) time window 15
(140.01s-150.00s). The color of the lattices indicates the magnitude of the causalities,
which are shown in the color-bar. The 20× 20 color matrix can be devided into intra-brain
causalities (the diagonal blocks) and cross-brain causalities (the off-diagonal blocks). The
brighter lower-left block indicates stronger cross-brain causalities for harpist→flutist than
for flutist→harpist.
12.3.3 Cross-brain networks between musicians and listeners
In [213] [214] the jazz musicians were found to coordinate with each other by modulating
the rhythm of playing [41] during ensemble performances. In analogous, the musicians in
our experiments are assumed to be coordinated with each other and have interaction to the
listeners during the music performances. To analyze the pattern of interaction, we have
undertaken a cross-brain analysis between the musicians and listeners [216].
In the first experiment (the left graph of Figure 12.13), the cross-brain interaction is
discovered from the pianist to the listener (average weights: AP→L = 0.6554 · 10−4 >
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Figure 12.12: The cross-brain weights between flutist and listener in the second experiment
[216]. This figure plots the cross-brain causalities between flutist and listener against time
windows for piece A: Ibert, strict mode. The red curve stands for flutist→listener, the blue
curve represents listener→flutist, while the black curve is the significance threshold.
AL→F = 0.1352 · 10−4) [216]. In the second experiment (the right graph of Figure
12.13), the cross-brain interactions are identified from the three musicians to the listener:
[flutist, harpist, violinist]→listener (average weights: AF→L = 0.1647 > AL→F = 0.0304,
AH→L = 0.2002 > AL→H = 0.0053 and AV→L = 0.1901 > AL→V = 0.0392) and
from the harpist to the flutist and violinist: harpist→[flutist, violinist] (average weights:
AH→F = 0.0680 > AF→H = 0.0033 and AH→V = 0.0945 > AV→H = 0.0097), the flutist
pingpongs with the violinist: flutist↔violinist (AF→V = 0.0509 > AV→F = 0.0515, the
average values are high in both directions, but they swap dominance as the time window
moves). The network structures are robust (against all performances) and stable (against
time windows) in the two experiments [216].
To verify the directionality of MIME in the cross-brain analysis, we undertook two
reading experiments, which details are described in Subsection 12.4 [216]. The reading
experiments are made up of a driver-responder system consisting of the reader and the
listener during the reading processes [216]. We aim to use MIME to detect the driving
and driven effect between the reader and the listener [216]. The cross-brain analysis on
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Figure 12.13: Cross-brain networks for the two music improvisation experiments. This
figure shows the two directed cross-brain network between the musicians and the listeners
during music performances. The red links indicate the significant cross-brain interactions
between the participants of the experiments, the thickness of the links indicates the strength
of the cross-brain weights.
the reading experiments identifies overall significant cross-brain information flow from
the reader to the listener during the reading processes, which convinced us that MIME is
reliable in detecting the cross-brain directions and the results obtained in our cross-brain
analysis of the music experiments are reasonable [216].
12.4 Discussion
In this chapter, both intra-brain and cross-brain networks were constructed for the two sets
of music performances [216]. The differences between experimental conditions were iden-
tified in terms of the distribution and direction of neural information flows, the sink and
source activities of the large brain regions and the importance (degree centrality) of these
large brain regions in the intra-brain neural networks [216]. Moreover, certain large brain
regions particularly the frontal regions were found to play an important role in identifying
the difference between experimental conditions, whose results are consistent to early music
improvisation studies [22] [164] and the sLORETA analysis of the same data sets [49] [50]
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[58] [216].
In the intra-brain neural networks, improvisation was found to have triggered a more
widely distributed network than composed music [216]. The distribution of intra-brain
neural information flows expands from the back of the brain (pianist) or the right of the
brain (listener) to the entire brain, when composed music is changed to improvisation. The
frontal (attention and executive control) and central (motor cortex) regions became acti-
vated when musicians played the improvisations. This may be because either performing
or listening to improvisations demands more widespread functional coordinations between
large brain regions [216]. Also, the intra-brain causality values were found to be sig-
nificantly greater in composed music than in improvisation, particularly for the listeners,
where the neural information flows separately began and ended in the left frontal and the
right frontal regions in composed music and reverse directions when composed music is
changed to improvisation [216]. Similarly, the differences between strict mode and “let-
go” mode can also be found in the frontal activities and the inversion of information flows
when the strict mode is changed to the “let-go” mode. These results agree with early stud-
ies [22] [164] that the frontal regions (a more general area that covers the dorsal prefrontal
regions) especially the right frontal region plays an important role in free improvisation
of melodies and rhythms, which is the key regions that distinguish the brain activities be-
tween composed music and improvisation and between strict mode and “let-go” mode [22]
[164]. Moreover, in the contrast intra-brain neural networks, the central regions tend to act
as transit hubs that transport the neural information flows, while the temporal and parietal
regions also behave differently to different experimental conditions [216]. Moreover, the
results of the differences between experimental conditions are robust and independent of
the significance thresholds (Remark 12.3.1) [216].
An early study on pianists improvisation found that the dorsal prefrontal cortex (part
of the frontal regions) and rostral premotor regions (lies within the frontal regions) to be
involved in free-response selection [18] [216]. The cortical association areas, especially the
prefrontal cortex were activated during the divergent thinking, where the right prefrontal
cortex appears to be particularly involved. The high involvement of the frontal and central
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regions and the source activity of the right frontal region during improvisation also agree
with the EEG point source analysis (sLORETA) on the same EEG data set [58]. A clear
enhancing activation of the frontal regions as EEG point sources of the brain activities were
observed when composed music is changed to improvisation [58]. Other studies such as
[21] (pianist improvisation) found the dorsal prefrontal and rostral cingulate regions play a
crucial role in both melodic and rhythmic improvisation [21].
We used the degree centrality [142] to analyze the importance of large brain regions, be-
cause the intra-brain neural networks are directed and only the degree centrality is suitable
for directed networks [33] [129] [145] [216]. Musicians tend to have larger (in and out) de-
grees in improvisation than in composed music, may be because the improvisation requires
more brain powers for musicians to instantaneously create the melodies and rhythms. Mu-
sicians also have larger degrees in strict mode than in “let-go” mode, may be because the
musicians need more brain attention to perform in strict mode [216] than in “let-go” mode.
In opposite, the listeners have larger degrees in composed music than in improvisation, be-
cause the listeners may found the music performed according to notes are more familliar
than the instantaneous creative performance [216]. They also have larger degree centrali-
ties in “let-go” mode than in strict mode, because they found the free emotional expression
of music (“let-go” mode) is more beautiful than the mechanical rendition of music (strict
mode) according to the questionnaire statistics of the experiments [58] [216].
The cross-brain networks provide a sensible view of the pattern of coordination be-
tween musicians and listeners either during solo performance or ensembles [216]. In the
cross-brain networks, the musicians are pointing to the listeners, which is reasonable that
the musicians may communicate to the listeners during the music performances [216]. The
harpist was found to be the lead of the ensemble performances, because the harp instrument
provides a chord structure that were received by the flutist and the violinist during the trio
ensemble [216].
One limitation of this study is that the EEG recording has a few electrodes (8 or 10)
which can only measure the activities from general large brain regions [216]. However,
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this experimental set-up is enough for our study. The other limitation is that the sample
space is small, so that it is not enough to estimate the deviation, more participants could be
employed for future studies. More important fact is that, this analysis provides a potential
tool to analyze group behavior such as ensemble performances of music, which method
can also be applied to financial and other neuroscience data analysis [216].
Selection of causality measures
There are a number of reasons to use MIME rather than other measures in our EEG anal-
ysis [216]. Firstly, we have compared the EEG analysis of MIME [212], PDC [199] [200]
and TE [184], in which MIME produces the most reliable results among the three measures
[216]. PDC is a linear method which relies strictly on linear autoregressive models [216].
For real EEG analysis, PDC presents larger amount of presumably false causalities from
the listener to the pianist than from the pianist to the listener (Figure 12.2), even though
the two participants did not have visual contact with each other [216]. TE is a nonlin-
ear method, which should work well in experimental data analysis [216]. However, due
to computational issues, TE can not use large enough embedding dimensions and hence
does not have satisfactory directional results [216]. In TE’s analysis, it generates similar
causalities between each pair of opposite directions (Figure 12.3), whose results can not
be used for cross-brain analysis. A small increment in the embedding dimension will cost
incredible longer computation time [216].
The linearity and computation issues were addressed by MIME [212] [216]. As has
been tested on various data sets [212], MIME produces all correct directional results for
model data and reasonable causality inferences for experimental time series (Chapters 8
and 11) [216]. In the reading experiments, MIME is able to detect the correct driving effect
from the reader to the listener during the reading processes (Section 12.4), which further
convinced us that MIME is reliable in causal inference in that it does not produce false
or unreasonable causalities for experimental data analysis [216]. Additionally, MIME is
independent to significance tests, the stopping criterion acts as a intrinsic significance test,
along with the progressive scheme guarantee the clear detection of causalities [212], hence,
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no complicated significance tests are necessary [216]. In the above neural information
flow analysis, the use of the simple significance thresholding tests is to identify the most
significant differences between different experimental conditions [216].
Causality verification of MIME
We used two reading experiments to verify the directionality of MIME in cross-brain anal-
ysis [216]. The reading experiments consist of one reader and one listener, both are healthy
normal people [216]. The reader is to read a short story to the listener, while the listener
is to listen to the story carefully and try to imagine the scene described by the story [216].
When the first story is finished, after a short break, the reader swap roles with the listener
to repeat the reading process on a new story [216]. The reading processes last about two
minutes each [216]. The stories must be new to both the reader and the listener before read
[216]. To avoid visual noise, the reader and listener were prevented from seeing each other
during the reading processes [216]. Synchronized EEG data (100Hz sampling frequency)
was measured from both the reader and the listener at 10 electrodes (P4, O2, T8, C4, F4, F3,
C3, T7, P3, O1) during the reading processes [216]. The whole experiment was repeated
once on another two healthy normal subjects to avoid fortuity (more details of the reading
experiments see Section 13.1) [216]. All the EEG data are in the unit of milli-Voltage. An
example of the EEG time plots was given in Figure 13.1 (EEG data of the reader in the first
test) [216].
MIME analysis (time window analysis, window size: Treading = 10s) indicates signifi-
cant cross-brain influence from the reader to the listener [216]. In the first reading experi-
ment, the average (cross-brain) causalities areWreader→listener = 0.0523 andWlistener→reader =
0.0034 in one test, while Wreader→listener = 0.0192 and Wlistener→reader = 0.0215 in the
other test. In the second reading experiment,Wreader→listener = 0.5971 andWlistener→reader =
0.0012 in one test, while Wreader→listener = 0.1008 and Wlistener→reader = 0.1035 in the
other test. Both experiments indicate significant (the same significance test to the cross-
brain analysis of the music experiments) cross-brain influence from the reader to the lis-
tener in one test, but no significant cross-brain influence between the two participants in
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the other test [216]. By overall average, the significant cross-brain direction is still from
reader→listener [216].
We altered the parameters in MIME [216], e.g. the time horizon (prediction step)
T = 1, 2, 3 and the maximum embedding dimension (time lags) Lmax = 3, 4, 5 with
T < Lmax [212], the analysis gives the same directional results [216]. This implies that the
directionality of MIME is independent to the parameter choice [212] [216]. Our conclusion
from the reading experiments is that MIME may fail to pick up causal connections (e.g. no
significant causal influence between the reader and the listener), but it never give unreliable
causalities, i.e. once a causal direction is picked up by MIME, one have good reasons to
believe in the result [216].
12.5 Conclusion
In this chapter, we introduced the MIME analysis of the EEG data and the construction of
the intra-brain and cross-brain networks using MIME causalities, which results are consis-
tent to early studies on music improvisation [49] [50] [?]. We found the neural differences
between the different experimental conditions can be detected in terms of the distribution
and direction of neural information flows, the source and sink activity as well as the impor-
tance of the large brain regions. This method of combining MIME causalities with network
analysis provides a potential tool in analyzing group behavior such as music performances,
which can also be applied to other types of data analysis e.g. financial data analysis and
climate data analysis [216].
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Other applications of MIME
From early analysis on various data sets (Chapter 11), MIME appears to be one of the most
reliable measures for experimental data analysis. In the previous chapter, MIME causalities
were used to construct both intra-brain and cross-brain networks, which succeed to identify
the neural differences between experimental conditions. In this chapter, we further explore
the application of MIME on three other data sets, namely the reading experiments, the EEG
measurements on patients and normal healthy people and the financial data sets.
13.1 The reading experiments
In Chapter 12, the reading experiments were introduced for causality verification of MIME.
The reading experiments consist of one reader and one listener, both are healthy normal
people. The reader is to read a story to the listener, while the listener is to listen to the
story carefully and try to imagine the scene described by the story. The story lasts around
2 minutes, then the reader swaps role with the listener to repeat the reading process on a
new story. The story must be new to both participants before read, in order to avoid experi-
mental noise from memory retrieval. Synchronized EEG data (100Hz sampling frequency)
was measured from both participants at 10 electrodes (P4, O2, T8, C4, F4, F3, C3, T7,
P3, O1), by Bjo¨rn Cru¨ts and his team (BrainMarker Corp.) using CE-certified EEG device
(Brainmarker, the Netherlands) during the reading processes. The measurement set-up of
the reading experiments are the same to the second music experiment (see Section 12.1).
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All participants are employees of Brainmarker Corp. which are all right handed healthy
normal people (without any physical injures, and brain and psylogical related illness) in
the age between 25 and 40 (the information of the participants are protected by Brain-
marker Corp.). Standard EEG cap (BraiNet, Jordan Neuroscience) was used in the EEG
measurements so that the electrode sites were standardized by using anatomical reference
points and measurements within and between subjects could be compared [216]. Again to
avoid visual and muscle artifacts, higher frequency components (>32Hz) were filtered out
via Fourier transforms [216] (details see Section 12.1 in Chapter 12). All the EEG time
series are in the unite of milli-voltages. Time plots of the EEG data are shown e.g. in Fig-
ure 13.1 (Reading Experiment I test 1, reader). Both participants are eyes opened during
the experiments. The reading experiment was repeated on another pair of healthy normal
participants to avoid fortuity.
Figure 13.1: EEG time plots for the reader of reading experiment I test 1. In this figure,
there are 10 panels, each panel represents the time plots of one data channel (electrode).
The horizontal axis is for time points (100Hz sampling frequency), while the vertical axis
is for the EEG values in milli-voltage.
13.1.1 Cross-brain causality analysis
In the reading experiments, the reader and the listener form a natural “driver-responder”
system. We aim to use MIME to detect this pattern of interaction. Moving time windows
(constant size: 4T = 10s) were used to analyze the instantaneous brain dynamics [9] [14]
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[106]. The same cross-brain analysis and significance tests to the music experiments were
used for the reading experiments (Chapter 12). Since EEG data are smoothly changing
observations, large embedding parameters (T = 1, 2 and Lmax = 5, 10 with A = 0.95)
were used in the MIME analysis [104] [105] [109] [110] [212]. We found that all possible
combinations of parameters gave the same significant cross-brain direction from the reader
to the listener. More larger parameters may present clearer results [104] [105] [109] [110]
[212], but are not computationally practical in this EEG analysis, because we have 20 EEG
channels together for the cross-brain causality analysis. Here, we only present the causality
results analyzed by MIME with the most practical parameters (T = 2 and Lmax = 10).
13.1.2 Results and discussions
The cross-brain direction is decided by the significant weights (the significance test is the
same to the music experiments in Chapter 12). In the first reading experiment (Figure
13.2), significant cross-brain directions are detected from the reader to the listener in one
test (Areader→listener = 0.0523 > Alistener→reader = 0.0034, difference: 4A = 0.0489,
mean: A = 0.0557), but no significant cross-brain direction detected in the other test
(Areader→listener = 0.0192 ≈ Alistener→reader = 0.0215, difference: 4A = 0.0023, mean:
A = 0.0406). Similarly, in the second reading experiment (Figure 13.3), one test has no
significant cross-brain direction (Areader→listener = 0.1008 ≈ Alistener→reader = 0.1035,
difference: 4A = 0.0027, mean: A = 0.2042), while in the other test the significant cross-
brain direction is detected from the reader to the listener (Areader→listener = 0.5971 >
Alistener→reader = 0.0012, difference: 4A = 0.5959, mean: A = 0.5984). By overall av-
erage, the significant cross-brain direction is detected from the reader to the listener during
the reading processes, which reflects the true “driving-driven” effect.
This analysis suggests that MIME is reliable in causality analysis, which does not detect
false significant directions even though it may failed in picking up a causal direction. One
could believe in MIME causalities that once a significant direction is detected it is indeed
correct.
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Figure 13.2: Cross-brain weights for the first reading experiment. In this figure, the cross-
brain weights (blue curves) between reader and listener for the two tests (test 1: left, test
2: right) were plotted against the time windows. The horizontal axis is for time window
index, while the vertical axis is for the cross-brain weights. In both graphs, the red curves
depict the instantaneous significant thresholds (10% above the mean weights between the
reader and the listener at each time window).
13.2 Clinical EEG analysis of patients with brain related illness
In research of brain related illness, BMC Corp. undertook a series of EEG measurements on
patients and healthy normal people. In this study, 6 healthy normal people (without physi-
cal and psychological as well as brain related illness) and 5 patients (physically healthy and
with brain related illness) were measured with EEG data under resting state (seating quietly
with eyes closed) at different electrodes (healthy normal people: F3, F4, C3, C4, T7, T8,
P3, P4, ADD (attention deficit disorder [102] [189]): F3, F4, C3, C4, P3, P4, brain tumor
[46] patient: Fp1, Fp2, F3, F4, C3, C4, P3, P4, depression [218] patient I: F3, F4, C3, C4,
T3, T4, P3, P4, depression [218] patient II: Fp1, Fp2, F3, F4, C3, C4, P3, P4, epilepsy
[61] patient: C3, C4, T7, T8, P3, P4, O1, O2). The label of electrodes are the same to the
music experiments, with new electrodes Fp1 and Fp2 represent the left and right frontal
polar regions. The EEG data was measured by Bjo¨rn Cru¨ts and his team (BrainMarker
Corp.) using CE-certified EEG device (Brainmarker, the Netherlands) during the reading
processes. The measurement set-up of the reading experiments are the same to the second
music experiment except for the sampling frequency. All EEG data was intra-brain syn-
chronized and recorded in milli-voltages with sampling frequency of 250 Hz. Participants
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Figure 13.3: Cross-brain weights for the second reading experiment. In this figure, the
cross-brain weights (blue curves) between reader and listener for the two tests (test 1: left,
test 2: right) were plotted against the time windows. The horizontal axis is for time window
index, while the vertical axis is for the cross-brain weights. In both graphs, the red curves
depict the instantaneous significant thresholds (10% above the mean weights between the
reader and the listener at each time window).
information of the measurement is protected by Brainmarker Corp. An example of the EEG
time plots was shown in Figure 13.4 (EEG of a healthy normal person).
13.2.1 Methods of analysis
We aim to analyze the intra-brain neural information flows between large brain regions
for the healthy normal people and the patients, in order to identify directions of infor-
mation flows and large brain regions that are relevant to the illness. Since EEG data are
experimental time series, we use large parameters for the analysis. We have tried several
combinations of parameters (T = 1, 2, Lmax = 5, 10 and A = 0.95 (default) [105] [212]),
where the directional results of MIME are robust and independent of these parameters [105]
[212]. From our simulation analysis, larger embedding parameters than T = 2, Lmax = 10
[104] [105] [109] [110]) give similar directional results but are compuationally improcat-
ical (see Chapter 11). Again, moving time windows (4T = 4s) were used for the EEG
data, for both stationarity [9] [14] [62] [106] [115] [163] and the instantaneous dynamics.
We first examine the information flows at different time windows, then average the MIME
causalities over time windows to obtain an average causality results for each patient and
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Figure 13.4: EEG time plots for one of the healthy normal people. In this figure, each panel
describes the time plots of one data channel (electrode). The horizontal axis is for time
points (250Hz sampling frequency), while the vertical axis is for the EEG milli-voltages.
the healthy normal people (averaged over brains). We take the 6 healthy normal people as
a control sample and compare the significant information flows of each patient to that of
the healthy normal people. To identify the most dominant directions of information flows,
we use an empirical significance threshold Tclinic = 0.2Cmax for the average (over time
windows) causality matrix of each patient or the healthy normal people, where Cmax is the
maximum average causality for each average causality matrix, 0.2 is an empirical optimum
value that not only present robust directional results but also controls the proportionality of
significance. Small fluctuations of the significance thresholds i.e. increase or decrease by
10% do not influence the directional results of the significant information flows. Average
causality values that are above the significance threshold are deemed significant, otherwise
insignificant.
13.2.2 Results
In this analysis, different individual has different direction of significant information flows.
The healthy normal people (Figure 13.5) has significant information flow from the left
temporal to the left central region (T7→C3) and insignificant information flows from the
left frontal region separately to the left central and temporal regions (F3→C3, F3→T7).
The ADD patient (Figure 13.5) has significant neural information flows: P4→C4 and
insignificant flow: P3→C3. The brain tumor patient (Figure 13.6) has significant neu-
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ral information flows: Fp1→Fp2, Fp1→F3, Fp1→F4, and insignificant flows: Fp2→Fp1
and F3→Fp1. The first depression patient (Figure 13.7) has significant information flows:
P4→C4, P4→T8, F3→C3, and insignificant flows: F3→F4, F3→C4 and T8→C4, while
the second depression patient (Figure 13.7) has significant information flows: F4→Fp2,
P4→Fp1, F3→Fp1, P3→Fp1, P4→Fp2, and insignificant information flows: Fp2→Fp1,
P3→Fp2, P3→F4, Fp1→C3, Fp2→C3 and F3→C4. The epilepsy patient (Figure 13.6)
has significant neural information flows: C3→T7 and O2→O1.
Figure 13.5: MIME causalities for the healthy normal people and the ADD patient (color-
map). The direction of MIME causality is read from rows to columns, with magnitudes of
the causalities shown in the color-bar.
13.2.3 Discussion
Since the healthy normal people (significant information flows: T7→C3, insignificant in-
formation flows: F3→C3, F3→T7) were under resting state with eyes closed, significant
brain activities could reasonably occurred in the frontal (in charge of the motion of human
body), temporal (audio) and central (sensory and motor function) regions. The information
flows are distributed within the left brain, because the healthy normal people are right-
handed [69]. An early study on ADD patients [102] [189] shown that the motor function
cortex (central regions) grew much faster in ADD children than in normal children [102]
[189], which could reasonably explain the reason why the significant information flows
were found from the central regions (significant information flows: C3→P3, insignificant
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Figure 13.6: MIME causalities for the brain tumor and the epilepsy patients (color-map).
The direction of MIME causality is read from rows to columns, with magnitudes of the
causalities shown in the color-bar.
information flows: C4→P4). The results for the brain tumor patient show that the frontal
and the front polar regions are highly related to the illness [46]. As to the epilepsy patient,
the information flows to the left temporal region (significant information flows: C3→T7)
might make sense that epilepsy surgery is usually carried out anterior temporal lobe [40]
[61] [101] [150] [158]. However, for the two depression patients, the different directions
of significant information flows were detected, which may be because the two depression
paitents were suffering from different levels of depression [218].
13.3 Financial data analysis
In this section, we analyze the fixed incomes and oil futures data sets from financial mar-
ket. Fixed incomes are sovereign bond futures, where the bonds are the debt investments
in which an investor loans money to an entity (corporate or governmental) and the entity
borrows the funds for a defined period of time at fixed interest rates, whereas the futures
are financial contracts obligating the buyer to purchase an asset or the seller to sell an asset
[15] [91] [107] [192] [221]. Futures are for instance a physical commodity or a financial
instrument at a predetermined future date and price [15] [91] [107] [192] [221]. Futures
contracts detail the quality and quantity of the underlying asset. Some futures contracts
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Figure 13.7: MIME causalities for the two depression patients (color-map). The direction
of MIME causality is read from rows to columns, with magnitudes of the causalities shown
in the color-bar.
may call for physical delivery of the asset, while others are settled in cash [15] [91] [107]
[192] [221]. Futures can be used either to hedge or to speculate on the price movement of
the underlying asset [15] [91] [107] [192] [221].
The fixed incomes data contains 10 sovereign bond futures issued by different countries
with different maturities [91] [107] [221]: CAN10 (Canadian 10 years maturity), GER10
(German 10 years maturity), GER5 (German 5 years maturity), GER2 (German 2 years
maturity), US15 (US 15 years maturity), US25 (US 25 years maturity), US10 (US 10 years
maturity), US5 (US 5 years maturity), US2 (US 2 years maturity) and ED3M (Eurodollar
interbank deposit 3 months maturity). The fixed incomes data is extracted from E-Signal
on November 13th at 12:51 and goes back to October 18th at 13:00, on a minute-by-minute
basis and in the unit of US dollars. For application purpose, the collaborator provides
only a synchronized segment of the entire data with 2500 data points per channel. The oil
futures data set contains 9 oil contrasts issued at different dates and prices [91] [221]: WTI
D14 (WTI Light Sweet Crude Oil Dec-2014), WTI D13 (WTI Light Sweet Crude Oil Dec-
2013), WTI A13 (WTI Light Sweet Crude Oil Apr-2013), GAS D14 (Gasoil Dec-2014),
GAS D13 (Gasoil Dec-2013), GAS A13 (Gasoil Apr-2013), BCO D14 (Brent Crude Oil
Dec-2014), BCO D13 (Brent Crude Oil Dec-2013) and BCO A13 (Brent Crude Oil Apr-
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2013). Again, the oil futures data set was extracted from E-Signal on November 13th at
12:51 and goes back to October 18th at 13:00, on a minute-by-minute basis, but in the unit
of US dollars per barrel. Again for application purpose, the collaborator provides only a
synchronized segment of the entire data with 3000 data points per channel for the oil futures
data. The aim of this analysis is to identify the directions of causal influence between the
different financial products.
13.3.1 Methods of analysis
Time plots of the financial time series were shown in Figures 13.8 (fixed incomes) and 13.9
(oil futures), along with examples of the histograms were depicted in Figure 13.10 (fixed
incomes Canada 10 years futures on bonds) and Figure 13.11 (WTI oil futures delivered at
December 2014). We also check the autocorrelation sequences of each data channel, where
computational results show that the autocorrelations depend not only on the time delay τ
but also on the time t (see Figure 13.12 for autocorrelation plots), which demonstrates that
the financial time series are non-stationary. Despite the fact that the financial time series
are non-stationary [91] [221], we still try to use MIME to analyze the causal relations. We
first use correlation coefficients to analyze the standardized time series. Similar to the EEG
data sets [9], moving time window (500 data points per channel per window) was used
to analyze the instantaneous dynamics of the financial time series (since the length of the
original time series are short, the time window length was halved for the financial time
series). The MIME analysis was carried out on both the original time series and the first
difference of the time series (i.e. {Xt+1 −Xt}).
We use small parameters T = 1, Lmax = 5 and A = 0.95 (default) for the MIME
analysis, because the financial time series can be viewed as discrete observations. For the
fixed incomes data, we compared the causalities between the futures on bonds issued by
different countries of the same maturity and between futures on bonds issued by the same
country but of different maturities. For the oil futures data, we compared the causalities
between the oil prices of the same product but of different delivery times and between the
futures prices of different products but of the same delivery times. Again, we used signif-
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Figure 13.8: Time plots for the fixed incomes time series. In this figure, there are 10 panels,
each panel represents the time plots for one data channel. The horizontal axis is for the time
points in minutes, while the vertical axis is for the fixed incomes values in US dollars.
icance thresholding tests to decide the significance of causal influence. For each situation,
e.g. the futures on bonds with the same maturity but different issue countries or the future
prices of the same product but different delivery times, a significance threshold was set as
Tfinance = 0.2Cmax, where Cmax is the maximum causality in the average causality matrix
(over time windows) for each situation, 0.2 is an empirical optimum significance level that
picks up the most useful and influential information flows between the financial products
and controls the proportionality of significance. Causality values above the threshold are
deemed significant, otherwise are deemed insignificant.
13.3.2 Results and discussions
The correlation coefficients plotted against time windows are shown in Figure 13.13 (fixed
incomes) and Figure 13.14 (oil futures). Correlation analysis of the fixed incomes data
indicates high correlations between the fixed incomes issued within Germany and within
US, as well as between all the fixed incomes with 10 years maturities. The correlation
analysis of the oil futures data shows that the high correlations exist between WTID13 and
WTIA13 and between GASD13 and GASA13 within the same oil products, and between
GASD13 and BCOD13 as well as GASA13 and BCOA13 for different oil futures with the
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Figure 13.9: Time plots for the oil futures time series. In this figure, there are 9 panels,
each panel represents the time plots for one data channel. The horizontal axis is for the
time points in minutes, while the vertical axis is for the oil futures values in US dollars per
barrel.
same delivery time.
Fixed incomes
The average results over time windows are consistent to the results of the entire dataset
(Figure 13.15). The MIME causality analysis on the time series of first differences have
similar results to the MIME analysis on the original time series. In this analysis, the 2
year futures on bonds issued by US (US2) is observed to be influenced by nearly all other
futures on bonds except for the 3 months Eurodollar interbank deposit (ED3M). When the
futures on bonds were compared within Germany, the 5 year futures on bonds issued by
Germany (GER5) causal influences both the 10 year (GER10) and the 2 year (GER2) fu-
tures on bonds issued by Germany. For US, the futures on bonds with the shortest maturity,
i.e. the 2 year futures on bonds issued by US (US2) is influenced by all the other futures
on bonds with longer maturities (US15, US25, US10, US5).
These results agree with common financial expectation [15] [107] [192]. On one hand,
bonds with longer maturity are more sensitive to interest rate changes and therefore “an-
ticipate” moves in shorter term bonds [15] [91] [192] [221], which explains the futures on
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Figure 13.10: Histograms for Canada 10 years futures on bonds. In this figure, the his-
tograms were separately plotted for the entire Canada 10 years futures on bonds (CAN10)
data set and each time window. The horizontal axis is for the bins, while the vertical axis
is for the probability counted for each bin.
bonds with shorter maturities may be influenced by the futures on bonds with longer ma-
turities. On the other hand, economists may also expect to see strong causalities between
bonds with longer maturity and shorter maturity issued by the same country [15] [91] [192]
[221], e.g. the futures on bonds issued by Germany. When the futures on bonds with the
same maturity (i.e.10 year maturity) were compared across different countries, the US fu-
tures on bonds causal influence the futures on bonds issued by both Canada (CAN10) and
Germany (GER10).
Oil futures
The causality results averaged over time windows are similar to the causality results for
the entire data set (Figure 13.16). The MIME causality analysis on the time series of first
differences have similar results to the MIME analysis on the original time series. Results
show that the GAS prices delivered at Apri 2013 (GAS A13) causal influence all the other
oil products (WTI and BCO) no matter the delivery times (WTI D14, WTI D13, WTI A13,
BCO D14, BCO D13 and BCO A13). When compared within the same oil products, the
most apparent results are that the WTI prices delivered at April 2013 (WTI A13) have sig-
nificant causal influence to the WTI prices delivered at both December 2014 (WTI D14)
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Figure 13.11: Histograms for WTI oil futures delivered at December 2014. In this figure,
the histograms were separately plotted for the entire WTI oil futures delivered at December
2014 (WTID14) data set and each time window. The horizontal axis is for the bins, while
the vertical axis is for the probability counted for each bin.
and December 2013 (WTI D13), the BCO prices delivered at December 2013 (BCO D13)
have significant causal influence to the BCO prices at December 2014 (BCO D14) and
the BCO prices delivered at April 2013 (BCO A13) have significant causal influence to the
BCO prices delivered at both December 2014 (BCO D14) and December 2013 (BCO D13).
This implies the oil prices delivered at earlier time causal influence the oil prices delivered
at later times within the same oil products, which make senses [15] [91] [107] [192] [221].
When compare the prices with the same delivery time, the GAS price delivered at Decem-
ber 2014 (GAS D14) significantly causal influence the WTI and BCO prices delivered at
the same time (WTI D14 and BCO D14). Similarly, the GAS prices delivered at December
2013 (GAS D13) and April 2013 separately have significant causal influence to the prices
of the other two products (WTI and BCO) at December 2013 (WTI D13 and BCO D13)
and April 2013 (WTI A13 and BCO A13), respectively. From this analysis, investors could
have good reasons to make prior investment on the GAS products.
13.4 Conclusion
In this chapter, we explore three other applications of MIME on either EEG or financial
data sets. All analyses suggest that MIME produces reasonable causal inference for exper-
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Figure 13.12: Autocorrelation sequence plots for the financial time series. In this figure,
the top panel depicts the autocorrelation sequences for Canada 10 year futures on bonds
(CAN), while the bottom panel plots the autocorrelation sequences for the WTI oil futures
delivered at December 2014 (WTID14). The horizontal axis is for time lags, while the
vertical axis is for the value of the autocorrelation coefficients. The red plots are the auto-
correlation coefficients for the original time series xt, whereas the blue plots indicate the
autocorrelation coefficients of xt+4t, where 4t = 500 is the width of the time window.
From this figure, we see that the autocorrelation sequences depend not only on the time lag
τ , but also the time index t, which means the time series are non-stationary.
imental time series. From these analyses, we found that MIME is a very useful measure
in analyzing EEG data, which can also be used to analyze financial time series regardless
of the non-stationarity of the data sets. We learn from these analyses that MIME is easy
to use and is a powerful in analyzing real world time series, which can be generalized to
other types of data analysis providing the stationarity of the time series [212]. The MIME
analysis of the EEG data present useful inference for the information flows between large
brain regions, which can be used for clinical analysis of brain related illness and identifica-
tion of the coordination between different brains. The financial data analysis can be used
to improve investment strategies in business [113].
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Figure 13.13: Correlation coefficients for the fixed incomes data set. The correlation coef-
ficients of the fixed incomes data set are calculated separately within Germay, within US
and within the 10 futures on bonds.
Figure 13.14: Correlation coefficients for the oil futures data set. The correlation coeffi-
cients of the oil futures data set are calculated separately for each oil product and between
different oil products with the same delivery time.
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Figure 13.15: MIME causalities for fixed incomes (color-map). In this figure, the top
10 × 10 lattices plot the average causalities over time windows of the fixed incomes in
color-map, while the three graphs at bottom separately show the causalities between futures
on bonds issued by Germany (GER) and United States (US) with different maturities and
the causalities between futures on bonds issued by different countries but with the same
maturity (10 year). The direction of causality is read from rows to columns.
Figure 13.16: MIME causalities for oil futures (color-map). In this figure, the top 9 ×
9 lattices show the color-map of the average causalities (over time windows) for the oil
futures, the six graphs below are the separate study of the causalities between oil futures
prices of the same products (WTI, GAS and BCO) delivered at different times and different
products delivered at the same time.
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Chapter 14
Conclusions
In this thesis, we proposed three new causality measures and analyzed the EEG and finan-
cial data sets using causality measures. In this chapter, we conclude our results from four
aspects, namely the new measures, the comparison between causality measures, the EEG
analysis of the music improvisation experiments and other applications of MIME.
14.1 New measures
A good causality measure should not only have good properties and fast computation, but
also wide ranging applications. One could combine the advantage from different measures
to construct new measure of stronger properties. Inspired by this spirit, we have developed
the DTE, WMIME and WPMIME with improved properties than their father measures.
14.1.1 Direct transfer entropy
Direct transfer entropy (DTE) is a hybrid measure developed from both PDC and TE. PDC
is a frequency domain linear direct causality measure [199] [200], which can identify direct
from indirect causalities with limitation on model linearity [13] [26] [179] [180] [181] [199]
[200]. However, TE is a time domain nonlinear indirect causality measure [184], which
can not distinguish direct from indirect causalities, but can be applied to any stationary
time series i.e. it is model-free [95] [112] [143] [144] [147] [148] [167] [184]. Since
both directness and nonlinearity are important properties for causality measures, we use
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the directness idea of PDC (i.e. the multivariate partial spectrum) [199] [200] to change
the nonlinear (information-based) structure of TE [62], to obtain a direct (multivariate)
version of TE. This new measure possesses both directness and nonlinearity, which can
identify direct from indirect causalities for any stationary time series. Despite the fact that
DTE has improved properties than PDC and TE, it has one big problem is that it has very
slow computation due to multivariate conditioning. In consequence, DTE is impractical
for numerical simulations of large systems (i.e. systems with dimension K ≥ 3). Hence,
analytical simulations were used instead to test the effectiveness of DTE. In analytical
simulations, DTE can identify the correct direct causalities for both linear and nonlinear
models, where the embedding dimension [25] [100] and system dimension can be arbitrary
(finitely) large. Therefore, DTE is ideal for analytical analysis and can be used as a base to
develop other new measures. More properties of the new measures, e.g. the convergence
[159] and domain of applications, require future analysis.
14.1.2 Wavelet-based extension of MIME and PMIME
In the comparison of causality measures, MIME and PMIME were found to be the most
useful measures for experimental data analysis. However, both of them are restricted to
stationary time series. To implement them in non-stationary and discontinuous data analy-
sis, we use MORLET wavelet to transform the original time series into wavelet-coefficients
[127] and use the doubly indexed wavelet coefficients with time lags and multi-scales for
the embedding vectors, where similar progressive scheme and stopping criteria [105] [212]
were followed with the multi-scale analysis. This wavelet implementation enables MIME
and PMIME for broader areas of applications, which can also potentially detect the cor-
relation time for theoretical maps e.g. the Henon maps. Numerical simulations such as
Henon maps and EEG data have been used to test the efficiency of the WMIME and WP-
MIME, where the nonlinearity, directionality and directness were verified, but we are still
seeking proper analytical models for non-stationary time series. Both WMIME and WP-
MIME are computationally efficient and keep all the fine properties of MIME and PMIME.
The computation of the new measures are constant (the number of time scales) multiple of
the father measures. Also, due to the inherited progressive nature and the stopping criterion
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[105] [212], both the new measures are independent of computational intensive significance
tests and parameter choice.
14.2 Comparative study between causality measures
We have compared PDC, TE, DTE, MIME and PMIME on various models, where MIME
and PMIME were found to be the most useful measures for experimental data analysis.
These causality measures are pairwise related. Similar to the relation between PDC [199]
[200] and DTF [96], DTE and PMIME are the multivariate (direct) version of TE and
MIME, respectively. Different measures have different advantages and limitations. PDC
is good for frequency domain connectivity analysis such as brain wave analysis [101], and
can identify direct from indirect causalities [152] [157] [159], but it is limited to linear
autoregressive models, hence does not have broad applications. TE can be used for any
stationary time series [184], but is computationally slow and can not use large embedding
parameters, which causalities have poor directionality in numerical simulations. DTE is the
direct version of TE, whose computation is slower than TE, because of the multivariate con-
ditioning. In consequence, DTE is not suitable for numerical simulations, but for analytical
analysis. MIME and PMIME (direct version of MIME) can be used on any stationary time
series and have fast computation and good directionality in numerical simulations. Addi-
tionally, MIME and PMIME are independent of significance tests and parameter choices,
in numerial simulations, no computationally intensive (e.g. surrogate [6] [151] [168]) sig-
nificance tests are necessary [105] [212], the stopping criterion and the progressive nature
guarantee the clear detection of causalities. Despite the fact that good measures should
be independent of parameters, however, one should still choose appropriate parameters for
good applications. Advice on application and parameter choice are presented in Chapter
11, where a good strategy [105] is to use large embedding parameters for smoothly chang-
ing observations, but small parameters for discontinuous time series observations [5] [105]
[186]. Future studies could focus on analyzing the convergence and chaotic dependence of
these causality measures.
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14.3 EEG analysis of the music improvisation experiments
Since EEG data is a natural characteristic of brain activity [47] [72] and causalities describe
the directed connections between EEG channels, we have good reason to use causalities to
construct both intra-brain and cross-brain networks for musicians and listeners. In our
study, we have tried PDC, TE and MIME for our EEG analysis. PDC was found to present
larger amount of cross-brain causalities from the listener to the pianist provided that the
two participants were forbidden from seeing each other. TE showed poor directionality
and hence can not be used for directed network analysis. Only MIME presented clear and
reliable causality results, whose causalities were further used for network analysis.
Results show that when composed music is changed to improvisation, the distribution
of intra-brain information flows expands from one side of the brain to the entire brain. The
differences between composed music and improvisation were also observed in terms of
the direction of intra-brain information flows, where the two conditions have significant
information flows in opposite directions. Also, the frontal and the left parietal regions (in
terms of the source and sink activity of the neural information flows) play an important role
in differentiating the brain activities between different experimental conditions. Similarly,
between the strict mode and “let-go” mode, the direction of intra-brain information flows
and the frontal and temporal (source and sink) activities were observed to have significant
differences between the two playing modes. The results regarding the frontal, temporal
and parietal regions are consistent to early findings [18] [20] [21] [120] [131] [132], and
agree with the published sLORETA analysis on the same data sets [49] [50] [58]. As we
have analyzed the importance (degree centrality) of the large brain regions in the intra-
brain neural networks [33] [129] [142] [145], musicians were observed to have opposite
trends to the listeners when composed music is compared to improvisation and strict mode
is compared to “let-go” mode. Musicians were found to have higher in and out degrees in
improvisation and strict mode, while listeners were found to have higher in and out degrees
in composed music and “let-go” mode, which could be explained that musicians need more
brain power in instantaneous creation of music (improvisation) and need to pay more brain
attention to stick with the rigid melodies and rhythms (strict mode). However, listeners may
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find the music played according to notes (composed music) to be more familiar and music
performances with free emotional expression to be more beautiful (“let-go” mode). Part of
the observations were supported by the questionnaire statistics in [58] on the same music
experiments. Here, the in and out degrees implies the amount of in and out information
flows for the large brain regions, and hence the importance of the large brain regions in the
intra-brain neural networks. Furthermore, cross-brain networks were constructed between
musicians and listeners during the music performances, where musicians were found to
causal influence the listeners and the harpist with the chord structure was found to lead the
other musicians during the music performances. These results demonstrate that MIME is
reliable in causal inference [159], which combined with network theory [93] [142] becomes
a powerful tool in analyzing experimental time series [28] [92] [93] [133] [170] [173] [190].
14.4 Other applications of MIME
MIME is a very useful tool in analyzing experimental time series [159]. In the reading ex-
periments, MIME indicates significant cross-brain direction from the reader to the listener.
In the clinic EEG analysis on patients and healthy normal people, the significant direction
of information flows was identified for each patient, whose directions are different from
that of the healthy normal people. The large brain regions that were identified in the sig-
nificant information flows were ever reported to be the key regions for surgery therapy of
those illness [61]. In the financial data analysis, the identified causal influence between
longer maturity futures on bond and shorter maturity futures on bonds and causal influence
from early delivered oil prices to latter delivered oil prices, along with causal influence
between different oil products, were consistent to common expectation of economicists.
These causality results could potentially help bankers to analyze the financial market and
make better decision on investment [107]. All the analyses demonstrate that MIME is re-
liable in causal inference, which does not produce false positiveness on causal directions
that do not exist.
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14.5 Future research
Future research could be done on either developing new causality measures or investigating
the properties of current measures using more simulations and examples. More specifically,
one could construct non-stationary models to analyze the WMIME and WPMIME, or ana-
lyze the convergence of causality measures as well as the behavior of the causality measures
in chaotic, periodic and intermittent time series. One could also make more applications to
current causality measures, in order to seek their optimum parameter choice that suits for
specific types of applications.
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Appendix A
Calculation details for analytical models
In this appendix, we present the calculation details for the analytical models in Chapter 11.
A.1 Two dimensional autoregressive model
The calculation details for Example 11.3.1 are given as follows.
Calculation of PDC
The calculation details of the information PDC was given in Example 6.5.1 where
[
ιpi11 ιpi12
ιpi21 ιpi22
]
=
 1√1+γ2 0− γe−iω√
1+γ2
1
 , (A.1)
it identifies the correct direct causal direction from X1 → X2.
Calculation of TE and DTE
In this model, the maximum causal time lag was used as the words length: k = l = 1
(TE) and li = 1, i = 1, 2 (DTE). In Equation 7.3, TE can be decomposed into linear
combinations of mutual information rates, which can be evaluated by moment matrices via
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Equation 3.8 of Theorem 3.4.1 [68] [62].
TEX1→X2 = I(X2,n;X1,n−1, X2,n−1)− I(X2,n;X2,n−1).
The first moments between X2,n and X1,n−1, X2,n−1 were calculated for instance,
E[X2,nX1,n−1] = E[(γ1,n−1 + 2,n) · (1,n−1)]
= E[γ21(n− 1) + 1,n−12,n] = γσ2,
The other moments are calculated similarly and given in Table A.1. By Theorem 3.4.1 [68],
Table A.1: Moment matrix for V = [X2,n, X1,n−1, X2,n−1]
E X2,n X1,n−1 X2,n−1
X2,n (γ
2 + 1)σ2 γσ2 0
X1,n−1 γσ2 σ2 0
X2,n−1 0 0 0
the mutual information rates are
I(X2,n;X1,n−1X2,n−1) = 12 log
det M(X2,n)·det M(X1,n−1,X2,n−1)
det M(X2,n,X1,n−1,X2,n−1)
= 1
2
log (γ
2+1)σ2·(γ2+1)σ4
(γ2+1)σ6
= 1
2
log(γ2 + 1) > 0,
I(X2,n;X2,n−1) = 12 log
det M(X2,n)·det M(X2,n−1)
det M(X2,n,X2,n−1)
= 1
2
log (γ
2+1)σ2·(γ2+1)σ2
(γ2+1)σ4
= 1
2
log 1 = 0,
M denotes the moment matrix for the corresponding vectors. Therefore,
TEX1→X2 = I(X2,n;X1,n−1, X2,n−1)− I(X2,n;X2,n−1) =
1
2
log(γ2 + 1).
Similarly, TEX2→X1 = I(X1,n;X1,n−1, X2,n−1) − I(X1,n;X1,n−1). The first moment
matrix for V = [X1,n, X1,n−1, X2,n−1] is shown in Table A.2. The mutual information rates
are calculated as
I(X1,n;X1,n−1X2,n−1) = 12 log
det M(X1,n)·det M(X1,n−1,X2,n−1)
det M(X1,n,X1,n−1,X2,n−1)
= 1
2
log σ
2·(γ2+1)σ4
(γ2+1)σ6
= 1
2
log 1 = 0,
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Table A.2: Moment matrix for V = [X1,n, X1,n−1, X2,n−1]
E X1,n X1,n−1 X2,n−1
X1,n σ
2 0 0
X1,n−1 0 σ2 0
X2,n−1 0 0 (γ2 + 1)σ2
I(X1,n;X1,n−1) = 12 log
det M(X1,n)·det M(X1,n−1)
det M(X1,n,X1,n−1)
= 1
2
log 1·1
1
= 1
2
log 1 = 0.
Therefore, TEX2→X1 = I(X1,n;X1,n−1, X2,n−1) − I(X1,n;X1,n−1) = 0, which indicates
the causal influence from X1 → X2.
Remark A.1.1 Since this model is bivariate, DTE has the same results to TE:
DTEX1→X2 = TEX1→X2 =
1
2
log(γ2 + 1) > 0;
DTEX2→X1 = TEX2→X1 = 0. (A.2)
which also indicates X1 → X2.
Calculation of MIME and PMIME
We use time horizon T = 1 and maximum time lagsLmax = 1 for both MIME and PMIME.
To calculate MIMEX1→X2 , we have VF = [X2,n], B = [X1,n−1, X2,n−1] and b0 = ∅ for
the future and embedding vectors.
In the first iterative cycle, the mutual information rates between VF = [X2,n] and ele-
ments in B are given by
I(X2,n;X1,n−1) = 12 log
det M(X2,n)·det M(X1,n−1)
det M(X2,n,X1,n−1)
= 1
2
log (γ
2+1)σ2·σ2
σ4
= 1
2
log(γ2 + 1) > 0,
I(X2,n;X2,n−1) = 12 log
det M(X2,n)·det M(X2,n−1)
det M(X2,n,X2,n−1)
= 1
2
log (γ
2+1)σ2·(γ2+1)σ2
(γ2+1)2σ4
= 1
2
log 1 = 0,
A.1 Two dimensional autoregressive model 226
where X1,n−1 satisfies the maximum criterion and thus b1 = [X1,n−1]. In the second itera-
tive cycle
I(X2,n;X2,n−1|X1,n−1) = I(X2,n;X1,n−1, X2,n−1)− I(X2,n;X1,n−1)
= 1
2
log(γ2 + 1)− 1
2
log(γ2 + 1) = 0.
The progressive scheme stops and uses b1 = [X1,n−1] as the final embedding vector. The
MIME ratio is given by
MIMEX1→X2 =
I(X2,n; b11|b21)
I(X2,n; b1)
=
1
2
log(γ2 + 1)− 0
1
2
log(γ2 + 1)
= 1,
where b11, b
2
1 are the X1 and X2 components of b1, respectively.
For MIMEX2→X1 , we have VF = [X1,n], B = [X1,n−1, X2,n−1] and b0 = ∅. In the
first iterative cycle, we have
I(X1,n;X1,n−1) = 12 log
det M(X1,n)·det M(X1,n−1)
det M(X1,n,X1,n−1)
= 1
2
log σ
2·σ2
σ4
= 1
2
log 1 = 0,
I(X1,n;X2,n−1) = 12 log
det M(X1,n)·det M(X2,n−1)
det M(X1,n,X2,n−1)
= 1
2
log σ
2·(γ2+1)σ2
(γ2+1)2σ4
= 1
2
log 1 = 0.
The progressive scheme stops and uses b0 = ∅ as the final embedding vector. The MIME
ratio is then given by
MIMEX2→X1 =
I(X1,n; b20|b10)
I(X1,n; b0)
=
I(X1,n; ∅|∅)
I(X1,n; ∅) = 0,
where b10, b
2
0 are the X1 and X2 components of b0, respectively. From the above results,
MIME indicates correct causal influence from X1 → X2.
Remark A.1.2 Since the model is bivariate, PMIME has identical causalities to MIME
PMIMEX1→X2 = MIMEX1→X2 = 1,
PMIMEX2→X1 = MIMEX2→X1 = 0. (A.3)
Appendix A. Calculation details for analytical models 227
so that PMIME also indicates X1 → X2.
A.2 Three dimensional autoregressive model
Calculation details for Example 11.3.2 are given as follows.
Calculation of PDC
The calculation of information PDC was given in Example 6.5.4, where

ιpi11 ιpi12 ιpi13
ιpi21 ιpi22 ιpi23
ιpi31 ιpi32 ιpi33
 =

1√
β2+1
0 0
−βe−iω√
β2+1
1√
γ2+1
0
0 −γe
−iω√
γ2+1
1
 , (A.4)
indicates direct causal effect from X1 → X2 and X2 → X3 (ιpi21, ιpi32 > 0 for β, γ 6= 0).
Calculation of TE
The maximum causal time lag k = 2 was used as the words length for TE. Recall the
decomposition of transfer entropy
TEX1→X2 = I(X2,n; X
(2)
1,n,X
(2)
2,n)− I(X2,n; X(2)2,n).
Table A.3: Moment matrix for V = [X2,n, X1,n−1, X1,n−2, X2,n−1, X2,n−2]
E X2,n X1,n−1 X1,n−2 X2,n−1 X2,n−2
X2,n (β
2 + 1)σ2 βσ2 0 0 0
X1,n−1 βσ2 σ2 0 0 0
X1,n−2 0 0 σ2 βσ2 0
X2,n−1 0 0 βσ2 (β2 + 1)σ2 0
X2,n−2 0 0 0 0 (β2 + 1)σ2
The mutual information rates were evaluated by the first moments of the vector process
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V = [X2,n, X1,n−1, X1,n−2, X2,n−1, X2,n−2], which are given in Table A.3. Thus,
I(X2,n; X
(2)
1,nX
(2)
2,n) =
1
2
log
det M(X2,n)·det M(X(2)1,n,X(2)2,n)
det M(X2,n,X
(2)
1,n,X
(2)
2,n)
= 1
2
log (β
2+1)σ2·β2(β2+1)σ8
(β2+1)σ10
= 1
2
log(β2 + 1),
I(X2,n; X
(2)
2,n) =
1
2
log
det M(X2,n)·det M(X(2)2,n)
det M(X2,n,X
(2)
2,n)
= 1
2
log (β
2+1)σ2·(β2+1)2σ4
(β2+1)3σ6
= 1
2
log 1 = 0,
TEX1→X2 = I(X2,n; X
(2)
1,nX
(2)
2,n)− I(X2,n; X(2)2,n) =
1
2
log(β2 + 1).
Similarly, TEX1→X3 = I(X3,n; X
(2)
1,n,X
(2)
3,n) − I(X3,n; X(2)3,n). The first moment matrix for
vector process V = [X3,n, X1,n−1, X1,n−2, X3,n−1, X3,n−2] is given in Table A.4 Thus,
Table A.4: Moment matrix for V = [X3,n, X1,n−1, X1,n−2, X3,n−1, X3,n−2]
E X3,n X1,n−1 X1,n−2 X3,n−1 X3,n−2
X2,n (γ
2β2 + γ2 + 1)σ2 0 γβσ2 0 0
X1,n−1 0 σ2 0 0 0
X1,n−2 γβσ2 0 σ2 0 0
X3,n−1 0 0 0 (γ2β2 + γ2 + 1)σ2 0
X3,n−2 0 0 0 0 (γ2β2 + γ2 + 1)σ2
I(X3,n; X
(2)
1,nX
(2)
3,n) =
1
2
log
det M(X3,n)·det M(X(2)1,n,X(2)3,n)
det M(X3,n,X
(2)
1,n,X
(2)
3,n)
= 1
2
log (γ
2β2+γ2+1)σ2·(γ2β2+γ2+1)2σ8
(γ2+1)(γ2β2+γ2+1)2σ10
= 1
2
log γ
2β2+γ2+1
γ2+1
> 0,
I(X3,n; X
(2)
3,n) =
1
2
log
det M(X3,n)·det M(X(2)3,n)
det M(X3,n,X
(2)
3,n)
= 1
2
log (γ
2β2+γ2+1)σ2·(γ2β2+γ2+1)2σ4
(γ2β2+γ2+1)3σ6
= 1
2
log 1 = 0,
TEX1→X3 = I(X3,n; X
(2)
1,n,X
(2)
3,n)− I(X3,n; X(2)3,n) =
1
2
log
γ2β2 + γ2 + 1
γ2 + 1
.
For TEX2→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,n)−I(X1,n; X(2)1,n), the first moment matrix for vector
process V = [X1,n, X1,n−1, X1,n−2, X2,n−1, X2,n−2] is given in Table A.5.
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Table A.5: Moment matrix for V = [X1,n, X1,n−1, X1,n−2, X2,n−1, X2,n−2]
E X1,n X1,n−1 X1,n−2 X2,n−1 X2,n−2
X2,n σ
2 0 0 0 0
X1,n−1 0 σ2 0 0 0
X1,n−2 0 0 σ2 βσ2 0
X2,n−1 0 0 βσ2 (β2 + 1)σ2 0
X2,n−2 0 0 0 0 (β2 + 1)σ2
I(X1,n; X
(2)
1,nX
(2)
2,n) =
1
2
log
det M(X1,n)·det M(X(2)1,n,X(2)2,n)
det M(X1,n,X
(2)
1,n,X
(2)
2,n)
= 1
2
log σ
2·(β2+1)2σ8
(β2+1)2σ10
= 0,
I(X1,n; X
(2)
1,n) =
1
2
log
det M(X1,n)·det M(X(2)1,n)
det M(X1,n,X
(2)
1,n)
= 1
2
log σ
2·σ4
σ6
= 0.
Thus, TEX2→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,n)− I(X1,n; X(2)1,n) = 0.
For TEX2→X3 = I(X3,n; X
(2)
2,n,X
(2)
3,n)−I(X3,n; X(2)3,n), the first moment matrix for vector
process V = [X3,n, X2,n−1, X2,n−2, X3,n−1, X3,n−2] is given by Table A.6.
Table A.6: Moment matrix for V = [X3,n, X2,n−1, X2,n−2, X3,n−1, X3,n−2]
E X3,n X2,n−1 X2,n−2 X3,n−1 X3,n−2
X3,n (γ
2β2 + γ2 + 1)σ2 γ(β2 + 1)σ2 0 0 0
X2,n−1 γ(β2 + 1)σ2 (β2 + 1)σ2 0 0 0
X2,n−2 0 0 (β2 + 1)σ2 γ(β2 + 1)σ2 0
X3,n−1 0 0 γ(β2 + 1)σ2 (γ2β2 + γ2 + 1)σ2 0
X3,n−2 0 0 0 0 (γ2β2 + γ2 + 1)σ2
I(X3,n; X
(2)
2,nX
(2)
3,n) =
1
2
log
det M(X3,n)·det M(X(2)2,n,X(2)3,n)
det M(X3,n,X
(2)
2,n,X
(2)
3,n)
= 1
2
log (γ
2β2+γ2+1)σ2·(β2+1)2(γ2β2+γ2+1)σ8
(β2+1)2(γ2β2+γ2+1)σ10
= 1
2
log(γ2β2 + γ2 + 1),
I(X3,n; X
(2)
3,n) =
1
2
log
det M(X3,n)·det M(X(2)3,n)
det M(X3,n,X
(2)
3,n)
= 1
2
log (γ
2β2+γ2+1)σ2·(γ2β2+γ2+1)2σ4
(γ2β2+γ2+1)3σ6
= 0.
Thus, TEX2→X3 = I(X3,n; X
(2)
2,n,X
(2)
3,n)− I(X3,n; X(2)3,n) = 12 log(γ2β2 + γ2 + 1).
For TEX3→X1 = I(X1,n; X
(2)
1,n,X
(2)
3,n)−I(X1,n; X(2)1,n), the first moment matrix for vector
process V = [X1,n, X1,n−1, X1,n−2, X3,n−1, X3,n−2] is given in Table A.7.
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Table A.7: Moment matrix for V = [X1,n, X1,n−1, X1,n−2, X2,n−1, X2,n−2]
E X1,n X1,n−1 X1,n−2 X3,n−1 X3,n−2
X1,n σ
2 0 0 0 0
X1,n−1 0 σ2 0 0 0
X1,n−2 0 0 σ2 0 0
X3,n−1 0 0 0 (γ2β2 + γ2 + 1)σ2 0
X3,n−2 0 0 0 0 (γ2β2 + γ2 + 1)σ2
I(X1,n; X
(2)
1,nX
(2)
3,n) =
1
2
log
det M(X1,n)·det M(X(2)1,n,X(2)3,n)
det M(X1,n,X
(2)
1,n,X
(2)
3,n)
= 1
2
log σ
2·(γ2β2+γ2+1)2σ8
(γ2β2+γ2+1)2σ10
= 0,
I(X1,n; X
(2)
1,n) =
1
2
log
det M(X1,n)·det M(X(2)1,n)
det M(X1,n,X
(2)
1,n)
= 1
2
log σ
2·σ4
σ6
= 0.
Hence, TEX3→X1 = I(X1,n; X
(2)
1,n,X
(2)
3,n)− I(X1,n; X(2)1,n) = 0.
For TEX3→X2 = I(X2,n; X
(2)
2,n,X
(2)
3,n)−I(X2,n; X(2)2,n), the first moment matrix for vector
process V = [X2,n, X2,n−1, X2,n−2, X3,n−1, X3,n−2] is given in Table A.8.
Table A.8: Moment matrix for V = [X2,n, X2,n−1, X2,n−2, X3,n−1, X3,n−2]
E X2,n X2,n−1 X2,n−2 X3,n−1 X3,n−2
X2,n (β
2 + 1)σ2 0 0 0 0
X2,n−1 0 (β2 + 1)σ2 0 0 0
X2,n−2 0 0 (β2 + 1)σ2 γ(β2 + 1)σ2 0
X3,n−1 0 0 γ(β2 + 1)σ2 (γ2β2 + γ2 + 1)σ2 0
X3,n−2 0 0 0 0 (γ2β2 + γ2 + 1)σ2
I(X2,n; X
(2)
2,nX
(2)
3,n) =
1
2
log
det M(X2,n)·det M(X(2)2,n,X(2)3,n)
det M(X2,n,X
(2)
2,n,X
(2)
3,n)
= 1
2
log (β
2+1)σ2·(β2+1)2(γ2β2+γ2+1)2σ8
(β2+1)3(γ2β2+γ2+1)2σ10
= 0,
I(X2,n; X
(2)
2,n) =
1
2
log
det M(X2,n)·det M(X(2)2,n)
det M(X2,n,X
(2)
2,n)
= 1
2
log (β
2+1)σ2·(β2+1)2σ4
(β2+1)3σ6
= 0.
Hence, TEX3→X2 = I(X2,n; X
(2)
2,n,X
(2)
3,n) − I(X2,n; X(2)2,n) = 0. The whole TE results
indicate both direct directions: X1 → X2, X2 → X3 and indirect direction: X1 → X3.
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Calculation of DTE
The maximum causal time lag li = 2 was used as the words length for DTE, i = 1, 2, 3.
Recall the decomposition:
DTEX1→X2 = I(X2,n; X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)− I(X2,n; X(2)2,n,X(2)3,n).
The mutual information rates are evaluated via the first moment matrix for the vector pro-
cess V = [X2,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n], which is given in Table A.9.
Table A.9: Moment matrix for V = [X2,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n]
E X2,n X1,n−1 X1,n−2 X2,n−1 X2,n−2 X3,n−1 X3,n−2
X2,n (β2 + 1)σ2 βσ2 0 0 0 0 0
X1,n−1 βσ2 σ2 0 0 0 0 0
X1,n−2 0 0 σ2 βσ2 0 0 0
X2,n−1 0 0 βσ2 (β2 + 1)σ2 0 0 0
X2,n−2 0 0 0 0 (β2 + 1)σ2 γ(β2 + 1)σ2 0
X3,n−1 0 0 0 0 γ(β2 + 1)σ2 (γ2β2 + γ2 + 1)σ2 0
X3,n−2 0 0 0 0 0 0 (γ2β2 + γ2 + 1)σ2
I(X2,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n) =
1
2
log
det M(X2,n)·det M(X(2)1,n,X(2)2,n,X(2)3,n)
det M(X2,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)
= 1
2
log (β
2+1)σ2·(β2+1)(γ2β2+γ2+1)σ12
(β2+1)(γ2β2+γ2+1)σ14
= 1
2
log(β2 + 1),
and I(X2,n; X
(2)
2,n,X
(2)
3,n) = 0. Thus
DTEX1→X2 = I(X2,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X2,n; X(2)2,n,X(2)3,n) =
1
2
log(β2 + 1).
ForDTEX1→X3 = I(X3,n; X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)−I(X3,n; X(2)2,n,X(2)3,n), the first moment ma-
trix for the vector process V = [X3,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n] is given in Table A.10.
I(X3,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n) =
1
2
log
det M(X3,n)·det M(X(2)1,n,X(2)2,n,X(2)3,n)
det M(X3,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)
= 1
2
log (γ
2β2+γ2+1)σ2·(β2+1)(γ2β2+γ2+1)σ12
(β2+1)(γ2β2+γ2+1)σ14
= 1
2
log(γ2β2 + γ2 + 1),
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Table A.10: Moment matrix for V = [X3,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n]
E X3,n X1,n−1 X1,n−2 X2,n−1 X2,n−2
X3,n (γ
2β2 + γ2 + 1)σ2 0 γβσ2 γ(β2 + 1)σ2 0
X1,n−1 0 σ2 0 0 0
X1,n−2 γβσ2 0 σ2 βσ2 0
X2,n−1 γ(β2 + 1)σ2 0 βσ2 (β2 + 1)σ2 0
X2,n−2 0 0 0 0 (β2 + 1)σ2
X3,n−1 0 0 0 0 γ(β2 + 1)σ2
X3,n−2 0 0 0 0 0
E X3,n−1 X3,n−2
X3,n 0 0
X1,n−1 0 0
X1,n−2 0 0
X2,n−1 0 0
X2,n−2 γ(β2 + 1)σ2 0
X3,n−1 (γ2β2 + γ2 + 1)σ2 0
X3,n−2 0 (γ2β2 + γ2 + 1)σ2
and I(X3,n; X
(2)
2,n,X
(2)
3,n) =
1
2
log(γ2β2 + γ2 + 1). Thus,
DTEX1→X3 = I(X3,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X3,n; X(2)2,n,X(2)3,n) = 0.
ForDTEX2→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)−I(X1,n; X(2)1,n,X(2)3,n), the first moment ma-
trix for vector process V = [X1,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n] is given in Table A.11.
Table A.11: Moment matrix for V = [X1,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n]
E X1,n X1,n−1 X1,n−2 X2,n−1 X2,n−2 X3,n−1 X3,n−2
X1,n σ2 0 0 0 0 0 0
X1,n−1 0 σ2 0 0 0 0 0
X1,n−2 γβσ2 0 σ2 βσ2 0 0 0
X2,n−1 γ(β2 + 1)σ2 0 βσ2 (β2 + 1)σ2 0 0 0
X2,n−2 0 0 0 0 (β2 + 1)σ2 γ(β2 + 1)σ2 0
X3,n−1 0 0 0 0 γ(β2 + 1)σ2 (γ2β2 + γ2 + 1)σ2 0
X3,n−2 0 0 0 0 0 0 (γ2β2 + γ2 + 1)σ2
I(X1,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n) =
1
2
log
det M(X1,n)·det M(X(2)1,n,X(2)2,n,X(2)3,n)
det M(X1,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)
= 1
2
log σ
2·(β2+1)(γ2β2+γ2+1)σ12
(β2+1)(γ2β2+γ2+1)σ14
= 0,
and I(X1,n; X
(2)
1,n,X
(2)
3,n) = 0. Thus,
DTEX2→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X1,n; X(2)1,n,X(2)3,n) = 0.
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ForDTEX2→X3 = I(X3,n; X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)−I(X3,n; X(2)1,n,X(2)3,n), the first moment ma-
trix for vector process V = [X3,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n] is given in Table A.10. Thus,
I(X3,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n) =
1
2
log(γ2β2 + γ2 + 1),
I(X3,n; X
(2)
1,n,X
(2)
3,n) =
1
2
log
(γ2β2 + γ2 + 1)
γ2 + 1
,
DTEX2→X3 = I(X3,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X3,n; X(2)1,n,X(2)3,n) =
1
2
log(γ2 + 1).
ForDTEX3→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)−I(X1,n; X(2)1,n,X(2)2,n), the first moment ma-
trix for vector process V = [X1,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n] is given in Table A.11. Thus,
I(X1,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n) = 0,
I(X1,n; X
(2)
1,n,X
(2)
2,n) = 0,
DTEX3→X1 = I(X1,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X1,n; X(2)1,n,X(2)2,n) = 0.
ForDTEX3→X2 = I(X2,n; X
(2)
1,n,X
(2)
2,n,X
(2)
3,n)−I(X2,n; X(2)1,n,X(2)2,n), the first moment ma-
trix for the vector process V = [X2,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n] is given in Table A.9. Thus,
I(X2,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n) =
1
2
log(β2 + 1),
I(X2,n; X
(2)
1,n,X
(2)
2,n) =
1
2
log(β2 + 1),
DTEX3→X2 = I(X2,n; X
(2)
1,n,X
(2)
2,nX
(2)
3,n)− I(X2,n; X(2)1,n,X(2)2,n) = 0.
The whole DTE results indicate only direct causal directions: X1 → X2 and X2 → X3.
Calculation of MIME
We use time horizon T = 1 and maximum time lag Lmax = 2 for the calculation of MIME.
For MIMEX1→X2 , we have VF = [X2,n], B = [X2,n, X1,n−1, X1,n−2, X2,n−1, X2,n−2] and
b0 = ∅. In the first iterative cycle, the mutual information rates are given by the moment
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matrix in Table A.9:
I(X2,n;X1,n−1) = 12 log
det M(X2,n)·det M(X1,n−1)
det M(X2,n,X1,n−1)
= 1
2
log (β
2+1)σ2·σ2
σ4
= 1
2
log(β2 + 1),
I(X2,n;X1,n−2) = 12 log
det M(X2,n)·det M(X1,n−2)
det M(X2,n,X1,n−2)
= 1
2
log (β
2+1)σ2·σ2
(β2+1)σ4
= 1
2
log 1 = 0,
I(X2,n;X2,n−1) = 12 log
det M(X2,n)·det M(X2,n−1)
det M(X2,n,X2,n−1)
= 1
2
log (γ
2+1)2σ4
(γ2+1)2σ4
= 1
2
log 1 = 0,
I(X2,n;X2,n−2) = 12 log
det M(X2,n)·det M(X2,n−2)
det M(X2,n,X2,n−2)
= 1
2
log 1 = 0,
which gives b1 = [X1,n−1]. In the second iterative cycle:
I(X2,n;X1,n−2|X1,n−1) = I(X2,n;X1,n−2, X1,n−1)− I(X2,n;X1,n−1)
= 1
2
log (β
2+1)σ2·σ4
σ6
− 1
2
log(β2 + 1)
= 1
2
log(β2 + 1)− 1
2
log(β2 + 1) = 0;
I(X2,n;X2,n−1|X1,n−1) = I(X2,n;X2,n−1, X1,n−1)− I(X2,n;X1,n−1)
= 1
2
log (γ
2+1)σ2·σ4
(γ2+1)σ6
− 1
2
log(β2 + 1)
= 1
2
log(β2 + 1)− 1
2
log(β2 + 1) = 0;
I(X2,n;X2,n−2|X1,n−1) = I(X2,n;X2,n−2, X1,n−1)− I(X2,n;X1,n−1)
= 1
2
log (β
2+1)2σ6
(β2+1)σ6
− 1
2
log(β2 + 1)
= 1
2
log(β2 + 1)− 1
2
log(β2 + 1) = 0.
The stopping criterion holds, the progressive scheme stops and uses b1 = [X1,n−1] as the fi-
nal embedding vector. The MIME ratio givesMIMEX1→X2 =
I(X2,n;b11|b21)
I(X2,n;b1)
= I(X2,n;X1,n−1)
I(X2,n;X1,n−1)
=
1.
For MIMEX1→X3 , we have VF = [X3,n], B = [X3,n, X1,n−1, X1,n−2, X3,n−1, X3,n−2]
and b0 = ∅. In the first iterative cycle, the mutual information rates are given by the
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moment matrix in Table A.4 as
I(X3,n;X1,n−1) = 12 log
det M(X3,n)·det M(X1,n−1)
det M(X3,n,X1,n−1)
= 1
2
log (γ
2β2+γ2+1)σ4
(γ2β2+γ2+1)σ4
= 1
2
log 1 = 0,
I(X3,n;X1,n−2) = 12 log
det M(X3,n)·det M(X1,n−2)
det M(X3,n,X1,n−2)
= 1
2
log (γ
2β2+γ2+1)σ4
(γ2+1)σ4
= 1
2
log γ
2β2+γ2+1
γ2+1
,
I(X3,n;X3,n−1) = 12 log
det M(X3,n)·det M(X3,n−1)
det M(X3,n,X3,n−1)
= 1
2
log (γ
2β2+γ2+1)2σ4
(γ2β2+γ2+1)2σ4
= 1
2
log 1 = 0,
I(X3,n;X3,n−2) = 12 log
det M(X3,n)·det M(X3,n−2)
det M(X3,n,X3,n−2)
= 1
2
log 1 = 0,
which gives b1 = [X1,n−2]. In the second iterative cycle,
I(X3,n;X1,n−2|X1,n−2) = I(X3,n;X1,n−2, X1,n−1)− I(X3,n;X1,n−1)
= 1
2
log (γ
2β2+γ2+1)σ2·σ4
(γ2+1)σ6
− 1
2
log γ
2β2+γ2+1
γ2+1
= 1
2
log γ
2β2+γ2+1
γ2+1
− 1
2
log γ
2β2+γ2+1
γ2+1
= 0;
I(X3,n;X3,n−1|X1,n−2) = I(X3,n;X3,n−1, X1,n−1)− I(X3,n;X1,n−1)
= 1
2
log (γ
2β2+γ2+1)2σ6
(γ2+1)(γ2β2+γ2+1)σ6
− 1
2
log γ
2β2+γ2+1
γ2+1
= 1
2
log γ
2β2+γ2+1
γ2+1
− 1
2
log γ
2β2+γ2+1
γ2+1
= 0;
I(X3,n;X3,n−2|X1,n−2) = I(X3,n;X3,n−2, X1,n−1)− I(X3,n;X1,n−1)
= 1
2
log (γ
2β2+γ2+1)2σ6
(γ2+1)(γ2β2+γ2+1)σ6
− 1
2
log γ
2β2+γ2+1
γ2+1
= 1
2
log γ
2β2+γ2+1
γ2+1
− 1
2
log γ
2β2+γ2+1
γ2+1
= 0.
The stopping criterion holds, thus the progressive scheme stops and use b1 = [X1,n−2] as
the final embedding vector. The MIME ratio gives
MIMEX1→X3 =
I(X3,n; b11|b31)
I(X3,n; b1)
=
I(X3,n;X1,n−2)
I(X3,n;X1,n−2)
= 1.
For MIMEX2→X1 , we have VF = [X1,n], B = [X1,n, X1,n−1, X1,n−2, X2,n−1, X2,n−2]
and b0 = ∅. In the first iterative cycle, the mutual information rates are given by the
A.2 Three dimensional autoregressive model 236
moment matrix in Table A.11:
I(X1,n;X1,n−1) = 12 log
det M(X1,n)·det M(X1,n−1)
det M(X1,n,X1,n−1)
= 1
2
log σ
4
σ4
= 1
2
log 1 = 0,
I(X1,n;X1,n−2) = 12 log
det M(X1,n)·det M(X1,n−2)
det M(X1,n,X1,n−2)
= 1
2
log σ
4
σ4
= 1
2
log 1 = 0,
I(X1,n;X2,n−1) = 12 log
det M(X1,n)·det M(X2,n−1)
det M(X1,n,X2,n−1)
= 1
2
log (β
2+1)σ4
(β2+1)σ4
= 1
2
log 1 = 0,
I(X1,n;X2,n−2) = 12 log
det M(X1,n)·det M(X2,n−2)
det M(X1,n,X2,n−2)
= 1
2
log (β
2+1)σ4
(β2+1)σ4
= 1
2
log 1 = 0,
The progressive scheme stops and uses b0 = ∅ as the final embedding vector. The MIME
ratio gives
MIMEX2→X1 =
I(X1,n; b20|b10)
I(X1,n; b0)
=
I(X1,n; ∅)
I(X1,n; ∅) = 0.
For MIMEX2→X3 , we have VF = [X3,n], B = [X3,n, X2,n−1, X2,n−2, X3,n−1, X3,n−2]
and b0 = ∅. In the first iterative cycle, the mutual information rates are given by the
moment matrix in Table A.10:
I(X3,n;X2,n−1) = 12 log
det M(X3,n)·det M(X2,n−1)
det M(X3,n,X2,n−1)
= 1
2
log (β
2+1)(γ2β2+γ2+1)σ4
(β2+1)σ4
= 1
2
log(γ2β2 + γ2 + 1) > 0,
I(X3,n;X2,n−2) = 12 log
det M(X3,n)·det M(X2,n−2)
det M(X3,n,X2,n−2)
= 1
2
log (β
2+1)(γ2β2+γ2+1)σ4
(β2+1)(γ2β2+γ2+1)σ4
= 1
2
log 1 = 0,
I(X3,n;X3,n−1) = 12 log
det M(X3,n)·det M(X3,n−1)
det M(X3,n,X3,n−1)
= 1
2
log (γ
2β2+γ2+1)2σ4
(γ2β2+γ2+1)2σ4
= 1
2
log 1 = 0,
I(X3,n;X3,n−2) = 12 log
det M(X3,n)·det M(X3,n−2)
det M(X3,n,X3,n−2)
= 1
2
log 1 = 0,
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thus, b1 = [X2,n−1]. In the second iterative cycle,
I(X3,n;X2,n−2|X2,n−1) = I(X3,n;X2,n−2, X2,n−1)− I(X3,n;X2,n−1)
= 1
2
log (γ
2β2+γ2+1)σ2·(β2+1)2σ4
(β2+1)2σ6
− 1
2
log(γ2β2 + γ2 + 1)
= 1
2
log(γ2β2 + γ2 + 1)− 1
2
log(γ2β2 + γ2 + 1) = 0;
I(X3,n;X3,n−1|X2,n−1) = I(X3,n;X3,n−1, X2,n−1)− I(X3,n;X2,n−1)
= 1
2
log (γ
2β2+γ2+1)2(β2+1)σ6
(γ2β2+γ2+1)(β2+1)σ6
− 1
2
log(γ2β2 + γ2 + 1)
= 1
2
log(γ2β2 + γ2 + 1)− 1
2
log(γ2β2 + γ2 + 1) = 0;
I(X3,n;X3,n−2|X2,n−1) = I(X3,n;X3,n−2, X2,n−1)− I(X3,n;X2,n−1)
= 1
2
log (γ
2β2+γ2+1)2(β2+1)σ6
(β2+1)(γ2β2+γ2+1)σ6
− 1
2
log(γ2β2 + γ2 + 1)
= 1
2
log(γ2β2 + γ2 + 1)− 1
2
log(γ2β2 + γ2 + 1) = 0.
The progressive scheme stops and uses b1 = [X2,n−1] as the final embedding vector. The
MIME ratio gives
MIMEX2→X3 =
I(X3,n; b21|b31)
I(X3,n; b1)
=
I(X3,n;X2,n−1|∅)
I(X2,n;X1,n−2)
= 1.
For MIMEX3→X1 , we have VF = [X1,n], B = [X1,n, X1,n−1, X1,n−2, X3,n−1, X3,n−2]
and b0 = ∅. In the first iterative cycle, the mutual information rates are given by the
moment matrix in Table A.11:
I(X1,n;X1,n−1) = 0, I(X1,n;X1,n−2) = 0, I(X1,n;X3,n−2) = 0,
I(X1,n;X3,n−1) = 12 log
det M(X1,n)·det M(X3,n−1)
det M(X1,n,X3,n−1)
= 1
2
log (γ
2β2+γ2+1)σ4
(γ2β2+γ2+1)σ4
= 1
2
log 1 = 0,
The progressive scheme stops and uses b0 = ∅ as the final embedding vector. The MIME
ratio gives MIMEX3→X1 =
I(X1,n;b30|b10)
I(X1,n;b0)
= I(X1,n;∅)
I(X1,n;∅) = 0.
ForMIMEX3→X2 , we have VF = [X2,n] and B = [X2,n, X2,n−1, X2,n−2, X3,n−1, X3,n−2]
and b0 = ∅. In the first iterative cycle, the mutual information rates are given by the mo-
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ment matrix in Table A.9:
I(X2,n;X2,n−1) = 0, I(X2,n;X2,n−2) = 0,
I(X2,n;X3,n−1) = 0, I(X2,n;X3,n−2) = 0,
The progressive scheme stops and uses b0 = ∅ as the final embedding vector. The MIME
ratio givesMIMEX3→X2 =
I(X2,n;b30|b20)
I(X2,n;b0)
= I(X2,n;∅)
I(X2,n;∅) = 0. The whole MIME results indicate
the correct direct (X1 → X2, X2 → X3) and indirect (X1 → X3) causal directions.
Calculation of PMIME
We use T = 1 and Lmax = 5 for the calculation of PMIME. For PMIMEX1→X2 and
PMIMEX3→X2 , we have VF = [X2,n], B = [X2,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n] and b0 = ∅. In the
first iterative cycle, the mutual information rates are given by the moment matrix in Table
A.9:
I(X2,n;X1,n−1) = 12 log(β
2 + 1), I(X2,n;X1,n−2) = 12 log 1 = 0,
I(X2,n;X2,n−1) = 12 log 1 = 0, I(X2,n;X2,n−2) =
1
2
log 1 = 0,
I(X2,n;X3,n−1) = 12 log 1 = 0, I(X2,n;X3,n−2) =
1
2
log 1 = 0,
thus, b1 = [X1,n−1]. In the second iterative cycle,
I(X2,n;X1,n−2|X1,n−1) = I(X2,n;X2,n−1|X1,n−1) = I(X2,n;X2,n−2|X1,n−1) = 0,
I(X2,n;X3,n−1|X1,n−1) = I(X2,n;X3,n−1, X1,n−1)− I(X2,n;X1,n−1),
= 1
2
log (β
2+1)σ2·σ4
σ6
− 1
2
log(β2 + 1)
= 1
2
log (β
2+1)(γ2β2+γ2+1)σ6
(γ2β2+γ2+1)σ6
− 1
2
log(β2 + 1) = 0;
I(X2,n;X3,n−2|X1,n−1) = I(X2,n;X3,n−2, X1,n−1)− I(X2,n;X1,n−1),
= 1
2
log (β
2+1)σ2·σ4
σ6
− 1
2
log(β2 + 1)
= 1
2
log (β
2+1)(γ2β2+γ2+1)σ6
(γ2β2+γ2+1)σ6
− 1
2
log(β2 + 1) = 0;
The progressive scheme stops and uses b1 = [X1,n−1] as the final embedding vector. The
PMIME ratio gives
PMIMEX1→X2 =
I(X2,n; b11|b2,31 )
I(X2,n; b1)
= 1
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PMIMEX3→X2 =
I(X2,n; b31|b1,21 )
I(X2,n; b1)
=
I(X2,n; ∅|X1,n−1)
I(X2,n;X1,n−1)
= 0.
Similarly, to calculate PMIMEX1→X3 and PMIMEX2→X3 , we have VF = [X3,n],
B = [X3,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n] and b0 = ∅. In the first iterative cycle, the mutual information
rates are given by the moment matrix in Table A.10:
I(X3,n;X1,n−1) = 12 log 1 = 0,
I(X3,n;X1,n−2) = 12 log
(γ2β2+γ2+1)
γ2+1
,
I(X3,n;X2,n−1) = 12 log(γ
2β2 + γ2 + 1),
I(X3,n;X2,n−2) = 12 log 1 = 0,
I(X3,n;X3,n−1) = 12 log 1 = 0,
I(X3,n;X3,n−2) = 12 log 1 = 0.
Since 1
γ2+1
< 1, thus γ
2β2+γ2+1
γ2+1
< γ2β2 + γ2 + 1, i.e. I(X3,n;X1,n−2) < I(X3,n;X2,n−1).
Hence, b1 = [X2,n−1]. In the second iterative cycle,
I(X3,n;X1,n−1|X2,n−1) = I(X3,n;X1,n−1, X2,n−1)− I(X3,n;X2,n−1),
= 1
2
log (γ
2β2+γ2+1)(β2+1)σ6
(β2+1)σ6
− 1
2
log(γ2β2 + γ2 + 1)
= 1
2
log(γ2β2 + γ2 + 1)− 1
2
log(γ2β2 + γ2 + 1) = 0;
I(X3,n;X1,n−2|X2,n−1) = I(X3,n;X1,n−2, X2,n−1)− I(X3,n;X2,n−1),
= 1
2
log (γ
2β2+γ2+1)σ6
σ6
− 1
2
log(γ2β2 + γ2 + 1)
= 1
2
log(γ2β2 + γ2 + 1)− 1
2
log(γ2β2 + γ2 + 1) = 0,
I(X3,n;X2,n−2|X2,n−1) = I(X3,n;X3,n−1|X2,n−1) = I(X3,n;X3,n−2|X2,n−1) = 0.
Hence, the progressive scheme stops and uses b1 = [X2,n−1] as the final embedding vector.
The PMIME ratio gives
PMIMEX1→X3 =
I(X3,n; b11|b2,31 )
I(X3,n; b1)
=
I(X3,n; ∅|X2,n−1)
I(X3,n;X2,n−1)
= 0,
PMIMEX2→X3 =
I(X3,n; b21|b1,31 )
I(X3,n; b1)
=
I(X3,n;X2,n−1|∅)
I(X3,n;X2,n−1)
= 1.
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For PMIMEX2→X1 and PMIMEX3→X1 , we use VF = [X3,n],
B = [X1,n,X
(2)
1,n,X
(2)
2,n,X
(2)
3,n]
and b0 = ∅. In the first iterative cycle, the mutual information rates are given by the
moment matrix in Table A.11
I(X1,n;X1,n−1) = I(X1,n;X1,n−2) = I(X1,n;X2,n−1) = 0,
I(X1,n;X2,n−2) = I(X1,n;X3,n−1) = I(X1,n;X3,n−2) = 0.
The progressive scheme stops and uses b0 = ∅ as the final embedding vector. The PMIME
ratio gives
PMIMEX2→X1 =
I(X1,n; b21|b1,30 )
I(X1,n; b0)
=
I(X1,n; ∅|∅)
I(X1,n; ∅) = 0,
PMIMEX3→X1 =
I(X1,n; b31|b1,20 )
I(X1,n; b0)
=
I(X1,n; ∅|∅)
I(X1,n; ∅) = 0.
The whole PMIME results indicate the direct causal directions: X1 → X2 and X2 → X3.
A.3 Two dimensional discrete system
Recall the 2-dim discrete models defined in Example 11.3.3, it was analyzed by TE, DTE,
MIME and PMIME.
Calculation of TE and DTE
We use the maximum causal time lag τ = tX ∈ Z as the words length for TE (k = l = tX)
and DTE (ki = tX , i = 1, 2). Since the system is bivariate, TE and DTE have identical
causality values. As have been calculated in Chapter 7, TE gave results
TEX→Y =
∑
p(Yn|Yn−1, Xn−tX ) · p(Yn−1, Xn−tX ) log p(Yn|Yn−1,Xn−tX )p(Yn|Yn−1)
= 1
2
· 1
4
log 1/2
3/4
+ 1
2
· 1
4
log 1/2
1/4
+ 1 · 1
4
log 1
3/4
= 3
4
log 2− 3
8
log 3 = 1
8
log 64
27
= 0.0469.
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TEY→X =
∑
p(Xn,X(tX)n ,Y
(tY )
n ) log
p(Xn|X(tX )n ,Y(tY )n )
p(Xn|X(tX )n )
=
∑
p(Xn|X(tX)n ,Y(tY )n ) · p(X(tX)n ,Y(tY )n ) log p(Xn|X
(tX )
n ,Y
(tY )
n )
p(Xn|X(tX )n )
= 0
because p(Xn|X(tX)n ,Y(tY )n ) = p(Xn|X(tX)n ), the log functions vanish in the entropy sum.
Therefore,
DTEX→Y = TEX→Y = 18 log
64
27
= 0.0469,
DTEY→X = TEY→X = 0.
Both TE and DTE indicate the same correct causal direction from X → Y .
Calculation of MIME and PMIME
The time horizon T = 1 and maximum time lag Lmax = tX were used for both MIME
and PMIME. As have been calculated in Chapter 8, the final selected embedding vector for
X → Y is b2 = (Xn−tX , Yn−1), which gives the causality value
MIMEX→Y =
I(Yn; bX2 |bY2 )
I(Yn; b2)
=
I(Yn;Xn−tX |Yn−1)
I(Yn;Yn−1, Xn−tX )
=
3
4
log 2− 3
8
log 3
1
4
log 2
= 0.6226,
(A.5)
Similarly, the final embedding vector for Y → X is b0 = ∅, hence
MIMEY→X =
I(Xn; bY0 |bX0 )
I(Xn; b0)
=
I(Xn; ∅|∅)
I(Xn; ∅) = 0. (A.6)
Since the system is bivariate, PMIME has identical results to MIME:
PMIMEX→Y = MIMEX→Y = 0.6226
PMIMEY→X = MIMEY→X = 0. (A.7)
Both MIME and PMIME indicate the correct causal direction from X → Y .
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A.4 Three dimensional discrete model
Recall the three dimensional discrete model in Example 11.3.4, we use TE, DTE, MIME
and PMIME to analyze this example.
Calculation of TE
The maximum causal time lag m = tX + tY was used as the words length k = l = m for
TE. Recall the probability summation:
TEX→Y =
∑
p(Yn|X(M)n ,Y(M)n ) · p(X(M),Y(M)n ) · log
p(Yn|X(M)n ,Y(M)n )
p(Yn|Y(M)n )
,
Due to the markov property and the swapping probabilities
p(Yn|X(M)n ,Y(M)n ) = p(Yn|Yn−1, Xn−tX ),
p(Yn = α|Yn−1 = β,Xn−tX = 1) =
{
1
2
, α = β,
1
2
, α 6= β,
p(Yn = α|Yn−1 = β,Xn−tX = −1) =
{
1, α = β,
0, α 6= β,
p(Yn = α|Yn−1 = β) = p(Yn=α,Yn−1=β)p(Yn−1=β) =
∑
γ
p(Yn=α,Yn−1=β,Xn−tX=γ)
p(Yn−1=β)
=
∑
γ
p(Yn=α|Yn−1=β,Xn−tX=γ)p(Yn−1=β,Xn−tX=γ)
p(Yn−1=β)
=
∑
γ
p(Yn = α|Yn−1 = β,Xn−tX = γ)p(Xn−tX = γ|Yn−1 = β)
=
∑
γ
p(Yn = α|Yn−1 = β,Xn−tX = γ)p(Xn−tX = γ)
=
{
3
4
, α = β,
1
4
, α 6= β,
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in which p(Xn−tX = γ|Yn−1 = β) = p(Xn−tX = γ) since Xn−tX is independent to Yn−1
and p(Yn−1 = β,Xn−tX = γ) =
1
4
, ∀β, γ ∈ A. Therefore,
TEX→Y =
∑
α,β,γ
p(Yn = α|Yn−1 = β,Xn−tX = γ) · p(Yn−1 = β,Xn−tX = γ)
· log p(Yn=α|Yn−1=β,Xn−tX=γ)
p(Yn=α|Yn−1=β) ,
= 1
2
× 1
4
log 1/2
3/4
+ 1
2
× 1
4
log 1/2
1/4
+ 1× 1
4
log 1
3/4
+ 0× 1
4
log 0
1/4
= 3
8
log 4
3
= 0.0469.
For TEX→Z =
∑
p(Zn|X(M)n ,Z(M)n )·p(X(M),Z(M)n )·log p(Zn|X
(M)
n ,Z
(M)
n )
p(Zn|Z(M)n )
, we have p(Zn|X(M)n ,Z(M)n ) =
p(Zn|Zn−1, Xn−tX−tY ) and p(Zn = α|Zn−1) =
∑
γ
p(Zn = α|Zn−1 = β, Yn−tY = γ)p(Yn−tY =
γ). Since
p(Zn = α|Zn−1 = β, Yn−tY = 1) =
{
3
4
, α = β,
1
4
, α 6= β,
p(Zn = α|Zn−1 = β, Yn−tY = −1) =
{
1, α = β,
0, α 6= β,
we have ∀α, β, θ ∈ A
p(Zn = α|Zn−1 = β,Xn−tX−tY = θ) =
∑
γ
p(Zn = α|Zn−1 = β, Yn−tY = γ)p(Yn−tY = γ)
=
{
3
4
, α = β,
1
4
, α 6= β,
p(Zn = α|Zn−1 = β) = p(Zn=α,Zn−1=β)p(Zn−1=β) =
∑
γ
p(Zn=α,Zn−1=β,Yn−tY =γ)
p(Zn−1=β)
=
∑
γ
p(Zn=α|Zn−1=β,Yn−tY =γ)p(Zn−1=β,Yn−tY =γ)
p(Zn−1=β)
=
∑
γ
p(Zn = α|Zn−1 = β, Yn−tY = γ)p(Yn−tY = γ|Zn−1 = β)
=
∑
γ
p(Zn = α|Zn−1 = β, Yn−tY = γ)p(Yn−tY = γ)
=
{
3
4
, α = β,
1
4
, α 6= β,
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i.e. p(Zn = α|Zn−1 = β,Xn−tX = θ) = p(Zn = α|Zn−1 = β). Therefore,
TEX→Z =
∑
α,β,γ
p(Zn = α|Zn−1 = β,Xn−tX = γ) · p(Zn−1 = β,Xn−tX = γ)
· log p(Zn=α|Zn−1=β,Xn−tX=γ)
p(Zn=α|Zn−1=β) = 0.
For TEY→X =
∑
p(Xn|X(M)n ,Y(M)n )·p(X(M),Y(M)n )·log p(Xn|X
(M)
n ,Y
(M)
n )
p(Xn|X(M)n )
, p(Xn|X(M)n ,Y(M)n ) =
p(Xn|X(M)n ), the independence of X on Y gives
TEY→X =
∑
p(Xn|X(M)n ,Y(M)n ) · p(X(M),Y(M)n ) · log
p(Xn|X(M)n ,Y(M)n )
p(Xn|X(M)n )
= 0
For TEY→Z =
∑
p(Zn|Y(M)n ,Z(M)n )·p(Y(M),Z(M)n )·log p(Zn|Y
(M)
n ,Z
(M)
n )
p(Zn|Z(M)n )
, p(Zn|Y(M)n ,Z(M)n ) =
p(Zn|Zn−1, Yn−tY ),
p(Zn = α|Zn−1 = β, Yn−tY = 1) =
{
1
2
, α = β,
1
2
, α 6= β,
p(Zn = α|Zn−1 = β, Yn−tY = −1) =
{
1, α = β,
0, α 6= β,
p(Zn = α|Zn−1 = β) = p(Zn=α,Zn−1=β)p(Zn−1=β) =
∑
γ
p(Zn=α,Zn−1=β,Yn−tY =γ)
p(Zn−1=β)
=
∑
γ
p(Zn=α|Zn−1=β,Yn−tY =γ)p(Zn−1=β,Yn−tY =γ)
p(Zn−1=β)
=
∑
γ
p(Zn = α|Zn−1 = β, Yn−tY = γ)p(Yn−tY = γ|Zn−1 = β)
=
∑
γ
p(Zn = α|Zn−1 = β, Yn−tY = γ)p(Yn−tY = γ)
=
{
3
4
, α = β,
1
4
, α 6= β,
in which p(Yn−tY = γ|Zn−1 = β) = p(Yn−tY = γ) because Yn−tY is independent to Zn−1
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when swapping and p(Zn−1 = β, Yn−tY = γ) =
1
4
, ∀β, γ ∈ A. Therefore,
TEY→Z =
∑
α,β,γ
p(Zn = α|Zn−1 = β, Yn−tY = γ) · p(Zn−1 = β, Yn−tY = γ)
· log p(Zn=α|Zn−1=β,Yn−tY =γ)
p(Zn=α|Zn−1=β) ,
= 1
2
× 1
4
log 1/2
3/4
+ 1
2
× 1
4
log 1/2
1/4
+ 1× 1
4
log 1
3/4
+ 0× 1
4
log 0
1/4
= 3
8
log 4
3
= 0.0469.
For TEZ→X =
∑
p(Xn|X(M)n ,Z(M)n ) ·p(X(M),Z(M)n ) · log p(Xn|X
(M)
n ,Z
(M)
n )
p(Xn|X(M)n )
, since X is in-
dependent toZ when swapping, we have p(Xn|X(M)n ,Z(M)n ) = p(Xn|X(M)n ), i.e. log p(Xn|X
(M)
n ,Z
(M)
n )
p(Xn|X(M)n )
=
log 1 = 0, ∀Xn ∈ A, X(M)n ,Z(M)n ∈ AM . Therefore,
TEZ→X =
∑
p(Xn|X(M)n ,Z(M)n ) · p(X(M),Z(M)n ) · log
p(Xn|X(M)n ,Z(M)n )
p(Xn|X(M)n )
= 0.
For TEZ→Y =
∑
p(Yn|Y(M)n ,Z(M)n ) · p(Y(M)n ,Z(M)n ) · log p(Yn|Y
(M)
n ,Z
(M)
n )
p(Yn|Y(M)n )
, since Y is in-
dependent to Z when swapping, p(Yn|Y(M)n ,Z(M)n ) = p(Yn|Y(M)n ), i.e. log p(Yn|Y
(M)
n ,Z
(M)
n )
p(Yn|Y(M)n )
=
log 1 = 0, ∀Yn ∈ A, Y(M)n ,Z(M)n ∈ AM . Therefore,
TEZ→Y =
∑
p(Yn|Y(M)n ,Z(M)n ) · p(Y(M),Z(M)n ) · log
p(Yn|Y(M)n ,Z(M)n )
p(Yn|Y(M)n )
= 0.
The whole TE results indicate X → Y and Y → Z.
Calculation of DTE
Here, we use words length kX = kY = kZ = M , where M = tX + tY is the maxi-
mum causal time lag. For DTEX→Y =
∑
p(Yn|X(M)n ,Y(M)n ,Z(M)n ) · p(X(M)n ,Y(M)n ,Z(M)n ) ·
log p(Yn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Yn|Y(M)n ,Z(M)n )
, we have p(Yn|X(M)n ,Y(M)n ,Z(M)n ) = p(Yn|Yn−1, Xn−tX ) and p(Yn|Y(M)n ,Z(M)n ) =
p(Yn|Yn−1), where
p(Yn = α|Yn−1 = β,Xn−tX = 1) =
{
1
2
, α = β,
1
2
, α 6= β,
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p(Yn = α|Yn−1 = β,Xn−tX = −1) =
{
1, α = β,
0, α 6= β,
p(Yn = α|Yn−1 = β) = p(Yn=α,Yn−1=β)p(Yn−1=β) =
∑
γ
p(Yn=α,Yn−1=β,Xn−tX=γ)
p(Yn−1=β)
=
∑
γ
p(Yn=α|Yn−1=β,Xn−tX=γ)p(Yn−1=β,Xn−tX=γ)
p(Yn−1=β)
=
∑
γ
p(Yn = α|Yn−1 = β,Xn−tX = γ)p(Xn−tX = γ|Yn−1 = β)
=
∑
γ
p(Yn = α|Yn−1 = β,Xn−tX = γ)p(Xn−tX = γ)
=
{
3
4
, α = β,
1
4
, α 6= β,
p(Xn−tX = γ|Yn−1 = β) = p(Xn−tX = γ) because Xn−tX is independent to Yn−1 when
swapping. Also, p(Yn−1 = β,Xn−tX = γ) =
1
4
, ∀β, γ ∈ A. Therefore,
DTEX→Y =
∑
α,β,γ
p(Yn = α|Yn−1 = β,Xn−tX = γ) · p(Yn−1 = β,Xn−tX = γ)
· log p(Yn=α|Yn−1=β,Xn−tX=γ)
p(Yn=α|Yn−1=β) ,
= 1
2
× 1
4
log 1/2
3/4
+ 1
2
× 1
4
log 1/2
1/4
+ 1× 1
4
log 1
3/4
+ 0× 1
4
log 0
1/4
= 3
8
log 4
3
= 0.0469.
ForDTEX→Z =
∑
p(Zn|X(M)n ,Y(M)n ,Z(M)n )·p(X(M)n ,Y(M)n ,Z(M)n )·log p(Zn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Zn|Y(M)n ,Z(M)n )
,
we have p(Zn|X(M)n ,Y(M)n ,Z(M)n ) = p(Zn|Zn−1, Yn−tY ) and p(Zn|Y(M)n ,Z(M)n ) = p(Zn|Zn−1, Yn−tY ).
Thus, p(Zn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Zn|Y(M)n ,Z(M)n )
= 1, log p(Zn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Zn|Y(M)n ,Z(M)n )
= 0, ∀ Zn ∈ A,X(M)n ,Y(M)n ,Z(M)n ∈
AM . Therefore,
DTEX→Z =
∑
p(Zn|X(M)n ,Y(M)n ,Z(M)n ) · p(X(M)n ,Y(M)n ,Z(M)n ) · log p(Zn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Zn|Y(M)n ,Z(M)n )
=
∑
α,β,γ
p(Zn = α|Zn−1 = β, Yn−tY = γ) · p(Zn−1 = β, Yn−tY = γ)
· log p(Zn=α|Zn−1=β,Yn−tX=γ)
p(Zn=α|Zn−1=β,Yn−tX=γ)
= 0.
Remark A.4.1 Despite the fact that both TE and DTE give vanished causalities for X →
Z, but they are for different reasons. TEX→Z vanishes because of the equal conditional
probabilities p(Zn|Zn−1, Xn−tX−tY ) = p(Zn|Zn−1) in the log function, which is due to
the true directness of the system. However, DTEX→Z vanishes because of the multivari-
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ate conditional such that the nominator and denominator conditional probabilities are
identical, i.e. p(Zn|Zn−1, Yn−tY ) = p(Zn|Zn−1, Yn−tY ) in the log function, the occur-
rence of Y concealed the occurrence of X for Z, i.e. p(Zn|Zn−1, Yn−tY , Xn−tX−tY ) =
p(Zn|Zn−1, Yn−tY ) in the denominator, because the measure is direct.
ForDTEY→X =
∑
p(Xn|X(M)n ,Y(M)n ,Z(M)n )·p(X(M)n ,Y(M)n ,Z(M)n )·log p(Xn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Xn|X(M)n ,Z(M)n )
,
we have
p(Xn|X(M)n ,Y(M)n ,Z(M)n ) = p(Xn|X(M)n ),
p(Xn|X(M)n ,Z(M)n ) = p(Xn|X(M)n ),
since X is independent to both Y and Z. Thus, log p(Xn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Xn|X(M)n ,Z(M)n )
= log 1 = 0,
∀Xn ∈ A, X(M)n ,Y(M)n ,Z(M)n ∈ AM . Therefore,
DTEY→X =
∑
p(Xn|X(M)n ,Y(M)n ,Z(M)n )·p(X(M)n ,Y(M)n ,Z(M)n )·log
p(Xn|X(M)n ,Y(M)n ,Z(M)n )
p(Xn|X(M)n ,Z(M)n )
= 0.
For TEY→Z =
∑
p(Zn|X(M)n ,Y(M)n ,Z(M)n )·p(X(M)n ,Y(M),Z(M)n )·log p(Zn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Zn|X(M)n ,Z(M)n )
,
we have p(Zn|X(M)n ,Y(M)n ,Z(M)n ) = p(Zn|Zn−1, Yn−tY ) and p(Zn|X(M)n ,Z(M)n ) = p(Zn|Zn−1, Xn−tX−tY ),
where
p(Zn = α|Zn−1 = β, Yn−tY = 1) =
{
1
2
, α = β,
1
2
, α 6= β,
p(Zn = α|Zn−1 = β, Yn−tY = −1) =
{
1, α = β,
0, α 6= β,
p(Zn = α|Zn−1 = β,Xn−tX−tY = θ) =
∑
γ
p(Zn = α|Zn−1 = β, Yn−tY = γ)p(Yn−tY = γ)
= p(Zn = α|Zn−1 = β) =
{
3
4
, α = β,
1
4
, α 6= β,
∀θ ∈ A.
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and p(Zn−1 = β, Yn−tY = γ) =
1
4
, ∀β, γ ∈ A. Thus,
DTEY→Z =
∑
α,β,γ
p(Zn = α|Zn−1 = β, Yn−tY = γ) · p(Zn−1 = β, Yn−tY = γ)
· log p(Zn=α|Zn−1=β,Yn−tY =γ)
p(Zn=α|Zn−1=β) ,
= 1
2
× 1
4
log 1/2
3/4
+ 1
2
× 1
4
log 1/2
1/4
+ 1× 1
4
log 1
3/4
+ 0× 1
4
log 0
1/4
= 3
8
log 4
3
= 0.0469.
ForDTEZ→X =
∑
p(Xn|X(M)n ,Y(M)n ,Z(M)n )·p(X(M)n ,Y(M)n ,Z(M)n )·log p(Xn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Xn|X(M)n ,Y(M)n )
,
since X is independent to Y and Z when swapping, we have p(Xn|X(M)n ,Y(M)n ,Z(M)n ) =
p(Xn|X(M)n ,Y(M)n ), i.e. log p(Xn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Xn|X(M)n ,Y(M)n )
= log 1 = 0, ∀Xn ∈ A, X(M)n ,Y(M)n ,Z(M)n ∈
AM . Therefore,
DTEZ→X =
∑
p(Xn|X(M)n ,Y(M)n ,Z(M)n ) · p(X(M)n ,Y(M)n ,Z(M)n ) · log p(Xn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Xn|X(M)n ,Y(M)n )
= 0.
ForDTEZ→Y =
∑
p(Yn|X(M)n ,Y(M)n ,Z(M)n )·p(X(M)n ,Y(M)n ,Z(M)n )·log p(Yn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Yn|X(M)n ,Y(M)n )
,
we have p(Yn|X(M)n ,Y(M)n ,Z(M)n ) = p(Yn|X(M)n ,Y(M)n ), i.e. log p(Yn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Yn|X(M)n ,Y(M)n )
= log 1 =
0, ∀Yn ∈ A, X(M)n ,Y(M)n ,Z(M)n ∈ AM . Therefore,
DTEZ→Y =
∑
p(Yn|X(M)n ,Y(M)n ,Z(M)n ) · p(X(M)n ,Y(M)n ,Z(M)n ) · log p(Yn|X
(M)
n ,Y
(M)
n ,Z
(M)
n )
p(Yn|X(M)n ,Y(M)n )
= 0.
The whole DTE results indicate the correct direct causal directions: X → Y and Y → Z.
Calculation of MIME
Here, we use time horizon T = 1 and maximum time lags Lmax = M = tX + tY for
MIME. To calculate MIMEX→Y , we have future vector VF = [Yn], candidate embedding
vector B = [X(M)n ,Y
(M)
n ] and selected embedding vector b0 = ∅. In the first iterative cycle,
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I(Yn; ∗) =
∑
p(Yn|∗)p(∗) log p(Yn|∗)p(Yn) , ∀∗ ∈ B. Since
p(Yn = α|Xn−tX = −1) =
∑
γ
p(Yn = α|Yn−1 = γ,Xn−tX = −1)p(Yn−1 = γ)
= 1
2
= p(Yn = α),
p(Yn = α|Xn−tX = 1) =
∑
γ
p(Yn = α|Yn−1 = γ,Xn−tX = 1)p(Yn−1 = γ)
= 1
2
= p(Yn = α),
i.e. p(Yn|Xn−tX ) = p(Yn). Thus, I(Yn; ∗) = 0, ∀∗ ∈ {X(M)n }. However, from previous
calculation
p(Yn = α|Yn−1 = β) =
{
3
4
, α = β,
1
4
, α 6= β.
and p(Yn = β) = 12 , ∀β ∈ A, the only non-vanishing mutual information rate is
I(Yn;Yn−1) =
∑
p(Yn|Yn−1)p(Yn−1) log p(Yn|Yn−1)p(Yn)
= 1
2
× {3
4
× log 3/4
1/2
+ 1
4
× log 1/4
1/2
} = 1
8
log 27
16
,
all the other mutual information rates vanish in the first iterative cycle. Thus, b1 = [Yn−1].
In the second iterative cycle,
I(Yn; ∗|Yn−1) = I(Yn; ∗, Yn−1)− I(Yn;Yn−1) =
∑
p(Yn, ∗, Yn−1) log p(Yn|∗,Yn−1)p(Yn|Yn−1)
=
{
3
8
log 4
3
, if ∗ = Xn−tX ,
0, if ∗ ∈ B\{Yn−1, Xn−tX}
in that
p(Yn = α|Yn−1 = β) =
{
3
4
, α = β,
1
4
, α 6= β.
p(Yn = α|Yn−1 = β,Xn−tX = 1) =
{
1
2
, α = β,
1
2
, α 6= β.
p(Yn = α|Yn−1 = β,Xn−tX = −1) =
{
1, α = β,
0, α 6= β.
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Therefore, b2 = [Yn, Xn−tX ]. In the third iterative cycle,
I(Yn; ∗|Xn−tX , Yn−1) = I(Yn; ∗, Xn−tX , Yn−1)− I(Yn;Xn−tX , Yn−1)
=
∑
p(Yn, ∗, Xn−tX , Yn−1) log p(Yn|∗,Xn−tX ,Yn−1)p(Yn|Xn−tX ,Yn−1) .
in which p(Yn|∗, Xn−tX , Yn−1) = p(Yn|Xn−tX , Yn−1), ∗ ∈ {X(M)n ,Y(M)n }\{Xn−tX , Yn−1}.
Hence, the iterative process stops and uses b2 = [Yn, Xn−tX ] as the final embedding vector.
The MIME ratio gives
MIMEX→Y =
I(Yn;bX2 |bY2 )
I(Yn;b2)
=
I(Yn;Xn−tX |Yn−1)
I(Yn;Xn−tX ,Yn−1)
=
I(Yn;Xn−tX |Yn−1)
I(Yn;Xn−tX |Yn−1)+I(Yn;Yn−1)
= 3 log(4/3)
3 log(4/3)+log(27/16)
= 0.6226.
To calculate MIMEX→Z , we have future vector VF = [Zn], candidate embedding
vector B = [X(M)n ,Z
(M)
n ] and selected embedding vector b0 = ∅. In the first iterative cycle,
the mutual information rates between element ∗ in B and VF = [Zn] can be calculated as
I(Zn; ∗) =
∑
p(Zn|∗)p(∗) log p(Zn|∗)
p(Zn)
=
{
1
8
log(27
16
) if ∗ = Zn−1,
0 if ∗ ∈ B\{Zn−1},
since
p(Zn = α|Zn−1 = β) =
{
3
4
, α = β,
1
4
, α 6= β.
p(Zn|∗) = p(Zn), ∀∗ ∈ B\{Zn−1}.
Hence, b1 = [Zn−1]. In the second iterative cycle,
I(Zn; ∗|b1) = I(Zn; ∗|Zn−1) =
∑
p(Zn, ∗, Zn−1) log p(Zn|∗, Zn−1)
p(Zn|Zn−1) .
vanishes for all ∗ ∈ B\{Zn−1}, because p(Zn|∗, Zn−1) = p(Zn|Zn−1), ∀∗ ∈ B\{Zn−1}.
The progressive scheme stops and uses b1 = [Zn−1] as the final embedding vector. The
MIME ratio gives
MIMEX→Z =
I(Zn; bX1 |bZ1 )
I(Zn; b1)
=
I(Zn; ∅|Zn−1)
I(Zn;Zn−1)
=
I(Yn;Zn−1)− I(Yn;Zn−1)
I(Zn;Zn−1)
= 0.
Appendix A. Calculation details for analytical models 251
To calculate MIMEY→X , we have future vector VF = [Xn], candidate embedding
vector B = [X(M)n ,Y
(M)
n ] and selected embedding vector b0 = ∅. In the first iterative cy-
cle, the mutual information rates between element ∗ in B and VF = [Xn] all vanish, i.e.
I(Xn; ∗) =
∑
p(Xn|∗)p(∗) log p(Xn|∗)p(Xn) , ∀∗ ∈ B, because p(Xn|∗) = p(Xn), ∀∗ ∈ B. The
progressive scheme stops and uses b0 = ∅ as the final embedding vector. The MIME ratio
gives MIMEY→X =
I(Xn;bY0 |bX0 )
I(Xn;b0)
= I(Xn;∅|∅)
I(Xn;∅) = 0.
To calculate MIMEY→Z , we have future vector VF = [Zn], candidate embedding
vector B = [Y(M)n ,Z
(M)
n ] and selected embedding vector b0 = ∅. In the first iterative cycle,
the mutual information rates between element ∗ in B and VF = [Zn] can be expressed by
I(Zn; ∗) =
∑
p(Zn|∗)p(∗) log p(Zn|∗)p(Zn) . We already know that I(Zn;Zn−1) = 18 log(2716) and
all the other mutual information rates vanish, because
p(Zn|∗) = p(Zn), ∀∗ ∈ B\{Zn−1}.
Therefore, b1 = [Zn−1]. In the second iterative cycle, one needs to evaluate
I(Zn; ∗|b1) = I(Zn; ∗|Zn−1) =
∑
p(Zn, ∗, Zn−1) log p(Zn|∗, Zn−1)
p(Zn|Zn−1) .
It is non-vanish if and only if ∗ = Yn−tY :
I(Zn;Yn−tY |b1) = I(Zn;Yn−tY |Zn−1) =
∑
p(Zn, Yn−tY , Zn−1) log
p(Zn|Yn−tY ,Zn−1)
p(Zn|Zn−1)
= 1
4
× {1
2
× log 1/2
3/4
+ 1
2
× log 1/2
1/4
+ 1× log 1
3/4
+ 0}
= 3
8
{log 4
3
} > 0.
otherwise the conditional mutual information rates vanish, because p(Zn|∗, Zn−1) = p(Zn|Zn−1),
∀∗ ∈ B\{Zn−1, Yn−tY }. Hence, b2 = [Zn−1, Yn−tY ]. In the third iterative cycle, the con-
ditional mutual information rates are all vanish, i.e. I(Zn; ∗|b2) = 0, ∀∗ ∈ B\{b2},
because p(Zn|∗, Zn−1, Yn−tY ) = p(Zn|Zn−1, Yn−tY ), ∀∗ ∈ B\{Zn−1, Yn−tY }. The pro-
gressive scheme stops and uses b2 = [Zn−1, Yn−tY ] as the final embedding vector. The
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MIME ratio gives
MIMEY→Z =
I(Zn;bY2 |bZ2 )
I(Zn;b2)
=
I(Zn;Yn−tY |Zn−1)
I(Zn;Yn−tY ,Zn−1)
=
I(Zn;Yn−tY |Zn−1)
I(Zn;Yn−tY |Zn−1)+I(Zn;Zn−1)
=
3
8
{log 4
3
}
3
8
{log 4
3
}+ 1
8
{log 27
16
} = 0.6226.
To calculate MIMEZ→X , we have future vector VF = [Xn], candidate embedding vector
B = [X(M)n ,Z
(M)
n ] and selected embedding vector b0 = ∅. In the first iterative cycle, the
mutual information rates between element ∗ in B and VF = [Xn] all vanish, i.e. I(Xn; ∗) =∑
p(Xn|∗)p(∗) log p(Xn|∗)p(Xn) = 0, ∀∗ ∈ B, in that p(Xn|∗) = p(Xn), ∀∗ ∈ B. Hence, the
progressive scheme stops and uses b0 = ∅ as the final embedding vector. The MIME ratio
gives
MIMEZ→X =
I(Xn; bZ0 |bX0 )
I(Xn; b0)
=
I(Xn; ∅|∅)
I(Xn; ∅) = 0.
To calculate MIMEZ→Y , we have future vector VF = [Yn], candidate embedding
vector B = [Y(M)n ,Z
(M)
n ] and selected embedding vector b0 = ∅. In the first iterative
cycle, the mutual information rates between element ∗ in B and VF = [Yn] all vanish, i.e.
I(Yn; ∗) =
∑
p(Yn|∗)p(∗) log p(Yn|∗)p(Yn) , ∀∗ ∈ B, because p(Yn|∗) = p(Yn), ∀∗ ∈ B. The
progressive scheme stops and uses b0 = ∅ as the final embedding vector. The MIME ratio
gives
MIMEZ→Y =
I(Yn; bZ0 |bY0 )
I(Yn; b0)
=
I(Yn; ∅|∅)
I(Yn; ∅) = 0.
The entire MIME results indicate causal directions from X → Y and Y → Z.
Calculation of PMIME
Here, we use time horizon T = 1 and maximum time lag Lmax = M = tX + tY for
PMIME. To calculate PMIMEX→Y and PMIMEZ→Y , we have future vector VF =
[Yn], candidate embedding vector B = [X(M)n ,Y
(M)
n ,Y
(M)
n ] and selected embedding vector
b0 = ∅. In the first iterative cycle, the mutual information rates between element ∗ in B and
VF = [Yn] can be expressed by I(Yn; ∗) =
∑
p(Yn|∗)p(∗) log p(Yn|∗)p(Yn) . It is non-vanishing
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iff ∗ = Yn−1, i.e.
I(Yn;Yn−1) =
∑
p(Yn|Yn−1)p(Yn−1) log p(Yn|Yn−1)
p(Yn)
=
1
8
log
27
16
,
all the other mutual information rates vanish, because p(Yn|∗) = p(Yn), ∀∗ ∈ B\{Yn−1}.
Hence, b1 = [Yn−1]. In the second iterative cycle, the conditional mutual information rates
I(Yn; ∗|Yn−1) = I(Yn; ∗, Yn−1)− I(Yn;Yn−1)
=
∑
p(Yn, ∗, Yn−1) log p(Yn|∗,Yn−1)p(Yn) −
∑
p(Yn;Yn−1) log
p(Yn|Yn−1)
p(Yn)
=
∑
p(Yn, ∗, Yn−1) log p(Yn|∗,Yn−1)p(Yn|Yn−1) .
is non-vanished iff ∗ = Xn−tX , i.e. I(Yn;Xn−tX |Yn−1) = 38 log 43 , otherwise the conditional
mutual information rates vanish, since p(Yn|∗, Yn−1) = p(Yn|Yn−1), ∀∗ ∈ B\{Xn−tX , Yn−1}.
Hence, b2 = [Xn−tX , Yn−1]. In the third iterative cycle, all the conditional mutual informa-
tion rates vanish
I(Yn; ∗|Xn−tX , Yn−1) = I(Yn; ∗, Xn−tX , Yn−1)− I(Yn;Xn−tX , Yn−1)
=
∑
p(Yn, ∗, Xn−tX , Yn−1) log p(Yn|∗,Xn−tX ,Yn−1)p(Yn|Xn−tX ,Yn−1) = 0,
because p(Yn|∗, Xn−tX , Yn−1) = p(Yn|Xn−tX , Yn−1), ∀∗ ∈ B\b2. The progressive scheme
stops and uses b2 = [Xn−tX , Yn−1] as the final embedding vector. The PMIME ratios are
PMIMEX→Y =
I(Yn;bX2 |bY,Z2 )
I(Yn;b2)
=
I(Yn;Xn−tX |Yn−1)
I(Yn;Xn−tX ,Yn−1)
=
I(Yn;Xn−tX |Yn−1)
I(Yn;Xn−tX |Yn−1)+I(Yn;Yn−1)
= 3 log(4/3)
3 log(4/3)+log(27/16)
= 0.6226,
PMIMEZ→Y =
I(Yn;bZ2 |bX,Y2 )
I(Yn;b2)
=
I(Yn;∅|Xn−tX ,Yn−1)
I(Yn;Xn−tX ,Yn−1)
=
I(Yn;Xn−tX ,Yn−1)−I(Yn;Xn−tX ,Yn−1)
I(Yn;Xn−tX ,Yn−1)
= 0.
To calculate PMIMEX→Z and PMIMEY→Z , we have future vector VF = [Zn],
candidate embedding vector B = [X(M)n ,Y
(M)
n ,Y
(M)
n ] and selected embedding vector b0 =
∅. In the first iterative cycle, the mutual information rates between element ∗ in B and VF =
[Zn] can be expressed by I(Zn; ∗) =
∑
p(Zn|∗)p(∗) log p(Zn|∗)p(Zn) . It is non-vanished iff
∗ = Zn−1, i.e. I(Zn;Zn−1) =
∑
p(Zn|Zn−1)p(Zn−1) log p(Zn|Zn−1)p(Zn) = 18 log 2716 , otherwise
the mutual information rates vanish, because p(Zn|∗) = p(Zn), ∀∗ ∈ B\{Zn−1}. Hence,
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b1 = [Zn−1]. In the second iterative cycle, the conditional mutual information rates
I(Zn; ∗|Zn−1) = I(Zn; ∗, Zn−1)− I(Zn;Zn−1) =
∑
p(Zn, ∗, Zn−1) log p(Zn|∗, Zn−1)
p(Zn|Zn−1)
is non-vanished iff ∗ = Yn−tY , i.e. I(Zn;Yn−tY |Zn−1) = 38 log 43 , all the other con-
ditional mutual information rates vanish, because p(Zn|∗, Zn−1) = p(Zn|Zn−1), ∀∗ ∈
B\{Yn−tX , Zn−1}. Hence, b2 = [Yn−tY , Zn−1]. In the third iterative cycle, all the con-
ditional mutual information rates vanish
I(Zn; ∗|Yn−tY , Zn−1) = I(Zn; ∗, Yn−tY , Zn−1)− I(Zn;Yn−tY , Zn−1) = 0,
because p(Zn|∗, Yn−tY , Zn−1) = p(Zn|Yn−tY , Zn−1), ∀∗ ∈ B\b2. The progressive scheme
stops and uses b2 = [Yn−tY , Zn−1] as the final embedding vector. The PMIME ratios then
give
PMIMEX→Z =
I(Zn;bX2 |bY,Z2 )
I(Zn;b2)
=
I(Zn;∅|Yn−tY ,Zn−1)
I(Zn;Yn−tY ,Zn−1)
=
I(Zn;Yn−tY ,Zn−1)−I(Zn;Yn−tY ,Zn−1)
I(Zn;Yn−tY ,Zn−1)
= 0,
PMIMEY→Z =
I(Zn;bY2 |bX,Z2 )
I(Zn;b2)
=
I(Zn;Yn−tY |Zn−1)
I(Zn;Yn−tY ,Zn−1)
=
I(Zn;Yn−tY |Zn−1)
I(Zn;Yn−tY |Zn−1)+I(Zn;Zn−1)
=
3
8
log 4
3
3
8
log 4
3
+ 1
8
log 27
16
= 0.6226.
To calculate PMIMEY→X and PMIMEZ→X , we have future vector VF = [Xn],
candidate embedding vector B = [X(M)n ,Y
(M)
n ,Y
(M)
n ] and selected embedding vector b0 =
∅. In the first iterative cycle, all the mutual information rates between element ∗ in B and
VF = [Xn] vanish, i.e. I(Xn; ∗) =
∑
p(Xn|∗)p(∗) log p(Xn|∗)p(Xn) = 0, since p(Xn|∗) =
p(Xn), ∀∗ ∈ B. The progressive scheme stops and uses b0 = ∅ as the final embedding
vector. The PMIME ratios give
PMIMEY→X =
I(Xn;bY0 |bX,Z0 )
I(Xn;b0)
= I(Xn;∅|∅)
I(Xn;∅) = 0,
PMIMEZ→X =
I(Xn;bZ0 |bX,Y0 )
I(Xn;b0)
= I(Xn;∅|∅)
I(Xn;∅) = 0.
The PMIME results indicate the correct direct causal directions: X → Y and Y → Z.
