In this paper, a multilayer perceptron guided encryption/decryption (STMLP) 
INTRODUCTION
In recent times wide ranges of techniques are developed to protect data and information from eavesdroppers [1, 2, 3, 4, 5, 6, 7, 8, 9] . Algorithms have their virtue and shortcomings. For Example in DES, AES algorithms [1] the cipher block length is nonflexible. In NSKTE [4] , NWSKE [5] , AGKNE [6] , ANNRPMS [7] and ANNRBLC [8] technique uses two neural network one for sender and another for receiver having one hidden layer for producing synchronized weight vector for key generation. Attacker can get an idea about sender and receiver's neural machine as session architecture of neural machine is static. In NNSKECC algorithm [9] any intermediate blocks throughout its cycle taken as the encrypted block and this number of iterations acts as secret key. Here, if n number of iterations are needed for cycle formation and if intermediate block is chosen as an encrypted block after n/2 th iteration then exactly same number of iterations i.e. n/2 are needed for decode the block which makes easier the attackers life. This paper proposed a multilayer perceptron guided encryption technique in wireless communication to overcome the problem.
The organization of this paper is as follows. Section 2 of the paper deals with the problem domain and methodology. Proposed Multilayer Perceptron based key generation has been discussed in section 3. Triangularization encryption technique is given in section 4. Triangularization decryption has been presented in section 5. Section 6 presents energy computation technique. Complexity analysis of the technique is given in section 7. Experimental results are described in section 8. Analysis of the results presented in section 9. Analysis regarding various aspects of the technique has been presented in section 10. Conclusions and future scope are drawn in section 11 and that of references at end.
PROBLEM DOMAIN AND METHODOLOGY
In security based communication the main problem is distribution of key between sender and receiver. As, during exchange of key over public channel intruders can intercept the key as a middleman. The problem has been addressed and a technique has been proposed addressing the issue. These are presented in section 2.1 and 2.2 respectively.
Man-In-The-Middle Attack
Intruders intercepting in the middle between sender and receiver try to capture all the information transmitting from both. Diffie-Hellman key exchange technique [1] suffers from this type of problems. Intruders can act as sender/ receiver simultaneously and try to steal secret session key at the time of exchanging key via public channel.
Methodology
Well known problem of man in the middle attack has been addressed in STMLP where secret session key is not exchanged over public insecure channel. At end of synchronization both parties' generates identical weight vectors and activated hidden layer outputs for both the parties become identical. This identical output of hidden layer for both parties are used as one time secret session key for secured data exchange.
The basic idea here is to design such a program with effective GUI which helps people to understand the underlying calculations. In this case this would be the Tree Parity Machine and the various encryption and decryption techniques. First we need to figure out what are main functions of our system. Since we are going to work on various Neural network structures we need a menu to choose from. Again after that, two different Neural network need mutual synchronization and associated statistical data like type of network and total time required to synchronize mutually. Then at the end we need a menu to choose various encryption and decryption techniques and statistical modules to compute probable power consumption by the network. So we need various menus / forms to cater our need of various functions within their scope. So the schematic view looks like the figure 1. 
3.MULTILAYER PERCEPTRON BASED SESSION KEY GENERATION
A multilayer perceptron synaptic simulated weight based undisclosed key generation is carried out between recipient and sender. Figure 2 shows multilayer perceptron based synaptic simulation system. Same single hidden layer among multiple hidden layers for a particular session. All other hidden layers goes in deactivated mode with the incoming input. The key generation technique with analysis using random number of nodes (neurons) along with the corresponding algorithm is discussed in the subsections 3.1 to 3.5. 
Simulation
Input:-Random weights, input vectors for both multilayer perceptrons. Output:-Secret key through synchronization of input and output neurons as vectors.
Method:-Random vectors generated, fed into the networks. Vectors are updated only when output of machines produce identical output . The process continue till both machines are fully synchronized.
Step 
Step 2. Repeat step 3 to 6 until the full synchronization is achieved, using Hebbian-learning rules.
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Step 3. Generate random input vector X. Inputs are generated by a third party or one of the communicating parties. 
Step 5. Compute the value of the output neuron using
Compare Update the weights only if the final output values of the perceptron are equivalent. When synchronization is finally achieved, the synaptic weights are identical for both the system. , the weights are not changed. Otherwise learning rules suitable for synchronization is applied. In the case of the Hebbian learning rule [10] both neural networks learn from each other.
The learning rules used for synchronizing multilayer perceptron share a common structure. That is why they can be described by a single (eq. 4)
with a function ( )
, which can take the values -1, 0, or +1. In the case of bidirectional interaction it is given by
The common part ( ) ( )
controls, when the weight vector of a hidden unit is adjusted. Because it is responsible for the occurrence of attractive and repulsive steps [6] .
Weight Distribution within Multilayer Perceptron
In case of the Hebbian rule (eq. 8), A's and B's multilayer perceptron learn their own output. Therefore the direction in which the weight ( ) (14) But if N is finite, the probability distribution itself depends on the order parameter i Q Therefore its expectation value is given by the solution of the following equation:
Order Parameters
In order to describe the correlations between two multilayer perceptron caused by the synchronization process, one can look at the probability distribution of the weight values in each hidden unit. It is given by (2L + 1) variables.
( )
which are defined as the probability to find a weight with [12] .
The level of synchronization is given by the normalized overlap between two corresponding hidden units as 
Secret Session Key
At end of full weight synchronization process, weight vectors between input layer and activated hidden layer of both multilayer perceptron systems become identical. Activated hidden layer's output of source multilayer perceptron is used to construct the secret session key. This session key is not get transmitted over public channel because receiver multilayer perceptron has same identical activated hidden layer's output. Identical weight vector derived from synaptic link between input and activated hidden layer of both multilayer perceptron can also becomes secret session key for a particular session after full weight synchronization is achieved.
ENCRYPTION
For encryption a triangular based technique has been described. During plain text encryption, in the first phase consider a block S = s nd one is one bit less than that of the sub-stream wherefrom it was generated; and finally the size of the final sub-stream in the process is one bit less than the final intermediate sub-stream. Table 1 and figure 3 show the process. Table 1 Options for choosing Target Table 1describes different options for choosing target block from triangle. This option is generated by modulo 4 division of the value of output neuron then adding 1. Then take the binary version of the decimal no. Each block size is represented by 5 bits and 3 bits are used to denoting the option no. for that block. So, total 8 bits are used to describe a single block length and option chosen. For multiple blocks several 8bits are attached together preceded by first 8 bits (2 8 = 256 blocks can be formed in one session) to describe total no. of block to forms intermediate sub key. Maximum length of this sub key will be (256 blocks X 8 bits per block) 2048 bits. This sub key is padded in the front of the encrypted text. Then the multilayer perceptron generated synchronized one time session key is repeatedly xored with the intermediate traingularized cipher text by considering same key & traingularized cipher text length. This mechanism is performed until all the blocks get exhausted.
DECRYPTION
During decryption, the receiver's multilayer perceptron generated synchronized one time session key is xored with the cipher text. The technique of performing xoring is same that was in encryption process. Finally from the outcomes intermediate encrypted block (E) and sub key block is extracted and now key is use to decipher the E to get the source stream. To ease the explanation of decryption technique, let us consider, e , i.e., the block constructed by taking all the MSBs of the blocks starting from the finally generated single-bit block E n-1 to E, are to be taken together and it is to be considered as the decrypted block. Figure 4 show the triangle generated and hence the decrypted block obtained. 
ENERGY VARIABILITY
The proposed schemes have a good potential of energy variability which can be incorporated and may be adopted on the fly during transmission. We know that energy required for a blue tooth communication is less than that of a WiFi communication. This variability of energy can be incorporated into the encryption system through incorporating variable number of hidden layers and input neurons. Table 2 shows the proposed network sizes for various types of wireless networks. 
COMPLEXITY ANALYSIS
The complexity of the technique will be O(L), can be computed using following three steps.
Step 1.
To generate a MLP guided key of length N needs O(N) Computational steps. The average synchronization time is almost independent of the size N of the networks, at least up to N=1000.Asymptotically one expects an increase like O (log N).
Step 2.
Complexity of the encryption technique is O(L).
Step 2. 1.
Triangularization encryption process takes O(L).
Step 2. 2.
MLP based encryption technique takes O(L) amount of time.
Step 3.
Complexity of the decryption technique is O(L).
Step 3. 1.
In MLP based decryption technique, complexity to convert final cipher text into Tra cipher text T takes O(L).
Step 3. 2. So, overall time complexity of the entire technique is O(L).
Transformation of cipher text T into the corresponding stream of bits S

RESULTS
In this section the results of implementation of the proposed STMLP technique has been presented in terms of encryption decryption time, Chi-Square test, source file size vs. encryption time along with source file size vs. encrypted file size. The results are also compared with existing RSA [1] technique, existing ANNRBLC [8] and NNSKECC [9] . Table 3 shows encryption and decryption time with respect to the source and encrypted size respectively. It is also observed the alternation of the size on encryption.
In figure 5 stream size is represented along X axis and encryption/decryption time is represented along Y-axis. This graph is not linear, because of different time requirement for finding appropriate MLP key. It is observed that the decryption time is almost linear, because there is no MLP key generation process during decryption. Table 4 shows Chi-Square value for different source stream size after applying different encryption algorithms. It is seen that the Chi-Square value of STMLP is better compared to the algorithm ANNRBLC [8] and comparable to the Chi-Square value of the RSA algorithm. Table 6 shows total number of iteration needed and number of data being transferred for MLP key generation process with different numbers of input(N) and activated hidden(H) neurons and varying synaptic depth(L). Table 5 . Data Exchanged Following figure 7. Shows the snapshot of MLP key simulation process. This snapshot shows the tunning process of two multilayer perceptron with 4 hidden neurons, 4 input neurons and 6 as a weight value with hebbian learning rule. Figure 9 shows the memory heap representation of the key generation technique. The violet color area represents the memory that has alreay been allocated. Another color represents the total available memory. Memory Map for whole application Figure 10 shows the memory allocation gantt chart during key generation process. Memory Gantt Chart
ANALYSIS
From results obtained it is clear that the technique will achieve optimal performances. Encryption time and decryption time varies almost linearly with respect to the block size. For the algorithm presented, Chi-Square value is very high compared to some existing algorithms. A user input key has to transmit over the public channel all the way to the receiver for performing the decryption procedure. So there is a likelihood of attack at the time of key exchange. To defeat this insecure secret key generation technique a neural network based secret key generation technique has been devised. The security issue of existing algorithm can be improved by using MLP secret session key generation technique. In this case, the two partners A and B do not have to share a common secret but use their indistinguishable weights or output of activated hidden layer as a secret key needed for encryption. The fundamental conception of MLP based key exchange protocol focuses mostly on two key attributes of MLP. Firstly, two nodes coupled over a public channel will synchronize even though each individual network exhibits disorganized behaviour. Secondly, an outside network, even if identical to the two communicating networks, will find it exceptionally difficult to synchronize with those parties, those parties are communicating over a public network. An attacker E who knows all the particulars of the algorithm and records through this channel finds it thorny to synchronize with the parties, and hence to calculate the common secret key. Synchronization by mutual learning (A and B) is much quicker than learning by listening (E) [10] . For usual cryptographic systems, we can improve the safety of the protocol by increasing of the key length. In the case of MLP, we improved it by increasing the synaptic depth L of the neural networks. For a brute force attack using K hidden neurons, K*N input neurons and boundary of weights L, gives (2L+1)KN possibilities. For example, the configuration K = 3, L = 3 and N = 100 gives us 3*10253 key possibilities, making the attack unfeasible with today's computer power. E could start from all of the (2L+1)3N initial weight vectors and calculate the ones which are consistent with the input/output sequence. It has been shown, that all of these initial states move towards the same final weight vector, the key is unique. This is not true for simple perceptron the most unbeaten cryptanalysis has two supplementary ingredients first; a group of attacker is used. Second, E makes extra training steps when A and B are quiet [10] - [12] . So increasing synaptic depth L of the MLP we can make our MLP safe.
SECURITY ISSUE
The main difference between the partners and the attacker in MLP is that A and B are able to influence each other by communicating their output bits
while E can only listen to these messages. Of course, A and B use their advantage to select suitable input vectors for adjusting the weights which finally leads to different synchronization times for partners and attackers. However, there are more effects, which show that the two-way communication between A and B makes attacking the MLP protocol more difficult than simple learning of examples. These confirm that the security of MLP key generation is based on the bidirectional interaction of the partners. Each partener uses a seperate, but identical pseudo random number generator. As these devices are initialized with a secret seed state shared by A and B. They produce exactly the same sequence of input bits. Whereas attacker does not know this secret seed state. By increasing synaptic depth average synchronize time will be increased by polynomial time. But success probability of attacker will be drop exponentially Synchonization by mutual learning is much faster than learning by adopting to example generated by other network. Unidirectional learning and bidirectional synchronization. As E can't influence A and B at the time they stop transmit due to synchrnization. Only one weight get changed where, = T. So, difficult to find weight for attacker to know the actual weight without knowing internal representation it has to guess.
FUTURE SCOPE & CONCLUSION
This paper presented a novel approach for generation of secret key proposed algorithm using MLP simulation. This technique enhances the security features of the key exchange algorithm by increasing of the synaptic depth L of the MLP. Here two partners A and B do not have to exchange a common secret key over a public channel but use their indistinguishable weights or outputs of the activated hidden layer as a secret key needed for encryption or decryption. So likelihood of attack proposed technique is much lesser than the simple key exchange algorithm.
Future scope of this technique is that this MLP model can be used in wireless communication. Some evolutionary algorithm can be incorporated with this MLP model to get well distributed weight vector.
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