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We study a Bose-Hubbard model having on-site repulsion, nearest-neighbor tunneling, and ferro-
magneticlike coupling between occupation parities of nearest-neighbor sites. For a uniform system in
any dimension at zero tunneling, we obtain an exact phase diagram characterized by Mott-insulator
(MI) and pair liquid phases and regions of phase separation of two MIs. For a general trapped
system in one and two dimensions with finite tunneling, we perform quantum Monte Carlo and
Gutzwiller mean-field calculations, both of which show the evolution of the system, as the parity
coupling increases, from a superfluid to wedding-cake-structure MIs with their occupations jumping
by 2. We also identify an exotic pair superfluid at relatively large tunneling strength. Our model
ought to effectively describe recent findings in imbalanced Fermi gases in two-dimensional optical
lattices and also potentially apply to an anisotropic version of bilinear-biquadratic spin systems.
PACS numbers: 67.85.Hj, 67.85.Lm, 05.30.Rt, 75.10.Jm
I. INTRODUCTION
Since half a century ago, the Hubbard model has
been widely studied as a simple model accounting
for several nontrivial phenomena in electronic systems,
such as the Mott insulator, (anti)ferromagnetism, and
novel superconductivity.1–5 Its bosonic version, the Bose-
Hubbard (BH) model, has been appreciably investigated
for more than two decades.6,7 The BH model not only
aptly describes the many-body behavior of bosons in
lattices, but also serves as a good and simple example
for understanding how competition between two com-
mon mechanisms, localization and itineracy, can drive
matter toward extremely different phases, namely Mott-
insulator (MI) or superfluid. The MI phase, character-
ized by commensurate occupations, gapped excitations
and incompressibility, undergoes a transition to a su-
perfluid, characterized by Bose-Einstein condensation,
gapless excitations and finite compressibility, as the ra-
tio of tunneling to interaction energy increases beyond
a density-dependent critical value. Differently from the
fermionic case, the bosonic nature allows the BH phase
diagram of multiple MI regions for all possible integer
occupations, surrounded by the superfluid region. Var-
ious realizations of the BH model have been early sug-
gested in granular systems with an embedded condensate,
such as a Josephson junction array8,9 or liquid helium in
porous media,10,11 and later in lattice bosons, such as
bosonic atoms in optical lattices12 or exciton-polaritons
in an array of microcavities.13–16 Recent achievements
in cold-atom experiments have successfully created inho-
mogeneous BH systems and realized the MI-superfluid
transition17 as well as a spatially separated structure of
multiple MIs.18 These multiple applications have stimu-
lated a broad interest in the BH physics and lead to an
active study of a great variety of BH models.19–23
Recently, a theoretical investigation we carried out on
imbalanced fermionic superfluids in a two-dimensional
(2D) array of coupled tubes24 [a setup which has been
experimentally realized25 in the search for the elusive
Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state26–29] has
shown an exotic compressible-incompressible quantum
phase transition of the tube occupation of unpaired ma-
jority fermions (UMFs) in the system. The phase dia-
gram obtained from the microscopic model of fermions
exhibits similarities and contrasts to the structure as a
BH phase diagram. On the one hand there is a phase
with well defined UMF occupation numbers in each tube.
On the other hand, the occupations of the incompressible
(MI) regions are either all even or all odd. The similar-
ities reflect the competition between the ontube energy
and cross-tube kinetics of the UMFs and hence suggests
an effective description of the (projected) system by a
2D BH model, while the contrasts suggest the need for
an additional term in the effective model that “orients”
the occupation parities (see Sec. II below for a detailed
discussion).
Motivated by this previous work, we study an extended
BH model having a ferromagneticlike coupling between
occupation parities of nearest-neighbor sites. This pro-
posed coupling can be pictured as domain-wall energies
between nearest-neighbor sites of opposite occupation
parities, reminiscent of local magnetization kinks in the
ferromagnetic Ising model,7 resulting in a ground state
that favors all the sites having the same occupation par-
ity. The parity coupling shows interesting interplays with
the other two original BH ingredients, single-particle tun-
neling and onsite repulsion. First, it is antagonistic to-
ward the single-particle tunneling process, during which
two involved neighbor sites flip the parity and form do-
main walls between themselves and the surrounding sites
[see illustration in Figs. 1(a) and 1(b)]. Second, it is
different from the onsite repulsion in that it drives the
system to accept additional doping as pairs rather than
single particles, to avoid the domain wall energy, while
the onsite repulsion does the opposite as a way to reduce
the interaction energy [see Fig. 1(c) and 1(d)]. In this
paper, we analyze the system and characterize the ef-
fects of the occupation-parity coupling. We will suggest
two possible experimental realizations for exploring the
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FIG. 1. (Color online) Illustration of the energetic competi-
tion between particle tunneling t, interaction U , and parity
coupling V of the system. (a) A reference state of each site
occupied by n particles. (b) After a single particle tunneling,
the change in number of two neighbor sites alters the inter-
action energy by O(U), while the change in parity of them
results in a domain-wall formation (dashed curve) of energy
cost O(V ). (c) At small V/U , two doping particles tend to
occupy different sites, minimizing the interaction energy. (d)
At large V/U , the two occupy the same site as a pair doping,
avoiding the domain-wall energy.
model in cold atomic and condensed matter systems. We
shall find a rich phase diagram for the uniform case in the
zero-tunneling limit, reflecting different doping prefer-
ences driven by the parity coupling and onsite repulsion.
For the finite-tunneling case, we apply two commonly
used treatments, quantum Monte Carlo30–33 (QMC) and
Gutzwiller mean-field34 (GMF) methods, on trapped sys-
tems, thus successfully describing the state of the system
as the parity coupling increases for finite tunneling. In
the large-tunneling regime, we identify an exotic pair su-
perfluid state, which emerges with a different mechanism
from previously studied ones.35–41
The paper outline is as follows. In Sec. II, we intro-
duce the model Hamiltonian and discuss its possible re-
alizations by studying its emergence in imbalance Fermi
gases as well as in spin systems. In Sec. III, we perform
a detailed analysis of the competition between the parity
coupling and the onsite repulsion, and obtain an exact
phase diagram in the zero-tunneling plane. In Sec. IV,
we present results from QMC and GMF calculations that
show the evolution of a trapped system and the emer-
gence of the pair superfluid. Finally, we summarize our
work in Sec. V.
II. MODEL
The extended BH model with occupation-parity cou-
plings between nearest-neighbor sites is described by the
Hamiltonian
H =
∑
〈ij〉
−t(bˆ†i bˆj + H.c.)−
V
2
(PˆiPˆj − 1)
+
∑
i
U
2
nˆi(nˆi − 1)− µinˆi, (1)
where bˆi is a bosonic operator on site i, nˆi = bˆ
†
i bˆi is the
number operator, Pˆi = (−1)nˆi is the number-parity oper-
ator, µi is the local chemical potential and 〈ij〉 denotes a
pair of neighboring sites. The non-negative parameters t,
V , and U give the strength of nearest-neighbor tunneling,
ferromagnetic-like nearest-neighbor parity coupling and
onsite repulsion, respectively. Each pair of them show a
competition that is reflected in the ground state of the
system. At V = 0, the Hamiltonian returns to the origi-
nal BH one, in which the domination of itineracy (large
t/U) or localization (large U/t) results in a superfluid
or MI, respectively. The presence of V terms can be re-
garded as an energy cost of domain walls between two
neighboring sites with different number parities. From
this point of view, the competition between t and V can
be described by the picture that a single-particle tunnel-
ing changes the parities of two sites and hence pays an
energy cost of creating a domain wall surrounding them
[see Figs. 1(a) and 1(b)]. Therefore, when V dominates,
the system favors the minimization of the total number
of domain walls, that is, to have all sites with the same
occupation parity. The interplay between U and V yields
a rich phase diagram, which will be discussed in detail
in Sec. III. Here, we now turn to discuss two possible
realizations of our model.
First, a recent study in Ref. [24] has suggested that
the mechanism in the Hamiltonian of Eq. (1) accounts
for an exotic quantum phase transition in imbalanced
fermionic superfluids in optical lattices. The system has
the geometry of a 2D array composed of one-dimensional
(1D) tubes that has been realized in experiments.25,42,43
In such a system it is the behavior of spin imbalance per
tube, or the fillings of UMFs, that undergoes a transi-
tion from a compressible state (UMF move easily across
tubes) to a MI (UMFs are localized on each tube), yield-
ing a similar phase diagram to the regular BH one except
the filling numbers of the MI phases are either all even
or all odd while they can be any integer in the regular
case. Regarding the projection of this anisotropic three-
dimensional fermionic system to an effective 2D lattice
model described by Eq. (1), we find the tunneling t and
on-site interaction U as a result from the interplay of the
lattice geometry, on-tube interaction, and on-tube pair-
ing order. The occupation-parity coupling V comes from
the domain-wall energy between two neighboring tubes
having different spatial parities of the oscillatory super-
conducting order parameter, which is directly related to
the occupation parity of UMFs. In the Appendix , we
present a detailed derivation showing how the physics of
UMFs is effectively described by Eq. (1), by starting from
the original Hamiltonian of the fermionic superfluid sys-
tem. We remark that the parameter regimes discussed in
Ref. [24] are for the large V limit. However, the high tun-
ability of lattice geometry and interatomic interaction in
this cold atomic system could enable the exploration of
sufficiently wide parameter regimes of our model Hamil-
tonian.
Second, the regular BH model can be mapped to a
3spin-1 (Sˆ) system around the tip of the Mott insulator
lobe in the large-occupation limit, in which a three-state
truncation applies on each site.44 For our model, the oc-
cupation parity coupling terms are mapped to spin cou-
plings of the Ising-type with quadratic and biquadratic
forms. Taking the truncation basis of integer occupation
states |n〉 and |n± 1〉, we perform the mapping bˆ† →√
nSˆ+, nˆ→ n+ Sˆz as well as Pˆ → (−1)n[1− 2(Sˆz)2] on
Eq. (1) and obtain a spin Hamiltonian,
HS =
∑
〈ij〉
−J1
(
Sˆxi Sˆ
x
j + Sˆ
y
i Sˆ
y
j
)
− J2
(
Sˆzi
)2(
Sˆzj
)2
+
∑
i
D
(
Sˆzi
)2
+ hiSˆ
z
i , (2)
up to a constant offset. Here J1 = 2nt, J2 = 2V ,
D = ZV + U/2 with Z being the coordination number
and hi = (n−1/2)U−µi. One immediately sees the com-
petitions in Eq. (2): the bilinear coupling J1 aligns spins
in the x-y plane, the biquadratic coupling J2 drives spins
to Sz = ±1 states, the non-linear Zeeman coupling D
drives them to Sz = 0 state, and the local magnetic field
hi aligns them in the z direction. The first line in Eq. (2)
can be regarded as an anisotropic version of standard
bilinear-biquadratic spin models,45–51 whose experimen-
tal realization has been discussed in condensed matter52
and cold atomic gases.53,54 The second line commonly
appears in nonlinear spin systems.55–57 A recent study
on fermionic dipolar gases58 also found a route toward
the creation of an anisotropic spin system, as a variant
of Eq. (2). Due to the connection between the two mod-
els, the realization of the spin system could provide an
alternative approach for examining a variant of our model
bosonic system, and vice versa.
III. PHASE DIAGRAM AT t = 0
In this section we discuss the competition between
the onsite interaction U and the parity coupling V
through additional doping of a uniform system in the
zero-tunneling regime. We derive exact energy function-
als in any dimension for each competing phase and obtain
the ground-state phase diagram marking their relatively
energetically favorable regions.
At t = 0, the ground state is a product of each single-
site state with integer occupation ni on site i. The con-
figuration of {ni} is obtained by minimizing the system’s
energy. At integer fillings n, we have a MI with all ni = n
[Fig. 1(a)], independent of the ratio V/U . Now consider-
ing the doping of two additional particles in the system, if
U dominates (small V/U), we expect that the two parti-
cles will occupy different sites to avoid higher interaction
energy [Fig. 1(c)]. Such two sites with n+ 1 occupation
can be arbitrary ones at V = 0 and should bind together
as neighbors at V > 0 due to the domain-wall effect.
For more than two particles added, they similarly tend
to singly dope sites that randomly spread if V = 0 or
cluster if V > 0. We call the former case a single-particle
doped liquid (SL) and the latter a phase separation of
two MIs (PS). If V dominates (large V/U), to avoid the
domain wall energies, the two doping particles tend to
occupy the same site producing pair doping [Fig. 1(d)],
thus keeping the parity of all sites unchanged. More than
two particles will doubly dope in the same way, up to one
doping pair per site due to the interaction effects. We call
such state a pair-doped liquid (PL). Similarly, when par-
ticles are taken out of the system (in analogy to the hole
doping in fermionic systems), they leave as single parti-
cles at large U and as onsite pairs at large V . Below we
calculate the phase boundary between PS and PL in a
homogeneous system.
In the case of doping M± particles (holes) in a d-
dimensional uniform system of Ld sites with integer filling
n (M± is taken even and M ≤ Ld/2), the PS state has
M± sites of n ± 1 filling, L −M± sites of n filling and
NDW domain-wall links, while the PL state has M±/2
sites of n ± 2 filling, L −M±/2 sites of n filling, and no
domain walls. The energies of the PS and PL states can
thus be written as
EPS(n,M±) = M±EU (n± 1)
+(Ld −M±)EU (n) +NDWV, (3)
and
EPL(n,M±) =
M±
2
EU (n± 2)
+
(
Ld − M±
2
)
EU (n), (4)
respectively, where EU (n) = Un(n − 1)/2 is the onsite
interaction energy. We let EPS = EPL to obtain a critical
ratio (V/U)c that the separates PS and PL states,(
V
U
)
c
=
M±
2NDW
. (5)
Given periodic boundary conditions for the system, the
doped domain favors a spherical shape to minimize the
surface area or the number of domain-wall links, so we
have M± = τdRd and NDW = sdRd−1, where R is the
domain radius and τd (sd) is the volume (surface area) of
a d-dimensional unit sphere. Substituting these relations
in Eq. (5) and rewriting the doping in terms of a rescaled
coupling V˜ = V/(UL) and the average filling n¯ such that
M± = |n¯− n|Ld, we obtain
V˜c = Ad|n¯− n|1/d, (6)
where Ad = (τd)
(1−1/d)/(2sd). Equation (6) for n¯− n <
1/2 (respectively, −1/2 < n¯ − n) describes the PS-PL
transition due to particle (hole) doping on the n-filling
MI; except for 0 < n¯ < 1 when there is no PL that is hole
doped from the n = 1 MI, so the phases are determined
only by particle doping on the vacuum state, where V˜c =
Adn¯
1/d.
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FIG. 2. (Color online) Schematic phase diagram combining
V = 0 and t = 0 cases. Here t˜ = t/U and V˜ = V/UL
with Ld being the volume of the system (in d dimensions).
In the V = 0 plane, the system is a Mott insulator (MI,
solid section line) at integer fillings and t˜ ≤ t˜∗(d, n) or is a
superfluid (SF) otherwise. In the t = 0 plane, the system is
MI (solid line) at integer fillings and any V . At any fractional
filling and finite V , the system is phase separated into two
MIs (PS), or is a pair-doped liquid (PL), distinguished by the
critical relation in Eq. (6) [dashed (dotted) curve in two (one)
dimensions]. In the PL regime at 1 ≤ n < n¯ < n+1, the half-
integer fillings (dash-dotted curve) separate two types of PL
of different parities, PL(n, n+ 2) as well as PL(n+ 1, n− 1),
and meet the PS lobe at a “triple point” V˜ ∗(d) (see text for
more details). In the n¯ axis, the fractional-filling region is a
single-particle doped liquid (SL).
Figure 2 shows a combined phase diagram of the V = 0
(n¯–t˜ plane, where t˜ = t/U) and t = 0 (n¯–V˜ plane) cases
in one and two dimensions. At V = 0, the system turns
to the original BH model: the ground state is a MI (solid
section lines) at integer fillings and t˜ below a critical value
t˜∗ or is a superfluid (SF) at any fractional filling. Here t˜∗
monotonically increases with dimension d and decreases
with filling n. At t = 0, the integer fillings are always
MIs (the solid lines extend to V → ∞), while at frac-
tional fillings there are lobelike PS regions (having n and
n + 1 MIs spatially separated given n < n¯ < n + 1) at
small V˜ , and PL regions outside the lobes. In the PL
case, when n¯ > 1 and goes across half integers (dash-
dotted line), the ground state suddenly switches to an-
other subspace of opposite parity and occupations, from
a PL being particle doped from the n-filling MI to one
being hole doped from the (n+ 1)-filling MI [denoted as
PL(n,n+2) and PL(n+1,n−1), respectively]. (This con-
tinuity in density but discontinuity in parity could invali-
date the local-density approximation, which is commonly
used to profile a trapped system from the uniform phase
diagram.59) Such parity boundary meets the tip of the PS
lobes at a triple point V˜ ∗ = Ad2−1/d, which is a function
of dimension but independent of filling. At n¯ < 1, there
is no such triple point due to the lack of hole-doped PL
from the n = 1 MI. The PL here is always of even parity
[PL(0,2)].
The scaling V˜ = V/(UL) indicates that the PL will
eventually disappear in the limit of L→∞, except in the
free case (U = 0) when it is the PS state instead of the PL
one that disappears. On the other hand, the PL phase is
always allowed in a finite-sized or a trapped system and
will exist at the interphase between different MI plateaus
as will be discussed below. In addition, the rich structure
in the n¯–V˜ diagram implies a nontrivial interplay when
all t, U and V are non-zero. In Sec. IV, we numerically
study and present results for a general trapped system
using quantum Monte Carlo and Gutzwiller mean-field
methods.
IV. NUMERICAL SIMULATIONS (t 6= 0)
In this section we apply two commonly used methods
to do calculations for a trapped system (a natural setup
in cold-atom experiments), at various values of the parity
coupling in one and two dimensions. In a harmonic trap,
the system has a local chemical potential of the form
µi = µ0 − K
2
r2i , (7)
where µ0 is the global chemical potential, K is the trap’s
curvature, and ri is the position of site i from the trap
center.
First, we use the quantum Monte Carlo (QMC)
method and, in particular, the stochastic series expan-
sion (SSE) algorithm,30–33 which has been successfully
applied on a variety of BH model studies.60 We plot
the density profile ρ = 〈nˆ〉 from the trap center in 1D
lattices [Fig. 3(a)] and that along the diagonal of 2D
square lattices [Fig. 3(b)] at a given t that makes the
system a superfluid when V = 0. In the original BH case
(V = 0), the superfluid’s density profile monotonically
and smoothly decreases to zero from the center to the
edge (solid curve), matching the shape of the trap. In
both the 1D and 2D cases, with an increase in V , the
system first develops small MI plateaus at lower integer
fillings ρ = 1, 2 (dashed curves), and then the ρ = 1
one disappears while the ρ = 2 one expands, as well as
higher integer plateaus ρ = 3, 4 develop (dotted curve).
Finally only the even-integer MI plateaus ρ = 2, 4 survive
at large V (dot-dashed curve). The first development of
the integer plateaus is because a local domain with in-
teger occupation costs less parity energy than that with
fractional one, while the later survival of only the even
plateaus is attributable to a boundary behavior, mini-
mizing the interphase energy between plateaus, plus the
fact that the density always decreases to zero (even par-
ity) at the edge of the system. We notice that the 2D
profile exhibits a rotational symmetry, so at large V it
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FIG. 3. (Color online) Density profiles ρ obtained from the
quantum Monte Carlo (QMC) method at various V . (a) One-
dimensional (1D) profiles from the trap center to the edge, at
V/U = 0, 0.5, 1, and 2. The model parameters are t/U = 0.2,
µ0/U = 3.5, K/U = 0.0075/a
2, where a is the lattice spacing,
and the temperature T/U = 0.002. (b) Two-dimensional (2D)
profiles along the diagonal of a square lattice, from the trap
center to the edge at V/U = 0, 0.5, 1.2, and 1.4. The model
parameters are t/U = 0.1, µ0/U = 3.5, K/U = 0.0066/a
2,
and T/U = 0.002. In both panels the data are presented in
solid, dashed, dotted, and dot-dashed curves respectively for
increasing V .
does look like a “wedding cake” but with the adjacent
MI plateaus differing by two units.
To compare with the QMC results, we use a Gutzwiller
mean-field (GMF) method34 that has also been widely
applied to a variety of lattice-boson systems.61 The key
assumption of the GMF method is to treat the ground
state of the system as a variational product of all single-
site states,
∣∣ψGMFg 〉 = ∏
i
 nm∑
n=0
fi,n
(
b†i
)n
√
n!
 |vac〉 , (8)
where nm is the upper bound of site occupation, fi,n
is the amplitude of n occupation on site i, and |vac〉 de-
notes the vacuum state. We obtain the solutions of {fi,n}
by minimizing the energy functional
〈
ψGMFg
∣∣H ∣∣ψGMFg 〉,
subject to the normalization constraint
nm∑
n=0
|fi,n|2 = 1.
Here nm is chosen large enough such that we observe con-
vergence of the lowest energy state within the Gutzwiller
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FIG. 4. (Color online) Density profiles obtained from the
Gutzwiller mean-field (GMF) method. (a) 1D profiles at
V/U = 0, 1, 2, and 3. (b) 2D diagonal profiles at V/U = 0,
0.2, 0.6, and 1. Data are presented in the same convention as
in Fig. 3 and the model parameters are also the same except
for T = 0.
assumption. Figures 4(a) and 4(b) show 1D and 2D den-
sity profiles obtained from GMF, respectively. We see
the same four-stage evolution from the superfluid to the
wedding-cake structure of even-occupation MIs, qualita-
tively in agreement with the QMC results.
In addition, we investigate a 2D case with larger t, in
which the system is always a superfluid (〈bˆ〉 6= 0 every-
where as long as ρ 6= 0) in a range of V of interest. We
find that with the increase in V , the outer superfluid shell
develops a strong parity preference, 〈Pˆ 〉 → ±1, while the
inner superfluid core remains the same state (|〈Pˆ 〉|  1)
as in the V = 0 case. This parity preference indicates
a pair-doped nature analogous to the PL state in the
t→ 0 limit (discussed in Sec. III), while the concurrence
of the superfluid order suggests the itineracy of particles
as pairs, reminiscent of pair superfluids in multi-species
lattice bosons35–37 or dimer superfluids in BH systems
with attractive interactions.38–41 We identify such pair-
superfluid state by a combined order parameter,
ψP = |〈bˆ〉|2〈Pˆ 〉. (9)
Notice that the sign of ψP tells the pair superfluid’s parity
being even (+) or odd (−).
In Fig. 5 we plot profiles of ψP [5(a)] and ρ [5(b)] ob-
tained from GMF calculations at a set of increasing V
values and t five times larger than that in Fig. 4(b). At
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FIG. 5. (Color online) (a) Pair-superfluid order ψP and (b)
the corresponding density profile along the diagonal in 2D
trapped lattices at V/U = 0, 1, 2, and 3 (solid, dashed, dotted,
and dot-dashed curves respectively). Data are obtained using
GMF with the model parameters being t/U = 0.5, µ0/U =
2.5, K/U = 0.0066/a2, and T = 0.
V = 0, ψP shows no parity preference in the central
region, due to a smooth occupation distribution |fn|2,
and slowly alternates between positive (even) and nega-
tive (odd) when the density becomes dilute near the edge
(because the occupation amplitudes {fi,n} are asymmet-
rically distributed in n, with a natural cutoff by n = 0).
As V increases, ψP develops a strong preference of even
parity in the outer shell region (pair superfluid), leaving
the inner core still parity undefined (regular superfluid).
We see that the density of the outer shell drops much
faster when it becomes a pair superfluid, indicating that
the pair superfluid has higher compressibility (∂ρ/∂µ)
than the regular superfluid. We point out that the pair
superfluid here results from the co-tunneling of two par-
ticles to avoid the flipping of site’s occupation parities.
The mechanism is different from the pair superfluids in
other systems,35–41 in which two particles are directly
bound by attractive interactions.
V. CONCLUSION
In this paper, we studied an extended Bose-Hubbard
model incorporating a ferromagneticlike coupling be-
tween the nearest-neighbor site-occupation parities. This
parity coupling generates domain-wall energies that com-
pete with the single-particle tunneling and favors pair
doping rather than the single-particle one that is fa-
vored instead by the on-site repulsion. The interplay
between the parity coupling and on-site repulsion leads
to a rich phase diagram of a uniform system at zero tun-
neling, characterized by (1) Mott-insulator (MI) phases
at each commensurate filling and (2) phase separation of
two MIs when the on-site interaction dominates or (3)
pair-liquid phases when the parity coupling dominates
at incommensurate fillings. In the finite-tunneling inho-
mogeneous case, we have obtained both quantum Monte
Carlo and Gutzwiller mean-field results that agreeably
show an evolution of a trapped system from a superfluid
to a wedding-cake-structure of MIs with the same parity
(or the occupation jumping by 2), as the parity coupling
increases. In a relatively large tunneling and large-parity
coupling regime, the trapped system exhibits a structure
with the inner bulk being a single-particle superfluid as
usual and the outer shell being an exotic pair superfluid.
Considering the realization of our model, we have
shown that it effectively describes the behavior of the
UMFs in a system of imbalanced fermionic superfluids
in 2D optical lattices of tubes, which has been realized25
and is being studied in ongoing experiments.62 The tran-
sition between a superfluid and MIs of the same parity
in our model corresponds to that between compressible
and incompressible states of UMFs in the tubular system
with a strong oscillatory pairing order.24 Such transition
can be detected by the response of the UMFs to optical-
lattice modulation63,64 or by the momentum distribution
of UMFs in a time-of-flight experiment.65–68 The pair-
superfluid state in our model corresponds to the com-
pressible state of itinerant UMF pairs in the tubular sys-
tem, reminiscent of a triplet-pair superfluid. In addition,
a truncated version of our model can be mapped to an
anisotropic bilinear-biquadratic spin model, in which the
occupation-parity coupling is associated with biquadratic
spin coupling. Such mapping provides a potential real-
ization for exploring our model in spin systems and would
also stimulate interest in the physics of these two models.
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Appendix: Deriving the model Hamiltonian from
imbalanced fermionic superfluids in optical lattices
In this Appendix we derive the Hamiltonian of Eq. (1)
as an effective model describing the behavior of UMFs in
a system of an imbalanced fermionic superfluid in a 2D
optical lattice of 1D tubes. The Hamiltonian of the tube
7system comprises three parts,24,69
H0 =
∫
z
∑
r,σ
ψˆ†σr(z)
(
−~
2∂2z
2m
+ Uσr(z)− µσ(z)
)
ψˆσr(z),
(A.1)
H1 =
∫
z
∆r(z)ψˆ
†
↑r(z)ψˆ
†
↓r(z) + H.c., (A.2)
H2 =
∫
z
∑
〈rr′〉,σ
Trr′σ(z)ψˆ†σr′(z)ψˆσr(z), (A.3)
where the zˆ direction is along the tubes’ axis and r =
(x, y) denotes tubes indexed in the lattice plane perpen-
dicular to zˆ. The operator ψˆ†σ=↑/↓,r(z) creates a majority
(minority) spin at position z on tube r. The first part H0
contains the kinetic energy in the zˆ direction, the Hartree
field U and the spin-dependent chemical potential µ (we
assume homogeneity in the rˆ direction), the second part
H1 includes the superfluid pairing order ∆, while the
third part H2 models the tunneling between nearest-
neighbor tubes 〈rr′〉. The tunneling field T describes the
effective single-particle tunneling under the influence of
the pairing state of the surrounding tubes.69 The three
coupling fields U , ∆, and T are introduced after em-
ploying a Bogoliubove–de Gennes (BdG) treatment70 on
the original Hamiltonian of a quartic form; which in-
cludes, besides the single-particle Hamiltonian, a two-
body point-contact interaction and (possible) pair tun-
neling. The Hamiltonian H0 + H1 + H2 can be solved
in a quasiparticle basis, resulting in a set of {U,∆, T }
that self-consistently describes the equilibrium state of
the system (see detailed discussions in Refs. [24] and [69]
as well as a wide application of this treatment on similar
systems71–75).
The self-consistent solutions show that in the presence
of spin imbalance, the system can accommodate an os-
cillatory pairing order ∆ along the tube axis (the FFLO
state26–29). For a single tube or uncoupled tubes, each
UMF is localized around a node of the pairing order pa-
rameter such that the total numbers of nodes and UMFs
are equal. Given the spatially symmetric confinement
along the tube axis, e.g., a harmonic trap, a tube with
odd (even) imbalance has a pairing node (antinode) at
the tube center. In particular, the localized UMFs can
be regarded as occupied Andreev bound states,72,76 re-
sulting in an imbalance profile like separated solitons77,78
if the spatial distribution of the pairing nodes is relatively
sparse or like a ripple73 if it is dense. (The same signa-
tures have also been found in isotropic three-dimensional
Hubbard lattices79 or coupled Hubbard chains.80) Both
configurations arise from the same effect of localization
and can be characterized as the spatial concurrence of
imbalance peaks and pairing nodes.
The localization of UMFs suppresses the degrees of
freedom in the zˆ direction and hence allows us to con-
struct an effective 2D lattice model describing the physics
of UMFs with only the rˆ degree of freedom. We remark
that even if UMFs localize along the zˆ direction, they can
still be mobile in therˆ direction, constituting the physics
of interests as discussed below. In such a 2D model the
state in the zˆ direction is taken as a hidden degree of
freedom of a lattice site. (This idea has also been ap-
plied on bosonic gases in tubular lattices,81–85 in which
the multiorbital wave functions in the tube direction are
incorporated into on-site degrees of freedom for an effec-
tive 2D model across the tubes.) The hidden degrees of
freedom here can be directly related in one-to-one corre-
spondence to the site occupation number, and since more
than single occupation per site are possible, this suggests
a bosonic description for the modeling. Formally, one can
still keep the anticommutation relation in the rˆ direction
by using a combined operator
ψ↑r(z)→ ηˆrbˆr, (A.4)
where bˆ is a bosonic operator accounting for occupation-
related physics and ηˆ is a Majorana fermion operator
carrying the statistical property of the original fermions.
Based on this decoupling, we build our model step by
step below.
First, for coupled tubes, the pairing nodes tend to line
up at the same z positions on each tube.24,69 The lead-
ing kinetics across the tubes is the transverse tunneling
of an UMF from a pairing node in a tube to the corre-
sponding one in the nearest neighbor. The one-particle
tunneling of minority fermions is suppressed provided
they are all paired (at low temperature). Because a node
is surrounded by other nodes where the pairing is zero,
the tunneling field reduces to a free particle tunneling
strength,69 T → −t. Therefore, considering the order-
parameter configuration in H1 that limits the kinetics in
H2 to be only for the UMFs, we obtain the tunneling
term in the model as
− t
∑
〈rr′〉
ψ†↑r′ψ↑r → −t
∑
〈rr′〉
bˆ†r′ ηˆr′ ηˆrbˆr (A.5)
Second, if the coupling between the tubes is weak
enough, the on-site energy is mainly contributed by the
on-tube kinetics, Hartree energy, pairing energy, and
chemical potentials, all of which are determined once the
on-site filling (of UMFs) is given. The self-consistent
calculation in Ref. [24] shows that the on-site energy is
nonlinear and can be fitted by a repulsive interaction U
plus a chemical potential µ. As a result, the on-tube en-
ergies H0 and H1 effectively become the on-site terms of
our model as ∑
r
U
2
nˆr(nˆr − 1)− µnˆr, (A.6)
where nˆr = bˆ
†
rηˆrηˆrbˆr = bˆ
†
rbˆr.
Third, the BdG calculations show that the system en-
ergy rises if two nearest-neighbor tubes have different
spatial parities of the oscillatory pairing order parame-
ter. Such energy increase comes from a drastic mismatch
in the order parameters and can be regarded as a cost
of domain-wall formation, exhibiting similar physics to
8that in superconducting pi junctions86 or weakly imbal-
anced cold atomic gases.76 Because the spatial parity of
the order parameter is equal to the occupation parity of
the UMFs, one can describe the domain-wall physics with
the occupation-parity coupling between nearest-neighbor
sites in the BH model,
− V
2
∑
〈rr′〉
(
Pˆr′ Pˆr − 1
)
, (A.7)
where Pˆr = (−1)nˆr is the onsite parity operator and V is
the unit-length energy of domain walls.
Finally, by collecting all terms in Eqs. (A.5)–(A.7) we
obtain an effective Hamiltonian,∑
〈rr′〉
[
−t
(
bˆ†r′ ηˆr′ ηˆrbˆr + H.c.
)
− V
2
(
Pˆr′ Pˆr − 1
)]
+
∑
r
[
U
2
nˆr(nˆr − 1)− µnˆr
]
. (A.8)
Because the physical quantities of interest to be ad-
dressed here can be expressed as local static (or equal-
time) correlations of the ground state, not involving the
exchange of particles, the statistics (Majorana sector)
factors out. Therefore, by replacing bˆ†r′ ηˆr′ ηˆrbˆr with bˆ
†
r′ bˆr
(and allowing the chemical potential to vary in space),
we arrive at the Hamiltonian of Eq. (1). Considering
a typical experimental setup,25 we obtain U ∼ 0.1b,
t/U ∼ 0.1–10% in the range of optical lattice depth be-
ing 12–3ER, and V/U ∼ 10 (regime of the wedding-cake
structure of even-filling MIs), where b is the binding en-
ergy of a pair of fermions and ER is the recoil energy.
One can also expect a high tunability of U and V via the
tuning of the Feshbach-resonant87 interactions and the
overall trapping potential used in the experiments.
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