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RESUMEN
Los sistemas clasificadores de aprendizaje LCS, son herramientas de apoyo pa-
ra los agentes virtuales. Estos sistemas les permite generar comportamientos
auto´nomos en ambientes virtuales basados en un conjunto de reglas y acciones
que hacen posible encontrar una solucio´n a un problema dado a trave´s de dos
tipos de algoritmos: uno de generacio´n de reglas y otro para evaluar las existen-
tes por medio del aprendizaje que ellos obtienen.
Los LCS generan un resultado aproximado al que espera el usuario, pero
su algoritmo de aprendizaje esta´ lejos de emular el aprendizaje humano, este
aprendizaje se logra a trave´s de la sinapsis neuronal generada al tomar una
decisio´n y aprender de ella, la cual puede ser emulada a partir del aprendizaje
hebbiano, ya que e´ste se basa en los estudios realizados sobre la conexio´n de una
red de neuronas cuando ocurre el proceso de sinapsis, el cual da como resultado
que el ser humano reaccione con un comportamiento que puede repetir si se ha
generado la misma sinapsis con aprendizajes parecidos.
A partir de los estudios sobre la sipnasis neuronal y de la necesidad de cam-
biar el algoritmo de aprendizaje en un sistema clasificador, se decidio´ imple-
mentar el aprendizaje hebbiano en el sistema clasificador de aprendizaje GXCS
(Generic eXtended Classifier System) con el objeto de generar comportamientos
basados en la sinapsis neuronal.
El LCS implementado durante esta investigacio´n se probo´, al igual que se
realiza en otros sistemas de la misma ı´ndole, sobre ambientes computacionales
(woods y multiplexor) propuestos por la comunidad que los desarrolla [12]. Esto
permite realizar la comparacio´n entre los LCS deseados y verificar en este caso,
si el aprendizaje hebbiano genera la convergencia esperada en la generacio´n de
soluciones a los problemas utilizados.
En el presente trabajo de investigacio´n se muestra que es posible introducir
la ecuacio´n de la sinapsis neuronal dentro de un LCS. Esto se puede observar
en el desarrollo de e´ste, donde se muestran resultados de varias pruebas y se
demuestra que al modificar el aprendizaje actual por el hebbiano, el LCS tie-
ne un comportamiento que mejora el rendimiento del mismo. Dentro de este
documento se describira´ a detalle este resultado.
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Cap´ıtulo 1
Introduccio´n
En el presente cap´ıtulo se exponen las bases que sustentan la propuesta de
investigacio´n de este trabajo. El contenido incluye el planteamiento del problema
que se abordo´, la justificacio´n de su desarrollo, los objetivos que sirvieron de
gu´ıa y meta a alcanzar, as´ı como la hipo´tesis a comprobar con el desarrollo
basado en los conceptos que se revisaron a lo largo de la investigacio´n.
1.1. Descripcio´n
Como se menciona en [21], las herramientas informa´ticas de la inteligencia
artificial se han ido incorporando en las actividades diarias del ser humano al
grado de tener sistemas donde el usuario interactu´a directamente con un am-
biente creado y asistido por computadora por medio de los agentes virtuales,
que son entidades con comportamiento auto´nomo que reaccionan al ambiente.
Para lograrlo, la inteligencia artificial se vale de mecanismos que permiten
que los agentes virtuales adopten un comportamiento dentro del ambiente si-
mulado en el que se encuentran.
Los comportamientos que los agentes realizan son posibles gracias a que exis-
ten algunos mecanismos de aprendizaje, tales como el algoritmo del bombero
[18] o de aprendizaje ra´pido [40], que permiten a los agentes tomar decisiones a
partir de la experiencia que van adquiriendo.
Dicho aprendizaje puede ser replicado y mejorado al tomar como herramien-
tas de apoyo a los Sistemas Clasificadores de Aprendizaje (LCS, por sus siglas
en ingle´s) que son ma´quinas de aprendizaje que apoyan en su reaccio´n a las con-
diciones del ambiente. Este tipo de ma´quinas son conocidas como adaptativas
o evolutivas debido a la integracio´n de un mecanismo de evolucio´n que permite
que el agente vaya aprendiendo y, por lo tanto, evolucionando. La capacidad de
percibir el ambiente y poder utilizar un conjunto de reglas para seleccionar la
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que mejor resuelva el problema, permite generar comportamientos auto´nomos
inteligentes como los descritos en [20].
Aunque los LCS han permitido que los agentes tengan comportamientos
aceptables generados por medio de algoritmos de aprendizaje aun se obtienen
modelos poco intuitivos para el usuario [21] al no tener base neurocient´ıfica y
por lo tanto, no se acercan a los resultados obtenidos de estudios realizados
sobre el comportamiento humano.
Existe un me´todo de aprendizaje que esta´ basado en la manera en que el
cerebro humano genera sinapsis neuronal, esta sinapsis ocurre cuando el ser
humano aprende, es decir, cuando se enfrenta a ciertas situaciones en la vida,
realiza un comportamiento que lo lleva a un resultado, a partir de este resultado
aprende y toma decisiones. Este aprendizaje se conoce como hebbiano.
Al incluir el aprendizaje hebbiano en un LCS, un agente puede adoptar un
aprendizaje basado en la sinapsis, con lo que e´ste tomara´ decisiones similares
a las que toma un ser humano al interactuar con su ambiente. Con ello, el
comportamiento del agente imita el comportamiento humano de una manera
aproximada. As´ı, los sistemas de inmersio´n virtual que se basen en un LCS que
cuente con aprendizaje hebbiano sera´n ma´s intuitivos para el usuario y ma´s
llamativos, ya que sentira´ que interactu´a con un sistema que se comporta de
manera similar a su propio comportamiento.
1.2. Planteamiento del problema
Dentro de la creacio´n de comportamientos virtuales embebidos en agentes es ne-
cesario realizar mejoras, pues algunos modelos de esta ı´ndole son poco intuitivos[29],
generan desintere´s en el usuario [3] o emulan inadecuadamente el comporta-
miento humano, de tal manera que no se logra el resultado esperado, como por
ejemplo, en automo´viles auto´nomos, un veh´ıculo auto´nomo aun no logra tomar
decisiones de tal manera que se conduce solo en situaciones controladas, donde
se tiene una ruta ideal [22].
Es por esto que se considera necesario que los agentes virtuales generen com-
portamientos auto´nomos que emulen el comportamiento humano a partir del
estudio de la sinapsis neuronal que da como resultado el aprendizaje humano.
Con esto se evita la generacio´n de comportamientos poco intuitivos o repetitivos.
El tipo de comportamiento basado en la sinapsis neuronal puede ser emulado
a trave´s de las ecuaciones del aprendizaje hebbiano, y este aprendizaje a su
vez puede ser implementado en un LCS con el objeto de emularlo y generar
comportamientos cercanos a los generados al ser humano al aprender de las
situaciones que vive.
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1.3. Justificacio´n
Los comportamientos auto´nomos que realizan los agentes virtuales se han gene-
rado a trave´s de diferentes algoritmos de aprendizaje, algunos de ellos se utilizan
dentro de los LCS. Se ha podido observar que estos comportamientos son re-
petitivos y no captan la atencio´n del usuario que interactu´a con ellos a trave´s
de un dispositivo electro´nico. Por ello, se tuvo la inquietud de investigar sobre
algu´n mecanismo de aprendizaje apegado al del ser humano.
El mecanismo elegido fue tomado del a´rea de neurociencias y es llamado
aprendizaje hebbiano, el cua´l esta´ basado en el comportamiento cerebral de las
neuronas al momento en que el ser humano realiza una actividad, generando
un comportamiento. Al realizarla, las neuronas se conectan, si el ser humano
vuelve a realizar la misma actividad, esas mismas neuronas se fortalecen y el
comportamiento se vuelve a repetir cuando sucede una situacio´n similar. Ese
fortalecimiento neuronal hace que el ser humano aprenda y tome decisiones.
En el presente trabajo se decidio´ unir ambos conocimientos para explotar las
ventajas que tiene un LCS, en este caso el GXCS (Generic eXtended Classifier
System), as´ı como incorporar en e´l, el aprendizaje hebbiano con el objeto de
emular la sinapsis cerebral humana implementando las ecuaciones hebbianas en
el GXCS y as´ı generar un comportamiento aproximado al del ser humano.
1.4. Objetivos
1.4.1. Objetivo general
Implementar el aprendizaje hebbiano dentro del Generic eXtended Classifier
System para obtener un comportamiento similar al generado a trave´s de la si-
napsis cerebral tal como sucede en el proceso de aprendizaje de un individuo.
1.4.2. Objetivos particulares
Recavar informacio´n sobre las diferentes vertientes relacionadas con el
aprendiaje hebbiano.
Realizar pruebas en el co´digo del GXCS desarrollado en Java con el objeto
de comprender la implementacio´n y posteriormente modificarla.
Generar e implementar un algoritmo con base en las ecuaciones que per-
tenecen a las vertientes del aprendizaje hebbiano en el GXCS.
Comparar los resultados de la versio´n GXCS y los generados por el GXCS-
H (GXCS con hebbiano) en un ambiente virtual utilizando los ambientes
woods y multiplexor.
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1.5. Hipo´tesis
Incorporar el aprendizaje hebbiano en un GXCS permite que los agentes virtua-
les se adapten a las condiciones del ambiente en el que se encuentran a partir
de un comportamiento basado en la ecuacio´n que describe la sinapsis neuronal.
Con esta incorporacio´n, el agente virtual se comporta de una manera aproxi-
mada al comportamiento humano, pues se toma la base de la sinapsis neuronal al
implementar la ecuacio´n de hebb y adecua´ndola al conjunto de condicio´n/accio´n
con la que se trabaja en un LCS. A partir de ah´ı genera un aprendizaje que per-
mite tomar la accio´n que mejor se acople a la condicio´n y que genere un resultado
esperado por el usuario.
El resultado esperado se compara con los resultados del GXCS, los cuales se
toman del rendimiento, el cual a su vez esta´ basado en la aptitud, el castigo y
el premio de cada par condicio´n/accio´n.
Si los resultados obtenidos por el GXCS-H generan una aptitud mayor al que
genera el GXCS por lo menos en un 80 %, es decir, que el rendimiento reportado
sea mayor a 0.6, entonces se considera como va´lida esta hipo´tesis.
1.6. Estructura del documento
Este trabajo de investigacio´n consta de cinco cap´ıtulos y un anexo. El presente
cap´ıtulo contiene una pequen˜a introduccio´n, el planteamiento del problema, la
justificacio´n de su realizacio´n, objetivos del mismo e hipo´tesis correspondiente.
El segundo cap´ıtulo consta del marco teo´rico, donde se describen temas que
sirvieron de base para el trabajo de investigacio´n contenido en este documento.
Entre algunos temas podemos encontrar la definicio´n de un agente, una breve
descripcio´n de los sistemas multiagente, sistemas clasificadores de aprendizaje
y sus respectivos mecanismos de aprendizaje.
En el tercer cap´ıtulo se describe el estado del arte, que contiene informacio´n
del LCS que se utiliza de base para esta investigacio´n, es decir el GXCS, as´ı co-
mo los modelos de prueba usados tambie´n en los clasificadores y la informacio´n
recabada sobre algunas de las vertientes del aprendizaje hebbiano.
En el cuarto cap´ıtulo se aborda la propuesta de investigacio´n, donde se puede
observar que se han utilizado los conceptos abordados en los cap´ıtulos anterio-
res y se ha implementado el aprendizaje hebbiano en el clasificador GXCS-H.
Tambie´n contiene los resultados de las pruebas realizadas sobre el desarrollo de
software en ambos ambientes.
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En el quinto cap´ıtulo se pueden consultar las conclusiones a las que se
llego´ durante el proceso de pruebas y obtencio´n de resultados y se sugieren
algunas ideas para trabajo futuro.
El documento tambie´n cuenta con un anexo donde se menciona la publicacio´n
relacionada al tema de investigacio´n.
Cap´ıtulo 2
Marco teo´rico
En este cap´ıtulo se abordan temas de investigacio´n que sustentan el desarrollo
de la propuesta hecha para este trabajo. Se decidio´ incluir la definicio´n de agente
inteligente, una breve descripcio´n de lo que es un sistema multiagente, conceptos
de apredizaje y los dos tipos de clasificacio´n bajo los que se encuentran los LCS
que sirven como base al sistema clasificador desarrollado en el presente trabajo.
2.1. Agentes inteligentes y sistemas multiagen-
tes
2.1.1. Agente inteligente
Como se describe en [36], un agente inteligente es cualquier entidad capaz de
percibir su ambiente por medio de sensores y que actu´a en el ambiente a trave´s
de sus efectores. Un humano tiene ojos, o´ıdos, y otros o´rganos que fungen co-
mo sus sensores y, manos, piernas, brazos y otras partes del cuerpo que hacen
la funcio´n de efectores. Un agente robo´tico los emula por medio de ca´maras y
buscadores de rango infrarrojo que fungen como sensores y varios motores que
fungen como efectores. Un agente de software contiene cadenas de bits codifica-
das que funcionan como sensores y acciones que pasan a su vez por esos sensores
que se transforman en efectores.
Se puede decir entonces que un agente inteligente es una entidad virtual que
se mueve dentro de un ambiente, por ejemplo, un robot con objetivos, acciones
y conocimientos aprendidos [38]. Un agente inteligente debe ser auto´nomo en la
medida en que su comportamiento sea determinado por su propia experiencia,
es decir, cuando sea capaz de trabajar adecuadamente en una gran variedad de
ambientes una vez que se ha adaptado a ellos [36].
Esto se puede ejemplificar en la Figura 2.1, donde se puede ver la interaccio´n
con el ambiente a trave´s de los efectores y sensores, es decir, el receptor y el
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emisor. A partir de las condiciones que el agente recibe del ambiente puede
reconocer las acciones que va a realizar.
Figura 2.1: Agente inteligente, basado en [36]
Los agentes se utilizan en gran medida en sistemas llamados multiagentes
los cuales tienen la capacidad de manipular ma´s de un agente en un ambiente
[16].
2.1.2. Enfoque multiagente
Un sistema multiagente tiene como objetivo, proporcionar los principios de cons-
truccio´n de sistemas complejos que involucra mu´ltiples agentes y mecanismos
de coordinacio´n para los comportamientos de los agentes independientes [38].
En un sistema multiagente interactu´an los agentes de tal manera que se puedan
cumplir objetivos y realizar ciertas acciones, por ejemplo, reconocer un obsta´cu-
lo o a otro agente en el mismo ambiente.
Existen algunos enfoques multiagente importantes para un LCS, los cuales
pueden ser consultados en [13] para el enfoque segu´n J. Ferber, [23] para el
enfoque desarrollado por P. Maes y [6] para el enfoque semio´tico que identifico´ P.
Cariani.
2.1.3. Sistemas multiagente
J. Ferber [13] constata que un sistema multiagente depende directamente de
su ambiente y de los mensajes internos que existen en sus agentes, es decir, la
comunicacio´n. Un sistema multiagente esta´ compuesto por los siguientes ele-
mentos:
Un ambiente M. Espacio que dispone de una me´trica particular para cada
ambiente.
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Un conjunto de objetos O. La mayor´ıa de estos objetos son pasivos y pue-
den ser creados, eliminados o modificados por los agentes y se encuentran
en cierto punto del ambiente M.
Un conjunto de agentes A. Objetos particulares del conjunto O que re-
presentan las entidades activas del sistema.
Un conjunto de relaciones R. Estas relaciones permiten la interaccio´n entre
los objetos.
Un conjunto de operaciones Op. Permiten a los agentes percibir, consumir,
producir, transformar y manipular los objetos de O.
Un conjunto de operadores encargados de representar el uso de sus ope-
raciones y el resultado obtenido de dicho uso en el ambiente.
En esta definicio´n se toma al conjunto O como el formado por los objetos
clasificados segu´n el contexto general del ambiente en el que se encuentran. Aun-
que J. Ferber [13] dice que es posible que M se encuentre vac´ıo y que A = O,
define tambie´n una red donde los agentes son puramente comunicativos.
El acto de comunicacio´n no es un simple intercambio entre agentes que in-
fluira´ en sus creencias y objetivos sino que tambie´n permite cambiar la forma
en que cooperan. La comunicacio´n es un problema cr´ıtico en los sistemas mul-
tiagentes, por lo que es necesario definir las leyes de la interaccio´n entre los
agentes y de medio ambiente en el sistema donde se deseen replicar.
2.2. Tipos de Aprendizaje
Existen varios tipos de aprendizaje [32] que han sido utilizados en a´mbitos
computacionales, espec´ıficamente en redes neuronales y LCS, entre ellos se en-
cuentran: el aprendizaje automa´tico [27], por simulacio´n montecarlo [32], correc-
cio´n de error [6], estoca´stico [6], asociativo [32], competitivo [32], aprendizaje
supervisado y no supervisado [11]. Algunos tipos de aprendizaje se describen a
continuacio´n:
Automa´tico. Es un campo de la inteligencia artificial involucrado en me´to-
dos y algoritmos que permiten que las ma´quinas aprendan. Estos algorit-
mos ayudan a que el conocimiento adquirido sea entendido a trave´s de
un nu´mero limitado de observaciones, de su objetivo o por medio de una
descripcio´n de una tarea.
Por correccio´n de error. Calcula los pesos entre las conexiones de una red
a partir de la diferencia entre los valores que se desean obtener y los que
realmente se obtienen al salir de la red.
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Asociativo. Relaciona una sola entrada con su respectiva salida para que
la siguiente vez que se presente la misma entrada se asocie con la misma
salida.
Competitivo y cooperativo. En este tipo de aprendizaje, las entradas y
salidas realizan una tarea en conjunto para la cual cooperan y a la vez
compiten para ver que´ par entradas-salidas se van a activar dependiendo
de la entrada que tome.
Estoca´stico. Permite generar cambios en los valores de los pesos entre
las conexiones neuronales de manera aleatoria y despue´s evalu´a su efecto
dependiendo de lo que se desea alcanzar. Su caracter´ıstica principal es que
utiliza distribuciones probabil´ısticas para la evaluacio´n de los pesos.
Montecarlo. Es de tipo estoca´stico y utiliza diversos algoritmos para si-
mular situaciones al azar a partir de las entradas. Utiliza distribuciones
probabil´ısticas cuyos resultados solo afectan a la entrada actual y no afecta
a las dema´s entradas.
Aprendizaje supervisado. En e´ste se tiene un conjunto de pares entra-
da/salida donde la funcio´n entre las entradas y sus salidas asociadas debe
ser aprendida. Dada una nueva entrada, la relacio´n aprendida puede ser
usada para predecir la salida correspondiente. Un ejemplo de una tarea
de aprendizaje supervisado es la clasificacio´n donde se busca la relacio´n
entre las propiedades y el tipo asociado que nos permite predecir el tipo
de objeto a partir de un conjunto de propiedades.
Aprendizaje no supervisado. A diferencia del aprendizaje supervisado, las
salidas no esta´n disponibles. En lugar de aprender la relacio´n entre las
entradas y las salidas se va construyendo el modelo a partir de las entradas.
Conside´rese una tarea donde muchas propiedades de algu´n objeto son
dadas y se requiere agrupar los objetos por la semejanza entre ellas. Los
objetos so´lo contienen sus propiedades pero no el agrupamiento asignado
para ellos.
Hay dos tipos de aprendizaje que se utilizan en los LCS y que sera´n descritos
en secciones posteriores. Estos dos tipos de aprendizaje trabajan en conjunto
con un algoritmo gene´tico que permite crear ma´s opciones de prueba. En la
siguiente seccio´n se describe lo que es un algoritmo gene´tico.
2.3. Algoritmos gene´ticos
Los algoritmos gene´ticos, AG, proveen un me´todo de aprendizaje inspirado en la
simulacio´n de un proceso de la evolucio´n. Surgieron del intere´s de la comunidad
cient´ıfica por construir sistemas capaces de resolver problemas complejos basa-
dos en los procesos de evolucio´n natural definidos por Darwin. Los bio´logos han
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descubierto que este proceso es realizado por los cromosomas, que poseen infor-
macio´n gene´tica de los individuos. A partir de esas investigaciones se considera
que [19]:
La evolucio´n es un proceso construido fundamentalmente en los cromoso-
mas.
El proceso de seleccio´n natural permite a los individuos adaptarse al am-
biente para sobrevivir y reproducirse, en algunos casos.
La reproduccio´n da lugar a la evolucio´n. Los procesos de mutacio´n produ-
cen cambios en los cromosomas.
John Holland fue el primero en aplicar las caracter´ısticas de la vida en el
campo de la informa´tica al disen˜ar sistemas artificiales con un comportamien-
to ana´logo a un sistema de evolucio´n natural. E´l disen˜o´ los AG pensando en
imitar el proceso de la evolucio´n, los cua´les consisten en hacer evolucionar una
poblacio´n de criaturas artificiales (con cadenas de caracteres) con ayuda de la
seleccio´n, cruce y mutacio´n de los cromosomas, como sucede en la teor´ıa de la
evolucio´n de Darwin [41].
Los AG tienen 4 puntos principales:
Trabajan las codificaciones del espacio de bu´squeda con valores determi-
nados.
Efectu´an la bu´squeda en una poblacio´n de soluciones posibles a trave´s de
un solo valor.
No utilizan derivados ni otras propiedades de la funcio´n objetivo, so´lo la
funcio´n objetivo por s´ı misma.
Son regidos por medio de reglas de transicio´n probabilistas, no determi-
nistas.
Los AG requieren que todos los valores del espacio de bu´squeda sean codifi-
cados por medio de cadenas de caracteres finitas sobre un alfabeto de caracteres
que tambie´n es finito y predeterminado para un caso particular.
Los AG pueden ser aplicados en mu´ltiples tareas [2]: Optimizacio´n de funcio-
nes nume´ricas (discontinuas, multimodales, ruidosas, etc.) [26], tratamiento de
ima´genes (alineacio´n de fotos satelitales, reconocimiento de sospechosos, etc.),
optimizacio´n del empleo del tiempo, optimizacio´n de disen˜o, control de sistemas
industriales [2], administracio´n de un sistema de control de tiempos (cadena de
produccio´n, central nuclear, etc.), determinar la configuracio´n de energ´ıa mı´ni-
ma de mole´culas o modelar el comportamiento animal.
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Los AG son igualmente utilizados para optimizar las redes (cables, fibras
o´pticas, tambie´n de agua o gas, etc.), los circuitos VLSI (Very Large Scale Inte-
gration o´ Integracio´n a muy grande escala) [34], antenas, etc. Se pueden utilizar
tambie´n para encontrar los para´metros de un modelo de pequen˜a sen˜al a partir
de medidas experimentales [26] y los conmutadores o´pticos adiaba´ticos se pue-
den optimizar con la ayuda de las estrategias de evolucio´n [28].
Dentro del enfoque de los AG no se trata de encontrar una solucio´n anal´ıtica
exacta o una buena aproximacio´n nume´rica, pero s´ı encontrar soluciones que sa-
tisfagan mejor los diferentes criterios que a veces son confusos o contradictorios.
Las soluciones generadas con un AG son mejores que las obtenidas por me´todos
cla´sicos y se realizan con el mismo tiempo de ca´lculo [1]. La Figura 2.2 resume
los pasos que realiza un algoritmo gene´tico.
Figura 2.2: Algoritmo gene´tico, basado en [25]
Algunos de los tipos de aprendizaje mencionados son la base para el algorit-
mo empleado en algunos de los LCS. En la siguiente seccio´n se mencionan los
conceptos principales de un sistema clasificador y la base de su funcionamiento
en conjunto con el sistema de reglas que se requiere para llegar a un resultado.
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2.4. Aprendizaje por clasificacio´n
El CS-1, primer sistema clasificador de aprendizaje, fue creado en 1978 por John
H. Holland como marco de trabajo donde se pueblan clasificadores de tipo con-
dicio´n - accio´n que evolucionan colectivamente en los sistemas basados en reglas
usando algoritmos gene´ticos [20].
A partir de este clasificador fueron creadas otras vertientes, todas ellas ba-
sadas en el sistema de mensajes y reglas, pero con diferencias significativas al
realizar el proceso de aprendizaje. La informacio´n relevante del sistema de reglas,
as´ı como las vertientes de los clasificadores ma´s importantes para el desarrollo
del presente trabajo sera´n descritas en el presente cap´ıtulo.
2.4.1. El sistema de mensajes y de reglas
Un sistema de clasificadores esta´ compuesto de una interfaz de entrada (capto-
res) que permite conocer la informacio´n proveniente del ambiente (mensajes).
La informacio´n esta´ representada como dos cadenas binarias de longitud defi-
nida que son insertadas en la lista de mensajes. Entonces, el mo´dulo de reglas
analiza el mensaje por evaluar que desencadenara´ una accio´n realizada gracias
a la interfaz de salidas (efectores). La lista no influye directamente al ambiente,
solamente la accio´n que se activara´. El taman˜o de esa lista de mensajes es fija,
lo que implica el uso de un me´todo de seleccio´n de mensajes que borre las que
ya no se requieren [5].
2.4.2. Sistema clasificador de aprendizaje
Un LCS puede ser usado en miner´ıa de datos, sistemas difusos, sistemas neuro-
nales, eventos nucleares controlados, etc. [5]. Estos LCS pertenecen a alguno de
los dos enfoques de sistemas de clasificacio´n: Michigan y Pittsburg, los cuales
se describen en las siguientes secciones.
2.4.3. Sistema de clasificacio´n Michigan
Este enfoque fue propuesto por primera vez por Holland con el primer LCS. En
e´l se utiliza un algoritmo gene´tico para generar la evolucio´n de las reglas y un
algoritmo de recompensa, como el algoritmo del bombero, para la evaluacio´n
de e´stas [8]. En este caso, todos los clasificadores cooperan colectivamente para
llegar a una solucio´n. Cada clasificador elegido representa una solucio´n completa
del problema, donde un solo elemento es capaz de producir una clasificacio´n de
los datos por s´ı mismo a partir del par condicio´n/accio´n que se genera [8].
Este tipo de clasificadores generalmente utilizan el mecanismo de aprendizaje
por refuerzo, donde los clasificadores o reglas parciales u´tiles son recompensados
de tal manera que incrementan la posibilidad de ser la solucio´n final [8]. Cada
regla o clasificador manipula un mensaje generando una condicio´n y una accio´n.
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El sistema interactu´a con el ambiente manda´ndole los mensajes por medio de
reglas dando como resultado una accio´n a partir de una condicio´n que el mensaje
satisface. En general, todos los mensajes son del mismo taman˜o y pertenecen a
un alfabeto definido para un ambiente en particular. Sus componentes son:
Interfaz de entrada: Convierte el estado del ambiente en mensajes.
Clasificadores o reglas: Definen el proceso de mensajes.
Lista de mensajes: Mensajes de entrada dados por las reglas disparadas.
Interfaz de salida: Traduce los mensajes en acciones para modificar el
ambiente.
Lo primero que realiza el clasificador es colocar todos los mensajes de la
interfaz de entrada en la lista de mensajes, despue´s realiza una iteracio´n donde
se comparan los mensajes con la lista de condiciones de los clasificadores dispa-
rando todos los clasificadores que satisfacen sus condiciones y tienen suficiente
fuerza para ser tomados en cuenta formando con cada accio´n una lista de men-
sajes nuevos. Al final reemplaza todos los mensajes anteriores por los que se han
generado.
El ambiente proporciona el refuerzo mediante un premio o un castigo uti-
lizando algu´n me´todo para asignar cre´dito a las reglas que intervienen en la
solucio´n. A cada regla se le asigna una cantidad o fuerza que se ajusta y des-
pue´s se utiliza para competir. La competencia se basa en la oferta donde las
reglas que son mas fuertes son las que ganan [8].
2.4.4. Sistema de clasificacio´n Pittsburg
Introducido por Smith S. F. en 1980, este tipo de sistemas utiliza para su eva-
luacio´n y evolucio´n, un algoritmo gene´tico. La diferencia con los otros sistemas
clasificadores es que en e´ste, cada individuo representa una solucio´n a un pro-
blema tratado y es literalmente una ce´lula con su composicio´n gene´tica creada
a partir de varios cromosomas o estructura de conocimiento, esto con el fin de
responder al ambiente con el taman˜o de su genoma adaptado. El taman˜o de un
sistema de clasificadores se expresa por el nu´mero de e´stos que lo componen,
as´ı como por un nu´mero de reglas variable de cada individuo. Los individuos
que componen el sistema de clasificadores son evaluados independientemente y
en paralelo. Un individuo dispone de una fuerza que es dada por una funcio´n
de aptitud, generalmente conocida como fitness, que a su vez representa el valor
del individuo, fruto de k tentativas de solucio´n del problema abordado. Es esta
misma fuerza de adaptacio´n la que va a permitir al algoritmo gene´tico mezclar
a los individuos entre ellos [37].
En este entorno, el clasificador tipo Pittsburg [37] se compone de 3 mo´dulos:
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El sistema de solucio´n del problema que utiliza las reglas que componen
cada individuo para responder a un problema propuesto.
La funcio´n de aptitud que mide el rendimiento de cada individuo de k
ensayos de la solucio´n del problema.
El sistema de aprendizaje que esta´ compuesto de un algoritmo gene´tico
con individuos de taman˜o diferente.
El mecanismo de solucio´n proporciona el uso de un lenguaje complejo as´ı co-
mo de un espacio para colocar los mensajes internos. Cada regla dispone de una
parte para la condicio´n y de una parte para recibir la sen˜al del ambiente. La
sen˜al se puede descomponer en muchas sen˜ales representando diferentes varia-
bles. Los captores de sen˜al pueden ser completados con un bit simbolizado por
“#” para expresar la funcio´n “no importa” para que la regla coincida si uno
de los bits de valor binario no coincide con todos los bits de la condicio´n co-
rrespondiente. Por otro lado, se pueden manipular las variables del sistema de
mensajer´ıa interna incluso cuando se llegue a la accio´n final. Estas variables son
consideradas como argumentos de la parte condicional que pueden ser instancias
que ayudan a la mensajer´ıa interna con la comunicacio´n al exterior del ambiente.
En la siguiente seccio´n se describen algunos de los clasificadores que se ge-
neraron a partir del modelo de Holland y que son la base de invetigacio´n del
presente trabajo.
2.5. Arquitecturas de sistemas clasificadores de
aprendizaje
2.5.1. LCS
El trabajo de Holland sirvio´ como base para Martin Butz, Wilson, Stolzmann
y Goldberg quienes generaron otros modelos entre los an˜os de 1985 y 1995, de
estos trabajos realizados por ello se se tomaron el ZCS y el XCS, ya que ambos
son la base principal del GXCS, clasificador que a su vez se tomo´ como base
para este trabajo de investigacio´n [21] [5].
Los LCS son sistemas basados en reglas donde el aprendizaje es visto como
un proceso de adaptacio´n de un ambiente parcialmente desconocido a trave´s de
un algoritmo gene´tico y una diferencia de aprendizaje temporal [24].
John H. Holland describe el LCS como el marco de trabajo que utiliza algo-
ritmos gene´ticos para estudiar el aprendizaje en sistemas basados en reglas y en
el par “condicio´n/accio´n”. Los captores transportan el estado actual del ambien-
te en mensajes, los efectores transportan mensajes seleccionados a las acciones
de ese ambiente. El conjunto de condiciones-reglas de accio´n, se construyen uti-
lizando la siguiente notacio´n: # S´ımbolo de “don’t care” o “no importa”, ? es el
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s´ımbolo “fits all” = “se ajusta a todo” 0 = falso, 1 = verdadero. Los s´ımbolos
# y ? se utilizan de manera indistinta para efectos de la implementacio´n en el
LCS, pues en ambos casos actu´an como comodines que aceptan cualquier valor
permitido en el ambiente.
Pasos de un clasificador:
Un mensaje m es localizado en la interfaz de entrada.
m es comparado con la condicio´n de todos los clasificadores en la lista
actual del clasificador. Los clasificadores que coinciden generan su propio
conjunto.
Un clasificador fuera del conjunto es seleccionado por el me´todo de la
“ruleta rusa” o alguna otra te´cnica.
El clasificador seleccionado se activa. Esta parte interactu´a con la interfaz
de salida y causa una accio´n motora en el LCS.
El reforzamiento de aprendizaje es aplicado al evaluar las reglas y calcular
una recompensa o castigo, segu´n sea necesario.
Una vez hecho esto, la generacio´n de reglas es realizada para producir nue-
vos clasificadores mientras se reemplazan los que tienen menos fuerza. Hay dos
formas de aprender en un LCS:
Primer nivel. Asignacio´n de cre´ditos (reforzamiento del aprendizaje en
los clasificadores). Un clasificador es reforzado (la fuerza de la regla es
modificada) en dependencia de una recompensa ambiental llamado saldo
(Algoritmo del bombero, aprendizaje ra´pido, etc).
Segundo nivel. Usualmente independiente del primer nivel, consiste en el
descubrimiento de la regla con el objeto de generar nuevos clasificadores
(para ello, los LCS t´ıpicamente usan algoritmos gene´ticos).
De manera general, podemos ver en la Figura 2.3 co´mo funciona un LCS,
donde se puede observar una regla en el ambiente que entra al clasificador por
medio de los detectores, esta regla se agrega a una lista de mensajes, despue´s se
compara con las reglas existentes, las cuales ya tienen asociadas una accio´n cada
una. Esta comparacio´n permitira´ elegir so´lo las reglas que son compatibles con
la que esta´ entrando desde el ambiente y las almacena en otro conjunto para ser
evaluadas por el algoritmo de asignacio´n de cre´ditos, o para crear ma´s a partir
reglas por medio de un algoritmo gene´tico.
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Figura 2.3: Arquitectura LCS, basado en [20]
A partir del primer clasificador desarrollado por Holland, se crearon varias
versiones generadas para casos particulares, algunas de ellas son el ZCS, XCS
y GXCS. Como se comento´ anteriormente, estos tres clasificadores son la base
para el desarrollo del clasificador del presente trabajo y se describira´n en las
siguientes secciones.
2.5.2. ZCS
Zeroth level Classifier System, ZCS por sus siglas en ingle´s, ignora elementos
complejos al tomarlos de manera muy general y utiliza un algoritmo de bajo
rendimiento conocido como aprendizaje ra´pido.
Una de las desventajas del ZCS es que no tiene lista interna de mensajes y
distribuye la recompensa entre los clasificadores con la te´cnica combinada con
los algoritmos del bombero y de aprendizaje ra´pido. Estos sera´n descritos en la
siguiente seccio´n. El ZCS fue uno de los primeros clasificadores en usar apren-
dizaje ra´pido como te´cnica de asignacio´n de recompensas a los clasificadores [24].
Su funcionamiento se muestra en la Figura 2.4, donde se puede observar
que la regla de ejemplo 0011 entra del ambiente. Esta regla es tomada por los
captores y pasada al conjunto de poblacio´n o lista de clasificadores. Entonces se
compara con los clasificadores existentes en este conjunto. Despue´s de la com-
paracio´n se toman todas las reglas compatibles con la regla que acaba de entrar
a la lista inicial de clasificadores y se pasan a un conjunto de coincidencias,
llamado conjunto M de donde se toman para asignarle a cada una una posible
accio´n y se copian a un conjunto de acciones A.
Se tiene a su vez un conjunto A−1 que contiene las acciones precedentes,
las cuales se toman como punto de partida para el ca´lculo del reforzamiento de
cada regla, este reforzamiento se calcula verificando si la regla ya fue evaluada
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y elegida por tener un valor de recompensa alto y se refuerza asigna´ndole un
valor mayor al que ten´ıa en la iteracio´n anterior. Una vez hecho esto, este par
condicio´n/accio´n se env´ıa al ambiente por medio de los efectores y es ah´ı donde
se le da una retribucio´n a la regla.
Figura 2.4: Arquitectura ZCS, basado en [43]
2.5.3. XCS
En 1995, Wilson creo´ el XCS, en e´l mantiene las ideas ba´sicas del clasificador de
Holland pero realiza la mejora del rendimiento. Sus reglas esta´n basadas en la
precisio´n y en una asociacio´n completa de la base de reglas. Utiliza el algoritmo
de aprendizaje ra´pido para distribuir las recompensas y el algoritmo gene´tico
actu´a so´lo sobre una parte de la poblacio´n. La capacidad de los clasificadores
esta´ basada en la exactitud de las predicciones del clasificador en lugar de la
prediccio´n de s´ı misma. Usando tanto la exactitud del clasificador como la ca-
pacidad del algoritmo gene´tico, XCS es capaz de evolucionar clasificadores con
una prediccio´n exacta de la recompensa esperada y empatando tantas situacio-
nes como sean posibles sin caer en su generalizacio´n [24].
El funcionamiento del XCS se puede apreciar en la Figura 2.5 donde se pue-
de ver que la arquitectura del XCS es muy similar a la del ZCS descrita en la
seccio´n anterior. La diferencia entre estas dos arquitecturas es que, en la del
XCS, se incluye un arreglo de predicciones que se calcula sobre las reglas del
conjunto de concidencias M.
El arreglo de predicciones contiene una recompensa inicial asignada al par
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condicio´n/accio´n. A partir de este arreglo, se pasan las reglas prevaloradas al
conjunto de acciones A, las reglas que esta´n en este conjunto se actualizan y se
calcula el error en la prediccio´n. La regla con mayores valores en la prediccio´n
se pasa a los efectores para que estos la env´ıen a su vez al ambiente y se pueda
calcula la recompensa que se le asigna.
Figura 2.5: Arquitectura XCS, basado en [44]
En la siguiente seccio´n se describen los dos mecanismos de aprendizaje uti-
lizados en los LCS mencionados.
2.6. Mecanismos de aprendizaje en clasificado-
res
2.6.1. Algoritmo del bombero
El algoritmo de reparticio´n de cre´ditos llamado algoritmo del bombero, Bucket
brigade o human chain fue definido por John Holland. La idea de e´ste es ma-
nipular un sistema de subasta para recompensar a los clasificadores eficaces y
desplazar poco a poco a los que no aportan buenos resultados [18].
Este algoritmo esta´ constituido de dos componentes principales: La subasta
y la compensacio´n. Si un clasificador puede ser activado por un mensaje se da a
conocer al sistema y se hace visible para las subastas. Cuando cada clasificador
es consultado, la subasta comienza y todos los clasificadores registrados hacen
una sola oferta de valor proporcional a su fuerza. Un clasificador se elige por
este me´todo y puede a su vez producir un nuevo mensaje. Despue´s de usar el
mensaje, el clasificador es elegido para pasar a la ca´mara de compensacio´n y
2.6. Mecanismos de aprendizaje en clasificadores 19
remunerar de manera equitativa a los clasificadores candidatos a ser activados
ofreciendo algo de su fuerza. Esta recompensa puede modificar la cadena de
clasificadores, de manera similar a la que los bomberos pasaban las cubetas,
buscando la forma ma´s ra´pida de apagar un incendio. En este caso, lo que se
desea es encontrar los mejores clasificadores que cumplan con la regla.
Cuando el nu´mero de los caminos de activacio´n crecen exponencialmente, la
te´cnica del algoritmo del bombero deja de depender en retrospectiva del ana´lisis
pero sigue trabajando localmente durante la operacio´n y se sigue enfocando en
la fortaleza de la transaccio´n entre los pasos, con el mejor clasificador de cada
paso seleccionado estad´ısticamente en cada momento. El principio del algorit-
mo del bombero ser´ıa apropiado para los sistemas, como los animales y robots
auto´nomos en interacciones en marcha con ambientes inciertos, donde el alma-
cenamiento y el ana´lisis de la falta de experiencia es caro o impra´ctico [17].
El algoritmo del bombero implementa una economı´a en la cual la informa-
cio´n fluye hacia enfrente con inferencia y la fortaleza fluye hacia atra´s en un
patro´n de distribucio´n por goteo. Esto puede ser considerado como informa-
cio´n econo´mica donde el derecho de comerciar es comprado y vendido por los
clasificadores. Los clasificadores forman una cadena de intermediarios desde el
fabricante (ambiente) al consumidor de informacio´n (efectores). Dos funciones
principales son realizadas por dicho algoritmo:
Asignar cre´dito a cada individuo
Resolver el problema en conflicto
Para implementar el algoritmo, cada clasificador es asignado a una cuali-
dad llamada fuerza. Este algoritmo ajusta la fuerza para reflejar en general la
utilidad para el sistema y la fortaleza es usada como base de la competencia [17].
El algoritmo del bombero simula una cadena de personas que pasa cubetas
de agua a partir de un punto particular a fin de extinguir un incendio. El agua
simboliza la recompensa y extinguir el incendio corresponde a resolver el pro-
blema. Los miembros de la cadena que lleguen a extinguir el incendio ra´pido
obtienen una buena recompensa, es decir, la cadena ma´s corta que cumpla con
este trabajo es la que obtiene mejor recompensa. Las personas se convierten
en los miembros del sistema clasificador y el agua es una recompensa que va
de miembro en miembro a cada generacio´n. Cada participante tendra´ una re-
compensa cuando el u´ltimo de la cadena entregue el agua al ambiente. Para
ser el primero de la cadena, debe ser capaz de leer el mensaje “fuego”, para
ser parte de la cadena de solucio´n, debe interpretar el nuevo mensaje que el
u´ltimo miembro de la cadena le transmite, nadie puede interpretar el mensaje
emitido despue´s de e´l, sin embargo, si el u´ltimo mensaje enviado esta´ mal, no
pasara´ el agua y toda la cadena corre el riesgo de desaparecer. Por el contrario,
si hay agua, la cadena puede subsistir. La recompensa es retro propagada a los
2.6. Mecanismos de aprendizaje en clasificadores 20
individuos. Un individuo del sistema de clasificadores que comprende la sen˜al
hace una oferta para solucionar el problema.
2.6.2. Aprendizaje ra´pido
Introducido por Watkins, el aprendizaje ra´pido, conocido tambie´n como Q Lear-
ning, es un me´todo de aprendizaje por refuerzo que permite hacer evolucionar
a un sistema de aprendizaje para evaluar el rendimiento de todas las acciones
posibles al ser cruzada con la mejor. Visto desde una manera formal [40]:
Sea E todos los estados posibles del sistema.
Sea A todas las acciones posibles.
Sea β y γ los factores de aprendizaje.
Sea R la recompensa asociada a un estado e ∈ E y a una accio´n a ∈ A.
Sea e’ ∈ E el estado resultante de la aplicacio´n de la pareja (e, a) y a’ ∈
A la mejor accio´n del estado e’.
Sea Q el resultado de la ecuacio´n. Se utilizo´ dicha nomenclatura para
hacer referencia al algoritmo por su nombre en ingle´s: Q Learning
Tenemos la ecuacio´n 2.1.
Q(e, a)← (1− β).Q(e, a) + βx(R+ γ.Q(e′, a′)) (2.1)
Igualmente obtenemos una tabla de predicciones P ∈ [0, 1] que para cada
tripleta ( e, e’, a) indica la probabilidad de elegir a como accio´n del estado
e dividido entre las predicciones de los estados e” y las acciones a” posibles,
como se puede ver en la ecuacio´n 2.2.
P (e, e′, a) = Q(e, a)/
a′′∈A∑
e′′∈E
Q(e′′, a′′) (2.2)
Para adaptar el aprendizaje ra´pido con los sistemas de clasificadores:
E son todos los estados. Se convierten en C todas las condiciones posibles,
y cj es el primer clasificador c ∈ C.
β y γ, los factores de aprendizaje son reemplazados por α
Ft es la funcio´n que calcula el valor de la fuerza del clasificador i al instante
t
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Esto se puede observar en la ecuacio´n 2.3.
Ft+1(ci, ai) = (1− α).Ft(ci, ai) + α.(R+ Ft+1(cj , aj)) (2.3)
En este caso, la activacio´n ma´xima del clasificador i conduce a la activacio´n
del clasificador j para el siguiente paso para las tripletas (e, e’, a), del caso
general (ej , e
′
j , aj), de los sistemas de clasificadores, donde i y j son u´nicas.
El aprendizaje ra´pido no funciona idealmente en un ambiente markoviano [24]
aunque ofrece un algoritmo relativamente caro pero muy eficiente.
Esta es la razo´n por la que la mayor´ıa de los juegos de ajedrez usan este
tipo de algoritmo para determinar que´ tirada sigue. So´lo los tiempos de ca´lculo
permiten tener una profundidad suficiente para su oponente. Aunque el aprendi-
zaje ra´pido ofrece muy buenos resultados en entornos markovianos, es necesario
ayudar al sistema a conocer el futuro con el fin de anticipar la situacio´n no de-
terminista en el que se encuentra pues la debilidad de este sistema es la funcio´n
de maximizacio´n de la recompensa que crea la incapacidad de disponer de una
estrategia a mediano y largo plazo con cualquier tipo de problema.
Una de sus desventajas es que la solucio´n hallada no siempre es la o´ptima
aunque tiende a estar muy cerca de la misma. Para que el aprendizaje sea ma´s
efectivo, el algoritmo debe evaluar la mayor cantidad de estados posibles [31].
Su algoritmo se muestra en el diagrama de flujo de la Figura 2.6:
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Figura 2.6: Algoritmo de aprendizaje ra´pido
Cap´ıtulo 3
Estado del arte
Este cap´ıtulo consta de la base de conocimientos utilizados para el desarrollo
del presente trabajo. En e´ste podemos encontrar el GXCS, clasificador al que
se le modifica su mecanismo de aprendizaje, tambie´n se habla de los dos mode-
los de evaluacio´n que se han utilizado desde el primer clasificador creado y se
utilizan actualmente para evaluar los clasificadores de nueva creacio´n. Se inclu-
ye una descripcio´n del aprendizaje hebbiano y algunas de sus vertientes. Este
aprendizaje se incorpora al GXCS con el objeto de lograr que su comportamien-
to se acerque al del comportamiento humano al emular en e´l la sinapsis neuronal.
La regla ba´sica de Hebb y sus vertientes han sido probadas en redes neuro-
nales con resultados aceptables. Es por eso que se decidio´ probar las vertientes
estables en el a´mbito de los LCS, ya que el aprendizaje hebbiano no hab´ıa sido
evaluado de esa manera [14].
3.1. GXCS
El GXCS, Generic eXtended Classifier System o sistema clasificador gene´rico
extendido, basado en el XCS y realizado por el Dr. Ramos, acepta un rango ma´s
amplio de entradas que los clasificadores mencionados en el cap´ıtulo anterior:
binaria, real, booleana e intervalos de enteros o reales. Cuenta con un conjunto
completo de clasificadores, por lo tanto, tiene la habilidad de producir comporta-
mientos complejos, tanto individuales como colectivos, en ambientes dina´micos
(markovianos y no markovianos), como son los ambientes de prueba woods y el
multiplexor booleano, que sera´n explicados ma´s adelante en el presente cap´ıtulo.
La principal ventaja del GXCS es que esta´ basado en la pertinencia de la
prediccio´n de los clasificadores, para lo cual cuenta con un arreglo de predic-
ciones. Esto permite construir un conjunto completo y compacto de todos los
X*A→ P, es decir, todas las correspondencias del estado del sistema X, las
acciones inducidas A y las recompensas predichas del ambiente P [33].
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Su desventaja es la persistencia de reglas sub generalizadas, por lo que la
prediccio´n sigue considera´ndose muy general. El sistema puede tener una res-
puesta aceptable con nuevas situaciones en un ambiente dina´mico y fijo, pero si
se agregan nuevas reglas o elementos que realizan una importante modificacio´n
en el mundo virtual, el GXCS se llega a desestabilizar. Cuando este tipo de si-
tuaciones se presentan, las condiciones del GXCS no son suficientes para generar
situaciones dentro de ambientes markovianos, por lo tanto, no logra converger
en un nuevo comportamiento y no puede determinar cual es el curso de acciones
a tomar. Aunque una condicio´n muy descriptiva no interfiere con el proceso de
convergencia.
Figura 3.1: Arquitectura de GXCS, basado en [33]
En la Figura 3.1 muestra la arquitectura del GXCS donde se puede ver
que el ambiente cuenta con reglas formadas de caracteres alfanu´mericos. Como
ejemplo se obtiene la regla 0 A .7 1, donde se puede observar el uso de dichos
caracteres, los cuales son tomados del ambiente por los detectores, que env´ıan
la regla al conjunto de poblacio´n y entonces se realiza la evaluacio´n con el ob-
jeto de verificar cua´les reglas son similares. Si encuentra similtud en algunas,
las pasa al conjunto M, donde se realiza el cubrimiento o´ covering , que es
el proceso de crear reglas a partir de las existentes cuando ya no hay ma´s re-
glas que´ comparar en el conjunto M. A partir del conjunto de coincidencias M
se crea el arreglo de predicciones, donde se va a calcular la prediccio´n de que
la regla obtenga una accio´n con mayor recompensa que las otras con respecto
a su accio´n asociada. El conjunto de reglas con una buena prediccio´n pasa al
conjunto de acciones, donde se actualiza el valor del error de la prediccio´n y
donde puede dar a lugar el uso del AG, cuando sea necesario crear otras reglas a
partir de dos reglas padre. Se toman las reglas de este conjunto para enviarlas al
ambiente ya con una accio´n selecionada la cual es recompensada o castigada. El
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proceso es muy parecido a los sistemas clasificadores descritos en los cap´ıtulos
anteriores, a excepcio´n de que en este caso se modifico´ el modelo para que el
ca´lculo de la recompensa y del error acepten entradas alfanume´ricas, as´ı como
tambie´n el arreglo de predicciones y el algoritmo gene´tico se adaptan a los tipos
de entrada actuales.
El diagrama de flujo del algoritmo de aprendizaje utilizado en el GXCS,
se muestra en la Figura 3.2. En e´l se pueden apreciar los diferentes mo´dulos
que se realizan durante el aprendizaje ra´pido. El primero es crear la poblacio´n
inicial con valores pseudoaleatorios y tomar los mensajes del ambiente. Despue´s
se verifican cuales de las reglas de la poblacio´n tienen coincidencias con la que
entra del ambiente. Una vez realizado esto, se inicializan los estados de las
acciones y se calcula la aptitud por medio de ecuaciones de aprendizaje ra´pido,
las cuales se describen en el presente cap´ıtulo. Se toma una regla del conjunto
de coincidencias y se le asigna una accio´n, se verifica el resultado de esa accio´n,
es decir, la aptitud y exactitud que se le asigno´, si ambos valores son los mejores
encontrados por medio de la ecuacio´n de aprendizaje ra´pido, entonces se le
asigna una recompensa o castigo. Si la recompensa es la esperada entonces se
termina la ejecucio´n de los pasos, en caso contrario se repite el flujo hasta que se
encuentre una regla que tenga una recompensa que genere una accio´n esperada.
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Figura 3.2: Diagrama de flujo del aprendizaje ra´pido en el clasificador
El GXCS carece de la emulacio´n del comportamiento humano. Por ello, en
este trabajo de investigacio´n se propuso incorporar esta caracter´ıstica a trave´s
del aprendizaje hebbiano, que sera´ explicado en la siguiente seccio´n.
3.2. Aprendizaje hebbiano
Donald O. Hebb fue considerado el padre de la psicobiolog´ıa cognoscitiva debido
a los estudios que realizo´ sobre el funcionamiento neuronal del cerebro humano
[9]. En 1949, a partir de estos estudios enuncio´ el postulado que lleva su nom-
bre, el cual ha sido aplicado en redes neuronales con prealimentacio´n, circuitos
integrados VLSI, reconocimiento de voz, reconocimiento de ima´genes y control
de motores, ecuaciones, grafos, optimizacio´n, etc [34].
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El postulado de Hebb dice que: “ Cuando un axo´n de una celda A esta´ sufi-
cientemente cerca como para conseguir excitar una celda B y persistentemente
toma parte en su activacio´n, algu´n proceso de crecimiento tiene lugar en una o
ambas celdas, de tal forma que la eficiencia de A, cuando la celda a activar es
B, aumenta”[9].
Este postulado nos dice que los pesos de las conexiones sina´pticas se ajustan
por medio de la correlacio´n entre los valores de activacio´n de las dos neuronas
conectadas. Las neuronas son activadas por los pensamientos, las decisiones y
las experiencias a partir de la estimulacio´n externa, entonces el cerebro verifica
si ya ha habido un est´ımulo similar o no y toma las caracter´ısticas de los datos de
entrada generando una asociacio´n entre las entradas y las salidas del sistema. La
conexio´n de las neuronas generan un peso sina´ptico. Si un peso contribuye a la
activacio´n de la neurona, el peso incrementa, si se inhibe, el peso se decrementa
por lo que la fuerza de la sinapsis en el cerebro cambia proporcionalmente segu´n
el disparo de las neuronas de entrada y salida. Este proceso remodela las viejas
redes hebbianas, (las que ya no son agradables) o crea nuevas redes (que s´ı sean
agradables) generando la neuroplasticidad. La neurona de entrada es conocida
como presina´ptica y la de salida como post sina´ptica [14]. En la Figura 3.3 se ob-
serva el esquema de la generacio´n de la neuroplasticidad, descrito anteriormente.
Figura 3.3: Aprendizaje hebbiano, basado en [14]
El aprendizaje hebbiano esta´ regido por las reglas de plasticidad sina´ptica,
las cuales son producto de las investigaciones hechas por Hebb a partir de su
postulado.
3.2.1. Reglas de plasticidad sina´ptica
Una regla de plasticidad sina´ptica puede verse como un conjunto de ecuaciones
diferenciales que describen el promedio de pruebas de los pesos sina´pticos, la
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funcio´n de las actividades presina´pticas, possina´pticas y otros factores. En al-
gunos modelos de plasticidad, la actividad de cada neurona se describe como
una variable continua que pueden tomar valores positivos y negativos. El valor
del peso sina´ptico se incrementa si los valores de entrada y los de salida son
positivos o negativos, y se decrementa si alguno de ellos es positivo y el otro
negativo. Una actividad variable que toma ambos valores, tanto el positivo co-
mo el negativo, puede ser interpretada como la diferencia entre el promedio de
pruebas y una tasa de fondo modificada, o como que esta´ entre las tasas de
disparo de dos neuronas que son tratadas como una unidad [9].
La regla de plasticidad creada por Donald Hebb es conocida como regla ba´si-
ca de Hebb, a partir de ella se crearon varias vertientes. Las ma´s conocidas y
utilizadas por la comunidad cient´ıfica son: la regla ba´sica, de covarianza, con
degradacio´n [10], BCM, normalizacio´n sina´ptica por susbtraccio´n y multiplica-
tiva, instar, Kohonen [42] [10] y outstar. Algunas de ellas no fueron descritas en
el presente trabajo debido a que la literatura cient´ıfica reporta que son inesta-
bles cuando se tienen muchos para´metros o elementos, dichas reglas pueden ser
revisadas ma´s a detalle en [4], [11], [10] y [39].
En la Tabla (3.1) se muestra la comparacio´n entre las caracter´ısticas de las
vertientes de la regla de Hebb que se encontraron en la literatura. En ella se
muestran las caracter´ısticas principales tanto de las vertientes inestables como
de las estables y se explica a grandes rasgos que´ es lo que causa la inestabilidad
en las reglas en las que se genera dicha inestabilidad al introducirse pesos gran-
des. El concepto de pesos sera´ descrito en las siguientes secciones, as´ı como se
detallara´ las vertientes utilizadas para el presente trabajo.
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Reglas de Hebb
Vertiente Aprendizaje Ventajas Desventajas
Ba´sica No supervisado Buena aproximacio´n con Inestable con pesos
pesos muy pequen˜os. muy grandes.
No decrementa los pesos.
Covarianza No supervisado Buena aproximacio´n con Inestable con pesos
pesos muy pequen˜os. muy grandes
No decrementa los pesos
BCM No supervisado Buena aproximacio´n θ con valor constante
con θ variable. se vuelve inestable
Problema en generacio´n
de sinapsis.
Normalizacio´n No supervisado Evita que se disparen Se vuelve inestable en
por sustraccio´n los pesos. saturacio´n de pesos.
Normalizacio´n Supervisado y Restriccio´n dina´mica. Sin restriccio´n
multiplicativa no supervisado Estabilidad con pesos en tasa de degradacio´n
( R. de Oja ) grandes. se vuelve inestable.
Olvida pesos pequen˜os.
Introduce tasa de
degradacio´n.
Con degradacio´n Supervisado y Olvida ra´pidamente Requiere de est´ımulos
no supervisado los pesos viejos. para que la asociacio´n
no decaiga
Kohonen No supervisado Buena aproximacio´n So´lo los pesos del
con pocas reglas. ganador son ajustados.
Algunas neuronas no
se entrenan y no ganan
INSTAR No supervisado Evita la degradacio´n Sin restriccio´n
de pesos sin en entradas se vuelve
est´ımulos. inestable.
El valor de pesos esta´
en las entradas.
OUTSTAR Supervisado Evita degradacio´n Sin restriccio´n
de pesos sin en salidas
est´ımulos. se vuelve
La degradacio´n de inestable.
pesos es proporcional
a la entrada.
Tabla 3.1: Vertientes hebbianas
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3.2.1.1. Normalizacio´n multiplicativa
La regla multiplicativa, tambie´n conocida como regla de Oja, fue creada en
1982 por Erkki Oja para aprendizaje no supervisado. Esta introduce la restric-
cio´n dina´micamente donde se suma el cuadrado de los pesos sina´pticos.
El uso de la normalizacio´n tiene el efecto de introducir competicio´n entre
las sinapsis de la neurona sobre recursos limitados, lo que es esencial para la
estabilizacio´n. Desde un punto de vista matema´tico, la ecuacio´n (3.1) describe
una forma conveniente de normalizacio´n [35].
wij(q) = wij(q − 1) + α.yi(q).[xj(q)− yi(q).wij(q − 1)] (3.1)
donde:
q es el par entrada/salida al que se le da un peso.
x contiene los valores de entrada.
y contiene los valores de salida.
α es la tasa de aprendizaje con valores entre 0 y 1.
yi es la salida de la neurona i.
xj es la entrada de la neurona j.
wij es la conexio´n entre el elemento de i y el elemento de salida j, es decir el
vector de pesos.
Si el valor de α se aproxima a 1, la red tendra´ pesos pequen˜os, pero recor-
dara´ poco de lo que aprendio´ en ciclos previos. El te´rmino αy(n)xi(n) representa
las modificaciones hebbianas al peso sina´ptico wi.
−yi(q)wij(q − 1) es la responsable de la estabilizacio´n y esta´ relacionado con
el factor de olvido o tasa de degradacio´n que se utiliza generalmente en las reglas
de aprendizaje. En este caso, la tasa de degradacio´n toma un valor mayor ante
una respuesta ma´s fuerte. La eleccio´n de la tasa de degradacio´n tiene un gran
efecto sobre la rapidez de convergencia del algoritmo, en particular, no puede
ser demasiado grande, pues de otro modo, el algoritmo se har´ıa inestable. En la
pra´ctica, una buena estrategia es utilizar al principio un valor de α relativamen-
te grande para asegurar una convergencia inicial e ir haciendo α gradualmente
pequen˜o hasta lograr la precisio´n deseada [35].
La magnitud de los pesos se restringe entre 0, que corresponde a no tener
peso, y 1, que corresponde a la neurona de entrada con cualquier peso. Esto se
realiza para que el vector de pesos tenga longitud 1. [30].
Existe otra vertiente que es estable y se describe en la siguiente seccio´n.
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3.2.1.2. Regla instar
La regla de instar es una mejora de la regla de Hebb con degradacio´n [10] que
evita que los pesos se vayan degradando cuando no se encuentra un est´ımu-
lo. La regla de Hebb con degradacio´n puede ser consultada en [10]. Instar es
considerada como una neurona con un vector de entradas y es la red ma´s sim-
ple capaz de tener un reconocimiento de patrones. Instar estara´ activa siempre
que el producto interno del vector de pesos y la entrada sea mayor o igual a
-b, donde b es considerado como la “tendencia” y debe tener un valor entre 0 y 1.
Esta regla fue´ disen˜ada por Grossberg en 1969, pertenece al aprendizaje no
supervisado y trabaja de manera local. A diferencia de la regla de Hebb con
degradacio´n, e´sta so´lo permite la degradacio´n del peso cuando la neurona instar
esta´ activa. Es decir, cuando a 6= 0. Para lograr esto se agrega un te´rmino que
evita el olvido, el cual es proporcional a yi(q) [42]. Esto se aprecia en la ecuacio´n
(3.2).
wij(q) = wij(q − 1) + α.yi(q).(x(q)− wij(q − 1)) (3.2)
La descripcio´n de los para´metros fueron descritos en la seccio´n anterior, con
excepcio´n de x(q), que contiene todos los valores del vector de salidas.
α toma valores entre 0 y 1 para asegurar que los valores de los pesos se
disparen, si α se aproxima a cero se vuelve inestable y, por el contrario, si se
aproxima a 1 la red empieza a olvidar ra´pidamente las entradas viejas y so´lo re-
cordara´ los patrones ma´s recientes permitiendo tener un l´ımite en el crecimiento
de la matriz de pesos. El valor ma´ximo en el peso wmaxij esta´ determinado por
α, lo cual sucede cuando yi y xj tienen valores = 1 para todos los q, lo cual
maximiza el aprendizaje.
Cuando la neurona instar esta´ activa, el vector de pesos se acerca al vector
de entrada entre el vector de pesos viejo y el vector de entradas. La distancia
entre los vectores depende de α. Si α = 0, el nuevo vector de pesos es igual al
vector de pesos viejo, es decir, no hubo movimientos. Si α = 1, el vector de pesos
es igual al vector de entradas, es decir, el movimiento obtuvo el valor ma´ximo.
Si α = 0.5, el nuevo vector de pesos sera´ la mitad del viejo vector y la otra mitad
el vector de entradas. Una caracter´ıstica muy u´til de la regla instar es que si el
vector de entradas es normalizado entonces wi sera´ tambie´n normalizado una
vez que e´ste ha aprendido un vector particular q.
3.2.1.3. Regla outstar
Este tipo de red tiene una entrada escalar y un vector de salida. Esto puede
mejorar el patro´n de llamada asociando un est´ımulo con el vector de respuesta.
La regla outstar, al contrario de la instar, hace que la degradacio´n del peso sea
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proporcional a la entrada de la red xj . La ecuacio´n (3.3) muestra la regla de
outstar [10]:
wij(q) = wij(q − 1) + α.(y(q)− wij(q − 1)).xj(q) (3.3)
y(q) contiene todos los valores del vector de salidas.
La regla outstar fue creada por Steven Grossberg en 1969 como complemento
de la regla instar y pertenece al aprendizaje supervisado. En ella, el aprendizaje
ocurre siempre que xj 6= 0. Cuando la regla ha aprendido algo, la columna wij
se acerca al vector de salida, es decir, cuando algunos pesos son iguales con los
de la salida deseada [7].
Las sen˜ales de la neurona de entrada generan pesos para aprender y volver
a llamar patrones arbitrarios a trave´s de la neurona de salida. Permite que el
peso cambie so´lo si la neurona j esta´ activa. Los dema´s pesos de i no cambian
cuando la categoria j es seleccionada, entonces el aprendizaje inicial se mantiene.
Una vez descrito el GXCS y las vertientes de la regla de plasticidad hebbiana
se explican los dos modelos de evaluacio´n que la comunidad cient´ıfica que trabaja
con los LCS utiliza y que, por lo tanto, se utilizara´n en el desarrollo del presente
clasificador.
3.3. Modelos de evaluacio´n para LCS
Es importante tener ambientes virtuales donde se puedan realizar las pruebas
de los sistemas clasificadores para as´ı poder contar con resultados que nos per-
mitan medir el alcance de cada uno [12].
Existen dos tipos de ambiente sugeridos y utilizados por la comunidad de
los sistemas clasificadores: los ambientes esta´ticos y los dina´micos.
Se considera un ambiente esta´tico a aquel que no cambia en el transcurso
del tiempo, como por ejemplo, que un animal encuentre su comida en la salida
de un laberinto, donde el animal debe localizar el camino ma´s corto al mismo
tiempo que sortea obsta´culos y as´ı llegar a la comida puesta en alguna casilla
del laberinto aleatoriamente. Visto desde el lado de los LCS, la tarea consiste
en aprender todas las acciones posibles para cada sen˜al de entrada y poder cali-
ficar dicha sen˜al por medio de su aptitud, tomando en cuenta los valores de los
obsta´culos y tambie´n de las celdas libres.
Por el contrario, un ambiente dina´mico es un sistema que evoluciona confor-
me el tiempo transcurre. Un ejemplo de este ambiente es el control del tra´fico
ae´reo, donde los vuelos pueden ser reprogramados o cancelados, entre otras co-
sas, que suceden de manera dina´mica. Por lo tanto, para un clasificador, se debe
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obtener una buena solucio´n tomando en cuenta que las variables del ambiente
cambian en cada instante t.
Para la evaluacio´n de los sistemas clasificadores se pueden utilizar los am-
bientes woods y el multiplexor booleano para los ambientes esta´tico y dina´mico,
respectivamente. Estos ambientes ofrecen grados de dificultad relativamente con-
trolables y facilitan la comparacio´n de los diferentes modelos, como se comenta
en [12].
3.3.1. Ambiente woods
El ambiente woods es un mundo en 2D representado por una rejilla propuesto
por Wilson para hacer pruebas confiables sobre los sistemas clasificadores. Este
ambiente puede ser modelado como un auto´mata, aunque no se utiliza mucho
esta representacio´n debido a que el nu´mero de posibilidades se vuelve exponen-
cial en funcio´n del taman˜o del ambiente, por lo que resultar´ıa dif´ıcil hacer un
ca´lculo de la solucio´n. Por el contrario, este tipo de ambientes es muy utiliza-
do en los sistemas evolucionistas de aprendizaje. Un ejemplo de su uso son las
pruebas realizadas con el GXCS, el cual se estabiliza con 280 reglas con una
tendencia a aumentar el nu´mero de reglas [12].
En este ambiente, los estados son caracterizados por atributos que represen-
tan muchas de las propiedades perceptibles del ambiente y esta´ compuesto de
celdas que pueden marcarse las celdas con valores que representen los espacios
donde el agente puede moverse, as´ı como representar obsta´culos o comida. Los
obsta´culos impiden el paso del agente y la comida es la meta a la que e´ste debe
llegar. El agente puede moverse hacia cualquier celda vac´ıa contigua a el, donde
hace una evaluacio´n de las celdas que se encuentran a su alrededor para veri-
ficar cual de ellas esta´ vac´ıa. A partir de ello se crea una situacio´n, que puede
verse como un vector de muchos valores discretos entre ceros y unos, donde el
cero indica la ausencia de obsta´culos y el 1 es presencia de estos. Cada valor es
asociado con un atributo del ambiente, que pueden contener la direccio´n hacia
donde se puede mover el agente. Cuando el agente llega a la casilla que contie-
ne la comida, recibe una retribucio´n y es reemplazado aleatoriamente sobre la
rejilla.
Los mundos woods se pueden clasificar en dos: markoviano y no markoviano.
Este u´ltimo puede ser esta´tico o dina´mico. Un ambiente es markoviano si por
cada mensaje dado en el ambiente hay una accio´n que conduce al e´xito. Un am-
biente no markoviano puede generar situaciones aparentemente ide´nticas pero
la accio´n exitosa es diferente, es decir, no determinista, el cual requiere mu-
cho tiempo para poder olvidar una respuesta incorrecta que, a la vez puede ser
considerada buena para otro tipo de ambiente. Los ambientes no markovianos
aplicados a los sistemas sin memoria son parte de problemas NP completos, por
lo que Wilson demostro´ que era posible transformar cualquier ambiente no mar-
koviano en un ambiente markoviano con el objeto de aumentar las posibilidades
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sensoriales del sistema para agregar las partes condicio´n y accio´n en situaciones
cr´ıticas.
3.3.2. Ambiente multiplexor booleano
Los multiplexores booleanos son utilizados en los sistemas de aprendizaje como
los sistemas clasificadores, algoritmos gene´ticos y redes neuronales. El multi-
plexor booleano es un problema de referencia que se utiliza en los ambientes
markovianos. Un multiplexor permite seleccionar de una lista de entradas, da-
tos que sera´n indexados para otras entradas. El multiplexor es una caja negra
que puede realizar operaciones booleanas con compuertas lo´gicas utilizando los
s´ımbolos . + y ’ que significan Y, O y NO lo´gicos, respectivamente, donde
se van combinando los valores de las entradas para obtener la respuesta que se
considera como mejor opcio´n de salida. El objetivo del sistema de aprendizaje
es calcular la salida del multiplexor, que nos puede generar un cero o un uno
en funcio´n de las entradas del sistema. Para calcular el nu´mero de operaciones
a realizar se tiene un valor llamado k, que representa el nu´mero de entradas en
el sistema, otro valor n que es una entrada elegida y la fo´rmula: k = n + 2n
que es verificada en este ambiente. Una vez obtenida la respuesta, e´sta se env´ıa
al sistema clasificador como salida al ambiente [12].
3.3.3. Resumen
Como se pudo ver dentro de esta seccio´n, los clasificadores XCS y GXCS
utilizan el algoritmo de aprendizaje ra´pido, y un algoritmo gene´tico para la
adaptacio´n de las reglas al ambiente, por lo que se sabe que el GXCS carece
de emulacio´n del comportamiento humano. Es por ello que nuestra propuesta
incluye el estudio de las vertientes de la reglas de Hebb, y la implementacio´n de
las que la literatura indica que son estables. Estas vertientes tienen su base en
neurociencias y en psicolog´ıa, por lo que permiten emular el aprendizaje humano
a partir de la sinapsis neuronal. De esta unio´n del GXCS con los conceptos
hebbianos surge nuestra propuesta: el GXCS-H.
Cap´ıtulo 4
Sistema clasificador de
aprendizaje GXCS-H
Dentro de este cap´ıtulo se plasma el resultado de las investigaciones realizadas.
Se implemento´ el desarrollo del LCS que involucra el aprendizaje hebbiano. Se
inicia con una descripcio´n de la nueva arquitectura y los detalles del desarrollo de
e´sta por medio de diagramas de flujo y el diagrama propio de la arquitectura,
as´ı como un diagrama y descripcio´n de los archivos fuente principales que se
implementaron o modificaron, segu´n sea el caso.
4.1. Propuesta: Aprendizaje hebbiano en un GXCS
A partir de las investigaciones realizadas sobre los temas de LCS y aprendizaje
hebbiano se decidio´ poner a prueba el comportamiento de dicho aprendizaje
sobre un LCS. Se eligio´ el GXCS debido a que e´ste tiene su base en los clasi-
ficadores ZCS y XCS de los cuales se hablo´ en el cap´ıtulo anterior y adema´s
permite generar entradas de diversos tipos de datos, como pueden ser letras,
reales, enteros, etc [33].
Como se comento´ en los cap´ıtulos anteriores, el aprendizaje hebbiano ha sido
probado sobre redes neuronales [14], en ellas ha recibido una buena aceptacio´n,
sin embargo, las redes neuronales requieren ser entrenadas para poder generar
un resultado y no son tan flexibles en ambientes cambiantes, aunado a esto, las
redes neuronales tampoco generan comportamientos cercanos al comportamien-
to humano. Por el contrario, la capacidad principal de un LCS es que es reactivo
y trabaja dentro de ambientes esta´ticos y dina´micos.
Actualmente au´n se utilizan diferentes tipos de aprendizaje dentro de los
LCS basados en algoritmos que trabajan con recompensas y castigos sobre las
reglas, entre otras cosas, pero estos no emulan un comportamiento humano. Da-
do que el aprendizaje hebbiano lo emula a partir de la ecuacio´n tomada de la
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sinapsis neuronal, permite generar una aproximacio´n del comportamiento hu-
mano. Esto es posible afirmarlo debido a que la base del aprendizaje que cada
ser humano tiene es la conexio´n neuronal que genera al realizar sus actividades,
tomar decisiones y memorizarlas. Justo cuando se realizan esos procesos, las
neuronas se conectan o refuerzan su conexio´n.
La adaptacio´n del sistema al medio ambiente esta dado por un algoritmo
gene´tico. La arquitectura fue modificada para incorporar el aprendizaje heb-
biano. La razo´n principal de esto es poder dotar al agente (agentes) de un
aprendizaje basado en las conexiones que tiene el cerebro humano provistas
teo´ricamente por neurociencias permitiendo tener control sobre la cantidad de
reglas que compiten para encontrar una solucio´n sobre un problema dado. A
este clasificador lo llamamos GXCS-H (Generic eXtended Classifier System
with Hebbian learning).
En las secciones siguientes se explica como se implementaron las ecuaciones
del aprendizaje hebbiano y su incorporacio´n dentro de un GXCS.
4.2. Arquitectura del GXCS-H
En la Figura 4.1 se muestran las secciones de la arquitectura del GXCS en la
que se realizaron cambios fundamentales para lograr el GXCS-H. Estos mo´dulos
en espec´ıfico permiten al clasificador calcular un vector de pesos compuesto por
condiciones del ambiente as´ı como evaluar cada una de estas condiciones para
aprender con respecto a la dina´mica del ambiente, contrario a utilizar un arreglo
de predicciones como en los aprendizajes tradicionales.
En la Figura 4.1 se integra un mo´dulo en espec´ıfico para los valores de x
y y, que son directamente asignados a las condiciones de entrada del ambiente
que esta´n embebidas en cada una de las reglas que compiten para realizar una
determinada accio´n. Los valores que reciben x y y pueden ser escalares o vecto-
riales de acuerdo a una condicio´n hebbiana como Oja, instar y outstar, que son
reglas estables, esto es, que no generan estados no deseables en el entorno, co-
mo lo indica la literatura [4]. Dichas reglas se detallan en las siguientes secciones.
La tasa de degradacio´n permite evaluar la permanencia o borrado de las
reglas que se encuentran dentro del conjunto de acciones al controlar el nu´me-
ro de reglas producidas por la interaccio´n del ambiente evitando as´ı la sobre
explotacio´n de reglas que pudieran ralentizar el sistema.
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Figura 4.1: Arquitectura del GXCS-H
De igual manera construimos el diagrama de flujo para la arquitectura pro-
puesta con el fin de identificar las partes en donde esta´ involucrado el proceso
de aprendizaje del sistema. En la Figura 4.2 se muestran con recuadros som-
breados, las modificaciones hechas en el GXCS-H. En el diagrama se puede ver
la inicializacio´n del vector de pesos sina´pticos, as´ı como tambie´n la introduccio´n
de la ecuacio´n de aprendizaje hebbiano representado con H(e, a). Se puede ver
que tambie´n se agrega la tasa de degradacio´n como para´metro de borrado o
conservacio´n de alguna regla espec´ıfica.
Los primeros cuatro mo´dulos del diagrama se realizan de la misma manera
que en los clasificadores anteriores, ya que en ellos se inicializan los valores de
manera pseudoaleatoria, la cual fue tomada de los LCS respetando la creacio´n
de reglas de manera heur´ıstica, pues esta es la forma en que el ser humano rea-
liza la toma de decisiones dentro de un ambiente.
Con ello se crean las primeras reglas a partir del ambiente, e´stas forman
parte de la poblacio´n inicial. Despue´s se toman los mensajes creados desde el
ambiente para generar la poblacio´n y se inicializan todos los estados. Inicial-
mente so´lo se tienen esas dos reglas, que sera´n evaluadas posteriormente y se les
asigna una posible accio´n a cada regla, la cual, en el sistema representa un valor
asignado que significa algo para el ambiente. El significado se le da segu´n el tipo
de ambiente que se esta´ emulando, por ejemplo, puede dar como resultado una
accio´n con valor = 01, lo cual podr´ıa indicar la salida por la izquierda dentro
de un laberinto.
El siguiente paso es elegir la accio´n asociada a una regla, que coincide con lo
que entra en el ambiente y se ejecuta. Posteriormente se llena el vector de pesos
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hebbiano con valores positivos muy cercanos a cero y se inicializan los valores
de las reglas de entrada x y las posibles acciones y, los cuales son propuestos
por la literatura a partir de pruebas realizadas en redes neuronales [4].
Para ello, se calculan los pesos asociados de manera pseudoaleatoria sobre
los dos primeros clasificadores tomando en cuenta los valores de x y y que se
asignaron. Despue´s de esto se revisa el estado resultante y se calcula la recom-
pensa e inmediatamente despue´s se calcula la tasa de degradacio´n, la cual toma
un valor inicial cercano a cero, valor propuesto por la literatura sobre las reglas
de Hebb y probado tambie´n en redes neuronales.
Ya que se ha dado un valor a la tasa de degradacio´n con valores pseudoalea-
torios con rango entre cero y uno, e´ste se utiliza para evaluar la persistencia de
los clasificadores en el conjunto de la poblacio´n. Si la tasa de degradacio´n es
menor a 0.5 entonces se conserva, si es menor, se elimina. Este valor se crea de
manera pseudoaleatoria dentro del rango de cero y uno, valor que tambie´n fue
propuesto en la literatura para facilitar su ca´lculo y evitar que los valores en los
pesos hebbianos se disparen y se vuelvan inestables [4].
El valor asignado a la tasa de degradacio´n se realiza tomando en cuenta el
rango sugerido por la literatura [4], ya que se demostro´ en redes neuronales que
si se le da otro valor fuera del rango (0, 1) la estabilidad de los pesos hebbianos
se rompe. El valor espec´ıfico de 0.5 fue escogido a partir de las pruebas realiza-
das, ya que si se escog´ıan valores cercanos a 1, se ten´ıan demasiadas reglas en
el conjunto de poblacio´n y se saturaba el GXCS-H, y si se ten´ıan valores muy
cercanos a 0 se borraban reglas que ten´ıan valores de pesos sina´pticos va´lidos
para siguientes pruebas, o se borraban reglas que aun no hab´ıan sido probadas.
Por lo que se encontro´ un equilibrio entre el borrado y la aceptacio´n de reglas
con una tasa de degradacio´n de 0.5.
Estos pasos se realizan de manera continua hasta que el GXCS-H encuentra
un estado final esperado, es decir, que cumpla con el objetivo que se espera
como comportamiento de un agente dentro del ambiente.
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Figura 4.2: Diagrama de flujo del aprendizaje hebbiano en GXCS-H
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Una de las dificultades encontradas dentro de algunas vertientes del aprendi-
zaje hebbiano es que la variacio´n en el nu´mero de reglas no controlada provoca
ra´pidamente inestabilidad en los valores de los pesos cuando se tienen dema-
siadas reglas o pesos con valores negativos o muy grandes, por lo tanto, dichas
reglas fueron descartadas en el GXCS-H. Para resolver el problema de la inesta-
bilidad, se utilizan las reglas de normalizacio´n multiplicativa (tambie´n llamada
de Oja), instar y outstar, lo que permite tener reglas lo ma´s estables posibles
[4].
4.3. Reglas hebbianas estables
Dentro de las reglas hebbianas encontradas en la literatura [4] [14] se eligieron
las tres que cuentan con para´metros que estabilizan la ecuacio´n de la regla
ba´sica de Hebb y ayudan a la convergencia dentro de los clasificadores. Estos
para´metros permiten que los valores se encuentren en el rango entre 0 y 1,
valores recomendados en la misma literatura para que las reglas no vayan a tener
valores muy grandes o negativos y puedan ser manipulables en las ecuaciones y
sobretodo, puedan ser utilizados y le´ıdos para generar una salida esperada. Las
reglas estables son:
Regla de normalizacio´n multiplicativa u Oja.
Regla de instar.
Regla de outstar.
Las reglas de instar, outstar y multiplicativa (Oja), contienen un para´me-
tro de decaimiento que controla la degradacio´n de pesos. Este para´metro evita
que se eliminen reglas que son u´tiles en futuras condiciones del ambiente y per-
mite eliminar aquellas que no han competido o que tienen aptitud con valor
cercano a cero, evitando as´ı que se sature la memoria. En la siguiente seccio´n
se describe cada una de ellas.
4.3.1. Regla de normalizacio´n multiplicativa
Toma la informacio´n de la sinapsis que se esta´ modificando evitando que los
pesos hebbianos crezcan indefinidamente. El producto del valor de la salida
asociada a la regla y del peso hebbiano de cada regla es el responsable de la
estabilizacio´n de los pesos, este producto se conoce como factor de olvido o tasa
de degradacio´n y permite que so´lo se eliminen las reglas que no han sido utili-
zadas o que tienen valores muy bajos, cercanos a cero o que son cero [14].
En la Figura 4.3 se puede ver un fragmento de la arquitectura del GXCS-H
donde se aprecia el vector de pesos que se asignan a las reglas que estara´n en el
conjunto de acciones y que son tomadas para re-calcular los valores de entradas
y salidas de cada una de ellas. El valor asociado a la regla que entra del ambiente
4.3. Reglas hebbianas estables 41
se almacena en un escalar x. La salida y es un valor escalar que toma su valor
de manera aleatoria. Ambos valores fluctu´an entre cero y uno, rango que se ex-
plico en la seccio´n de estado del arte. La tasa de degradacio´n decay es tambie´n
calculada con valores aleatorios que se encuentren entre cero y uno y se asigna a
un elemento del conjunto A de reglas y acciones. En caso necesario, se invoca el
algoritmo gene´tico que utilizan los LCS, incluyendo esta versio´n. Una vez que se
obtuvieron los valores de los pesos w, la tasa de degradacio´n decay, las entra-
das x y las salidas y, se calcula el valor del siguiente peso con la fo´rmula de la
normalizacio´n multiplicativa (o de Oja), como se puede apreciar en la Figura 4.3.
La tasa de degradacio´n decay es calculada a partir de un fragmento de la
ecuacio´n de normalizacio´n (decay = y.w[0]), como se menciono´ en el estado
del arte.
Figura 4.3: Arquitectura en normalizacio´n
4.3.2. Regla de instar
Evita que los pesos se degraden cuando no hay est´ımulo suficiente al calcular
los valores de las entradas y las salidas. Permite la degradacio´n so´lo si la regla
esta´ activa, es decir, que la salida tenga un valor mayor a 0.5. Los valores de
peso son aprendidos al mismo tiempo que se van degradando los valores viejos
de las entradas y las salidas as´ı como del peso hebbiano, todos ellos asignados
a cada conjunto de reglas y acciones dentro del clasificador.
El vector de pesos tiene valores similares a los del vector de entradas cuando
la regla tiene asociada un valor en la aptitud mayor a la media. En este caso,
si la tasa de degradacio´n es igual a cero el peso actual es igual al peso nuevo
asignado a la regla, si la tasa de degradacio´n obtiene el valor de uno, enton-
ces el peso hebbiano tiene su valor ma´ximo, si la tasa de degradacio´n tiene el
valor de 0.5 entonces se le agrega el valor del vector de entradas al peso hebbiano.
En la Figura 4.4 se puede ver un fragmento de la arquitectura del GXCS-H.
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El proceso es muy parecido al descrito en la seccio´n anterior sobre la regla de
Oja. Su diferencia principal reside en que el valor de y de las salidas asociadas
a las acciones se toma de un conjunto de valores que pertenecen a un vector de
salidas, del cual se toma la ma´s apta.
Su segunda diferencia con respecto a la regla de Oja es que la tasa de de-
gradacio´n decay no se toma directamente de la ecuacio´n, sino que se calcula de
manera pseudoaleatoria con valores que fluctu´an entre cero y uno, acorde a lo
que se describio´ en los cap´ıtulos anteriores.
Figura 4.4: Arquitectura en instar
4.3.3. Regla de outstar
En este caso la entrada es un valor escalar y la salida un vector. El valor del
peso hebbiano se acerca a los valores que se encuentran en el vector de salida
cuando la regla ha aprendido algo, entonces algunos pesos adquieren el mismo
valor que la salida. El peso cambia cuando la regla tienen una aptitud mayor o
igual al promedio de aptitudes.
En la Figura 4.5 se puede ver un fragmento de la arquitectura del GXCS-H
la cual tiene un proceso similar a las dos vertientes descritas. Su diferencia con
la regla de instar reside en que el valor de x de las entradas asociadas a las reglas
se toma de un conjunto de valores que pertenecen a un vector de entradas, del
cual se toma la ma´s apta. El ca´lculo de la tasa de degradacio´n decay se realiza
de la misma manera que en la regla de instar.
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Figura 4.5: Arquitectura en outstar
4.4. Desarrollo
La implementacio´n de las ecuaciones hebbianas en el clasificador se realiza par-
tiendo de los conceptos gene´ticos interpretados de la siguiente manera: las reglas
que llegan del ambiente como condicio´n son los cromosomas, el fenotipo es la
salida o accio´n y genotipo, la condicio´n. Cada cromosoma esta´ compuesto de
genes, que se pueden ver como los valores que van conformando la regla. Dicha
regla es asociada a una posible accio´n, las cuales son evaluadas en conjunto por
medio de un peso sina´ptico calculado con las ecuaciones de la regla de normali-
zacio´n multiplicativa, instar y outstar, y del ca´lculo de una recompensa o castigo
y de la aptitud asignada a la regla.
Introduciendo los conceptos del aprendizaje hebbiano en el LCS, podemos
entender como estimulacio´n externa a las percepciones del ambiente, la neuro-
na presina´ptica contiene la regla percibida en el ambiente y la postsina´ptica la
accio´n a realizar. Los pesos sina´pticos son los valores que otorgan un valor a la
sinapsis para hacerla ma´s fuerte o ma´s de´bil, segu´n sea necesario.
El ca´lculo de la recompensa/castigo y de la aptitud fueron tomados del
GXCS y se incluyeron dentro del GXCS-H para evaluar la regla en conjunto con
el peso hebbiano asignado y los valores de las entradas y salidas de las reglas.
La aptitud se utilizo´ en conjunto con la tasa de degradacio´n para poder realizar
la eliminacio´n de las reglas, es decir, si se ten´ıa una aptitud aceptable con una
tasa de degradacio´n cercana a cero se permitio´ re-calcular el peso hebbiano, las
entradas, salidas y la misma tasa de degradacio´n.
La constante delta es tomada para el ca´lculo de la tasa de degradacio´n ini-
cial, en este caso es necesaria para evitar la inestabilidad de la regla. Tambie´n
se agregaron las variables x y y, y el vector w para almacenar los valores cal-
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culados de pesos sina´pticos y los valores asignados a las reglas de entrada y a la
salida.
Se han agregado algunas constantes conforme se han ido creando nuevas ver-
siones. En este caso se mostrara´n las necesarias en la implementacio´n del GXCS-
H. Los para´metros definidos pueden ser modificados en XCSConstants.java
y se listan a continuacio´n:
maxPopSize Especifica el valor ma´ximo que pueden tener los micro cla-
sificadores en la poblacio´n.
alpha Se utiliza para distinguir los clasificadores con la variable de preci-
sio´n o sin ella.
beta Tasa de aprendizaje del clasificador.
gamma Factor de descuento para los problemas de mu´ltiples pasos, tam-
bie´n se utiliza como tasa de degradacio´n o decaimiento para eliminar o
mantener las reglas en el aprendizaje hebbiano.
delta Aptitud media en la poblacio´n de clasificadores sobre la cual la
aptitud de un so´lo clasificador es considerada en el me´todo de borrado de
e´ste.
nu Evaluacio´n del clasificador segu´n su aptitud.
theta GA Especifica el l´ımite del algoritmo gene´tico.
epsilon 0 L´ımite del error de la precisio´n de que a un clasificador se le
asigne el valor de UNO. Esta variable sera´ calculada de acuerdo al pago
ma´ximo posible en el ambiente.
theta del L´ımite considerado para saber si un clasificador debe ser elimi-
nado o no. Utilizada en conjunto con la constante de la tasa de degrada-
cio´n.
pX Probabilidad de aplicar el me´todo de cruzamiento al aplicar el algo-
ritmo gene´tico.
pM Probablidad de aplicar el me´todo de mutacio´n al aplicar el algoritmo
gene´tico.
P doncare Probabilidad de utilizar el s´ımbolo de # en un atributo du-
rante el proceso de cubrimiento.
predictionErrorReduction Reduccio´n del error en la prediccio´n al crear
un nuevo clasificador.
fitnessReduction Reduccio´n del valor de la aptitud al crear un nuevo
clasificador.
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theta sub Especifica la experiencia requerida que debe tener un clasifi-
cador para ser candidado a subgeneralizacio´n para otros clasificadores.
teletransportation Nu´mero ma´ximo de pasos ejecutados en las pruebas
para problemas de mu´ltiples pasos.
doGASubsumption Bandera que indica si se ejecuto´ el algoritmo gene´ti-
co al momento de la subgeneralizacio´n.
doActionSetSubsumption Bandera que indica si la subgeneralizacio´n
debe ser activada para el conjunto de acciones.
predictionIni Especifica el valor inicial de la prediccio´n de un nuevo
clasificador.
predictionErrorIni Especifica el error en la prediccio´n inicial de un nue-
vo clasificador.
fitnessIni Especifica el valor de la aptitud inicial de un nuevo clasificador.
experience Problemas aprendidos por el clasificador.
La constante theta del no se utilizo´ en el GXCS-H, ya que e´sta indicaba
el momento en que se deb´ıa borrar las reglas. Ya que en el sistema actual el
borrado se hace a partir de la regla de degradacio´n, entonces no fue necesario
incluir dicha variable.
As´ı como las variables ma´s importantes generadas espec´ıficamente para los
ca´lculos de las reglas de aprendizaje hebbiano:
nr La suma de las aptitudes de los clasificadores que representan cada
peso en el vector de pesos.
aa Arreglo que guarda las acciones asociadas a las reglas.
x Valor hebbiano asociado a las reglas de entrada.
y Valor hebbiano asociado a la mejor accio´n registrada.
w Vector de pesos hebbiano que reemplazo´ el arreglo de predicciones.
Las variables x y y contienen valores escalares para la regla de Oja, pero
para la regla de instar x es tomado del vector de entradas y y se mantiene
como escalar y, por el contrario, para la regla de Oustar, x se mantiene con un
valor escalar mientras que y se toma de un vector de salidas. w es el vector que
contiene los pesos hebbianos para las tres vertientes. Estas variables inician con
valores muy cercanos a cero, valor recomendado en la literatura [14].
Esto se realiza de esta manera para garantizar que las siguientes reglas in-
crementen sus valores de pesos de manera gradual y suficiente para saber cua´les
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son elegibles para obtener una mejor recompensa. La Tabla 4.1 muestra los va-
lores de las constantes del clasificador propuestos como esta´ndares dentro de los
LCS por Olivier Heguy [15].
Valores constantes
Constante Valor
gamma 0.95
delta 0.10
maxPopSize 6800
alpha 0.1
beta 0.2
nu 5
theta GA 25
epsilon 0 10
pX 0.8
pM 0.04
P dontcare 0.2
predictionErrorReduction 0.25
fitnessReduction 0.1
teletransportation 50
predictionIni 10.0
predictionErrorIni 0.0
fitnessIni 0.01
Tabla 4.1: Valores de las constantes
Se genero´ un diagrama de clases general que contiene la informacio´n sobre las
clases del GXCS que se modificaron para incluir el co´digo del GXCS-H. Como
se puede apreciar en la Figura 4.6, los archivos fuente .java que se modificaron
parcialmente a excepcio´n de la clase GXCSHWeightVector que es nueva, son:
GXCSH. Es el archivo principal del GXCS-H. En e´l se encuentra la in-
vocacio´n al me´todo main(), el cual tambie´n realiza una invocacio´n a los
me´todos implementados para la inicializacio´n de los para´metros y atribu-
tos respectivo. El me´todo que a su vez tambie´n invoca a los siguientes
me´todos es runGXCS(). Desde este me´todo tambie´n se realizan invo-
caciones a los me´todos que pertenecen a las implementaciones de otros
archivos java, como son los me´todos para el ca´lculo de pesos, del valor de
degradacio´n y de recompensas, por ejemplo. Dentro de esta clase se modi-
fico´ el borrado de los clasificadores. Anteriormente se hac´ıa con el me´todo
de seleccio´n de ruleta y actualmente se toma el valor de decaimiento men-
cionado anteriormente.
GXCSHClassifier. En este archivo se agregaron las variables de entrada
x, de salida y, as´ı como la de la tasa de decaimiento decay. Los valores
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de estas variables se modifican en otros archivos, pero se crearon en e´ste
debido a que cada clasificador creado debe tener asociado un valor de
estas variables independiente de los valores que se obtengan para otros
clasificadores. El me´todo getDelProp() se ha eliminado de GXCS-H,
por la misma razo´n sobre la tasa de decaimiento.
GXCSHClassifierSet. Se modifico´ el me´todo updateSet() para realizar el
ca´lculo de los valores x y y cuando la accio´n ha sido la ganadora.
GXCSHConstants. Se modificaron algunas constantes y se eliminaron otras.
theta del y theta sub fueron eliminadas, ya que e´stas se utilizaban para
evaluar las reglas que deb´ıan ser eliminadas. Ahora no son necesarias pues
se utiliza el para´metro de degradacio´n para este fin.
En la Figura 4.6 so´lo se aprecian las clases que fueron modificadas para incor-
porar la implementacio´n de las ecuaciones de las reglas del aprendizaje hebbiano
seleccionadas. La notacio´n UML utilizadas en ella so´lo muestra la divisio´n de
la clase en cuanto al contenido de atributos y me´todos java asociados a cada
una de ellas, se omitio´ incluir la relacio´n entre clases por facilidad de lectura del
diagrama.
Cabe sen˜alar que se agrego´ la H al final de cada clase para indicar que per-
tenecen al nuevo clasificador, por ejemplo, el archivo fuente de la clase principal
se llama GXCSH.
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Figura 4.6: Diagrama de clases UML
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La Figura 4.7 muestra la clase que se implemento´ para el ca´lculo de los pesos
hebbianos que se almacenan en el vector, as´ı como de la recompensa y casti-
go para las reglas; la aptitud y rendimiento de las que son seleccionadas como
ganadoras. Al implementar el archivo fuente de esta clase se elimino´ GXCS-
PredictionArray, ya que e´ste conten´ıa el ca´lculo del arreglo de predicciones
que se utiliza en el GXCS.
Figura 4.7: WeightVector.java en UML
El archivo WeightVector contiene los me´todos y atributos necesarios para el
ca´lculo del vector de pesos, as´ı como los nuevos valores que van adquiriendo x
y y.
En este archivo se creo´ el vector de pesos w y se siguio´ utilizando el vector de
acciones aa, ca´lculo que se realiza de la misma manera que en el GXCS. Ambos
valores se asignan a cada regla despue´s de que se ha hecho la seleccio´n de reglas
de la poblacio´n que cumplen con los valores de las reglas que se obtienen desde el
ambiente. El vector de pesos se inicializa con valores pseudoaleatorios cercanos
a cero mientras que el de acciones se inicializa en cero. Los valores para ambas
inicializaciones fueron propuestas por la literatura [14], debido a que han sido
probadas en redes neuronales y se ha comprobado que ellas permiten que los
valores se mantengan dentro de un rango promedio entre cero y uno. Despue´s
se realiza el ca´lculo de cada uno de estos elementos.
Los valores que va tomando el vector de pesos se calculan por medio de las
fo´rmulas hebbianas mientras que el de acciones se calcula como se hace en el
GXCS. Se decidio´ dejar la versio´n GXCS de este ca´lculo ya que se considero´ que
no afecta al resultado final, aunque es deseable que posteriormente se pruebe
con los datos tomados totalmente de las ecuaciones de las vertientes hebbianas.
Tambie´n se calcula la tasa de degradacio´n decay, que tambie´n se inicializa con
valores cercanos a cero de manera pseudoaleatoria y que cambia a partir de la
fo´rmula del aprendizaje hebbiano.
4.4. Desarrollo 50
El me´todo generateDecayValue() es el responsable de realizar el ca´lculo
de la tasa de degradacio´n de la regla, mientras que el me´todo bestActionWin-
ner busca la accio´n con mejor recompensa, getBestValue() entrega el mejor
valor para la recompensa y randomActionWinner() genera un valor pseu-
doaleatorio para las acciones que se encuentran en el conjunto de coincidencias
M, esta forma de generar el ca´lculo para obtener la accio´n ganadora se realiza
de la misma manera que GXCS.
El GXCS toma algunas de las caracter´ısticas de los clasificadores ma´s im-
portantes para el desarrollo de este trabajo, como son: ZCS y XCS. Del ZCS
toma el ca´lculo de la exactitud del algoritmo de bombero, y del XCS el ca´lculo
de la aptitud, la recompensa y el castigo. En la Tabla 4.2 se muestra la compa-
racio´n entre los principales clasificadores de aprendizaje, incluyendo el GSCX-H.
Despue´s de tomar la eleccio´n de las reglas que se implementaron se reviso´ el
co´digo del GXCS para evaluar que´ co´digo de e´ste podr´ıa ser re-utilizable y cual
era mejor desechar. Al crear el GXCS-H se elimino´ el co´digo principal del apren-
dizaje ra´pido y se incluyo´ el de las reglas de Hebb, sin embargo, se reutilizo´ el
manejo del error en la prediccio´n con sus respectivas variables y ecuaciones
as´ı como la variable ALFA que puede ser utilizada como factor de aprendizaje,
ya que tiene las mismas caracter´ısticas que el utilizado en las ecuaciones de la
regla de Hebb.
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Caracter´ısticas de los clasificadores
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LCS Binario S´ı No Concatenacio´n en ciclo interno. Subgeneralizacio´n.
ZCS Binario S´ı No Mejor convergencia. Predominio de reglas
Reparticio´n de cre´ditos a las subgeneralizadas.
reglas de solucio´n.
XCS Binario, S´ı S´ı Control de errores. Problemas en
cadena Aptitud basada en el ambientes no
de bits rendimiento. markovianos.
GXCS Binario, S´ı S´ı Conjunto completo Persistencia
real, de clasificadores. de reglas
booleano, Pertinencia en la prediccio´n. subgeneralizadas.
vectorial
GXCS-H Binario, S´ı S´ı Basado en GXCS. Precisio´n del
real, Aprendizaje hebbiano. algoritmo de bombero.
booleano, Tasa de degradacio´n Aptitud y recompensa
vectorial. para estabilizacio´n de reglas. de aprendizaje ra´pido.
Tabla 4.2: Principales clasificadores de aprendizaje
En el presente trabajo so´lo se realizaron pruebas con la simulacio´n de un
solo agente por cada prueba debido a que es la primer fase de prueba de un
clasificador, pero esto no quiere decir que no tenga la capacidad de trabajar con
mas de un agente pues sus caracter´ısticas inducen a que se pueda usar en un
sistema multi-agente.
En la Tabla (4.3) se muestra la comparacio´n entre las caracter´ısticas de las
vertientes de la regla de Hebb estables.
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Reglas de Hebb
Vertiente Valores Caracter´ısticas Ecuacio´n
Normalizacio´n x escalar Restriccio´n dina´mica. wij(q) =
multiplicativa y escalar Estabilidad con pesos wij(q − 1)+
( R. de Oja ) decay escalar grandes. α.yi(q)(xj(q)− yi(q).wij(q − 1))
Olvida pesos pequen˜os.
Tasa de
degradacio´n.
INSTAR x vector Evita la degradacio´n wij(q) =
y escalar de pesos sin wij(q − 1) + α.(yi(q).
decay escalar est´ımulos. (x(q)− wij(q − 1))
El valor de pesos esta´
en las entradas.
OUTSTAR x escalar Evita degradacio´n wij(q) = wij(q − 1)+
y vector de pesos sin α.(y(q)− wij(q − 1)).y(q)
decay escalar est´ımulos.
La degradacio´n de
pesos es proporcional
a la entrada.
Tabla 4.3: Vertientes hebbianas estables
4.5. Pruebas y resultados
En esta seccio´n se explica la manera en que se realizaron las pruebas del GXCS-H
y los resultados que se obtuvieron de ellas.
4.5.1. Pruebas
El algoritmo de aprendizaje hebbiano se implemento´ en el lenguaje de progra-
macio´n Java versio´n 8 dentro del entorno de desarrollo integrado Eclipse JEE
Neon en una computadora Hewlett Packard HP Prodesk 600 G1 TWR con pro-
cesador Intel(R) Core(TM) i7-4770 CPU, velocidad de 3.40 GHz, 8 GB en RAM,
sistema operativo Windows 10 de 64 bits. As´ı como tambie´n se realizaron las
mismas pruebas en un equipo Hewlett Packard modelo HP Pavilion dv51142la
Entertainment PC con 4 GB en RAM procesador Intel(R) Pentium(R) Dual
Core con el entorno de desarrollo Eclipse Juno con Java version 7.
Es importante puntualizar que se eligio´ el lenguaje de programacio´n Java de-
bido a que las implementaciones de los sistemas clasificadores a los que se ten´ıa
acceso se encuentran desarrollados en dicho lenguaje, incluyendo el GXCS, del
cual se tomo´ el co´digo, se utilizo´ como base y se modifico´ para incluir el apren-
dizaje hebbiano.
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Los ambientes utilizados para probar la propuesta presentada son, multi-
plexor y woods, respectivamente. Estos ambientes fueron propuestos por la
comunidad cientif´ıfica en numerosas versiones de los LCS ya que ambos permi-
ten obtener una solucio´n fa´cil de interpretar. El ambiente multiplexor se conoce
como esta´tico y woods como dina´mico. El ambiente woods es usado para probar
la regla de Oja con aprendizaje supervisado y outstar. En el ambiente del multi-
plexor se probo´ la regla de normalizacio´n multiplicativa (Oja) para aprendizaje
no supervisado e instar.
El ambiente woods puede verse como un laberinto donde se tienen obsta´cu-
los, un agente que lo recorra para llegar a un objetivo y el objetivo en s´ı. En
la Figura 4.8 se ilustra un ejemplo de co´mo se puede desarrollar un laberin-
to. El agente se muestra como una persona que va a recorrer el laberinto para
llegar al objetivo final que en este caso esta´ ejemplificado con un regalo. La per-
sona debera´ pasar por el camino ma´s corto siempre que no haya obsta´culos en e´l.
Los obsta´culos en este caso esta´n ilustrados por medio de pequen˜as bardas
que impiden el paso del agente. Este ambiente, computacionalmente hablando,
se puede ver como una matriz con valores, donde cada obsta´culo tiene asignado
el valor de 1 y la celda que no tiene obsta´culo tiene el valor de 0. Se construye
una cadena de ceros y unos acomodados por posicio´n, donde cada posicio´n en
la cadena indica si hay un obsta´culo o esta´ libre el paso, por ejemplo, la primer
posicio´n de la cadena puede indicar la posicio´n arriba del agente, donde se al-
maceno´ un uno para indicar que hay un obsta´culo.
En el ejemplo se tomo´ la celda que esta´ justo arriba del agente como la pri-
mera a agregarse a la regla, y de ah´ı se van tomando los valores en sentido de
las manecillas del reloj, como resultado de este ejemplo, la regla generada es:
111100111, donde se puede observar que hay obsta´culos exactamente arriba del
agente, en la esquina superior derecha y del lado derecho de la misma, despue´s
se encuentran dos ceros que indican que no hay obsta´culos en la esquina inferior
derecha y exactamente abajo y despue´s hay ma´s obsta´culos en las siguientes
tres posiciones que esta´n a su lado izquierdo.
Cabe sen˜alar que el agente so´lo ve las ocho celdas que esta´n justo al rededor
de e´l, no alcanza a ver las que esta´n ma´s alla´ de las 8 ma´s cercanas. A partir
de ello toma la decisicio´n de avanzar por alguna de las celdas que esta´n libres
de obsta´culos y nuevamente hace una revisio´n de las celdas que se convierten
en las 8 ma´s cercanas. Cada paso que de´ le permite ver el siguiente conjunto de
celdas y seguir tomando decisiones para avanzar.
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Figura 4.8: Ejemplo de ambiente woods
El ambiente multiplexor se puede ilustrar por medio de compuertas lo´gicas
donde se tienen varias entradas, en este caso 6, y una sola salida. En la Figura
4.9 se observa que las entradas esta´n asociadas a las variables xi donde i= 0,
2,... ,5. Estas entradas entran a un circuito con compuertas lo´gicas acomodadas
similares al multiplexor booleano, y se va mezclando los valores que van toman-
do con operadores lo´gicos de y y o, consiguiendo una sola salida F6.
Para un LCS, las entradas del multiplexor son parte de la regla que se va
a evaluar, donde cada entrada representa un para´metro en particular de esa
regla y la salida es la accio´n asociada a toda la regla. Esos datos se introducen
al multiplexor, el cual evalu´a como si tuviera compuertas lo´gicas y permite ir
asignando los valores al par regla/accio´n correspondiente.
4.5. Pruebas y resultados 55
Figura 4.9: Ejemplo de ambiente multiplexor
Para propo´sitos de este trabajo, se realizaron pruebas en ambos ambientes
con 5,000, 10,000, 15,000, 20,000, 25,000 y 50,000 pasos, con 50 y 100 pasos pro-
mediados para cada una en ambos ambientes. Se realizaron ma´s de 50 pruebas
para cada vertiente con cada uno de este nu´mero de reglas. Se observo´ que los
resultados de cada una de estas pruebas tienen resultados muy similares entre
ellas en ambos ambientes, los datos de salida caen en los mismos rangos. Para
efectos pra´cticos, en el presente cap´ıtulo so´lo se incluyeron los resultados de las
comparaciones de las 3 vertientes hebbianas contra los del GXCS con 20,000
reglas y 100 pasos en el ambiente multiplexor.
Las comparaciones hechas de las pruebas de 20,000 reglas en el GXCS den-
tro del ambiente del multiplexor y las tres vertientes probadas en el GXCS-H se
pueden observar en las figuras 4.10, 4.11 y 4.12. El factor de comparacio´n prin-
cipal mostrado fue el rendimiento, pues e´ste es calculado a partir de los valores
obtenidos sobre el vector de pesos, la recompensa y la aptitud de cada regla. La
tasa de degradacio´n o decaimiento nos permitio´ eliminar las reglas que ten´ıan
un menor peso y por lo tanto, no era candidatas a ser tomadas en cuenta para
futuros ca´lculos.
Dentro de la implementacio´n de GXCS y de GXCS-H se genera un archivo
de salida para almacenar los resultados de las pruebas, es decir, el rendimiento,
nu´mero de pruebas realizadas, margen de error en la prediccio´n y nu´mero de
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elementos por cada iteracio´n. El GXCS-H utiliza el mismo formato de salida,
donde se pueden apreciar los mismos tipos de datos. En estos resultados se
puede observar que el rendimiento en el GXCS-H es ma´s cercano a cero que el
rendimiento del GXCS.
El valor del rendimiento se calcula a trave´s de la aptitud de cada regla para
el GXCS, y a trave´s de esa misma aptitud en conjunto con los pesos hebbianos
y los valores asociados con las reglas de entrada y las acciones de salida para el
GXCS-H. Es por ello que se toma a este para´metro como base de comparacio´n
entre ambos clasificadores. Como se vera´ ma´s adelante en esta misma seccio´n,
el GXCS-H mejoro´ el rendimiento del GXCS.
El rendimiento es un para´metro que refleja el promedio de la aptitud de un
conjunto de reglas, en este caso, 100 reglas, y e´ste debe caer en el rango entre
cero y uno. Si esta´ cercano a cero, el rendimiento y, por lo tanto la aptitud, son
muy bajas. Si esta´ cercano a uno, el rendimiento es muy bueno, por lo que las
reglas que pertenecen a ese conjunto y sus respectivas acciones son considera-
das como respuestas va´lidas que se enviara´n al ambiente y sera´n evaluadas en e´l.
Aunado a esto se encontro´ que el tiempo de ejecucio´n es menor, ya que en
el GSCS-H se eliminaron algunos me´todos en los archivos fuente, como son, el
uso de un ciclo para eliminar las reglas que ya no se requer´ıan, as´ı como la
subgeneralizacio´n, que tambie´n pudo ser eliminada. El ca´lculo en el tiempo de
ejecucio´n se genero´ a partir del nu´mero de repeticiones y operaciones y su orden
de complejidad.
Las primeras pruebas se hicieron con un peso inicial muy cercano a cero, con
valores pseudoaleatorios entre 0.5 y 0.6 pero se vio que se obten´ıan mejores re-
sultados con un rango ma´s amplio, entonces se decidio´ utilizar el rango 0.1−0.6,
los cuales mejoraron el rendimiento obtenido anteriormente. Este ca´lculo se uti-
lizo´ para las 3 vertientes hebbianas probadas, ya que para las tres se encontraron
mejores valores en los pesos y en el rendimiento del clasificador.
La variable que se utilizo´ para la tasa de degradacio´n se inicio´ con valores
cercanos a cero. El rango utilizado fue entre 0.1 y 0.7 y luego se aplico´ para
el borrado de las reglas. Inicialmente se borraron las reglas que ten´ıan tasa de
degradacio´n mayor a 0.5 pero esto hizo que el sistema no borrara suficientes
reglas, ya que hab´ıa muy pocas con una tasa con esas caracter´ısticas y por lo
tanto, saturo´ el conjunto de poblacio´n, por lo que se opto´ por borrar reglas con
valores de degradacio´n desde 0.25. Esto se aplico´ para las 3 reglas hebbianas
que se probaron en el sistema.
A continuacio´n se presentan las gra´ficas obtenidas a partir de las primeras
pruebas realizadas con el ca´lculo de pesos hebbianos solamente, en ellas se mues-
tran los primeros resultados obtenidos, es decir, sin tasa de degradacio´n y aun
con la subgeneralizacio´n. Estas gra´ficas son realizadas sobre las pruebas de las
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vertientes hebbianas estables, es decir, las que tienen vector de pesos hebbianos
estandarizados entre cero y uno, como lo indica la literatura. Estas vertientes
son: instar, outstar y Oja. Para todas las pruebas mostradas se tiene un conjunto
de 20,000 reglas agrupadas de 100 en 100 generando un rendimiento promedio
para cada uno de dichos grupos.
En la Tabla (4.4) se muestra la comparacio´n entre las caracter´ısticas de las
vertientes de la regla de Hebb con pruebas que no inclu´ıan la tasa de degra-
dacio´n. En esta tabla se pueden observar los valores promedio de rendimiento
mı´nimo y ma´ximo encontrados al realizar las pruebas.
GXCS y GXCS-H
Rendimiento GXCS Oja instar outstar
Mı´nimo 0.37 0.30 0.28 0.38
Ma´ximo 0.65 0.75 0.67 0.63
Tabla 4.4: Comparacio´n sin el uso de la degradacio´n
Estos mismos resultados se pueden observar de una manera ma´s amplia en
las gra´ficas 4.10, 4.11 y 4.12. Los resultados que se muestran en la tabla son va-
lores promedio generados de las diferentes pruebas que se hicieron. Todas estas
gra´ficas muestran la evidencia de una corrida con 20,000 pasos, respectivamen-
te. Es decir, son una muestra representativa del comportamiento de todas las
pruebas que se realizaron en las diferentes vertientes.
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Figura 4.10: Comparacio´n GXCS y GXCS-H con Oja
Como se puede apreciar en la Figura 4.10, la regla de Oja en GXCS-H lleva
un comportamiento muy similar al GXCS, sobretodo al inicio de las iteraciones.
Poco a poco se empieza a estabilizar mejor que el GXCS con el aumento del
nu´mero de pasos, en los cuales va agregando reglas por medio del algoritmo
gene´tico y va eliminado las que tienen una tasa de degradacio´n mayor a 0.5.
Hay momentos en los que el rendimiento, y por lo tanto la aptitud y los pesos
hebbianos, aumentan y se estabilizan, lo que quiere decir que se cuenta con ma´s
reglas que son aptas para resolver un problema a trave´s de las acciones que se
le asignan.
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Figura 4.11: Comparacio´n GXCS y GXCS-H con instar
La Figura 4.11 muestra que la regla de instar tiene comportamientos lige-
ramente menores que GXCS. En este ejemplo, se puede ver que la regla instar
tiene una ca´ıda en el rendimiento en el paso 3500, esto se debe a que se creo´ una
nueva regla que no hab´ıa sido probada y, por lo tanto se le dieron pesos hebbia-
nos y recompensas muy pequen˜as al inicio. Posteriormente se puede ver que el
GXCS-H con regla de instar se vuelve a recuperar y las reglas son ligeramente
ma´s estables. En general, la regla instar genera rendimientos ligeramente mayo-
res a los generados por el GXCS.
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Figura 4.12: Comparacio´n GXCS y GXCS-H con outstar
Como se puede apreciar en la Figura 4.12, el comportamiento de la regla
outstar en el GXCS-H es similar al comportamiento de las reglas de instar y de
Oja.
Una vez agregada la tasa de decaimiento para eliminar reglas con valores
de peso hebbiano muy bajo y eliminada la subgeneralizacio´n de la implemen-
tacio´n, se realizaron las pruebas respectivas las cuales generaron los resultados
que se muestran en las Figuras 4.13, 4.14 y 4.15. En los tres casos se observa
que GXCS genera un rendimiento menor que las reglas de Oja, instar y outstar,
respectivamente.
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Figura 4.13: Comparacio´n GXCS y GXCS-H con Oja
Figura 4.14: Comparacio´n GXCS e instar
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Figura 4.15: Comparacio´n GXCS y Oustar
En la Tabla (4.5) se muestra la comparacio´n entre las caracter´ısticas de las
vertientes de la regla de Hebb que incluye la tasa degradacio´n.
GXCS y GXCS-H
Rendimiento GXCS Oja instar outstar
Mı´nimo 0.37 0.44 0.44 0.55
Ma´ximo 0.65 0.83 0.75 0.85
Tabla 4.5: Comparacio´n con degradacio´n
Los resultados obtenidos a partir de la incorporacio´n del aprendizaje heb-
biano comparados con los resultados del GXCS muestran una mejora en la apti-
tud, premio y castigo por cada par condicio´n-accio´n con lo que nuestra hipo´tesis
inicial se cumple de acuerdo a las condiciones evaluadas y los resultados obteni-
dos en el GXCS-H. Cabe sen˜alar que nuestra hipo´tesis se cumple para las tres
vertientes probadas.
Cap´ıtulo 5
Conclusiones y trabajo
futuro
El presente cap´ıtulo incluye las conclusiones observadas en el desarrollo del
trabajo de investigacio´n realizado, as´ı como algunas sugerencias sobre lo que se
detecto´ como futuro desarrollo.
5.1. Conclusiones
Una vez realizadas las pruebas y obtenidos los resultados se describen en la
presente seccio´n las conclusiones a las que se llegaron.
La incorporacio´n del aprendizaje hebbiano en un GXCS mostro´ que el
clasificador puede converger a la solucio´n.
Dentro de un ambiente dina´mico el clasificador mostro´ que el control en
las reglas es ma´s eficiente debido a que el factor de decaimiento permite
eliminar reglas que no son utilizadas y solo mantener aquellas que esta´n
en constante competicio´n.
El uso del aprendizaje hebbiano evita la subgeneralizacio´n de reglas, con lo
que el sistema ya no requiere evaluar las reglas de esta manera, ahorrando
tiempo de procesamiento.
Se encontro´ una diferencia significativa entre las pruebas realizadas a las
vertientes de Hebb cuando se agrego´ la tasa de degradacio´n y se elimino´ la
subgeneralizacio´n.
El uso de la variable de degradacio´n permite eliminar so´lo aquellas reglas
que no han sido utilizadas en la bu´squeda de una solucio´n sin afectar el
rendimiento del clasificador mismo.
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Los resultados obtenidos hasta el momento son satisfactorios en los am-
bientes de pruebas, sin embargo, se requiere de mayor experimentacio´n en
otro tipo de ambientes.
A partir del presente trabajo se puede asegurar que el aprendizaje heb-
biano puede ser incorporado en un sistema clasificador llevando a este
tipo de sistemas a contar con un mecanismo de aprendizaje ma´s natural,
entendiendo esto como lo realiza un ser humano.
El estudio del aprendizaje hebbiano y de los LCS me permitio´ tener un
panorama ma´s amplio sobre la aplicacio´n de las neurociencias en el a´rea
de inteligencia artificial, con ello verifique´ que este aprendizaje mejora los
resultados esperados de un LCS.
A pesar de que se ha incluido el aprendizaje hebbiano en el presente tra-
bajo, se sugiere realizar pruebas con ambientes multiagente.
5.2. Trabajo futuro
A partir de las conclusiones enumeradas anteriormente se pueden identificar
algunas de las tareas que se recomienda realizar como trabajo futuro.
Es deseable realizar pruebas en ambientes donde se pueda emular ma´s de
un agente, es decir, con sistemas multiagentes.
Realizar pruebas del GXCS-H en casos de estudio espec´ıficos.
Eliminar el ca´lculo de la exactitud, tomada en el presente trabajo del
algoritmo de Bombero.
Eliminar el ca´lculo de la aptitud y recompensa tomada en el presente
trabajo del aprendizaje ra´pido.
Realizar el ca´lculo de recompensa y aptitud a partir de las ecuaciones de
las vertientes de Hebb tomadas en el presente trabajo. Esto nos crear´ıa un
sistema que se comportara´ con caracter´ısticas mas apegadas al comporta-
miento humano real durante su fase de aprendizaje.
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Abstract—This article describes how to generate autonomous
behavior to populate a virtual environment using Serious
Games and Learning Classiﬁer Systems. A serious game
is a paradigm that simulates the real environment like a
natural phenomenon. For example, people’s behavior living
an earthquake, ﬁre, weather phenomenon or others. Into a
serious game, the users are represented by virtual entities
that have autonomous behavior taken from human’s behavior.
The principal interest to use serious games is that it’s possible
to obtain a tool with capabilities to predict, to plan and to
train people involved in many natural phenomenons. The
originality of this paper is that used a Learning Classiﬁer
Systems (LCS) inside in Serious games. It is possible to
ﬁnd a better simulation of the human’s behavior into a real
situation, using learning machine. The entities (agents) has
autonomy and adaptability given by a genetic algorithm
embedded in the LCS.
Key words: Agents’s Behavior, Artiﬁcial Intelligence, Vir-
tual Environments, Serious Games, LCS, Learning Machine.
1. Introduction
Today, computer-based systems support the different
activities of human, beginning from productive tasks
until tasks of leisure. One of the most active areas of
computer systems is Immersive Virtual Reality Systems.
That is virtual environments where users interact with
the environment using possibly speciﬁc interfaces like
gloves, head-mounted displays, virtual sensors, etc. Human
imagination only limits the applications of this technology.
Currently, using this technology, we can do virtual visit to
museums, factories, research centers, etc. However, one of
the presents problems in this technology is the creation of
realistic virtual environments.
In this paper, we are interested in the creation of
realistic behavior using in scenarios where agents act
in natural form but were the evolution of the agents is
important. Model tools are used to satisfy this requirement.
However, solutions using this approach are complex and
very costly, mainly when the objective is the simulation of
the evolution of a virtual world.
In our case, the humans are embed in a social environment,
a social environment system is a set of individuals that
interact mutually to the artifacts from its environment. The
agents needed to recreate the social behavior, in fact, the
agent evolves accorded to their belief, desire and intentions.
Serious games are an actual paradigm to recreate the
real phenomenon that common people are living. The
principal interest to recreate the real environment is to can
predict a situation where the user’s integrity can be affected
by the external phenomenons. A clear example was the
inﬂuenza pandemic, where Mexico had affected in 2008
leaving considerable damages in the population and the
ofﬁcial organizations.
Computer Science, in particular, Artiﬁcial Intelligence,
proposes methods to generate autonomous behavior to
collaborates disciplinary with human behavior areas, thus,
help to understand social behavior in individual that interact
with the environment. The Multi-Agent Systems (MAS)
are the representation of a virtual entity. These systems try
to copy the social behavior similar to individual in real
world [1];
The knowledge initial of agents is taken on goal in
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concordance to desires, beliefs and intentions grouped
to create autonomy. The LCS grants the possibility to
evolve into the environment by itself, characteristics of
communication and collaboration emerge in agents to meet
your goals like observed in human society.
This article shows the way to create intelligent agents
with autonomous social behavior to develop serious games,
where phenomenon in daily life is shown. Serious games
are a tool to predict not controlled events. In section 2 we
presents the deﬁnition of an intelligent Agents, section 3
describe the Learning Classiﬁer System and our proposal
architecture, section 4 presents the development our
proposal architecture and ﬁnally section 5 and 6 presents
the results obtained with our proposal architecture and the
conclusion, respectly.
2. Intelligent Agents
Intelligent Agent is an entity capable of perceiving its
environment, processing such perceptions and to response
or action in your environment in a rational manner [2]. In
other words, Intelligent Agent gets the best performance to
maximize the answer desired. Figure 1 represents the basic
architecture of an agent and the ability to act autonomously
in an environment. Therefore, an agent is an entity able to
take their decisions about how to act in your environment,
where there is no inﬂuence of a leader or a global plan.
Figure 1. Architecture based on an intelligent agent
An intelligent agent has a behaviour; it’s can go from
the complex action of the human or animal’s behaviour
based on their instinct or desired [4]. An agent must
be autonomous, reactive, proactive and social. Their
characteristics be mention below:
• Autonomous: Agents have to operate without human
intervention on their actions and decisions.
• Reactive: Agents can feel the change of the environ-
ment and to adapt at them.
• Proactive: Agents can focus on their actions and
decisions to achieve their objectives.
• Social: Agents can communicate with them.
The characteristics of an agent are not more than an
architecture that can be using, as a particular methodology
for its construction. An agent has multiples components
that interact with them to deﬁne the internal characteristics
of the state of the agent. An architecture covers both
technical and algorithms that support this methodology.
Consequently, an architecture depends on the objectives,
the tasks to be carried out and the environment [5].
In other words, an agent can have many components
that interact to deﬁne the state of its internal characteristics.
Architecture covers techniques and algorithms that support
this methodology. As a consequence, architecture depends
on environment; goals and tasks that have to be done [5].
In our case, we will use architectures based on BDI
( Belief-Desire -Intention). This type of architectures takes
decisions through a process of reasoning, which starts with
the beliefs of the world and desires that the agent seeks
to achieve. The intentions are building as a result of the
beliefs and desires.
3. Learning Classiﬁer System
The LCS is a powerful learning machine that uses
ambient conditions to suit the objectives and achieve this
through an evolutionary mechanism that allows ﬁnd new
solutions to help meet complex tasks [12].
The agent must learn from its environment, and take
actions to react in some situations that can have unexpected
events. Classiﬁer systems can help giving tools on artiﬁcial
life processes and will be used in our work because we
want to simulate different behaviors on the environment.
The LCS general structure is shown in Figure 2.
Figure 2. LCS general structure
A classiﬁer has three parts: condition, action and weight.
These are described below:
condition: the condition is a situation of an environment,
and the captors sense this condition then its matches with
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the base of classiﬁers; the best classiﬁer is the winner to
respond to a given situation.
action is the element that respond to a situation of
the environment and modify this to a new situation.
weight is activated when there is more than one classiﬁer
that respond a situation of the environment, so, it activates
the rule with higher weight using genetics algorithms. The
rules are updating its status with different weights, so,
worst rules are eliminated, and the environment can adapt
itself to better rules.
In dynamic environments, the response to several situations
should be fast, and then it is necessary to use mechanisms
of prediction, correct classiﬁers have the same value
and same changes to be selected. LCS most used as a
Q-learning learning system [3]. With this advantage, all
the status from the environment is saved updating the
prediction of the classiﬁers to get a complete panorama
to the environment. Q-learning is a process that helps to
update the prediction of the classiﬁers from the previous
step p[A]i−1. Q-learning uses the previous rewards [Pi− 1]
and the prediction p[A] and γ the inﬂuence is given to the
next predictions. The equation (1) shows the mechanism to
insert many classiﬁers, as much as we need to simulate a
complex environment.
p[A]i−1 = [Pi− 1] + γMAX(p[A])wiht(0≤γ≤1) (1)
Update the prediction of the next state in the environment
is over-taken by the dynamics of the environment that
necessitates the creation of new classiﬁers using a genetic
algorithm.
The nature of the construction of the initial population
of the genetic algorithm is a direct transition from the
representation of the situation of the environment which
makes the system evolutionary completely.
Figure 3. construction of classiﬁer in LCS
The Figure 3 shows the construction of a binary
classiﬁer, this is the easiest way to creation, but not the
best. We use a representation of the condition of the
environment with abstract data.
4. Development
BDI model [7] is conceived as Practical Human
Reasoning Theory, this model supports events based on
reactive and proactive behavior or behavior to reach goals,
this is a beneﬁt of this model when is needed to implement
Serious games. Figure 4 shows BDI model.
Figure 4. BDI Architecture model
Beliefs inform system status that represent information that
an agent has about its environment and its internal status.
Thus, desires are agents motivational status used to reach
its goals. Finally, intentions help to take decisions about
plans that are made to reach goals. However, a plan is
not necessary a part of basic facts, the plan can include
sub-goals.
Serious games take importance since the user has to
be aided with a task. This task can be from an educative
assistant to a training complex system to maintain an
airplane turbine. Serious games contain entities that help
the user and give knowledge to the user. Entities behavior
must be as real as possible to make user feels attracted by
the serious game all the time.
Figure 5 shows an environment based on a virtual city
using Unity 3D. This city has main items for simulating
agents as pedestrians.
Agents that pollute the environment are based on LCS and
BDI model as follows:
• θ is a set that describes the agents environment.
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Figure 5. Environment in a virtual city
• T(θ) is a set of attributes {τ1, τ2 . . . τn } describes
the environment
Deﬁnition 1: A belief c over θ is a n-tuple of T(θ)
attributes. It is referred as c = ((τ1, τ2, ... τm) with m ≤
n.
Deﬁnition 2: A set of beliefs over θ as C(θ) = {(τ1,
τ2, τm) where j = 1, 2, ...,m≤ n}
Example: Assumption that T(θ) includes all attributes
needed to characterize a touristic path in Salamanca city.
T(θ) = {τ1 = monument’s, τ2 = schedule, τ3 = cost,
τ4 = travelling time, ..., τn}
In this environment a belief, for example, monument,
is an attribute vector of T (θ) that belongs to monument
Belief monument = {τ1 = monument’s, τ2 = schedule, τ3
= cost, τ4 = quality indicator}
Deﬁnition 3: Being ∧ an accessibility operator between m
beliefs deﬁned as (c1, c2, c3, ..., cm) ∧ (c1, c2, c3, ..., cm)
= (c1 ∧ c2∧.... cm), this is the operator to create new
structures joining beliefs that supports each other.
∧ operator is null over beliefs if some of them is
not accessible and it is denoted by ∧(c1, c2, c3, ..., cm) = 0.
Deﬁnition 4: An intention i over is a s-tuple of beliefs
each other compatible and is denoted by i = (c1, c2, ..., cs)
with s∈ N, ∧ (ci, cj) 6=0.
Deﬁnition 5: Set of intentions over θ , is deﬁned by
I(θ) = {(c1, c2, ..., ck) where k ∈ N}
Deﬁnition 6: Canonical variables of a set are any set
I(θ) of independent linear parameters χ= (A1, A2, ..., Av )
that characterize i ∈ I(θ) items. These variables are part of
each problem P given.
Deﬁnition 7: A desire d over τ is a function deﬁned
by
d : I(θ) → Ω(χ)
i = (c1∧...∧cr → F(A1, A2, ..., Av)
where Ω(χ) is a function set over χ
The expression above refers to intentional attitudes
that we call desires. These desires can be achieved through
a plan to this effect, in other words, all information that
beliefs give us are evaluated taking parameters related to
desired goals.
Deﬁnition 8: A set of desires over θ is deﬁned as
D(θ)={d: I(θ) → Ω(χ)}
Where I(θ) are intentions and Ω(χ) are functions over χ.
5. Results
To watch physical and natural phenomenon like
human watch them in his real world is a wide problem.
Serious games have a virtual environment to simulate this
phenomenon. Castle [8] said that a virtual environment is
a way to do simulations of activities from real world thru
time, this is done to understand its behavior and evaluate
new possibilities.
To watch physical and natural phenomenon like human
watch them in his real world is a wide problem. Serious
games have a virtual environment to simulate this
phenomenon. Castle [8] said that a virtual environment is
a way to do simulations of activities from real world thru
time, this is done to understand its behavior and evaluate
new possibilities.
To this article, we used an LCS and BDI architecture
for creating a Systeme Multi-Agents to pedestrian
simulation in a city for watching agents behavior and
how agents modify the internal states to reach their goals.
Movement of agents is based on vehicle concept proposed
by Reynolds [10]. So, is possible to ﬁnd autonomous agents
with movements made in three layers: I) Choose action, II)
Direction and III) Locomotion. These layers are described
below:
I) Choose an action: Agent has one or more goals,
so, it can select one or more actions to reach its goals.
(For example, communicate with other agents, avoid an
obstacle, take a route, etc.). First of all, an agent will broker
its environment and later, it will take an action based on a
desire.
II) Direction: After the action was chosen, the agent
has to do next movement under a direction force.
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III) Locomotion: This layer sometimes is not considered
because is related with agents body movement.
Figure 6 shows hierarchy between layers described
above:
Figure 6. Hierarchy of movement behavior
Figure 7 shows an agent embedded in a virtual city. On
this stage, a maquette is used to simulate the environment
for validating agents behaviors.
Agents can walk on the blocks, visit attraction parks,
avoid obstacles, and overall, have knowledge of pedestrian
zone, such as sidewalks, corridors, etc. Agents have to go
to corners and wait till trafﬁc light is green for crossing
streets. On this stage our virtual environment doesn’t have
cars, it will be included later.
Figure 7. Agent embedded on a virtual environment
The Figure 8 shows an agent called Jazmin, she has to
walk thru a virtual city, if she wishes, she can go inside of
a building, only if this building is available. Non-speciﬁc
characteristic blocks compound the virtual environment, but
it will contain doors that can be open, access to buildings,
etc.
Figure 8. Agent Jazmin walking thru virtual city
LCS architecture and BDI paradigm let us watch au-
tonomous behavior, even though architecture can change de-
pending on the autonomous action that we want to represent
or study.
6. Conclusion
Serious games are an efﬁcient tool to watch interesting
phenomenon in different society areas and productive
sectors thru real environment simulations.
LCS shows high reactivity in the environment, which
allows us to observe behavior in the most natural agents,
according to the ambient pressure.
The BDI model allows agents to have an initial knowledge
base upon the simulation and can be observed behaviors
encouraged if not based on tasks and objectives to be
achieved in the environment.
The possibility to change the agent’s knowledge base
to implement an adaptive process with real autonomy in
entities that integrate virtual environment. We have to
generate behavior based on emotions created by virtual
agents, just to study the social phenomenon and another
kind of behavior.
In this ﬁrst stage, we have an SMA that aim to walk
in the street of the city to stop at some point if there is a
change of attention, for example, see a sideboard.
We currently work in more complex behaviors for a
disaster such as an earthquake.
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