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Анотацiя: В роботi розглядається застосування GPGPU пiдходу до виконання
операцiй над матрицями (додавання, множення, множення на скаляр). Виконується
порiвняльний аналiз швидкостi виконання операцiй на ЦП та ГП однiєї цiнової кате-
горiї.
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Вступ
При виконаннi проектування гнучких виробничих систем часто ви-
никають задачi, основою математичного апарату для вирiшення яких,
використовуються матрицi. Серед таких задач поширеними є: пряма за-
дача кiнематики, обернена задача кiнематики, календарне плануван-
ня, оперативне планування.
Часто для вирiшення таких прикладних задач потрiбнi числовi ма-
трицi великої розмiрностi. Операцiї над такими матрицями потребують
значних обчислювальних ресурсiв. Матрицi допускають наступнi алге-
браїчнi операцiї:
• додавання двох матриць однакового розмiру;
• множення двох матриць пiдходящого розмiру (матрицю, що має n
стовпцiв можна множити тiльки на матрицю, що має n рядкiв);
• множення матрицi на скаляр,
• пошук оберненої матрицi до заданої.
Особливiстю даних операцiй з точки зору їх виконання на обчислю-
вальних ресурсах є можливiсть їх паралельного виконання, оскiльки
данi операцiї складаються з незалежних алгебраїчних операцiй над чи-
слами, що є елементами матрицi.
Паралельне виконання алгоритмiв, що реалiзують алгебраїчнi опера-
цiї над матрицями можливе з використанням багатоядерних процесорiв
чи багатопроцесорних систем.
На сьогоднiшнiй день популярним стає використання графiчних
процесорiв (ГП) для виконання обчислень загального призначення
(GPGPU): технологiї nVidia CUDA та ATI Stream [4,5].
GPGPU (графiчний процесор для обчислень загального призначен-
ня) – це технiка використання графiчного процесора, що, зазвичай, ви-
користовується в обчисленнях для комп’ютерної графiки, яка дає змогу
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виконувати обчислення загального призначення, якi, зазвичай, викону-
ються на центральному процесорi [1].
Особливiстю графiчних процесорiв є те, що вони проектуються для
виконання великої кiлькостi паралельних обчислень. Таким чином,
при однаковiй вартостi один центральний процесор (ЦП), що може ви-
конувати паралельно 4 потоки рiвний вартостi графiчного процесора,
що може виконувати вiд 20 до 50 паралельних потокiв обчислень.
Проте, незважаючи, на апаратнi можливостi виконання паралель-
них обчислень, графiчнi процесори мають вiдмiнну вiд класичних про-
цесорiв програмну модель, що називається “одна iнструкцiя – масив да-
них”. Така програмна модель вимагає паралельного виконання лише
однiєї iнструкцiї на заданому масивi даних, що унеможливлює викори-
стання умовних конструкцiй та вимагає вiдповiдної адаптацiї алгори-
тмiв (рис. 1).
Рис. 1 – Виконання довiльного алгоритму на:а) ЦП; б) ГП
При розробцi алгоритму, який повинен виконуватись на графiчному
процесорi, слiд враховувати особливiсть даної програмної моделi, а та-
кож те, що при вказаному пiдходi далеко не всi алгоритми виконувати-
муться ефективнiше на ГП, нiж на ЦП.
Постановка задачi
Дано прямокутнi матрицiA та B розмiрностi n×m та алгебраїчнi опе-
рацiї, операндом яких дана матриця може виступати: додавання двох
матриць однакового розмiру, множення двох матриць пiдходящого роз-
мiру (матрицю, що має n стовпцiв можна множити тiльки на матрицю,
що має n рядкiв), множення матрицi на скаляр, пошук оберненої матри-
цi.
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Необхiдно розробити програми, що реалiзують виконання даних опе-
рацiй над матрицями на ЦП та ГП та виконати порiвняльний аналiз
швидкостi виконання алгоритмiв.
Додавання двох матриць однакового розмiру
Додаванням двох матриць однакового розмiру A + B є знаходження
матрицi C, всi елементи якої рiвнi попарно сумi всiх елементiв матрицi
A та матрицi B з вiдповiдними iндексами: cij = aij + bij .
Дана операцiя може бути представлена як алгоритм для ЦП у вигля-
дi двох вкладених циклiв, де на кожному кроцi внутрiшнього циклу об-
числюється сума вiдповiдних елементiв двох вхiдних матриць A та B,
а результат присвоюється вiдповiднiй комiрцi матрицi C (рис. 2. а).
Рис. 2 – Операцiї над матрицями на ЦП (а – додавання матриць, б –
множення матрицi на скаляр, в – множення матриць)
Як бачимо з рис. 2.а, частина алгоритму, що включає вкладенi цикли,
може виконуватись паралельно, оскiльки кожна алгебраїчна операцiя
додавання може виконуватись незалежно вiд iншої.
В залежностi вiд кiлькостi ядер в процесорi, можна роздiлити матри-
цi A та B на сегменти (наприклад, для 4-ядерного процесора, матрицi
можна роздiлити на 4 частини розмiрностi n
2
× m
2
. Кожен паралельний
потiк буде заповнювати свою частину результуючої матрицi.
Додавання матриць за допомогою ГП потребує створення так званого
обчислювального ядра, що являє собою функцiю на мовi програмування
С та виконується безпосередньо на ГП. Всi реалiзацiї алгоритмiв на ГП
в данiй статтi наведенi з використанням технологiї CUDA вiд компанiї-
виробника графiчних процесорiв nVidia [4].
Блок-схема алгоритму виконання операцiй над матрицями зображе-
на на рис. 3. Блок-схема є унiверсальною, а з точки зору реалiзацiї рiзни-
цею в операцiях буде тiльки обчислювальне ядро.
Особливiстю обчислювального ядра є те, що вiн виконується на обчи-
слювальнiй сiтцi. В даному випадку обчислювальною сiткою виступає
сiтка розмiрностi n × m, що вiдповiдає розмiрностi матриць-операндiв.
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Рис. 3 – Виконання алгоритмiв, що реалiзують операцiї над матрицями
на ГП (додавання матриць, множення матрицi на скаляр, множення
матриць)
Алгоритм, що реалiзований в обчислювальному ядрi, виконується стро-
го паралельно, де кожен потiк виконує операцiю на клiтинцi обчислю-
вальної сiтки, що в нашому випадку вiдповiдає клiтинцi елементам ма-
триць. Його можна представити у виглядi наступних крокiв (рис. 3):
• визначення рядка обчислювальної сiтки, що обраний в даний мо-
мент (є рядком матрицi – операнда;
• визначення стовпця обчислювальної сiтки, що обраний в даний мо-
мент (є стовпцем матрицi – операнда;
• виконання операцiї додавання над елементами матрицi, що визна-
чаються iндексами визначеними в попереднiх пунктах та запис ре-
зультату у вiдповiдну комiрку матрицi-результату.
Реалiзацiю даного алгоритму було вiд тестовано на ГП nVidia 8800,
що пiдтримує паралельне виконання до 20 потокiв обчислень.
Множення матрицi на скаляр
Операцiєю множення матрицi A на скаляр k є знаходження матрицi
C, елементи якої отримуються множенням елементiв початкової матри-
цi A на число k: cij = aij × k.
Дана операцiя може бути представлена як алгоритм для ЦП у вигля-
дi двох вкладених циклiв, де на кожному кроцi внутрiшнього циклу об-
числюється сума вiдповiдних елементiв двох вхiдних матриць A та B,
а результат присвоюється вiдповiднiй комiрцi матрицi C (рис. 2,б).
Алгоритм для виконання операцiї множення матрицi на скаляр для
ГП лiд виконати у виглядi обчислювального ядра. Його можна предста-
вити у виглядi наступних крокiв:
• визначення рядка обчислювальної сiтки, що обраний в даний мо-
мент (є рядком матрицi – операнда;
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• визначення стовпця обчислювальної сiтки, що обраний в даний мо-
мент (є стовпцем матрицi – операнда;
• виконання операцiї множення елемента матрицi, що визначається
iндексами визначеними в попереднiх пунктах та запис результату
у вiдповiдну комiрку матрицi-результату.
Множення матрицi на матрицю
Операцiєю множення матрицi A на скаляр k є знаходження матри-
цi C, елементи якої отримуються шляхом сумування попарних добу-
ткiв вiдповiдних елементiв стовпця та рядка матриць - операндiв, а
результат формує елемент вихiдної матрицi iз такими ж iндексами:
cij =
n∑
k=1
aikbkj
Таким чином, у порiвняннi з реалiзацiями двох попереднiх операцiй,
алгоритм представлятиме не 2, а 3 вкладених цикли, де у внутрiшньо-
му циклi обчислюється елемент результуючої матрицi. Алгоритм для
виконання на ЦП представлений на рис. 1. в.
Алгоритм для виконання операцiї множення матриць для ГП слiд
виконати у виглядi обчислювального ядра. Його можна представити у
виглядi наступних крокiв (рис. 3):
• визначення рядка обчислювальної сiтки, що обраний в даний мо-
мент (є рядком матрицi – операнда;
• визначення стовпця обчислювальної сiтки, що обраний в даний мо-
мент (є стовпцем матрицi – операнда;
• виконання циклу обчислення кожного елементу результуючої ма-
трицi (4).
Виконання операцiї множення елемента матрицi, що визначається iнде-
ксами визначеними в попереднiх пунктах та запис результату у вiдпо-
вiдну комiрку матрицi-результату.
Дослiдження ефективностi виконання алгоритмiв
Для того, щоб отримати уявлення про ефективнiсть виконання ал-
горитмiв, виконаємо програми, що реалiзують описанi в попереднiх роз-
дiлах статтi алгоритми на ЦП та ГП. Для того, щоб пересвiдчитись
в правильностi проведених результатiв, проведемо обчислення на ква-
дратних матрицях рiзних розмiрiв. Час роботи алгоритмiв наведений у
мiлiсекундах в таблицi 1.
На рисунку 4 наочно показаний час виконання операцiй на графiчно-
му та центральному процесорах при виконаннi операцiй над маленьки-
ми (рис 4.а) та великими числовими матрицями (рис. 4.б).
Висновки
З наведеної в попередньому роздiлi таблицi та гiстограм можна зро-
бити декiлька висновкiв про ефективнiсть реалiзацiї алгебраїчних опе-
рацiй над матрицями на графiчному процесорi:
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Таблиця 1
Результати обчислення часу роботи алгоритмiв на квадратних
матрицях рiзних розмiрiв
Алгоритм Розмiр квадратної матрицi
2 4 16 64 2000
Додавання (ЦП), мс 0.054 0.058 0.677 1.022 321.2
Додавання (ГП), мс 0.101 0.106 0.107 0.132 16.5
Множення на скаляр (ЦП), мс 0.061 0.068 0.778 1.203 364.4
Множення на скаляр (ГП), мс 0.111 0.121 0.123 0.164 19.2
Множення матриць ЦП, мс 0.401 0.611 0.925 1.934 1023.2
Множення матриць (ГП), мс 0.181 0.191 0.199 0.243 75.4
Рис. 4 – Гiстограма часу виконання задач на графiчному процесорi та
центральному процесорi (а – для матриць розмiрностi 2х2, б – для ма-
триць розмiрностi 2000х2000).
Всi алгоритми, що реалiзують алгебраїчнi операцiї над матрицями
виконуються швидше на ГП, нiж на ЦП за рахунок можливостi викона-
ння обчислень паралельно. Це досягається за рахунок того, що обчисле-
ння є незалежними вiд промiжних результатiв на рiзних етапах роботи
алгоритмiв.
Для матриць невеликого розмiру час пiдготовки до власне викона-
ння обчислювально складних етапiв алгоритму при виконаннi алго-
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ритмiв на ГП за рахунок виконання дiй з пiдготування даних є висо-
ким, порiвняно з власне процесор виконання обчислень. За рахунок цьо-
го тривалiсть виконання алгоритмiв на ГП.
На великих розмiрах матриць швидкiсть виконання алгоритмiв зна-
чно пiдвищується i чим бiльше потокових ядер мiстить ГП, тим бiль-
ший виграш в швидкостi обчислень досягається
Отриманий аналiз дозволяє зробити висновок, що використання гра-
фiчних процесорiв для виконання алгебраїчних операцiй над матриця-
ми є ефективним та перспективним. Також це стосується i бiльш скла-
дних алгоритмiв та прикладних задач, складовими яких є алгебраїчнi
операцiї над матрицями.
Лiтература
1. GPGPU Review, Tobias Preis, European Physical Journal Special Topi-
cs 194, 87-119 (2011).
2. http://gpgpu.org/ - General-Purpose Computation Using Graphics
Hardware.
3. GPGPU survey paper: John D. Owens, David Luebke, Naga Govi-
ndaraju, Mark Harris, Jens Kruger, Aaron E. Lefohn, and Tim Purcell.
"A Survey of General-Purpose Computation on Graphics Hardware".
Computer Graphics Forum, volume 26, number 1, 2007, pp. 80-113.
Отримано 13.02.2012 р.
58 ISSN 1560-8956
