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SYMBOLIC REPRESENTATIONS OF NONEXPANSIVE
GROUP AUTOMORPHISMS
ELON LINDENSTRAUSS AND KLAUS SCHMIDT
Abstract. If α is an irreducible nonexpansive ergodic automorphism
of a compact abelian group X (such as an irreducible nonhyperbolic er-
godic toral automorphism), then α has no finite or infinite state Markov
partitions, and there are no nontrivial continuous embeddings of Markov
shifts in X. In spite of this we are able to construct a symbolic space V
and a class of shift-invariant probability measures on V each of which
corresponds to an α-invariant probability measure on X. Moreover, ev-
ery α-invariant probability measure on X arises essentially in this way.
The last part of the paper deals with the connection between the two-
sided beta-shift Vβ arising from a Salem number β and the nonhyper-
bolic ergodic toral automorphism α arising from the companion matrix
of the minimal polynomial of β, and establishes an entropy-preserving
correspondence between a class of shift-invariant probability measures
on Vβ and certain α-invariant probability measures on X. This corre-
spondence is much weaker than, but still quite closely modelled on, the
connection between the two-sided beta-shifts defined by Pisot numbers
and the corresponding hyperbolic ergodic toral automorphisms.
1. Introduction
For expansive automorphisms α of compact connected abelian groups X,
the attempt to find symbolic representations of the dynamical system (X,α)
has a long and extensive history. In addition to the classical ‘geometric’
constructions of Markov partitions (e.g. in [1], [4] and [25]), there are explicit
algebraic constructions of continuous equivariant finite-to-one maps from
a sofic shift onto X. The first such construction for arbitrary irreducible
hyperbolic toral automorphisms was given by R. Kenyon and A. Vershik in
[10] (irreducibility is explained in Definition 2.1); a different, but related,
general construction for irreducible expansive automorphisms of tori and
solenoids was given by the second named author in [21]. In certain cases,
this map can be chosen to be one-to-one almost everywhere (cf. [21] and [24];
of course, since X is connected and a sofic shift completely disconnected one
cannot hope to find a map which is one-to-one everywhere). The existence
of such a map gives an explicit essentially one-to-one map between shift-
invariant measures on a sofic shift and α-invariant measures on X.
The key idea in the construction of these maps is to find a surjective
equivariant map from some symbolic system V onto X (it turns out to
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be natural to set V either equal to the space ℓ∞(Z,Z) of bounded inte-
ger sequences or to some sufficiently large compact shift-invariant subset of
ℓ∞(Z,Z)). Following an idea originally introduced by A. Vershik in [27]–
[29] one may, for example, take a point x ∈ X which is homoclinic to 0
(i.e. which satisfies that lim|n|→∞ α
nx = 0) and send any integer sequence
v = (. . . , v−1, v0, v1, . . . ) ∈ ℓ
∞(Z,Z) to the point
ξ(v) =
∑
n∈Z
vnα
−nx ∈ X.
The resulting map ξ : ℓ∞(Z,Z) −→ X is equivariant (i.e. ξ ◦ σ¯ = α ◦ ξ), and
it is not hard to see that it is surjective. From this map ξ one obtains a
surjective map from the collection of shift-invariant probability measures on
ℓ∞(Z,Z) onto the α-invariant measures on X. The more refined construction
of [21] alluded to earlier is obtained by restricting this map to a carefully
chosen sofic subshift V ⊂ ℓ∞(Z,Z) on which ξ is surjective and almost one-
to-one. Other interesting and, indeed, more canonical examples arise when
α is the automorphism of X = Tm defined by the companion matrix of the
minimal polynomial of a Pisot unit β (i.e of an algebraic integer β > 1 whose
conjugates all have absolute values < 1). In this case the corresponding two-
sided beta-shift Vβ ⊂ ℓ
∞(Z,Z) is sofic, and the map ξ : Vβ −→ T
m defined
above is surjective, finite-to-one and conjectured to be almost one-to-one
(cf. [21]–[24]).
In this paper we investigate to what extent one can find a suitable substi-
tute for this construction in the nonexpansive case. This question is moti-
vated by the somewhat exotic behaviour of invariant probability measures of
irreducible nonhyperbolic ergodic toral automorphisms described in [13]: if
µ is a probability measure on X = Tn which is invariant under an irreducible
nonhyperbolic ergodic toral automorphism α, but which is completely sin-
gular with respect to Lebesgue measure, then there exists an α-invariant
Borel set B ⊂ X which intersects µ-a.e. coset of the dense central subgroup
X(0) ⊂ X, on which α acts isometrically, in at most one point. If µ is weakly
mixing then one may assume in addition that µ(B) = 1. Any natural ‘sym-
bolic model’ of such an automorphism would enable one to construct such
measures quite explicitly.
The first difficulty one encounters in the search for symbolic models of an
irreducible ergodic nonexpansive automorphism α of a compact connected
abelian group X is that every continuous equivariant map φ : Y −→ X from
a mixing shift of finite type Y with finite or countably infinite alphabet (or
from a two-sided beta-shift) to X maps the shift space to a single point (cf.
Corollaries 4.7–4.11 and Remark 4.12); in particular, (X,α) cannot have
finite or countably infinite Markov partitions in any reasonable sense. The
reason for this is that these automorphisms have no nonzero homoclinic
points (Theorem 4.1).
It is, however, possible to define a continuous map ξ˜ from the noncompact
space Y˜ = ℓ∞(Z,Z) × X(0) to X which is equivariant with respect to an
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isometric cocycle extension σ˜ : Y˜ −→ Y˜ of the shift on ℓ∞(Z,Z). This map
is surjective (though far from injective), and allows us in particular to map
shift-invariant probability measures on Y˜ to α-invariant measures on X.
Indeed, we show the following (cf. Proposition 4.18; central equivalence is
explained in Definition 4.15).
Theorem 1.1. Any α-invariant probability measure on X is centrally equiv-
alent to the push-forward under ξ˜ of a σ˜-invariant probability measure on
Y˜ , which may further be taken to be compactly supported.
We emphasize that this is true even for Lebesgue (or Haar) measure (since
central equivalence preserves entropy, any α-invariant probability measure
on X which is centrally equivalent to Lebesgue measure must be equal to
Lebesgue measure). Since Y˜ is a noncompact extension of ℓ∞(Z,Z), not ev-
ery shift invariant measure on ℓ∞(Z,Z) can be lifted to a σ˜-invariant prob-
ability measure on Y˜ . The measures which can be lifted are precisely those
for which the cocycle appearing in the definition of σ˜ is a coboundary (cf.
Theorem 4.13 and Proposition 4.18). The fact that it is natural to consider
only those measures on a symbolic model for which this cocycle is trivial
can be viewed as a manifestation of some weak form of measure rigidity for
nonexpansive group automorphisms.
The main drawback of Theorem 1.1 is that the same measure on X can be
obtained as the push-forward of many measures on Y˜ ; furthermore, it is quite
hard to understand properties such as the entropy of the resulting measures
in terms of the properties of the original measure. In order to resolve such
difficulties one would like to replace ℓ∞(Z,Z) by a smaller closed subshift,
just like in the hyperbolic case.
In the case of toral automorphisms corresponding to Pisot numbers (i.e.
of irreducible hyperbolic toral automorphisms with one-dimensional unsta-
ble manifolds) there is a natural candidate: the beta-shift Vβ corresponding
to the unique ‘large’ eigenvalue β of the automorphism. Motivated by this
question we devote Section 6 to a problem which has also provided much of
the original motivation for this research: the connection between the two-
sided beta-shift Vβ arising from a Salem number β and the nonhyperbolic
ergodic toral automorphism α defined by the companion matrix of the min-
imal polynomial of β (a Salem number is an algebraic unit β > 1 whose
conjugates all have absolute values ≤ 1, with at least one conjugate of ab-
solute value = 1). In contrast to the Pisot case, which is reasonably well
understood (though some important questions in this construction are still
unresolved, as described on page 24), the beta-shifts associated with Salem
numbers still hold many mysteries. For example, it is not known whether
they are always sofic (cf. [5]–[7] and [17]). Not surprisingly, the dynamical
interpretation of two-sided beta-shifts arising from Salem numbers is much
more complicated than in the Pisot case.
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By restricting the map ξ˜ : Y˜ −→ X described above to the space Y˜β =
Vβ × X
(0) we obtain a map from σ˜-invariant probability measures on Y˜β
(or, equivalently, from shift invariant probability measures on Vβ satisfying
the cocycle condition mentioned above) to α-invariant measures on X. In
particular, the following theorem follows from the main result of Section 6
(cf. Theorem 6.3).
Theorem 1.2. For any σ˜-invariant probability measure µ˜ on Y˜β, the entropy
of the push-forward ξ˜∗(µ˜) is equal to that of µ˜.
By constructing in Section 7 shift-invariant probability measures on Vβ
satisfying a strong form of the cocycle condition with entropies arbitrarily
close to log β we obtain from Theorem 1.2 α-invariant probability measures
on X which are singular with respect to Lebesgue measure and whose en-
tropies are arbitrarily close to log β, the topological entropy of (X,α).
In the course of proving of Theorem 1.2 , we show that Lebesgue measure
on X cannot be represented as ξ˜∗(µ˜) with µ˜ a measure on Y˜β as above. The
main question highlighted by our work is the following:
Question 1. Can every α-invariant probability measure on X which is com-
pletely singular with respect to Lebesgue measure be presented as ξ˜∗(µ˜) for
an invariant probability measure µ˜ on Y˜β?
At present, we have no evidence in either direction. Even if the answer
turns out to be negative, it would be interesting to understand the relation
between the space of measures obtained by the construction of Theorem 1.2
and the space of all invariant measures.
It follows from Theorem 1.2 and the results of Section 7 that ξ˜∗(Y˜β) ⊂ X
is fairly large; for example, it can be shown that its Hausdorff dimension is
the same as that of X. However, we do not even know the answer to the
following natural question:
Question 2. Is ξ˜∗(Y˜β) = X?
In the notation of Section 4, Question 2 can be rephrased as follows: is
the β-shift Vβ a pseudo-cover of X?
We end this introduction with a comment on a technical simplification we
adopt throughout this paper: every irreducible automorphism α of a compact
connected abelian group X is finitely equivalent to a group automorphism
of the special form αR1/(f) described in (2.6)–(2.7). By restricting ourselves
to automorphisms of this special form we avoid some minor notational and
technical complications in the statements of our results due to the presence
of finite-to-one factor maps, but our discussion here can be translated to the
general case without any difficulty.
2. Homoclinic points of irreducible group automorphisms
Definition 2.1. Let α be a continuous automorphism of a compact abelian
group X with identity element 0 = 0X . The automorphism α is irreducible
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if every closed α-invariant subgroup Y ( X is finite. A point x ∈ X is α-
homoclinic (or simply homoclinic) if lim|n|→∞ α
nx = 0. The set ∆α(X) of
homoclinic points in X is an α-invariant subgroup.
Recall that two continuous automorphisms α and β of compact abelian
groups X and Y are finitely equivalent if there exist continuous, surjec-
tive, equivariant and finite-to-one group homomorphisms φ : X −→ Y and
ψ : Y −→ X. In order to describe all irreducible automorphisms of com-
pact abelian groups up to finite equivalence we use notation from [13]. Let
R1 = Z[u
±1] be the ring of Laurent polynomials with integral coefficients.
Every h ∈ R1 is of the form
h =
∑
k∈Z
hku
k (2.1)
with hk ∈ Z for every k ∈ Z and hk = 0 for all but finitely many k. Fix an
irreducible polynomial
f = f0 + · · · + fmu
m ∈ R1 (2.2)
with m > 0, fm > 0 and f0 6= 0, denote by Ωf the set of roots of f , and set
Ω−f = {ω ∈ Ωf : |ω| < 1}, Ω
(0)
f = {ω ∈ Ωf : |ω| = 1},
Ω+f = {ω ∈ Ωf : |ω| > 1}.
(2.3)
We write T = R/Z for the circle group, define the shift τ : TZ −→ TZ by
τ(x)n = xn+1 (2.4)
for every x = (xn) ∈ T
Z, and set
h(τ) =
∑
k∈Z
hkτ
k : TZ −→ TZ (2.5)
for every h ∈ R1 of the form (2.1). Consider the closed, shift-invariant sub-
group
X = XR1/(f) =
{
x ∈ TZ :
∑
n∈Z
fnxk+n = 0 (mod 1) for every k ∈ Z
}
= {x ∈ TZ : f(τ)(x) = 0} = ker f(τ), (2.6)
and write
α = αR1/(f) (2.7)
for the restriction of τ toX ⊂ TZ (cf. [13, (2.3) and (2.11)]). By [20, Theorem
7.1 and Propositions 7.2–7.3], α is nonexpansive if and only if Ω
(0)
f 6= ∅, and
ergodic if and only if f is not cyclotomic (i.e. if and only if f does not divide
um − 1 for any m ≥ 1). In view of this we adopt the following terminology.
Definition 2.2. The polynomial f in (2.2) is hyperbolic if Ω
(0)
f = ∅, non-
hyperbolic if Ω
(0)
f 6= ∅, and cyclotomic if Ω
(0)
f contains a root of unity.
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According to [19], every irreducible automorphism α of a compact abelian
group X is finitely equivalent to an automorphism of the form αR1/(f) for
some irreducible polynomial f ∈ R1. Note that the automorphisms α and
αR1/(f) are expansive if and only if f is hyperbolic, and ergodic if and only
if f is not cyclotomic.
For the remainder of this article we assume that the irreducible polynomial
f in (2.2) is noncyclotomic.
We denote by ‖ · ‖1 and ‖ · ‖∞ the norms on the Banach spaces ℓ
1(Z,R)
and ℓ∞(Z,R) and write ℓ1(Z,Z) ⊂ ℓ1(Z,R) and ℓ∞(Z,Z) ⊂ ℓ∞(Z,R) for the
subgroups of integer-valued functions. By viewing every h =
∑
n∈Z hnu
n ∈
R1 as the element (hn) ∈ ℓ
1(Z,Z) we can identify R1 with ℓ
1(Z,Z).
We furnish the space ℓ∞(Z,R) with the topology of coordinate-wise con-
vergence. In this topology ℓ∞(Z,R) is a metrizable topological group, ℓ∞(Z,
Z) ⊂ ℓ∞(Z,R) is a closed subgroup, and the shift-invariant sets
Br(ℓ
∞(Z,R)) = {w ∈ ℓ∞(Z,R) : ‖w‖∞ ≤ r},
Br(ℓ
∞(Z,Z)) = Br(ℓ
∞(Z,R)) ∩ ℓ∞(Z,Z)
(2.8)
are compact for every r ≥ 0: on these sets our topology coincides with the
weak∗-topology.
As in [8] we denote by σ¯ the shift
(σ¯w)n = wn+1 (2.9)
on ℓ∞(Z,R), observe that σ¯ : ℓ∞(Z,R) −→ ℓ∞(Z,R) is a continuous group
automorphism, and define, for every h =
∑
k∈Z hku
k ∈ R1, a continuous
group homomorphism
h(σ¯) =
∑
k∈Z
hkσ¯
k : ℓ∞(Z,R) −→ ℓ∞(Z,R) (2.10)
(cf. (2.5)). The map ρ : ℓ∞(Z,R) −→ TZ, given by
ρ(w)n = wn (mod 1) (2.11)
for every w = (wn) ∈ ℓ
∞(Z,R) and n ∈ Z, is a continuous surjective group
homomorphism with
ρ ◦ σ¯ = τ ◦ ρ, (2.12)
and the set
Wf = ρ
−1(X) = f(σ¯)−1(ℓ∞(Z,Z)) ⊂ ℓ∞(Z,R), (2.13)
is a closed and shift-invariant subgroup with ker ρ = ℓ∞(Z,Z) ⊂Wf .
The kernel
W
(0)
f = ker f(σ¯) ⊂Wf (2.14)
is obviously finite-dimensional and the restriction of σ¯ to the complexifi-
cation C ⊗R W
(0)
f of W
(0)
f is linear. Hence σ¯ has a nonzero eigenvector
v ∈ C ⊗R W
(0)
f with eigenvalue ω ∈ C, say, and f(ω) = 0. As σ¯ is an
isometry on W
(0)
f we conclude that ω ∈ Ω
(0)
f . Conversely, if ω ∈ Ω
(0)
f , then
we set vn = ω
n for every n ∈ Z and obtain that v = (vn) ∈ C⊗RW
(0)
f .
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This shows that W
(0)
f = ker f(σ¯) ⊂ Wf ⊂ ℓ
∞(Z,R) is the linear span of
the vectors {ℜ(w(ω)),ℑ(w(ω)) : ω ∈ Ω
(0)
f } with
w(ω)n = ω
n, ℜ(w(ω))n = ℜ(ω
n), ℑ(w(ω))n = ℑ(ω
n) (2.15)
for every n ∈ Z and ω ∈ Ω
(0)
f , where ℜ and ℑ denote the real and imaginary
parts. By (2.12),
X(0) = ρ(ker f(σ¯)) = ρ(W
(0)
f ) (2.16)
is an α-invariant subgroup of X, and the irreducibility of α implies that the
closure of X(0) is either equal to {0} (if α is expansive), or to X (if α is
nonexpansive). The group X(0) ⊂ X in (2.16) is isomorphic to W
(0)
f , since
ρ is injective on W
(0)
f , and coincides with the central subgroup of X defined
in [13, (3.3)] on which α acts isometrically.
We write
1
f(u)
=
1
fm
∑
ω∈Ωf
bω
u− ω
for the partial fraction decomposition of 1/f with bω ∈ C for every ω ∈ Ωf
and define elements w∆± and w∆0 in ℓ∞(Z,R) by
w∆+n =


1
fm
·
∑
ω∈Ω−f
bωω
n−1 if n ≥ 1,
1
fm
·
∑
ω∈Ω
(0)
f ∪Ω
+
f
−bωω
n−1 if n ≤ 0,
w∆−n =


1
fm
·
∑
ω∈Ω−f ∪Ω
(0)
f
bωω
n−1
i if n ≥ 1,
1
fm
·
∑
ω∈Ω+f
−bωω
n−1 if n ≤ 0,
w∆0n =
1
fm
·
∑
ω∈Ω
(0)
f
bωω
n−1 for every n ∈ Z.
(2.17)
Then
w∆0 ∈W
(0)
f , w
∆+ +w∆0 = w∆− ,
f(σ¯)(w∆+)n = f(σ¯)(w
∆−)n = v
∆
n =
{
1 if n = 0,
0 otherwise,
(2.18)
where we are using the formal power series identities
∑
n∈Z
w∆+n u
n =
1
fm
·
( ∑
ω∈Ω−f
bωu
1− ωu
+
∑
ω∈Ω
(0)
f ∪Ω
+
f
−bωω
−1
1− ω−1u−1
)
=
1
fm
·
∑
ω∈Ωf
bω
u−1 − ω
=
1
f(u−1)
=
1
fm
·
( ∑
ω∈Ω−f ∪Ω
(0)
f
bωu
1− ωu
+
∑
ω∈Ω+f
−bωω
−1
1− ω−1u−1
)
=
∑
n∈Z
w∆−n u
n
and ∑
n∈Z
f(σ¯)(w)nu
n = f(u−1) ·
∑
n∈Z
wnu
n
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for every w = (wn) ∈ ℓ
∞(Z,R). The points w∆± ∈ ℓ∞(Z,R) have the
following properties.
x∆± = ρ(w∆±) ∈ X by (2.18),
lim
n→∞
w∆+n = limn→∞
w
∆−
−n = 0 exponentially fast, (2.19)
x∆+ = x∆− if and only if α is expansive.
3. A review of the expansive case
One of the key tools in attempting to find symbolic covers or represen-
tations of the automorphism α = αR1/(f) lies in identifying the subgroup
Vf = f(σ¯)(Wf ) ⊂ ℓ
∞(Z,Z). (3.1)
We first discuss the space Vf in the expansive setting, before moving on to
the nonexpansive case.
Suppose that the polynomial f in (2.2) is hyperbolic (i.e. that Ω
(0)
f = ∅
in (2.3)). In this case
w∆+ = w∆− = w∆, x∆+ = x∆− = x∆, w∆0 = 0. (3.2)
The point x∆ is a fundamental homoclinic point of α in the sense of [12]:
∆α(X) = {h(α)(x
∆) : h ∈ R1}. (3.3)
In the case where fm = |f0| = 1 in (2.2) and X is therefore isomorphic
to Tm = Rm/Zm, the fundamental homoclinic point x∆ has a convenient
geometric description. The automorphism α = αR1/(f) of X = XR1/(f) ⊂ T
Z
in (2.6) is algebraically conjugate to the companion matrix
Mf =


0 1 0 ... 0 0
0 0 1 ... 0 0
...
...
. . .
... 0
0 0 0 ... 0 1
−f0 −f1 −f2 ... −fm−2 −fm−1

, (3.4)
of f , acting on Tm from the left, where the isomorphism between X and Tm
is the coordinate projection
x 7→
[ x0
x1
...
xm−1
]
.
We write W (s) ⊂ Rm and W (u) ⊂ Rm for the contracting and expanding
subspaces of the matrix Mf . The quotient map π : R
m −→ Tm is injective
on W (s) and W (u), and the dense subgroups X(s) = π(W (s)) and X(u) =
π(W (u)) satisfy that
∆α(X) = X
(s) ∩X(u) = π((W (s) + Zm) ∩W (u)).
There exists a unique point y∆ ∈ (W (s)+e(1))∩W (u), where e(1) = (1, 0, . . . )
is the first unit vector in Rm. Since Mf is of the form (3.4), the orbit
{Mnf e
(1) : n ∈ Z} ⊂ Zm generates Zm as a group, which is easily seen
to imply that the homoclinic point x∆ = π(y∆) is indeed fundamental.
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We return to our more general setting. From (2.19)–(3.2) it follows that
‖w∆‖1 =
∑
n∈Z
|w∆n | <∞,
and that
ξ¯(v) =
∑
n∈Z
vnσ¯
−nw∆
is a well-defined element of ℓ∞(Z,R) for every v ∈ ℓ∞(Z,Z). As in [8] we
denote by
ξ¯ : ℓ∞(Z,Z) −→ ℓ∞(Z,R), ξ = ρ ◦ ξ¯ : ℓ∞(Z,Z) −→ X (3.5)
the resulting continuous group homomorphisms and observe that
ξ(v) =
∑
n∈Z
vnα
−nx∆ (3.6)
for every v ∈ ℓ∞(Z,Z). Hence
ξ ◦ σ¯ = α ◦ ξ,
i.e. ξ is equivariant. We summarize this discussion in a theorem; the relevant
proofs can be found in [8].
Theorem 3.1. Let f ∈ R1 be an irreducible hyperbolic polynomial, and let
α = αR1/(f) be the expansive automorphism of the compact connected abelian
group X = XR1/(f) defined in (2.6)–(2.7). Then
Vf = f(σ¯)(Wf ) = ℓ
∞(Z,Z),
and the homomorphisms ξ¯ : ℓ∞(Z,Z) −→ ℓ∞(Z,R) and ξ = ρ ◦ ξ¯ : ℓ∞(Z,Z)
−→ X in (3.5)–(3.6) satisfy that
ξ(ℓ∞(Z,Z)) = X,
ker ξ = f(σ¯)(ℓ∞(Z,Z)) ⊂ ℓ∞(Z,Z),
ξ ◦ σ¯ = α ◦ ξ.
In [21] it was proved that there always exists a compact shift-invariant
subset (in fact, a sofic subshift) V˜ ⊂ ℓ∞(Z,Z) such that the restriction
of ξ to V˜ is surjective and almost one-to-one (for the definition of a sofic
shift we refer to [11] and [31]). In general, however, there is at present no
distinguished candidate for such a set V˜ .
In Section 5 we present an interesting special case in which there is a
natural candidate for V˜ (cf. [21]–[29]): the beta-shift.
4. Homoclinic points and coding in the nonexpansive case
Now suppose that the irreducible polynomial f in (2.2) is nonhyperbolic
and not cyclotomic, and that the ergodic automorphism α = αR1/(f) of
the compact connected abelian group X = XR1/(f) is therefore ergodic and
nonexpansive. Since f is irreducible and has a root of absolute value 1, m
is even and fi = fm−i for i = 0, . . . ,m, and we assume that f0 = fm > 0.
In contrast to the expansive situation, W
(0)
f = ker f(σ¯) 6= {0}, the central
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subgroup X(0) = ρ(W
(0)
f ) in (2.16) is dense in X, and the following theorem
shows that there are no nonzero α-homoclinic points.
Theorem 4.1. Let f ∈ R1 be an irreducible nonhyperbolic polynomial which
is not cyclotomic, and let α = αR1/(f) be the ergodic and nonexpansive
automorphism of the compact connected abelian group X = XR1/(f) defined
in (2.6)–(2.7). Then ∆α(X) = {0}.
Corollary 4.2. Let α be an irreducible, ergodic and nonexpansive automor-
phism of a compact connected abelian group X. Then ∆α(X) = {0}.
Proof of Theorem 4.1. The triviality of the homoclinic group ∆α(X) for ir-
reducible nonhyperbolic ergodic toral automorphisms was shown in [12].
Here we give another (and slightly more general) proof using the methods
described in the previous section.
Suppose that x is a nonzero α-homoclinic point. Since the restriction of
α to X(0) is an isometry it is clear that X(0) ∩∆α(X) = {0} and hence that
x /∈ X(0).
We choose w ∈ Wf ⊂ ℓ
∞(Z,R) such that ρ(w) = x and lim|n|→∞wn = 0
(such a choice is obviously possible). Then v = f(σ¯)(w) ∈ ℓ∞(Z,Z) has only
finitely many nonzero coordinates and is therefore of the form h(σ¯)(v∆) for
some h ∈ R1, where the point v
∆ ∈ ℓ∞(Z,Z) is defined in (2.18). We put
w∗ = h(σ¯)(w∆−) ∈ ℓ∞(Z,R)
and observe that
w − w∗ ∈ ker(f(σ¯)) =W
(0)
f
by (2.18). From (2.17) we know that limn→−∞w
∗
n = limn→−∞wn = 0, and
hence that w = w∗ and limn→∞w
∗
n = 0, since every element in W
(0)
f is
almost periodic. However,
w∗n =
1
fm
∑
ω∈Ω
(0)
f ∪Ω
+
f
bωω
n−1h(ω)
for all sufficiently large positive n, which shows that∑
ω∈Ω
(0)
f
bωω
nh(ω) = 0 for every n ≥ 0. (4.1)
From (4.1) we see that h(ω) = 0 for every ω ∈ Ω
(0)
f or, equivalently, that h is
divisible by f . We set h = fh′ with h′ ∈ R1, v
′ = h′(σ¯)(v∆) ∈ ℓ∞(Z,Z) and
w′ = h′(σ¯)(w∆−) ∈ Wf as above, and conclude that w = w
∗ = f(σ¯)(w′) ∈
ℓ∞(Z,Z) and x = ρ(w) = 0, contrary to our choice of x. 
Proof of Corollary 4.2. There exists an irreducible, nonhyperbolic and non-
cyclotomic polynomial f ∈ R1 such that α is finitely equivalent to αR1/(f)
(cf. (2.6)–(2.7)). If φ : X −→ XR1/(f) is a continuous, finite-to-one and equi-
variant group homomorphism, then the restriction of φ to ∆α(X) is injective
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and φ(∆α(X)) ⊂ ∆αR1/(f)(XR1/(f)) = {0} by Theorem 4.1. This proves that
∆α(X) = {0}. 
Although α = αR1/(f) has no nonzero homoclinic points, we have at our
disposal the ‘one-sided homoclinic’ points x∆± in (2.19). Again it may be
helpful to identify these points in the special case where f0 = fm = 1 in (2.2)
and X is therefore isomorphic to Tm = Rm/Zm (remember that f(u) =
umf(u−1)!). As on page 8 we write W (s) ⊂ Rm,W (u) ⊂ Rm and W (0) ⊂ Rm
for the contracting, expanding and isometric subspaces of the matrix Mf in
(3.4). Then there exist unique points y∆+ ∈ (W (s)+e(1))∩(W (u)+W (0)) and
y∆− ∈ (W (s) +W (0) + e(1)) ∩W (u), and x∆± = π(y∆±) (cf. (2.17)–(2.19)).
We return to the general nonhyperbolic setting and put
ℓ∗(Z,R) =
{
w = (wn) ∈ R
Z : sup
n∈Z
|wn|
|n|+ 1
<∞
}
⊃ ℓ∞(Z,R), (4.2)
denote by ℓ∗(Z,Z) the group of integer sequences in ℓ∗(Z,R), and furnish
these spaces with the topology of coordinate-wise convergence. We extend
the maps σ¯, f(σ¯) and ρ in (2.9)–(2.11) to group homomorphisms
σ¯∗ : ℓ∗(Z,R) −→ ℓ∗(Z,R), f(σ¯∗) : ℓ∗(Z,R) −→ ℓ∗(Z,R),
ρ∗ : ℓ∗(Z,R) −→ TZ,
and set
W ∗f = {w ∈ ℓ
∗(Z,R) : f(σ¯∗)(w) ∈ ℓ∗(Z,Z)}
= {w ∈ ℓ∗(Z,R) : ρ∗(w) ∈ X}.
(4.3)
Then W ∗f ⊂ ℓ
∗(Z,R) is a closed, σ¯∗-invariant subgroup. Since
ker f(σ¯∗) = {w ∈ ℓ∗(Z,R) : f(σ¯∗)(w) = 0} ⊂ ℓ∞(Z,R)
(cf. (2.15)), we obtain that
ker f(σ¯∗) = ker f(σ¯) =W
(0)
f ⊂Wf .
We define continuous group homomorphisms ξ¯∗ : ℓ∞(Z,Z) −→ W ∗f and
ξ∗ : ℓ∞(Z,Z) −→ X by setting
ξ¯∗(v) =
∑
n≥0
vnσ¯
−n(w∆−) +
∑
n<0
vnσ¯
−n(w∆+),
ξ∗(v) = ρ∗ ◦ ξ¯∗(v)
(4.4)
for every v = (vn) ∈ ℓ
∞(Z,Z). Since the coordinates w
∆+
n and w
∆−
−n decay
exponentially as n→∞ by (2.19), each coordinate of ξ¯∗(v) in (4.4) converges
and
ξ¯∗(ℓ∞(Z,Z)) ⊂W ∗f . (4.5)
According to (2.18),
f(σ¯∗) ◦ ξ¯∗(v) = v,
ξ¯∗ ◦ f(σ¯∗)(w)− w ∈W
(0)
f
(4.6)
for every v ∈ ℓ∞(Z,Z) and w ∈ W ∗f (for the second equation in (4.6) we
note that the maps σ¯∗, f(σ¯∗) and ξ¯∗ can be extended to the set of sequences
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with polynomial growth in RZ and ZZ, respectively, where they still satisfy
the first equation in (4.6); we note that the second equation also extends to
such sequences). From (4.3) and (4.6) we see that
ξ¯∗ ◦ f(σ¯)(Wf ) ⊂Wf ,
Vf = f(σ¯)(Wf ) = {v ∈ ℓ
∞(Z,Z) : ξ¯∗(v) ∈ ℓ∞(Z,R)}.
(4.7)
The map ξ¯∗ : ℓ∞(Z,Z) −→ ℓ∗(Z,R) can obviously not be expected to be
shift-equivariant. Indeed,
d(n, v) = (σ¯∗)n ◦ ξ¯∗(v)− ξ¯∗ ◦ (σ¯∗)n(v)
=


∑n−1
j=0 vj σ¯
n−jw∆0 if n > 0,
0 if n = 0,
−
∑n
j=1 v−jσ¯
j−nw∆0 if n < 0.
(4.8)
for every n ∈ Z and v ∈ ℓ∞(Z,Z), and the resulting map
d : Z× ℓ∞(Z,Z) −→W
(0)
f (4.9)
satisfies the cocycle equation
d(m, σ¯nv) + σ¯md(n, v) = d(m+ n, v) (4.10)
for every m,n ∈ Z and v ∈ ℓ∞(Z,Z).
From the first formula in (4.4) it is clear there exists a constant c′ > 0
with |ξ¯∗(v)|n ≤ c
′ · ‖v‖∞ for every v ∈ ℓ
∞(Z,Z) and n = 0, . . . ,m− 1, where
m is the degree of f . Hence
|ξ¯∗ ◦ f(σ¯)(w)|n ≤ c
′‖f(σ¯)(w)‖∞ ≤ c
′‖f‖1 · ‖w‖∞
for every w ∈ ℓ∞(Z,R) and n = 0, . . . ,m− 1. Since there exists a constant
c′′ > 0 with
‖w‖∞ ≤ c
′′ ·max {|w0|, . . . , |wm−1|} (4.11)
for every w ∈W
(0)
f by (2.15), we can find a constant c > 0 with
‖ξ¯∗ ◦ f(σ¯)(w)‖∞ ≤ c · ‖f(σ¯)(w)‖∞ ≤ c · ‖f‖1 · ‖w‖∞ (4.12)
for every w ∈ ℓ∞(Z,R).
Equation (4.8) shows that the map ξ∗ : ℓ∞(Z,Z) −→ X is equivariant
modulo X(0), and our next result implies that ξ∗ is also surjective modulo
X(0).
Proposition 4.3. There exists a closed, bounded, shift-invariant subset Y ⊂
Vf with ξ
∗(Y ) +X(0) = X.
Proof. We recall the notation Br(ℓ
∞(Z,R)) = {w ∈ ℓ∞(Z,R) : ‖w‖∞ ≤ r}
(cf. (2.8)) and set
Br(Wf ) =Wf ∩Br(ℓ
∞(Z,R)). (4.13)
Then Br(Wf ) is a closed and bounded — and hence compact — shift-
invariant subset of ℓ∞(Z,R), and
Yr = f(σ¯)(Br(Wf )) (4.14)
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is a compact shift-invariant subset of Vf .
For r ≥ 1/2, ρ(Br(Wf )) = X, and (4.6) guarantees that ξ¯
∗◦f(σ¯)(w)−w ∈
W
(0)
f for every w ∈ Br(Wf ). Hence there exists, for every x ∈ X, an element
w ∈ Br(Wf ) with ρ(w) = x, and the element v = f(σ¯)(w) ∈ Yr satisfies that
ξ¯∗(v) −w ∈W
(0)
f and ξ
∗(v) − x ∈ X(0). This proves (2). 
Proposition 4.3 suggests the following definition.
Definition 4.4. A closed, bounded, shift-invariant subset V ⊂ ℓ∞(Z,Z) is
a pseudo-cover of X if ξ∗(V ) +X(0) = X.
The last part of this section is devoted to the question whether — and to
what extent — the non-equivariance of ξ∗ can be ‘corrected’. We start by
showing that there is no continuous, equivariant and surjective map φ from
ℓ∞(Z,Z) (or from any shift of finite type Y ⊂ ℓ∞(Z,Z)) to X.
Definition 4.5. Let T be a homeomorphism of a compact metrizable space
Y , and let δ be a metric on Y . Two points x, y ∈ Y are homoclinic if
lim|n|→∞ δ(T
nx, T ny) = 0. The homoclinic equivalence relation ∆T (Y ) is
defined as
∆T (Y ) = {(x, y) ∈ Y
2 : x and y are homoclinic}.
For every x ∈ Y we denote by
∆T (x) = {y ∈ Y : (x, y) ∈∆T (Y )}
the homoclinic equivalence class of x. The homoclinic relation ∆T (Y ) is
topologically transitive if ∆T (y) is dense in Y for some y ∈ Y , and minimal
if ∆T (y) is dense in Y for every y ∈ Y .
Note that all these definitions are independent of the specific choice of
the metric δ.
Proposition 4.6. Let α be an irreducible, ergodic and nonexpansive auto-
morphism of a compact connected abelian group X, and let T be a homeo-
morphism of a compact metrizable space Y whose homoclinic relation∆Y (T )
is topologically transitive. If φ : Y −→ X a continuous equivariant map then
φ(Y ) consists of a single fixed point x¯ of α in X.
Proof. For any pair y, y′ of homoclinic points in Y , the points φ(y) and φ(y′)
are homoclinic in X, and hence φ(y)− φ(y′) = 0 by Corollary 4.2. If ∆T (y)
is dense in Y for some y ∈ Y then the continuity of φ implies that φ(Y ) is
a single point which must be fixed under α. 
Corollary 4.7. Let f ∈ R1 be an irreducible nonhyperbolic polynomial which
is not cyclotomic, α = αR1/(f) the ergodic and nonexpansive automorphism
of the compact connected abelian group X = XR1/(f) defined in (2.6)–(2.7),
and let σ¯ be the shift (2.9) on ℓ∞(Z,Z). If φ : ℓ∞(Z,Z) −→ X is a continuous
equivariant map, then φ(ℓ∞(Z,Z)) consist of a single fixed point of α.
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Proof. For every positive integer r we set Br = {v ∈ ℓ
∞(Z,Z) : ‖v‖∞ ≤ r} =
{−r, . . . , r}Z. Then the restriction T = σ¯|Br of σ¯ to Br has a topologically
transitive homoclinic equivalence relation, and Proposition 4.6 implies that
φ(Br) consists of a single point. Since this is true for every r ≥ 1, φ(ℓ
∞(Z,Z))
consist of a single fixed point of α. 
Definition 4.8. Let A be a countably infinite set, P = (P (a, a′), a, a′ ∈ A))
a transition matrix with entries in {0, 1}, and XP = {x = (xn) ∈ A
Z :
P (xn, xn+1) = 1 for every n ∈ Z} the associated shift of finite type.
The shift XP and the transition matrix P are irreducible if there exist,
for every a, a′ ∈ A, an n ≥ 1 and elements a1 = a, a2, . . . , an = a
′ in A
with P (ai, ai+1) = 1 for i = 1, . . . , n− 1. If XP is irreducible then the period
p(XP ) is the highest common factor of the set of integers n ≥ 1 for which
there exist elements elements a1, a2, . . . , an = a1 in A with P (ai, ai+1) = 1
for i = 1, . . . , n− 1.
The shift XP and the matrix P are mixing if they are irreducible with
period 1.
For the following corollaries we assume that α is an irreducible, ergodic
and nonexpansive automorphism of a compact connected abelian group X.
Corollary 4.9. Let Y be a mixing shift of finite type with finite or countably
infinite alphabet. Then every continuous equivariant map φ : Y −→ X sends
Y to a single point.
Proof. If T is the shift on Y , then ∆Y (T ) is minimal, and our claim follows
from Proposition 4.6. 
Corollary 4.10. Let Y be an irreducible shift of finite type with finite or
countably infinite alphabet. Then every continuous equivariant map φ : Y −→
X sends Y to a finite set.
Proof. If p(Y ) is the period of Y then the shift T on Y has the property that
there exists a closed subset Y0 ⊂ Y such that the sets T
kY0, k = 0, . . . , n−1
are disjoint, T nY0 = Y0,
⋃n−1
k=0 T
kY0 = Y , and the restriction of T
n to Y0
is mixing. Hence φ(Y ) consists of a single periodic orbit for any continuous
equivariant map φ : Y −→ X. 
Corollary 4.11. Let Y be a topologically transitive sofic shift with finite
alphabet. Then every continuous equivariant map φ : Y −→ X sends Y to a
finite set.
Proof. Since Y is a continuous equivariant image of a topologically transitive
shift of finite type with finite alphabet, the result follows from Corollary
4.10. 
Remark 4.12. Some non-sofic shift-spaces have a topologically transitive
homoclinic equivalence relation. For example, in Proposition 5.1 (3) we show
that if β > 1 is a real number, and if Vβ ⊂ {0, . . . , ⌈β−1⌉}
Z is the two-sided
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beta-shift space defined in (5.4), then the homoclinic equivalence relation
∆σ¯(Vβ) of the beta-shift σβ is topologically transitive, although Vβ is in
general not sofic.
The Corollaries 4.9–4.11 and Remark 4.12 imply that α cannot have
Markov (or sofic) partitions or covers in any reasonable sense, and that
there are no nontrivial continuous equivariant maps from beta-shifts to X.
In order to understand to what extent the non-equivariance of ξ∗ can be
‘corrected’ if we are allowed to drop continuity we set
Y˜ = ℓ∞(Z,Z)×W
(0)
f
∼= ℓ∞(Z,Z)×X(0) (4.15)
(where we are using the fact that the restriction ρ|
W
(0)
f
: W
(0)
f −→ X
(0) is
a bijection) and consider the continuous surjective maps σ˜ : Y˜ −→ Y˜ and
ξ˜∗ : Y˜ −→W ∗f , defined by
σ˜(v,w) = (σ¯v, σ¯w + d(1, v)),
ξ˜∗(v,w) = ξ¯∗(v) + w
(4.16)
for every (v,w) ∈ Y˜ = ℓ∞(Z,Z) ×W
(0)
f . The map σ˜ is obviously a homeo-
morphism, and
ξ˜∗ ◦ σ˜ = σ¯∗ ◦ ξ˜∗. (4.17)
Finally we write π˜ : Y˜ −→ ℓ∞(Z,Z) for the first coordinate projection.
Theorem 4.13. Let f ∈ R1 be an irreducible nonhyperbolic polynomial
which is not cyclotomic, α = αR1/(f) the ergodic and nonexpansive auto-
morphism of the compact connected abelian group X = XR1/(f) defined in
(2.6)–(2.7), and let σ˜ : Y˜ −→ Y˜ be defined by (4.15)–(4.16). For every σ¯-
invariant probability measure ν on ℓ∞(Z,Z) the following conditions are
equivalent.
(1) There exists a σ˜-invariant probability measure ν˜ on Y˜ with π˜∗ν˜ = ν;
(2) For every ε > 0 there exists a compact subset Cε ⊂W
(0)
f with
ν({v ∈ ℓ∞(Z,Z)} : d(k, v) ∈ Cε}) > 1− ε for every k ∈ Z; (4.18)
(3) There exists a Borel map b : ℓ∞(Z,Z) −→W
(0)
f with
d(1, v) = b(σ¯v)− σ¯b(v) for ν-a.e. v ∈ ℓ∞(Z,Z). (4.19)
If ν satisfies these equivalent conditions, then the Borel map ξ∗
b
: ℓ∞(Z,Z)
−→ X, defined by
ξ∗b(v) = ξ(v) + ρ
∗ ◦ b(v) (4.20)
for every v ∈ ℓ∞(Z,Z), has the property that
ξ∗
b
(v)− ξ(v) ∈ X(0) for every v ∈ ℓ∞(Z,Z),
ξ∗b ◦ σ¯ = α ◦ ξ
∗
b ν-a.e.,
(4.21)
and the probability measure
µ = (ξ∗b)∗ν (4.22)
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on X is α-invariant.
Motivated by Theorem 4.13 we adopt the following terminology.
Definition 4.14. A shift-invariant probability measure ν on ℓ∞(Z,Z) is
weakly d-bounded if it satisfies the three equivalent conditions of Theorem
4.13. The probability measure ν is d-bounded if there exists a compact subset
C ⊂W
(0)
f such that
ν({v ∈ ℓ∞(Z,Z) : d(k, v) ∈ C for every k ∈ Z}) = 1. (4.23)
Proof of Theorem 4.13. Suppose that ν˜ is a σ˜-invariant probability measure
on Y˜ . We set ν = π˜∗ν˜, fix ε > 0 and choose Kε > 0 with ν˜(ℓ
∞(Z,Z) ×
B(Kε)) > 1 − ε/2, where B(Kε) = {w ∈ W
(0)
f : ‖w‖∞ < Kε}. Since ν˜ is
σ˜-invariant, ν˜
(
σ˜k(ℓ∞(Z,Z)×B(Kε))∩(ℓ
∞(Z,Z)×B(Kε))
)
> 1−ε for every
k ∈ Z, which implies that
ν({v ∈ ℓ∞(Z,Z) : ‖d(k, v)‖∞ < 2Kε}) > 1− ε for every k ∈ Z.
Since ε was arbitrary this shows that (1) ⇒ (2).
In order to check that (2) ⇒ (3) we choose an enumeration Ω
(0)
f =
{ω1, . . . , ωm0} of Ω
(0)
f , write W
(0)
f = C ⊗R W
(0)
f for the complexification
of W
(0)
f and use the basis {w(ωi) : i = 1, . . . ,m0} in (2.15) to identify W
(0)
f
with Cm0 . Let
Sm0 = {(γ1, . . . , γm0) ∈ C
m0 : |γi| = 1 for i = 1, . . . ,m0} (4.24)
and define, for every γ = (γ1, . . . , γm0) ∈ S
m0 , a linear map Mγ : C
m0 −→
Cm0 by setting
Mγz = (γ1z1, . . . , γm0zm0) (4.25)
for every z = (z1, . . . , zm0) ∈ C
m0 . We form the locally compact semi-direct
product
G = Cm0 ⋊ Sm0
with group operation
(z, γ) · (z′, γ′) = (z+Mγz
′, γγ′)
for every z, z′ ∈ Cm0 and γ, γ′ ∈ Sm0 and set
d
∗(k, v) = (d(k, v),ωk)
for every k ∈ Z and v ∈ ℓ∞(Z,Z), where
ωk = (ωk1 , . . . , ω
k
m0). (4.26)
By (4.10), the resulting map d∗ : Z × ℓ∞(Z,Z) −→ G satisfies the cocycle
equation
d
∗(k, σ¯lv) · d∗(l, v) = d∗(k + l, v)
for every k, l ∈ Z and v ∈ ℓ∞(Z,Z), where we are using the fact that the
shift σ¯ on W
(0)
f corresponds to Mω under our identification of W
(0)
f with
Cm0 . Furthermore, the map d∗(k, ·) : ℓ∞(Z,Z) −→ G is continuous for every
k ∈ Z.
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If the probability measure ν satisfies (2), then the cocycle d∗ : Z×ℓ∞(Z,Z)
−→ G is bounded in the sense that there exists, for every ε > 0, a compact
subset Cε ⊂ G with
ν({v ∈ ℓ∞(Z,Z) : d∗(k, v) /∈ Cε}) < ε
for every k ∈ Z, and [18, Theorem 4.7] implies the existence of a Borel map
b
′ : ℓ∞(Z,Z) −→ G and of a compact subgroup K ⊂ G such that
b
′(σ¯v)−1 · d∗(1, v) · b′(v) ∈ K (4.27)
for ν-a.e. v ∈ ℓ∞(Z,Z).
Every compact subgroup K ⊂ G is of the form
K = {(w(γ), γ) : γ ∈ Γ0}
for some compact subgroup Γ0 ⊂ S
m0 and some Borel map w : Γ0 −→ C
m0
satisfying the cocycle equation
w(γγ′) = w(γ) +Mγw(γ
′)
As Γ0 is compact, this cocycle is a coboundary, i.e. there exists a t ∈ C
m0
with
w(γ) =Mγt− t
for every γ ∈ Γ0, and
K = {(Mγt− t, γ) : γ ∈ Γ0}. (4.28)
We write the map b′ in (4.27) as b′ = (b1, b2) with b1 : ℓ
∞(Z,Z) −→ Cm0
and b2 : ℓ
∞(Z,Z) −→ Sm0 . According to (4.27)–(4.28),
(b1(σ¯v), b2(σ¯v))
−1 · (d(1, v),ω) · (b1(v), b2(v))
= (−M−1b2(σ¯v)b1(σ¯v) +M
−1
b2(σ¯v)
d(1, v) +Mb2(σ¯v)−1ωb1(v), b2(σ¯v)
−1ωb2(v))
= (Mb2(σ¯v)−1ωb2(v))t− t, b2(σ¯v)
−1ωb2(v)))
with b2(σ¯v)
−1ωb2(v)) ∈ Γ0, and hence
d(1, v) =Mω(Mb2(v)t− b1(v)) − (Mb2(σ¯v)t− b1(σ¯v))
= σ¯(Mb2(v)t− b1(v))− (Mb2(σ¯v)t− b1(σ¯v))
for ν-a.e. v ∈ ℓ∞(Z,Z). We set b(v) = b1(v)−Mb2(v)t for every v ∈ ℓ
∞(Z,Z),
view b as a map from ℓ∞(Z,Z) to W
(0)
f ⊃W
(0)
f , and obtain that
d(1, v) = b(σ¯v)− σ¯b(v)
for ν-a.e. v ∈ ℓ∞(Z,Z). If
b(v) = (b(v) + b(v))/2,
where the bar denotes complex conjugation in W
(0)
f = C⊗RW
(0)
f , then the
resulting map b : ℓ∞(Z,Z) −→W
(0)
f satisfies (4.19), and (4.21) follows from
(4.19) and (4.20). This completes the proof that (2) ⇒ (3).
Finally, if (3) is satisfied, then there exists a unique, and obviously σ˜-
invariant, probability measure ν˜ on Y˜ with π˜∗ν˜ = ν and ν˜({(v, b(v)) : v ∈
ℓ∞(Z,Z)}) = 1, which proves that (3) ⇒ (1).
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The final assertions (4.21) and the α-invariance of the probability measure
µ in (4.22) are immediate consequences of (4.19). 
We recall the following definition from [13].
Definition 4.15. Let f ∈ R1 be an irreducible nonhyperbolic polynomial
which is not cyclotomic, and let α = αR1/(f) be the ergodic and nonexpan-
sive automorphism of the compact connected abelian group X = XR1/(f)
in (2.6)-(2.7). Two α-invariant probability measures µ1, µ2 on X are cen-
trally equivalent if they have an invariant joining ̺ (i.e. an (α×α)-invariant
measure ̺ on X ×X which projects to µ1 and µ2, respectively) so that, for
̺-a.e. (x, y) ∈ X ×X, x and y lie on the same central leaf. In other words,
x− y ∈ X(0) for ̺-a.e. (x, y) ∈ X ×X,
where X(0) ⊂ X is the central subgroup of α defined in (2.16).
It is not hard to show that any two centrally equivalent probability mea-
sures have the same entropy under α. Since Lebesgue measure is the unique
measure of maximum entropy for α, it follows that the only measure cen-
trally equivalent to Lebesgue measure is Lebesgue measure itself.
Example 4.16. If ν is a weakly d-bounded σ¯-invariant probability measure
on ℓ∞(Z,Z), and if b′, b′′ : ℓ∞(Z,Z) −→W
(0)
f are two maps satisfying (4.19),
then the α-invariant probability measures µ = (ξ∗
b′
)∗ν and µ
′ = (ξ∗
b′′
)∗ν are
centrally equivalent, since ξ∗
b′
(x)− ξ∗
b′′
(x) ∈ X(0) for every x ∈ X.
If the equation (4.19) has a measurable solution b, then this solution
is generally not unique. Given a weakly d-bounded σ¯-invariant probability
measure we may thus try to choose b so that (ξ∗
b
)∗ν is as simple as possible.
Proposition 4.17. Let ν be a weakly d-bounded σ¯-invariant probability mea-
sure on ℓ∞(Z,Z), and let b be a solution of (4.19). Assume that (ξ∗
b
)∗ν is
singular with respect to Lebesgue measure. Then there is a solution b′ of
(4.19) and an α-invariant Borel set Z ⊂ X so that
(1) Z intersect each coset of X(0) in at most one point,
(2) (φ∗
b′
)∗ν(Z) = 1.
Proof. By [13, Theorem 1.3.(1)], there exist a probability measure µ′ on X
which is centrally equivalent to µ = (ξ∗
b
)∗ν and a Borel set Z ⊂ X (which
we may as well assume to be α-invariant) of full µ′-measure which intersects
each coset of X(0) in at most one point.
Since µ′ and µ are centrally equivalent,∣∣(ξ∗b(v) +X(0)) ∩ Z∣∣ = 1 (4.29)
for ν-a.e. v ∈ ℓ∞(Z,Z). Define b′(v) ∈W
(0)
f by the requirement that
ξ∗(v) + ρ ◦ b′(v)
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is the single point in the set (4.29). This function is certainly measurable, as
can be verified easily by using the joining establishing the central equivalence
of µ′ and µ. It also satisfies (4.19): since Z is α-invariant,{
α ◦ ξ∗(v) + ρ ◦ σ¯(b′(v))
}
= α(ξ∗b(v) +X
(0)) ∩ Z
= (ξ∗b(σ¯v) +X
(0)) ∩ Z = {ξ∗(σ¯x) + ρ ◦ b(σ¯x)} ,
and since ρ is injective on W
(0)
f ,
d(1, v) = σ¯∗ ◦ ξ¯∗(v)− ξ¯∗ ◦ σ¯(v) = b′(σ¯v)− σ¯b′(v).
By construction, ξb′(v) ∈ Z for every v for which b
′ is well-defined (i.e. on a
set of full ν-measure). 
Proposition 4.18. Let f ∈ R1 be an irreducible nonhyperbolic polynomial
which is not cyclotomic, and let α = αR1/(f) be the ergodic and nonexpan-
sive automorphism of the compact connected abelian group X = XR1/(f) in
(2.6)-(2.7). For every α-invariant probability measure µ on X there exists
a d-bounded σ¯-invariant probability measure ν on ℓ∞(Z,Z) such that µ is
centrally equivalent to the probability measure (ξ∗
b
)∗ν in Theorem 4.13.
Proof. Let µ be an α-invariant probability measure on X. We set W =
{w = (wn) ∈ Wf : 0 ≤ wn < 1 for every n ∈ Z} (cf. (2.13)), note that the
restriction ρ|W of the equivariant map ρ : Wf −→ X to W is bijective, and
conclude that there exists a unique σ¯-invariant probability measure µ′ on
W with ρ∗µ
′ = µ.
The σ¯-invariant probability measure ν = f(σ¯)∗µ
′ is supported on Yr ⊂
ℓ∞(Z,Z) for some r > 0, where Yr = f(σ¯)(Br(Wf )) as in the proof of
Proposition 4.3. By (4.12), ξ¯∗(Yr) is a bounded subset of ℓ
∞(Z,R). This
shows that the cocycle d in (4.9) is uniformly bounded on Yr and so ν is
d-bounded (cf. (4.14)).
Let b : ℓ∞(Z,Z) −→ W
(0)
f be a Borel map satisfying (4.19), and let
ξ∗
b
: ℓ∞(Z,Z) −→ X be given by (4.20). Since x−ξ∗
b
◦f(σ¯)◦(ρ|W )
−1(x) ∈ X(0)
for every x ∈ X, the α-invariant probability measure (ξ∗
b
)∗ν is centrally
equivalent to µ. 
The discussion in this section shows that in the nonexpansive case we have
to make a choice between continuity and equivariance: the map ξ∗ : ℓ∞(Z,Z)
−→ X in (4.4) is continuous, but not equivariant, and the maps ξb : ℓ
∞(Z,Z)
−→ X in (4.20), which are equivariant at least on some reasonably large sets,
are generally not continuous. In neither case can we expect these maps to
be surjective.
If ν is a weakly d-bounded σ¯-invariant probability measure on ℓ∞(Z,Z),
then the Borel map ξb : ℓ
∞(Z,Z) −→ X in (4.20) is equivariant ν-a.e. and
the µ = (ξ∗
b
)∗ν in (4.22) is therefore α-invariant, but the entropy of µ will
generally be lower than that of ν.
In Proposition 4.18 we saw that we can obtain every α-invariant prob-
ability measure on X — up to central equivalence — from a d-bounded
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shift-invariant probability measure on ℓ∞(Z,Z). However, all such measures
are concentrated on the somewhat elusive set Vf , so that this result is of
limited interest.
For this reason one would ideally like to find ‘nice’ and ‘large’ compact
subshifts V ⊂ ℓ∞(Z,Z) (where nice means something like a shift of finite
type or a sofic shift, and large means that the subshift should be a pseudo-
cover of X in the sense of Definition 4.4), such that the following conditions
are satisfied:
(1) for every v ∈ ℓ∞(Z,Z), the intersection of V with v+
(
f(σ¯)(ℓ∗(Z,Z))
∩ ℓ∞(Z,Z)
)
is as small as possible,
(2) for every weakly d-bounded shift-invariant probability measure ν on
V , the probability measure µ = (ξ∗
b
)∗ν in (4.22) has the same entropy
as ν,
(3) every α-invariant probability measure is centrally equivalent to a
probability measure obtained in this manner.
At this stage we have made only limited progress in this direction (cf.
Section 6, where we investigate the connection between two-sided beta-shift
arising from a Salem number β and the ergodic nonhyperbolic toral auto-
morphism defined by the companion matrix if the minimal polynomial of
β). One of the key difficulties one encounters in pursuing this program in
any generality is the following: although the restriction to ℓ∞(Z,Z) of the
map f(σ¯) : Wf −→ ℓ
∞(Z,Z) is injective, the set
{w ∈ ℓ∗(Z,Z) : f(σ¯)(w) ∈ V }
need not be contained in ℓ∞(Z,Z) and the set
{w ∈ ℓ∞(Z,Z) : f(σ¯)(w) ∈ V }
may be unbounded, even if V ⊂ ℓ∞(Z,Z) is a bounded, shift-invariant set.
Example 4.19. For every w ∈ W
(0)
f and n ∈ Z we set ζ(w)n = ⌈wn⌉,
where ⌈t⌉ is again the smallest integer ≥ t for any t ∈ R. The resulting map
ζ : W
(0)
f −→ ℓ
∞(Z,Z) has the property that the set ζ(W
(0)
f ) is unbounded,
but ‖f(σ¯)(v)‖∞ < ‖f‖1 for every v ∈ ζ(W
(0)
f ).
In order to verify that f(σ¯) maps some unbounded sequences in ℓ∗(Z,Z)
into ℓ∞(Z,Z) we choose θ ∈ Ω
(0)
h (cf. (2.3)) and define, for every integer
j ≥ 0, a point ω(j) = (ω
(j)
n ) ∈ ℓ∞(Z,R) by setting
ω(j)n =
{
θn + θ−n if n ≥ j,
0 otherwise.
Then
(f(σ¯)ω(j))n = 0
for n < j − d and n ≥ j, and ‖h(σ¯)ω(j)‖∞ ≤ 2 · ‖f‖1. For every n ∈ Z we
put
ω˜ =
∞∑
j=0
ω(3jd), wn = ⌈ω˜n⌉.
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The resulting point w in ℓ∗(Z,Z) is unbounded and satisfies that ‖f(σ¯)w‖∞
≤ 3 · ‖f‖1.
5. Beta-shifts and their properties
We fix a real number β > 1 and consider the beta-transformation
x 7→ Tβx = βx (mod 1)
from the closed unit interval [0, 1] to the half-open interval I = [0, 1) (cf.
[14] and [16]).
For every x ∈ I, the beta-expansion eβ(x) = (eβ(x)n, n ≥ 1) of x is defined
by
eβ(x)n = βT
n−1
β x− T
n
β x
for every n ≥ 1. Note that eβ(x)n ∈ {0, . . . , ⌈β − 1⌉} for every n ≥ 1, where
⌈t⌉ is the smallest integer ≥ t for any t ∈ R, and that
x =
∑
n≥1
eβ(x)nβ
−n (5.1)
for every x ∈ I.
We denote by ≺ the lexicographic order on the space ℓ∞+ of all bounded
one-sided sequences v = (vn, n ≥ 1) of nonnegative integers and write σ¯+
for the one-sided shift (σ¯+v)n = vn+1 on ℓ
∞
+ . The closed, σ¯+-invariant set
V +β = {eβ(x) : x ∈ I} (5.2)
is called the beta-shift space (where the bar denotes closure); it contains a
unique lexicographically maximal element e∗β with the following properties
(cf. [14]):
σ¯k+e
∗
β  e
∗
β for every k ≥ 0,∑
n≥1
e∗ββ
−n = 1, σ¯n+e
∗
β 6= 0 for every n ≥ 0,
V +β = {v ∈ ℓ
∞
+ : σ¯
n
+v  e
∗
β for every n ≥ 0}.
(5.3)
Here we are interested in the two-sided beta-shift space. We write v+ =
(v1, v2, . . . ) for every v = (vn) ∈ ℓ
∞(Z,Z) and set
Vβ = {v ∈ ℓ
∞(Z,Z) : (σ¯nv)+ ∈ V +β for every n ∈ Z}
= {v ∈ ℓ∞(Z,Z) : (σ¯nv)+  e∗β for every n ∈ Z}.
(5.4)
For every v ∈ ℓ∞(Z,Z) with v−n = 0 for all sufficiently large n ≥ 0 we
define the evaluation ηβ(v) ∈ R by
ηβ(v) =
∑
n∈Z
vnβ
−n. (5.5)
If we view V +β as the subset {v ∈ Vβ : vn = 0 for n ≤ 0}, then the evaluation
defines a continuous, surjective, at most two-to-one map ηβ : V
+
β −→ [0, 1]
with
eβ(ηβ(v)) = v (5.6)
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for all v in the complement of a countable subset of V +β (cf. [14] and (5.1)):
the only possible exceptions to (5.6) are points satisfying (σ¯kv)+ = e∗β for
some k > 0 (cf.(5.3)).
The following elementary observations follow directly from (5.3)–(5.4):
Proposition 5.1. Let β > 1, and let Vβ ⊂ ℓ
∞(Z,Z) be the two-sided beta-
shift space defined in (5.4).
(1) If v,w ∈ Vβ satisfy that w
+ ≺ v+ in the notation of (5.3)–(5.4), then
the point v′ with
v′n =
{
vn if n ≤ 0,
wn if n > 0,
lies in Vβ;
(2) If β is algebraic with minimal polynomial f ∈ R1, and if v,w ∈ Vβ
satisfy that vn = wn for every n < 0, v0 > w0 and w − v ∈ f(σ¯)(ℓ
∞(Z,Z)),
then v0 = w0 + 1, v
+ = 0 and w+ = e∗β . It follows that
(v + f(σ¯)(ℓ1(Z,Z))) ∩ Vβ = {v}
for every v ∈ Vβ.
(3) The homoclinic equivalence relation ∆σ¯(Vβ) (cf. Definition 4.5) is
topologically transitive on Vβ.
Proof. In order to prove (1) we note that (v′k+1, v
′
k+2, . . . ) ≺ (vk+1, vk+2, . . . )
 e∗β whenever k < 0, and (v
′
k+1, v
′
k+2, . . . ) = (wk+1, wk+2, . . . )  e
∗
β other-
wise. According to (5.4) this implies that v′ ∈ Vβ.
If β is algebraic with minimal polynomial f , and if
w ∈ (v + f(σ¯)(ℓ∞(Z,Z))) ∩ Vβ
and vn = wn for all n < 0, then
ηβ(w0, w1, . . . ) = ηβ(v0, v1, . . . ),
and (5.3) and (5.6) imply (2).
In order to verify (3), we denote by 0 ∈ Vβ the two-sided infinite sequence
of zeros. For every v ∈ Vβ and n ∈ N the point v
′ defined by
v′k =


0 if k < −n
vn if −n ≤ k ≤ n
0 if n < k
again lies in Vβ , due to the lexicographic definition of the beta-shift in (5.3).
It is also clearly homoclinic to 0. This shows that the homoclinic equivalence
class of 0 is dense in Vβ. 
Beta-shifts are in general not sofic (in fact, they are sofic if and only
if the point e∗β in (5.3) is eventually periodic which implies, in turn, that
β is algebraic — cf. e.g. [3]). However, even if Vβ is not sofic, i.e. cannot
be obtained by relabelling the letters of a shift of finite type with finite
alphabet, it always has a nice description in terms of a certain shift of finite
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type Σβ with a countable alphabet. This infinite state shift of finite type
has additional nice properties which make it a useful tool in the study of
beta-shifts.
We now present the construction in [9, 26] of this shift of finite type due
to Hofbauer and Takahashi and its relation to the beta-shift (note that there
is a gap in [26]; see [9] for details).
For any pair of points v, v′ ∈ V +β with v ≺ v
′, let [v, v′] ⊂ V +β be the set
of points which lie between v and v′ in the lexicographic order, and let 0+
denote the one-sided sequence of zeros.
Let A = {0, . . . , ⌈β − 1⌉}. The alphabet (or state space) A¯ of Σβ is given
by A¯ = A¯′ ∪ A¯′′ where
A¯′ =
{
(a, [0+, e
∗
β ]) : a = 0, . . . , ⌈β − 2⌉
}
A¯′′ = {((e∗β)k, [0+, σ¯
k
+e
∗
β ]) : k = 1, 2, . . . }.
(5.7)
Note that A¯ is finite if and only if e∗β is eventually periodic.
The allowed transition in Σβ are defined as follows. Each state a¯ ∈ A¯
′
can be followed by any other state in A¯′ as well as by the state (⌈β −
1⌉, [0+, σ¯+e
∗
β ]). Each state a¯ = ((e
∗
β)k, [0+, σ¯
k
+e
∗
β ]) ∈ A¯
′′ can be followed by
either a¯′ = (a, [0, e∗β ]) for a < (e
∗
β)k+1, or by ((e
∗
β)k+1, [0+, σ¯
k+1
+ e
∗
β ]). We
denote by P = (P (a¯, a¯′), a¯, a¯′ ∈ A¯) the corresponding transition matrix, i.e.
P (a¯, a¯′) = 1 if and only if a¯ can be followed by a¯′.
Let φ : A¯ −→ A be the projection onto the first coordinate, and let φ
be the corresponding map from A¯Z to AZ. One can show quite easily that
φ(Σβ) ⊂ Vβ. In general, φ|Σβ need not be surjective. What is true (see [9])
is that the complement N of φ(Σβ) is a shift invariant subset of Vβ with the
property that any measure supported on it has zero entropy.
This construction is used in particular to show that Vβ has a unique σ¯-
invariant measure µβ of maximal entropy with entropy log β (cf. [9]).
Theorem 5.2 ([9]). The transition matrix P = (P (a, a′), a, a′ ∈ A¯) of Σβ
has maximal eigenvalue β and unique positive left and right eigenvectors
x = (x(a), a ∈ A¯), y = (y(a), a ∈ A¯) with xP = βx, Py = βy and∑
a∈A¯ x(a) =
∑
a∈A¯ y(a) = 1.
Let µ¯P be the Markov measure on ΣP defined by
µ¯P ([am1 , . . . , am2 ]) =
β−(m2−m1)y(am2)
y(am1)
(5.8)
for every cylinder set
[am1 , . . . , am2 ] = {y ∈ ΣP : yn = an for n = m1, . . . ,m2}.
Then the restriction of φ to ΣP is injective µ¯P -a.e., and φ∗µ¯P = µβ.
The beta-shift is known to be sofic for Pisot numbers as well as for Salem
numbers of degree four. For general Salem numbers β it is not known whether
Vβ has to be sofic (cf. [2], [5]–[7] and [17]).
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6. The beta-shift and symbolic embeddings for Salem numbers
We start this section with a brief review of the case where β is a Pisot
number, and where the β-shift is a sofic model of the corresponding hyper-
bolic toral automorphism.
Proposition 6.1 ([21]). Let β > 1 be a Pisot number, f ∈ R1 its minimal
polynomial of degree m, say, and let α = αR1/(f) be the expansive automor-
phism of the compact abelian group X = XR1/(f) described in (2.6) (if β
is a Pisot unit then X ∼= Tm). Then the restriction of the equivariant map
ξ : ℓ∞(Z,Z) −→ X in (3.6) to the two-sided beta-shift Vβ ⊂ ℓ
∞(Z,Z) is sur-
jective and finite-to-one. In particular, if ν is a shift-invariant probability
measure on Vβ, then the measure µ = ξ∗ν on X is α-invariant and has the
same entropy as ν. Furthermore, every α-invariant probability µ on X can
be obtained in this manner.
The restriction of ξ to Vβ in Proposition 6.1 is conjectured to be almost
one-to-one, although this has only been proved in some examples (cf. [21]–
[23]). For earlier special cases of Proposition 6.1 we refer to [24].
Proposition 6.1 describes the close connection between the two-sided beta-
shift of a Pisot unit β > 1 and the toral automorphism defined by the
companion matrix of the minimal polynomial of β. One of the principal
motivations of this paper was the question whether there exists an analogous
result for Salem numbers.
The following discussion shows that, although Proposition 6.1 does not
hold in this case, there does exist a connection between two-sided beta-
shifts of Salem numbers and the nonhyperbolic ergodic toral automorphisms
defined by the companion matrices of their minimal polynomials. However,
this connection is much more complicated and tenuous than in the Pisot
case.
For the remainder of this section we restrict ourselves to Salem numbers,
their minimal polynomials and their companion matrices. Assume therefore
that β is a Salem number with minimal polynomial f ∈ R1 of (even) degree
m, say, and let α = αR1/(f) be the ergodic and nonexpansive automorphism
of X = XR1/(f) defined by (2.6)–(2.7), which is algebraically conjugate to
the companion matrix Mf in (3.4), acting on T
m. The corresponding two-
sided beta-shift will be denoted by Vβ ⊂ ℓ
∞(Z,Z), and we write µβ for the
unique shift-invariant measure of maximal entropy on Vβ .
Since the homoclinic equivalence relation ∆σ¯(Vβ) is topologically tran-
sitive on Vβ by Proposition 5.1 (3), Proposition 4.6 shows that a simple
symbolic description as in Proposition 6.1 is not possible in this case. A
partial analogue to Proposition 6.1 is presented in Theorem 6.3 below.
Definition 6.2. Let Z1, Z2 be standard Borel spaces and ν a probability
measure on Z1. A Borel map g : Z1 −→ Z2 is countable-to-one ν-a.e. if
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there are Borel sets Z ′1 ⊂ Z1, Z
′
2 ⊂ Z2 with ν(Z
′
1) = g∗ν(Z
′
2) = 1 so that
g−1(z) ∩ Z ′1 is countable for every z ∈ Z
′
2.
It is an easy exercise to see that entropy is preserved under almost every-
where countable-to-one factor maps.
Theorem 6.3. Let β > 1 be a Salem number of degree m, say, f ∈ R1 its
minimal polynomial, and let α = αR1/(f) be the ergodic and nonexpansive
automorphism of X = XR1/(f)
∼= Tm defined in (2.6)–(2.7).
Suppose that ν is a weakly d-bounded σ¯-invariant probability measure on
the two-sided beta-shift Vβ, and that ξ
∗
b
: Vβ −→ X is the ν-a.e. equivariant
Borel map defined in (4.20). Then ξ∗
b
is countable-to-one ν-a.e., and the α-
invariant probability measure µ = (ξ∗
b
)∗ν on X is singular with respect to
Haar measure and satisfies that hν(σ¯) = hµ(α).
For the proof of Theorem 6.3 we need several lemmas. The hypotheses of
these lemmas are those of the theorem.
We call two points v, v′ ∈ Vβ equivalent (in symbols: v ∼ v
′) if v − v′ ∈
f(σ¯)(ℓ∗(Z,Z)) or, equivalently, if ξ∗(v)− ξ∗(v′) ∈ X(0) (cf. (4.6)). Denote by
R = {(v, v′) : v ∼ v′} ⊂ Vβ × Vβ (6.1)
the resulting equivalence relation, and write
R(v) = {v′ ∈ Vβ : v ∼ v
′} (6.2)
for the equivalence class of every v ∈ Vβ.
Lemma 6.4. The set R ⊂ Vβ × Vβ is Borel and σ¯ × σ¯-invariant.
Proof. For every r > 0, the sets
B∗r =
{
v ∈ ℓ∗(Z,Z) : sup
n∈Z
|vn|
|n|+ 1
≤ r
}
and Cr = f(σ¯)(B
∗
r ) ⊂ ℓ
∗(Z,Z) are compact, and the map p : Cr × Vβ −→
ℓ∗(Z,Z) × Vβ, given by p(v
′, v) = (v′ + v, v), is continuous. Hence C˜r =
p(Cr × Vβ) ∩ (Vβ × Vβ) is compact and R =
⋃
r>0 C˜r is Borel. The σ¯ × σ¯-
invariance of R is obvious. 
For every subset F ⊂ Z we write πF : ℓ
∞(Z,Z) −→ ZF for the projection
onto the coordinates in F .
Lemma 6.5. Let Y ⊂ Vβ be a shift-invariant Borel set with ν(Y ) = 1 such
that (4.19) holds for every v ∈ Y , and let
Y (M) = {y ∈ Y : ‖b(y)‖∞ ≤M},
L(M) = {y ∈ ℓ∗(Z,Z) : ‖y − ξ¯∗ ◦ f(σ¯)(y)‖∞ ≤M}
R(M,w) =
(
w + f(σ¯)(L(M))
)
∩ Vβ ⊂ R(w)
(6.3)
for every M ≥ 1 and w ∈ Vβ (cf. (4.6)). Then for every w ∈ Vβ
R(w) =
∞⋃
M=1
R(M,w) (6.4)
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and for every K,M,n ≥ 1∣∣π{0,...,n}(R(K,w) ∩ Y (M) ∩ σ¯−n(Y (M)))∣∣ ≤ c(M,K),∣∣π{−n,...,0}(R(K,w) ∩ Y (M) ∩ σ¯n(Y (M)))∣∣ ≤ c(M,K), (6.5)
where c(M,K) is a constant depending only on K, M and f .
Proof. We first prove (6.4). Indeed, by (4.6) and the remarks following⋃
M L(M) = ℓ
∗(Z,Z), hence
∞⋃
M=1
R(M,w) = (w + f(σ¯)(ℓ∗(Z,Z))) ∩ Vβ = R(w).
We now turn to prove (6.5). By (4.4) there exists a constant M1 > 0 such
that
max
j=0,...,m
|ξ¯∗(w)j | ≤M1 · ‖w‖∞
for every w ∈ ℓ∞(Z,Z). As (σ¯∗)n ◦ ξ¯∗(w) = ξ¯∗ ◦ σ¯n(w) + b(σ¯nw) − σ¯nb(w)
for every n ∈ Z ,
max
j=0,...,m
|ξ¯∗(w)n+j | ≤M1β + 2M
for every M ≥ 1, n ∈ Z and w ∈ Y (M) ∩ σ¯−n(Y (M)). We fix w ∈ Vβ and
obtain that, for every v ∈ R(K,w) ∩ Y (M) ∩ σ¯−n(Y (M))
max
j=0,...,m
|ξ¯∗(v)j | ≤M1β, max
j=0,...,m
|ξ¯∗(v)n+j | ≤M1β + 2M,
and that there exists a unique y ∈ ℓ∗(Z,Z) with v = w + f(σ¯∗)(y) and
‖y − ξ¯∗ ◦ f(σ¯∗)(y)‖∞ ≤ K.
If v′ is a second element in R(K,w) ∩ Y (M) ∩ σ¯−n(Y (M)) with v′ =
w + f(σ¯∗)(y′) for some y′ ∈ ℓ∗(Z,Z), then ‖y′ − ξ¯∗ ◦ f(σ¯∗)(y′)‖∞ ≤ K, and
hence
max
j=0,...,m
|yj−y
′
j| ≤ 2M1β+2K and max
j=0,...,m
|yn+j−y
′
n+j| ≤ 2M1β+4M+2K.
For every L > 0 we set
B(n,L) = {w ∈ ℓ∗(Z,Z) : |w|j ≤ L
for 0 ≤ j ≤ m and n ≤ j ≤ n+m},
If the first inequality in (6.5) does not hold for some w ∈ Vβ and n > 0,
then we can find elements y, z ∈ B(n, 2M1β + 4M + 2K + 1) with the
following properties:
(y0, . . . , ym) = (z0, . . . , zm),
(yn, . . . , yn+m) = (zn, . . . , zn+m),
(ym+1, . . . , yn−1) 6= (zm+1, . . . , zn−1).
so that y¯ = w+ f(σ¯∗)(y), z¯ = w+ f(σ¯∗)(z) are both in Vβ . Note that these
two points satisfy y¯0 = z¯0, y¯n = z¯n and (y¯1, . . . , y¯n−1) 6= (z¯1, . . . , z¯n−1).
Suppose, without loss in generality, that
(y¯1, . . . , y¯n−1) ≺ (z¯1, . . . , z¯n−1)
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and hence
(y¯1, y¯2, . . . ) ≺ (z¯1, z¯2, . . . )
in the lexicographic order. We set
y′j =
{
zj if j ≤ 0,
yj if j > 0,
and put z′ = z. Then y¯′ = w + f(σ¯)(y′) is of the form
y¯′j =
{
z¯j if j ≤ 0,
y¯j if j > 0,
and y¯′ ∈ Vβ by Proposition 5.1 (1). Put z¯
′ = w + f(σ¯∗)(z′) = z¯, remember
that y¯′j = z¯
′
j for j ≤ 0 and for j = n, and assume for the moment that
(y¯′n+1, y¯
′
n+2, . . . ) ≺ (z¯
′
n+1, z¯
′
n+2, . . . )
in the lexicographic order (if this is not the case we have to interchange the
roles of y′ and z′ below). Let
z′′j =
{
z′j if j ≤ n,
y′j if j > n,
and set y′′ = y′ and y¯′′ = y¯′. The point z¯′′ = w + f(σ¯∗)(z′′) is of the form
z¯′′j =
{
z¯′j if j ≤ n,
y¯′j if j > n,
and lies in Vβ by Proposition 5.1 (1). By construction, y
′′
j = z
′′
j for j ≤ m
and j ≥ n, and hence v′′ = y′′−z′′ ∈ ℓ1(Z,Z). Since z¯′′ and y¯′′ = z¯′′+f(σ¯)v′′
lie in Vβ we obtain a contradiction to Proposition 5.1 (2). This proves the
first inequality in (6.5), and the proof of the second one is analogous. 
Lemma 6.6. Let R(K,w), Y (M), c(M,K) be as in Lemma 6.5, and let
Y˜ (M) = Y (M) ∩
{
y ∈ Y : lim inf
n→±∞
1
|n|
2n∑
k=n
1Y (M)(σ¯
kw) ≥
1
2
}
.
Then for every K,M and w ∈ Vβ∣∣∣R(K,w) ∩ Y˜ (M)∣∣∣ ≤ 100c(M, 2K)2 (6.6)
Proof. Assume in contradiction that there is some w ∈ Vβ for which (6.6)
fails. Then there is a n0 so that at least one of the following holds:∣∣∣π{0,n} (R(K,w) ∩ Y˜ (M))∣∣∣ > 10c(M, 2K) for every n > n0 or∣∣∣π{−n,0} (R(K,w) ∩ Y˜ (M))∣∣∣ > 10c(M, 2K) for every n > n0.
Assume that the former holds (the argument for the latter is identical).
Suppose w1, . . . , w10c(M,2K) are 10c(M, 2K) points in R(K,w)∩ Y˜ (M) with
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π{0,n}(wi) 6= π{0,n}(wj) for i 6= j. Then by definition of Y˜ (M), for n1 > n0
sufficiently large
10c(M,2K)+1∑
i=1
2n1∑
k=n1
1Y (M)(σ¯
kw) > 4n1c(M, 2K)
so that there would be some n2 > n0 for which at least c(M, 2K)+1 of the wi
(which without loss of generality we can assume to be w1, . . . , wc(M,2K)+1)
satisfy σ¯n2wi ∈ Y (M). We already know all the wi are in R(K,w)∩ Y˜ (M) ⊂
R(K,w) ∩ Y (M). Since π{0,n0}wi are all distinct (which also implies that
π{0,n2}wi are all distinct), the points w1, . . .wc(M,2K)+1 show that∣∣π{0,n2} (R(K,w) ∩ Y (M) ∩ σ¯−n2Y (M))∣∣ ≥ c(M, 2K) + 1
which is in contradiction to (6.5). 
Proof of Theorem 6.3. Let ν and µ be measures on Vβ and X respectively
as in Theorem 6.3. We will show in fact something stronger than merely
that ξ∗
b
is countable-to-one: we will show that there is a subset Z1 ⊂ Vβwith
ν(Z1) = 1 so that for any x ∈ X,
[ξ∗b ]
−1
(
x+X(0)
)
∩ Z1
is countable. Indeed, take Z1 =
⋃∞
M=1 Y˜ (M), with Y˜ (M) as in Lemma 6.6;
clearly ν(Z1) = 1. For any x = ξ
∗
b
(w) ∈ ξ∗
b
(Vβ)
[ξ∗
b
]−1
(
x+X(0)
)
∩ Z1 = R(w) ∩ Z1 =
∞⋃
K,M=1
(R(K,w) ∩ Y˜ (M)).
By Lemma 6.6, R(K,w) ∩ Y˜ (M) is finite and the result follows.
Since countable-to-one factor maps do not decrease entropy, hν(σ¯) =
hµ(α). Furthermore, the set Z2 = ξ
∗
b
(Z1) ⊂ X satisfies µ(Z2) = 1 and in-
tersects each coset of X(0) in a countable set. Hence by Fubini λX(Z2) = 0,
which proves that λX and µ are mutually singular. 
As we have seen, on Vβ there is a unique σ¯-invariant measure µβ with
maximal entropy log β. If this measure would have been weakly d-bounded,
[ξ∗
b
]∗µβ would have been a measure on X which has entropy log β but is
singular with respect to λX , which is clearly absurd as λX is the unique
α-invariant measure on X with entropy log β. Thus as a biproduct of our
discussion on symbolic representations we obtain:
Corollary 6.7. The measure µβ on Vβ is not weakly d-bounded.
7. Some examples of invariant measures in the Salem case
Theorem 7.1. Let β > 1 be a Salem number, and let Vβ ⊂ ℓ
∞(Z,Z) be the
corresponding two-sided beta-shift space. For every ε > 0 there exists a d-
bounded shift-invariant probability measure ν on Vβ with hν(σβ) > log β− ε,
where σβ = σ¯Vβ is the beta-shift.
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Proof. As in the proof of Theorem 4.13 we choose an enumeration Ω
(0)
f =
{ω1, . . . , ωm0} of Ω
(0)
f , write W
(0)
f = C ⊗R W
(0)
f for the complexification of
W
(0)
f , and use the basis {w(ωi) : i = 1, . . . ,m0} in (2.15) to identify W
(0)
f
with Cm0 . Let
Γβ =
{
(ωn1 , . . . , ω
n
m0) : n ∈ Z
}
.
Put V = Vβ × Γβ (cf. (4.24)) and define a map Sβ : V −→ V by Sβ(v, γ) =
(σ¯v,Mωγ) for every v ∈ Vβ and γ = (γ1, . . . , γm0) ∈ Γβ ⊂ C
m0 , where Mω
is defined in (4.25) and (4.26).
Let λ be the Haar (= normalized Lebesgue) measure on Γβ. Since the
unique shift-invariant measure of maximal entropy µβ on Vβ is mixing (cf.
[9]), the measure µβ×λ on V is ergodic under Tβ. The map Fβ : V −→ C
m0 ,
given by Fβ(v, γ)i = γiv0 for every v = (vn) ∈ Vβ, γ = (γ1, . . . , γm0) ∈ Γβ
and i = 1, . . . ,m0, satisfies that
∫
Fβ d(µβ×λ) = 0, and the ergodic theorem
implies that
lim
K→∞
∥∥∥∥ 1K
K−1∑
k=0
Fβ(T
k
β (v, γ))
∥∥∥∥
∞
= lim
K→∞
∣∣∣∣ 1K
K−1∑
k=0
ωki vk
∣∣∣∣ = 0 (µβ × λ)-a.e.
for i = 1, . . . ,m0, where ‖ · ‖∞ is the maximum norm on C
m0 . Hence
lim
K→∞
‖d(K, v)/K‖∞ = 0 µβ-a.e.
We fix a positive integer J and choose K > 0 sufficiently large so that
µβ(BK,J) > 1− 1/J , where
BK,J = {v ∈ Vβ : ‖d(k, v)‖∞ ≤ K for k = 0, . . . ,KJ}.
Note that the set BK,J is a union of cylinder sets which depend only on the
coordinates 0, . . . ,KJ − 1.
Since Mω acts minimally on Γβ, there exists an L > 0 with the following
property: for every pair v,w ∈ Cm0 of vectors with ‖v‖∞ ≤ 1 and ‖w‖∞ ≤ 1
there exists an l ∈ {0, . . . , L− 1} with ‖M l
ω
v +w‖∞ ≤ 1.
Let v ∈ Vβ. By inserting zero coordinates in an appropriate manner we
modify v to a point v∗ ∈ Vβ with v
∗
n = vn for n < 0 such that ‖d(m, v
∗)‖∞ <
4K for every m ≥ 0.
In order to describe this modification we proceed by induction and assume
that v = v(0) ∈ Vβ. If v ∈ BK,J we put v
(1) = v and v(1) = d(JK, v(0)).
If v /∈ BJ,K we use our choice of L to find an integer l1 ∈ {0, . . . , L− 1}
such that the point v(1), given by
v(1)n =


vn if n ≤ K − 1,
0 if n = K, . . . ,K + l1 − 1,
vn−l1 if n ≥ K + l1,
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which satisfies that ‖d(2K+l1, v(1))‖∞ ≤ K. Next we choose l2 ∈ {0, . . . , L−
1} such that the point v(2) with
v(2)n =


v(1)n if n ≤ 2K + l1 − 1,
0 if n = 2K + l1, . . . , 2K + l1 + l2 − 1,
vn−l1−l2 if n ≥ 2K + l1 + l2,
satisfies that ‖d(3K + l1 + l2, v(2))‖∞ ≤ K. By continuing in this manner
we eventually obtain integers l1, . . . , lJ−1 ∈ {0, . . . , L−1} and a point v
(1) =
v(J − 1) ∈ Vβ (cf. Proposition 5.1 (1)) with
v(1)n =


vn if n ≤ K − 1,
0 if n = K, . . . ,K + l1 − 1,
...
0 if n = (J − 1)K + l1 + · · ·+ lJ−2, . . . ,
(J − 1)K + l1 + · · ·+ lJ−1 − 1,
vn−l1−···−lJ−1 if n ≥ (J − 1)K + l1 + · · ·+ lJ−1,
satisfies that ‖d(JK+l1+· · ·+lJ−1, v
(1))‖∞ ≤ K. We set l
(1) = l1+· · ·+lJ−1,
v(1) = d(JK + l(1), v(1)) and note that σ¯JK+l
(1)
v(1) ∈ BK,J if and only if
σ¯JKv ∈ BK,J , and that
‖d(j, v(1))‖∞ ≤ 2K
for j = 0, . . . , JK + l(1).
We repeat this process with v replaced by w = σ¯JK+l
(1)
v(1) and obtain
an integer l(2) ∈ {0, . . . , J(L − 1)} and a point w′ ∈ Vβ with the following
properties.
(i) ‖d(JK+ l(2), w′)‖∞ ≤ K and ‖d(j, w
′)‖∞ ≤ 2K for j = 0, . . . , JK+
l(2),
(ii) w′n = wn for n < 0 and w
′
n+l(2)
= wn for n ≥ JK,
(iii) w′ is obtained from w by inserting l(2) ≤ (J − 1)(L− 1) zeros among
the coordinates w0, . . . , wJK−1, and l
(2) = 0 if and only if σ¯JK(v) ∈
BK,J .
Next we set w = d(JK + l(2), w′), choose a j(1) ∈ {0, . . . , L − 1} with
‖M j
(1)
ω v
(1) +w‖∞ ≤ K, and define v
(2) ∈ Vβ by
v(2)n =


v
(1)
n if n < JK + l(1),
0 if n = JK + l(1), . . . , JK + l(1) + j(1) − 1
w′
n−JK−l(1)−j(1)
if n ≥ JK + l(1) + j(1).
The point v(2) lies in Vβ by Proposition 5.1 (1) and has the following prop-
erties.
(i’) ‖d(2JK + l(1) + j(1) + l(2), v(2))‖∞ ≤ K and ‖d(j, v
(2))‖∞ ≤ 2K for
j = 0, . . . , 2JK + l(1) + j(1) + l(2),
(ii’) v
(2)
n = vn for n < 0 and v
(2)
n+l(1)+j(1)+l(2)
= vn for n ≥ 2JK,
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(iii’) v(2) is obtained from v(1) by inserting l(2) ≤ J(L − 1) zeros among
the coordinates vJK+l(1), . . . , v2JK−1+l(1) , and l
(2) = 0 if and only if
σ¯JKv ∈ BK,J (or, equivalently, if and only if σ¯
JK+l(1)v(1) ∈ BK,J).
By repeating this process we obtain sequences (v(m), m ≥ 1) in Vβ and
(l(m), m ≥ 1) and (j(m), m ≥ 1) of positive integers satisfying the following
conditions for every m ≥ 1.
(1) 0 ≤ l(m) ≤ J(L− 1) and 0 ≤ j(m) ≤ L− 1,
(2) If L(m) =
∑m
i=1 l
(i), J (m) =
∑m−1
i=1 j
(i) and L(i) = J (i) = 0 for i ≤ 0,
then
L(m) ≤ J(L− 1) ·
m−1∑
i=0
1VβrBK,J (σ¯
iJKv),
where 1S denotes the indicator function os a set S ⊂ Vβ, and
‖d(mJK + L(m) + J (m−1), v(m))‖∞ ≤ K,
(3) ‖d(j, v(m))‖∞ ≤ 2K for j = 0, . . . ,mJK + L
(m) + J (m−1),
(4) v(m)n =
{
v
(m−1)
n if n < (m− 1)JK + L(m−1) + J (m−2),
vn−L(m)−J(m−1) if n ≥ mJK + L
(m) + J (m).
From the conditions (3)–(4) above we see that the sequence (v(m), m ≥ 1)
converges to an element v∗ ∈ Vβ with
‖d(j, σ¯j
′
v∗)‖∞ ≤ 4K
for every j, j′ ≥ 0.
If m is sufficiently large, then the set
Cm =
{
v ∈ Vβ :
m−1∑
i=0
1VβrBK,J (σ¯
iJKv) ≤ 2m/J
}
has µβ-measure > 1− 1/J .
So far we have kept J and K fixed, but now we begin to vary them. If
P (m) = π{0,...,mJK−1}(Cm)
is the projection of the set Cm onto the coordinates 0, . . . ,mJK − 1, then
the Shannon-McMillan-Breiman theorem applied to µβ (cf. [15]) implies that
the cardinality of P (m) satisfies that
lim
J→∞
1
mJK
log |P (m)| = log β,
since hµβ (σ¯β) = log β (note that K depends on J and tends to infinity as
J → ∞). We fix ε > 0 and choose J (and hence K) sufficiently large so
that P (m) > (β − ε)mJK for all sufficiently large m. For every v ∈ Cm, the
number of zero coordinates inserted among the coordinates v0, . . . , vmJK−1
in the transition from v to v∗ is less than m · (L− 1) + 2m · (L− 1) ·K/J ,
so that
|π{0,...,mJK−1}({v
∗ : v ∈ Cm})| ≥ |π{0,...,m·(JK−L−2·(L−1)·K/J)}(Cm)|.
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This shows that, for sufficiently large K, the topological entropy of the
closed, σ¯-invariant subset
{v ∈ Vβ : ‖d(j, σ¯
j′v∗)‖∞ ≤ 4K for every j ≥ 0 and j
′ ∈ Z}
is arbitrarily close to log β, and the variational principle (cf. [30]) guarantees
that we can find σ¯-invariant and ergodic probability measures ν on Vβ with
entropy arbitrarily close to log β. 
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