The theory of illuminance flow estimation by structure tensors is generalized for oblique viewing of anisotropic texture. An added benefit is that the theory predicts the behavior of unsupervised illuminant tilt estimators. The previous theory is refined with general matrix formulations and compacted by exploiting general properties of the structure tensor. Theoretical predictions based on the revised theory are presented and compared with experimental results on rendered images. The predicted curves are shown to conform well to expectations when the deviations from normal viewing and surface anisotropy are not large.
INTRODUCTION
The light field in which objects are situated is important in machine vision. Often slight changes in illumination produce large changes in an object's appearance, especially with regard to finer scale 3D corrugations across the object's surface (so-called 3D or surface texture). In this paper, we investigate illuminated anisotropic surfaces viewed from arbitrary directions and try to infer the so-called illuminance flow. Image illuminance flow is a 2D vector field in the image plane that results from projecting the light vector first into the tangential plane of the surface and then into the image plane. Figure 1 shows ground truth from a sphere.
This work is in line with the study by Pont and Koenderink [1] in which they presented a theory for analyzing the illumination orientation of corrugated surfaces based on the structure tensor (2nd moment matrix) [2] . Generalizations of this theory to both oblique viewing [3] and to anisotropic surfaces [4] have been done, but do not account for the effects occurring simultaneously (which is the focus of the current paper). In addition, we will refine previous and current theory by use of general matrix formulations and achieve compact expressions that are equivalent to the eigensystem of the tensor. The derivation of the theory will be done in a more intuitive fashion with greatly improved compactness and insight.
When the light field has a dominant directional component (collimated beams being the extreme case) anisotropy will be imposed in the image of the surface. In some cases this can be used to estimate the illuminance flow. It has been shown [1] that using the structure tensor of either the Hessian or the gradient yields good estimates for many real-world surfaces. However, formally, this applies only under a set of assumptions, namely, isotropic surface, normal view, Lambertian reflectance, uniform albedo, low-relief surface, and a light field of dominant directional component. All assumptions are important in their own right. Some work has been done on extending the theory to account for nonuniform albedo [5] . In this paper, we focus on the isotropy and normal viewing assumptions simultaneously, which, as far as we know, have been given attention only when considered separately [3, 4] . Experimental results have been presented for realworld surfaces [1] ; the structure tensors yielded promising results, with orientation estimates within a few degrees of the veridical orientation. However, for obliquely viewed, anisotropic surfaces, the structure tensors will yield deviations from the true orientation of the illuminance flow. The theory presented here predicts these deviations, which are shown to conform well to results of experiments on rendered surfaces.
A connected topic is that of illuminant tilt estimation [6] [7] [8] . The premise for tilt estimation is traditionally a surface texture normally viewed, where the illuminant azimuthal angle (tilt) relative to the camera frame is to be estimated. Illuminance flow is relative to the tangential frames of the object (e.g., the sphere of Fig. 1 ). Illuminant tilt and illuminance flow are essentially different, except in the case where the surface texture is normally viewed, and illuminant tilt is estimated in a local fashion.
Interestingly, all local and unsupervised illuminant tilt estimators that we are aware of correlate strongly with the structure tensor. They can be seen as identical to the structure tensor in theory, and differences between them are due to implementation parameters (discussed in [4] ). Therefore, as a side effect, the theory presented in this paper will also predict how local and unsupervised illuminant tilt estimators will behave as anisotropy is introduced into the texture and/or the texture is tilted with respect to the camera.
THEORETICAL BACKGROUND
We will use the nabla operator ٌ r ͕h͑r͖͒ = ͕h x ͑x , y͒ , h y ͑x , y͖͒ T , where the subscript indicates the vector variable (here r = ͕x , y͖) subject to differentiation. The Hessian is H r = ٌٌ r T ͕h͑r͖͒. We will use the notation ͗h͑r͒͘ to denote averaging over the function h͑r͒. If h͑r͒ is vector valued or a matrix, the averaging is applied on each element independently. ͉A͉ and tr A will be used to denote the determinant and the trace of the matrix A. Diagonal and rotation matrices will be denoted D a,b and R , respectively.
A. Gaussian Surfaces and Structure Tensors
Henceforth h͑r͒ will denote an isotropic surface height function modeled as a 2D, zero-mean, differentiable, stationary, Gaussian stochastic process (this family of surfaces has several convenient properties) [9, 10] .
The Brownian fractal surface is an example of a Gaussian surface that is not differentiable and thus, strictly speaking, does not fit the model. However, the theory presented here is applicable to near Brownian surfaces, which is in line with many other works [11, 12] .
The surface covariance function of the isotropic surface, h ͑r͒ =Cov͑h͑0͒ , h͑r͒͒, is rotationally symmetric, i.e., there exists some 1D function f͑t͒ such that
where f͑0͒ = 1 and h 2 = ͗h 2 ͘ is the pointwise variance of the surface. By definition, h ͑r͒ is constant within its ensemble. Now, let a linearly transformed surface be denoted h͑Ar͒, for a 2ϫ 2 matrix A that is real-valued and has a positive determinant (i.e., A GL 2 + ͑R͒). It is easy to show that the covariance function of h͑Ar͒ is
where G h = A T A is the gradient-based structure tensor [2] , a matrix holding the information about anisotropy amount and direction. The structure tensor is known by many names, such as the 2 nd moment matrix or the directionality tensor. The structure tensor is given by
It is convenient to consider an auto-covariance function of the type in Eq. (1), and especially a Gaussian-shaped covariance function h ͑r͒ = h 2 exp͑−rG h r T ͒. As long as the elements of the tensor are defined, the theory is applicable.
The eigenvalues/eigenvectors of G h yield the amount and orientation of anisotropy of the surface. We denote the maximum and minimum eigenvalues and their corresponding eigenvectors as
The surface confidence is a measure of anisotropy defined as
h = 0 occurs for a completely isotropic surface, whereas h = 1 indicates degeneracy (the surface contains only isolines). The orientation angle of anisotropy is given by the highest eigenvalue eigenvector and denoted
In surface science and tribology, it is common to use either the surface height standard deviation
as surface roughness parameters. Denote with h ͑G h ͒ and ٌh ͑G h ͒ the roughness parameters for a varying G h . The isotropic case occurs when the structure tensor is the identity matrix ͑G h = I͒, thus h ͑I͒ = h . It is easily shown that
Thus, introducing directionality in a surface by G h , will preserve the roughness measure h only if ͉G h ͉ = 1. The roughness measure ٌh ,, on the other hand, will remain constant if ͉G h ͉ 1/2 trG h /2=1. The only valid matrix that can fix both roughness parameters simultaneously is the trivial G h = I. Assuming a constant roughness of the surface, the structure tensor is given uniquely by h and h :
where a is dependent on which roughness parameter is fixed (a =1/2 to constrain h and a =1/4 for ٌh ). Equation (3) is verified by the trace and the determinant of the expression [these give the change in roughness by Eq. (2)].
ILLUMINATED GAUSSIAN SURFACES
In Subsection 3.A we will reformulate previous theory about illuminance flow estimation [1, 3, 4] into a more compact and intuitive form based on matrix formulations and the spectral theorem [Eq. (7) below]. In Subsection 3.B we will proceed to introduce both anisotropy and oblique viewing as affine transforms, finally arriving at a closed form approximation of how the directionality of the image stems from illumination, surface anisotropy, and oblique viewing [Eq. (13) below].
A. Isotropic Normally Viewed Surfaces
The radiance by collimated beams (one point source at infinity) is described by a single vector ഞ 3D = ͕cos cos ,cos sin ,sin ͖, where and are the illuminant incidence and azimuthal angles in the camera frame, respectively. For the problem of illuminant tilt estimation, is to be estimated from an image of a surface texture. The assumption of collimated beams is convenient for the derivation, but not critical since extended sources can be exactly accounted for by equivalent collimated sources if vignetting is neglected. The following theory holds also for light-fields where a dominant directional component is present; the ഞ 3D vector can be replaced by this dominant direction.
The normal of a surface can be written
The irradiance of the surface is q͑h x , h y ͒ = ഞ 3D T · n͑h x , h y ͒. Under the assumptions listed in the introduction, the irradiance will be proportional to the image of the surface (assuming a linear camera transfer).
Irradiance is obviously not linear with respect to height scaling of the surface. We let be a height scaling factor, then the irradiance will be q͑h x , h y ͒. Because we are interested in low-relief texture, we use an approximation through a Taylor series expansion around = 0. By ignoring the zeroth order term, and including first and second orders, the approximation becomes
where g = ٌ r h͑r͒, and ഞ is the normalized 2D tangential component of ഞ 3D in the xy plane ͑ഞ = ͕cos , sin ͖ T ͒. This approximation is a separation into so-called first-and second-order shading. First-order shading depends on the tangential component of the incident light and behaves as a directional derivative of the surface height profile. Second-order shading depends only on the normal component of the incident light and behaves as the square magnitude of the gradient of the height. As the incidence angle becomes lower, first-order shading will dominate, whereas for closer to 90°, second-order shading will dominate. Simultaneously, as goes to zero, cast shadows will emerge, which this model does not take into account. In line with previous work [1, 3, 4] , for purposes of directionality estimation, we will model the image as firstorder shading, i.e., as a directional derivative of the height profile in the direction of ഞ, which is thus valid only for oblique lighting:
The surface texture plane (object tangent plane) will not be aligned with the camera plane in general, which means that ഞ (which is described in the camera frame) is not illuminance flow. A 2 ϫ 2 matrix V encodes the foreshortening transform due to oblique viewing, as illustrated in Fig. 1 . The illuminance flow vector ഞ is then given by the relation ഞ = Vഞ. We will refer to the same entities of the image I͑r͒ as we did of the surface, but will append I as subscript (e.g., the auto correlation function I , and the structure tensor G I ).
The gradient of the image is given by
The structure tensor of the image is given by
From earlier results, we know that in this case (normally viewed, isotropic surface), the structure tensor yields the orientation of illumination [1] 
where ഞ Ќ = R ±90°ഞ . If we expand Eq. (7), we get the form originally presented [1] ,
͑8͒
Arriving at Eq. (7) we have an alternative way of deriving the previous theory and have a form that is more open to generalizations to anisotropic surfaces and oblique viewing, as we will show.
B. Anisotropic Obliquely Viewed Surfaces
We will approximate anisotropy and oblique viewing by affine transforms on the surface and the image, respectively. This will be valid only under small deviations of the camera from normal view (in addition to the assumptions of the introduction). Let the image of an isotropic surface transformed by an invertible matrix V be denoted I V ͑r͒ = I͑Vr͒ = ٌ Vr T ͕h͑Vr͖͒ഞ, for which the gradient will be
The term H Vr is the Hessian of an isotropic surface at transformed coordinates k = Vr = ͕u , v͖ T , i.e.,
The structure tensor becomes
The averaging is taken over r, and in Eq. (9), the expressions are a function of Vr. However, because the averaging is done for the entire domain R 2 this will not matter. For practical applications, when the structure tensor is taken over apertures (averaging windows) in an image, this becomes an important issue connected to scale selection. For now, we assume an infinite surface and can, analogous to Eq. (7), write
Note that ഞ = ͕cos , sin ͖ T is still with respect to the camera frame. The transformation to the plane of the texture (the tangential frame of the object) is contained in V (as illustrated by Fig. 1) and will be applied shortly.
When introducing anisotropy in the surface by an affine transform (h͑Ar͒, for isotropic surface h͑r͒ as outlined in Subsection 2.A), we get
Let the image of an anisotropic surface be denoted I A , and we have
Analogous to Eq. (7), we write
where ഞ = Aഞ and
We combine Eqs. (10) and (12) to have anisotropy and oblique viewing simultaneously:
For compact scalar predictions, we choose to limit the matrix V to be given by only one degree of freedom , the amount of oblique viewing (the angular deviation from normal position of the camera). The direction of oblique viewing (axis in the image along which the foreshortening will occur) will be fixed along the y-axis. V will then be given by V = D 1,sec͑͒ . Similarly, we limit G h to be uniquely given by h and h by Eq. (3). We keep the r.m.s. slope ͑ ٌh ͒ constant by putting a =1/4 in Eq. (3).
We can now form a scalar-valued function I ͑ h , h , , ͒ as the angle of the most significant eigenvector. This describes the directionality of the image, given some direction of illumination with respect to the camera frame ͑͒, amount of oblique viewing ͑͒, surface anisotropy amount ͑ h ͒, and anisotropy axis direction ͑ h ͒. Now, the eigenvector angle of any 2 ϫ 2 symmetric matrix G I (with elements g 11 , g 22 and g 12 = g 21 ) is given by 1/2 arg͓g 11 − g 22 +i2g 12 ͔. This, applied to the structure tensor, will yield I ͑,,,͒ = 1 2 arg͓3 2 cos͑4 − 2͒͑sec 2 + 1͒ − . . . This prediction is based in the camera frame and thus describes how unsupervised illuminant tilt estimators [6] [7] [8] will behave when surface anisotropy and oblique viewing are introduced. The illuminance flow vector ഞ is given by the relation ഞ = Vഞ. Replacing ഞ → V −1 ഞ in Eq. (13) will therefore provide predictions based on the illuminance flow. The corresponding direction of illuminance flow is given by = atan͓cos tan ͔. For illuminance flow prediction we use I ͑ , , , = atan͓cos tan ͔͒. Some predicted curves with respect to are found in Fig. 2 that are further explained in Section 5.
EXPERIMENTS
We experimented on rendered surfaces to test the theoretical predictions. Images ͑400ϫ 400 pixels͒ were generated as the orthographic projection of the radiance map of a Gaussian surface illuminated by a collimated beam of light. Cast shadows were calculated in full. The surfaces were generated randomly in the Fourier domain by using a Gaussian-shaped power spectrum and pairing it with a random phase spectrum of independently generated values from a uniform distribution ͓0 , 360°͒. The power spectrum of the surface (with 2D frequency coordinates u) is then given uniquely by G h as exp͑u T G h −1 u͒. This way of generating the surfaces ensures constancy of the estimated covariance function h ͑r͒ and of the height probability distribution function. As is the case for all signals generated in the discrete Fourier domain, the surface will be defined on a topological torus. This topology is desirable for our purposes as there will be no concern about the surface boundaries (there are none!). Every aspect of the rendering, surface generation, and estimation of statistics is done without violating the topology, i.e., ͑x , y͒ → ͕x mod width, y mod height͖, when the surface is represented as a finite 2D array. When viewing the surface obliquely, copies of the same surface are patched seamlessly, such that no artificial edges appear.
We varied the amount of anisotropy ( as 0, 0.2, and 0.4), the amount of oblique viewing ( as 0°, 5°, …, 65°) and illuminance flow direction ( as 0°, 20°, …, 360°), and estimated the structure tensor ͑ I ͒ from the resulting image. We also varied the illuminant incidence angle in three possible values ( as 70°, 45°, and 20°). We kept fixed the direction of the surface anisotropy axis ͑ h =45°͒ and the surface r.m.s. slope roughness ͑ ٌh = 0.45͒.
RESULTS
Typical output of the renderings can be seen in Fig. 3 . Comparing Fig. 4 with Fig. 2 reveals, as expected, a strong resemblance, especially when the angle of the incident light is oblique (at 45°, the middle row of Fig. 4 ) and when the anisotropy h is small (left column of Fig. 4) . One characteristic that was noted in previous works [1, 3] is the critical behavior that starts at Ϸ 50°, whereafter no unique solution can be expected (while influenced by oblique viewing before that, each curve is nonoverlapping).
One can clearly see that all curves correlate with the ground-truth illuminance flow at low amounts of oblique viewing ͑ → 0͒ and anisotropy ͑ h → 0͒. For the normal viewing and isotropic surface case, the only source of directionality in the image comes from the direction of illumination. As the two other sources of directionality (oblique viewing and surface anisotropy) are introduced the resulting directionality of the image will be changed drastically. As these new sources of image directionality become more acute, they will tend to dominate the output of the image structure tensor in the systematic way predicted by our theory, and the structure tensor will correlate less with the illuminant direction.
Also expected were the less accurate predictions due to nonoblique incidence light (the top and bottom rows of Fig. 4 ). When the incidence angle ͑͒ of light becomes closer to 90°(normal direction) illuminance flow becomes undefined (as is evident from Fig. 1 , where the flow lines all converge at the point where the illuminance flow direction is ill-defined). For lower values of the incident light angle, shadows affect the outcome of the tensor, as they give rise to new edges in the image. Shadow edges are nonlocal and more noisy with respect to changes in . Interestingly, shadows did not have an especially big impact on the estimates. As evidenced by Fig. 3 , the images used for the top row of Fig. 4 are well into the shadowing regime.
CONCLUSIONS
We have extended the theory of illuminance flow estimation to the case of obliquely viewed anisotropic surfaces. The theory has been revised by using intuitive and compact matrix formulations [Eq. (13)]. Experiments on rendered surfaces have shown that the theory is useful for predicting the output of the tensor for obliquely viewed anisotropic surfaces. This is true under the assumptions of Lambertian reflectance, uniform albedo, and low relief.
Regarding the assumption of a Lambertian reflectance function, it can easily be relaxed. As is discussed in [4] , the predictions are still valid for reflectance functions that are not strictly Lambertian. One requires a reflectance function that is smooth. The less smooth the reflectance, the more crucial is the assumption of low relief, and vice versa. The most crucial assumption for this theory is that of uniform albedo, not low-relief or Lambertian reflectance (although, of course, violating them to the extreme will invalidate the theory).
As was expected, we found that obliquely incident light is essential for the predictions to hold true. When the incident light is close to the normal direction, it makes no sense to model the image as a directional derivative, and illuminance flow is not well defined. As shown in Eq. (4) the second-order approximation of the irradiance of the surface provides a good model for the imaging process (for our purposes). The second-order shading was mentioned, but not explicitly used in the theory thereafter. When the surface is isotropic one can omit second-order shading from the model. However, when the surface is anisotropic, directionality will stem from second-order shading as well as from first-order. This kind of shading correlates strongly with the magnitude squared of the gradient of the surface. When dealing with isotropic texture (obliquely viewed or not) second-order shading will not display any directionality. It makes sense, therefore, to go back to formula and incorporate into the theory a term dependent on second-order shading. This is straightforward to achieve. The model of the image is given by Eq. (4), and (putting = 1) we would have the form (g is the surface gradient)
When the incident illuminant is on the horizon ͑ =0͒ this is identical to the modeling of Eq. (5). When some general is used, the modeling differs in that averaging is not done solely over the tangential part of the incident light, but also, indistinguishably, over the gradient of the surface. This will have as a general effect that the confidence of the estimates will be lower. For the isotropic surface case, as the incidence angle approaches normal direction ͑ → 90°͒, larger areas of averaging are required for a reliable estimate. For the anisotropic case the situation is quite different. Not only do we require larger averaging areas as → 90°, but the gradient of the surface introduces directionality from the surface itself. We can see this behavior in the experimental results, as the lower row of Fig. 4 follows the general theoretical predictions quite well, albeit for an anisotropy amount that is higher than the actual. The revision of the theory by introducing second-order shading would be tantamount to an increase in the effect of anisotropy from the surface as a function of illuminant incident angle. This is exactly what we have observed in the experimental results.
