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Abstract
This article was motivated by a question of Kesten. Kesten asked for which random walks periodic
sceneries can be reconstructed. Among others, he asked the question for random walks which at each step
can move by one or two units to the right. Previously, Howard [C.D. Howard, Distinguishing certain random
sceneries on Z via random walks, Statist. Probab. Lett. 34 (2) (1997) 123–132] proved that all periodic
sceneries can be reconstructed provided they are observed along the path of a simple random walk.
We prove that for a large class of random walks it is possible to reconstruct periodic sceneries. Among
others, we consider the random walk that can only move by one or two units to the right at each step. We
show that in this case, the scenery can be reconstructed, provided that the two unit step is less likely than
the one unit step.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A (2-color) scenery ξ is a coloring of the integers Z with 2 colors. (Hence, a (2-color) scenery
is a map ξ : Z → {0, 1}.) Two sceneries ξ , ξ ′ are called equivalent, ξ ≈ ξ ′, if one of them is
obtained from the other by a translation or reflection. Let (S(t))t≥0 be a recurrent random walk
on the integers. Observing the scenery ξ along the path of this random walk, one sees the color
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ξ(S(t)) at time t . The scenery reconstruction problem is to determine the scenery ξ if we are only
given one realization of the observations χ := (ξ(S(t)))t≥0. In general, reconstructing sceneries
works at best up to equivalence. For an overview on scenery reconstruction and related problems,
we refer the reader to the excellent review paper by Kesten [10]. About the recent developments
in scenery reconstruction, the overview paper [14] is recommended.
The reconstructability strongly depends on the properties of the random walk. In [7], Howard
proves that all periodic sceneries can be reconstructed up to equivalence if the random walk is a
simple random walk. Since, in general, a scenery can be reconstructed only up to the equivalence,
the starting point of the random walk plays no role.
Let us briefly describe the origins of the scenery reconstruction problem. One could describe
the general area as the study of the ergodic properties of the observations χ . Among others, the
ergodic properties of observations were studied by den Hollander and Keane in [8], and Heicklen,
Hoffman and Rudolph in [4]. In [2], den Hollander studies the mixing properties of observations
and in [3], den Hollander and Steif study the mixing property of the generalized T, T−1-process.
The T, T−1 problem motivated den Hollander, Keane and Benjamini independently (in private
communication) to ask if any pair of non-equivalent sceneries could be distinguished. The
scenery distinguishing problem can be described as follows:
Given a set of two sceneries {ξ1, ξ2} (known to us), is it possible from one realization of χ
alone to determine a.s. if the observations were produced on ξ1 or ξ2? If the answer is yes, we
say that ξ1 and ξ2 are distinguishable.
Lindenstrauss [11] showed that there exist pairs of non-equivalent sceneries which cannot
be distinguished. On the other hand, most typical pairs are distinguishable, as was proven by
Benjamini and Kesten [1]. They show that almost all pairs of independent 2-color sceneries can
be distinguished. For this they assume the sceneries to be generated by a random process. (The
sceneries are taken i.i.d.)
A related problem is the distinguishing of sceneries which differ only in one point. This
problem is called the “detection of single defects problem”. Kesten [9] showed that single defects
can be detected in almost all 5-color sceneries. Previously, Howard [6] had shown that single
defects can always be detected in periodic sceneries observed along a simple random walk.
The scenery reconstruction techniques differ very much when the sceneries are periodic. The
main result of this paper is that for a large class of random walks it is possible to reconstruct
periodic sceneries. Howard [7] had already proved that all periodic sceneries observed along a
simple random walk path can be reconstructed. This led Kesten to ask what happens when the
random walk is not simple.
A problem closely related to the reconstruction of periodic sceneries, is the reconstruction of
sceneries with a finite number of ones. This problem was solved in a more general form by Levin
and Peres [12]. These authors proved that stochastic sceneries can be reconstructed. A stochastic
scenery is a map ξ : Z → I , where I denotes a set of distributions. At time t , one observes
the random variable χ(t), drawn according to the distribution ξ(St ) ∈ I . Given S and ξ , the
observations χ(t) for different t’s are independent of each other.
The “finite stochastic scenery problem” is a generalization of the Keane–Harris coin tossing
problem. In this problem, one considers a binary sequence χ which can be generated in two
manners:
1. Throw an unbiased coin independently. Hence χ = (χ(0), χ(1), . . .) is a sequence of i.i.d.
Bernoulli variables with parameter 0.5.
2. Modify the observations χ in the following way: at each time t ∈ T replace the fair coin by a
coin with bias θ > 0. The set T is a random set of renewal times which is not observable.
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The Harris–Keane coin tossing problem is to determine from one set of observations alone if
we are in case 1 or in case 2. Harris and Keane [5] showed the existence of a critical phenomena.
Depending on the finiteness of the first moment of the inter-arrival times, one can a.s. distinguish
the two cases or not. This problem was carried further by Levin, Pemantle and Peres [13].
2. Notations and assumptions
We define the main concepts used in this paper: scenery, periodic scenery, random walk and
observations.
• A scenery is a map ξ : Z→ {0, 1}. We will also view sceneries as elements of {0, 1}Z.
• Two sceneries ξ, ξ ′ ∈ {0, 1}Z are called equivalent if ξ is obtained by some translation and
reflection of ξ ′. This means that for some a ∈ {−1,+1}, b ∈ Z, we have:
ξ(z) = ξ ′(az + b), ∀z ∈ Z.
When ξ and ξ ′ are equivalent, we write: ξ ≈ ξ ′.
• Let PERl denote the set of all sceneries with period l, i.e.
PERl = {ξ ∈ {0, 1}Z | ξ(z) = ξ(z + l),∀z ∈ Z}.
Let PER be the set of all periodic sceneries, i.e. PER := ∪∞l=1 PERl .• We shall denote by Zl the quotient ring Z/ lZ and we identify Zl with the set {0, . . . , l − 1}.
Every scenery ξ ∈ PERl is determined by its values on {0, . . . , l − 1}. We denote the vector
made of these values by ξl , i.e.
ξl := (ξ(0), . . . , ξ(l − 1)).
• In this paper, S = {S(t)}t∈N is a random walk with initial distribution pi . Let p = (p(z))z∈Z
be the distribution of the increments of the random walk S, that is
p(z) := P(S(1)− S(0) = z).
Throughout this paper, we assume the distribution p to be known. To avoid the periodicity in
the random walk, we also assume that the greatest common divisor of the set {z ∈ Z : p(z) >
0} is 1. We refer to that property as the aperiodicity of the random walk S. This assumption
is necessary, because it is clearly impossible to reconstruct a periodic scenery with the period
being equal to the greatest common divisor of {z ∈ Z : p(z) > 0}.
• Let Sl be the random walk on Zl induced by the random walk S:
Sl(t) := (S(t) mod l)
for all t ∈ N. If pl designates the distribution of the increments of Sl , then
pl(i) :=
∑
j : j mod l=i
p( j).
We view pl as an l-dimensional vector:
pl := (pl(0), . . . , pl(l − 1)).
Clearly, Sl is a homogeneous Markov Chain with state space Zl . Moreover, because of the
aperiodicity of S, the Markov Chain Sl is irreducible. The initial distribution of Sl , denoted
by pil , depends on pi . The stationary distribution of Sl is uniform.
• We denote by χ the observations:
χ := (ξ(S(0)), ξ(S(1)), ξ(S(2)), . . .).
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Let us formalize the periodic scenery reconstruction problem treated in this paper:
Definition 2.1. Let S be a random walk with given initial distribution pi and given distribution
of increments p. We say that periodic sceneries can be reconstructed when observed along the
path of S, if there exists a mapping depending on the distribution of S
A : {0, 1}N → {0, 1}Z,
such that for all ξ ∈ PER,
P (A(ξ ◦ S) ≈ ξ) = 1.
In this paper, we describe classes of random walks for which the reconstruction of periodic
sceneries is possible.
3. Reconstruction with known period
3.1. The D-function
Throughout this section, we fix l and a scenery ξ ∈ PERl . As usual, we identify Zl with
{0, . . . , l − 1}. Let Zll denote the set of l-tuples of elements of Zl :
Zll := {(z1, . . . , zl) | z1, . . . , zl ∈ Zl}.
For every j ∈ Zl , we define the function
D j : Zll → {0, 1}, (z1, . . . , zl) 7→ D j (z1, . . . , zl),
where
D j (z1, . . . , zl) := ξ( j) ·
l∏
k=1
ξ
(
j +
k∑
i=1
zi
)
.
With this definition, D j (z1, . . . , zl) = 1 if and only if
ξ( j) = ξ( j + v1) = ξ( j + v2) = · · · = ξ( j + vl) = 1,
where
vk =
k∑
i=1
zi .
Otherwise, D j (z1, . . . , zl) = 0.
We define the D-function of ξ :
D : Zll → [0, 1], D :=
1
l
l∑
i=1
Di .
Note that D depends on ξ . As we prove in the next lemma, the D-function uniquely determines
ξ up to equivalence (see also the numerical example and the remark right after the proof of the
lemma).
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Lemma 3.1. Let ξ, ξ ′ ∈ PERl with the corresponding D-functions D and D′. If ξ 6≈ ξ ′, then
D 6= D′.
Proof. Let ≺ be the lexicographic ordering of the set {1, . . . , l}l , i.e. for every pair z =
(z1, . . . , zl), y = (y1, . . . , yl) ∈ {1, . . . , l}l , z ≺ y if and only if there exists k ∈ {1, . . . , l} so
that zi = yi i = 1, . . . , k − 1 and zk < yk . We now use the ordering ≺ in the set {0, . . . , l − 1}l ,
where 0 is identified with l. Formally, we define a bijection
T : {0, . . . , l − 1} → {1, . . . , l}, T 0 = l, T i = i, i 6= 0
and we define the ordering ≺ in {0, . . . , l − 1}l by (x1, . . . , xl) ≺ (y1, . . . , yl) if and only if
(T x1, . . . , T xl) ≺ (T y1, . . . , T yl).
Let ξ ∈ PERl and let D be the D-function of ξ . Let
V = {z ∈ Zll : D(z) > 0}.
Let z¯ = (z¯1, . . . , z¯l) be the minimal element of V corresponding to the ordering ≺. Let
φo = (φo(0), φo(1), φo(2), . . . , φo(z¯1 + · · · + z¯l)) ∈ {0, 1}z¯1+···+z¯l+1
be defined as follows:
φo(i) = 1 if and only if i ∈ {0, z¯1, z¯1 + z¯2, . . . , z¯1 + · · · + z¯l}. (3.1)
The length of φo is at least l + 1. Let φ ∈ PERl be a periodic sequence so that
φl =
(
φo(0), . . . , φo(l − 1)) .
So, D uniquely determines φo, and φo fully determines φ.
Finally note that φ ≈ ξ . By definition of z¯, there exists j ∈ {0, . . . , l − 1} so that
ξ( j) = ξ( j + v1) = ξ( j + v2) = ξ( j + v3) = · · · = ξ( j + vl) = 1, (3.2)
with vk =∑ki=1 z¯i . Since z¯ is the smallest element in V with respect to the lexicographic order,
we have that
ξ(i) = 0, if i 6∈ { j, j + v1, j + v2, j + v3, . . . , j + vl}. (3.3)
Indeed, if (3.3) fails, then there would exist k ∈ {0, . . . , l} and m ∈ { j, . . . , j + vl} such that
j + vk < m < j + vk+1, and ξ(m) = 1.
Here v0 ≡ 0. But in this case, there would exist y ∈ V such that y1 = z¯1, y2 = z¯2, . . . , yk =
z¯k, yk+1 = m < z¯k+1, implying that y ≺ z¯. This contradicts the assumption of z¯ being the
smallest in the lexicographic order. The relations (3.2) and (3.3) together with (3.1) imply that
ξ( j + i) = φo(i), i = 0, . . . l.
By definition of φ, ξ ≈ φ. 
Example. Take ξ ∈ PER5:
ξ(z) . . . 0 0 1 0 1 0 0 1 0 1 0 . . .
z . . . 0 1 2 3 4 5 6 7 8 9 10 . . .
.
So ξ5 = (0, 0, 1, 0, 1). In this case there are two ones per period, located in the points 2 and 4.
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Let us walk on Z in the following way. Start at the point 2, from there move two units to the
right, then three units to the right before moving two units to the right again . . . . When we follow
this path we only visit points z where ξ(z) = 1. Hence D2(2, 3, 2, 3, 2) = 1 and it follows that
D(2, 3, 2, 3, 2) = 15 > 0.
Another possibility for observing only ones is the following. Start at the point 4, then move
three units to the right, then two units, then three again . . . . This yields D4(3, 2, 3, 2, 3) = 1 and
D(3, 2, 3, 2, 3) = 15 > 0. Of course, a possibility to observe only the ones is to start from 2,
move 2 and then not move at all. This yields D2(2, 0, 0, 0, 0) = 1.
Since 0 is identified with l, the lexicographical smallest element for which D is different from
zero, is (2, 3, 2, 3, 2). If we are only given D, we can use this to reconstruct ξ up to equivalence:
Since D(2, 3, 2, 3, 2) > 0, we must have a one in ξ followed by another one two units to
the right, from where we have another one located three units to the right . . . . This yields the
following reconstruction:
. . . 1 . 1 . . 1 . 1 . . 1 . . .
. . . 0 1 2 3 4 5 6 7 8 9 10 . . .
of locations of ones (up to shift and translation). Since (2, 3, 2, 3, 2) is the lexicographically
smallest element on which D > 0, it follows that between the reconstructed positions of ones,
there can only be zeros. Hence we obtain as a reconstruction (up to equivalence) for the scenery:
. . . 1 0 1 0 0 1 0 1 0 0 1 . . .
. . . 0 1 2 3 4 5 6 7 8 9 10 . . .
.
We implicitly assumed the period of the scenery ξ to be known.
Remark. From the proof of Lemma 3.1, it is clear that the D function actually determines
ξ up to the translation. This means that if ξ ′ is obtained from ξ by reflection (but not by a
translation), then the D-functions of ξ and ξ ′ are different. Moreover, the difference is such that
the corresponding vectors φo are different, too. The following example illustrates it.
Example. Let ξ6 = (1, 1, 0, 1, 0, 0) and ξ ′6 = (1, 0, 1, 1, 0, 0). The corresponding sceneries, ξ
and ξ ′, are equivalent by reflection. Let D and D′ be the D-functions of ξ and ξ ′, respectively.
For D, the smallest argument with positive value is (1, 2, 3, 1, 2, 3) and the corresponding vector
φo is, therefore, (1, 1, 0, 1, 0, 0, 1, 1, 0, 1, 0, 0, 1). For D′, the smallest argument with positive
value is (1, 3, 2, 1, 3, 2) and the corresponding vector φ′o is (1, 1, 0, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1).
3.2. Reconstructing the D-function
Lemma 3.1 shows that from the D-function of ξ , one can easily reconstruct ξ . Take the
lexicographically minimal element x of V and define φo as in (3.1). In the present subsection,
we prove that under some conditions on the distribution of the increments of the random walk,
one can reconstruct the D-function of ξ from the observations.
For this, we view D as a ll -dimensional vector. The entries of this vector are indexed by the
set Zll . The entry corresponding to (z1, . . . , zl) ∈ Zll is D(z1, . . . , zl), so
D := (D(z1, . . . , zl))(z1,...,zl )∈Zll .
Recall that pl ∈ Rl is the distribution of the increments of Sl . We view pl as the vector of Rl
pl := (pl(0), . . . , pl(l − 1)).
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Let p∗kl denote the distribution pl convoluted k times with itself on Zl . We also view p
∗k
l as a
vector of Rl
p∗kl = (p∗kl (0), . . . , p∗kl (l − 1)).
We will use direct products of l distributions from the set{
p∗kl |k ∈ N
}
.
(Probabilists call “direct product” what in other areas of mathematics is called “tensor product”.)
A direct product of l such distributions can be viewed as a vector with ll entries indexed by the
set Zll . In this way, the entry corresponding to (z1, . . . , zl) of the “vector” p
∗t1
l ⊗· · ·⊗ p∗tll equals
p∗t1l ⊗ · · · ⊗ p∗tll (z1, . . . , zl) := p∗t11 (z1) · . . . · p∗tll (zl).
We can now form the scalar product between the vector D and the vector p∗t1l ⊗ · · · ⊗ p∗tll :
D × (p∗t1l ⊗ · · · ⊗ p∗tll ) :=
∑
(z1,...,zl )∈Zll
D(z1, . . . , zl) ·
(
p∗t1l ⊗ · · · ⊗ p∗tll (z1, . . . , zl)
)
.
The next lemma shows that there is a simple probabilistic interpretation to this scalar product. It
is equal to the probability that χ(t) = 1 for every t in the set
T := {0, t1, t1 + t2, . . . , t1 + t2 + · · · + tl}.
Lemma 3.2. Assume that pi is such that pil is uniform. Then
D × (p∗t1l ⊗ · · · ⊗ p∗tll ) = q(t1, . . . , tl),
where
q(t1, . . . , tl) := P (χ(t) = 1,∀t ∈ T ) . (3.4)
Proof. Let A be the event
A := {χ(t) = 1,∀t ∈ T } .
Let, for every i ∈ Zl and (z1, . . . , zl) ∈ Zll , B(i, z1, . . . , zl) be the event
B(i, z1, . . . , zl) := {Sl(0) = i} ∩
(
l⋂
j=1
{
Sl(t j + s j−1)− Sl(s j−1) = z j
})
,
where s j := t1 + t2 + · · · + t j for all j = 1, 2, . . . , l and s0 := 0.
By law of total probability,
P(A) =
∑
i,z1,...,zl∈Zl
P (A | B(i, z1, . . . , zl)) · P(B(i, z1, . . . , zl)). (3.5)
By the assumption of pi , the random walk Sl starts in its stationary distribution. Hence
P(Sl(0) = i) = 1l .
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Using this and the fact that a random walk has independent increments,
P(B(i, z1, . . . , zl)) = 1l ·
l∏
j=1
P(Sl(t j + s j−1)− Sl(s j−1) = z j ). (3.6)
Hence,
P(B(i, z1, . . . , zl)) = 1l ·
l∏
j=1
p
∗t j
l (z j ). (3.7)
Conditional on B(i, z1, . . . , zl), the probability of the event A is either zero or one. If the scenery
ξ is equal to one on all the points of the set
{i, i + z1, i + z1 + z2, . . . , i + z1 + · · · + zl},
then that conditional probability is one, otherwise it is zero. Hence,
P(A|B(i, z1, . . . , zl)) = Di (z1, . . . , zl). (3.8)
Together, (3.5), (3.7) and (3.8) imply that
P(A) =
∑
i,z1,...,zl∈Zl
1
l
Di (z1, . . . , zl)
(
l∏
j=1
p
∗t j
l (z j )
)
. (3.9)
Since D = 1l
∑
i∈Zl Di , (3.9) yields:
P(A) =
∑
z1,...,zl∈Zl
D(z1, . . . , zl)
(
l∏
j=1
p
∗t j
l (z j )
)
. (3.10)
Equivalently, the last equation can be written as
q(t1, . . . , tl) = P(A) =
∑
z1,...,zl∈Zl
D(z1, . . . , zl) · (p∗t1l ⊗ · · · ⊗ p∗t1l (z1, . . . , z j ))
= D × (p∗t1l ⊗ · · · ⊗ p∗tll ). 
Next we show that periodic sceneries can be reconstructed when we know their period l. For this,
we also assume that the convolutions p∗kl for k = 1, . . . , l are linearly independent in Rl .
Theorem 3.1. Let ξ ∈ PERl . Suppose the vectors pl , p∗2l , . . . , p∗ll are linearly independent.
Then there exists a map
Dl : {0, 1}N → [0, 1]ll ,
such that for any pi , Dl(ξ ◦ S) is the D-function of ξ , a.s. In other words, one realization of the
observations χ a.s. determines D.
Proof. The tensor product of a basis is again a basis. Since the distributions pl , p∗2l , . . . , p
∗l
l are
linearly independent of each other, they form a basis of Rl . It follows that{
p∗t1l ⊗ · · · ⊗ p∗tll | (t1, . . . , tl) ∈ Zll
}
(3.11)
forms a basis of R(ll ).
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Knowing the scalar product of a vector with each element of a basis uniquely determines that
vector. Apply this to the vector D ∈ Rll and to the basis (3.11). According to Lemma 3.2, the
scalar products are then given by the numbers q(t1, . . . , tl), where (t1, . . . , tl) ∈ Zll . Hence, the
set of scalars{
q(t1, . . . , tl) | (t1, . . . , tl) ∈ Zll
}
uniquely determines the vector D. Recall the set T from Lemma 3.2. Let
Ut (t1, . . . , tl) =
{
1 if χ(s) = 1, s ∈ t + T,
0 otherwise.
Recall that Sl is a random walk on Zl . Since Sl is a finite irreducible Markov Chain with uniform
stationary distribution, by ergodic theorem,
q(t1, . . . , tl) = lim
n→∞
n∑
t=0
Ut (t1, . . . , tl)
n + 1 , a.s. (3.12)
The convergence (3.12) holds for any pi . 
To summarize: one realization of χ a.s. uniquely determines the coefficients q(t1, . . . , tl).
These coefficients in turn uniquely determine D. Note the independence of pi : although the
definition of q in (3.4) uses a special pi that includes uniform pil , the estimation of q in (3.12)
holds for any possible pi . That guarantees the reconstruction for any initial distribution of S.
3.3. Discrete Fourier transform
Let F : L2(Zl ,R) → L2(Zl ,C) be the discrete Fourier transform, i.e. for f ∈ L2(Zl ,R)
fˆ (u) := F f (u) =
∑
y∈Zl
f (y) exp
[
− (2pi iu)y
l
]
.
Clearly F is a linear map. Since L2(Zl ,C) is isomorphic with Cl , the mapping F is a complex-
valued l × l-matrix. Since F is also 1-1 (see, e.g. [15]), the matrix has full rank. Hence, to prove
that vectors f1, . . . , fl ∈ Rl are linearly independent, it suffices to show that the corresponding
Fourier transforms fˆ1, . . . , fˆl are linearly independent. This is the content of the next lemma.
Let pˆl designate the Fourier transform of pl . Thus:
pˆl(u) :=
l−1∑
y=0
pl(y) exp
[
− (2pi iu)y
l
]
=
∑
y∈Z
p(y) exp
[
− (2pi iu)(y mod l)
l
]
.
Hence,(
pˆl(0), . . . , pˆl(l − 1)
) = F pl .
Lemma 3.3. If ∀u, v ∈ Zl , with u 6= v, we have:
pˆl(u) 6= pˆl(v), (3.13)
then the vectors pl , p∗2l , . . . , p
∗l
l are linearly independent of each other.
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Proof. To simplify notation in this proof, we write pˆ(u) instead of pˆl(u). Also, we write pˆ j (u)
for ( pˆl(u)) j . Since the Fourier transform is a 1-1 linear map, the vectors pl , p∗2l , . . . , p
∗l
l are
linearly independent if and only if the corresponding Fourier transforms F p,F p∗2l , . . . ,F p∗ll
are linearly independent. The Fourier transformation of a convolution is the pointwise product of
the Fourier transformations:
F p∗ jl = ( pˆ j (0), pˆ j (1), . . . , pˆ j (l − 1)).
Hence, pl , p∗2l , . . . , p
∗l
l are linearly independent if the vectors
( pˆ(0), . . . , pˆ(l − 1)), ( pˆ2(0), . . . , pˆ2(l − 1)), . . . , ( pˆl(0), . . . , pˆl(l))
are linearly independent. These vectors are linearly independent if the vectors
(1, . . . , 1), ( pˆ(0), . . . , pˆ(l − 1)), ( pˆ2(0), . . . , pˆ2(l − 1)), . . . ,
( pˆl−1(0), . . . , pˆl−1(l − 1)). (3.14)
are linearly independent. The vectors (3.14) are linearly independent, if the Vandermonde
determinant∣∣∣∣∣∣∣∣∣∣
1 pˆ(0) pˆ2(0) · · · pˆl−1(0)
1 pˆ(1) pˆ2(1) · · · pˆl−1(1)
1 pˆ(2) pˆ2(2) · · · pˆl−1(2)
· · · · · · · · · · · · · · ·
1 pˆ(l − 1) pˆ2(l − 1) · · · pˆl−1(l − 1)
∣∣∣∣∣∣∣∣∣∣
=
∏
u<v
( pˆ(v)− pˆ(u)). (3.15)
is different from zero. This finishes the proof. 
The next theorem says that all periodic sceneries of known period l can be reconstructed up to
equivalence if condition (3.13) holds.
Theorem 3.2. Let ξ ∈ PERl . Assume p to be such that pˆl(u) 6= pˆl(v) for all u, v ∈ Zl with
u 6= v. Then, there exists a map
Al : {0, 1}N → {0, 1}Z,
such that for all ξ ∈ PERl ,
P (Al(ξ ◦ S) ≈ ξ) = 1.
Proof. By Lemma 3.3 and Theorem 3.1, there exists a map Dl , depending on l, such that
Dl(ξ ◦ S) is the D-function of ξ . By Lemma 3.1, the D-function of ξ uniquely determines ξ
up to equivalence. 
3.4. Counterexamples
Theorem 3.2 states that for a large class of random walks, every periodic scenery ξ ∈ PERl
can be reconstructed. However, there exist random walks that do not allow any reconstruction.
Let us present an example. Let S be such that
p(i) = 1
l
, i = 0, . . . , l − 1.
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Then, pl(i) = p(i) and for any two ξ1, ξ2 ∈ PERl , the observations
ξ1(S(1)), ξ1(S(2)), ξ1(S(3)), . . . and ξ2(S(1)), ξ2(S(2)), ξ2(S(3)), . . .
have the same distribution, provided ξ1 and ξ2 have the same number of ones. In fact,
χ(0), χ(1), . . . is then an i.i.d. sequence. In this case, it is not possible to reconstruct the observed
scenery. Clearly, for such a distribution, condition (3.13) is not fulfilled:
pˆ(1) = 1
l
(
l−1∑
y=0
cos 2pi
y
l
− i
l−1∑
y=0
sin 2pi
y
l
)
= 1
l
(
l−1∑
y=0
cos 2pi
y(l − 1)
l
− i
l−1∑
y=0
sin 2pi
y(l − 1)
l
)
= pˆ(l − 1).
3.5. A special random walk
In the present subsection, we consider a random walk S with distribution p such that
p(1) + p(2) = 1. Such a random walk can at each time only move by one unit or two to
the right. Kesten asked whether the reconstruction of a periodic scenery is possible when it is
observed along such a random walk. The following corollary of Lemma 3.3 partly answers the
question.
Corollary 3.1. Let p be such that p(1) + p(2) = 1 and p(1) > 2p(2). Then, for every l, the
vectors pl , p∗2l , . . . , p
∗l
l are linearly independent.
Proof. Let l = 2. In this case, pl(0) = p(2), pl(1) = p(1) and
pˆ(0) = pl(0)+ pl(1) = 1,
pˆ(1) = pl(0)+ pl(1) exp[−pi i] = p(2)+ p(1) exp[−pi i] = p(2)− p(1).
Since p(2) < p(1), the vectors (p(2), p(1)), (1, p(2)− p(1)) are independent.
Let l > 2. In this case, pl = p and
pˆ(u) = p(1) exp
[
−2pi iu
l
]
+ p(2) exp
[
−2pi i2u
l
]
.
Let u, v ∈ {0, . . . , l − 1}, u 6= v,
a := exp
[
−2pi iu
l
]
, b := exp
[
−2pi iv
l
]
. (3.16)
With this notation, pˆ(u) = p(1)a + p(2)a2, pˆ(v) = p(1)b + p(2)b2. If pˆ(u) = pˆ(v), then
p(1)(a − b) = p(2)(b2 − a2) = p(2)(b − a)(b + a). (3.17)
Since a 6= b, (3.17) implies b + a = − p(1)p(2) and
|a + b| = p(1)
p(2)
. (3.18)
But a, b are complex numbers with modulo 1. Hence |a + b| ≤ 2. However, by assumption,
p(1)
p(2) > 2. This contradicts (3.18). Therefore, pˆ(u) 6= pˆ(v) and Lemma 3.3 finishes the
proof. 
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3.5.1. Equal probabilities
Let us briefly analyze the case
p(1) = p(2) = 1/2.
Let u, v ∈ Zl , u 6= v, and let a, b be as in (3.16). Then pˆ(u) = pˆ(v) is equivalent to b+a = −1.
Since
a = cos
[
2pi
u
l
]
− i sin
[
2pi
u
l
]
, b = cos
[
2pi
v
l
]
− i sin
[
2pi
v
l
]
,
the condition a + b = −1 implies that the following conditions both hold:
sin
[
2pi
u
l
]
= − sin
[
2pi
v
l
]
(3.19)
cos
[
2pi
u
l
]
+ cos
[
2pi
v
l
]
= −1. (3.20)
For (3.19) to hold, u, v must satisfy one of the following conditions:
2piv
l
= 2pi − 2piu
l
= 2pi
(
l − u
l
)
(3.21)
or, with u < v,
2piv
l
=
(
pi + 2piu
l
)
. (3.22)
Suppose (3.22) holds. Then
cos
[
2pi
v
l
]
= cos
[
pi + 2piu
l
]
= − cos
[
2piu
l
]
,
and (3.20) does not hold.
Suppose (3.21) holds. Then (3.20) is
cos
[
2pi
v
l
]
+ cos
[
2pi
u
l
]
= cos
[
2pi − 2piu
l
]
+ cos
[
2pi
u
l
]
= 2 cos
[
2piu
l
]
= −1.
Hence
cos
[
2piu
l
]
= −1
2
. (3.23)
Assuming u < v, (3.23) implies that
2piu
l
= 2pi
3
and
2piv
l
= 4pi
3
.
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Example 3.1. Let l = 6. Then pˆ(2) = pˆ(4) and the vectors p6, p∗26 , . . . , p∗66 are not linearly
independent. Indeed, the following matrix is singular

p∗66 (0) p
∗5
6 (0) · · · p6(0)
p∗66 (1) p
∗5
6 (1) · · · p6(1)· · · · · · · · · · · ·
p∗66 (5) p
∗5
6 (5) · · · p6(5)
 = 164

2 10 24 8 0 0
6 20 16 0 0 32
15 20 4 0 16 32
20 10 0 8 32 0
15 2 4 24 16 0
6 2 16 24 0 0
 .
However, every scenery ξ ∈ PER6 can still be reconstructed. (For this we assume that we are
given the period.) The algorithm for reconstruction of ξ ∈ PER6 is the following:
• Let r := ∑l−1i=0 ξ(i) be the number of ones in ξl . Find limn→∞ ∑nt=0 χ(t)n+1 . This limit is equal
to q(0) = P(χ(0) = 1), where pil is uniform (recall the definition of q in (3.4)). Since pil is
uniform, q(0) = r6 a.s., and the number of ones, r , can be determined (a.s.).• Determine the numbers q(1) and q(2). According to the definition (3.4),
q(1) := P(χ(0) = χ(1) = 1), q(2) := P(χ(0) = χ(2) = 1),
where pi emerging in the probabilities above is such that pil is uniform. To determine q(1) and
q(2), use the fact that by the ergodic theorem (and for any possible pi ),
lim
n→∞
n∑
t=0
Ut (1)
n + 1 = P(χ(1) = χ(0) = 1), a.s.
lim
n→∞
n∑
t=0
Ut (2)
n + 1 = P(χ(2) = χ(0) = 1), a.s.
• Let r = 2. There exists, up to equivalence, only three sceneries in PER6 with r = 2. Hence,
when r = 2, we have that ξ6 is equivalent to φ1, φ2 or φ3, where:
φ1 := (1, 1, 0, 0, 0, 0), φ2 := (1, 0, 1, 0, 0, 0), φ3 := (1, 0, 0, 1, 0, 0).
Now take
ξ6 ≈
φ3 if q(1) = 0,φ1 if q(1) > 0 and q(2) = 0
φ2 if q(1) > 0 and q(2) > 0.
• Let r = 3. There exist three different equivalence classes of sceneries in PER6 for which
r = 3:
φ4 := (1, 0, 1, 0, 1, 0), φ5 := (1, 1, 0, 1, 0, 0), φ6 := (1, 1, 1, 0, 0, 0).
Now, we have that
ξ6 ≈

φ5 if q(1) = 16 ,
φ4 if q(1) = 14 , q(2) =
1
4
φ6 if q(1) = 14 , q(2) =
1
12
.
H. Matzinger, J. Lember / Stochastic Processes and their Applications 116 (2006) 1584–1599 1597
• Let r = 4. Then change the roles of 0 and 1, and use the rule for r = 2.
Hence, knowing the period l = 6 and observing one realization of χ , we can a.s. determine
ξ ∈ PER6 up to equivalence using the probabilities q1 and q2, only. (For this we assumed that
p(1) = p(2) = 0.5.) Hence, the reconstruction up to the equivalence is possible, although the
assumptions of Theorem 3.2 do not hold. So, the assumptions of Theorem 3.2 are sufficient
but not necessary for the reconstructability of a scenery ξ ∈ PERl . A reason for this is
that Theorem 3.2 gives sufficient conditions for reconstructing the underlying scenery up to
translation (recall the remark in Section 3.1). Hence, it can be that the reconstruction up to
translation (via D-function) is not possible, but the reconstruction up to equivalence (translation
or reflection) is still possible. This is also the case of the present example: φ5 := (1, 1, 0, 1, 0, 0)
and φ′5 := (1, 1, 0, 1, 0, 0) are equivalent by reflection (recall the second example in Section 3.1)
but they induce the same probabilities q1 and q2. Therefore, based on q1 and q2, one can
reconstruct ξ up to the reflection but not up to the translation.
4. Reconstruction algorithm
4.1. Unknown period
Theorem 3.2 states that under condition (3.13), there exists a map Al that reconstructs any
periodic scenery ξ ∈ PERl . The algorithm Al (as well as condition (3.13)) depends on l.
Applying Al to a scenery ξ that does not belong to PERl might give a wrong result. Hence,
Theorem 3.2 gives a sufficient condition for the reconstructability of a scenery with known
period.
Our ultimate goal, however, is to prove that periodic sceneries can be reconstructed without
knowledge of the period (at least in the cases when the distribution of S is well behaved). The
following theorem asserts that it is possible to reconstruct periodic sceneries when condition
(3.13) holds for every l. It is not assumed that the period of the scenery is known.
Theorem 4.1. Suppose S is such that (3.13) holds for every l ∈ N. Then, there exists a map
A : {0, 1}N → {0, 1}Z such that for every ξ ∈ PER,
P (A(ξ ◦ S) ≈ ξ) = 1.
Proof. By Theorem 3.2, for every j there exists A j that a.s. reconstructs every scenery with
period j . That is, for every ξ ∈ PER j , P
(A j (ξ ◦ S) ≈ ξ) = 1. Let l be the period of the scenery
ξ . For any k = 1, 2, . . ., kl is also a period of ξ . Hence, with probability one,
Akl(ξ ◦ S) ≈ ξ, ∀k. (4.1)
So, there exists at least one natural number so that (4.1) holds. Let l ′ be a natural number as a
candidate for the unknown period. Apply the algorithms Akl ′ , k = 1, 2, . . .. If they all give the
same scenery (up to the equivalence), then the solution is ξ , a.s. Indeed, by (4.1),Al ′l(ξ ◦ S) ≈ ξ .
If there exists a k ≥ 2 so that Akl ′(ξ ◦ S) 6≈ Al ′(ξ ◦ S), the number l ′ is not the period, and the
next candidate should be taken. Formally, let
l(χ) = min{l ′ : Akl ′(ξ ◦ S) ≈ Al ′(ξ ◦ S),∀k = 1, 2, . . .},
A(ξ ◦ S) := Al(χ)(ξ ◦ S). 
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4.2. The algorithm
Let us summarize how to reconstruct periodic sceneries when (3.13) holds for every l ∈ N. For
this we assume that we are only given the observations χ = (χ(0), χ(1), . . .) and the distribution
of the random walk S. We do not assume that the period of the scenery is known. When (3.13)
holds for every l ∈ N, our method allows us to construct a.s. a scenery equivalent to ξ .
Algorithm 4.1. 1. Determine a natural number l > 0, such
Akl(χ) ≈ Al(χ), ∀k = 2, 3, . . . .
Here,A j (χ) denotes the scenery obtained by applying the reconstruction algorithm for period
j to the observations χ .
2. Let the output A(χ) of this reconstruction algorithm be
A(χ) := Al(χ).
Let us next describe the reconstruction algorithmAl . This algorithm is used when the period l of
the scenery ξ is known. Recall that Ut (t1, . . . , tl) = 1 if and only if
χ(t) = χ(t + t1) = χ(t + t1 + t2) = · · · = χ(t + t1 + t2 + · · · + tl) = 1.
Otherwise, Ut (x1, . . . , xl) = 0.
Algorithm 4.2. 1. For all (t1, . . . , tl) ∈ Zll , determine the coefficients ql(t1, . . . , tl) by
ql(t1, . . . , tl) = lim
n→∞
n∑
t=0
Ut (t1, . . . , tl)
n + 1 .
2. Use the coefficients q(t1, . . . , tl) to determine D. To this end, apply the set of equalities
D × (p∗t1l ⊗ · · · ⊗ p∗tll ) = q(t1, . . . , tl)
from Lemma 3.2 and the fact that{
p∗t1l ⊗ · · · ⊗ p∗tll | (t1, . . . , tl) ∈ Zll
}
is a basis of Rll (when condition (3.13) holds).
3. Determine the scenery ξ from D. For this take the lexicographical smallest (with 0 identified
as l) element in (z1, . . . , zl) ∈ {1, . . . , l}l , such that D(z1, . . . , zl) 6= 0. Then, determine a
l-periodic scenery ξˆ , such that the sequence of distances between successive ones in ξˆ is
z1, z2, . . . , zl−1, zl , z1, z2, . . . .
The scenery ξˆ is our reconstructed scenery, i.e.
Al(χ) := ξˆ .
The algorithm we describe here is theoretical: it uses an infinite amount of observations. One
could also build a practical algorithm by approximating the coefficients q(t1, . . . , tl), instead of
calculating them exactly. For this, we would rely on a finite number of observations only. The
output of the reconstruction algorithm, when we take only a finite number of observations, is
not guaranteed. But as we increase the number of observations, the probability to reconstruct ξ
correctly (up to equivalence) goes to one.
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