Objective: Executive function (EF) is a commonly used but difficult to operationalize construct. In this study, we considered EF and related components as they are commonly presented in the neuropsychological literature, as well as the literatures of developmental, educational, and cognitive psychology. These components have not previously been examined simultaneously, particularly with this level of comprehensiveness, and/or at this age range or with this sample size. We expected that the EF components would be separate but related, and that a bifactor model would best represent the data relative to alternative models. Method: We assessed EF with 27 measures in a large sample (N ϭ 846) of late elementary school-age children, many of whom were struggling in reading, and who were demographically diverse. We tested structural models of EF, from unitary models to methodological models, utilizing model-comparison factor analytic techniques. We examined both a common factor as well as a bifactor structure. Results: Initial models showed strong overlap among several latent EF variables. The final model was a bifactor model with a common EF, and five specific EF factors (working memoryspan/manipulation and planning; working memory-updating; generative fluency, self-regulated learning; metacognition). Conclusions: Results speak to the commonality and potential separability of EF. These results are discussed in light of prevailing models of EF and how EF might be used for structure/ description, prediction, and for identifying its mechanism for relevant outcomes.
cognition, executive/attentional control, executive attention, and executive function.
The goal of the present study was to provide a framework for EF, mainly relying on the second and third approaches noted above, and utilizing factor analytic methodology. Although imaging or lesion data was not emphasized, the measurement structure identified could provide impetus for studies that do. We considered EF to be an umbrella term with both cognitive and self-regulatory aspects (Hofmann, Schmeichel, & Baddeley, 2012; Ilkowska & Engle, 2010) .
We evaluated students in Grades 3 through 5 (ages 8 to 11) for three interrelated reasons. First, developmentally sensitive change occurs cognitively and biologically across this age span, with the development of EF following a nonlinear trajectory corresponding with the physical maturity of the frontal lobes (Anderson, Anderson, Northam, Jacobs, & Catroppa, 2001; Best, Miller, & Jones, 2009; Garon, Bryson, & Smith, 2008; Jurado & Roselli, 2007; Luciana & Nelson, 2002; Yakovlev & Lecours, 1967) . Second, most existing structural studies of EF focus on preschool or adult age ranges; in contrast, a key question the present study is well equipped to address is whether EF components reflect a more unitary versus segregated group of processes at this intermediate age range. Third, students in this age range are expected to have "mastered" basic academic skills, and greater independence, initiative, and planning is required as curricula shift toward developing and applying generalized learning skills to new contexts (Speece, Ritchey, Silverman, Schatschneider, Walker, & Andrusik, 2010) . EF becomes a key support as students integrate and regulate academic learning and understanding within and across domains.
The present study emphasizes a large and diverse urban public school sample. Many of these participants are of minority status, are raised in households of lower socioeconomic status, and some may speak languages in addition to English, which is representative of most large urban school districts (National Center for Education Statistics, 2016) . These characteristics are associated with lower levels of achievement and/or EF (Hackman & Farah, 2009; Hackman, Gallop, Evans, & Farah, 2015; Raver, Blair, Willoughby, & The Family Life Project Key Investigators, 2013) . We oversampled students in Grade 4 with reading difficulty because this work overlapped with a large-scale intervention study (though the data reported preceded rather than followed intervention; see the Method section). Doing so was necessary to improve feasibility (and efficiency) for both studies, but evaluating the structure of EF in this context is also relevant to a population where supports for EF are likely to be appropriate.
Executive Function Components
We identified eight EF components across neuropsychological, cognitive, developmental, and educational literatures: (1) working memory; (2) inhibition; (3) shifting; (4) planning; (5) generative fluency; (6) self-regulated learning; (7) metacognition; and (8) behavioral regulation. The first three of these were encapsulated in the work of Miyake et al. (2000) , but the other five are distributed across the literatures noted earlier. No single work has considered all of the above simultaneously. It is possible to argue for the inclusion versus exclusion of any of these individual components, or to separate them by complexity, or even as "outcomes" of EF.
However, we took an inclusionary approach because different literatures use different terminology and different measures. If each of the domains examined here are equally representative of EF, then they should relate to one another to some degree, but also share commonality. To the extent that a particular EF component "does not fit," then it should separate from the others, and the results of this study will be well-positioned to understand whether and along what lines such distinctions might occur.
Baddeley, Allen, and Hitch (2011) described the overlap of working memory (WM) with EF. Theorists such as Cowan (2008) and Engle (2002) emphasized WM as the active portion of longterm memory, such that it can be proffered as a substitution for EF itself-that is, EF theories become theories about how working memory operates. For this study, we chose working memory tasks that required (a) recall with manipulation, (b) simultaneous processing and storage, or (c) ongoing maintenance/updating of information in active memory. Inhibition is also featured in many studies of EF, though inhibition can be difficult to separate from a common EF factor (e.g., Miyake & Friedman, 2012) . A key requirement is that a prepotent response is inhibited, and this was featured in the measurement of this domain for this study. Shifting, as considered here, requires a move from one cognitive set of rules, sequences, or patterns, to another, as similarly defined in other studies (Miyake et al., 2000) . Planning has often been assessed as a clinical task (Delis, Kaplan, & Kramer, 2001 ) and may be considered a "higher level" EF (Miyake et al., 2000) . Solving a problem within a set of rules/parameters most closely resembles the process function of EF because strategies must be selected, implemented, and monitored. Tests of generative fluency have a lengthy history in neuropsychology (Milner & Petrides, 1984) , with the key component being efficient and accurate retrieval from semantic memory within a set of parameters.
Models of self-regulated learning (SRL; e.g., Pintrich, 2000 Pintrich, , 2004 Zimmerman & Schunk, 2011) focus on how individuals control their own learning processes. Zimmerman's (2000) model includes phases of forethought, performance, and self-reflection; Pintrich (2004) emphasized planning, monitoring, control, and reflection. These phases are similar to the frameworks of EF described by Zelazo et al. (1997) and Ylvisaker and Feeney (2002) . SRL is multifaceted, but here we focused on strategy use and self-efficacy, as well as perceived skill and preference for reading (as a proxy for motivational stance), as these imply knowledge of one's own abilities. An important methodological difference in comparing the literatures of SRL with EF is that SRL is often assessed via self-report, whereas EF is usually assessed via cognitive performance measures (particularly the "cool" variety; e.g., Welsh & Peterson, 2014) .
Metacognition and EF are both often described as superordinate processes-those that monitor, manipulate, or control/regulate other cognitive processes-and metacognitive processes are featured in some models alongside EF (e.g., Stuss, 2011) . Metacognition has also been perceived as a "bridge" function, for example, between EF and motivation (Borkowski, Chan, & Muthukrishna, 2000) ; Barkley's model (1997; considered metacognition as a component of EF (reconstitution). The Behavioral Rating Inventory of Executive Function (BRIEF; Gioia, Isquith, Guy, & Kenworthy, 2000) considers Metacognition as one of its primary scales. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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In contrast to SRL, behavioral regulation models are often concerned with the ability of individuals to control their behavioral actions and/or emotions (Blair, 2002; Barkley, 1997 Barkley, , 2014 Posner & Rothbart, 2000; Raver, 2004) . In some ways, this is similar to the idea of "hot" executive functions, where the situation is in some way emotionally valanced (Allan & Lonigan, 2011; Welsh & Peterson, 2014; Zelazo & Carlson, 2012) . Although decision-based cognitive tasks are available, most often behavioral regulation is assessed through self-or other-ratings, especially beyond the preschool age. Few studies evaluate the relationship of neuropsychological measures of EF to behavioral self-regulation measures beyond the earliest elementary ages, though where examined, relationships are generally small (e.g., Duckworth & Kern, 2011) .
Prior Factor-Analytic Studies in School-Aged Children
The literature on EF is vast, and many factor analytic studies have been conducted. However, none have matched the scope (e.g., number of measures, across different literature perspectives) and sample size evaluated here, particularly in this sensitive age range (middle to late elementary students). Several recent studies have focused on preschool children using careful measurement approaches, identifying a unitary EF factor (Wiebe et al., 2008; Willoughby, Blair, Wirth, & Greenberg, 2010) . On the other hand, latent variable studies in adults show that EF components are notably fractionated though not independent (e.g., Hull, Martin, Beier, Lane, & Hamilton, 2008; Kane et al., 2004; Miyake et al., 2000) . Structural results in school-aged samples vary, often finding factors associated with WM or updating, inhibition, and shifting/flexibility, though not always together. For example, sometimes a combination of shifting and inhibition is included, as a latent factor (Brydges, Fox, Reid, & Anderson, 2014; Lee, Bull, & Ho, 2013) . Only a few studies have considered factors other than working memory, inhibition or shifting (Floyd, Bergeron, Hamilton, & Parra, 2010; Gioia, Isquith, Retzlaff, & Espy, 2002) , making it unclear how additional domains such as fluency, planning, or self-regulated learning may or may not fit. The study by Huizinga, Dolan, and van der Molen (2006) used a sophisticated modeling approach and covered the age range from 7 to 21, with a relatively large sample size (ϳ400). All tasks were computerized and involved speeded choice RTs. Controlling for processing speed, factors of working memory and shifting were obtained, though not inhibition. Most prior studies captured only performance-based (e.g., paper-and-pencil, computerized, and/or experimental) measures of EF-none included self-report measures, with the exception of Gioia et al. (2002) where the structure of EF was examined using the BRIEF.
EF Factor Models: Common Versus Bifactor?
There is debate about how EF components aggregate with or disaggregate from one another. For example, Willoughby, Pek, and Blair (2013) noted the typically weak interrelationships of factor indicators of EF. Factor analytic choices typically include a common factor model, a hierarchical factor model, and a bifactor model (Canivez, 2014) . Common factor models comprise the vast majority of prior work, specifying which latent factors cause which indicators. Hierarchical factor models posit factors that have direct effects on indicators, but go on to posit second-order factors that have only indirect effects on indicators (through the specific factors); the second-order factor also is presumed to account for all the relationships of the specific factors with one another. Bifactor models also posit general and specific factors, but in these models, indicators have two direct effects-one from the general factor, and another from the specific factor to which it is assigned. Specific factors are typically uncorrelated with both the general factor and with one another; correlations among measures from the same latent variable arise from the general and specific factors, whereas correlations among measures from different factors arise from the general (EF) factor only (Holzinger & Swineford, 1937; Reise, 2012) . In this study, we compare the common factor model to the bifactor case, given its consistency with the Miyake and Friedman models (Friedman, Miyake, Robinson, & Hewitt, 2011; Friedman et al., 2008; Miyake et al., 2000) in adults, and with a more general conceptualization of EF as "separate but related" function(s).
Summary and Hypotheses
The present study extends prior work in at least three ways. First, we address the need for a clearer understanding of the structure of EF in the school-age range. Second, measures from different literatures are simultaneously evaluated. Third, the large sample in a relevant context is novel, and we employed advanced modeling techniques to examine EF comprehensively. An overarching goal was to align the way that EF is conceptualized across literatures while also reflecting the myriad ways it is operationalized.
Our primary hypothesis was that we could model together numerous observed indicators at the confirmatory factor analytic and bifactor level. To the extent that different literatures describe similar conceptualizations of domain-general control processes important for managing goal-directed behavior (sometimes calling it EF, other times working memory or executive attention, other times self-regulation), then measurement of each should bear relation to one another. However, to the extent that these measurements differ either methodologically (e.g., ratings vs. laboratory tasks), or as lower versus higher level (e.g., "predictors" vs. "outcomes"), then latent factors of these should be clearly separable from the others. These issues reflect a key debate regarding EF -whether it is unitary versus fractionated. Because both are likely true to some degree true, a bifactor model should fit the data better than a common factor model (8 correlated domains), and better than a single-factor model. We also specifically compared unitary, common, and bifactor models against those driven by methodological factors (e.g., type of measure-rating scales or performance measures; type of content-visual or verbal); these should fit the data more poorly than our hypothesized bifactor model.
Second, we expected predictable relationships with demographic factors including age, sex, economic disadvantage, sex, and English proficiency status. We expected that any common EF factor (resulting from a bifactor model) would relate positively with age (older students having stronger performances). Age was examined rather than grade, as EF domains are not typically part of school curricula. We did not have a priori expectations for sex differences in EF. We expected that a common EF factor would correlate negatively with economic disadvantage and English proThis document is copyrighted by the American Psychological Association or one of its allied publishers.
ficiency (disadvantaged students or those with of limited English proficiency having weaker EF), which may in part be due to the language demands of many of the tasks.
Method Participants
Participants were 846 students in Grades 3 to 5 (age range 8 to 12 years). Table S1 (see the online supplemental material) presents demographic characteristics (sample size, sex, age, site, ethnicity, economic disadvantage, special education status, and limited English proficiency status), by grade and for the overall sample. The sample was diverse ethnically, and a majority were economically disadvantaged. Students were drawn from 147 classrooms and 19 schools. However, we chose not to fit multilevel models because the study was not designed to address multilevel questions about between-classroom level interrelations of EF factors. EF is not instructed the way core academic skills are, making it ambiguous to hypothesize about classroom effects.
Measures
Descriptive information for all measures by EF factor is provided in Table 1 . For space considerations, additional information about task requirements, administration details, and psychometric properties can be found in Table S2 (see online supplemental material). Raw scores instead of norm-referenced standard scores were utilized in analyses for consistency and because relations with age were examined directly.
Working memory was assessed with Working Memory Test as Battery for Children (WMTB-C; Pickering & Gathercole, 2001) Listening Recall subtest; Inquisit Corsi Blocks (Inquisit 3, 2003) , which was included a measure of span; and four n-back measures were used, from the same platform (Inquisit 3, 2003)-two that used letters versus complex (unnameable) shapes, and each had a (Woodcock, McGrew, & Mather, 2001) . Generative fluency used three D-KEFS (Delis et al., 2001 ) fluency measures (Letter Fluency, Category Fluency, Design Fluency) that did not require alternation. Self-regulated learning was assessed with three subscales (Self-Efficacy and Effort, Strategies, and Perceived Skill and Preference for Reading) derived from a prior factor analytic study of the Contextual Learning Scale (Cirino, 2012) , a selfreport measure derived from previously used and novel items. Metacognition was assessed with teacher-reported subscales (Initiate, Monitor, Planning/Organization, and Working Memory) of the Metacognition Index from the BRIEF (Gioia et al., 2000) , and with teacher ratings of the Inattention subscale of the Strengths as Weaknesses of Attention-deficit/hyperactivity disorder symptoms and Normal behavior (SWAN; Swanson et al., 2012) . Behavioral regulation was also assessed with the BRIEF (Gioia et al., 2000) and the SWAN (Swanson et al., 2012) , using alternate subscales (Inhibit, Shift, and Emotional Control from the BRIEF, and Hyperactivity/Impulsivity from the SWAN). Planned missing data. The current study reports on 27 different measures, and it was not feasible to administer all measures to all students. Rather than restrict the number of measures (and reduce construct coverage), we opted to decrease some covariance coverage (the number of students that had data for any pair of measures to establish their relationships). Missing data are problematic if they are not missing completely at random (MCAR) or missing at random (MAR; Rhemtulla & Little, 2012; Rubin, 1976) . We empirically tested the tenability of the MCAR assumption using Little's MCAR test (Little, 1988) , and the results suggested that the data were not MCAR, 2 (1,927) ϭ 2105.27; 2 /df ϭ 1.09, p ϭ .03. However, MCAR is a stringent assumption which may not be tenable in practice (Muthén, Kaplan, & Hollis, 1987; Rhemtulla & Hancock, 2016) . Modern methods for handling missing data, such as full information maximum likelihood (FIML), allow MCAR assumptions to be relaxed to allow for data to be MAR such that the likelihood of missingness on a given variable is conditional on other variables in the data (Enders & Bandalos, 2001) . The primary issue is power, which is ameliorated with FIML (Little, Jorgensen, Lang, & Moore, 2014) , so that all observations, measures, and available data points are used. Therefore, we followed these techniques in the present study. The specific method we used was a variant of the multiform approach (Rhemtulla & Little, 2012) . Students were randomly assigned within grade to receive a "pattern" of tests. In practical terms, nine of the 19 different tests were included in all patterns (though some missingness within pattern was also randomly assigned for three measures). There were six patterns (see Table 1 ) that produced covariance coverage of 15% to 98% for any pair of variables, and the proportion of students who received each pattern was similar (e.g., overall and within grade p ϭ .981 and p ϭ .990, respectively). A proportion of students in Grade 4 were designated as limited English proficiency, though each pattern also included similar proportions with and without this status (p ϭ .938).
Procedures
Performance data were collected in schools by well-trained examiners with on-site supervision, primarily in fall; teacher-rated measures were collected in late spring. All performance based measures were collected individually; group-administration was used for student rating scales and for the screening measure of reading. Total assessment time was approximately 4 hr, distributed across four or five sessions typically distributed across a week. Test orders within the randomly assigned patterns were not fixed. All research procedures were approved by participating institutional review boards.
Analytic Approach
Variable distributions and outliers were specifically evaluated. Where issues with test administration or scoring were flagged, source documents and observations were examined for serious concerns regarding data appropriateness. This resulted in 84 data points being trimmed (set to missing). Also, if performance was well outside typical bounds (ϩ/-3 SD and ϳ0.5 SD from the next nearest score) then data were Winsorized (placed just beyond the next nearest value and so maintaining rank ordering), similar to criteria used elsewhere (Willcutt, Pennington, Olson, Chhabildas, & Hulslander, 2005) ; this was true for 46 additional data points. It should be noted that these 130 data points comprised only 0.83% of the total number of points available for analyses. The stop signal test was an exception; here, 161 data points were excluded due to aberrant performance; cutoffs (Schachar, Mota, Logan, Tannock, & Klim, 2000) were less than 67% correct on go trials (n ϭ 116), and/or less than 12.5% correctly inhibited stop trials (n ϭ 21); 24 students met both cutoffs. There were no differences between students whose stop signal score was versus was not included, in terms of pattern received, grade, age, sex, race, economic disadvantage, or limited English proficiency status (all p Ͼ .05), although those who were excluded had lower vocabulary scores than those whose scores remained (p ϭ .008, d ϭ .24).
For all analyses, a "weight" was assigned to each observation. Because of oversampling for reading difficulty in Grade 4, reading scores in this grade (and presumably, correlates of reading skill) would be systematically lower than expectation. Weighting applied during analyses has the effect of decreasing the impact of the oversampled group on the overall mean, which in turn becomes more representative of the population from which they were drawn (in our case, the 19 schools across three school districts with whom we worked). Weighting has its largest effects on means, which was less relevant for the purposes of the present study, but it can also impact covariances. However, it should be noted that we also ran our final models with and without weighting and results were highly similar. Specific details regarding weighting appear in the online supplemental material.
The primary analytic technique was factor analyses. Our proposed framework was designed to consider the eight domains in a confirmatory factor analytic measurement model as well as its counterpart bifactor model. We ran models in MPlus v 7.1 (Muthén & Muthén, 2012) with robust full-information maximumlikelihood estimation to establish model fit. These models revealed several obvious sources of misfit, the details of which are presented in supplement 3; for brevity, the final model is emphasized below. We evaluated the fit of all models at both the global and This document is copyrighted by the American Psychological Association or one of its allied publishers.
local level. For global fit, we used common measures, and accepted cut-offs (Hu & Bentler, 1999; Kline, 2010) 
Common Factor Models
Model specifications and fit statistics for four common factor models are reported in Table 2 . The first model (Model 1a) evaluated the eight proposed latent variables, and was a poor fit to the data due to latent variables that were too strongly correlated. The revised model (Model 1b) fit the data much better, but the working memory (WM) correlated strongly with several others, and factor loadings suggested a distinction among measures of span and manipulation, versus updating. This is in line with recent debate about the extent to which these two types of tasks are more similar versus different (Redick & Lindsey, 2013; Schmiedek, Hildebrandt, Lövdén, Lindenberger, & Wilhelm, 2009; Schmiedek, Lövdén, & Lindenberger, 2014) . Therefore, we separated the original WM factor into separable components of span/manipulation (WM-S/M) versus update (WM-U). This model (Model 2a) did not converge, as the span and manipulation WM factor was strongly correlated with shifting, and so were combined, resulting in a final common factor model (Model 2b) with seven factors: (1) WM-S/M with planning; (2) WM-U; (3) inhibition; (4) shifting; (5) generative fluency; (6) self-regulated learning; and (7) metacognition (MCOG). Further details regarding model revisions are in the online supplemental material. Table 1 provides maximal reliabilities ( ‫ء‬ ; Raykov & Hancock, 2005) from Model 2b; as expected, factor reliabilities were better than the reliability of any separate indicator. It was also the case that factors with more reliable indicators had higher maximal reliability; the only noticeably low value was for Inhibition ( inhibition ϭ 0.54). Table 3 contains common factor intercorrelations.
With Model 2b finalized, we compared this with alternative models, including a bifactor analogue. A unitary model (Model 3a) was considered-one that is nested within Model 2b (using the same 27 indicators of Table 1 ). The unitary model was a substantially worse fit relative to Model 2b. A variety of methodological This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. models were also evaluated and each also produced a significantly worse fit to the data than Model 2b (see Table 2 ).
Bifactor Model
We had hypothesized that a bifactor model (Model 4) would fit the data better than its common factor analogue (Model 2b). The initial bifactor model did not converge because the Shifting and Inhibition specific factors did not identify their respective indicators (i.e., specific loadings were very low) in the context of a common EF factor. Therefore, these two specific factors were dropped leaving their indicators to load only on common EF. The final bifactor model (see Figure 1 ) had five specific factors (WM-S/M and planning, WM-U, generative fluency, self-regulated learning, and MCOG), and was clearly a better fit to the data than Model 2b by most criteria (e.g., chi-square difference, change in CFI, AIC, and BIC). Table 4 shows the pattern of loadings for common EF and specific factors of Model 4. Loadings were stronger for the indicators of three specific factors (WM-U, self-regulated learning, and MCOG) relative to the common EF factor. Conversely, loadings were higher for the specific WM-S/M and planning factor. Fluency factor loadings were intermediate but generally larger for common EF. Indicators of shifting and inhibition loaded only on the common EF factor, though these were larger and more consistent for shifting relative to inhibition. Maximal reliabilities were also computed for the specific factors and the general EF factor from Model 4. From Model 2b to Model 4, reliability was highest for the EF factor ( EF ϭ 0.97) and was also high for three of the specific factors from Model 4 ( WMU ϭ 0.82, self-regulation ϭ 0.84, and metacognition ϭ 0.97). Reliability was moderate for two specific factors ( WMSM WM/planning ϭ 0.66, and fluency ϭ 0.79). The average intercorrelation among all 27 indicator variables (see Table S2 ) was .17 (Mdn ϭ .15), though the intercorrelations within each of the specific factors that remained in the bifactor model were appreciably higher (WM/SM and planning, Mdn ϭ .28; WMU ϭ .41; SRL ϭ .52; generative fluency ϭ .32; MCOG ϭ .77).
Individual and Group Differences
With the finalized structural model, we related the resultant general and specific EF factors to demographic factors of age, economic disadvantage, sex, and language proficiency status. The model converged but the robust chi-square was not computable, though SRMR ϭ .063, and parameter estimates were provided, which were of primary interest.
Age was positively correlated with general EF (r ϭ .38, p Ͻ .001) and negatively correlated with specific metacognition factors (r ϭ Ϫ.19, p Ͻ .001). All other age correlations were smaller in magnitude (range r ϭ |.03 to .09|) and nonsignificant. Economic disadvantage correlated negatively with EF (r ϭ Ϫ.20, p ϭ .003), such that receipt of free lunch was associated with lower EF performances; there were no significant relations with other factors. Sex was positively correlated with WM-U (r ϭ .15, p ϭ .017), with SRL (r ϭ .14, p ϭ .001), and with metacognition (r ϭ .27, p Ͻ .001). These correlations were modest and conferred a slight advantage for girls; for WM-S/M and plan, and for fluency, advantages for boys were of similar magnitude (r ϭ Ϫ.13 and r ϭ Ϫ.14, respectively), though neither were significant. Finally, for students designated as having limited English proficiency, their performances were lower on common EF (r ϭ Ϫ.26, p Ͻ .001) and fluency, (r ϭ Ϫ.25, p ϭ .009), but higher on WMU (r ϭ .22, p Ͻ .001), with no significant differences on other specific factors. The correlational pattern was strongly similar when computed within the structural framework versus when factor scores were exported and correlations were computed externally, except that the relations of fluency with age and sex, whereas directionallyϩ the same as those above and similar in value, were now significant.
Discussion
The goal of this study was to evaluate a framework for EF. A unique contribution of this study is the comprehensiveness with which EFs were measured to encompass different conceptualizations across different academic literatures, in latent variable fashion, in a large sample in a key school-age range. The best-fitting model included a common EF factor in addition to five distinguishable factors: working memory as span/manipulate with planning (WM-S/M and planning); working memory as updating (WM-U); generative fluency; self-regulated learning (SRL); and metacognition (MCOG) .
Results supported the hypothesized framework in that (a) most indicators had adequate loadings on their hypothesized factor; (b) This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
the bifactor model showed a better fit than a correlated factors model; (c) the SRL and MCOG factors showed higher loadings on their specific factor than that of common EF; and (d) relations with demographic variables were generally predictable, particularly with regard to the common EF factor. However, on a number of other points, the originally hypothesized framework was not supported: (a) The indicators chosen did not allow for the separate measurement of MCOG and behavioral self-regulation; (b) correlations among factors in Models 1a, 1b, and 2a were too strongly correlated; (c) indicators of WM-U showed unexpectedly strong specific loadings in the bifactor context; (d) latent factors of both shifting and inhibition were not identifiable outside of the common EF factor; and (e) relationships of the final specific factors with covariates were more sparse, and weaker, than anticipated. The structural pattern of this study is partially consistent with a number of other factor analytic studies, though the number and range of EF-related constructs considered here is larger than prior work. We were unable to replicate either the preschool structure of EF as a unitary factor, nor the well-known triumvirate of shifting, updating, and inhibition (Miyake et al., 2000) . Prior attempts to reproduce this three-factor structure, even when expressly attempted, often show some inconsistency. For example, in van der Sluis, de Jong, and van der Leij (2007) , an inhibition factor was not identified; in van der Ven, Kroesbergen, Boom, and Leseman (2012) with younger children, an inhibition and shifting factor were combined. In twin studies, Friedman et al. (2008) found that inhibition correlated robustly (r ϭ .73) with both shifting and updating; in their hierarchical genetic analysis, inhibition had a perfect correlation with common EF, and in nested (bifactor) analyses, their indicators of inhibition were subsumed in common EF. Lee et al. (2013) also found that factors of shifting and inhibition were generally combined from ages 6 to 15 (when the three factors were separable). Finally, where studies have clearly considered working memory from the perspective of both updating (e.g., n-back) and storage/maintenance (e.g., listening recall; Engelhardt, Briley, Mann, Harden, & Tucker-Drob, 2015), these are found to be separable, at least in children. This issue has been previously considered in meta-analyses that show quite weak correspondence between these two types of measures (Redick & Lindsey, 2013) , whereas latent variable models show more overlap (Schmiedek et al., 2009 (Schmiedek et al., , 2014 ; although unlike Engelhardt et al. (2015) , these studies were with adults. The present results are intriguing but there is a strong need for more work regarding the separation of these factors theoretically and empirically, as well as their relation to outcomes.
How Unitary Is EF?
The present study is unable to conclude that indicators of EF are interchangeable and each contributes similarly to a unitary factor; it is also unable to conclude that hypothesized factors are separable and nonoverlapping. That neither is clearly true supports the "separate but related" perspective on EF (Miyake et al., 2000) . However, the pattern of structural relations in this study helps to clarify which posited EFs are more "separable" and which are more "related." Separable EFs. There was a clear distinction among latent variables of (a) SRL, (b) MCOG, and (c) several performance measures of EF. That these types of measures arise from more or less different literatures is interesting. Because evaluation of the relationships among these different kinds of variables is somewhat confounded by measurement, it is unclear what drives their differentiation-their method of ascertainment or a fundamental difference in constructs. Where all indicators share a common platform (e.g., all computerized, or all timed, or all experimental, or all from the same conormed battery), separation may be easier, but combining methods is very common in clinical settings. In single-group predictive or causal-comparative studies, different types of measures contribute differentially and in complementary fashion (e.g., Gerst, Cirino, Fletcher, & Yoshida, 2017; Richardson, Abraham, & Bond, 2012) . This issue of methodological variance may have played a role in other studies as well. For example, in Lee et al. (2013) , one of their factors (working memory) consisted of accuracy scores, whereas the other factor (combining switch/inhibit) was predominantly assessed with response-time measures. However, a critical finding in the present study was that a contrastive model that only considered mode of administration was a substantially worse fit to the data than the This document is copyrighted by the American Psychological Association or one of its allied publishers.
hypothesized model (see Table 2 ), suggesting that the potential viability of the specific EF constructs identified here is not solely due to measurement. More directed structural studies, along with future validity studies, are warranted to sort out the relative utility of this EF disaggregation by measurement type versus construct. Common EF. However separable EF factors may be, the results of this study suggest there is also some value in considering EF from a more general perspective. A common EF has potential to (literally) unite different and sometimes competing theoretical conceptualizations of EF. To the extent that a common EF can be reliably and robustly measured, it may be possible to choose indicators that most closely tap into it. For example, in the present study, measures of shifting, working memory (as span/manipulation), planning, and generative fluency had robust loadings on the primary EF factor. Even at the specific level, the combination of WM(S/M) with planning also makes sense conceptually since the act of planning requires simultaneous representation and manipulation of potential action sequences, along with a judgment as to their relative success. Future studies may attempt to ascertain how minimally the common EF factor can be assessed without losing structural identification or predictive power.
The relatively weak interrelationships among the indicator variables (median r ϭ .15, see Table S2 ) were initially unexpected, This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
and prompted a secondary review of prior factor analytic studies. For example, the 10 tasks in Wiebe et al. (2008) had a median intercorrelation of .28; for the nine tasks in Miyake et al. (2000) , r ϭ .13; for the nine tasks in Lee et al. (2013) , r ϭ .33 (without partialing their control tasks); and for the 14 tasks in Lehto, Juujärvi, Kooistra, and Pulkkinen (2003) , r ϭ .23. This range is especially noteworthy as those studies span the age range, utilize different combinations of measures, and come to somewhat different conclusions regarding the structure of EF.
Capitalizing on Knowledge Related to EF
The purpose of EF is to manage goal-directed behavior. Data that speak to the way in which EF can be used for this purpose come from at least three types of studies: (a) structure; (b) relations to other variables; and (c) mechanism and intervention.
Structure. The framework of the present study is fundamentally about how the structure of EF broadly construed can be aggregated versus disaggregated in this age/grade range. Thus, structure describes EF; other forms of description include the identification of brain regions implicated in EF performance or how groups of patients or other subgroups of individuals differ from one another on one or more aspects of EF. Description is key for complex or difficult-to-grasp constructs, which is clearly apt for EF (it is difficult to discuss "the EF, the whole EF, and nothing but the EF"). In the present study we chose to focus the impact on synthesizing diverse ways of referencing this construct. What remains less clear is whether the pattern of loadings found in this study holds up in other populations, particularly in neurodevelopmental disorders or acquired neurological disorders-given that some of these are explicitly associated with or defined by changes in the brain. It is also unclear whether different sets of measures would produce the same set of broad and specific factors. A firmer understanding of the structure of EF is relevant to its practical utility, and can be quite useful in enhancing communication within or across fields, much as the study of Miyake et al. (2000) focused discussion of EF around their three core components of shifting, inhibition, and updating. We view the present study as expanding discussion beyond these three factors in the context of one another.
Relations to other variables. In the present study, we focused on demographic characteristics. We found a predictable, positive relationship of the common EF factor with age (r ϭ .38) which is robust, even though the age range, albeit important, was not large. This is consistent with prior studies that show relation of EF with age (Engelhardt et al., 2015; Wiebe et al., 2008) . The common EF factor also showed predictable (negative) relationships with economic disadvantage (Raver, 2004; Raver et al., 2013) and with limited English proficiency (Abedi, 2002) . It is not particularly surprising that girls were rated as having stronger MCOG than boys, given the well-known elevated rates of attentional and related difficulties for boys relative to girls (DuPaul et al., 1997; Gershon & Gershon, 2002) . Although there is little data with which to compare current results, given the need for English proficiency on an (English) verbal fluency task, it is also not particularly surprising that a negative correlation of performance and limited English proficiency was noted (r ϭ Ϫ.26).
It is less clear why there was a significant negative relation of age and MCOG (r ϭ Ϫ.19), implying that older students have less developed skills in this area, since the expectation would be that an increase in age produces an increase in metacognition. It should be noted that the absolute value of this relationship was not strong, and that the raw indicator scores showed no significant relation with age; also the relation with age was reduced in absolute size when the sample was not weighted. Notably, the MCOG factor is derived to be uncorrelated with all other latent variables, both specific and common, and therefore, its relationship is closer to a beta weight then a zero-order correlation, because any shared variance is attributed to the common EF factor. A second less expected (directionally opposite) relation was found between working memory (as updating) for students with limited English proficiency (r ϭ .22), where such students exhibited stronger performance. The raw scores produced somewhat similar patterns. It is possible to interpret this albeit small effect in light of the "bilingual advantage" literature, where it has been suggested that bilingual individuals have improved EF performances (Bialystok, 1999; see Morton & Harper, 2007, and Paap & Greenberg, 2013) , but two caveats may be in order. First, the bilingual advantage is typically associated with individuals who excel at both languages, whereas the students in the present study by definition do not; some of the students are bilingual in the sense that they have skills in both languages, but they are still in the process of learning English, even though their instruction occurs in English. Second, all the students with limited English proficiency were in the fourth grade and all were struggling readers.
Mechanism and intervention. Beyond structure/description and relation to other variables, it is critical to understand how and/or why EF operates to manage goal-directed behavior. Descriptive studies, even those with large sample sizes and theoretically driven and comprehensive measures, cannot provide information relevant to mechanism and causal direction. In contrast, experimental studies, including intervention studies, allows for a recognition of key ingredients and how they might be implemented and for whom, particularly within populations where EF is compromised, or where it is more strongly related to outcomes-for example, academic achievement (Best, Miller, & Naglieri, 2011; Biederman et al., 2004) . In their review, Jacob and Parkinson (2015) found clear and consistent relationships between EF and academic achievement, but interventions designed to improve EF had little generalizability for improving achievement. Although the structural framework of EF and how it relates to other variables can set the parameters for other types of studies, an understanding of this mechanism is needed for (and is testable by) interventions designed to affect that mechanism (e.g., Fuchs, Fuchs, & Malone, 2016) .
Limitations and Conclusions
One potential limitation is how the nature of the sampling plan impacts generalizability. Students with reading difficulty were oversampled (purposefully). Weights were applied to individuals' data so that the overall contributions from the oversampled students were in proportion to their distribution in the schools as a whole. However, there is no rationale to hypothesize a different pattern of relationships based on level of performance. In addition, weighting is common in large scale national samples to increase verisimilitude to the population. A second limitation is that while it would have been ideal to administer all measures to all students, this was not practicable. Indeed, it would also be ideal to adminThis document is copyrighted by the American Psychological Association or one of its allied publishers.
ister more measures (e.g., wider coverage of working memory). Similarly, including both performance and rating measures of metacognition would have been interesting, particularly in light of the weak correlations between these kinds of measures with regard to EF generally (e.g., Gerst et al., 2017; Toplak, West, & Stanovich, 2013) . In this study, we opted to increase construct coverage at the cost of covariance coverage. However, the missingness was planned (by design) via randomization and so did not bias structural loadings (Rhemtulla & Little, 2012) . Finally, EF structure was not evaluated in a multilevel context; however, accounting for nesting effects would be important to address where EF is used to predict outcomes, particularly those that are instructed (e.g., reading). Despite these limitations, the present study benefitted from a large, diverse sample, and the statistical approach was inclusive and confirmatory, examining both correlated factors and bifactor models. The best-fitting model was a bifactor model with a common EF factor, and specific factors of (a) working memory (as storage/maintenance) combined with planning; (b) working memory (as updating); (c) generative fluency; (d) self-regulated learning; and (e) metacognition. This model speaks to both the robustness of a general factor of EF, but also to the potential separable impact of specific EF factors.
