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Abstract
Given a network modeled by a probabilistic graph G = (V; E) with bounds on the operation
probabilities of edges and of pairs of edges, the second order two-terminal reliability problem
is to nd best possible bounds on the probability of an operating path between two given
nodes s and t without assuming independence of failures. An exact column generation method
is proposed to solve this problem as well as several variants of it. The auxiliary problem is to
nd an optimum (s − t)-connected (or (s − t)-disconnected) subgraph and is strongly NP-hard.
This is also the case for the quadratic shortest path problem and for the quadratic minimum cut
problem considered by Assous (Networks 16 (1986) 319{329) in heuristics for the second order
two-terminal reliability problem. Tabu search heuristics and row generation integer programming
algorithms are proposed for solving the auxiliary problem. Computational results are provided
for examples from the literature. ? 1999 Elsevier Science B.V. All rights reserved.
Keywords: Reliability; Two-terminal; Dependent failures; Bounds; Column generation; Tabu
search; Row generation
1. Introduction
Consider a communication network modeled by a probabilistic graph G = (V; E),
as described by, e.g., Colbourn [7] or Ball et al. [3], where V is a set of nodes
representing communication centers, and E is a set of m undirected edges representing
communication links. A probability of operation (or a probability of failure) is given
for each edge. Nodes are assumed to be perfectly reliable. Assume further that V
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contains two specied nodes, the source s and the sink t. The two-terminal reliability
of G is the probability that there is at least one path from s to t with operational edges
only.
In addition to the assumption that edges are in one of the two states, operational or
failing, it is usually assumed that failures are independent. This assumption has been
questioned (e.g., [25,26,29,31]). Indeed, among other reasons for failure dependence,
neighbor components are more likely to be simultaneously aected than others by
a given environmental condition or by an attempt at jamming communications; also
several components may depend on a common physical resource; or yet the failure of
a component may cause a temporary overloading of neighbor ones.
The most general treatment of reliability without independence of failures, due to
Zemel [32], Assous [2], and Colbourn [7], is based on Hailperin’s [16] linear pro-
gramming formulation of Boole’s [6] \general problem in the theory of probabilities".
(This last problem is also known under the names of \probabilistic logic", see [27]
and \probabilistic satisability" or \PSAT", see [13,22{24]). In Zemel’s rst order model
lower and upper bounds ‘i and ui are given on the edge operation probability pi for
all edges ei. In the second order models of Colbourn [7] and Assous [2] further bounds
‘ij and uij (resp. ‘ i j and u i j) are given on the probabilities pij of simultaneous oper-
ation (resp. p i j of simultaneous failure) for (some or all) pairs of edges fei; ejg. The
actual values of the pi, pij and p i j are not given. Best possible lower bound (BLB)
and upper bound (BUB) on two-terminal reliability for the rst-order model are then
obtained by solving the linear programs:
min (max)
X
S2F
YS (1)
subject to ‘i6
X
S2UP(i)
YS6ui i = 1; : : : ; m (2)
X
Sf1;2;:::;mg
YS = 1 (3)
YS>0 S f1; 2; : : : ; mg; (4)
where S denotes a state of G, i.e., the set of indices of operational edges; F the set
of operational states of G, i.e., those for which there is an operational (s− t)-path; YS
the probability of state S; and UP(i) the set of states in which edge ei is operational.
Best bounds for the second order model are obtained by solving Eqs. (1){(4) with the
additional constraints
‘ij6
X
S2UP(i; j)
YS6uij; i; j = 1; 2; : : : ; m; i< j; (5)
where UP(i; j) is the set of states in which both edges ei and ej are operational. We
will note the lower bound and the upper bound consistent with constraints (1){(5) by
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QBLB1 and QBUB1 respectively. Alternatively, the constraints
‘ i j6
X
S2D(i; j)
YS6u i j; i = 1; 2; : : : ; m; i< j; (6)
where D(i; j) is the set of states in which both edges ei and ej are failing may be
considered, as done by Assous [2]. We will note the lower bound and the upper bound
consistent with the constraints (Eqs. (1){(4), (6)) by QBLB2 and QBUB2 respectively.
Zemel [32] shows that best possible rst order lower and upper bounds BLB and BUB
are still obtained if only states corresponding to simple (s − t)-paths or to simple
(s− t)-cuts, are considered in (1){(4). Moreover, Assous [2] shows that such bounds
can be obtained by solving a shortest path and a minimum cut problem respectively,
i.e.,
BLB=max
(
0; 1− min
S2P
X
i2S
(1− ‘i)
)
;
BUB=min
(
1; min
C2K
X
i2C
ui
)
;
where P is the the set of simple (s − t)-paths in G, and K is the set of minimal
(s− t)-cuts in G. As noted by an anonymous referee, these bounds follow from early
results of Frechet [11,12]. Assous [2] also provides heuristics, within a column gen-
eration framework, for the second order model (1){(4), (6) under the assumption,
discussed below, that in this case too only simple (s − t)-paths or (s − t)-cuts need
be considered. Brecht and Colbourn [4,5] show how to use these results to improve
bounds on k-terminal reliability with failure independence.
In this paper, we study further problem (1){(5) and several of its variants. In the
next section, we consider the restriction of the state space to simple (s − t)-paths or
simple (s− t)-cuts. We answer questions of Assous [2] on the complexity of quadratic
shortest path and quadratic minimum cut problems. We then show that best possible
second order upper bounds cannot always be obtained from simple (s− t)-paths only,
but note that this is the case when all lower bounds on operation probabilities are equal
to zero. Relevance of the model (1){(5) is discussed in Section 3. Variants are con-
sidered, in which conditional probabilities or coecients for the increase of the failure
probability of an edge when another one fails are integrated. Column generation algo-
rithms for solving exactly the original problem and all of its variants are presented in
Section 4. Recall that in such algorithms only a few columns are considered at a time
and the entering column is determined by solving an auxiliary combinatorial optimiza-
tion problem. This auxiliary problem has the same mathematical form for all variants:
determine an optimum quadratic (s − t)-connected subgraph or an optimum quadratic
(s− t)-disconnected subgraph. It is expressed as a quadratic 0{1 optimization problem
dened on a graph with an implicit connectivity constraint. A Tabu search heuristic
and an integer programming row generation scheme are proposed for its solution. Note
that when the Tabu search heuristic is used, it is followed by the integer programming
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method as soon as no more columns with reduced cost of adequate sign are found by
Tabu heuristic. Its role is thus to accelerate exact resolution of the problems and not to
provide a heuristic solution for them. Computational experience is reported in Section
5. While in this paper we focus on two-terminal reliability, the algorithms proposed
can be easily extended to provide best second-order bounds on k-terminal, all terminal
and directed networks reliability. It is worth stressing that no formulation for any of
the problems considered in this paper with less than an exponential number of columns
is known and it is unlikely that there is one. So while the algorithms of this paper are
the rst exact ones solving those problems, it also appears that alternative approaches
are hard to nd.
2. Restricted second order models
As done by Zemel [32] for the rst order model, Assous [2] restricts the set of
states considered in problem (1){(5) to those corresponding to simple paths (resp.
simple cuts) when the upper (resp. lower) bound is sought. While the number of
states remains exponential in m, this reduction is substantial. Column generation is
still used. The auxiliary problem is then a quadratic shortest path problem (resp. a
quadratic minimum cut problem). These problems may be stated formally as follows:
QUADRATIC SHORTEST PATH
Instance: Graph G=(V; E), weight e 2 Z for each e 2 E, weight eiej 2 Z for each
pair fei; ejg 2 E  E, specied vertices s and t, positive integer J .
Question: Does G contain a path P from s to t such that
P
e2P e +
P
ei ;ej2P eiej
6J ?
QUADRATIC MINIMUM CUT
Instance: Graph G=(V; E), weight e 2 Z for each e 2 E, weight eiej 2 Z for each
pair fei; ejg 2 E  E, specied vertices s and t, positive integer J .
Question: Does G contain an (s− t)-cut C such that Pe2C e +Pei ;ej2C eiej6J ?
We call, as Assous [2],
P
e2P e+
P
ei ;ej2P eiej the quadratic length of path P andP
e2C e +
P
ei ;ej2C eiej the quadratic capacity of cut C.
The weights in these auxiliary problems are the values of the dual variables at the
current iteration and are assumed to be rational. They must be multiplied by a suitable
integer to t the standard forms given above.
Proposition 1. QUADRATIC SHORTEST PATH is strongly NP-complete.
Proof. It is easy to see that QUADRATIC SHORTEST PATH is in NP As a non-deterministic
algorithm need only guess a path and check in polynomial time whether quadratic
length of this path exceeds J or not.
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Fig. 1. Reduction of QUADRATIC SHORTEST PATH from VERTEX COVER.
To prove that the problem is NP-complete, we use reduction from VERTEX COVER:
Instance: Graph G = (V; E), positive integer K6jV j.
Question: Is there a vertex cover of size K or less for G, i.e., a subset W V with
jW j6K such that for each edge fu; vg 2 E at least one of u and v does belong to W ?
Associate with G a graph G0 = (V 0; E0) with 2jV j + 1 vertices and 3jV j edges
dened as follows: vertex vj is associated with vertices v02j−1; v
0
2j and v
0
2j+1, and with
edges fv02j−1; v02jg; fv02j; v02j+1g and fv02j−1; v02j+1g for j = 1; 2; : : : ; jV j. Weights of edges
fv02j−1; v02j+1g are equal to 0 and weights of edges fv02j−1; v02jg and fv02j; v02j+1g are equal
to 1 for j=1; 2; : : : ; jV j. Moreover, with each pair of edges fv02i−1; v02i+1g, fv02j−1; v02j+1g
such that G contains an edge fvi; vjg is associated a weight equal to 2jV j+1; all other
weights of pairs of edges are equal to 0 (see Fig. 1 for an example).
Then any subset U V of vertices of G is associated with an (s− t)-path P of G0
by considering that vj 2 U if and only if P contains edge fv02j−1; v02j+1g. The quadratic
length of this path is at most 2jV j if and only if the complement W = V nU of U is
a vertex cover; in such a case it is in fact equal to 2jW j. Thus to a quadratic shortest
path of G0 corresponds a minimum vertex cover of G. Setting J = 2K completes the
reduction. Finally, as VERTEX COVER is not a number problem, QUADRATIC SHORTEST PATH
is NP-complete in the strong sense.
A variation on this proof leads to the next result:
Proposition 2. QUADRATIC MINIMUM CUT is strongly NP-complete.
Proof. QUADRATIC MINIMUM CUT is in NP as a non-deterministic algorithm can guess a cut
and check in polynomial time whether quadratic capacity of this cut exceeds J or not.
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Fig. 2. Reduction of QUADRATIC MINIMUM CUT from VERTEX COVER.
To prove that the problem is NP-complete, we use again reduction from VERTEX
COVER.
Associate with G a network G0=(V 0; E0) with jV j+2 vertices and 2jV j arcs dened
as follows: there are two specied vertices s and t, i.e., the source and the sink. Vertex
vj is associated with vertex v0j and with arcs (s; v
0
j) and (v
0
j; t) for j= 1; 2; : : : ; jV j. The
capacities of arcs (s; v0j) are equal to 1 and those of arcs (v
0
j; t) to 0 for j=1; 2; : : : ; jV j.
Moreover, with each pair of arcs (v0i ; t) and (v
0
j; t) such that G contains an edge fvi; vjg
is associated a weight equal to jV j + 1; all other weights of pairs of edges are equal
to 0 (see Fig. 2 for an example).
Then, any subset U V of vertices of G is associated with an (s− t)-cut C of G0
by considering that vj 2 U if and only if the arc (v0j; t) belongs to C. The quadratic
capacity of this cut is at most jV j if and only if the complement W =V nU of U is a
vertex cover ; in such a case it is in fact equal to jW j= jV j− jU j. Thus to a minimum
quadratic cut of G0 corresponds a minimum vertex cover of G. Setting J equal to K
completes the reduction. Again as VERTEX COVER is not a number problem, QUADRATIC
MINIMUM CUT is NP-complete in the strong sense.
These results show that the auxiliary problems of the restricted second order models
are dicult. The question then arises whether such restricted second order models do
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in fact give best possible bounds. The following example shows that this is not always
the case. The probabilistic graph G = (V; E) is composed of two (s − t)-paths with a
single intermediary vertex each. For all edges set the bounds ‘i to 0.5 and ui to 0.7 and
for all pairs of edges the bounds ‘ij to 0.5 and uij to 0.6. In the restricted second order
model in which only simple (s− t)-paths are considered, only constraints (5) for pairs
of edges in the same simple path are kept. The upper bound is then equal to 1:0 and the
corresponding optimal solution is Y S1 =0:6 and Y

S2 =0:4 where S1 and S2 correspond to
the two simple (s− t)-paths. If the general second order model (1){(5) is used, there
are 16 states S1 to S16 corresponding to subsets of E in lexicographical order beginning
with S1=(1; 1; 1; 1). The upper bound is best possible and equal 0:9; the corresponding
optimal solution is Y S = (0:3; 0:1; 0:1; 0:1; 0:1; 0; 0; 0; 0:1; 0; 0; 0; 0:1; 0; 0; 0:1).
However, best possible bounds can be obtained with the restricted second order
model in some cases as next shown.
Proposition 3. If all lower bounds ‘i and ‘ij are equal to 0 in problem (1){(5); a best
possible upper bound can be obtained by considering only elementary (s− t)-paths.
Proof. Assume lower bounds ‘i and ‘ij for i; j = 1; 2; : : : ; m to be equal to 0. For the
upper bound, consider an optimum solution fY?S with S f1; 2; : : : ; mgg of problem (1)
{(5). Consider in turn all Y?S > 0 such that S 2 F . Then either S corresponds to an
simple (s− t)-path or S contains such a path. In the latter case, let S 0 S denote the
set of edges corresponding to an simple (s− t)-path within S. Setting Y S0 to Y S0 + Y S
and Y S to 0 does not change the objective function value, nor increase the valuesP
S2UP(i) YS and
P
S2UP(i; j) YS in the constraints (2) and (5). Therefore the solution
remains feasible. Iterating this operation leads to an optimal solution fY??S g where all
states such that Y??S is positive correspond to simple (s− t)-paths.
Results of this section show that restricted second order models are dicult to solve,
and may not give best possible bounds. So we focus on the general second order models
instead, but rst discuss their realism.
3. Variants of the second order model
As observed by Assous [2] and Colbourn [7], the rst order model for the two
terminal reliability problem (1){(4) suers from the defect that the upper bound tends
to be equal to 1, and hence to provide no information, as soon as the network is not
very small. To some extent, this is still the case for the second order model (1){(5).
To illustrate this point, consider the network of Fig. 3, studied by Shier and Spragins
[30]. Assume all communication links to be fairly unreliable, e.g., taking ui = 0:9 for
i = 1; 2; : : : ; 7. Assume further simultaneous operation of any two links to be unlikely,
e.g., taking uij = 0:5 for i; j = 1; 2; : : : ; 7; i 6= j. For simplicity, take lower bounds ‘i
and ‘ij equal to 0 for i; j = 1; 2; : : : ; 7, i 6= j. Then, the solution Y?S1 = Y?S2 = 0:5 with
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Fig. 3. Network of Shier and Spragins (1985).
S1 = f1; 3; 4; 5; 7g and S2 = f2; 6g satises the constraints and gives an upper bound
of 1.
As shown by this example, the main reason for which loose bounds are obtained
appears to be that interaction between communication links is not well represented
in (1){(4) and (1){(5). Indeed, bounding the probability of both ei and ej to be
operational does not give bounds on the probability of one of them being operational
and the other not. Yet, as discussed in the introduction, failure of a communication link
may entail failure of neighbor ones. Moreover, asymmetry between a pair of neighbor
communication links, composed of a heavily loaded link whose failure generates a
large overload in neighbor links and of a small, lightly loaded one, is not modeled
either. Model ((1){(4), (6)) which considers probabilities of simultaneous failures is
a rst step in modeling such interactions.
A more realistic model may be obtained by giving, for each pair of interacting
communication links fei; ejg, bounds on the conditional probabilities of ej to fail given
that ei has failed and of ei to fail given that ej has failed. The model so obtained
has the form of a variant of PSAT, called CONDSAT, studied by Hailperin [17], and by
Jaumard et al. [23]. For two terminal reliability this model may be written as follows:
min (max)
X
S2F
YS (7)
subject to : X
S2UP(i)
YS − pi = 0; i = 1; 2; : : : ; m (8)
X
S2D(i; j)
YS − uj=i(1− pi)60; i; j = 1; 2; : : : ; m; i 6= j (9)
−
X
S2D(i; j)
YS + ‘j=i(1− pi)60; i; j = 1; 2; : : : ; m; i 6= j (10)
X
Sf1;2;:::;mg
YS = 1; (11)
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‘i6pi6ui; i = 1; 2; : : : ; m; (12)
YS>0; S f1; 2; : : : ; mg; (13)
where pi denotes the unknown but bounded probability that edge ei is operational,
D(i; j) the set of states of G in which both edges i and j are failing and henceP
S2D(i; j) YS is equal to the (unknown) probability p i j that both edges ei and ej fail,
‘j=i and uj=i are lower and upper bounds on the conditional probability for edge j to
fail given that edge i has failed. Problem (7){(13) has 2m + m variables, m of which
(the pi’s) will correspond to explicit columns and the others to implicit columns in
a column generation procedure for its solution. We will note lower bound and upper
bound consistent with constraints (7){(13) by QBLB3 and QBUB3, respectively.
A more intuitive way to model dependence of failures has been introduced by
Spragins [31]: an expert is asked to specify factors
jij =
p j= i
p j
=
p i j
p ip j
=
p i j
(1− pi)(1− pj) (14)
by which the probability of failure p j=1−pj of edge ej increases when edge ei fails.
Relations (14) are nonlinear, however using Eq. (12) to bound the probability pi leads
to the following linear model:
min (max)
X
S2F
YS (15)
subject to :
X
S2UP(i)
YS − pi = 0; i = 1; 2; : : : ; m (16)
X
S2D(i; j)
YS − jij(1− ‘j)(1− pi)60; i; j = 1; 2; : : : ; m; i 6= j (17)
−
X
S2D(i; j)
YS + jij(1− uj)(1− pi)60; i; j = 1; 2; : : : ; m; i 6= j
(18)
X
Sf1;2;:::;mg
YS = 1; (19)
‘i6pi6ui; i = 1; 2; : : : ; m (20)
YS>0; S f1; 2; : : : ; mg (21)
Again, there are 2m + m variables, m of which will correspond to explicit columns.
384 P. Hansen et al. / Discrete Applied Mathematics 96{97 (1999) 375{393
4. Column generation algorithms
The column generation approach can be used to solve problem (1){(5) and its
variants. The auxiliary problem, solved at each iteration, is to nd an entering column
with a reduced cost of adequate sign. In a column of (1){(5), coecients in lines
(2− (i)) of (1){(5) are equal to 1 if edge ei is operational, the coecient in line (3)
is always equal to 1 and coecients in lines (5− (ij)) are equal to 1 if both edges ei
and ej are operational. Introducing 0{1 variables xi equal to 1 if ei is operational and
equal to 0 otherwise leads to the following expression of the auxiliary problem:
min
x2f0;1gm
(max)h(x) = (x)− Q(x)− ; (22)
where
(x) =

1 if there is an (s− t)-path whose edges ei are such that xi = 1;
0 otherwise;
Q(x) =
mX
i=1
ixi +
m−1X
i=1
mX
j=i+1
ijxixj (23)
and i, ij,  are the current simplex multipliers (or dual variables). Note that while
constraints (2) and (5) are two-sided a single i or ij is associated with each of them.
This is not restrictive as, by complementary slackness, only one of any pair of dual
variables associated with a constraint (2) or (5) may be non-zero.
We call problem (22) the quadratic optimum subgraph problem, and distinguish
further the cases where (x) = 1, called (s− t)-connected and where (x) = 0, called
(s− t)-disconnected.
For a given vector x, we call the quantity
P
i=xi=1 i +
P
i; j=xi=xj=1 ij the quadratic
weight of subgraph G(x) induced by the operational edges. We may state problem (22)
formally, in the minimization case:
QUADRATIC MINIMUM SUBGRAPH
Input: Graph G=(V; E) with m edges, mm matrix =(ij) with ij 2 Z associated
with edges (assuming ii = i) and pairs of edges, positive integers J and L, specied
vertices s and t.
Question: Does G contain an (s − t)-disconnected subgraph G(x) with a quadratic
weight at most −J or an (s− t)-connected subgraph G(x) with a quadratic weight at
most −L− J .
Again, the i and ij in the auxiliary problem are assumed to be rational and multi-
plied by an adequate integer constant L to t the standard form given above. We now
assume the function  to be weighted by L. As the value of (x) is not known a pri-
ori quadratic minimum subgraph does not include quadratic shortest path or quadratic
minimum cut as subproblems.
Proposition 4. QUADRATIC MINIMUM SUBGRAPH is strongly NP-complete.
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Proof. We use once again a reduction from VERTEX COVER, dened above. This last
problem can be expressed in the form of the minimization of the quadratic 0{1 function
[18]:
min
x2f0;1gm
f(x) =−
mX
j=1
xj + (jV j+ 1)
m−1X
i=1
mX
j=i+1
aijxixj; (24)
where xj is associated with vertex vj for j=1; 2; : : : ; jV j and aij is equal to 1 if vi and
vj are adjacent in G and to 0, otherwise. Then G has a vertex cover W , associated
with variables xj equal to 0, with K vertices if and only if the minimum of f(x) is not
larger than −(jV j−K). Set J=jV j−K to complete the rst part of the reduction: G has
a vertex cover with at most K vertices if and only if G contains an (s− t)-disconnected
subgraph with quadratic weight at most −J=−(jV j−K): Give to L an arbitrary positive
value. Associate with G a graph G0 with jV j+ 1 vertices and consisting of a path of
jV j edges fv0i ; v0i+1g with weights i =−1 for i = 1; 2; : : : ; jV j; then assign weights ij
equal to jV j+ 1 to all pairs of edges fv0i ; v0i+1g and fv0j; v0j+1g such that G contains an
edge fvi; vjg. Identify v01 with s, v0n+1 with t and add to G0 an edge fs; tg with a weight
equal to −L, thus ensuring any minimum quadratic subgraph will be (s− t)-connected.
Set J = jV j − K to complete the reduction: G has a vertex cover W with at most K
vertices if and only if G0 has a (s − t)-connected subgraph with quadratic weight at
most −L− J =−L− (jV j − K).
A rst way to solve problem (22) is to express it as an unconstrained nonlinear 0{1
optimization problem, i.e., to use the general approach for solving PSAT. To this eect, a
Boolean expression for (x) can be obtained by the algorithm of Fratta and Montanari
[10], or a renement of it, see Colbourn [7]. Then the formulae x_y  x+y−xy and
x^ y  xy can be used to eliminate the Boolean sum (or disjunction) and product (or
conjunction) operators. Ways to solve nonlinear 0{1 programs are reviewed in [21]. In
this particular case they will not be very ecient, as the size of the Boolean expression
for two-terminal reliability, and hence the size of the nonlinear 0{1 expression of (x),
increases very rapidly with the size and density of the network.
Keeping the term (x) implicit may be more ecient. This is done in a heuristic
and in an exact way. First, one may observe that to solve problem (1){(5), it is not
necessary to solve the auxiliary problem exactly, as long as an entering column with a
reduced cost of adequate sign can be found. A simple Tabu search heuristic [14,15,20]
is used for that purpose. The state of the search is characterized by the current vec-
tor x (or by the set S of operational edges). A move consists in complementing a
component of x (i.e., making an operational edge fail, or a failed edge operational).
When minimizing, a sequence of moves is made in the direction of steepest descent, or
when a local minimum is reached in the direction of mildest ascent. In this last case,
the reverse move is forbidden for a given number of iterations, to avoid (as much as
possible) cycling. A new sequence of moves is performed if an improved solution has
been found during the last one. Otherwise the heuristic stops.
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Computation time per move should be reduced to a minimum to make the Tabu
search heuristic ecient. It can, in fact, be made linear in the input size.
Rules of the algorithm are as follows:
Algorithm Tabu Subgraph (Minimization case)
1. Initialization
Draw an initial vector x at random;
Compute h(x) = (x)− Q(x)− ; hopt  h(x); xopt  x;
Compute the rst-order derivatives rQi of Q(x) when complementing xi
for i = 1; 2; : : : ; m;
Set ti = 0 for i = 1; 2; : : : ; m and imp= :false:;
2. Current sequence of moves
Repeat rep times
Compute the change in (s− t)-connectivity, i.e., the variation ri of 
induced by complementing xi for i = 1; 2; : : : ; m;
rQk +rk = min
i=1;2;:::;m
frQi +rijti = 0g;
complement xk ;
h(x) h(x) +rQk +rk ;
If rQk +rk > 0 then tk  p endif;
If h(x)<hopt then hopt  h(x); xopt  x, imp= :true:; endif;
ti  maxf0; ti − 1g for i = 1; 2; : : : ; m;
End repeat
3. Test for improved solution and stopping condition
If imp= :true: return to step 2; otherwise, stop.
In this algorithm hopt and xopt denote the incumbent value and solution, ti the number
of iterations where complementing xi is forbidden for i = 1; 2; : : : ; m, and imp is an
indicator variable, which takes the value true if an improved solution is found during
a sequence of rep moves and false otherwise. The parameter rep is the number of
repetitions or moves in a sequence and p is the length of the tabu list; these parameters
are set at convenient values after testing.
Proposition 5. Algorithm Tabu subgraph can be implemented to take O(m2) opera-
tions for the initialization and then O(m) operations per move.
Proof. Consider rst the eect of complementing a variable xi in (x). Let G(x)
denote the subgraph of operating edges. Determine in linear time, i.e., in O(m), the
two-connected components of G(x) (see, e.g., [1]). If G(x) is connected, nd all bridges
ei on the (s− t)-paths. For these and these only will (x) decrease from 1 to 0 when
the corresponding xi is complemented. To determine those particular bridges, use depth
rst search to nd a path from s to t; then output all bridges of this path: if a stack
is used to store the visited edges, this can be done in O(m) operations. (Note that the
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path may not be unique but that the bridges are the only edges which disconnect s
from t.) Set ri=−1 for the corresponding xi. If G(x) is disconnected, nd all edges
ei of GnG(x) with one endpoint in the connected component containing s and the other
in the connected component containing t. For these and these only will (x) increase
from 0 to 1 when the corresponding variable xi is complemented. Assuming a depth
rst search type algorithm is used to determine the connected components containing
s and t respectively, these particular edges can be obtained in O(m) operations. Set
ri = 1 for the corresponding xi. The other values ri are equal to 0.
Consider now the eect of complementing xi on Q(x). For the initial vector x,
compute all rQi (or rst-order Boolean derivatives, see, e.g., [19]), by the formulae:
rQi =
2
4i + X
‘=x‘=1
(i‘ + ‘i)
3
5 (2xi − 1); i = 1; 2; : : : ; m: (25)
Then, when xk is complemented, update the objective function value as well as all
derivatives rQi, each in constant time, using the formulae:
rQi  rQi + (ki + ik)(1− 2xk) i = 1; 2; : : : ; m; i 6= k (26)
and
rQk  −rQk: (27)
This entails a total of O(m) operations for each move.
A second way to solve (22), this time exactly as is required when no more reduced
costs of the adequate sign can be found by the Tabu search heuristic, is to use lineariza-
tion [8,9] and a row generation technique. Again, we consider the minimization case.
New variables and constraints are introduced to linearize the quadratic terms ijxixj
with ij 6= 0 in Q(x):
(i) if ij < 0 replace xixj by yij and add the constraints
yij6xi; yij6xj; (28)
(ii) if ij > 0 replace xixj by yij and add the constraint
yij>xi + xj − 1: (29)
Constraints (28) ensure yij=0 if either xi=0 or xj=0 or both, constraint (29) ensures
yij = 1 if both xi = 1 and xj = 1. As the variables yij do not appear outside of the
objective function and the constraints (28) and (29), it is not necessary to specify
that these variables are 0{1: they will automatically take such values in the optimal
solution.
While linearization is rarely the best solution strategy for nonlinear 0{1 program-
ming, it appears to be well-suited here, as experience shows that usually only a small
part of the dual variables are non-zero. The row generation scheme works of follows:
(i) Minimization case:
Linearize the problem maxQ(x) and solve it (with a general integer programming
code). If the optimal solution ~x corresponds to an (s− t)-disconnected subgraph, stop:
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this solution is optimal. Otherwise determine an (s− t)-path P in G( ~x); add the con-
straintX
i=ei2P
xi6‘(P)− 1;
where ‘(P) is the number of edges of P, and solve the resulting problem. Iterate until
a solution x? corresponding to an (s− t)-disconnected subgraph is obtained. Compute
the values h( ~x) and h(x?) and keep x? if h(x?)6h( ~x), and ~x otherwise.
(ii) Maximization case:
Linearize the problem minQ(x) and solve it. If the optimal solution ~x corresponds to
an (s− t)-connected subgraph G( ~x), stop: this solution is optimal. Otherwise determine
an (s− t)-cut C in G n G( ~x); add the constraintX
i=ei2C
xi>1
and iterate until a solution x? corresponding to an (s − t)-connected subgraph is ob-
tained. Compute the values h( ~x) and h(x?) and keep x? if h(x?)>h( ~x), and ~x other-
wise.
The auxiliary problems for ((1){(4), (6)), (7){(13) and for (15){(21) have the
same mathematical form than for (1){(5). To select the entering column the reduced
costs of the explicit columns must also be considered; they are computed by the usual
updating formulae of the simplex algorithm. Results obtained with column generation
algorithms are discussed in the next section.
5. Computational experience
Six networks are used to test the algorithms: that of Shier and Spragins [30] dis-
cussed above, another small network studied by Fratta and Montanari [10] (see Fig. 4)
and four larger ones. These are two articial networks and a part of the ARPA net-
work (called Reduced, or Red ARPA, see Fig. 5) studied by Brecht and Colbourn [5]
and nally, a part of an electricity distribution network from the region of Lausanne,
Switzerland (see Fig. 6). Note that other reliability problems than the two-terminal
one have been studied for electricity distribution networks. Of particular relevance is
the estimation of the probability of satisfying the demand in a set of sinks from a set
of sources, see e.g., Prekopa and Boros [28]. Two versions of the three second-order
models (1){(5), (1){(4), (6)) and (7){(13) are considered: bounds on probabilities
of joint operation (resp. failure) for all pairs of edges, and for pairs of adjacent edges
only. The rst-order model (1){(4) and the three second-order models (1){(5), (1){
(4), (6)) and (7){(13) are applied to all six networks. The heuristic of Assous [2],
which applies to a restricted version of problem ((1){(4),(6)) was also applied for
computing lower bounds (the corresponding heuristic for upper bounds was not imple-
mented as, according to Assous [2] himself, it usually gives bounds equal to 1).
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Fig. 4. Network of Fratta and Montanari (1973).
Fig. 5. Reduced ARPA Network of Brecht and Colbourn (1979).
Fig. 6. Electricity distribution network in the Lausanne region.
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Table 1
Bounds on various probabilities
‘i ui ‘ij uij ‘ i j u i j ‘j=i uj=i
0.9 0.99 0.8475 0.9425 0.025 0.075 0.5 0.75
Table 2
Computaitonal results (pairs of adjacent edges): bounds
Network jV j jEj pairs BLB QBLB1 QBLB2 Heuristic QBLB3 BUB QBUB1 QBUB2 QBUB3
Network1 5 7 14 0.8 0.8475 0.825 0.55 0.85 1.0 1.0 0.975 0.995
Network2 8 12 26 0.7 0.7475 0.75 0.55 0.8 1.0 1.0 0.975 0.995
Network3 20 32 72 0.5 0.595 0.6 0.25 0.7 1.0 1.0 1.0 0.995
Network4 25 40 94 0.2 0.39 0.39 0.0 0.55 1.0 1.0 0.975 0.89
Network5 25 47 134 0.0 0.085 0.089 0.0 0.35 1.0 1.0 0.975 0.89
Network6 30 53 147 0.3 0.4425 0.45 0.0 0.6 1.0 1.0 0.975 0.89
Table 3
Computational results (pairs of adjacent edges): time (s)
Mean
Network Bound tcpu CPLEX Tabou heuristic Number of Exact method
(total time) Calls Iter. tcpu Calls tcpu multipliers 6= 0 Calls tcpu
Reduced QBLB1 1078.32 81.6 16.72 103.86 72.3 941.75 17.83 9.3 32.71
ARPA QBLB2 3915.63 78.4 27.68 298.6 66.8 3562.81 13.47 11.6 54.13
QBLB3 1362.72 104.61 23.12 293.61 89.41 1034.84 30.11 15.2 34.27
QBUB1 657.42 52.5 11.41 110.82 52.5 546.2 17.82 { {
QBUB2 3984.28 62.7 19.34 647.09 62.7 3337.24 23.65 { {
QBUB3 837.51 53.46 16.1 71.62 52.46 754.27 18.63 1.0 11.62
Electricity QBLB1 6478.77 176.1 111.37 2812.82 168.3 3382.27 45.52 8.6 283.68
distribution QBLB2 7487.61 203.7 116.83 3130.89 191.7 4017.35 47.63 12.0 339.37
network QBLB3 8658.81 314.1 151.23 3553.13 279.6 4797.22 63.47 35.3 308.46
QBUB1 2386.12 73.47 23.42 104.30 73.47 2281.82 27.64 { {
QBUB2 2528.06 61.23 16.7 91.87 60.23 2434.85 14.72 1.0 1.34
QBUB3 2022.92 84.63 23.73 103.07 83.63 1918.78 21.35 1.0 1.07
All edges, as well as all pairs of edges are considered to be similar, i.e., they have
the same lower and upper bounds on their probabilities of operation, of joint operation,
joint failure, or on their conditional probabilities of failure. These values, which are
similar to those used by Spragins [30], Brecht and Colbourn [5], Colbourn [7] and
other sources, are given in Table 1. Table 1 The algorithms have been coded in C and
run on a SUN SPARC 2 station with 28:5 Mips, 4:2 Mops and 40M RAM.
The resulting program uses the CPLEX package. Results are summarized in Tables
2, 4 (Bounds) and Tables 3, 5 (Computing times and breakdown of times according
to steps of the algorithm). We rst comment on bounds. Experimental results conrm
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Table 4
Computaitonal results (all pairs of edges): bounds
Network jV j jEj pairs QBLB1 QBLB2 Heuristic QBUB1 QBUB2
Network1 5 7 21 0.8475 0.825 0.7 1.0 0.975
Network2 8 12 66 0.77125 0.75 0.475 1.0 0.975
Network3 20 32 496 0.61875 0.6 0.0 1.0 1.0
Network4 25 40 780 0.39 { 0.0 1.0 0.975
Network5 25 47 1081 0.085 { 0.0 0.9425 0.975
Network6 30 53 1378 0.46625 0.46625 0.0 1.0 {
Table 5
Computational results (all pairs of edges): time (s)
Mean
Network Bound tcpu CPLEX Tabou heuristic Number of Exact method
(total time) Calls Iter. tcpu Calls tcpu multipliers 6= 0 Calls tcpu
Reduced QBLB1 2386.47 83.1 11.62 147.91 80.5 2224.5 107.56 2.6 16.06
ARPA QBLB2 3766.13 213.61 70.24 1228.32 207.31 2312.53 119.54 6.7 225.28
QBUB1 785.24 45.62 16.03 104.64 45.62 680.6 96.47 { {
QBUB2 3232.87 162.53 37.51 458.08 162.34 2774.79 46.91 { {
Electricity QBLB1 8563.91 187.4 257.19 4840.73 148.89 3076.16 76.05 38.51 647.04
distribution QBLB2 15784.11 326.75 384.26 8520.3 282.84 5315.28 173.68 43.86 1948.53
network QBUB1 3984.24 83.21 51.38 666.74 83.21 3317.51 92.37 { {
the poor quality of the rst-order bounds BLB and BUB, the last one being always
equal to 1. Results for second-order models are usually, and often signicantly, better.
Bounds QBLB1 and QBUB1 given by the model (1){(5) which considers probabilities
of simultaneous operation are the worst (QBUB1, as BUB, gives no information).
Bounds QBLB2 and QBUB2 of model (1){(4), (6) which considers probabilities of
simultaneous failure are always better than the previous bounds (with one case of
equality in each of Tables 2 and 4). Bounds QBLB3 and QBUB3 given by model
(7){(13) are usually the best. This is always the case for QBLB3 and holds in three
out of six cases for QBUB3. Conditional probabilities thus appear to be useful in the
modeling of dependent edge failures. The heuristic lower bound of Assous [2] always
gives results worse than the rst-order bound BLB.
Turning to computing times, we note that as the Tabu heuristic uses randomly gen-
erated initial solutions, problem have been solved several times and average values are
given (for the largest problems, i.e., for real networks only). The rst column gives
total computing time. The three next ones provide details on the LP resolution with
CPLEX: average number of calls, average number of iterations per call and total comput-
ing time for CPLEX. Heuristic solution of the auxiliary problem by the Tabu search is
next described: column 5 gives the number of calls to this heuristic and column 6 the
total computing time it uses. The next column evaluates the diculty of the subproblem
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when no more columns with reduced cost of adequate sign can found by Tabu search,
in terms of number of nonzero multipliers (or dual variables). The two last columns de-
scribe solution of the auxiliary problem by the linearization algorithm: column 8 gives
the number of calls to this algorithm and column 9 the total time it uses. Note that in
three cases an upper bound of 1 in each of Tables 3 and 5 is found, when using the
Tabu search heuristic for the subproblem and hence the linearization algorithm is not
called. The Tabu search heuristic is used more often than the linearization algorithm
and takes more time (and often more time per call); however it is worth stressing that
when the linearization algorithm is called the number of nonzero multipliers is usually
small. Using the linearization algorithm only is more time consuming than coupling it
with the Tabu search heuristic. For the larger, real world problems, computing times
are fairly high. This is due to two causes: solution of dense LP problems with CPLEX,
which takes between about 5% and 50% of the time, and repeated solution of hard
auxiliary problems by Tabu search. The linearization algorithm is not called very often
and takes a small amount of time. Note that stopping the algorithm before proving
optimality of the bounds does not provide valid bounds, but only over-estimates of the
best lower bounds and underestimates of the best upper bounds. It cannot therefore be
used in heuristic mode.
The problem of bounding two-terminal network reliability with dependent edge fail-
ures thus appears to be dicult both in theory and in practice. Nevertheless, the algo-
rithm of this paper can be used to get best bounds for small to medium size networks
and thus help in reliability evaluation of such networks and in the design of reliable
ones. Moreover, the bounds proposed can be used following the two-stage approach
of Brecht and Colbourn [5] to obtain better bounds on k-terminal reliability of net-
works with independent edge failures. Finally the examples solved may be used as a
benchmark for future heuristic or exact algorithms.
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