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a b s t r a c t
The manner in which two random variables influence one another often depends on
covariates. A way tomodel this dependence is via a conditional copula function. This paper
contributes to the study of semiparametric estimation of conditional copulas by starting
from a parametric copula function in which the parameter varies with a covariate, and
leaving the marginals unspecified. Consequently, the unknown parts in the model are the
parameter function and the unknownmarginals. The authors use a local pseudo-likelihood
with nonparametrically estimated marginals approximating the unknown parameter
function locally by a polynomial. Under this general setting, they prove the consistency
of the estimators of the parameter function as well as its derivatives; they also establish
asymptotic normality. Furthermore, they derive an expression for the theoretical optimal
bandwidth and discuss practical bandwidth selection. They illustrate the performance of
the estimation procedure with data-driven bandwidth selection via a simulation study and
a real-data case.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let (Y1, Y2, X) be a trivariate random vector with cumulative distribution function H . Suppose that a sample
(Y11, Y21, X1), . . . , (Y1n, Y2n, Xn) of mutually independent copies of (Y1, Y2, X) is observed. The joint and marginal
distribution functions of (Y1, Y2), conditionally upon X = x, are denoted
Hx(y1, y2) = Pr(Y1 ≤ y1, Y2 ≤ y2|X = x),
F1x(y1) = Pr(Y1 ≤ y1|X = x), F2x(y2) = Pr(Y2 ≤ y2|X = x). (1)
If F1x and F2x are continuous, then according to Sklar’s Theorem (see [25] or more recently [22]) there exists a unique copula
Cx such that, for all u1, u2 ∈ [0, 1],
Cx(u1, u2) = Hx{F−11x (u1), F−12x (u2)}, (2)
where F−11x (u1) = inf{y1 : F1x(y1) ≥ u1} is the conditional quantile function of Y1 given X = x and F−12x is the conditional
quantile function of Y2 given X = x. The conditional copula Cx fully describes the dependence structure of (Y1, Y2)⊤ given
X = x. An alternative expression for (2) is
Hx(y1, y2) = Cx{F1x(y1), F2x(y2)}. (3)
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In the absence of a covariate X , one would consider a parametric family of copulas denoted by C(u1, u2; θ), where θ belongs
to a parameter space2. Examples are Archimedean families of copulas with parametric generators; see, e.g., [12,21]. In the
presence of a covariate, we assume that the dependence of Cx on x is fully determined by the dependence of the parameter θ
on x. In other words we consider the semiparametric model of copulas Cx(u1, u2) = C{u1, u2; θ(x)}, where θ(x) is a function
of the covariate.
In the parametric setting, a pseudo-likelihood method was proposed in [11]. In the pseudo-likelihood approach the
marginals are unknown, and hence the method is said to be semiparametric. A minimum-distance type estimator and a
rank-approximate estimator for the parameter θ were studied in [28] in such a semiparametric setup. A comparison of
semiparametric and parametric methods for copula estimation can be found in [18]. Nonparametric kernel type estimation
of copulas was studied in [13,23], among others. The case where θ(x) is an unknown function has recently been studied in
[1,2], using local polynomial approximation in a local likelihood setting. However, these authors assume known marginals
(or parametrically specified marginals) and the focus is on the estimation of θ(x) and the selection of an appropriate
copula family. Asymptotic bias and variance expressions are derived in [1,2]. In a recent paper [16], a similar approach
is used to model the dependence (on time) parameter. Modeling the marginals as parametric GARCH type processes and
approximating the dependence parameter locally by a constant, the authors provided (asymptotic) bias and variances
expressions of the local constant time-dependence parameter estimator.
The aim of the current paper is to treat the more general semiparametric setting of unknown marginals using local
polynomial fitting of degree p, establishing consistency and asymptotic normality results for the estimators of the function θ
and its derivatives, and deriving theoretical optimal bandwidths aswell as discussing practical bandwidth selection. Proving
consistency and asymptotic normality in this general setting is a real challenge, and relies on technical tools from local
likelihood modeling, U-statistic decomposition ideas, and nonparametric estimation of conditional quantities. The latter
quantities are important because the marginals are fully unspecified. For estimation of the unknown parameter function θ ,
we apply the local likelihood technique introducedby [27] and further studied in [6,7,9] in one-parameter exponential family
and quasi-likelihood models. Local likelihood inference methods have been introduced and studied in many applications.
For relevant references on this subject, see [8,20], among others.
The paper is organized as follows. In Section 2 we briefly explain the semiparametric estimation setting and the method
of local pseudo-likelihood estimation. Section 3 contains the main theoretical results of the paper, i.e., the consistency
and asymptotic normality of the local pseudo-likelihood estimation procedure. The proofs of some technical lemmas are
deferred to the Appendix. In Section 4 we discuss the issue of bandwidth selection in this semiparametric context. The
finite-sample performance of the estimation method is investigated in Section 5, which contains a simulation study and a
real-data example. We conclude with some discussion in Section 6.
2. Semiparametric modeling and local fitting
For a given parametric copula function C(u1, u2; θ) with θ ∈ 2, consider the associated conditional copula by
Cx(u1, u2) = C{u1, u2; θ(x)}, and denote by c{u1, u2; θ(x)} the corresponding copula density function. We want to estimate
the unknown function θ(x) by modeling it locally as a polynomial of degree p. It is important to realize that in many copula
families, the parameter space 2 is restricted. For a Gaussian copula, e.g., θ ∈ (−1, 1) and for a Clayton copula, it is often
assumed that θ ∈ (0,∞). In contrast, polynomial modeling assumes inherently that any value on the real line can be taken.
For this reason, we introduce the transformation ψ{θ(x)} = η(x) such that θ(x) = ψ−1{η(x)} ∈ 2, assuming that the
inverse transformation ψ−1 exists; see also [2,3]. Furthermore, we assume that the (p + 1)st derivative of the function η
exists at the point x, so that for a data point Xi in a neighborhood of x, we approximate η(Xi) via a Taylor expansion as follows
η(Xi) ≈ η(x)+ η′(x)(Xi − x)+ · · · + η(p)(x)(Xi − x)p/p!
≡ β0 + β1(Xi − x)+ · · · + βp(Xi − x)p, (4)
where we introduced the notation βr = βr(x) = η(r)(x)/r! for r ∈ {0, . . . , p}. From (3) it is clear that under the
semiparametric setting, the contribution of (Y1i, Y2i, Xi) to the log-likelihood is c

F1Xi(Y1i), F2Xi(Y2i); θ(Xi)

. If Xi is near
x, then in view of the approximation (4), one has
ln c{F1Xi(Y1i),F2Xi(Y2i); θ(Xi)} ≈ ln c[F1x(Y1i),F2x(Y2i);ψ−1{η(Xi)}]
so that its contribution to the log-likelihood can then be approximated by
ln c[F1x(Y1i),F2x(Y2i);ψ−1{β0 + β1(Xi − x)+ · · · + βp(Xi − x)p}], (5)
where for j = 1, 2,Fjx denotes an estimator for the conditional marginal distribution of Yj given X = x. Details about this
estimator are given below.
Since the approximation in (5) is only valid when Xi is close to x, the introduction of a kernel function K with a bandwidth
parameter h > 0, and the multiplication of the log-likelihood contribution with the weight function Kh(·) = K(·/h)/h,
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assures the validity of the approach. The bandwidth parameter h depends on the sample size n: the sequence h = hn tends
to zero as the sample size n increases. In view of (5) a local kernel-weighted pseudo log-likelihood is then given by
L(β) =
n
i=1
ln c[F1x(Y1i),F2x(Y2i);ψ−1{β0 + β1(Xi − x)+ · · · + βp(Xi − x)p}]Khn(Xi − x). (6)
In this local log-likelihood formulation, we adopt a two-stage approach which is common in copula estimation: in the
first stage the nonparametric marginal estimates are calculated and in the second stage the copula estimate is obtained by
maximizing the copula-based pseudo log-likelihood after plugging in themarginal estimates. The nonparametric estimation
of the marginals is different than the estimation procedure in [2].
The function in (6) is a localized version of the pseudo log-likelihood considered in [11].Maximization of this local pseudo
log-likelihood with respect to β = (β0, . . . , βp)⊤ results in the estimators β = (β0, . . . ,βp)⊤, called local polynomial
maximum pseudo log-likelihood estimators, which lead to the estimation of η(x) as well as of its derivatives η(r)(x) by
definingη(r)(x) = r!βr , for r ∈ {0, . . . , p}. An estimator for θ(x) is thenθ(x) = ψ−1{η(x)} = ψ−1(β0). This in turn
is substituted into C{u1, u2; θ(x)} to obtain an estimator of the copula function at x. Note that the maximization problem
depends on the fixed point x and provides only an estimate for θ(x). To estimate the entire function θ , the maximization
problem needs to be solved for a sufficiently fine grid of x-values in the definition domain of the covariate X .
Obviously, we need to estimate the conditional marginals, F1x and F2x. Based on the available observations, we consider
the following empirical estimator of Hx(y1, y2):
Hx(y1, y2) = n
i=1
wni(x, bn)1 (Y1i ≤ y1, Y2i ≤ y2) , (7)
where wni(x, bn) is a sequence of weights that smooth over the covariate space and bn > 0 is a bandwidth tending to zero
as the sample size increases. Here 1(A) denotes the indicator of an event A. Since Hx(y1, y2) is estimating a cumulative
distribution function, we need it to tend to 1 when y1 and y2 tend to infinity. This implies that the weights should be
such that wn1(x, bn) + · · · + wnn(x, bn) = 1 or at least that this holds asymptotically. For simplicity we work here with
Nadaraya–Watson type of weights, viz.
wni(x, bn) = Kbn(Xi − x)n
j=1
Kbn(Xj − x)
, (8)
which sum up to one; then (7) defines a proper conditional cumulative distribution function.
For j = 1, 2, an estimator of the conditional marginal distribution function Fjx is given by
Fjx(y) = n
i=1
wni(x, bjn)1

Yji ≤ y

, (9)
where b1 = {b1n} ↓ 0 and b2 = {b2n} ↓ 0 are bandwidth parameters, possibly different from each other and from bn
and hn, the bandwidth parameters used to estimate the joint distribution and to localize the likelihood in (6). For simplicity
of presentation, we assume throughout that bn = b1n = b2n = hn, i.e., we use the same bandwidth parameter hn for
the empirical estimation of the conditional marginals in (9) and the localized log-likelihood based estimation of the copula
parameter function in (6). The asymptotic properties of the empirical conditional marginal estimators defined in (9) were
studied in [26,30]. These authors established convergence of the estimates to the corresponding true conditional marginals
in (1).
The weights in the local log-likelihood (6) are in fact the same as in (8), because the denominator in (8) does not involve
the parameters, hence adding the denominator makes no difference in the maximization problem.
3. Asymptotic properties
Before stating the main results, we introduce somemore notation and discuss the conditions. For brevity of presentation
we denote the Taylor approximation in the right-hand side of (4) by
η(x, Xi) = η(x)+ η′(x)(Xi − x)+ · · · + η(p)(x)(Xi − x)p/p!.
Furthermore, we denote the probability density function and the cumulative distribution function of the covariate X
by g and G, respectively. As for the logarithms of the conditional copula density and its derivatives, they are denoted, for
j ∈ {1, 2, 3} and s = 1, 2, by
ℓ{ψ−1(v); u1, u2} = ln c{u1, u2;ψ−1(v)},
ℓj (v; u1, u2) = ∂
j
∂vj
ℓ{ψ−1(v); u1, u2},
ℓ1,s(v; u1, u2) = ∂
2
∂v∂us
ℓ{ψ−1(v); u1, u2}.
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We now list the conditions needed for stating the main results. Herein, we denote by (U1,U2) a random vector whose
joint distribution function, conditional upon X = x, is given by the copula C{u1, u2; θ(x)}.
Conditions
(R1) The conditional copula densities c{u1, u2; θ(x)} have a common support, (u1, u2, x) ∈ [0, 1]2 × R. There exists an
open subset 2 of the parameter space containing the true parameter θ(x) such that for almost all (u1, u2), the density
c(u1, u2; θ) admits all third order derivatives with respect to the parameter and the arguments for all θ ∈ 2.
(R2) The quantities ℓ, ℓj for j ∈ {1, 2, 3}, and ℓ1,s for s = 1, 2, exist, are bounded and continuous. Moreover, the function ℓ3
is a Lipschitz continuous trivariate function.
(R3) Eθ {ℓ1(ψ(θ);U1,U2)} = 0 for all θ ∈ 2.
(R4) I(θ) = Eθ

ℓ21{ψ(θ);U1,U2}
 = Eθ [−ℓ2{ψ(θ);U1,U2}] for all θ ∈ 2; and I(θ) is positive, continuous and
differentiable at θ(x).
(R5) There exists a functionQ (u1, u2) such that |ℓ2{ψ(θ); u1, u2}| ≤ Q (u1, u2) for all θ ∈ 2 andEθ {Q 2(U1,U2)} is uniformly
bounded on 2.
(R6) There exists a function J(u1, u2) such that |ℓ3{ψ(θ); u1, u2}| ≤ J(u1, u2) for all θ ∈ 2 and Eθ J2(U1,U2) is uniformly
bounded on 2.
(R7) For some aj ≥ 0, |ℓ1{ψ(θ); u1, u2}| ≤ constant ×2j=1 uj(1− uj)−aj such that Eθ [2j=1{Uj(1− Uj)}−aj ] <∞.
(R8) For some bj ≥ aj and j ≠ k = 1, 2,ℓ1,j{ψ(θ); u1, u2} ≤ constant × uj(1− uj)−bj {uk(1− uk)}−ak
so that Eθ [{Uj(1− Uj)}ϵj−bj{Uk(1− Uk)}−ak ] <∞ for some ϵj ∈ (0, 1/2).
(C1) The density g of X is differentiable and continuous on its support.
(C2) For each point xξ in the interior of supp(g), there exists an intervalRx containing xξ such that infx∈Rx g(x) > 0.
(S) η(x) = ψ−1 {θ(x)} has a (p+1)st derivative for p odd and a (p+2)nd derivative for p even. These derivative functions
are assumed to be uniformly bounded.
(T) For each x ∈ supp(g), ψ is continuous and admits third order derivatives and ψ ′{θ(x)} is nonzero.
(K) The kernel K is a symmetric bounded probability density function with bounded support, which we assume without
loss of generality to be [−1, 1].
(H) hn → 0 and nh2+δn →∞ for some δ > 0.
Conditions (R1)—(R6) are standard conditions on the conditional copula density c{u1, u2; θ(x)}. Conditions (R7) and (R8)
state that the score function and its partial derivatives with respect to the last two arguments must be dominated by a
function that has a finite moment. These conditions allow the score function and its partial derivatives to possibly blow up
at the boundaries, which occurs for many commonly-used copula functions such as a Gaussian, a Student t , a Clayton or
a Gumbel–Hougaard copula. Thus, conditions (R7) and (R8) allow one to work with many of the commonly-used copula
models. Condition (C1) implies that the covariate X is continuous. Discrete covariates can also be handled as for instance
in the fixed design regression case where the covariates x1 ≤ · · · ≤ xn are ordered and satisfy some regularity conditions
like asymptotic uniformity or being generated by some underlying design distribution G and putting xi = G−1{i/(n+1)}. In
such fixed design situations one could also workwith Gaßer–Müller weights. Condition (S) is a smoothness condition on the
function η. Condition (H) is for the situation of equal bandwidths (bn = b1n = b2n = hn). A careful bookkeeping throughout
the proofs in the paper could give an adapted set of conditions on possibly different bandwidths. We do not pursue this here
to avoid an unnecessary increase in the technicality of the presentation. See the further discussion in Section 6.
The asymptotic properties of the local polynomial maximum pseudo log-likelihood estimators differ for x lying in the
interior of supp(g) and for x lying near the boundary, similarly as for local polynomial regression estimators; see [8]. To save
space, we only present results for x lying in the interior of supp(g), but results for x at the boundary are also possible.
Note that the asymptotic expressions will also depend on whether or not the degree p of the polynomial is odd or even.
With an even-degree polynomial fit, the boundary bias dominates the interior bias and boundary kernels are required to
make their asymptotic orders the same. In the case of odd-degree polynomial fits, the boundary bias and interior bias are
of the same order of magnitude. In addition, the expression for interior bias for even degree fits is more complicated. An
example of this can be seen in [16]. Therefore, fitting polynomials of odd degree has been recommended in [7,8], among
others.
Although asymptotic properties of local maximum likelihood estimators are given in [4,9] for quasi-likelihood and
multiparameter likelihood models, these results are not directly applicable here because the estimation in the context of a
semiparametric conditional copula model involves the estimation of unknown conditional marginal distributions.
3.1. Consistency
The first theorem guarantees the existence of at least one solution of the log-likelihood equations that is consistent.
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Theorem 1. Suppose that conditions (R1)–(R8) on the conditional copula density c{u1, u2; θ(x)} and conditions (C1) and (C2) ,
(K) and (H) on the density of the covariate X, the kernel K and the bandwidth hn are satisfied. Let x be a point in the interior
of the support of g. Assume that the function η satisfies smoothness condition (S) and that condition (T) holds for ψ . Then, as
n →∞, there exist solutionsβ of the log-likelihood equations ∂{L(β)}/∂βr = 0 for all r ∈ {0, . . . , p}, such thatβr is consistent
for estimating ηr(x) = η(r)(x)/r! for r ∈ {0, . . . , p}.
Proof. Consistency of the local polynomial maximum pseudo log-likelihood estimator β = (β0, . . . ,βp) of η(x) =
(η(x), . . . , ηp(x)) will be proven using an argument similar to the one used to prove Theorem 6.5.1 in [19]. See also [4]
for a fixed design setting. To prove consistency we study the behavior of the kernel weighted pseudo log-likelihood function
on an ϵ-sphere with center at η(x) and radius ϵ. We have to show that for any sufficiently small ϵ > 0, the probability that
L(β)− L{η(x)} < 0 tends to 1 for all points β on the surface of the ϵ-sphere.
Note first of all that for any point β on the surface of the ϵ-sphere, we have at least one component j for which
βj − ηj(x) ≠ 0 (otherwise β would not be a point on the surface of the sphere). Denote by r0 the smallest index in the
set {0, . . . , p} for which βr0 − ηr0(x) ≠ 0.
Using Taylor expansion of the kernel-weighted pseudo log-likelihood function around the point η(x), we get
1
n
L(β)− 1
n
L{η(x)} = S1n + S2n + S3n, (10)
where
S1n = 1n
p
r=0
Anr (x) {βr − ηr(x)} ,
S2n = 12n
p
r=0
p
s=0
Bnrs(x) {βr − ηr(x)} {βs − ηs(x)} ,
S3n = 16n
p
r=0
p
s=0
p
t=0
Cnrst(x) {βr − ηr(x)} {βs − ηs(x)} {βt − ηt(x)} ,
with
Anr (x) =
n
i=1
Kh(Xi − x)(Xi − x)rℓ1{η(x, Xi);F1x(Y1i),F2x(Y2i)},
Bnrs(x) =
n
i=1
Kh(Xi − x)(Xi − x)r+sℓ2{η(x, Xi);F1x(Y1i),F2x(Y2i)},
Cnrst(x) =
n
i=1
Kh(Xi − x)(Xi − x)r+s+tℓ3{η∗(x, Xi);F1x(Y1i),F2x(Y2i)},
andη∗(x, Xi) a randompoint betweenβ0+β1(Xi−x)+· · ·+βp(Xi−x)p andη(x)+η1(x)(Xi−x)+· · ·+ηp(x)(Xi−x)p = η(x, Xi).
To prove the theorem we show that, as n →∞,
S1n
P→ 0, (11)
S2n + 12 g(x)I{θ(x)}γ2r0h
2r0

βr0 − ηr0(x)
2 P→ 0, (12)
Pr(|S3n| < Cϵ3)→ 1, (13)
for some constants C , where we denoted γ2r0 =

u2r0K(u)du. Here the notation
P→ denotes convergence in probability.
From (11)–(13) we then proceed as follows. We need to show that, for all β belonging to the surface of the sphere with
radius ϵ, Pr(S1n + S2n + S3n < 0)→ 1 as n →∞, or equivalently that the complement tends to 0.
Using (13) we obtain
Pr(S1n + S2n + S3n ≥ 0) ≤ Pr

S1n + S2n + 12 g(x)I{θ(x)}γ2r0h
2r0

βr0 − ηr0(x)
2 ≥ aϵ , (14)
with
aϵ = −C ϵ3 + 12 g(x)I{θ(x)}γ2r0h
2r0

βr0 − ηr0(x)
2
.
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Given that

βr0 − ηr0(x)
2
, g(x) and I{θ(x)} are positive quantities we have for ϵ sufficiently small that aϵ > 0, and hence
(14) can be further bounded as follows:
Pr(S1n + S2n + S3n ≥ 0) ≤ Pr(|S1n| ≥ aϵ/2)+ Pr
S2n + 12 g(x)I{θ(x)}γ2r0h2r0 βr0 − ηr0(x)2
 ≥ aϵ2

,
which tends to 0 as n →∞ because of (11) and (12).
We now prove statements (11)–(13). To prove (11), we rewrite S1n in (10) as
S1n = 1n
p
r=0
{Anr (x)− Ar(x)} {βr − ηr(x)} +
1
n
p
r=0
Ar(x) {βr − ηr(x)} , (15)
with
Ar(x) =
n
i=1
Kh(Xi − x)(Xi − x)rℓ1 {η(Xi); F1x(Y1i), F2x(Y2i)} . (16)
In what follows, we show that
1
n
max
0≤r≤p
|Anr (x)− Ar(x)| P→ 0, (17)
1
n
max
0≤r≤p
|Ar(x)| P→ 0, (18)
from which it then follows from (15) that
|S1n| ≤ (p+ 1) ϵ

1
n
max
0≤r≤p
|Anr (x)− Ar(x)| +
1
n
max
0≤r≤p
|Ar(x)|

,
which tends to 0 in probability.
To prove (17), note that from the definition of Anr (x) and (16) we obtain1n {Anr (x)− Ar(x)}
 ≤ 1n
n
i=1
Kh(Xi − x)|Xi − x|r
× ℓ1{η(x, Xi);F1x(Y1i),F2x(Y2i)} − ℓ1 {η(Xi); F1x(Y1i), F2x(Y2i)}
≤ C1 sup
z
|η(p+1)(z)|1
n
n
i=1
Kh(Xi − x)|Xi − x|r+p+1
+ C2

sup
y∈R
|F1x(y)− F1x(y)| + sup
y∈R
|F2x(y)− F2x(y)|
× 1
n
n
i=1
Kh(Xi − x)|Xi − x|r , (19)
with C1 and C2 positive constants and where we used the Lipschitz continuity of the function ℓ1. We further know (see,
e.g., [26,30]) that
sup
y∈R
|F1x(y)− F1x(y)| = oP(1), sup
y∈R
|F2x(y)− F2x(y)| = oP(1),
1
n
n
i=1
Kh(Xi − x)|Xi − x|r = OP(hr),
1
n
n
i=1
Kh(Xi − x)|Xi − x|r+p+1 = OP(hr+p+1).
Applying these facts to (19) gives
1
n
max
0≤r≤p
|Anr (x)− Ar(x)| = OP(hp+1)+ oP(1) = oP(1),
which proves (17).
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To prove (18) we show that for all r ∈ {0, . . . , p}, n−1Ar(x)→ 0 in probability as n →∞. Because the number of terms
in the maximum is finite, this then proves the statement. We start by writing
1
n
Ar(x) = E

1
n
Ar(x)

+ OP

var

1
n
Ar(x)
1/2
,
and evaluating the first and second moment of Ar(x); see [7]. For the first moment we have, from (16),
E

1
n
Ar(x)

= E Kh(X − x)(X − x)rℓ1 {η(X); F1x(Y1), F2x(Y2)} ,
which can be rewritten as
Kh(z − x)(z − x)r

ℓ1 {η(z); F1x(y1), F2x(y2)} dCx{F1x(y1), F2x(y2)}

dG(z),
which vanishes by Condition (R3).
For the variance term, we obtain
var

1
n
Ar(x)

= 1
n
var

Kh(X − x)(X − x)rℓ1 {η(X); F1x(Y1), F2x(Y2)}

= 1
n
E

K 2h (X − x)(X − x)2rℓ21 {η(X); F1x(Y1), F2x(Y2)}

= O

h2r
nh

,
under Conditions (R4) and (R5). This completes the proof of (18).
The proof of statement (12) is very much along the same lines as the proof of (11). We start with a decomposition for S2n,
similar to (15), but with Ar(x) replaced by
Brs(x) =
n
i=1
Kh(Xi − x)(Xi − x)r+sℓ2 {η(Xi); F1x(Y1i), F2x(Y2i)} . (20)
We then show that
1
n
max
0≤r,s≤p
|Bnrs(x)− Brs(x)| P→ 0 (21)
and
1
2n
p
r=0
p
s=0
Brs(x){βr − ηr(x)}{βs − ηs(x)} + 12 g(x)I{θ(x)}γ2r0h
2r0{βr0 − ηr0(x)}2 P→ 0. (22)
The proof of (21) is similar to the proof of (17), now using the Lipschitz continuity of the function ℓ2. To show (22) we
first evaluate the behavior of each of the terms in the double sum to see which term is the dominant one. From (20) we have
E

1
n
Brs(x)

= E Kh(X − x)(X − x)r+s ℓ2 {η(X); F1x(Y1), F2x(Y2)} ,
which can be rewritten as
Kh(z − x)(z − x)r+s

ℓ2 {η(z); F1x(y1), F2x(y2)} dCx{F1x(y1), F2x(y2)}

dG(z)
= −

Kh(z − x)(z − x)r+s I[ψ−1{η(z)}]dG(z)
= −hr+s

I{θ(x+ hu)} g(x+ hu)ur+sK(u) du
= −hr+sI{θ(x)} g(x)

ur+sK(u) du+ O hr+s+1 .
Now we write
1
2n
p
r=0
p
s=0
Brs(x){βr − ηr(x)}{βs − ηs(x)} = 12nBr0r0(x){βr0 − ηr0(x)}
2
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+ 1
2n
p
r,s=0
(r,s)≠(r0,r0)
Brs(x){βr − ηr(x)}{βs − ηs(x)}
= 1
2
E

1
n
Br0r0(x)

{βr0 − ηr0(x)}2
+ 1
2
OP

var

1
n
Br0r0(x)
1/2
{βr0 − ηr0(x)}2
+ 1
2
p
r,s=0
(r,s)≠(r0,r0)

E

1
n
Brs(x)

+ OP

var

1
n
Brs(x)
1/2
×{βr − ηr(x)}{βs − ηs(x)}
= −1
2
g(x)I{θ(x)}γ2r0h2r0{βr0 − ηr0(x)}2 + oP(h2r0).
This then proves (22).
It remains to show that (13) holds. Concerning S3n, using similar arguments as above n−1Crst(x) is asymptotically
equivalent to
n−1
n
i=1
Kh(Xi − x)(Xi − x)r+s+tℓ3{η∗(x, Xi); F1x(Y1i), F2x(Y2i)}
and the resulting term in a decomposition of S3n can be bounded in absolute value by
1
6n
p
r=0
p
s=0
p
t=0
|βr − ηr(x)| |βs − ηs(x)| |βt − ηt(x)|
n
i=1
Kh(Xi − x)|Xi − x|r+s+t J{F1x(Y1i), F2x(Y2i)},
using Condition (R6). An application of the Law of Large Numbers then completes the proof. 
3.2. Asymptotic normality
Of interest is to establish the asymptotic distribution of the estimators. Such a result is necessary, e.g., in order to compute
approximate confidence bands. The theoretical results in this section thus justify the use of approximate confidence intervals
as advocated by [2].
Some further notations are needed. Denote γr =

urK(u)du and let Np+1 and Qp+1 be the (p + 1) × (p + 1) matrices
having (r, s)th entry equal to γr+s−2 and γr+s−1, respectively. Define the diagonal matrix Hp+1 = diag(1, h, . . . , hp) and
6x = {I(θ)g} (x)Np+1, 3x = ∂ {I(θ)g} (x)
∂x
Qp+1. (23)
Further, let Ip+1 be the identity matrix of order p+ 1 and let 0p+1 be the null column vector of dimension p+ 1.
Define the normalized estimatorβ∗ ≡ (nh)1/2[{βˆ0 − η(x)}, . . . , hp{βp − ηp(x)}]⊤,
and let
β∗ ≡ (nh)1/2 {β0 − η(x)} , . . . , hp βp − ηp(x)⊤ .
For all i ∈ {1, . . . , n}, set
Zi =

1,
Xi − x
h
, . . . ,
(Xi − x)p
hp
⊤
.
The asymptotic normality of the local polynomial maximum pseudo log-likelihood estimators essentially follows from
expressingβ∗ in relation to a column vector
Wn = (nh)−1/2
n
i=1

M0n(Y1i, Y2i, Xi)+ n− 1n M1n(Y1i, Xi)+
n− 1
n
M1n(Y1i, Y2i, Xi)
+ n− 1
n
M2n(Y2i, Xi)+ n− 1n
M2n(Y1i, Y2i, Xi), (24)
with
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M0n(Y1i, Y2i, Xi) = h ℓ1 {η(x, Xi); F1x(Y1i), F2x(Y2i)} ZiKh (Xi − x) ,
M1n(Y1i, Xi) = h

ℓ1,1 {η(x, w); F1x(y1), F2x(y2)}
×

Kh(Xi − x)
E{Kh(X − x)}1 (Y1i ≤ y1)− F1x(y1)

zKh (w − x) dH(y1, y2, w),
M1n(Y1i, Y2i, Xi) = h ℓ1,1 {η(x, Xi); F1x(Y1i), F2x(Y2i)} ZiKh(Xi − x)
×
 
Kh(w − x)
E{Kh(X − x)}1 (y1 ≤ Y1i)− F1x(Y1i)

dF1w(y1)g(w)dw,
M2n(Y2i, Xi) = h

ℓ1,2 {η(x, w); F1x(y1), F2x(y2)}
×

Kh(Xi − x)
E{Kh(X − x)}1 (Y2i ≤ y2)− F2x(y2)

zKh (w − x) dH(y1, y2, w),
M2n(Y1i, Y2i, Xi) = h ℓ1,2 {η(x, Xi); F1x(Y1i), F2x(Y2i)} ZiKh(Xi − x)
×
 
Kh(w − x)
E{Kh(X − x)}1 (y2 ≤ Y2i)− F2x(Y2i)

dF2w(y2)g(w)dw,
and
z =

1,
w − x
h
, . . . ,
(w − x)p
hp
⊤
.
Note that the second, third, fourth and fifth terms in (24) originate from the nonparametric estimation of the marginals.
The five terms in the expansion are clearly dependent and hence establishing an asymptotic distribution result for a term
asWn requires tedious calculations of covariances. See the proof of Lemma 2 in the Appendix. The second and fourth terms
in (24) have the same expectations, and similarly for the third and the fifth term.
Theorem 2. Assume that all conditions of Theorem 1 hold, and that hn is such that nh5(ln n)−1 = O(1) and nh3(ln n)−2 →∞
as n →∞. Let x be a point in the interior of the support of g. Then for n →∞,
(6−1x 0
∗
x6
−1
x )
−1/2
√
nhHp+1{β − η(x)} − 6−1x − h6−1x 3x6−1x  (nh)−1/2n
× E

M0n(Y1, Y2, X)+ n− 1n M1n(Y1, X)+
n− 1
n
M2n(Y2, X)

d→ N 0p+1, Ip+1 , (25)
where 0∗x is a (p+ 1)× (p+ 1)matrix with the (r, s)th element given by
0∗x

rs = {I(θ)g} (x)

ur+s−2K 2(u)du,
and
d→ denotes convergence in distribution.
Proof. The proof partly follows similar arguments as in [9]. However, the inclusion of pseudo-observationsF1x(Y1i) andF2x(Y2i) (i.e., the nonparametric conditional marginal estimates) in the log-likelihood (6) requires a special treatment. Given
that
β0 + β1(Xi − x)+ · · · + βp(Xi − x)p = η(x, Xi)+ (nh)−1/2β∗⊤Zi,
it follows that ifβmaximizes (6), thenβ∗ maximizes
L(β∗) =
n
i=1
ℓ[ψ−1{η(x, Xi)+ (nh)−1/2β∗⊤Zi};F1x(Y1i),F2x(Y2i)]Kh (Xi − x)
as a function of β∗. Equivalently,β∗ maximizes the normalized log-likelihood
L∗(β∗) =
n
i=1

ℓ[ψ−1{η(x, Xi)+ (nh)−1/2β∗⊤Zi};F1x(Y1i),F2x(Y2i)]
− ℓ[ψ−1{η(x, Xi)};F1x(Y1i),F2x(Y2i)]Kh (Xi − x) . (26)
Note that Theorem 1 ensures that L(β) is concave in β. This also implies that L∗(β∗) is concave in β∗.
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Using Taylor expansion of (26) around η(x, Xi), we can write L∗(β∗) as
n
i=1
ℓ1{η(x, Xi);F1x(Y1i),F2x(Y2i)}(nh)−1/2β∗⊤ZiKh(Xi − x)
+ 1
2
n
i=1
ℓ2{η(x, Xi);F1x(Y1i),F2x(Y2i)}{(nh)−1/2β∗⊤Zi}2Kh(Xi − x)
+ 1
6
n
i=1
ℓ3{ηϑ (Xi);F1x(Y1i),F2x(Y2i)}{(nh)−1/2β∗⊤Zi}3Kh(Xi − x),
where ηϑ (Xi) is a random point between η(x, Xi) and η(x, Xi)+ (nh)−1/2β∗⊤Zi.
Observe that h L∗(β∗) can be written as
β∗⊤W ∗n (x)+
1
2
β∗⊤A∗n(x)β
∗ + (nh)
−3/2
6
h
n
i=1
ℓ3{ηϑ (Xi);F1x(Y1i),F2x(Y2i)}(β∗⊤Zi)3Kh (Xi − x) , (27)
where
W ∗n (x) = (nh)−1/2
n
i=1
h ℓ1{η(x, Xi);F1x(Y1i),F2x(Y2i)}ZiKh(Xi − x),
and
A∗n(x) = n−1
n
i=1
ℓ2{η(x, Xi);F1x(Y1i),F2x(Y2i)}ZiZ⊤i Kh(Xi − x).
Hereafter we suppress, for simplicity of notation, the dependence on x and simply write A∗n and W ∗n for A∗n(x) and W ∗n (x),
respectively. In addition, we ‘‘replace’’ the weights defined in (8) by
wni(x, h) = Kh(Xi − x)nE{Kh(X − x)}
and with a slight abuse of notation we write, for j = 1, 2,
Fjx(yj) = n
i=1
Kh(Xi − x)
nE{Kh(X − x)} 1(Yji ≤ yj)
for the conditional marginal empirical distributions. This operation does not influence the asymptotics since
n
i=1
wni(x, h)1

Yji ≤ yj
− n
i=1
Kh(Xi − x)
nE{Kh(X − x)} 1

Yji ≤ yj

= 1
n
n
i=1
Kh(Xi − x)

1
n−1
n
j=1
Kh(Xj − x)
− 1
E{Kh(X − x)}

1

Yji ≤ yj

,
and
n−1
n
j=1
Kh(Xj − x) = E{Kh(X − x)} + OP

(nh)−1/2

.
For A∗n in (27) we have
A∗n = − (6x + h3x)+ O(hp+1)+ OP{(nh)−1/2(ln n)1/2}, (28)
by application of Lemma 1 in Appendix. In addition, in Lemma 2 in the Appendix, we show that
W ∗n = Wn + oP(h), (29)
whereWn = Wn − (n− 1)(nh)−1/2 [E{M1n(Y1, X)} + E{M2n(Y2, X)}] .
Furthermore, observe that the expected value of the absolute value of the last term in (27) is bounded above by
O

(nh)−1/2E
ℓ3{ηϑ (X); F1x(Y1), F2x(Y2)}Kh (X − x) = O{(nh)−1/2},
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and given that all other terms are bounded random variables, we have
(nh)−3/2
6
h
n
i=1
ℓ3{ηϑ (Xi);F1x(Y1i),F2x(Y2i)}(β∗⊤Zi)3Kh (Xi − x) = OP (nh)−1/2 .
Substituting this, together with (28) and (29) into (27), then as h → 0, n →∞ and nh3(ln n)−1 →∞, we get
h L∗(β∗) = β∗⊤Wn − 12 β∗⊤ (6x + h3x)β∗ + oP(h). (30)
Similar arguments that lead to (30) show that the first and second derivatives of h L∗(β∗) with respect to β∗ are also given
by
h L∗1(β
∗) = Wn − (6x + h3x)β∗ + oP(h),
h L∗2(β
∗) = − (6x + h3x)+ oP(h).
Using the quadratic approximation lemma in [9] we have the following representation for the estimatorβ∗:β∗ = 6−1x − h6−1x 3x6−1x  Wn + oP(h).
Using this representation and the asymptotic normality results for Wn proven in Lemma 2 in Appendix, viz.
0∗
−1/2
x {Wn − E(Wn)} d→ N (0p+1, Ip+1),
one can then conclude the proof of statement (25). 
From the asymptotic distribution result, one observes that the asymptotic bias is given by

6−1x − h6−1x 3x6−1x

E

M0n(Y1, Y2, X)+ n− 1n M1n(Y1, X)+
n− 1
n
M2n(Y2, X)

.
Note that the term E {M0n(Y1, Y2, X)} in the bias comes essentially from the estimation of the parameter function θ whereas
the second and third termmainly originate from the estimation of themarginals. From the proof of Lemma 2 in the Appendix
it follows that
[E {M0n(Y1, Y2, X)}]r = hp+2 η
(p+1)(x)
(p+ 1)! {I(θ)g}(x)γp+r {1+ o(1)}
and, for j = 1, 2,
E

Mjn(Yj, X)

r = h3γ2

1
2g(x)
 
∂2Fjx(yj)g(x)
∂x2

ℓ1,j {η(x); F1x(y1), F2x(y2)}
× vr−1K(v) dH(y1, y2, v) {1+ o(1)} . (31)
From (31) it is clear that when p > 1, the terms E {M1n(Y1, X)} and E {M2n(Y2, X)} dominate E {M0n(Y1, Y2, X)}. When
p = 1 all three bias terms are of the same order. The intuitive explanation about this discrepancy in order of the bias terms
is that the approximation in (5) in fact means that we inherently approximate the function Fjz by Fjx (for j = 1, 2) for z in a
neighborhood of x. In other words we use a local constant approximation for the unknown marginal distribution functions.
The similarity in order of the bias terms for p = 1 thus follows from this inherent local constant approximation. Obviously
we could also use a higher degree local polynomial fitting for the unknown marginals, but at the cost of having a more
complex log-likelihood. This is not pursued further here.
Explicit expressions for the overall bias term in Theorem 2 can be derived from (31), keeping in mind the notations in
(23). We obtain
6−1x E

M0n(Y1, Y2, X)+ n− 1n M1n(Y1, X)+
n− 1
n
M2n(Y2, X)

r
= {I(θ)g(x)}−1
p+1
ℓ=1
(Np+1)r,ℓ[E{M0n(Y1, Y2, X)}]ℓ
+ n− 1
n
[E {M1n(Y1, X)}]ℓ + n− 1n [E {M2n(Y2, X)}]ℓ

, (32)
whereNp+1 denotes the inverse of the matrix Np+1.
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We now state the asymptotic normality result for each estimatorβr of ηr(x) = η(r)(x)/r!, which is a direct consequence
of Theorem 2. Let br,p(x; K) denote the leading term of
h−1

6−1x E

M0n(Y1, Y2, X)+ n− 1n M1n(Y1, X)+
n− 1
n
M2n(Y2, X)

r
derived from (32) using (31), and σ−2r,p (x; K) the leading term in the rth diagonal component of (6−1x 0∗x6−1x )−1.
Corollary 1. Assume that the conditions of Theorem 2 hold. Then for p − r odd (with r ∈ {0, . . . , p}) and for x a point in the
interior of supp(g), we have for n →∞,
√
nh σ−1r,p (x; K)[hr{βr − ηr(x)} − br,p(x; K)] d→ N (0, 1). (33)
We next state the asymptotic normality result for the copula parameter function estimatorθ(x) = ψ−1{β0(x)}. This
results follows from Corollary 1 and an application of the Delta Method.
Corollary 2. Assume that the conditions of Theorem 2 hold. Let x be a point in the interior of the support of g. Then for p odd, as
n →∞,
√
nh

σ−10,p (x; K) ψ ′{θ(x)}
 θ(x)− θ(x)− b0,p(x; K)
ψ ′{θ(x)}

d→ N (0, 1).
Remark 3.1. Of particular interest is to study the theoretical results for the case of local linear fitting, i.e., when p = 1. It is
easily seen that in this case 6x = {I(θ)g} (x)N2 with
N2 =

1 0
0 γ2

, N2 = 1 00 γ−12

and
0∗x = {I(θ)g} (x)


K 2(u)du

uK 2(u)du
uK 2(u)du

u2K 2(u)du
 .
After some straightforward algebra we find that the leading term in the variance is
σ 20,1(x; K) = I−1 {θ(x)} g−1(x)

K 2(u)du, (34)
and that the leading term in the bias is given by
b0,1(x; K) = h
2
2
γ2

η′′(x)+ [I {θ(x)}]−1 g−2(x)
×
 
∂2F1x(y1)g(x)
∂x2

ℓ1,1 {η(x); F1x(y1), F2x(y2)} dHx(y1, y2)
+
 
∂2F2x(y2)g(x)
∂x2

ℓ1,2 {η(x); F1x(y1), F2x(y2)} dHx(y1, y2)

≡ h
2
2
γ2 [η′′(x)+ [I{θ(x)}]−1 g−2(x) B(x)], (35)
where we denote by B the function of x between the square brackets.
Note that if the marginal distributions functions F1x, F2x and the marginal density g(x) are such that the terms in the
square brackets in (35) are zero, i.e., if
B(x) = 0 (36)
then the leading term in the bias reduces to
b0,1(x; K) = h
2
2
γ2 η
′′(x).
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4. Bandwidth selection
The calculation of the local polynomial maximum pseudo log-likelihood estimators requires the choice of the bandwidth
h = hn. This bandwidth plays a role in the trade-off between bias and variance. A theoretical optimal bandwidth is derived
by minimizing the asymptotic mean integrated squared error (AMISE) ofθ , defined as
AMISE(θ) =  [ABias{θ(x)}2 + AVar{θ(x)}]w(x)g(x)dx,
where the asymptotic bias (ABias) and asymptotic variance (AVar) are as given in Corollary 2, and w is a given weight
function. From (33) it is easily seen that the asymptotic mean integrated squared error ofθ is given by
AMISE(θ) =  b0,p(x; K)
ψ ′{θ(x)}
2
w(x)g(x)dx+ 1
nh

σ 20,p(x; K)
[ψ ′{θ(x)}]2 w(x)g(x)dx. (37)
Minimizing AMISE{θ(x)} as a function of h leads to an optimal bandwidth denoted by hopt. Obviously, by looking at (31)
and (32), it is clear that this optimal bandwidth involves unknown quantities like σ 20,p(x; K), η(p+1)(x) as well as the second
order partial derivatives of the functions Fjx(yj)g(x)with respect to the variable x. Plug-in procedures consist of estimating
these unknown quantities and getting as such to a practical bandwidth selection procedure.
Remark 4.1. In case of local linear fitting (p = 1) the optimal bandwidth is given by
hopt = n−1/5
  K 2(u)du  I−1{θ(x)}[ψ ′{θ(x)}]−2w(x)dx
γ 22
 
η′′(x)+[I{θ(x)}]−1 g−2(x) B(x)
ψ ′{θ(x)}
2
w(x)g(x)dx

1
5
, (38)
using the expression for σ 20,1(x; K) in (34) and this of b0,1(x; K) in (35). In the special case (36) this then further reduces to
hopt = n−1/5

K 2(u)du

I−1{θ(x)}[ψ ′{θ(x)}]−2w(x)dx
γ 22

[η′′(x)/ψ ′{θ(x)}]2w(x)g(x)dx
 1
5
. (39)
From the formula for the theoretical optimal bandwidth derived from (37) in general, and (39) in a special situation, a
rule-of-thumb practical bandwidth selector can be obtained using ideas similar to these employed in the context of local
polynomial fitting in nonparametric regression. See for example [8]. For simplicitywe only look at the special case (36)when
we have hopt as in (39). By modeling η(x) globally as a polynomial of degree 4, and by replacing Fjx(Yji) by Fjn(Yji), with Fjn
the empirical cumulative distribution function based on the observations (Yj1, . . . , Yjn), for j = 1, 2, as a crude estimation,
and maximizing the resulting pseudo log-likelihood, we obtain an estimateθ andη. A rough constant estimate for I(θ)(x)
is then
−1
n
n
i=1
ℓ2[ψ{θ(Xi)}; F1n(Y1i), F2n(Y2i)].
For the other factor in the numerator of (39) a simple estimate is obtained by replacing ψ ′{θ(x)} by ψ ′{θ(x)}. A crude
estimate of the unknown factor in the denominator in (39) is
1
n
n
i=1
 η′′(Xi)
ψ ′{θ(Xi)}
2
w(Xi).
As such we obtain rough estimates of all unknown quantities in (39), leading to the rule-of-thumb bandwidth selector.
An alternative approach is to use the idea of the preasymptotic substitutionmethod developed by [7] in the least squares
context and extended to local log-likelihood inference by [6]. The paper [16] followed this approach in their simpler context
of known marginals.
Two other alternative classical methods of bandwidth selection in a local log-likelihood setting are a cross-validation
method and amethodbased onAkaike’s InformationCriterion. In the current context a cross-validation bandwidth is defined
by
hcv = argmax
h>0
n
i=1
ln c{F1x(Y1i),F2x(Y2i);θ (−i)(Xi)},
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where θ (−i)(Xi) is the estimator for θ(Xi) obtained by omitting the ith observation from the data. A cross-validation
bandwidth selector was applied in [2] in the known-margin setting. Using Akaike’s Information Criterion, a bandwidth is
obtained by
hAIC = argmin
h>0

−2
n
i=1
ln c{F1x(Y1i),F2x(Y2i);θ(Xi)} + 2ν1 ,
where ν1 are the degrees of freedom for the local log-likelihood fit. See [20] for further discussion.
In this paper we only investigate the rule-of-thumb bandwidth selector since we aim for the simplest rule in this general
context of unknown marginals. A detailed study of the bandwidth selection problem in this context is a topic of future
research.
5. Numerical study
In this sectionwe investigate the finite-sample performance of the estimationmethodwith the rule-of-thumbbandwidth
selector through a simulation study. We also illustrate the method on a real data example.
5.1. Simulation study
We consider the family of Frank copulas given, for all θ > 0 and (u1, u2) ∈ [0, 1]2, by (see, e.g., [10])
C(u1, u2; θ) = −1
θ
ln

1+ (e
−θu1 − 1)(e−θu2 − 1)
e−θ − 1

,
where the copula parameter θ varies as a function of a covariate X that follows a truncated normal distribution with mean
zero and variance 9. We consider four different types of copula parameter functions θ(x) defined for x ∈ [−2, 2]:
Model 1 : θ(x) = 10− 1.5x2
Model 2 : θ(x) = 10− 0.02x2 + 0.4x3
Model 3 : θ(x) = 3+ x+ 2e−2x2
Model 4 : θ(x) = 5+ 2 sin(πx)+ 2e−16x2 .
For the conditionalmarginal distributions, givenX = x, we take normal distributionswithmeanµ1(x) = µ2(x) = exp(x/2),
and variances σ 21 = 1 and σ 22 = 4. We use local linear fitting (p = 1)with the triweight kernel given by
K(u) = 35
32
(1− u2)31 (|u| ≤ 1) ,
and a logarithm link function for ψ , so that θ(x) = exp{η(x)}.
Fig. 1 provides plots of an approximation of the function B, appearing in (35), forModels 1 and 4, based on simulated finite
samples, and presenting median values of these on a grid of x-values. Plots for Models 2 and 3 provide similar messages. As
can be seen from Fig. 1, the function B(x) takes on values not too far from zero for these models.
For each of the models, we simulate 100 samples of sample size n = 200, and for each sample we calculate the estimateθ in 101 equally-spaced grid points xi = −1.95+0.039 i for i ∈ {0, . . . , 100}, using the proposed rule-of-thumb bandwidth
selector.
The results are shown in Figs. 2 and 3. The figures depict the true copula function θ(x) as a solid line and two curves
(dotted/red and dashed/blue lines) respectively connecting the medians andmeans of the 100 simulation copula parameter
function estimates at the grid points, and two other curves connecting the 10% and 90% percentiles of the copula estimates
at the grid points. The median and mean curves are close to the true curves in all the four models. Even in the most difficult
case, the sinus function model, the quality of the estimator is still quite good.
In Figs. 4 and 5, boxplots for the rule-of-thumb bandwidth selector are presented. We also provide boxplots on finite-
sample approximations for the theoretical optimal bandwidths in (38) and (39). As can be seen from these plots, the rule-
of-thumb bandwidth selector leads to reasonable bandwidths, and the differences between the (approximated) theoretical
optimal bandwidths seem, togetherwith Fig. 1, to justify our simplified rule-of-thumbbandwidth selector. These differences
are, not surprisingly, most noticeable for Model 4, which represents the most challenging estimation problem.
5.2. Example: life expectancies of males and females at birth
We now apply the methodology to data on life expectancies at birth for males (Y1) and females (Y2) where we use
gross domestic product (GDP) in USD per capita as the covariate. The data are retrieved from the world Factbook of the
Central Intelligence Agency (CIA). We analyze data from the year 2009, consisting of data for 219 countries (each with their
GDP measurement). We want to investigate the relationship between life expectancies of males and females in poor and
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a b
Fig. 1. Approximated value of the function B for Models 1 and 4.
a b
Fig. 2. Simulation results for (a) Model 1 and (b) Model 2: true θ(x) (solid line), mean and median estimates (dashed and dotted lines) and 10% and 90%
percentile curves (dotted lines). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
rich countries. That is the relationship between Y1 and Y2 conditionally upon the covariate X = x, with X = log10(GDP)
per capita as a proxy for the economic welfare of a country. These data were analyzed in [14] using nonparametric copula
estimation.
To model the conditional dependence semiparametrically as a function of log10(GDP) we first consider a Frank copula
in our semiparametric procedure using the proposed rule-of-thumb bandwidth selector. We take p = 1 and use the same
kernel as in the simulation study. In a Frank copula there is a one-to-one relationship between the parameter of the copula
and Kendall’s tau. In the graphical display in Fig. 6(a), we report on the resulting estimated conditional Kendall’s tau as a
solid curve. In order to investigate the sensitivity to the choice of the parametric copula familywe repeat the semiparametric
analysis using a Gumbel–Hougaard copula and a Clayton copula. The resulting estimates for the conditional Kendall’s tau are
depicted as respectively dashed and dotted curves in Fig. 6(a). We also report on a nonparametric version of the conditional
Kendall’s tau given [30] by
τn(x) = −1+ 4
1−
n
i=1
w2ni(x, h)
n
i=1
n
j=1
wni(x, h)wnj(x, h)1

Y1i < Y1j, Y2i < Y2j

.
The nonparametric estimate for the conditional Kendall’s tau is presented as a dashed–dotted curve in Fig. 6(a). The root
of the average squared differences (at the estimated points) between the semiparametric estimates and the nonparametric
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Fig. 3. Simulation results for (a) Model 3 and (b) Model 4: true θ(x) (solid line), mean and median estimates (dashed and dotted lines) and 10% and 90%
percentile curves (dotted lines). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
a b
Fig. 4. Boxplots of selected bandwidths for (a) Model 1 and (b) Model 2: theoretical optimal bandwidth (left-hand boxplot) and data-driven bandwidth
choice, assuming B(x) = 0 (Data-Driven0; middle boxplot) or not (Data-Driven1; right-hand boxplot).
a b
Fig. 5. Boxplots of selected bandwidths for (a) Model 3 and (b) Model 4: theoretical optimal bandwidth (left-hand boxplot) and data-driven bandwidth
choice, assuming B(x) = 0 (Data-Driven0; middle boxplot) or not (Data-Driven1; right-hand boxplot).
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Fig. 6. Kendall’s tau estimates by GDP per capita: semiparametric estimators using a Frank copula (solid curve), a Gumbel–Hougaard copula (dashed curve)
or a Clayton copula (dotted curve), and a nonparametric estimator (dashed–dotted curve).
estimates equals 0.027 for the Frank copula based estimate, 0.031 for the Gumbel–Hougaard copula based estimate, and
0.051 for the Clayton based estimate. Thus this criterion favors the use of the Frank copula.
However, note from Fig. 6(a) that the three semiparametric estimates and the nonparametric estimate all have a ‘‘similar’’
pattern in the estimated curves (with some more departure from it shown in the Clayton copula based fit). Estimates of the
conditional Kendall’s tau vary, alongGDP, from strong association (0.9) betweenmale and female life expectancies for ‘‘poor’’
countries (GDP per capita less than 1500 USD) to moderate association (0.6–0.7) for ‘‘rich’’ countries (GDP per capita greater
than 20000 USD). Further it is observed that the estimates of Kendall’s tau decreases from 0.90 to 0.70 for countries with
GDP per capita between 1500 and 20000 USD.
A future research item is to investigate further the choice of an appropriate copulamodel. This issue is addressed in [2] in
the simpler context of known marginals, by evaluating a cross-validation type of prediction error. A similar approach could
be followed here, and hence we do not elaborate further on this point; see also Section 6.
To obtain the above semiparametric conditional Kendall’s tau estimates,weused local linear fitting for the localmodeling,
i.e., taking p = 1. For comparison purposewe repeat the semiparametric procedure using a Frank copula but nowwith other
local modeling: using p = 0, 2, 3, and 4. The resulting estimates are depicted in Fig. 6(b). We added also, for comparison, the
constant semiparametric estimate for the parameter of the Frank copula using pseudo-likelihood estimation (in absence of
a covariate). Again we see a ‘‘similar’’ shape for the various semiparametric estimates. Of course, there is for each estimate
the choice of an appropriate bandwidth to be made.
6. Discussion
To avoid more technicalities, we are restricted in this paper to the case that the bandwidths bn = b1n = b2n = hn,
where b1n and b2n are the bandwidths used in estimating the conditional marginal distribution functions, bn the bandwidth
to estimate the conditional joint distribution (in fact not used in the semiparametric procedure), and hn is the bandwidth
applied in the localmodeling of the likelihood. Frompreviouswork on nonparametric estimation of conditional copulas [30],
we know that bn, b1n and b2n typically should satisfy
n bn b2jn = O(1),
bn
bjn
= O(1), n min(bn, b1n, b2n)→∞.
Note that the bandwidth conditions in Condition (H) imply that nhn → ∞. From the results in [30], we would expect
that a detailed theoretical study allowing for possibly different bandwidths would lead to similar findings regarding the
relationships among the various bandwidths and the conditions they have to satisfy. Establishing such theoretical conditions
for the various bandwidths is one issue. When considering three possibly different bandwidths b1n, b2n and hn in our
semiparametric procedure, theoretical optimal bandwidths could be obtained byminimizing an approximation of theMean
Integrated Squared Error leading to a minimization problem in three dimensions. A further issue is then how to choose
these different bandwidths in practice. From our experiences with numerical examples, in this and work on nonparametric
estimation of conditional copulas in [14], we found that taking bn = b1n = b2n = hn in fact seems reasonable in real data
examples. This was the motivation for not further pursuing the theoretical study with possibly different bandwidths.
In this work the marginal distribution functions are left fully unspecified. As was seen in Section 3.2 the asymptotic bias
expression, for example, is affected by the nonparametric estimation of the marginals. In case a parametric model for the
marginals would be assumed, the order of magnitude of the four additional terms in (24) would then be determined by the
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rate of convergence of the parameter estimates in these marginal models. If these parametric marginals can be estimated
at a
√
n-rate, then these terms would be typically negligible in comparison to the first term. If the marginals F1x and F2x are
modeled parametrically, then there is however still the issue of how the value x enters this modeling. If for example F1x and
F2x depend on parameters γj where now the parameters γj(x) are functions of x, then a possible approach is to approximate
these unknown parameter functions locally as is done with the function θ(x). All this requires a detailed study and is part
of future research.
In Section 5 we illustrated the impact of using different parametric copula models in a real data example. Another issue
for further research is the formal model selection of the parametric copula. A possible approach could be to try and develop
some model selection criteria for this context of conditional copula estimation. In the unconditional case a copula model
selection criterion has been discussed recently by [15]. Another aspect of the semiparametric estimation method is the
degree of the polynomial p used to carry out the local modeling of the function η(x) = ψ{θ(x)}. A further formal evaluation
of the choice of the degree p of the polynomial can be done via a detailed evaluation of the asymptotic bias and variance
expressions as in [7]. Note that the proposed procedure provides estimates for η(x), but also for η(r)(x) for r ∈ {1, . . . , p}.
So the choice of p also relates to a possible interest in estimating derivatives of θ(x).
In this paper we restricted to the case of one covariate. The extension to the multivariate covariate case is rather
straightforward, since this would require the use of a multivariate kernel function and application of a multivariate version
of Taylor expansion for the multivariate function η(x). This however would involve smoothing in a multivariate setting and
hence one will face the usual curse of dimensionality problem in this context.
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Appendix
We now state and prove the two lemmas that are crucial in the proof of Theorem 2.
Lemma 1. Under the conditions stated in Theorem 2, as n →∞,
A∗n = − (6x + h3x)+ O(hp+1)+ OP{(nh)−1/2(ln n)1/2}.
Remark A.1. For p = 0, r = s = 1, one has γ1 = 0 and 3x = γ1 = 0. Hence in that case A∗n = −6x + O(h2) +
OP{(nh)−1/2(ln n)1/2}. The case p = 0 in fact needs a separate treatment.
Proof. Define
An = n−1
n
i=1
ℓ2 {η(x, Xi); F1x(Y1i), F2x(Y2i)} ZiZ⊤i Kh (Xi − x) . (A.1)
Then, by the Lipschitz continuity of ℓ2, we have for the (r, s)th element(A∗n − An)rs ≤ n−1 n
i=1
|ℓ2{η(x, Xi);F1x(Y1i),F2x(Y2i)} − ℓ2{η(x, Xi); F1x(Y1i), F2x(Y2i)}|
×


Xi − x
h
r+s−2
Kh (Xi − x)

≤ n−1C0OP{(nh)−1/2(ln n)1/2}OP(n) = OP{(nh)−1/2(ln n)1/2},
and hence
A∗n = An + OP{(nh)−1/2(ln n)1/2}. (A.2)
Here we used the fact that, for j = 1, 2,
sup
yj∈R
|Fjx(yj)− Fjx(yj)| = OP{(nh)−1/2(ln n)1/2}.
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This result was proved in [29] for fixed design and Gaßer–Müller type of weights. The proof in our present setting (random
design and Nadaraya–Watson type of weights) and under the condition nh5(ln n)−1 = O(1) is done by conditioning on the
values of the covariates X1, . . . , Xn and repeating the proof of [29] (see the Appendix of that paper). In following the lines of
their proof we have to intersect with the event
1
2
1
nh

K 2(u)du
g(x)
≤
n
i=1
w2ni(x, h) ≤
3
2
1
nh

K 2(u)du
g(x)

which, for Nadaraya–Watson weights, has probability tending to 1 as n →∞.
To examine the mean and variance of An we further expand ℓ2 in (A.1) around η(Xi). Then with ηϑ (Xi) between η(x, Xi)
and η(Xi), we obtain
E(An) = E

ℓ2 {η(X); F1x(Y1), F2x(Y2)} ZZ⊤Kh (X − x)
+ E −ℓ3{ηϑ (X); F1x(Y1), F2x(Y2)}
×

η(p+1)(x)
(p+ 1)! (X − x)
p+1 + η
(p+2)(x)
(p+ 2)! (X − x)
p+2 + o(hp+2)

ZZ⊤Kh (X − x)

= E ℓ2 {η(X); F1x(Y1), F2x(Y2)} ZZ⊤Kh (X − x)+ O(hp+1). (A.3)
The (r, s)th component of the matrix An can be expressed as
(An)rs = E {(An)rs} + OP [{var(An)rs}1/2].
Substituting the rth and sth elements of Z into (A.3), we have
E(An)rs = E

ℓ2 {η(X); F1x(Y1), F2x(Y2)}

X − x
h
r+s−2
Kh (X − x)

+ O(hp+1).
Using condition (R4) this becomes
E(An)rs = −E

X − x
h
r+s−2
Kh (X − x) I{θ(X)}

+ O(hp+1)
= −

I{θ(w)}

w − x
h
r+s−2
Kh (w − x) dG(w)+ O(hp+1)
= −

{I(θ)g}(x)γr+s−2 + h ∂{I(θ)g}(x)
∂x
γr+s−1

+ O(hp+1).
Wemay write this in matrix representation using (23) as,
E(An) = − (6x + h3x)+ O(hp+1).
Similar arguments show that var {(An)rs} = O{(nh)−1}. Hence,
An = − (6x + h3x)+ O(hp+1)+ OP{(nh)−1/2}. (A.4)
Combining (A.2) and (A.4) completes the proof of Lemma 1. 
Lemma 2. Under the conditions of Theorem 2, as n →∞,
(i) W ∗n = Wn + oP(h);
(ii) 0∗−1/2x {Wn − E(Wn)} d→ N (0p+1, Ip+1).
Proof. Part (i): Using Taylor expansion, one can write
W ∗n = (nh)−1/2
n
i=1
h ℓ1{η(x, Xi);F1x(Y1i),F2x(Y2i)}ZiKh (Xi − x)
≡ T0n + T1n + T2n + Rnx, (A.5)
where
T0n = (nh)−1/2
n
i=1
h ℓ1{η(x, Xi); F1x(Y1i), F2x(Y2i)}ZiKh (Xi − x) ,
T1n = (nh)−1/2
n
i=1
h ℓ1,1 {η(x, Xi); F1x(Y1i), F2x(Y2i)} {F1x(Y1i)− F1x(Y1i)}ZiKh(Xi − x),
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and
T2n = (nh)−1/2
n
i=1
h ℓ1,2 {η(x, Xi); F1x(Y1i), F2x(Y2i)} {F2x(Y2i)− F2x(Y2i)}ZiKh (Xi − x) .
We now show that
T0n = (nh)−1/2
n
i=1
M0n(Y1i, Y2i, Xi), (A.6)
T1n = (nh)−1/2 n− 1n
n
i=1
M1n(Y1i, Xi)+ (nh)−1/2 n− 1n
n
i=1
M1n(Y1i, Y2i, Xi)
− (nh)−1/2(n− 1) E {M1n(Y1, X)} + oP(h), (A.7)
T2n = (nh)−1/2 n− 1n
n
i=1
M2n(Y2i, Xi)+ (nh)−1/2 n− 1n
n
i=1
M2n(Y1i, Y2i, Xi)
− (nh)−1/2(n− 1) E {M2n(Y1, X)} + oP(h), (A.8)
Rnx = oP(h). (A.9)
Result (i) then follows from the combination of these statements.
Statement (A.6) simply follows from the definition of M0n(Y1i, Y2i, Xi) in (24). To prove statement (A.7), we start by
rewriting T1n as
T1n = (nh)
−1/2
n
n
i=1
h ℓ1,1 {η(x, Xi); F1x(Y1i), F2x(Y2i)}
×
n
j=1

Kh(Xj − x)1

Y1j ≤ Y1i

E{Kh(X − x)} − F1x(Y1i)

ZiKh(Xi − x)
= (nh)
−1/2
n
h
n
i=1
n
j=1
ℓ1,1 {η(x, Xi); F1x(Y1i), F2x(Y2i)}
×

Kh(Xj − x)1

Y1j ≤ Y1i

E{Kh(X − x)} − F1x(Y1i)

ZiKh(Xi − x).
Consider the rth column of the vector T1n, viz.
(nh)−1/2
n
h
n
i=1
n
j=1
ℓ1,1 {η(x, Xi); F1x(Y1i), F2x(Y2i)}
×

Kh(Xj − x)1

Y1j ≤ Y1i

E{Kh(X − x)} − F1x(Y1i)

Xi − x
h
r−1
Kh (Xi − x)
= (nh)
−1/2
n
h
n
i=1
n
j=1
j≠i
ℓ1,1 {η(x, Xi); F1x(Y1i), F2x(Y2i)}

Kh(Xj − x)1

Y1j ≤ Y1i

E{Kh(X − x)} − F1x(Y1i)

×

Xi − x
h
r−1
Kh (Xi − x)+ oP(h). (A.10)
Defining
T ∗1n

r =
(nh)−1/2
n
h
n
i=1
n
j=1
j≠i
ℓ1,1 {η(x, Xi); F1x(Y1i), F2x(Y2i)}
×

Kh(Xj − x)1

Y1j ≤ Y1i

E{Kh(X − x)} − F1x(Y1i)

Xi − x
h
r−1
Kh (Xi − x) ,
we have from (A.10), (T1n)r =

T ∗1n

r + oP(h).
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We next focus on the term T ∗1n. Observe first that

T ∗1n

r is a type of U-statistic and hence T
∗
1n is a column vector of
U-statistics. The kernel of the U-statistic

T ∗1n

r is given by
h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r =
(nh)−1/2
n
h ℓ1,1

η(x, X ′); F1x(Y ′1), F2x(Y ′2)

×

Kh(X − x)1

Y1 ≤ Y ′1

E {Kh(X − x)} − F1x(Y
′
1)

X ′ − x
h
r−1
Kh

X ′ − x ,
which is not symmetric in the arguments and depending on n. To prove statement (A.7), we rely on the projection
decomposition of a U-statistic; see, e.g., [24]. Denoting
(θ1n)r = E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r

,
{g1n(Y1, X)}r = E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y1, X)
− (θ1n)r ,g1n(Y ′1, Y ′2, X ′)r = E h1n{(Y ′1, Y ′2, X ′), (Y1, X)}r |(Y ′1, Y ′2, X ′)− (θ1n)r ,
ϕ1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r =

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r − (θ1n)r − {g1n(Y1, X)}r −
g1n(Y ′1, Y ′2, X ′)r ,
we find
T ∗1n

r = n(n− 1) (θ1n)r + (n− 1)
n
i=1
{g1n(Y1i, Xi)}r + (n− 1)
n
i=1
{g1n(Y1i, Y2i, Xi)}r
+
n
i=1
n
j=1
j≠i

ϕ1n{(Y1i, Y2i, Xi), (Y1j, Xj)}

r . (A.11)
Note that
E[{g1n(Y1, X)}r ] = E[{g1n(Y ′1, Y ′2, X ′)}r ] = 0,
and
E

ϕ1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r
 = 0.
We now evaluate each of the elements in the decomposition (A.11). We start by evaluating the conditional expectation
in the terms {g1n(Y1, X)}r and {g1n(Y1, Y2, X)}r . We get
E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y1, X)
 = (nh)−1/2
n
h

ℓ1,1 {η(x, w); F1x(y1), F2x(y2)}
×

Kh(X − x)1 (Y1 ≤ y1)
E{Kh(X − x)} − F1x(y1)

×

w − x
h
r−1
Kh (w − x) dH(y1, y2, w)
= (nh)
−1/2
n
{M1n(Y1, X)}r , (A.12)
and
E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y ′1, Y ′2, X)
 = (nh)−1/2
n
h ℓ1,1

η(x, X ′); F1x(Y ′1), F2x(Y ′2)

×

X ′ − x
h
r−1
Kh(X ′ − x)
×
 
Kh(w − x)1

y1 ≤ Y ′1

E{Kh(X − x)} − F1x(Y
′
1)

dF1w(y1)g(w)dw
= (nh)
−1/2
n
{M1n(Y ′1, Y ′2, X)}r . (A.13)
Given that
E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y1, X)
 = {g1n(Y1, X)}r + (θ1n)r
E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y ′1, Y ′2, X ′)
 = g1n(Y ′1, Y ′2, X ′)r + (θ1n)r ,
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and
E{M1n(Y1, X)}r = E{M1n(Y ′1, Y ′2, X)}r = n(nh)−1/2 (θ1n)r , (A.14)
it follows from (A.11)–(A.13) that
T ∗1n

r =
n− 1
n
(nh)−1/2
n
i=1
{M1n(Y1i, Xi)}r + n− 1n (nh)
−1/2
n
i=1
{M1n(Y1i, Y2i, Xi)}r
− (n− 1)(nh)−1/2 E {M1n(Y1, X)}r +
n
i=1
n
j=1
j≠i

ϕ1n{(Y1i, Y2i, Xi), (Y1j, Xj)}

r . (A.15)
Looking at (A.7) it thus remains to show that the fourth term in (A.15) is of order oP(h). Given that this term has expectation
zero, we need only compute its variance and show that it tends to zero at rate h2.
Note first of all that
var
 n
i=1
n
j=1
j≠i

ϕ1n{(Y1i, Y2i, Xi), (Y1j, Xj)}

r
 = n
i=1
n
j=1
j≠i
n
k=1
n
ℓ=1
ℓ≠k
E

ϕ1n{(Y1i, Y2i, Xi), (Y1j, Xj)}

r
× [ϕ1n{(Y1k, Y2k, Xk), (Y1ℓ, Xℓ)}]r

= n2E ϕ21n{(Y ′1, Y ′2, X ′), (Y1, X)}r ,
and hence we need to calculate this second moment. Given that
var

ϕ1n{(Y ′1, Y ′2, X ′), (Y1, X)}
 = var h1n{(Y ′1, Y ′2, X ′), (Y1, X)}r
− E[{g21n(Y1, X)}r ] − E[{g21n(Y ′1, Y ′2, X ′)}r ], (A.16)
we need to approximate these three terms, and hence all elements they involve. Starting from (A.12), we get
E

h1n

(Y ′1, Y
′
2, X
′), (Y1, X)

r |(Y1, X)
 = (nh)−1/2
n
h

ℓ1,1 {η(w); F1x(y1), F2x(y2)}
×

Kh(X − x)1 (Y1 ≤ y1)
E {Kh(X − x)} − F1x(y1)

×

w − x
h
r−1
Kh (w − x) dH(y1, y2, w) {1+ O(h)} .
From this we find
(θ1n)r = E

E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y1, X)

= (nh)
−1/2
n
h

ℓ1,1 {η(w); F1x(y1), F2x(y2)} E

Kh(X − x)
E{Kh(X − x)} {1 (Y1 ≤ y1)− F1x(y1)}

×

w − x
h
r−1
Kh (w − x) dH(y1, y2, w) {1+ O(h)} .
But by conditioning
E

Kh(X − x)
E{Kh(X − x)} {1 (Y1 ≤ y1)− F1x(y1)}

=

h2
2g(x)

∂2F1x(y1)g(x)
∂x2

u2K(u)du+ O(h3).
Then
(θ1n)r = (nh)
−1/2
n
h

ℓ1,1 {η(w); F1x(y1), F2x(y2)}

h2
2g(x)

∂2F1x(y1)g(x)
∂x2

×

u2K(u)du+ O(h3)

w − x
h
r−1
Kh (w − x) dH(y1, y2, w) {1+ O(h)}
= (nh)
−1/2
n
h

ℓ1,1 {η(x+ hv); F1x(y1), F2x(y2)} ×

h2
2g(x)

∂2F1x(y1)g(x)
∂x2

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×

u2K(u)du+ O(h3)

vr−1K(v)dH(y1, y2, v){1+ O(h)}
= (nh)
−1/2
n
{h3C3 + O(h4)} (A.17)
for some C3 <∞. We now calculate the second moment of
E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y1, X)

.
This gives
E

E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y1, X)
2
= (nh)
−1
n2
h2
 
ℓ1,1 {η(x, w); F1x(y1), F2x(y2)} ℓ1,1

η(x, w′); F1x(y′1), F2x(y′2)

× E

Kh(X − x)
E {Kh(X − x)} {1 (Y1 ≤ y1)− F1x(y1)}

Kh(X − x)
E {Kh(X − x)}

1

Y1 ≤ y′1
− F1x(y′1)

×

w − x
h
r−1 
w′ − x
h
r−1
Kh (w − x) Kh

w′ − x dH(y1, y2, w)dH(y′1, y′2, w′) {1+ O(h)} . (A.18)
But by conditioning
E

K 2h (X − x)
[E {Kh(X − x)}]2
{1 (Y1 ≤ y1)− F1x(y1)} 1 Y1 ≤ y′1− F1x(y′1)
= E

K 2h (X − x)
[E{Kh(X − x)}]2 [1{Y1 ≤ min(y1, y
′
1)} − 1(Y1 ≤ y1)F1x(y′1)− 1(Y1 ≤ y′1)F1x(y1)+ F1x(y1)F1x(y′1)]

= 1[E{Kh(X − x)}]2

E[K 2h (X − x)F1X {min(y1, y′1)}] − E{K 2h (X − x)F1X (y1)F1x(y′1)}
− E K 2h (X − x)F1X (y′1)F1x(y1)+ F1x(y1)F1x(y′1)E{K 2h (X − x)}

(A.19)
with
E

K 2h (X − x)
[E{Kh(X − x)}]2 F1X {min(y1, y
′
1)}

= F1x{min(y1, y
′
1)}

K 2(u)du
hg(x)
+ O(1),
E

K 2h (X − x)
[E{Kh(X − x)}]2 F1X (y1)

= F1x(y1)

K 2(u)du
hg(x)
+ O(1),
E

K 2h (X − x)
[E{Kh(X − x)}]2 F1X (y
′
1)

= F1x(y
′
1)

K 2(u)du
hg(x)
+ O(1),
and
E

K 2h (X − x)
[E{Kh(X − x)}]2

=

K 2(u)du
hg(x)
+ O(1).
Substituting these into (A.19), we get
E

K 2h (X − x)
[E{Kh(X − x)}]2
{1 (Y1 ≤ y1)− F1x(y1)} 1(Y1 ≤ y′1)− F1x(y′1)
= 1
h
[F1x{min(y1, y′1)} − F1x(y1)F1x(y′1)]

K 2(u)du
g(x)
+ O(1). (A.20)
Then, using (A.20) into (A.18) we find
E

E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y1, X)
2
= (nh)
−1
n2
h2
 
ℓ1,1 {η(w); F1x(y1), F2x(y2)}
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× ℓ1,1

η(w′); F1x(y′1), F2x(y′2)
 1
h
[F1x{min(y1, y′1)} − F1x(y1)F1x(y′1)]

K 2(u)du
g(x)
+ O(1)

×

w − x
h
r−1 
w′ − x
h
r−1
Kh (w − x) Kh

w′ − x dH(y1, y2, w)dH(y′1, y′2, w′) {1+ O(h)}
= (nh)
−1
n2
h2
 
ℓ1,1 {η(x+ hu); F1x(y1), F2x(y2)} ℓ1,1

η(x+ hu′); F1x(y′1), F2x(y′2)

×

1
h
[F1x{min(y1, y′1)} − F1x(y1)F1x(y′1)]

K 2(u)du
g(x)
+ O(h)

× ur−1(u′)r−1K(u)K(u′)dH(y1, y2, u)dH(y′1, y′2, u′) {1+ O(h)}
= (nh)
−1
n2
{hC4 + O(h2)},
for some C4 <∞. This then leads to
E
{g1n(Y1, X)}2r = E E h1n{(Y ′11, Y ′21, X ′1), (Y1, X)}|(Y1, X)r− (θ1n)r2
= (nh)
−1
n2
{hC4 + O(h2)} − (θ21n)r . (A.21)
We next study the quantity E
g21n(Y ′1, Y ′2, X ′)r, which involves the conditional expectation:
E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y ′1, Y ′2, X ′)

= (nh)
−1/2
n
h ℓ1,1

η(x, X ′); F1x(Y ′1), F2x(Y ′2)

×

X ′ − x
h
r−1
Kh

X ′ − x  Kh(w − x)1 y1 ≤ Y ′1
E{Kh(X − x)} − F1x(Y
′
1)

dF1w(y1)g(w)dw.
Given that
Kh(w − x)1(y1 ≤ Y ′1) dF1w(y1)g(w)dw =

Kh(w − x)F1w(Y ′1)g(w)dw
=

K(v)F1,x+hv(Y ′1)g(x+ hv)dv
= g(x)F1x(Y ′1)+
h2
2
∂2F1x(Y ′1)g(x)
∂x2

u2K(u)du {1+ o(1)} ,
and E{Kh(X − x)} = g(x)+ O(h2), it follows that
E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y ′1, Y ′2, X ′)
 = (nh)−1/2
n
h ℓ1,1

η(x, X ′); F1x(Y ′1), F2x(Y ′2)

×

X ′ − x
h
r−1
Kh

X ′ − x
× h
2
2g(x)
∂2F1x(Y ′1)g(x)
∂x2

u2K(u)du{1+ O(h)}.
For the second moment of E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}|(Y ′1, Y ′2, X ′)

r

, we obtain
E

E

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r |(Y ′1, Y ′2, X ′)
2
= (nh)
−1
n2
h2

ℓ21,1

η(x, w′); F1x(y′1), F2x(y′2)
 w′ − x
h
2(r−1)
K 2h

w′ − x
×
 
Kh(w − x)1

y1 ≤ y′1

dF1w(y1)g(w)dw
E{Kh(X − x)} − F1x(Y
′
1)
2
dH(y′1, y
′
2, w
′)
= (nh)
−1
n2
h

ℓ21,1

η(x, x+ hu′); F1x(y′1), F2x(y′2)
 
u′
2(r−1) K 2 u′
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×

h2
2g(x)
∂2F1x(Y ′1)g(x)
∂x2

u2K(u)du
2
dH(y′1, y
′
2, w
′) {1+ O(h)} .
= (nh)
−1
n2
{h5C5 + O(h6)},
for some C5 > 0, and hence
E
g1n(Y ′1, Y ′2, X ′)2r = E E h1n{(Y ′11, Y ′21, X ′1), (Y1, X)}|(Y ′1, Y ′2, X ′)r− (θ1n)r2
= (nh)
−1
n2

h5C5 + O(h6)
− θ21nr . (A.22)
Next we study the first term in (A.16). The variance of the rth component of h1n{(Y ′1, Y ′2, X ′), (Y1, X)} is
var
[h1n{(Y ′1, Y ′2, X ′), (Y1, X)}]r = E [h21n{(Y1, Y2, X), (Y ′1, Y ′2, X ′)}]r
− E [h1n{(Y1, Y2, X), (Y ′1, Y ′2, X ′)}]r2
= E [h21n{(Y1, Y2, X), (Y ′1, Y ′2, X ′)}]r− (θ21n)r , (A.23)
where
E

h21n{(Y ′1, Y ′2, X ′), (Y1, X)}

r
 = (nh)−1
n2
h2
 
ℓ21,1

η(x, w′); F1x(y′1), F2x(y′2)

×

Kh(w − x)1

y1 ≤ y′1

E{Kh(X − x)} − F1x(y
′
1)
2 
w′ − x
h
2(r−1)
× K 2h

w′ − x dH(y1, y2, w)dH(y′1, y′2, w′)
= (nh)
−1
n2
h2

ℓ21,1

η(w′); F1x(y′1), F2x(y′2)

×
 Kh(w − x)1 Y1 ≤ y′1
E{Kh(X − x)} − F1x(y
′
1)
2
dH(y1, y2, w)

×

w′ − x
h
2(r−1)
K 2h

w′ − x dH(y′1, y′2, w′){1+ O(h)}. (A.24)
Further simplification of the inside integral leads to 
Kh(w − x)1(y1 ≤ y′1)
E{Kh(X − x)} − F1x(y
′
1)
2
dH(y1, y2, w)
= E

Kh(X − x)
E{Kh(X − x)}

1

Y1 ≤ y′1
− F1x(y′1)2
= E

K 2h (X − x)
[E{Kh(X − x)}]2 1(Y1 ≤ y
′
1)

− 2E

K 2h (X − x)
[E{Kh(X − x)}]2 1(Y1 ≤ y
′
1)

F1x(y′1)+ F 21x(y′1)
EK 2h (X − x)
[E{Kh(X − x)}]2
= E

K 2h (X − x)
[E{Kh(X − x)}]2 F1X (y
′
1)

− 2E

K 2h (X − x)
[E{Kh(X − x)}]2 F1X (y
′
1)

F1x(y′1)+ F 21x(y′1)
E{K 2h (X − x)}
[E{Kh(X − x)}]2
where
E

K 2h (X − x)
[E{Kh(X − x)}]2 F1X (y
′
1)

= 1
h
F1x(y′1)
g(x)

K 2(u)du+ O(1)
and
E

K 2h (X − x)
[E{Kh(X − x)}]2

= 1
hg(x)

K 2(u)du+ O(1),
Then
E

Kh(X − x)
E {Kh(X − x)}

1

Y1 ≤ y′1
− F1x(y′1)2 = F1x(y′1){1− F1x(y′1)}hg(x)

K 2(u)du+ O(1). (A.25)
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Substituting (A.25) into (A.24) yields
E

h21n{(Y ′1, Y ′2, X ′), (Y1, X)}

r
 = (nh)−1
n2
h2

ℓ21,1

η(w′); F1x(y′1), F2x(y′2)

×

F1x(y′1){1− F1x(y′1)}
hg(x)

K 2(u)du+ O(1)

×

w′ − x
h
2(r−1)
K 2h

w′ − x dH(y′1, y′2, w′) {1+ O(h)}
= (nh)
−1
n2
h

ℓ21,1

η(x+ hu′); F1x(y′1), F2x(y′2)

×

F1x(y′1){1− F1x(y′1)}
hg(x)

K 2(u)du+ O(1)

× (u′)2(r−1)K 2(u′)dH(y′1, y′2, u′) {1+ O(h)}
= (nh)
−1
n2
{C6 + O(h)} , (A.26)
for some C6 <∞. Combining (A.23) and (A.26) we get
var

h1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r
 = (nh)−1
n2
{C6 + O(h)} −

θ21n

r . (A.27)
From (A.16), (A.21), (A.22) and (A.27) it follows that
var

ϕ1n{(Y ′1, Y ′2, X ′), (Y1, X)}

r
 = (nh)−1
n2
{C6 + O(h)} = O

(nh)−1
n2

.
For the fourth term in (A.15) we thus obtain
n
i=1
n
j=1
j≠i

ϕ1n{(Y1i, Y2i, Xi), (Y1j, Xj)}

r = OP

n

E

ϕ21n{(Y ′1, Y ′2, X ′), (Y1, X)}

r

= OP

n

(nh)−1/n2

= OP{(nh)−1/2} = oP(h).
Finally, we get
T ∗1n

r =
n− 1
n
(nh)−1/2
n
i=1
{M1n(Y1i, Xi)}r + n− 1n (nh)
−1/2
n
i=1
{M1n(Y1i, Y2i, Xi)}r
− (n− 1)(nh)−1/2E{M1n(Y1, X)}r − (n− 1)(nh)−1/2E{M1n(Y1, Y2, X)}r + oP(h),
where from (A.14), (A.17), (A.21) and (A.22) we know that
E [{M1n(Y1, X)}r ] = E[{M1n(Y1, Y2, X)}r ] = n
(nh)−1/2
(θ1n)r = h3C3 + O(h4) = O(h3),
var [{M1n(Y1, X)}r ] = n
2
(nh)−1
var [{g1n(Y1, X)}r ] = hC4 + O(h2),
and
var[{M1n(Y1, Y2, X)}r ] = n2
(nh)−1
var [{g1n(Y1, Y2, X)}r ] = h5C5 + O(h6). (A.28)
By similar arguments we can show that (T2n)r =

T ∗2n

r + oP(h) and
T ∗2n

r =
n− 1
n
(nh)−1/2
n
i=1
{M2n(Y2i, Xi)}r + n− 1n (nh)
−1/2
n
i=1
{M2n(Y1i, Y2i, Xi)}r
− (n− 1)(nh)−1/2 E {M2n(Y2, X)}r + oP(h),
which proves statement (A.8).
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To complete the proof of the first part of Lemma 2, it remains to deal with the remainder term Rnx and to show that
Rnx = oP(h), i.e., statement (A.9). Using Taylor expansion, we can express the remainder term in (A.5) as
Rnx = (nh)−1/2h
n
i=1

ℓ1,1

η(x, Xi); Fϑ1x(Y1i), Fϑ2x(Y2i)
− ℓ1,1{η(x, Xi); F1x(Y1i), F2x(Y2i)}
×{F1x(Y1i)− F1x(Y1i)}ZiKh (Xi − x)+ (nh)−1/2h n
i=1

ℓ1,2

η(x, Xi); Fϑ1x(Y1i), Fϑ2x(Y2i)

− ℓ1,2 {η(x, Xi); F1x(Y1i), F2x(Y2i)}
{F2x(Y2i)− F2x(Y2i)}ZiKh (Xi − x) ,
with Fϑjx(Yji) is betweenFjx(Yji) and Fjx(Yji), for j = 1, 2.
Under the assumption that ℓ1,1 and ℓ1,2 are Lipschitz continuous and given that |Fϑjx (yj)− Fjx(yj)| ≤ |Fjx(yj)− Fjx(yj)|, we
have
|(Rnx)r | ≤ C6(nh)−1/2h

sup
y1∈R
|F1x(y1)− F1x(y1)|2 + sup
y2∈R
|F2x(y2)− F2x(y2)|2 n
i=1
Kh (Xi − x)
Xi − xh
r−1

≤ C6(nh)−1/2hOP

(nh)−1 ln n

OP(n)
= OP

(nh)−1/2 ln n
 = oP(h),
because the condition on h guarantees that (ln n)2/(nh3)→ 0 as n →∞. This completes the proof of part (i).
Part (ii): To prove the second part of Lemma 2, recall (24) and write
Wn − E(Wn) = n−1/2 n
i=1
h−1/2

[M0n(Y1i, Y2i, Xi)− E {M0n(Y1i, Y2i, Xi)}]
+ n− 1
n
[M1n(Y1i, Xi)− E {M1n(Y1i, Xi)}]
+ n− 1
n
M1n(Y1i, Y2iXi)− E{M1n(Y1i, Y2i, Xi)}+ n− 1n [M2n(Y2i, Xi)− E {M2n(Y2i, Xi)}]
+ n− 1
n
M2n(Y1i, Y2iXi)− E{M2n(Y1i, Y2i, Xi)}
≡ n−1/2
n
i=1
Sn(Y1i, Y2i, Xi). (A.29)
To establish the asymptotic normality of Wn, we apply a Central Limit Theorem for a triangular array of row-wise
independent random vectors; see, e.g., [17] or [5, p. 41]. Denote
{Sn(Y1i, Y2i, Xi)}⊤ ≡ S⊤ni = ((Sni)1, . . . , (Sni)p+1),
E

S⊤ni
 = (E {(Sni)1} , . . . , E (Sni)p+1),
cov(Sni) = [cov {(Sni)r , (Sni)s}] , r, s = 1, . . . , p+ 1
ρ3ni = max{E |(Sni)1|3 , . . . , E
(Sni)p+13}.
If the following conditions hold:
(a) E

S⊤ni
 = 0,
(b) limn→∞ n−1
n
i=1 cov(Sni) = 0∗x ,
(c) limn→∞ n−3/2
n
i=1 ρ
3
ni = 0,
then, as n →∞,
n−1/2
n
i=1
S⊤ni = n−1/2

n
i=1
(Sni)1, . . . ,
n
i=1
(Sni)p+1

d→ N 0,0∗x .
In our case, condition (a) is clearly satisfied. With respect to condition (b) we proceed as follows. Note that for all r, s ∈
{1, . . . , p+ 1}, we have
cov(Sni) = [cov {(Sni)r , (Sni)s}] = [E {(Sni)r(Sni)s}] .
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The (r, s)th element of this variance–covariance matrix is
{cov(Sni)}rs = h−1E

{M0n − E (M0n)}r + n− 1n {M1n − E (M1n)}r +
n− 1
n
{M1n − E(M1n)}r
+ n− 1
n
{M2n − E (M2n)}r + n− 1n {
M2n − E(M2n)}r
×

{M0n − E(M0n)}s + n− 1n {M1n − E(M1n)}s +
n− 1
n
{M1n − E(M1n)}s
+ n− 1
n
{M2n − E(M2n)}s + n− 1n {
M2n − E(M2n)}s
= h−1

cov{(M0n)r , (M0n)s} + n− 1n cov{(M0n)r , (M1n)s} +
n− 1
n
cov{(M0n)r , (M1n)s}
+ n− 1
n
cov{(M0n)r , (M2n)s} + n− 1n cov{(M0n)r , (
M2n)s}
+ n− 1
n
cov{(M1n)r , (M0n)s} +

n− 1
n
2
cov{(M1n)r , (M1n)s}
+

n− 1
n
2
cov{(M1n)r , (M1n)s} + n− 1n
2
cov{(M1n)r , (M2n)s} +

n− 1
n
2
cov{(M1n)r , (M2n)s}
+ n− 1
n
cov{(M1n)r , (M0n)s} + · · · + n− 1n
2
cov{(M2n)r , (M2n)s},
which involves 25 different covariance terms, and where for presentational simplicity we dropped all the arguments in
the random quantities on the right-hand side. We now have to compute explicitly each of the 25 covariance terms. This
obviously is a long and tedious calculation.
The mean and variance of the rth component ofM0n are obtained as follows.
[E {M0n(Y1, Y2, X)}]r = (E [E{M0n(Y1, Y2, X)|X}]r)
= h
 
ℓ1 {η(x, w); F1x(y1), F2x(y2)} dCx{F1x(y1), F2x(y2)}

×

x− w
h
r−1
Kh (w − x) dG(w). (A.30)
Recall that η(x, w) = η(x)+ η′(x)(w − x)+ · · · + η(p)(x)(w − x)p/p!. Using a further Taylor development and conditions
(R3) and (R4), we obtain
ℓ1 {η(x, w); F1x(y1), F2x(y2)} dCx{F1x(y1), F2x(y2)}
=

ℓ1 {η(w); F1x(y1), F2x(y2)} dCx{F1x(y1), F2x(y2)} +

−ℓ2 {η(w); F1x(y1), F2x(y2)}
×

η(p+1)(x)
(p+ 1)! (w − x)
p+1 + η
(p+2)(x)
(p+ 2)! (w − x)
p+2 + o(hp+2)

dCx{F1x(y1), F2x(y2)}
= I{θ(w)}

η(p+1)(x)
(p+ 1)! (w − x)
p+1 + η
(p+2)(x)
(p+ 2)! (w − x)
p+2 + o(hp+2)

. (A.31)
Substitute (A.31) into (A.30) to get
[E {M0n(Y1, Y2, X)}]r = h
 
I{θ(w)}

η(p+1)(x)
(p+ 1)! (w − x)
p+1 + η
(p+2)(x)
(p+ 2)! (w − x)
p+2 + o(hp+2)

×

w − x
h
r−1
Kh (w − x)

dG(w)
= η
(p+1)(x)
(p+ 1)! h
p+2

I{θ(x+ hu)}g(x+ hu)up+rK(u)du
+ η
(p+2)(x)
(p+ 2)! h
p+3

I{θ(x+ hu)}g(x+ hu)up+r+1K(u)du+ o(hp+3)
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= hp+2 η
(p+1)(x)
(p+ 1)! {I(θ)g}(x)γp+r + h
p+3ξ(x) {I(θ)g} (x)γp+r+1 + o

hp+3

, (A.32)
where
ξ(x) = η
(p+2)(x)
(p+ 2)! +
η(p+1)(x)
(p+ 1)!
∂{I(θ)g}(x)/∂x
{I(θ)g}(x) .
Further, we have
E {(M0n)r(M0n)s} = h2E

ℓ21 {η(x, X); F1x(Y1), F2x(Y2)}

X − x
h
r+s−2
K 2h (X − x)

= h2
 
ℓ21 {η(w); F1x(Y1), F2x(Y2)} dCx{F1x(y1), F2x(y2)}

×

w − x
h
r+s−2
K 2h (w − x) dG(w)+ o(h)
= h2

I{θ(w)}

w − x
h
r+s−2
K 2h (w − x) dG(w)+ o(h)
= h {I(θ)g} (x)

ur+s−2K 2(u)du+ o(h)
= h {I(θ)g} (x)

ur+s−2K 2(u)du+ o(h).
Then, the covariance is given by
cov{(M0n)r , (M0n)s} = E {(M0n)r(M0n)s} − E {(M0n)r} E {(M0n)s}
= h {I(θ)g} (x)

ur+s−2K 2(u)du+ o(h), (A.33)
and the variance by
var{(M0n)r} = h {I(θ)g} (x)

u2(r−1)K 2(u)du+ o(h).
Next, for cov {(M0n)r , (M1n)s}, from (A.32) and (A.28) we have E {(M0n)r} = O(hp+2), E {(M1n)r} = O(h3), and
E {(M0n)r(M1n)s} = h2E

ℓ1 {η(x, X); F1x(Y1), F2x(Y2)} Kh (X − x)

X − x
h
r−1
×
 
Kh(X − x)1

Y1 ≤ y′1

E{Kh(X − x)} − F1x(y
′
1)

ℓ1,1 {η(x, X); F1x(Y1), F2x(Y2)}
×

w′ − x
h
s−1
Kh

w′ − x dH(y′1, y′2, w′)

= h2
 
ℓ1

η(x, w′); F1x(y1), F2x(y2)
w − x
h
r−1
Kh (w − x)
×

Kh (w − x) 1

Y1 ≤ y′1

E{Kh(X − x)} − F1x(y
′
1)

ℓ1,1 {η(x, w); F1x(y1), F2x(y2)}
×

w′ − x
h
s−1
Kh

w′ − x dH(y′1, y′2, w′)dH(y1, y2, w)
= h2
 
ℓ1 {η(x+ hu); F1x(y1), F2x(y2)} ur−1K(u)
×

K(u′)1

y1 ≤ y′1

hg(x)
− F1x(y′1)

ℓ1,1

η(x+ hu′); F1x(y1), F2x(y2)

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× (u′)s−1K(u′)dH(y′1, y′2, u′)dH(y1, y2, u) {1+ O(h)}
= O h2 .
Then cov {(M0n)r , (M1n)s} = O

h2

. Similarly, cov {(M0n)r , (M2n)s} = O

h2

. For cov {(M1n)r , (M1n)s}, we get
E {(M1n)r(M1n)s} := h2E
 
Kh(X − x)1(Y1 ≤ y1)
E{Kh(X − x)} − F1x(y1)

× ℓ1,1 {η(x, w); F1x(y1), F2x(y2)}

w − x
h
r−1
Kh (w − x) dH(y1, y2, w)
×
 
Kh(X − x)1

Y1 ≤ y′1

E {Kh(X − x)} − F1x(y
′
1)

ℓ1,1

η(x, w′); F1x(y′1), F2x(y′2)

×

w′ − x
h
r−1
Kh

w′ − x dH(y′1, y′2, w′)

= h2
 
ℓ1,1 {η(x, w); F1x(y1), F2x(y2)} ℓ1,1

η(x, w′); F1x(y′1), F2x(y′2)

× E

Kh(X − x)1 (Y1 ≤ y1)
E {Kh(X − x)} − F1x(y1)

Kh(X − x)1

Y1 ≤ y′1

E {Kh(X − x)} − F1x(y
′
1)

×

w − x
h
r−1
Kh (w − x)

w′ − x
h
s−1
Kh

w′ − x dH(y1, y2, w)dH(y′1, y′2, w′)
= h2
 
ℓ1,1 {η(x+ hu); F1x(y1), F2x(y2)} ℓ1,1

η(x+ hu′); F1x(y′1), F2x(y′2)

× E

Kh(X − x)1 (Y1 ≤ y1)
E {Kh(X − x)} − F1x(y1)

Kh(X − x)1

Y1 ≤ y′1

E {Kh(X − x)} − F1x(y
′
1)

× ur−1K(u)(u′)s−1K(u′)dH(y1, y2, u)dH(y′1, y′2, u′)+ O

h3

= O h2
and further E{(M1n)r} = O(h3) and E{(M1n)s} = O(h3). Thus we get
cov{(M1n)r , (M1n)s} = O

h2

.
By a similar argument as above we show that cov{(M1n)r , (M2n)s} = O

h2

. Combining these terms we have for the (r, s)th
element of the covariance matrix of Sni,
{cov(Sni)}rs = h−1

h {I(θ)g} (x)

ur+s−2K 2(u)du+ O h2
= {I(θ)g} (x)

ur+s−2K 2(u)du+ O(h).
Given that the observations are independent and identically distributed, Condition (b) is satisfied with the (r, s)th element
of 0∗x given by
0∗x

rs = {I(θ)g} (x)

ur+s−2K 2(u)du.
Moreover, using similar arguments as above one can show that ρ3ni = O(h3) and hence condition (c) is easily verified.
Therefore, in the spirit of the above Central Limit Theorem and (A.29) it immediately follows that
0∗−1/2x {Wn − E(Wn)} d→ N (0p+1, Ip+1).
This completes the proof of the second part of Lemma 2. 
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