Multi-omics integrative analysis can capture the associations of different omics and thus provides a comprehensive view of the complex mechanisms in cancers. However, it is common that one portion of samples miss one type of omics data due to various limitations in experiments, which can be an obstacle for downstream analysis where complete dataset is needed. Current imputation methods mainly focus on single cancer dataset, which are limited by their ability to capture information from large pan-cancer dataset. We present a novel transfer learning-based deep neural network to impute missing gene expression data from DNA methylation data, namely TDimpute. The pan-cancer dataset was utilized to train a general model for all cancers, which was then fine-tuned on each cancer dataset for the specific cancer. We compared our method to other state-of-the-art methods on 16 cancer datasets, and found that our method consistently outperforms other methods in terms of imputation error, methylation-expression correlations recovery, and downstream analysis including the identification of DNA methylation-driving genes and prognosis-related genes, clustering analysis, and survival analysis. The improvements are especially pronounced at high missing rates.
Introduction
Recent development of molecular biology and high-throughput technologies facilitates the simultaneous measurement of various biological omics data such as genomics, transcriptomics, epigenetics, proteomics, and metabolomics for a single patient. Compared with single-omics analysis, integrative analysis of multi-omics data provides comprehensive insights of cancer occurrence and progression, and thus strengthens our ability to predict cancer prognosis and to discover various levels of biomarker. However, due to technical limitations of experimental settings or high costs for acquiring the omics data, most samples aren't measured with all types of omics data, and lack one part of omics types (called "block missing"). This problem is prevalent in publicly available multi-omics dataset, such as The Cancer Genome Atlas (TCGA). In traditional multi-omics integration studies, samples with missing omics are usually removed, which greatly reduces the sample size, especially when concatenating many types of omics data [1] .
When the data is missing at random in single omics data, many methods have been proposed for imputing the missing values by using correlation structure among matrix entries, such as singular value decomposition imputation (SVD), k-nearest neighbor (KNN) [2] . However, these traditional methods may not be suitable for the cases lacking a whole set of features. In order to address this issue, several methods have been specifically designed.
Voillet et al. used multiple hot-deck imputation approach to impute missing rows in multi-omics dataset for multiple factor analysis [3] . To improve the reliability of gene network inference, Imbert et al. used multiple hot-deck imputation method to process RNA-seq data with missing rows, where they measured the similarities to cases in a standard database, and fixed the missing values according to the case with the highest similarity [4] . Obviously, this way to use only the most similar case (neighbor) might be unstable due to random fluctuations in its neighbors. Recently, Dong et al. proposed a knearest neighbor weighted method (named as TOBMI by the authors) to impute mRNA-missing samples through evaluating the sample similarity by DNA methylation data [5] . However, TOBMI suffers from poor scalability for dataset with large sample size and high dimensionality, and the accuracy is still limited since the size of specific cancer dataset is relatively small. More importantly, it cannot capture information from other related cancer datasets.
In recent years, deep neural network has demonstrated its superiority on modeling complex nonlinear relationships and enjoys scalability and flexibility.
One or multiple hidden layers and nonlinear activation function are employed to capture the nonlinear patterns between input and output data. For the gene expression imputation or prediction, many deep learning models have been proposed. Chen et al. built a multilayer feedforward neural network to predict the expression of target genes from the expression of ~1000 landmark genes [6] . Xie et al. constructed a similar deep model to infer gene expression from genotypes of genetic variants [7] . Based on convolutional neural network, Zeng et al. used promoter sequences and enhancer-promoter correlations to predict gene expression [8] . With the ability to recover partially corrupted input data, denoising autoencoder (DAE) was used to impute missing values in single-cell RNA-seq data [9, 10] . Besides genetic variants and transcription factors, DNA methylation is another fundamental mechanism to regulate gene expression, and aberrant DNA methylation is considered as an important contributor to disease phenotypes (Gevaert, et al., 2015) . Thus, gene expression imputation can improve the correlation analysis between methylation and gene expression, by increasing the sample size when expression data are not available. Nevertheless, the studies on predicting gene expression from DNA methylation are limited, and the only known one is TOBMI [5] .
One obstacle for the application of these deep learning model to multi-omics dataset is the high dimensionality (>20,000 features) in omics data while a small sample size. Even the TCGA has only hundreds of samples for each cancer type. Thus, it is hard to train an accurate model with millions of parameters in deep learning architecture. In such scenarios, transfer learning is usually considered as a promising method, where parameters trained for a task with large amount of data are reused as the initialization parameters for a similar task with limited data [11] . The transfer learning has been widely used in the computer vision including object detection [12] , image segmentation [13] .
For the omics data analysis of cancers, the transfer learning strategy has been applied to different tasks. Li et al. built a pan-cancer Cox model for the prediction of survival time, where eight cancer types were combined to assist the training of target cancer dataset [11] . Yousefi et al. used transfer learning approach to predict the clinical outcomes utilizing samples from uterine corpus endometrial carcinoma and ovarian serous carcinoma to augment target breast cancer dataset to improve the prediction of clinical outcomes [14] . Hajiramezanali et al. learned information from the Head and Neck Squamous Cell Carcinoma cancer to subtype lung cancer [15] . Based on the assumption that different types of cancer may share common mechanisms [16, 17] , transfer learning is becoming a useful approach for the prediction of missing data by learning from the data of different cancer types.
In this study, we propose a transfer learning based deep neural network method for imputing gene expression from DNA methylation data, namely TDimpute. Specifically, we first train a deep neural network on the pan-cancer dataset to build a general imputation model for all cancers, which is then transferred to target cancer types (see Fig 1 for a schematic overview). To the best of our knowledge, this is the first time to employ the transfer deep learning for the imputation of gene expression from methylation. The method was tested to recover gene expressions for 16 cancer types at five different missing rates, and achieved better performances than other methods by measurement of the root mean square errors (RMSE) and Pearson correlation coefficients to actual values. We further evaluated the imputed gene expressions for the identification of methylation-driving genes, prognosis-related genes, clustering analysis, and survival analysis. The results show that our method consistently provides the best performances. These results confirm that TDimpute succeeds in transferring related information from pan-cancer data to target cancer data.
Results

Comparisons on the imputation accuracy
We evaluated the imputation accuracy of 6 imputation methods by the average root mean square errors (RMSE) across 16 cancer datasets over different missing rates. The missing rate means the fraction of samples whose gene expression data are removed. As shown in Fig 2A, TOBMI achieves similar but consistently lower RMSE than SVD. SVD has a slow increase of RMSE from 1.06 to 1.01 when missing rates change from 10% to 70%, but then a sharp increase to 1.24 that is even worse than the result by the Mean method. Overall, the Mean method has the worst performance, which is consistent with the trend in the original paper [5] . By comparison, TDimpute-self without using transfer learning yields 6%-12% lower RMSE than TOBMI at different missing rates. TDimpute-noTF, as a general model, is trained on the pan-cancer dataset (excluding the target cancer). The model doesn't use information from the target cancer and thus shows a constant performance. It doesn't perform well but better than the Mean method. The performance is even better than SVD and TOBMI when the missing rate is above 70%. TDimpute, a further transfer learning of the target cancer from TDimpute-noTF, decreases the RMSE by 7%-16% over TDimpute-noTF. The RMSE by TDimpute is also 2%-5% lower than TDimpute-self with a bigger difference at a higher missing rate. These results confirm the power of our TDimpute method in transferring knowledge from the other cancer types to improve the imputation performance. We also noted SVD, MI hot-deck, and TOBMI have close to constant RMSE values for missing rates 70% and 10%, indicating that 3 times increase of sample sizes don't contribute much to increase the imputation accuracy. Instead, deep learning methods, TDimpute and TDimputeself, decrease the RMSE by 5% and 7%, respectively, indicating the ability of further improvement with an increase of sample size in future.
When measured by the squared correlation ( 2 ) between the imputed and actual values by each sample (Fig 2B) , TDimpute is consistently the best, followed by the TDimput-self. Differently, SVD ranks the 3 rd except at a missing rate of 90%, where SVD has the lowest 2 of 0.909. The Mean imputation keeps the lowest performance. Hereafter, we will focus on the comparison with SVD and TOBMI methods. between the actual output and desired output is minimized. Transfer learning: pan-cancer dataset is used to train the general imputation model for pan cancers, which is specifically tuned for each type of cancer.
Impact on the methylation-expression correlations and the identification of methylation-driving genes
For multi-omics dataset, proper imputation method should preserve the correlation structures between different types of omics. Since the most correlated CpG-gene pairs play the most important roles, we only compare the impact of imputation methods by the average 2 of top 100 CpG-gene pairs from full datasets. As shown in Fig 3, TOBMI displays a dramatic decrease of 2 from 0.78 to 0.64 with the increase of missing rates. SVD method has a small decrease of 2 from 0.80 to 0.79 when missing rates increase from 10% to 50%, but a large drop to 0.72 at a missing rate of 90%. In contrast, both TDimpute and TDimpute-self have 2 values fluctuating around the ideal values ( 2 =0.8) when missing rates are less than 70%. At a missing rate of 90%, TDimpute-self by using single dataset has a drop of 2 to 0.75, while TDimpute doesn't show any decrease. This is as expected because transfer learning has been widely proven to solve the problem of small sample sizes.
We further investigate whether the preservation of correlations can obtain better performance in the identification of methylation-driving genes. The performance is evaluated by PR-AUC and the overlap of top 100 methylation-driving gene from imputed and full datasets. A higher value means stronger concordance with the gene list identified from actual dataset. Tables 1 and S3.1 show that our proposed TDimpute method has the highest PR-AUC values and overlap with true methylation-driving genes among the four methods across different missing rates. TDimpute-self ranks the second in selecting methylation-driving genes, followed by SVD and TOBMI. Compared with SVD, TDimpute achieves 0.5%-19% improvement for PR-AUC, and 3%-103% improvement for overlapped genes. The improvement is especially pronounced at high missing rates.
Impact on the identification of prognosis-related genes
We investigated the recovery power of different imputation methods on the identification of significantly prognosis-related genes. To evaluate the selected genes, we compared the genes identified from the imputed to those from the actual data. Consistent with the performance in the imputation accuracy, Tables 2 and S5.1 show that TDimpute method achieves 2%-28% higher PR-AUC values, and 4%-54% more number of overlapped genes than those by the TOBMI method. TOBMI and SVD achieve the lowest values, with TOBMI performing slightly better than SVD. We also investigate the enrichment of the top 100 genes overlapped with the prognosis-related gene list downloaded from The Human Protein Atlas [18] relative to the random. Table 3 demonstrates that TDimpute achieves the largest enrichment factors, indicating its ability to identify the really validated prognosis-related genes.
Impact on the performance of clustering analysis and survival analysis
We also evaluate the effects of different imputation methods on clustering analysis and survival analysis. By input of top 100 prognosis-related genes, Kmeans algorithm is used to divided the samples into two clusters. The adjusted rand index (ARI) for the clustering concordance is shown in Fig 4A. For all methods, accuracy decreases with increasing missing rates, which is consistent with the previous study [10] . As expected, TDimpute achieves the highest clustering concordance among the four imputation methods consistently under different missing rates.
A further survival analysis ( Fig 4B) shows that TDimpute achieves the best C-index, followed by TDimpute-self, SVD method, and TOBMI method.
Despite showing a worse performance in the imputation accuracy, SVD performs better than TOBMI in this evaluation metric. In addition, the C-index of TDimpute, TDimpute-self, and SVD are relatively robust to the missing rates compared to TOBMI that showed a 9% decrease in C-index with 90% of samples missing gene expression values. 
Real data application
We downloaded Uterine corpus endometrial carcinoma (UCEC) data from TCGA, and obtained 439 samples with methylation data. Among the samples with methylation data, only 172 samples have expression data at the same time. The samples with both expression and methylation data were considered as training dataset. For the top 100 prognosis-related genes identified from the dataset imputed by TDimpute, 26 genes (Table S7) were found in The Human Protein Atlas [18] , corresponding to an enrichment factor of 3.05 (26/100/(1621/19027)). Among the 26 genes, 20 genes were previously reported to relevant to multiple types of cancer, of which 5 genes (TXN, UCHL1, GAL, CALCA, PEG10) connect to UCEC and 6 genes connect to gynecologic cancers (ovarian cancer and cervical cancer) and breast cancer. For all the mentioned experiments, the results per cancer dataset are detailed in S1-S5 Figs, and S2-S6 Tables. Our TDimpute method is designed to impute multi-omics dataset where large, contiguous blocks of features (i.e., omics data) go missing at once. In this paper, TDimpute perform missing gene expression imputation by building a highly nonlinear mapping from DNA methylation data to gene expression data. Due to the limited size of cancer datasets in TCGA, we use transfer learning to capture the commonalties in pan-cancer dataset for parameter pretraining. We compare TDimpute with/without transfer learning, SVD and TOBMI method in imputation accuracy of RMSE and correlation 2 , methylation-expression correlations. Since the main task of imputation is to recover biologically meaningful gene expression data for downstream analysis, we also evaluate the imputation performance for the identification of methylation-driving gene, prognosis-related genes, clustering analysis and survival prediction. It is worthy to note that although only methylation and gene expression data are illustrated in this paper, our method is capable of incorporating other omics data by following a similar framework.
Discussion
Experimental results on 16 cancer datasets confirm that our TDimpute method without transfer learning outperforms SVD and TOBMI method in different evaluation metrics. Based on transfer learning, our TDimpute method can further improve the performance especially at large missing rate. In addition, the ranking of SVD and TOBMI method by imputation accuracy (RMSE and correlation 2 ) are not strictly correlated with their performance in preservation of methylation-expression correlation, clustering analysis and survival prediction, but our TDimpute method provide approximately consistent performance in downstream analysis.
Besides the outstanding performance of imputation accuracy and downstream analysis, another main benefit of our proposed methods is the Future work can focus on reducing the amount of model parameters and integrating more related training samples. Since we only use the correlation between omics for imputation, one possible direction is to leverage prior knowledge of gene-gene interaction network. The known relationships between variables/genes has demonstrated its ability to significantly reduce the model parameters by enforcing sparsity on the connections of neural network [19] .
The performance of this approach is dependent on the quality of the gene-gene networks, and more investigation need to be done in this direction.
Methods
Datasets
We obtained the data for 33 cancer types from The Cancer Genome Atlas (TCGA) using the R package TCGA-assembler [20] , including RNA-seq gene expression data (UNC IlluminaHiSeq_RNASeqV2), DNA methylation data (JHU-USC HumanMethylation450), and clinical information with follow-up.
Originally, 20531 genes and 485577 methylation sites were collected. We excluded genes with zero values in the RNA-seq data across all samples. The Table   S1 .
The architecture of our imputation method
Deep neural network was employed for imputing missing gene expression values from the DNA methylation. To expand the sample size for training the model, we leverage the pan-cancer dataset to generate a model for all cancer types. Then, the model is fine-tuned respectively on each cancer type to obtain specific models.
Deep neural network architecture. As shown in Fig 1, the deep neural network includes input layer, output layer, and one or multiple hidden layers. The nodes between layers are fully connected. Here, we use 0 to represent the input of network, and the output vector at lth layer can be formulated as
where −1 denotes the output of previous layer − 1, (•) is the activation function such as the sigmoid and Relu functions, and and are weight matrix and bias vector, respectively. and are parameters that need to be learned.
The loss function for training is the root mean squared error (RMSE):
where 0 and are the experimentally measured and predicted expression value for gene i, and is the dimension of output vector (i.e., the number of genes). The network can be considered as a highly nonlinear regression function that maps DNA methylation data (input) to gene expression data (output).
Transfer learning-based models.
To train the prediction model for one target cancer in the TCGA, the datasets of other cancer types are combined to generate a multi-cancer model that is then fine-tuned by the target cancer data (Fig 1) . 
Missing data simulation and other methods for comparison
To simulate the missing values in omics, we randomly selected increasing fractions (10%, 30%, 50%, 70%, 90%) of samples in the full dataset and remove their gene expression data. The samples with missing gene expression are set as testing dataset and the remaining samples with complete omics are set as training dataset. At each level of missing rate, we repeat this procedure 5 times to obtain a robust evaluation of each method and the averaged results are reported in all the following experiments. The original full dataset is referred as a gold standard for our comparisons. For TDimpute and SVD method, gene expression data are scaled to the range of [0, 1].
We compare our method with the Mean imputation method, TOBMI [5] , and SVD imputation method [2] . The default or suggested parameters were used for these methods.
Preservation of methylation-expression correlations and methylation-driving genes
Here, we use the squared Pearson correlation coefficient 2 to evaluate the effect of imputation method on the correlations between DNA methylation and gene expression. Since one gene might be associated with multiple CpG sites, we only considered the CpG-gene pair with the strongest correlation in this paper. Based on the methylation-expression regulation, many studies have been conducted to identify cancer-related DNA methylation-driving (hyper and hypo methylated) genes [21] . Hence, we also evaluate the effect of imputation methods on the identification of methylation-driving genes. We define the methylation-driving genes (i.e., significantly correlated CpG-gene pairs) with the 2 ≥ 0.5 and FDR-≤ 0.05. The pairs with 2 greater than a threshold are considered to be correlated, according to which we can obtain the area under precision-recall curve (PR-AUC). We also computed the overlap between the top 100 ranked genes identified from imputed datasets and the original full datasets.
Preservation of prognosis-related genes
A common task in the analysis of gene expression data is the identification of prognostic genes. In order to evaluate the effect of different imputation method on the identification of potentially prognosis-related gene, we build univariate Cox proportional hazard regression models to select statistically significant genes correlated with overall survivals. With the Cox model, each gene is assigned a p-value describing the significance of the relation between the gene and a target cancer. The prognosis-related genes are identified with p-value ≤ 0.05. We rank the genes by their p-values, and evaluate the consistency between the gene lists from imputed datasets and the original full datasets using PR-AUC and the overlapped top 100 ranked genes.
To validate our gene rankings with independent information, we download the list of prognosis-related genes from The Human Protein Atlas (THPA) [18] , and compare the enrichment factors of the top 100 ranked genes in the list from THPA. The enrichment factor is calculated with = ( True / selected )/( Active / Total ), where True is the number of true positives, selected is the number of top k selected genes, Active and Total are the number of prognosis-related genes and total number of genes in THPA, respectively.
Impact on clustering analysis and survival analysis
We evaluated the relation of genes to cancer survivals by p-values output from the univariate Cox model. By using the top 100 genes, their expression values were used to divided samples into 2 clusters by the K-means. The clustering performance was assessed by adjusted rand index (ARI), which is a measure of agreement between the predicted cluster labels (on imputed dataset) and the true cluster labels (on original full dataset). We further made survival prediction with significantly related genes (p ≤ 0.05) by using the ridge regression regularized Cox model. Here, the glmnet package [22] in R was used for model construction, which is suitable for fitting regression model with high-dimensional data. The performance of the Cox model was assessed by the Harrell's concordance index (C-index) that measures the concordance between predicted survival risks and actual survival times. We used 5-fold cross validation (CV) to evaluate the performance.
Supporting information S1 Fig. RMSE on 16 imputed cancer datasets with different missing rates.
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S2 Fig. The squared Pearson correlation coefficients between each sample of the imputed data and the original full data on 16 imputed
cancer datasets with different missing rates.
S3 Fig. The squared Pearson correlation coefficients between gene expression and methylation sites on 16 imputed cancer datasets with different missing rates.
(TIF) S4 Fig. ARI on 16 imputed cancer datasets with different missing rates.
S5 Fig. C-index on 16 imputed cancer datasets with different missing rates.
(TIF) S1 The results are averaged over 5 random replicas. Best results are highlighted in bold face. * indicates statistical significance (p-value < 0.05) between TDimpute and other three methods (SVD, TOBMI, TDimpute-self). The results are averaged over 5 random replicas. Best results are highlighted in bold face. * indicates statistical significance (p-value < 0.05) between TDimpute and other three methods (SVD, TOBMI, TDimpute-self). 
