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In this paper, we propose an efficient concurrent wait-free algorithm to construct an un-
bounded directed graph for shared memory architecture. To the best of our knowledge that this
is the first wait-free algorithm for an unbounded directed graph where insertion and deletion
of vertices and/or edges can happen concurrently. To achieve wait-freedom in a dynamic set-
ting, threads help each other to perform the desired tasks using operator descriptors by other
threads. To enhance performance, we also developed an optimized wait-free graph based on
the principle of fast-path-slow-path. We also prove that all graph operations are wait-free and
linearizable. We implemented our algorithms in C++ and tested its performance through sev-
eral micro-benchmarks. Our experimental results show an average of 9x improvement over the
global lock-based implementation.
keywords: concurrent data structure lazy-list directed graph locks lock-free wait-free fast-
path-slow-path
1 Introduction
Graphs are very useful structures that have a wide variety of applications. They usually represented
as pairwise relationships among objects, with the objects as vertices and relationships as edges.
They are applicable in various research areas such as social networking (facebook, twitter, etc.),
semantic, data mining, image processing, VLSI design, road network, graphics, blockchains and
many more.
In many of these applications, the graphs are very large and dynamic in nature, that is, they
undergo changes over time like the addition and removal of vertices and/or edges [2]. Hence, to
precisely model these applications, we need an efficient data-structure which supports dynamic
changes and can expand at run-time depending on the availability of memory in the machine.
Nowadays, with multicore systems becoming ubiquitous concurrent data-structures (CDS) [7]
have become popular. CDS such as concurrent stacks, queues, hash-tables, etc. allow multiple
threads to operate on them concurrently while maintaining correctness, linearizability [8]. These
structures can efficiently harness the power multi-core systems. Thus, a multi-threaded concurrent
unbounded graph data-structure can effectively model dynamic graphs as described above.
The correctness-criterion for CDS is linearizability [8] which ensures that the affect of every
method seems to take place somewhere at some atomic step between the invocation and response
of the method. The atomic step referred to as a linearization point (LP). Coming to progress
conditions, a method of a CDS is wait-free [6,7] if it ensures that the method finishes its execution
in a finite number of steps. A lock-free CDS ensures, at least one of its methods is guaranteed to
complete in a finite number of steps. A lock-free algorithm never enters deadlocks but can possibly
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starve. On the other hand, wait-free algorithms are starvation-free. In many of the wait-free and
lock-free algorithms proposed in the literature, threads help each other to achieve the desired tasks.
Concurrent graph data-structures have not been explored in detail in the literature with some
work appearing recently [1, 9]. Applications relying on graphs mostly use a sequential implemen-
tation while some parallel implementations synchronize using global locks which causes severe
performance bottlenecks.
In this paper, we describe an efficient practical concurrent wait-free unbounded directed graph
(for shared memory system) which supports concurrent insertion/deletion of vertices and edges
while ensuring linearizability [8]. The algorithm for wait-free concurrent graph data-structure is
based on the non-blocking graph by Chatterjee et al. [1] and wait-free algorithm proposed by
Timnat et al. [14]. Our implementation is not a straightforward extension to lock-free/wait-free
list implementation but has several non-trivial key supplements. This can be seen from the LPs of
edge methods which in many cases lie outside their method and depend on other graph operations
running concurrently. We believe the design of the graph data-structure is such that it can help
to identify other useful properties on a graph such as reachability, cycle detection, shortest path,
betweenness centrality, diameter, etc.
To enhance performance, we also developed an optimized wait-free graph based on the principle
of fast-path-slow-path [11]. The basic idea is that the lock-free algorithms are fast as compare
to the wait-free algorithms in practice. So, instead of always executing in the wait-free manner
(slow-path), threads normally execute methods in the lock-free manner (fast-path). If a thread
executing a method in the lock-free manner, fails to complete in a certain threshold number of
iterations, switches to wait-free execution and eventually terminates.
1.1 Contributions
In this paper, we present an efficient practical concurrent wait-free unbounded directed graph
data-structure. The main contributions of our work are summarized below:
1. We describe an Abstract Data Type (ADT) that maintains a wait-free directed graph G =
(V,E). It comprises of the following methods on the sets V and E: (1) Add Vertex: WFAddV
(2) Remove Vertex: WFRemV, (3) Contains Vertex: WFConV (4) Add Edge: WFAddE
(5) Remove Edge: WFRemE and (6) Contains Edge: WFConE. The wait-free graph is
represented as an adjacency list similar in [1] (Section 3).
2. We implemented the directed graph in a dynamic setting with threads helping each other
using operator descriptors to achieve wait-freedom (Section 4).
3. We also extended the wait-free graph to enhance the performance and achieve a fast wait-free
graph based on the principle of fast-path-slow-path proposed by Kogan et al. [11] (Section 5).
4. Formally, we prove for the correctness by showing the operations of the concurrent graph data-
structure are linearizable [8]. We also prove the wait-free progress guarantee of the operations
WFAddV, WFRemV, WFConV, WFAddE, WFRemE, and WFConE (Section 6).
5. We evaluated the wait-free algorithms in C++ implementation and tested through several
micro-benchmarks. Our experimental results show on an average of 9x improvement over the
sequential and global lock implementation (Section 7).
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1.2 Related Work
Kallimanis and Kanellou [9] presented a concurrent graph that supports wait-free edge updates and
traversals. They represented the graph using adjacency matrix, with an upper bound on number
of vertices. As a result, their graph data-structure does not allow any insertion or deletion of
vertices after initialization of the graph. Although this might be useful for some applications such
as road networks, this may not be adequate for many real-world applications which need dynamic
modifications of vertices as well as unbounded graph size.
A recent work by Chatterjee et al. [1] proposed a non-blocking concurrent graph data-structure
which allowed multiple threads to perform dynamic insertion and deletion of vertices and/or edges
in lock-free manner. Our paper extends their data-structure while ensuring that all the graph
operations are wait-free.
2 System Model
The Memory Model. We consider an asynchronous shared-memory model with a finite set of
p processors accessed by a finite set of n threads. The threads communicate with each other by
invoking atomic operations on the shared objects such as atomic read, write, fetch-and-add
(FAA) and compare-and-swap (CAS) instructions.
An FAA(x, a) instruction atomically increments the value at the memory location x by the value
a. Similarly, a CAS(x, a, a′) is an atomic instruction that checks if the current value at a memory
location x is equivalent to the given value a, and only if true, changes the value of x to the new
value a′ and returns true; otherwise the memory location remains unchanged and the instruction
returns false. Such a system can be perfectly realized by a Non-Uniform Memory Access (NUMA)
computer with one or more multi-processor CPUs.
Correctness. We consider linearizability introduced by Herlihy & Wing [8] as the correctness
criterion for the graph operations. We assume that the execution generated by a data-structure
is a collection of method invocation and response events. Each invocation of a method call has a
subsequent response. An execution is linearizable if it is possible to assign an atomic event as a
linearization point (LP) inside the execution interval of each method such that the result of each
of these methods is the same as it would be in a sequential execution in which the methods are
ordered by their LPs [8].
Progress. The progress properties specify when a thread invoking operations on the shared mem-
ory objects completes in the presence of other concurrent threads. In this context, we provide the
graph implementation with methods that satisfy wait-freedom, based on the definitions in Her-
lihy and Shavit [6]. A method of a CDS is wait-free if it completes in finite number of steps. A
data-structure implementation is wait-free if all its methods are wait-free. This ensures per-thread
progress and is the most reliable non-blocking progress guarantee in a concurrent system. A data-
structure is lock-free if its methods get invoked by multiple concurrent threads, then one of them
will complete in finite number of steps.
3 The Underlying Graph Data-structure
In this section, we give a detailed construction of the graph data-structure, which is a combination
of non-blocking graph based on [1] and wait-free construction based on [14, 15]. We represent
the concurrent directed graph as an adjacency list representations. Hence, it is constructed as
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class VNode {
int vkey; // immutable key field
VNode vnext; // atomic refe., pointer to the next VNode
ENode enext; // atomic ref., pointer to the edge-list
}
class ENode {
int ekey; // immutable key field
VNode pointv; // pointer from the ENode to its VNode.
ENode enext; // atomic ref., pointer to the next ENode
}
class ODA {
unsigned long phase; // phase number of each operation.
opType type; // type of the operation.
VNode vnode; // pointer to the VNode.
ENode enode; // pointer to the ENode.
VNode vsrc, vdest; // pointer to the source and destination VNode
}
VNode VHead, VTail; // Sentinel nodes for the vertex-list
unsigned long maxph; // atomic variable which keeps track of op. number.
ODA state []; // global state array for posting operations, array size is
same as number of threads
Figure 1: Structure of ENode, VNode and ODA.
a collection set of vertices stored as linked-list manner wherein each vertex also holds a list of
neighboring vertices which it has outgoing edges.
The VNode, ENode and ODA structures depicted in Figure 1. The VNode consists of two atomic
pointers vnext and enext and an immutable key vkey. The vnext points to the next VNode in
the vertex-list, whereas, enext points to the head of the edge-list which is the list of outgoing
neighboring vertices. Similarly, an ENode also has an atomic pointer enext points to the next
ENode in the edge-list and a pointer pointv points to the corresponding VNode. Which helps direct
access to its VNode while doing any traversal like BFS, DFS and also helps to delete the incoming
edges, detail regarding this described in Section 4. We assume that all the vertices in the vertex-list
have unique identification key which captured by vkey field. Similarly, all the edge nodes for a
vertex in the edge-list have unique identification key which captured by ekey field.
Besides VNodes and ENodes, we also have an state array with an operation-descriptor(ODA)
for each thread. Each thread’s state entry recounts its current state. An ODA composed of six
fields: a phase number phase, an operation type type indicates the current operation executed by
this thread, possible operation types given at the end of this section, a pointer to the vertex node
vnode, which used for any vertex operations, a pointer to the edge node enode, which is used for
any edge operations, and a pair of VNodes pointers vsrc and vdest, used for any edge operations
to store the source and destination VNodes of an edge.
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Figure 2: (a) A directed Graph (b) The wait-free graph representation for (a).
Our wait-free concurrent directed graph data-structure supports six major operations: WFAddV,
WFRemV, WFConV, WFAddE, WFRemE, and WFConE. We use the helping mechanism
like [10, 14, 15] to achieve the wait-freedom for all our graph operations. Before begin to execute
an operation, a thread starts invoking a special state array state similar as Timnat et al. [14].
This state shared among the threads. All threads can see the details of the operation they are
running during their execution. Whenever an operation starts execution it publishes its operation
in the state array, then all other threads try to help to finish its execution. When the operation
finished its execution, the outcome result is also announced to the state array, using a CAS, which
substitutes the old existing type to the new one.
We initialize the vertex-list with dummy head(VHead) and tail(VTail) (called sentinels) with val-
ues -∞ and ∞ respectively. Similarly, each edge-lists is also initialized with a dummy head(EHead)
and tail(ETail)(see Figure 2).
Our wait-free graph data-structure maintains some invariants: (a) the vertex-list is sorted based
on the VNode’s key value vkey and each unmarked VNode is reachable from the VHead, and (b) also
each edge-lists are sorted based on the ENode’s key value ekey and unmarked ENodes are reachable
from the EHead of the corresponding VNode.
3.1 The Abstract Data Type(ADT)
A wait-free graph is defined as a directed graph G = (V,E), where V is the set of vertices and
E is the set of directed edges. Each edge in E is an ordered pair of vertices belonging to V . A
vertex v ∈ V has an immutable unique key vkey denoted by v(vkey). A directed edge from the
vertex v(ekey1) to v(ekey2) is denoted as e(v(ekey1), v(ekey2)) ∈ E. For simplicity, we denote
e(v(ekey1), v(ekey2)) as e(ekey2), which means the v(ekey1) has a neighbouring vertex v(ekey2).
We also defined an ADT for operations on G which are exported by the wait-free graph data-
structure, are given bellow:
1. The WFAddV(vkey) operation adds a vertex v(vkey) to the graph, only if v(vkey) /∈ V and
then returns true, otherwise it returns false.
2. The WFRemV(vkey) operation deletes a vertex v(vkey) from V , only if v(vkey) ∈ V and
then returns true, otherwise it returns false. Once a vertex v(vkey) is deleted successfully
all its outgoing and incoming edges also removed.
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3. The WFConV(vkey) operation returns true, if v(vkey) ∈ V ; otherwise returns false.
4. The WFAddE(ekey1, ekey2) adds an edge e(v(ekey1), v(ekey2)) to E, only if e(v(ekey1),
v(ekey2)) /∈ E and v(ekey1) ∈ V and v(ekey2) ∈ V then it returns EDGE ADDED. If v(ekey1) /∈
V or v(ekey2) /∈ V , it returns VERTEX NOT PRESENT. If e(v(ekey1), v(ekey2)) ∈ E, it returns
EDGE ALREADY PRESENT.
5. TheWFRemE(ekey1, ekey2) deletes the edge e(v(ekey1), v(ekey2)) from E, only if e(v(ekey1),
v(ekey2)) ∈ E and v(ekey1) ∈ V and v(ekey2) ∈ V then it returns EDGE REMOVED. If v(ekey1)
/∈ V or v(ekey2) /∈ V , it returns VERTEX NOT PRESENT. If e(v(ekey1), v(ekey2)) /∈ E, it re-
turns EDGE NOT PRESENT.
6. The WFConE(ekey1, ekey2) if e(v(ekey1), v(ekey2)) ∈ E and v(ekey1) ∈ V and v(ekey2) ∈
V then it returns EDGE PRESENT, otherwise it returns VERTEX OR EDGE NOT PRESENT.
7. The HelpGphDS(phase) operation ensures that each thread completes its own operation
and helps in completing all the pending operations with lower phase numbers.
When the operations WFAddV, WFRemV, WFConV, WFAddE, WFRemE, and WFConE
start execution they will get a new phase number and post their operation in the state array
and then invoke the HelpGphDS(phase) (Help Graph data-structure)operation. All the helping
methods check if their phase number is the same as the thread’s phase number in the state array,
otherwise, they return false.
The possible operation type for the ODA state values are:
1. addvertex: requested for help to insert a VNode into the vertex-list
2. remvertex: requested for help to delete a VNode from the vertex-list.
3. findvertex: requested for help to find a VNode, from the vertex-list.
4. addedge: requested for help to insert an ENode into an edge-list.
5. remedge: requested for help to delete the ENode from an edge-list.
6. findedge: requested for help to find the ENode from an edge-list.
7. success: if any of the graph operations finished its execution successfully.
8. failure: if any of the graph operation unable to finish its execution.
The first six states used to ask for help from other threads whereas the last two states thread does
not ask for any help from other threads.
4 The Wait-free Graph Algorithm
In this section, we present the technical details of all wait-free graph operations. The design of
wait-free graph data-structure based on the adjacency list representation. Hence, it is implemented
as a collection (list) of vertices wherein each vertex holds a list of vertices to which it has outgoing
edges. The implementation is a linked list of VNodes and ENodes as shown in Figure 2. The
implementation of each of these lists based on the non-blocking graph [1] and wait-free construction
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based on [14, 15] and non-blocking list concurrent-set [3, 4, 12, 16]. The wait-free graph algorithm
depicted in Figure 3, 4, 5, and 7.
Pseudo-code convention: We use p.x to access the member field x of a class object pointer p.
To return multiple variables from an operation we use 〈x1, x2, . . . , xn〉. To avoid the overhead of
another field in the node structure, we use bit-manipulation: last one significant bit of a pointer
p. In case of an x86-64 bit architecture, memory has a 64-bit boundary and the last three least
significant bits are unused. So, we use the last one significant bit of the pointer. We define three
methods isMrkd(p) return true if last significant bit of pointer p is set to 1, else, it returns false,
MrkdRf(p), UnMrkdRf(p) sets last significant bit of the pointer p to 1 and 0 respectively. An
invocation of CVnode(vkey) creates a new VNode with key vkey. Similarly, an invocation of
CEnode(ekey) creates a new ENode with key ekey. For a newly created VNode and ENode the
pointer fields are initialised with NULL value.
4.1 The Helping Procedure
When an operation is invoked by a thread to start its execution, at first, it chooses a unique phase
number which is the higher than all previously chosen phase numbers by other threads. The main
objective of assigning a unique phase number is to help the operations with lower phase number.
This means whenever a thread started its execution with a new phase number, it tries to help
other unfinished operations whose phase number is lower. Which allows all operations to get help
to finish their execution to ensures the starvation-free. The phase selection procedure, in Line 1
to 4, executed by reading the current phase number and then atomically increments the maxph,
using an FAA. Once the phase numbers is chosen, the thread publishes the operation in the state
array by updating its entry. Then it invokes the HelpGphDS (in Line 5 to 24) procedure where
it traverses through the state array and tries to help the operations whose phase number is lower
than or equal to its, which ensures the unfinished operations gets help from other threads to finish
the execution. This ensures wait-freedom.
4.2 The Vertex Methods
The wait-free vertex operations WFAddV, WFRemV, and WFConV depicted in Figure 3 and
their corresponding helping procedures HelpAddV, HelpRemV, and HelpConV depicted in
Figure 4, and 5. If the vertex set keys are finite(up to available memory in the system), we also
have an optimized case where the WFConV neither helps nor accepts any help from other threads.
This because to achieve higher throughput, we assume WFConV is called more frequently than
the WFAddV and WFRemV operations, so it does not allow any help. Without being affected
by each other, all the vertex operations are wait-free.
A WFAddV(vkey) operation invoked by passing the vkey to be inserted, in Line 25 to 37.
A WFAddV operation starts by choosing a phase number, creating a new VNode by invoking
CVnode(vkey), posting its operation on the state array. Then the thread callsHelpGphDS(phase)
to invoke the helping mechanism. After that, it traverses the state array and helps all pending
operations and tries to complete its operation. In the next step the same thread(or a helping
thread) enters HelpAddV(phase) and verifies the phase number and type of operation opType,
if they match with addvertex then it invokes HelpLocV(phase) to traverse the vertex-list until
it finds a vertex with its key greater than or equal to v(vkey). In the process of traversal, it phys-
ically deletes all logically deleted VNodes, using a CAS. Once it reaches the appropriate location
checks whether the vkey is already present. If the ekey is not present earlier it attempts a CAS to
add the new VNode (Line 161). On an unsuccessful CAS, it retries. After the operation completes
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1: Operation MaxPhase()
2: maxph.F etchAndAdd(1);
3: return maxph;
4: end Operation
5: Operation HelpGphDS (phase)
6: for (tid← 0 to state.end()) do
7: ODA desc← state[tid];
8: if (desc.phase ≤ phase) then
9: if (desc.type = addvertex) then
10: HelpAddV(tid, desc.phase);
11: else if (desc.type = remvertex) then
12: HelpRemV(tid, desc.phase);
13: else if (desc.type = addedge) then
14: HelpAddE(tid, desc.phase);
15: else if (desc.type = remedge) then
16: HelpRemE(tid, desc.phase);
17: else if (desc.type = findvertex) then
18: HelpConV(tid, desc.phase);
19: else if (desc.type = findedge) then
20: HelpConE(tid, desc.phase);
21: end if
22: end if
23: end for
24: end Operation
25: Operation WFAddV(key)
26: tid← ThreadID.get();
27: phase←MaxPhase();
28: nv ← new VNode(key);
29: ODA op← new ODA(phase, addvertex, nv);
30: state[tid]← op;
31: HelpGphDS(phase);
32: if (state[tid].type = success) then
33: return true;
34: else
35: return false;
36: end if
37: end Operation
38: Operation WFRemV(key)
39: tid← ThreadID.get();
40: phase←MaxPhase();
41: nv ← new VNode(key);
42: ODA op← new ODA(phase, remvertex, nv);
43: state[tid]← op;
44: HelpGphDS(phase);
45: if (state[tid].type = success) then
46: return true;
47: else
48: return false;
49: end if
50: end Operation
51: Operation WFConV(key)
52: tid← ThreadID.get();
53: phase←MaxPhase();
54: nv ← new VNode(key);
55: ODA op← new ODA(phase, findvertex, nv);
56: state[tid]← op;
57: HelpGphDS(phase);
58: if (state[tid].type = success) then
59: return true;
60: else
61: return false;
62: end if
63: end Operation
64: Operation WFAddE(key1, key2)
65: tid← ThreadID.get();
66: phase←MaxPhase();
67: 〈v1, v2, f lag〉 ← LocateUV(key1, key2);
68: if (flag = false
∨
isMrkd(v1)
∨
isMrkd(v2)) then
69: return VERTEX NOT PRESENT
70: end if
71: ne← new ENode(key2);
72: ODA op ← new ODA (phase, addedge, ne, v1, v2);
73: state[tid]← op;
74: HelpGphDS(phase);
75: if (state[tid].type = success) then
76: return EDGE ADDED;
77: else
78: return EDGE ALREADY PRESENT;
79: end if
80: end Operation
81: Operation WFRemE(key1, key2)
82: tid← ThreadID.get();
83: phase←MaxPhase();
84: 〈v1, v2, f lag〉 ← LocateUV(key1, key2);
85: if (flag = false
∨
isMrkd(v1)
∨
isMrkd(v2)) then
86: return VERTEX NOT PRESENT;
87: end if
88: ne← new ENode(key2);
89: ODA op ← new ODA (phase, remedge, ne, v1, v2);
90: state[tid]← op;
91: HelpGphDS(phase);
92: if (state[tid].type = success) then
93: return EDGE REMOVED;
94: else
95: return EDGE NOT PRESENT;
96: end if
97: end Operation
Figure 3: Pseudo-codes of WFAddV, WFRemV, WFConV and WFConE
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98: Operation WFConE(key1, key2)
99: tid← ThreadID.get();
100: phase←MaxPhase();
101: 〈v1, v2, f lag〉 ← LocateUV(key1, key2);
102: if (flag = false
∨
isMrkd(v1)
∨
isMrkd(v2)) then
103: return VERTEX NOT PRESENT;
104: end if
105: ne← new ENode(key2);
106: ODA op ← new ODA (phase, findedge, ne, v1, v2);
107: state[tid]← op;
108: HelpGphDS(phase);
109: if (state[tid].type = success) then
110: return EDGE PRESENT;
111: else
112: return EDGE NOT PRESENT;
113: end if
114: end Operation
115: Operation HelpConV(tid, phase)
116: ODA op ← state[tid];
117: if (¬(op.type = findvertex ∧ op.phase = phase))
then
118: return;
119: end if
120: v1 ← op.vnode;
121: 〈pred, curr〉 ← WFLocV(v1.vkey);
122: if (curr.vkey = v1.vkey) ∧ (¬isMrkd (curr.vnext))
then
123: ODA succ ← new ODA (phase, success);
124: (CAS(state[tid], op, succ));
125: return;
126: else
127: ODA fail ← new ODA (phase, failure);
128: (CAS(state[tid], op, fail));
129: return;
130: end if
131: end Operation
132: Operation HelpAddV(tid, phase)
133: while (true) do
134: ODA op← state[tid];
135: if (¬(opType = addvertex ∧ op.phase = phase)) then
136: return;
137: end if
138: VNode v1 ← op.vnode;
139: VNode v2 ← v1.vnext;
140: 〈pred, curr〉 ← WFLocV(v1.vkey);
141: if (curr.vkey = v1.vkey) then
142: if (curr = v1 ∨ isMrkd( curr.vnext ))) then
143: ODA succ ← new ODA (phase, success );
144: if CAS(state[tid], op, succ) then
145: return;
146: end if
147: else
148: ODA fail ← new ODA (phase, failure );
149: if (CAS(state[tid], op, fail)) then
150: return;
151: end if
152: end if
153: else
154: if ((isMrkd(v1.vnext))) then
155: ODA succ ← new ODA (phase, success );
156: if (CAS(state[tid], op, succ)) then
157: return;
158: end if
159: end if
160: CAS(v1.vnext, v2, curr);
161: if (CAS(pred.vnext, curr, v1)) then
162: ODA succ ← new ODA (phase, success );
163: if (CAS(state[tid], op, succ)) then
164: return;
165: end if
166: end if
167: end if
168: end while
169: end Operation
Figure 4: Pseudo-codes of WFAddV, WFRemV, WFConV and WFConE
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170: Operation HelpRemV(tid, phase)
171: while (true) do
172: ODA op← state[tid];
173: if (¬(op.type = remvertex ∧ op. phase = phase))
then
174: return;
175: end if
176: VNode v1 ← op.vnode;
177: 〈pred, curr〉 ← WFLocV(v1.vkey);
178: cnext← curr.vnext
179: if (curr.vkey 6= v1.vkey) then
180: ODA fail ← new ODA (phase, failure);
181: if (CAS(state[tid], op, fail)) then
182: return;
183: end if
184: else
185: if (¬CAS(curr.vnext, cnext,MrkdRf (cnext)))
then
186: goto Line 171;
187: end if
188: if (¬(CAS(pred.vnext, curr, cnext)) )) then
189: goto Line 171;
190: end if
191: ODA succ ← new ODA (phase, success);
192: if (CAS(state[tid], op, succ)) then
193: return;
194: end if
195: end if
196: end while
197: end Operation
198: Operation ConV(key)
199: vnode v ← read(VHead);
200: while (v.vkey < key) do
201: v ← UnMrkdRf(v.vnext) ;
202: end while
203: return (v.vkey = key) ∧ (isMrkd(v) = false );
204: end Operation
205: Operation HelpAddE(tid, phase)
206: while (true) do
207: ODA op← state[tid];
208: if (¬(op.type = addedge ∧ op.phase = phase)) then
209: return;
210: end if
211: if (isMrkd(op.vsrc) ∨ isMrkd(op.vdest )) then
212: ODA fail ← new ODA (phase, failure);
213: CAS(state[tid], op, fail);
214: return;
215: end if
216: VNode v1 ← op.vsrc;
217: ENode e2 ← op.enode, e3 ← e2.enext;
218: 〈pred, curr〉 ← LocE(v1, e2.ekey);
219: if (curr.ekey = e2.ekey) then
220: if (curr = e2) ∨ (isMrkd(curr.enext )) then
221: ODA succ ← new ODA (phase, success );
222: if (CAS(state[tid], op, succ)) then
223: return;
224: end if
225: else
226: ODA fail ← new ODA (phase, failure );
227: if (CAS(state[tid], op, fail)) then
228: return;
229: end if
230: end if
231: else
232: if (isMrkd(e2.enext)) then
233: ODA succ ← new ODA (phase, success );
234: if (CAS(state[tid], op, succ)) then
235: return;
236: end if
237: end if
238: CAS(e2.enext, e3, curr);
239: if (CAS(pred.enext, curr, e2)) then
240: e2.pointv← op.vdest;
241: ODA succ ← new ODA (phase, success );
242: if (CAS(state[tid], newOP, succ)) then
243: return;
244: end if
245: end if
246: end if
247: end while
248: end Operation
Figure 5: Pseudo-codes of WFAddV, WFRemV, WFConV and WFConE
HelpAddV(phase) success or failure reported to the state array.
In the process of traversal, it is possible that the threads which are helping might have been
inserted the v(vkey) but not publish success. Also, it is possible that the v(vkey) we are trying
to insert was already inserted and then removed by some other thread and then a different VNode
with vkey was inserted to the vertex-list. We properly handled these cases.
To identify these cases, we check the VNodes that was discovered during the process of traversal.
If that is the same as v(vkey) that we are trying to insert, then we reported success to the state
array(see Line 144). Also, we check if that VNode is marked by invoking isMrkd procedure for
deletion, means the v(vkey) already inserted and then marked for deletion, then we also reported
success to the state array (see Line 156), else we try to report failure. Like WFAddV, a
WFRemV(vkey) operation invoked by passing the vkey to be deleted, in Line 38 to 50. It starts
by choosing a phase number, announcing its operation on the state array to delete the v(vkey).
Then the thread calls HelpGphDS(phase) to invoke the helping mechanism. Like a WFAddV
operation, it traverses the state array and helps all pending operations and tries to complete its
operation. In the next step the same thread(or a helping thread) enters HelpRemV(phase) and
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249: Operation HelpRemE(tid, phase)
250: while (true) do
251: ODA op← state[tid];
252: if (¬(op.type = remedge ∧ op.phase = phase)) then
253: return;
254: end if
255: if (isMrkd(op.vsrc) ∨ isMrkd(op. vdest)) then
256: ODA fail ← new ODA (phase, failure);
257: CAS(state[tid], op, fail);
258: return;
259: end if
260: enode e2 ← op.enode;
261: 〈pred, curr〉 ← LocE(op.vsrc, e2. ekey);
262: cnext← curr.enext;
263: if (curr.ekey 6= e2.ekey) then
264: ODA fail ← new ODA (phase, failure);
265: if (CAS(state[tid], op, fail)) then
266: return;
267: end if
268: else
269: if (¬CAS(curr.enext, cnext,MrkdRf(c next))) then
270: goto Line 250;
271: end if
272: if (¬CAS(pred.enext, curr, cnext))) then
273: goto Line 250;
274: end if
275: ODA succ ← new ODA (phase, success);
276: if (CAS(state[tid], op, succ)) then
277: return;
278: end if
279: end if
280: end while
281: end Operation
282: Operation HelpConE(tid, phase)
283: ODA op ← state[tid];
284: if (¬(op.type = findedge ∧ op.phase = phase)) then
285: return;
286: end if
287: ENode e2 ← op.enode;
288: 〈pred, curr〉 ← LocE(op.vsrc, e2.ekey );
289: if ((curr.ekey = e2.ekey) ∧ ¬isMrkd (curr.enext))
then
290: ODA succ ← new ODA (phase, success);
291: (CAS(state[tid], op, succ));
292: return true;
293: else
294: ODA fail ← new ODA (phase, failure);
295: (CAS(state[tid], op, fail));
296: return false;
297: end if
298: end Operation
299: Operation ConE(key1, key2)
300: VNode v1, v2;
301: ENode e;
302: 〈v1, v2, f lag〉 ← LocateUV (key1, key2);
303: if (flag = false) then
304: return VERTEX NOT PRESENT;
305: end if
306: if (isMrkd(v1) ∨ isMrkd(v2)) then
307: return VERTEX NOT PRESENT;
308: end if
309: e← EHead;
310: while ((e.ekey < key2)) do
311: e← UnMrkdRf(e.enext) ;
312: end while
313: if ((e.ekey = key2) ∧ (¬isMrkd(e. enext) ∧
(¬isMrkd(v1.vnext) ∧ (¬isMrkd( v2.vnext))) then
314: return EDGE PRESENT;
315: else
316: return VERTEX OR EDGE NOT PRESENT;
317: end if
318: end Operation
Figure 6: Pseudo-codes of WFAddV, WFRemV, WFConV and WFConE
verifies the phase number and type of operation opType, if they match with remvertex then it
invokes HelpLocV(phase) to traverse the vertex-list until it finds a vertex with its key greater
than or equal to v(vkey). In the process of traversal, it physically deletes all logically deleted
VNodes, using a CAS. Once it reaches the appropriate location checks whether the vkey is already
present. If the ekey is present it attempts to remove the VNode in two steps (like [4]), (a) atomically
marks the vnext of current VNode, using a CAS (Line 185), and (b) atomically updates the vnext
of the predecessor VNode to point to the vnext of current VNode, using a CAS (Line 188). On any
unsuccessful CAS it will cause the operation to restart from the HelpRemV procedure. After the
operation completes HelpRemV will update success to the state array. A WFConV(vkey)
operation is much simpler than WFAddV and WFRemV. We have two cases based on with and
without help. For the helping case a WFConV(vkey) operation, in Line 51 to 63, first starts
publishing the operation in the state array like other operations. Then any helping thread will
search it in the vertex-list, If the searching key is present and not been marked it reported success,
else it reported failure, using a CAS to the state array. The HelpConV procedure, in Line 115
to 131, guarantees that the list traversal does not affected from infinite insertion of VNodes, this is
because other threads will first help this operation before inserting a new VNode.
Unlike a HelpAddV and HelpRemV, a HelpConV procedure does not need a loop to update
the state array if any failure of the CAS. For the without helping case a ConV(vkey) operation,
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in Line 198 to 204, first traverses the vertex-list in a wait-free manner skipping all logically marked
VNodes until it finds a vertex with its key greater than or equal to vkey. Once it reaches the
appropriate VNode, checks its key value equals to vkey, and it is unmarked, then it returns true
otherwise returns false. We do not allow ConV for any helping in the process of traversal. This
is because if the vertex set keys are finite(upto available memory in the system) to achieve higher
throughput and ConV is called more frequently than the WFAddV and WFRemV operations,
so it does not allow any help.
4.3 The Edge Methods
The wait-free graph edge operations WFAddE, WFRemE, and WFConE are depicted in Figure 3
and 4 and their corresponding helping procedures HelpAddE, HelpRemE, and HelpConE are
defined in Figure 5.
A WFAddE(ekey1, ekey2) operation, in Line 64 to 80, begins by validating the presence of
the v(ekey1) and v(ekey2) in the vertex-list by invoking LocateUV and are unmarked. If the
validations fail, it returns VERTEX NOT PRESENT. Once the validation succeeds, WFAddE operation
starts by choosing a phase number, creating a new ENode by invoking CEnode(ekey), posting its
operation on the state array alone with the vsrc and vdest vertices. Then the thread calls
HelpGphDS(phase) to invoke the helping mechanism. After that it traverses the state array
and helps all pending operations and tries to complete its own operation. In the next step the
same thread(or a helping thread) enters HelpAddE(phase)(in Line 205 to 248) and verifies the
phase number and type of operation opType, if they match with the addedge then it invokes
LocE(v(ekey1), ekey2)(Line 218) to traverse the edge-list until it finds an ENode with its key
greater than or equal to ekey2. In the process of traversal, it physically deletes two kinds of
logically deleted ENodes, (a) the ENodes whose VNode is logically deleted, using a CAS, and (b) the
logically deleted ENodes, using a CAS. Once it reaches the appropriate location checks if the ekey2
is already present or not. If present, then it attempts a CAS to add the new ENode (Line 239).
On an unsuccessful CAS, it retries. After the operation completes HelpAddE(phase) success or
failure reported to the state array.
In the process of traversal in the HelpAddE procedure, it is possible that the threads which are
helping might have been inserted the e(ekey2) but not publish success. Also it is possible that the
e(vkey2) we are trying to insert was already inserted and then removed by some other thread and
then a different ENode with ekey2 was inserted to the edge-list of v(ekey1) . We properly handled
these cases. Like WFAddV and WFRemV, we check the ENodes that was discovered during the
process of traversal is the same key ekey2 that we are trying to insert, then we reported success
to the state array(see Line 222). Also we check if that ENode is marked( by invoking isMrkd),
means the e(ekey2) already inserted and then marked for deletion, then we also reported success
to state array(see Line 234), else we try to report failure.
In each start of the while(Line 206) it is necessary to check for the presence of vertices op.vsrc
and op.vdest in Line 211 by calling isMrkd procedure. The reason explained in [1]. This is one
of the several differences between an implementation trivially extending lock-free and wait-free list
and concurrent wait-free graph. In fact, it can be seen that if this check is not performed, then it
can result in the algorithm to not be linearizable.
A WFRemE(ekey1, ekey2) operation proceeds almost identical to the WFAddE, in Line 81
to 97, begins by validating the presence of the v(ekey1) and v(ekey2) and are unmarked. If the
validations fail, it returns VERTEX NOT PRESENT. Once the validation succeeds, WFRemE oper-
ation starts by choosing a phase number, creating a new ENode, posting its operation on the
state array alone with the vsrc and vdest vertices. Then it gone through helping mechanism
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319: Operation WFLocV(key)
320: while (true) do
321: v1 ← VHead; v2 ← v1.vnext;
322: while (true) do
323: v3 ← v2.vnext;
324: while (isMrkd(v3)) do
325: flag ← CAS(v1.vnext, v2, v3);
326: if (¬flag) then
327: goto Line 320;
328: end if
329: v2 ← v3; v3 ← v2.vnext;
330: end while
331: if (v2.vkey >= key) then
332: return 〈v1, v2〉;
333: end if
334: v1 ← v2; v2 ← v3;
335: end while
336: end while
337: end Operation
338: Operation LocE(srcv, key)
339: while (true) do
340: e1 ← srcv.enext; e2 ← e1.enext;
341: while (true) do
342: e3 ← e2.enext; v ← e2.pointv;
343: while (isMrkd(v) ∧ ¬isMrkd(e3)) do
344: if (¬CAS(e2.enext, e3,MrkdRf(e3))) then
345: goto Line 339;
346: end if
347: if (¬CAS(e1.enext, e2, e3)) then
348: goto Line 339;
349: end if
350: e2 ← UnMrkdRf(e3);
351: e3 ← e2.enext; v ← e2.pointv;
352: end while
353: while (isMrkd(e3)) do
354: if (¬CAS(e1.enext, e2, e3)) then
355: goto Line 339;
356: end if
357: e2 ← UnMrkdRf(e3);
358: e3 ← e2.enext; v ← e2.pointv
359: end while
360: if (isMrkd(v)) then
361: goto Line 341;
362: end if
363: if (e2.ekey >= key) then
364: return〈e1, e2〉;
365: end if
366: e1 ← e2; e2 ← e3;
367: end while
368: end while
369: end Operation
370: Operation LocateUV(key1, key2)
371: if (key1 < key2) then
372: v1 ← VHead;
373: while (v1.vkey < key1) do
374: v1 ← v1.vnext;
375: end while
376: if (v1.vkey 6= key1 ∨ isMrkd(v1)) then
377: return 〈v1, v2, false〉;
378: end if
379: v2 ← v1.vnext;
380: while (v2.vkey < key2) do
381: v2 ← v2.vnext;
382: end while
383: if (v2.vkey 6= key2 ∨ isMrkd(v2)) then
384: return 〈v1, v2, false〉;
385: end if
386: else
387: v2 ← VHead;
388: while (v2.vkey < key2) do
389: v2 ← v2.vnext;
390: end while
391: if (v2.vkey 6= key2 ∨ (isMrkd(v2))) then
392: return 〈v1, v2, false〉;
393: end if
394: v1 ← nv .vnext;
395: while (v1.vkey < key1) do
396: v1 ← v1.vnext;
397: end while
398: if (v1.vkey 6= key1 ∨ (isMrkd(v1))) then
399: return 〈v1, v2, false〉;
400: else
401: return 〈v1, v2, true〉;
402: end if
403: end if
404: end Operation
Figure 7: Pseudo-codes of WFAddV, WFRemV, WFConV and WFConE
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HelpGphDS(phase). After that it traverses the state array and helps all pending operations
and tries to complete its own operation. In the next step the same thread(or a helping thread)
enters HelpRemE(phase)(in Line 249 to 281) and verifies the phase number and type of operation
opType, if they match with the remedge then it traverse the edge-list until it finds an ENode with
its key greater than or equal to ekey2. Like HelpAddE, in the process of traversal, it physically
deletes two kinds of logically deleted ENodes, (a) the ENodes whose VNode is logically deleted,
and (b) the logically deleted ENodes. Once it reaches the appropriate location checks if the ekey2
is already present or not, if it is, attempts to remove the e(ekey2) in two steps like WFRemV
operation, (a) atomically marks the enext of the current ENode, using a CAS (Line 269), and (b)
atomically updates the enext of the predecessor ENode to point to the enext of current ENode,
using a CAS (Line 272). On any unsuccessful CAS, it reattempted. Like HelpAddE, after the
operation completes HelpRemE(phase) success or failure reported to the state array.
Like WFConV, a WFConE operations also has two cases based on with and without help.
For the helping case a WFConE (ekey1, ekey2) operation, in Line 98 to 114, does similar work
like WFAddE and WFRemE operation. It publishes the operation in the state array and then
invokes the HelpGphDS(phase). If the current ENode is equal to the ekey2 and e(ekey2) unmarked
and v(ekey2) and v(ekey2) also unmarked, it updates the state array to success, using a CAS.
Otherwise failure is updated to the state array.
For the without helping case a ConE(ekey1, ekey2) operation, in Line 299 to 318, validates the
presence of the corresponding VNodes. Then it traverses the edge-list of v(ekey1) in a wait-free
manner skipping all logically marked ENodes until it finds an edge with its key greater than or
equal to ekey2. Once it reaches the appropriate ENode, checks its key value equals to ekey2, and
e(ekey2) is unmarked, and v(ekey1) and v(ekey2) are unmarked, then it returns EDGE PRESENT
otherwise it returns VERTEX OR EDGE NOT PRESENT.
5 An Optimized Fast Wait-free Graph Algorithm
In this section, we present the optimized version of our wait-free concurrent graph data-structure,
which is designed based on the fast-path-slow-path algorithm by Kogan et al. [11]. The fast-path-
slow-path algorithm is a combination of two parts, the first part is a lock-free algorithm which is
usually fast and the second one is a wait-free algorithm which is slow. Pragmatically the lock-free
algorithms are fast as compare to the wait-free algorithms as they don’t require helping always.
So, to enhance the performance and achieve a fast wait-free graph we adopted lock-free graph by
Chatterjee et al. [1] and wait-free graph which described in previous Section 4. The basic working
principle of the optimized wait-free graph is as follows: (1). Before an operation begins the fast-
path lock-free algorithm, it inspects whether help needed for any other operations in the slow-path
wait-free algorithm, (2). Then the operation starts running with its fast-path lock-free algorithms
while it keeps tracking the number times it fails, which is nothing but the number of failed CAS.
Generally, if very less number of CAS failed happen then helping is not necessary and hence the
execution finishes just after completing the fast-path lock-free algorithm. (3). If the operation
is unable to finish its execution after trying a certain number of CAS, then it allows entering the
slow-path algorithm to finish the execution.
The slow-path wait-free algorithms described in Section 4. Each operation chooses its phase
numbers then it publish the operation in the state array by updating its corresponding entry.
Then it traverse through the state array and try to help the operations whose phase number is
lower than or equals to its own phase number, which ensures the unfinished operations gets help
from other threads to finish the execution. This ensures wait-freedom. The maximum number of
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tries in the fast-path is upper bounded by a macro MAX FAIL similar to [11], we choose MAX FAIL to
20. On average, we achieve high throughput with this upper bound value. The optimized wait-free
algorithm is given in Figure 9.
6 Proof of Correctness and Progress Guarantee
In this section, we prove the correctness of our concurrent wait-free graph data-structure based on
LP [8] events inside the execution interval of each of the operations.
Theorem 1 The concurrent wait-free graph operations are linearizable.
Proof. Based on the return values of the operations we discuss the LPs.
1. WFAddV(vkey): We have two cases:
(a) true: The LP be the successful CAS execution at the Line 161.
(b) false: The LP be the atomic read of the vnext pointing to the vertex v(vkey).
2. WFRemV(vkey): We have two cases:
(a) true: The LP be the successful CAS execution at the Line 185 (logical removal).
(b) false: If there is a concurrent WFRemV operation op, that removed v(vkey) then the
LP be just after the LP of op. If v(vkey) did not exist in the vertex-list then the LP be
at the invocation of WFRemV.
3. WFConV(vkey): We have two cases:
(a) true: The LP be the atomic read of the vnext pointing to the vertex v(vkey).
(b) false: The LP be the same as returning false WFRemV, the case 2b.
4. WFAddE(k1, k2): We have three cases:
(a) EDGE ADDED:
i. With no concurrent WFRemV(k1) or WFRemV(k2): The LP be the successful CAS
execution at the Line 239.
ii. With concurrent WFRemV(k1) or WFRemV(k2): The LP be just before the first
remove’s LP.
(b) EDGE ALREADY PRESENT:
i. With no concurrent WFRemV(k1) or WFRemV(k2): The LP be the atomic read
of the enext pointing to the ENode e(k2) in the edge-list fo the vertex v(k1).
ii. With concurrent WFRemV(k1) or WFRemV(k2) or WFRemE(k1, k2) : The LP
be just before the first remove’s LP.
(c) VERTEX NOT PRESENT:
i. At the time of invocation of WFAddE(k1, k2) if both vertices v(k1) and v(k2) were
in the vertex-list and a concurrent WFRemV removes v(k1) or v(k2) or both then
the LP be the just after the LP of the earlier WFRemV.
ii. At the time of invocation of WFAddE(k1, k2) if both vertices v(k1) and v(k2) were
not present in the vertex-list, then the LP be the invocation point itself.
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5. WFRemE(k1, k2): We have three cases:
(a) EDGE REMOVED:
i. With no concurrent WFRemV(k1) or WFRemV(k2): The LP be the successful CAS
execution at the Line 269(logical removal).
ii. With concurrent WFRemV(k1) or WFRemV(k2): The LP be just before the first
remove’s LP.
(b) EDGE NOT PRESENT: If there is a concurrent WFRemE operation removed e(k1, k2) then
the LP be the just after its LP, otherwise at the invocation of WFRemE(k1, k2) itself.
(c) VERTEX NOT PRESENT: The LP be the same as the case WFAddE returning “VERTEX
NOT PRESENT”4c.
6. WFConE(k1, k2): Similar to WFRemE, we have three cases:
(a) EDGE PRESENT:
i. With no concurrent WFRemV(k1) or WFRemV(k2): The LP be the atomic read
of the enext pointing to the ENode e(k2) in the edge-list fo the vertex v(k1).
ii. With concurrent WFRemV(k1) or WFRemV(k2) or WFRemE(k1, k2) : The LP
be just before the first remove’s LP.
(b) VERTEX NOT PRESENT: The LP be the same as that of the WFAddE’s returning “VERTEX
NOT PRESENT” case 4c.
(c) VERTEX OR EDGE NOT PRESENT: The LP be the same as that of the WFRemE’s return-
ing “EDGE NOT PRESENT” and WFAddE’s returning “VERTEX NOT PRESENT” cases.
From the above discussion one can notice that each operation’s LPs lies in the interval between the
invocation and the return steps. For any invocation of a WFAddV(vkey) operation the traversal
terminates at the VNode whose key is just less than or equal to vkey. Similar reasoning also true
for invocation of an WFAddE(k1, k2) operation. Both the operations do the traversal in the sorted
vertex-list and edge-list to make sure that a new VNode or ENode does not break the invariant of the
wait-free graph data-structure. The WFRemV and WFRemE do not break the sorted order of the
lists. Similarly, the non-update operations do not modify the data-structure. Thus we concluded
that all wait-free graph operations maintain the invariant across the LPs. This completes the proof
of the linearizability. 2
Theorem 2 The presented concurrent graph operationsWFAddV, WFRemV, WFConV, WFAddE,
WFRemE, and WFConE are wait-free.
Proof. To show the concurrent graph algorithms to be wait-freedom, we have to make sure that the
helping procedure terminates with a limited number try in concurrent with update operations. As
we discussed in Section 4 that each operation chooses its phase numbers larger than all the previous
operations and then publishes the operation in the state array by updating its entry. After that,
it traverses through the state array and tries to help the operations whose phase number is lower
than or equal to its phase number, which ensures the unfinished operations gets help from other
thread to finish the execution. So that all the threads help the pending operations and finished
the execution with a limited number of steps. This ensures wait-freedom. Therefore, the graph op-
erations WFAddV, WFRemV, WFConV, WFAddE, WFRemE, and WFConE are wait-free. 2
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7 Experiments and Analysis
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(c) Update Intensive
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Figure 8: Experimental Results for Wait-free and Optimised Wait-free Graph.
Experimental Setup: We conducted our experiments on a processor with Intel(R) Xeon(R)
E5-2690 v4 CPU containing 56 cores running at 2.60GHz. Each core supports 2 logical threads.
Every core’s L1-64K, L2-256K cache memory is private to that core; L3-35840K cache is shared
across the cores, 32GB of RAM and 1TB of hard disk, running 64-bit Linux operating system. All
the implementationa were written in C++ (without any garbage collection) and multi-threaded
implementation is based on Posix threads.
Running Strategy: In the experiments, we start with an initial graph of 1000 vertices and
nearly
(
1000
2
)
/4 ≈ 125000 edges added randomly, rather than starting with an empty graph. When
the program begins, it creates a fixed set of threads (1, 10, 20, 30, 40, 50, 60 and 70) and each thread
randomly performs a set of operations chosen by a particular workload distribution, as given below.
The metric for evaluation is the number of operations completed in a unit time, i.e. throughput.
We measured throughput by running the experiment for 20 seconds. Each data point is obtained
by averaging over 5 iterations.
Workload Distribution: To compare the performance with several micro benchmarks, we
used the following distributions over the ordered set of operations {WFAddV, WFRemV, WF-
ConV, WFAddE, WFRemE, WFConE }:
1. Lookup Intensive: (2.5%, 2.5%, 45%, 2.5%, 2.5%, 45%), see the Figure 8a.
2. Equal Lookup and Updates: (12.5%, 12.5%, 25%, 12.5%, 12.5%, 25%), see the Figure 8b.
3. Update Intensive: (22.5%, 22.5%, 5%, 22.5%, 22.5%, 5%), Figure 8c.
We compare the following concurrent graph algorithms:
1. Seq: Sequential execution of all the operations.
2. Coarse: Execution with a coarse grained lock [7, Ch. 9].
3. HoH: Execution with Hand-over-Hand lock [7, Ch. 9].
4. Lazy: Execution with Lazy-lock [5].
5. NBGraph: Based on non-blocking graph [1].
6. WFGraph-woh: The wait-free graph algorithm with ConV and ConE (without helping of
contains vertex and edge operations) Section 4.
aThe source code is available on https://github.com/PDCRL/ConcurrentGraphDS.
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7. WFGraph-wh: The wait-free graph algorithm with WFConV and WFConE (with helping
of contains vertex and edge operation) Section 4.
8. OWFGraph-woh: The optimized version of wait-free graph algorithm with ConV and
ConE (without helping of contains vertex and edge operations) Section 5.
9. OWFGraph-wh: The optimized version of wait-free graph algorithm with WFConV and
WFConE (with helping of contains vertex and edge operation) Section 5.
In the plots shown in Figure 8, we observe that the WFGraph-woh and WFGraph-wh algorithm
does not scale well like NBGraph with the number of threads in the system, and saturate at 56
threads(number of cores), on the other hand, the OWFGraph-woh variant scales well compare to
others.
8 Conclusion and Future Directions
In this paper, we presented an efficient, practical wait-free algorithm to implement a concurrent
graph data-structure, which allows threads to insert and delete the vertices/edges concurrently.
We also developed an optimized version of wait-free graph using the concept of fast-path-slow-path
algorithm developed by Kogan et al. [11]. We extensively evaluated the C++ implementation of our
algorithm and the optimized variant through several micro-benchmarks. We compared wait-free
graph and optimized wait-free graph algorithms with sequential, coarse-lock, hand-over-hand lock,
lazy lock, and non-blocking concurrent graphs. The optimized wait-free graph without helping of
contains vertex and edge operations achieves nearly up to 9x speedup on throughput with respect to
locking counterparts and nearly 1.5x speedup with respect to non-blocking counterpart. Currently,
our implementation does not have any garbage collection mechanism. In future, we plan to enhance
our implementation with a garbage collection procedure similar to [13].
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405: Operation MaxPhase()
406: maxph.F etchAndAdd(1);
407: return maxph;
408: end Operation
409: Operation HelpGphDS (phase)
410: for (tid← 0 to state.end()) do
411: ODA desc← state[tid];
412: if (desc.phase ≤ phase) then
413: if (desc.type = addvertex) then
414: HelpAddV(tid, desc.phase);
415: else if (desc.type = remvertex) then
416: HelpRemV(tid, desc.phase);
417: else if (desc.type = addedge) then
418: HelpAddE(tid, desc.phase);
419: else if (desc.type = remedge) then
420: HelpRemE(tid, desc.phase);
421: else if (desc.type = findvertex) then
422: WFConV(tid, desc.phase);
423: else if (desc.type = findedge) then
424: WFConE(tid, desc.phase);
425: end if
426: end if
427: end for
428: end Operation
429: Operation AddVertex(key)
430: for (tries← 0 to MAX FAIL) do
431: 〈pv, cv〉 ←WFLocV(key);
432: if (cv.vkey = key) then
433: return false;
434: else
435: VNode v;
436: VNode next ← v.vnext;
437: CAS(v.vnext, next, cv);
438: if (CAS(pv.vnext, curr, v)) then
439: return true;
440: end if
441: end if
442: end for
443: return WFAddV(key);
444: end Operation
445: Operation RemoveVertex(key)
446: for (tries← 0 to MAX FAIL) do
447: 〈pv, cv〉 ←WFLocV(key);
448: if (cv.vkey 6= key) then
449: return false;
450: else
451: se← cv.vnext;
452: me←MrkdRf(se);
453: if (¬CAS(cv.vnext, se,me)) then
454: goto Line 446;
455: end if
456: if (CAS(pv.vnext, ce, se)) then
457: return true;
458: end if
459: end if
460: end for
461: return WFRemV(key);
462: end Operation
463: Operation ConVertex(key)
464: for (tries← 0 to MAX FAIL) do
465: VNode v ← read(VHead);
466: while (v.vkey < key) do
467: v ← UnMrkdRf(v.vnext) ;
468: end while
469: return (v.vkey = key) ∧ (IsMrkd(v) = false);
470: end for
471: return WFConV(key);
472: end Operation
473: Operation AddEdge(key1, key2)
474: for (tries← 0 to MAX FAIL) do
475: 〈v1, v2, f lag〉 ← LocateUV (key1, key2 );
476: if (flag = false) then
477: return false;
478: else
479: 〈pe, ce〉 ← LocE(v1, key2);
480: if (ce.vkey = key2) then
481: return false;
482: else
483: newe← ENode(key2);
484: next← newe.enext;
485: CAS(newe.enext, next, cv);
486: if (CAS(pe.enext, ce, newe)) then;
487: newe.pointv← v2;
488: return true;
489: end if
490: end if
491: end if
492: end for
493: return WFAddE(key1, key2);
494: end Operation
495: Operation RemoveEdge(key1, key2)
496: for (tries← 0 to MAX FAIL) do
497: 〈v1, v2, f lag〉 ← LocateUV (key1, key2 );
498: if (flag = false) then
499: return false;
500: else
501: 〈pe, ce〉 ← LocE(v1, key2);
502: if (ce.ekey 6= key2) then
503: return false;
504: else
505: se← ce.enext;
506: me←MrkdRf(se);
507: if (¬CAS(ce.enext, se,me)) then;
508: goto Line 496;
509: end if
510: if (CAS(pe.enext, ce, succ)) then;
511: return true;
512: end if
513: end if
514: end if
515: end for
516: return WFRemE(key1, key2);
517: end Operation
518: Operation ConEdge(key1, key2)
519: for (tries← 0 to MAX FAIL) do
520: VNode v1, v2;
521: ENode e;
522: 〈v1, v2, f lag〉 ← LocateUV (key1 , ke y2);
523: if (flag = false) then
524: return VERTEX NOT PRESENT;
525: end if
526: if (isMrkd(v1) ∨ isMrkd(v2)) then
527: return VERTEX NOT PRESENT;
528: end if
529: e← EHead;
530: while ((e.ekey < key2)) do
531: e← UnMrkdRf(e.enext) ;
532: end while
533: if ((e.ekey = key2) ∧ (¬isMrkd(e. enext) ∧
(¬isMrkd(v1.vnext) ∧(¬ isMrkd( v2.vnext))) then
534: return EDGE PRESENT;
535: else
536: return VERTEX OR EDGE NOT PRESENT;
537: end if
538: end for
539: return WFConE(key1, key2);
540: end Operation
Figure 9: Pseudo-codes of WFAddV, WFRemV, WFConV and WFConE20
