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Abstract
The process of semi-discretization and waveform relaxation are applied to general nonlinear par-
abolic functional differential equations. Two new theorems are presented, which extend and improve
some of the classical results. The first of these theorems gives an upper bound for the norm of the
error of finite difference semi-discretization. This upper bound is sharper than the classical error
bound. The second of these theorems gives an upper bound for the norm of the error, which is caused
by both semi-discretization and waveform relaxation. The focus in the paper is on estimating this
error directly without using the upper bound for the error, which is caused by the process of semi-
discretization and the upper bound for the error, which is caused by the waveform relaxation method.
Such estimating gives sharper error bound than the bound, which is obtained by estimating both
errors separately.
 2004 Elsevier Inc. All rights reserved.
Keywords: Partial functional differential equations; Process of semi-discretization; Waveform relaxation
techniques; Error estimates
E-mail address: zubik@math.boisestate.edu.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.01.012
B. Zubik-Kowal / J. Math. Anal. Appl. 293 (2004) 496–510 4971. Introduction
1.1. Parabolic functional differential equations
In this paper we study the numerical solution of initial-boundary value problem for
parabolic functional differential equations
∂
∂t
u(x, t) = f
(
x, t, u(x,t),
∂
∂x
u(x, t),
∂2
∂x2
u(x, t)
)
,
x ∈ [−L,L], t ∈ [0, T ]. (1.1)
Here, f : [−L,L] × [0, T ] × C(D,R) × R × R → R, with L,T > 0, D = [−τˆ , τˆ ] ×
[−τ0,0], τˆ , τ0  0, is a continuous function. The function u(x,t) ∈ C(D,R) for x ∈
[−L,L], t ∈ [0, T ] and u ∈ C(B,R), with B = [−Lˆ, Lˆ] × [−τ0, T ], Lˆ = L + τˆ , is de-
fined as
u(x,t)(s, τ ) = u(x + s, t + τ ), (s, τ ) ∈ D. (1.2)
Throughout the paper we assume that there exists the partial derivative ∂
∂q
f (x, t,ω,p, q)
and ∂
∂q
f (x, t,ω,p, q) 0 for x ∈ [−L,L], t ∈ [0, T ], ω ∈ C(D,R), p,q ∈R. For exam-
ple, if  > 0 and we define the function f by
f (x, t,ω,p, q) = q + ω(0,0)(1 − ω(0,−τ0)) (1.3)
then (1.1) is Hutchinson’s equation
∂
∂t
u(x, t) =  ∂
2
∂x2
u(x, t) + u(x, t)(1 − u(x, t − τ0)). (1.4)
Equation (1.4) is a model in population dynamics, see, e.g., [12, Section 6.3]. Further, let
a ∈ C([0, T ],R+) and
f (x, t,w,p,q) = a(t)q + a(t)
0∫
−τ0
τˆ∫
−τˆ
w(s, τ ) ds dτ. (1.5)
Then (1.1) is the following differential–integral equation:
∂
∂t
u(x, t) = a(t) ∂
2
∂x2
u(x, t) + a(t)
0∫
−τ0
τˆ∫
−τˆ
u(x + s, t + τ ) ds dτ. (1.6)
For other examples and applications of parabolic partial functional differential equations
we refer the reader to monograph [12].
Equation (1.1) is supplemented by the initial-boundary conditions
u(x, t) = u0(x, t), t ∈ [−τ0,0], x ∈ [−Lˆ, Lˆ],
u(x, t) = g(x, t), t ∈ [0, T ], x ∈ [−Lˆ,−L] ∪ [L, Lˆ]. (1.7)
Here u0, g are given initial and boundary functions, respectively. Throughout the paper we
assume that there exists a classical solution of (1.1), (1.7). The existence of the solutions is
studied in [4]. The uniqueness of the solutions is studied in [7].
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Applying the process of semi-discretization (with respect to the spatial variable x ∈
[−L,L]) and interpolation with respect to the spatial variable s ∈ [−τˆ , τˆ ] for the functional
argument u(x,t) to problem (1.1), (1.7), one arrives at a system of ordinary differential
equations of the form
v˙(t) = F (t, v(t), vt ), t ∈ [0, T ]. (1.8)
Here, F : [0, T ] ×Rn × C([−τ0,0],Rn) → Rn, n = n0, n0 + 1, . . . , are continuous func-
tions, which depend on the parameter n of spatial discretization. The system (1.8)
may be obtained, e.g., after finite difference semi-discretization (see Section 2) or af-
ter pseudospectral semi-discretization (see [15]). The components of v(t) = (v1(t), . . . ,
vn(t)) ∈ Rn provide us with approximations to the values u(xi, t) of the exact solution
to problem (1.1), (1.7) at spatial grid points xi ∈ [−L,L], i = 1, . . . , n. The function
vt ∈ C([−τ0,0],Rn) for t ∈ [0, T ] and v ∈ C([−τ0, T ],Rn) is defined by
vt (τ ) = v(t + τ ), τ ∈ [−τ0,0].
The semi-discrete system (1.8) is supplemented by the initial condition
v(t) = u˜0(t), t ∈ [−τ0,0], (1.9)
where u˜0 is an initial function corresponding to the function u0.
For the Cauchy problem (1.8), (1.9) we consider the following waveform relaxation
scheme:
v˙k+1(t) = G(t, vk+1(t), vk(t), vkt ), t ∈ [0, T ], (1.10)
vk+1(t) = u˜0(t), t ∈ [−τ0,0], (1.11)
for k = 0,1,2, . . . . Here, v0 is a given starting function; vk are successive iterates; and
G : [0, T ] × Rn × Rn × C([−τ0,0],Rn) → Rn are splitting functions, which are chosen
for the functions F . For example, the Jacobi–Picard waveform relaxation scheme
v˙k+1i (t) = Fi
(
t, vk1(t), . . . , v
k
i−1(t), v
k+1
i (t), v
k
i+1(t), . . . , v
k
n(t), v
k
t
)
,
i = 1, . . . , n, (1.12)
and the Gauss–Seidel–Picard waveform relaxation scheme
v˙k+1i (t) = Fi
(
t, vk+11 (t), . . . , v
k+1
i−1 (t), v
k+1
i (t), v
k
i+1(t), . . . , v
k
n(t), v
k
t
)
,
i = 1, . . . , n, (1.13)
are special cases of (1.10) for particular choices of the splitting functions G. Schemes
(1.12) and (1.13) are studied, e.g., in [14]. Scheme (1.12) is parallel and every of the equa-
tions in this system can be solved separately by a different machine. Scheme (1.13) is
sequential and the equations have to be solved sequentially one by one.
Throughout the paper we will use the following notations.
Notation 1.1. Let ‖ · ‖n be an arbitrary norm in Rn.
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U(t) = (U1(t), . . . ,Un(t)), Ui(t) = u(xi, t), (1.14)
for t ∈ [−τ0, T ] and i = 1, . . . , n, with n = n0, n0 + 1, . . . .
Notation 1.3.
e(t) = U(t) − v(t), ek(t) = v(t) − vk(t), Ek(t) = U(t) − vk(t),
for t ∈ [0, T ], k = 0,1, . . . .
The ‖e‖n is an error of the method of semi-discretization (1.8), (1.9) applied to problem
(1.1), (1.7); ‖ek‖n is an error of waveform relaxation method (1.10), (1.11) applied to
problem (1.8), (1.9); and ‖Ek‖n is an error of waveform relaxation method (1.10), (1.11)
applied to problem (1.1), (1.7). The error ‖Ek‖n is caused by both semi-discretization and
waveform relaxation methods.
1.3. Purpose of the paper
Numerical properties of waveform relaxation for delay equations are studied, e.g., in
[1,5]. Special forms of delays are studied and used for deriving the properties and error es-
timates which are presented in these papers. However, the error ‖Ek‖n and the process of
semi-discretization (with respect to the spatial variable x) are not studied in [1,5]. Numer-
ical processes that arise after time discretization applied to waveform relaxation schemes
are studied in [2]. Paper [2] deals with error estimates for such numerical processes but
semi-discretization is not included in these processes and the error ‖Ek‖n is not studied in
the paper. The error ‖Ek‖n is presented by means of numerical experiments and extensive
numerical data in [14,15] for the case of finite difference semi-discretization and in [15]
for the case of pseudospectral semi-discretization. However, upper bounds for ‖Ek‖n are
not studied in these references.
In our paper we derive an upper bound for ‖Ek‖n in an arbitrary norm. In our deriva-
tion we shall assume Lipschitz conditions with time-dependent Lipschitz constants for
the functions G. Such conditions were studied in [8], for nonfunctional equations, and in
[14], for functional equations. They were used to obtain upper bounds for the waveform
relaxation error ‖ek‖n. The process of semi-discretization considered in the numerical ex-
amples presented in [14] comes from application of second order finite difference to spatial
derivative. The error ‖ek‖n, where v is a solution of a system coming from pseudospec-
tral semi-discretization, is studied in [3], for the heat conduction equation, and in [15], for
more general parabolic functional equations. However, in all the above references [3,8,14,
15] upper bounds for the error ‖Ek‖n are not studied. Also, the parabolic functional equa-
tions studied in [14,15] are not of the general form (1.1). In the present paper we study
the error ‖Ek‖n for general nonlinear equation (1.1). Waveform relaxation for nonlinear
equations of neutral type is studied in [6] but the error estimates presented in this paper
are weaker than ours. Also, semi-discretization process for partial equations is not studied
in [6]. Convergence of the process of finite difference semi-discretization for general non-
linear parabolic equations is studied, e.g., in [9–11,13] but waveform relaxation techniques
and the error ‖Ek‖n are not studied in these references.
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derived in [13]. Also, we present an upper bound for the error ‖Ek‖n which includes both
semi-discretization and waveform relaxation errors. Our aim is to establish an upper bound
which is sharper than a sum of upper bounds for ‖e‖n and ‖ek‖n, respectively. We aim to
estimate the error ‖Ek‖n directly without using the inequality ‖Ek‖n  ‖ek‖n + ‖e‖n. We
show that in the special case of finite difference semi-discretization our upper bound for
‖Ek‖n is sharper than the sum of the upper bound for ‖ek‖n, derived in [14], and the new
upper bound for ‖e‖n, which is derived in our paper.
The organization of the paper is as follows. An example of semi-discrete system (1.8),
which one may consider for (1.1), is presented in Section 2. An assumption for this system
is formulated in Section 3.1. A general assumption for the waveform relaxation scheme
(1.10) and examples of this scheme, which one may apply to Eq. (1.1), are given in Sec-
tion 3.2. A new error estimate for the special case of the process of semi-discretization,
which is introduced in Section 2, is presented in Section 4. A new error estimate for method
(1.10) applied to (1.1) is presented in Section 5. A comparison of the error estimates, which
are derived in Sections 4 and 5 and in [14], is given in Section 6. Finally, we end with some
concluding remarks in Section 7.
2. An example of semi-discrete system (1.8)
In this section we give an example of the functions F defined for Eq. (1.1). With this
aim we consider the process of finite difference semi-discretization with the spatial step h
and natural numbers M,Mˆ such that Mh = L, Mˆh = τˆ . Let M˜ = M + Mˆ , M ′ = M − 1
and n = 2M − 1. We denote by xj = jh, j = 0,±1, . . . ,±M˜ , the spatial grid points. Let
t ∈ [0, T ] and i = 0,±1, . . . ,±M ′. We use the finite difference operators δi,t , δ2i,t defined
for z = (z−M ′ , . . . , zM ′) ∈Rn by
δi,t z =
zti+1 − zti−1
2h
, δ2i,t z =
zti+1 − 2zti + zti−1
h2
. (2.1)
Here, the vector zt = (zt−M, . . . , ztM) ∈Rn+2 is defined by
zt±M = g(x±M, t), zti = zi. (2.2)
For the functional argument u(x,t) we consider the linear interpolating operators Li,t :
C([−τ0,0],Rn) → C(D,R). For the vector function w = (w−M ′ , . . . ,wM ′) ∈ C([−τ0,0],
R
n) we define
[Li,tw](s, τ ) = xk+1 − s
h
wtk+i (τ ) +
s − xk
h
wtk+1+i (τ ). (2.3)
Here, s ∈ [−τˆ , τˆ ]; τ ∈ [−τ0,0]; k is an integer number such that xk  s  xk+1 and
wtj (τ ) =
{
wj (τ), j = 0,±1, . . . ,±M ′,
g(xj , t + τ ), j = ±M, . . . ,±M˜. (2.4)
We now define the vector functions F = (F−M ′ , . . . ,FM ′ ), which depend on M ′, in the
following way:
Fi(t, z,w) = f
(
xi, t,Li,tw, δi,t z, δ2i,t z
) (2.5)
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the initial function u˜0 by
u˜0(t) =
(
u0(x−M ′, t), . . . , u0(xM ′, t)
)
, t ∈ [−τ0,0]. (2.6)
Convergence properties of the semi-discrete scheme (1.8), (1.9) with the functions F
defined in (2.5) and the function u˜0 defined in (2.6) are studied in [13, Theorem 5].
3. Assumptions
In this section we formulate assumptions, which will be needed in the rest of the paper.
The assumptions concern the functions F and G, which depend on the parameter n of the
process of semi-discretization applied to problem (1.1), (1.7). We also give examples of
the functions F and G, which satisfy the assumptions.
3.1. An assumption for semi-discrete system (1.8)
We will need the following assumption about consistency of numerical scheme (1.8),
(1.9) with problem (1.1), (1.7).
Assumption 3.1. Let U(t) be the function from Notation 1.2. Suppose that for every func-
tion F : [0, T ] ×Rn × C([0, T ],Rn) →Rn, n = n0, n0 + 1, . . . , there exists a continuous
function γn ∈ C([0, T ],R+) such that∣∣U˙i(t) − Fi(t,U(t),Ut )∣∣ γn(t), (3.1)
for t ∈ [0, T ], i = 1, . . . , n. Moreover, suppose that limn→∞ γn(t) = 0 for t ∈ [0, T ].
We now consider the example of the process of semi-discretization which is introduced
in Section 2. We formulate assumptions for the function f and the exact solution u of prob-
lem (1.1), (1.7), which imply that the functions F defined in (2.5) satisfy Assumption 3.1.
Assumption 3.2. Suppose that there exist continuous functions ν1, ν2, ν3 ∈ C([0, T ],R+)
such that
∣∣f (x, t,ω,p, q) − f (x, t, ω¯, p¯, q¯)∣∣ ν1(t)|p − p¯| + ν2(t)|q − q¯|
+ ν3(t) max
(s,τ )∈D
∣∣ω(s, τ ) − ω¯(s, τ )∣∣ (3.2)
for x ∈ [−L,L], t ∈ [0, T ], ω, ω¯ ∈ C(D,R), p,q, p¯, q¯ ∈R.
Assumption 3.3. Suppose that the solution u of problem (1.1), (1.7) is of class C4.
We have the following lemma for the functions F defined in (2.5).
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itive constant c > 0, which is independent on n, such that the functions F defined in (2.5)
satisfy condition (3.1) for i = 0,±1, . . . ,±M ′ and t ∈ [0, T ] with
γn(t) = c
n2
(
ν1(t) + ν2(t) + ν3(t)
)
. (3.3)
Proof. Let i = 0,±1, . . . ,±M ′ and t ∈ [0, T ]. From (1.14), (1.1), (2.5) and Assump-
tion 3.2 we have
∣∣U˙i(t) − Fi(t,U(t),Ut )∣∣ ν1(t)
∣∣∣∣ ∂∂x u(xi, t) − δi,tU(t)
∣∣∣∣
+ ν2(t)
∣∣∣∣ ∂2∂x2 u(xi, t) − δ2i,tU(t)
∣∣∣∣
+ ν3(t) max
(s,τ )∈D
∣∣[u(xi,t) −Li,tUt ](s, τ )∣∣. (3.4)
From (2.1), (2.2) and Assumption 3.3 there exists a constant c0 > 0, which is independent
on n and such that∣∣∣∣δi,tU(t) − ∂∂x u(xi, t)
∣∣∣∣ c0n2 ,
∣∣∣∣δ2i,tU(t) − ∂2∂x2 u(xi, t)
∣∣∣∣ c0n2 . (3.5)
Moreover, from (2.3), (2.4) and Assumption 3.3 there exists a constant c1 > 0, which is
independent on n and such that∣∣u(xi,t)(s, τ ) −Li,tUt (s, τ )∣∣ c1n2 (3.6)
for (s, τ ) ∈ D. From (3.4), (3.5) and (3.6) we have (3.3) with c = max{c0, c1}, which
proves the lemma. 
We formulate the following corollaries for equations (1.4) and (1.6).
Corollary 3.1. Suppose that a constant d and the solution u of Eq. (1.4) satisfy the in-
equality
max
{∣∣u(x, t)∣∣: x ∈ [−L,L], t ∈ [0, T ]} d
and the function f is defined in (1.3) for a class of functions ω ∈ C(D,R) such that
max{|ω(s, τ )|: (s, τ ) ∈ D}  d . Then f satisfies condition (3.2) in its domain with the
functions ν1, ν2, ν3, which are listed in Table 1. Moreover, if u is of class C4 then the func-
tions F defined by (2.5) and (1.3) satisfy condition (3.1) with the functions γn, which are
given in Table 1.
Corollary 3.2. The function f defined in (1.5) satisfies condition (3.2) with the functions
ν1, ν2, ν3, which are listed in Table 1. Moreover, if the solution u of (1.6) is of class C4
then the functions F defined by (2.5) and (1.5) satisfy condition (3.1) with the function γn,
which is given in Table 1.
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Functions ν1, ν2, ν3 satisfying condition (3.2); function γn satisfying condition (3.1); and functions ν,µ1,µ2,
µ3 satisfying conditions (3.14) and (3.8)–(3.10) for Jacobi–Picard and Gauss–Seidel–Picard waveform relaxation
schemes for Eqs. (1.4), (1.6)
Method (1.8) Equation (1.4) Equation (1.6)
ν1(t) 0 0
ν2(t)  a(t)
ν3(t) d 2τ0τ¯ a(t)
γn(t) cn
−2( + d) cn−2(1 + 2τ0τ¯ )a(t)
Method (1.10) Jac G–S Jac G–S
ν(t) − − −a(t) −a(t)
µ1(t) −2h−2 −h−2 −2a(t)h−2 −a(t)h−2
µ2(t) 2h−2 h−2 2a(t)h−2 a(t)h−2
µ3(t) d d 2τ0τˆ a(t) 2τ0 τˆ a(t)
3.2. An assumption for waveform relaxation scheme (1.10)
We now formulate the assumption for the functions G. With this aim we need the fol-
lowing notation.
Notation 3.1. For w ∈ C([−τ0,0],Rn) we denote
‖w‖0n = max
τ∈[−τ0,0]
∥∥w(τ)∥∥
n
.
The assumption for G is the following
Assumption 3.4. Suppose that the functions G : [0, T ]×Rn×Rn×C([−τ0,0],Rn) →Rn,
n = n0, n0 + 1, . . . , satisfy
G
(
t, r(t), r(t), rt
)= F (t, r(t), rt ) (3.7)
for any function r ∈ C([−τ0, T ],Rn). Moreover, suppose that there exist continuous func-
tions µ1 ∈ C([0, T ],R), µ2,µ3 ∈ C([0, T ],R+) such that∥∥ζ − ζ¯ − ε[G(t, ζ, z,w) − G(t, ζ¯ , z,w)]∥∥
n

(
1 − εµ1(t)
)‖ζ − ζ¯‖n, (3.8)∥∥G(t, ζ, z,w) − G(t, ζ, z¯,w)∥∥
n
 µ2(t)‖z − z¯‖n, (3.9)∥∥G(t, ζ, z,w) − G(t, ζ, z, w¯)∥∥
n
 µ3(t)‖w − w¯‖0n (3.10)
for ε  0, t ∈ [0, T ], ζ, ζ¯ , z, z¯ ∈Rn, w, w¯ ∈ C([−τ0,0],Rn).
We now give two examples of families of splitting functions G, which satisfy Assump-
tion 3.4. With this aim we consider the process of finite difference semi-discretization and
the notations introduced in Section 2. For problem (1.1), (1.7) one may consider splitting
functions G defined by
Gi(t, ζ, z,w) = f
(
xi, t,Li,tw,
zti+1 − zti−1
,
zti+1 − 2ζi + zti−1
2
)
. (3.11)2h h
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w = (w−M ′ , . . . ,wM ′) ∈ C([−τ0,0],Rn). Waveform relaxation scheme (1.10) with G
defined in (3.11) gives Jacobi–Picard scheme for (1.1), (1.7). For Gauss–Seidel–Picard
scheme we define
Gi(t, ζ, z,w) = f
(
xi, t,Li,tw,
zti+1 − ζ ti−1
2h
,
zti+1 − 2ζi + ζ ti−1
h2
)
(3.12)
for the same variables as in (3.11). The convergence of the method (1.10), (1.11) applied to
linear parabolic functional differential equations, in case when the functions G are defined
in (3.11) or in (3.12), is illustrated in [14] by means of numerical experiments and extensive
numerical data.
For the functions G defined in (3.11) or in (3.12) we have the following lemma.
Lemma 3.2. Suppose that Assumption 3.2 is satisfied. Moreover, suppose that ‖ · ‖n is the
infinity norm in Rn. Then the functions G defined in (3.11) satisfy Assumption 3.4 with
µ1(t) = −2
h2
ν(t), µ2(t) = 1
h
ν1(t) + 2
h2
ν2(t), µ3(t) = ν3(t), (3.13)
and the functions G defined in (3.12) satisfy Assumption 3.4 with
µ1(t) = −1
h2
ν(t), µ2(t) = 1
h
ν1(t) + 1
h2
ν2(t), µ3(t) = ν3(t).
Here, ν ∈ C([0, T ],R) is a function such that
ν(t) ∂
∂q
f (x, t,ω,p, q) (3.14)
for x ∈ [−L,L], t ∈ [0, T ], ω ∈ C(D,R), p,q ∈R.
Proof. It is easily seen that G defined in (3.11) satisfy (3.7) with F defined in (2.5). We
now check if the condition (3.8) is satisfied. Using the mean value theorem we have
Gi(t, ζ, z,w) −Gi(t, ζ¯ , z,w) = −2
h2
∂
∂q
f (P )(ζi − ζ¯i )
for a certain P ∈ [−L,L] × [0, T ] × C([0, T ],R) × R2. From this and (3.14) condition
(3.8) is satisfied with µ1 given in (3.13). To check (3.9) we take µ2 as in (3.13). Then using
the mean value theorem and (3.2) we have∣∣Gi(t, ζ, z,w) − Gi(t, ζ, z¯,w)∣∣ 12µ2(t)
(∣∣zti+1 − z¯ti+1∣∣+ ∣∣zti−1 − z¯ti−1∣∣),
which gives condition (3.9). Condition (3.10) follows from (3.2) and the proof for the
functions G defined in (3.11) is complete. The proof for the functions G defined in (3.12)
is similar. 
Remark 3.4. If ‖ · ‖n is the Euclidean norm then Lemma 3.2 remains true.
Remark 3.5. The functions ν,µ1,µ2,µ3 for Jacobi–Picard and Gauss–Seidel–Picard
waveform relaxation schemes, which one may find for Eqs. (1.4) and (1.6) are listed in
Table 1.
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In this section we consider the method of semi-discretization (1.8), (1.9) in case when
the functions F and u˜0 are defined in (2.5) and (2.6), respectively. In this case we aim to
derive a sharp upper bound for ‖e‖n. With this aim we will use the following assumption.
Assumption 4.1. Suppose that there exist the partial derivative ∂
∂p
f (x, t,ω,p, q) and the
step-size h satisfies
h
∣∣∣∣ ∂∂pf (x, t,ω,p, q)
∣∣∣∣ 2 ∂∂q f (x, t,ω,p, q) (4.1)
in the domain of the function f . Moreover, suppose that the functions ∂
∂p
f (x, t,ω, ·),
∂
∂q
f (x, t,ω, ·) are continuous for each x ∈ [−L,L], t ∈ [0, T ], ω ∈ C([0, T ],R).
Using Assumption 4.1 and [13, Theorem 4] one arrives at the following error estimate:
∥∥e(t)∥∥
n

t∫
0
exp
( t∫
s
ν3(τ ) dτ
)
ds max
t ′∈[0,t ]
γn(t
′). (4.2)
In this section we derive an error estimate, which is sharper than the estimate (4.2). With
this aim we shall use Assumption 4.1 and apply [14, Theorem 1].
Theorem 4.1. Suppose that the functions F are defined in (2.5). Moreover, suppose that
Assumptions 3.2, 3.3, 4.1 are satisfied and ‖ · ‖n is the infinity norm in Rn. Then
∥∥e(t)∥∥
n

t∫
0
γn(s) exp
( t∫
s
ν3(τ ) dτ
)
ds (4.3)
for t ∈ [0, T ].
Proof. Let t ∈ [0, T ] and i = 0,±1, . . . ,±M ′. We have
e˙i (t) = U˙i (t) − Fi
(
t,U(t),Ut
)
+ f (xi, t,Li,tUt , δiU(t), δ2i U(t))− f (xi, t,Li,t vt , δiU(t), δ2i U(t))
+ f (xi, t,Li,t vt , δiU(t), δ2i U(t))− f (xi, t,Li,t vt , δiv(t), δ2i v(t)). (4.4)
From (4.4), Assumptions 3.2 and 3.3, Lemma 3.1 and the Hadamard mean value theorem
we have∣∣∣∣∣e˙i (t) −
1∫
0
∂
∂p
f (Ps) ds δie(t) −
1∫
0
∂
∂q
f (Ps) dsδ
2
i e(t)
∣∣∣∣∣
 γn(t) + ν3(t)max
{∣∣ei+j (t + τ )∣∣: j = 0,±1, . . . ,±Mˆ, τ ∈ [−τ0,0]}. (4.5)
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Ps =
(
xi, t,Li,t vt , δiv(t) + sδie(t), δ2i v(t) + sδ2i e(t)
)
, s ∈ [0,1].
From (4.5) and [13, Theorem 1] we have∥∥e(t)∥∥
n
 η(t), (4.6)
where η solves the problem
η˙(t) = ν3(t)η(t) + γn(t), t ∈ [0, T ], η(0) = 0. (4.7)
From (4.6) and (4.7) we have (4.3) and the proof is complete. 
If the function γn is not constant on [0, T ] then estimate (4.3) is sharper than estimate
(4.2). For example, the function γn, which is given in Table 1 for Eq. (1.6), is not constant
on [0, T ].
5. An error estimate for method (1.10) applied to (1.1)
In this section we consider the general method (1.10), (1.11), which one may apply
to problem (1.1), (1.7). The method (1.10), (1.11) may not necessarily originate from
the process of finite difference semi-discretization. For example, applying the process of
pseudospectral semi-discretization and waveform relaxation techniques to problem (1.1),
(1.7), one arrives at a numerical scheme of the form (1.10), (1.11). For examples of (1.10),
(1.11), which are obtained after Chebyshev pseudospectral semi-discretization and Gauss–
Seidel–Picard waveform relaxation applied to parabolic functional differential equations,
we refer the reader to [15]. The numerical experiments from [15, Section 3.2] present
the error ‖Ek‖n of semi-discretization and waveform relaxation methods. The error is
presented in [15, Section 3.2] for two cases: finite difference semi-discretization and
Chebyshev pseudospectral semi-discretization. The error ‖Ek‖n of finite difference semi-
discretization and waveform relaxation methods is also presented in [14, Section 2.2].
In this section we study the error ‖Ek‖n of the general method (1.10), (1.11) applied to
problem (1.1), (1.7). We derive an upper bound for ‖Ek‖n without using the inequality
‖Ek‖n  ‖ek‖n + ‖e‖n and without estimating the errors ‖ek‖n and ‖e‖n separately. With
this aim we will use the following lemma.
Lemma 5.1. Suppose that Assumptions 3.1 and 3.4 are satisfied. Then
∥∥Ek+1(t)∥∥
n

t∫
0
exp
( t∫
τ
µ1(s) ds
)([
µ2(τ ) + µ3(τ )
]∥∥Ekτ∥∥0n + γn(τ ))dτ (5.1)
for t ∈ [0, T ], n = n0, n0 + 1, . . . , k = 0,1,2, . . . .
Proof. It is easy to check that
D−
∥∥Ek+1(t)∥∥
n
= lim−
1(∥∥Ek+1(t) + εE˙k+1(t)∥∥
n
− ∥∥Ek+1(t)∥∥
n
)
. (5.2)ε→0 ε
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E˙k+1(t) = U˙(t) − F (t,U(t),Ut)
+ G(t,U(t),U(t),Ut )− G(t, vk+1(t),U(t),Ut )
+ G(t, vk+1(t),U(t),Ut )− G(t, vk+1(t), vk(t),Ut )
+ G(t, vk+1(t), vk(t),Ut )− G(t, vk+1(t), vk(t), vkt ). (5.3)
From (5.2), (5.3) and Assumptions 3.1 and 3.4 we have
D−
∥∥Ek+1(t)∥∥
n
 µ1(t)
∥∥Ek+1(t)∥∥
n
+ µ2(t)
∥∥Ek(t)∥∥
n
+ µ3(t)
∥∥Ekt ∥∥0n + γn(t). (5.4)
The inequality (5.1) follows from (5.4) and Gronwall’s lemma. 
In the sequel we will use the following assumption, notation and lemmas.
Assumption 5.1. The function µ1 is either strictly positive or strictly negative on [0, T ].
The functions µ1 listed in Table 1 for Eqs. (1.4) and (1.6) are strictly negative.
Notation 5.1. For t ∈ [0, T ] and k = 1,2, . . . we denote
E(t) = max
τ∈[0,t ]
∥∥E0(τ )∥∥
n
, A(t) =
t∫
0
µ1(τ ) dτ,
r(t) = sign(µ1) max
τ∈[0,t ]
µ2(τ ) + µ3(τ )
|µ1(τ )| ,
Γn(t) = sign(µ1) max
τ∈[0,t ]
γn(τ )
|µ1(τ )| , αk(t) = 1 − e
A(t)
k−1∑
j=0
(−A(t))j
j ! ,
Sk(t) = −[−r(t)]k−1αk(t), λk(t) = Γn(t)
k∑
i=1
Si(t).
We have the following lemma.
Lemma 5.2. Suppose that Assumption 5.1 is satisfied. Then for every k = 1,2, . . . the
function
(− signµ1)kαk(t), t ∈ [0, T ],
is increasing and nonnegative.
Proof. We have
(− signµ1)kα′k(t) =
∣∣µ1(t)∣∣ |A(t)|k−1
(k − 1)! e
A(t)  0
and αk(0) = 0, which proves the lemma. 
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Corollary 5.1. Suppose that Assumption 5.1 is satisfied. Then the functions r(t)Sk(t) and
Γn(t)Sk(t), for k = 1,2, . . . , are nonnegative and increasing with respect to t ∈ [0, T ].
We will also use the following lemma.
Lemma 5.3. We have
t∫
0
e−A(τ)αk(τ )µ1(τ ) dτ = −e−A(t)αk+1(t)
for t ∈ [0, T ], k = 1,2, . . . .
Easy proof of Lemma 5.3 is left to the reader.
Our upper bound for ‖Ek‖n is given in the following theorem.
Theorem 5.1. Suppose that Assumptions 3.1, 3.4, 5.1 are satisfied. Then∥∥Ek(t)∥∥
n
 r(t)E(t)Sk(t) + λk(t) (5.5)
for t ∈ [0, T ] and k = 1,2, . . . , n = n0, n0 + 1, . . . .
Proof. We prove (5.5) by induction. From (5.1) we have (5.5) for k = 1. We now assume
(5.5) for k > 1 and prove it for k+1. We apply Lemma 5.1 and the induction hypothesis to
bound the factor ‖Ekτ ‖0n in (5.1). From Corollary 5.1 the right-hand side of inequality (5.5)
is an increasing function of t . Thus this factor may be bounded from above by
r(τ )E(τ)Sk(τ ) + Γn(τ)
k∑
i=1
Si(τ ).
From this and (5.1) we have the following upper bound for ‖Ek+1(t)‖n:
eA(t)r(t)
t∫
0
e−A(τ)
([−r(τ )]kE(τ)αk(τ ) − Γn(τ) k∑
i=1
[−r(τ )]i−1αi(τ )
)
µ1(τ ) dτ
+ eA(t)Γn(t)
t∫
0
e−A(τ)µ1(τ ) dτ.
From Lemma 5.3 this can be bounded from above by
E(t)
(−r(t))k+1αk+1(t) − Γn(t)
(
k∑
i=1
(−r(t))iαi+1(t) + α1(t)
)
,
which gives (5.5) for k + 1 and completes the proof of the theorem. 
For the special case U = v, Theorem 5.1 gives the following corollary.
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U solves the system (1.8). Then en ≡ 0, Ek ≡ ek , Assumption 3.1 is satisfied with γn ≡ 0
and ∥∥ek(t)∥∥
n
 r(t)Sk(t) max
τ∈[0,t ]
∥∥e0(τ )∥∥
n
(5.6)
for t ∈ [0, T ], k = 1,2, . . . , n = n0, n0 + 1, . . . .
The error estimate (5.6) is presented in [14, Theorem 4.1].
6. Comparison of error estimates
In this section we consider the process of finite difference semi-discretization introduced
in Section 2 and the semi-discrete system (1.8) with F defined in (2.5). For system (1.8)
we consider the scheme (1.10) with G satisfying Assumption 3.4. Moreover, we assume
that Assumption 5.1 and the assumptions of Theorem 4.1 are fulfilled. We compare error
bounds for ‖Ek‖n, which are obtained in two different ways. The first way is to estimate
the errors ‖e‖n and ‖ek‖n separately. Then from Corollary 5.2 and Theorem 4.1 we have∥∥Ek(t)∥∥
n

∥∥ek(t)∥∥
n
+ ∥∥e(t)∥∥
n
 r(t)Sk(t) max
τ∈[0,t ]
∥∥e0(τ )∥∥
n
+ η(t). (6.1)
Here, ‖ · ‖n is the infinity norm and
η(t) =
t∫
0
γn(s) exp
( t∫
s
ν3(τ ) dτ
)
ds
is the new error bound derived in Theorem 4.1. The second way is to use Theorem 5.1.
We now aim to compare the upper bounds, which are given in (5.5) and (6.1). Since the
functions E(t) and maxτ∈[0,t ] ‖e0(τ )‖n are not known exactly (as the solutions U and u
are not known) we suppose that we know a function E0(t) such that
E(t)E0(t), max
τ∈[0,t ]
∥∥e0(τ )∥∥
n
E0(t).
Then the first component in the upper bound given in (5.5) and the first component in the
upper bound given in (6.1) are bounded by the same function r(t)E0(t)Sk(t). We now aim
to compare the function η(t) with the second component λk(t) in the upper bound, which
is given in (5.5). Under certain conditions the comparison is given in the following lemma.
Lemma 6.1. Suppose that ν1(t) ≡ 0. Moreover, suppose that there exist ,σ, c0 > 0 such
that
ν3(t) = ν2(t), γn(t) = c0h2
(
ν2(t) + ν3(t)
)
,
µ1(t) = −σh−2ν2(t), µ2(t) = −µ1(t), µ3(t) = ν3(t).
Then
λk(t) < η(t) (6.2)
for t ∈ [0, T ], k = 1,2, . . . .
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λ˙k(t) < η˙(t), t ∈ [0, T ], λk(0) = η(0) = 0,
which gives (6.2). 
Remark 6.2. For Eqs. (1.4) and (1.6) the functions ν1, ν2, ν3, γn,µ1,µ2,µ3 are given in
Table 1. For both equations we have ν1 ≡ 0 and the assumptions of Lemma 6.1 are satisfied.
7. Conclusions
We presented a new upper bound for the error of the process of finite difference semi-
discretization applied to (1.1). This error bound is sharper than the classical error bound.
We also derived a new upper bound for the error of a general process of semi-discretization
and waveform relaxation methods applied to (1.1). This error was estimated directly with-
out estimating the error of the process of semi-discretization and the error of waveform
relaxation separately. For the special case of finite difference semi-discretization this new
upper bound is sharper than the sum of the new upper bound (which is presented in our
paper) for the error of semi-discretization and the classical upper bound for the error of
waveform relaxation.
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