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Abstract—Large-size populations consisting of a continuum of
identical and non-cooperative agents with stochastic dynamics
are useful in modeling various biological and engineered systems.
This paper addresses the problem of designing mean-field type
optimal state-feedback controllers which guarantee closed-loop
stability of the stationary density of such agents with nonlinear
Langevin dynamics, under the action of their individual steady
state controls.
We represent the corresponding optimality system which
consists of coupled forward-backward PDEs as decoupled
Schro¨dinger equations, by introducing a novel variable trans-
form. Spectral properties of the Schro¨dinger operator which
underlie the stability analysis are used to obtain explicit control
design constraints, in the case that the agents do not interact
explicitly via density dependent dynamics or cost function. Our
interpretation of the Schro¨dinger potential as the cost function of
a closely related optimal control problem motivates a quadrature
based algorithm to compute the finite time optimal control 1. We
show the deep connection between the nonlinear Schro¨dinger
equation and Mean Field Games for agents with nonlinear
Langevin dynamics and explicit interactions.
I. INTRODUCTION
Dynamics and control of multi-agent populations consisting
of a large number of identical and non-cooperative agents are
of interest in various applications including robotic swarms,
macro-economics, traffic and neuroscience. Prior works on
optimal open-loop or closed-loop ensemble (broadcast) control
consider several copies of a particular deterministic [1] or
stochastic ( [2], [3], [4]) systems and have applications in
quantum control [5] and neuroscience [6]. A standard idea in
engineering, economics and biology is regulation using local
feedback information, which is used to model decision mak-
ing in large-size populations of rational agents with limited
information. Optimal feedback control applications to large-
size populations of small robots with individual state-feedback
controllers have been proposed for inspection of industrial
machinery [7], centralized control of hybrid automata [8] and
decentralized control of robotic bee swarms for pollinating
crops [9].
The mean-field approach provides a tractable framework for
describing collective behavior of a continuum of agents, by
approximating their individual actions [10] as the oblivious
Kaivalya Bakshi is a PhD Candidate in the Department of Aerospace
Engineering, Georgia Institute of Technology, Atlanta, GA, 30332 USA
(email: kbakshi@gatech.edu)
David D. Fan is a PhD candidate of Robotics in the Department of Electrical
and Computer Engineering, Georgia Institute of Technology, Atlanta, GA,
30332 USA
Evangelos A. Theodorou is in the Department of Aerospace Engineering,
Georgia Institute of Technology, Atlanta, GA, 30332 USA
1Code publicly available at https://github.com/ddfan/pi quadrature
control [11] of a single representative agent. Mean field games
(MFGs) ( [12], [13]) utilize PDE representation to model
such continuum systems and provide a game-theoretic optimal
control interpretation of emergent behaviour in self-organized
systems. Most works on MFGs consider explicit interactions
between agents through the dependence of their dynamics or
cost function on the population density ( [14], [15], [16],
[17], [18]). The corresponding optimality system consists of a
backward-in-time semilinear Hamilton-Jacobi-Bellman (HJB)
equation governing the value function and a forward-in-time
Fokker-Planck (FP) equation governing the density, wherein
the HJB equation depends on the density and the FP equation
depends on the value function. However, even if the individual
dynamics or cost functions are independent of the density,
the agents implicitly interact with each other since their
controls optimize a utility which depends on the population
density. In this case, the HJB equation is independent of the
density but the FP equation depends on the value function.
MFGs lacking explicit agent interactions have been applied
in macroeconomics [10] and robotics ( [8], [9]). In physical
systems such as robot swarms, if the dimensions of individual
agents are small compared to their region of operation, then
it can be assumed that the agents do not locally interact with
each other.
In this paper we consider the finite and infinite time op-
timal control problem (OCP) of a density of identical and
non-cooperative agents which have individual state-feedback
controllers with no explicit dependence of the agent dynamics
or cost functions on the population density. An important ques-
tion is whether the steady state controls can be used to stabilize
an initial (perturbed) density of agents to the corresponding
steady state density. We address this question for large-size
populations wherein agents obey nonlinear dynamics and pro-
vide explicit control design constraints required for stability.
For the finite time case, we present a computationally efficient
quadrature based control algorithm and demonstrate it for a
population of agents with nonlinear dynamics.
Stability of fixed points of MFG models, which involves
analysis of the forward-backward HJB and FP equations has
been analyzed previously ( [19], [20], [21]). A common
limitation of most prior works on this topic is that individual
agent dynamics are assumed to be simple integrator systems.
On the other hand, mean-field representations of large-scale
systems with nonlinear agent mobilities are used to model
crowds [22], flocks [23] and robotic systems [8], stochastic
gradient descent optimization of neural network parameters
[24] and Brownian particles in non-equilibrium thermodynam-
ics [25]. Specifically, nonlinear agent dynamics of overdamped
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2Langevin type appear in several of these works.
In the recent works ( [17], [18]) by some of the authors,
local (linear) stability results were presented for certain MFGs
wherein agents obey nonlinear Langevin dynamics. The ap-
proach in these works was based on exploiting spectral proper-
ties of the closed-loop generator of the agent dynamics, which
governed the linear perturbation PDEs to analyze forward-
backward stability. In this work we take a different approach.
Since we assume that the cost function has no explicit density
dependence, the stability analysis corresponds to the forward-
time FP equation which depends on the steady state controls.
However, we present more general nonlinear stability results
which do not rely on linearization of the HJB-FP equations.
The history of variable transforms in PDEs, particularly for
obtaining linear representations of parabolic equations, dates
back to the independent papers by Cole [26] and Hopf [27].
The role of this transform in the connection between optimal
control and quantum mechanics was known by Schro¨dinger
[28]. More recently, this transform has been successfully used
to obtain sampling control algorithms [29]. In section III-A, we
introduce a novel Cole-Hopf type transform in order to obtain
a decoupled representation of the coupled HJB-FP optimality
system of the considered large-scale OCP. The motivation for
this transform is three-fold.
First, the decoupled system consists of linear imaginary-
time Schro¨dinger equations so that spectral properties of the
corresponding Schro¨dinger operator can be used to analyze the
stability properties of the stationary (steady state) density. In
section IV we provide explicit stability constraints on the con-
trol design which guarantee closed-loop stability of the steady
state density. Second, in section III-C the Schro¨dinger potential
of this operator is interpreted as the cost function of a closely
related optimal control problem subject to simple integrator
dynamics. We use this fact to obtain a sampling representation
of a nonlinear OCP using trajectories sampled from linear
dynamics. In the path integral approach, sampling algorithms
rely on simulating noisy trajectories of nonlinear dynamics
[30], [31] to numerically approximate probability distributions,
a step which introduces high computational complexity and
inaccuracy. Since we use samples from linear dynamics, this
step can be replaced by analytic knowledge of the required
distribution, motivating a quadrature method to compute the
control. We explain this algorithm in section V. Finally, we
observe that given an (uncontrolled) Langevin system there
exists a corresponding equivalent control problem with simple
integrator dynamics, such that the optimal control of this
simplified system recovers the given uncontrolled dynamics of
the original system. Third, it allows us to show an interesting
connection between the Schro¨dinger equation and MFGs.
The connection between the imaginary-time Schro¨dinger
equation and optimal control has been explored previously
in the context of OMT [32], Schro¨dinger bridges [33] and
in [34] which showed an interesting connection between a
specific class of MFG models and the nonlinear Schro¨dinger
(NLS) equation. However, this connection was shown only for
MFGs wherein agents have very simple integrator dynamics
in [34]. In section III-B we show that this connection is true
for the broader class of MFGs in which agents obey nonlinear
Langevin dynamics. Our conclusions and directions for future
research are presented in section VI.
II. CONTROL OF LARGE-SIZE POPULATIONS
We first introduce some notation and then describe the large
scale stochastic control problem considered in this work. We
denote vector inner products by a · b, the induced Euclidean
norm by |a| and its square by a2 = |a|2. ∂t denotes partial
derivative with respect to t while ∇, ∇· and ∆ denote the
gradient, divergence and Laplacian operations respectively.
L2(Rd) denotes the class of square integrable functions of
Rd. The norm of a function f and inner product of functions
f1, f2 in this class is denoted by ||f ||L2(Rd) and
〈
f1, f2
〉
L2(Rd)
respectively.
Consider a set of 1 ≤ N agents indexed 1 ≤ i ≤ N with
model for the ith agent:
dxis = −∇ν(xis)ds+ ui(s)ds+ σdwis (1)
where xis, u
i(s) ∈ Rd are the state and control inputs and wis
is a standard Rd Brownian motion. Suppose that the ith agent
minimizes its individual performance objective given by
J i(u) := lim
T→+∞
1
T
E
[∫ T
0
q(xis)ds+
R
2
(ui)2 ds
]
, (2)
then under certain standard conditions, the equivalent station-
ary HJB PDE problem is
0 = q − ci − (∇v
i)2
2R
−∇vi · ∇ν + σ
2
2
∆vi (3)
with the optimal control ui,∞(x) = −∇vi(x)/R. Since
the noise driving each agent is mutually independent and
Brownian, the states of each agent xis are i.i.d. random
variables independent of wis. The set of the states {xis}1≤<i<N
represents the population of agents. Next, we assume that the
number of agents is infinite, N → +∞. We use the mean-
field approach to represent the problem as a standard OCP
[35] of a representative agent with state xs ∼ p(s, ·) obeying
dynamics (4) and the distribution of the continuum of agents’
states being modeled by the density p(s, ·). Assuming that
there exists a constant k such that sup
1≤i≤N
E[(xi0)2] < k < +∞,
the initial distribution is approximated by the emperical den-
sity pN (0, x) =
∑N
i=1 δ(x − E[xi0]) where δ is the Dirac
delta function. We assume that pN (0, x) converges weakly
to p(0, x) ∈ C1,2(0 × Rd), that is lim
N→+∞
∫
γ(x)pN (0, x) =
p(0, x) for any bounded continuous function γ(x) on Rd.
A. Control Problem
Let xs, u(s) ∈ Rd denote the state and control inputs of
a representative agent which obeys the controlled first order
dynamics:
dxs = −∇ν(xs)ds+ u(s)ds+ σdws (4)
for every s ≥ 0, driven by standard Rd Brownian motion,
with noise intensity 0 < σ on the filtered probability space
{Ω,F , {Ft}t≥0,P}. These dynamics are the controlled ver-
sion of a Langevin system in the overdamped case. The smooth
3function ν : Rd → R is called the Langevin potential and the
control u ∈ U := U [t, T ] where U is the class of admissible
controls [36] containing functions u : [t, T ] × Rd → Rd.
Consider the following optimal control problem (OCP)
min
u∈U
J(u) := lim
T→+∞
1
T
E
[∫ T
0
q(xs)ds+
R
2
u2 ds
]
(5)
subject to (4), where we denote the probability density of xs
by p(s, x) for every s ≥ 0 which represents the density of all
agents, with initial density being x0 ∼ p(0, x), q : Rd → R is
a known deterministic function which has at most quadratic
growth and R > 0 is the control cost. We assume that
∇ν(·), q(·) and functions in the class U are measurable. We
refer to the OCP (5) subject to dynamics (4) as problem (P1).
Since the cost function does not explicitly depend on the
density, the above OCP does not model systems in which
agents interact explicitly. We therefore do not refer to the
above large-scale OCP as a MFG. We will briefly return to
the case of MFGs in section III-B.
B. PDE Optimality System
Standard application of dynamic programming [28] as in
( [35], [12]), implies that under certain regularity conditions
[20], problem (P1) is equivalent to the following HJB-FP PDE
optimality system governing the value and density functions
respectively:
q − c− (v
∞
x )
2
2R
−∇v∞ · ∇ν + σ
2
2
∆v∞ =0 (6)
∇((∇ν + ∇v
∞
R
)p∞) +
σ2
2
∆p =0 (7)
with the constraint
∫
p∞dx = 1, where c is the optimal
cost. The optimal control is given by u∞(x) = −∇v∞/R.
Under certain regularity conditions [20] which we assume
to be true, the time-varying relative value [37] function and
density corresponding to problem (P1) are governed by the
optimality system:
−∂tv =q − c− (∇v)
2
2R
−∇v · ∇ν + σ
2
2
∆v (8)
∂tp =∇ · ((∇ν + ∇v
R
)p) +
σ2
2
∆p (9)
with the constraint
∫
p(t, x)dx = 1 for all t ≥ 0. In this work,
we assume to be true, the additional conditions [36] which are
required to show that the HJB PDEs (6) and (8) have unique
solutions. Note that steady state and time varying HJB PDEs
are both semilinear.
Remark 1. The finite time OCP analogous to the infinite time
OCP (P1) given by:
min
u∈U
J(u) := E
[∫ T
0
q(xs)ds+
R
2
u2 ds
]
. (10)
subject to the dynamics (4) has the optimality system given by
equations (8), (9) with c = 0, initial density given by p(0, x)
and constraint
∫
p(t, x)dx = 1.
C. Stationary Solution
The FP equation governing the density of an overdamped
Langevin system is called the Smoluchowski PDE. The FP
PDE (7), can be interpreted as the Smoluchowski PDE for such
a Langevin system with the restoring potential ν+v∞/R. The
analytical solution to the FP PDE can be obtained as a Gibbs
distribution using this interpretation, under certain conditions
given below, on the fixed point pair (v∞, p∞) of the optimality
system (6, 7) and the Langevin potential ν. We denote w(x) :=
ν(x) + v
∞(x)
R .
(A0) There exist (v∞(x), p∞(x)) ∈ (C2(Rd))2 satisfying (6,7)
such that lim
|x|→+∞
w(x) = +∞ and exp (− 2σ2w(x)) ∈
L1(Rd).
Lemma II.1. Let (A0) be true. If ν(x) is a smooth functions
satisfying (A0), then the unique stationary solution to the
density given by the Fokker Planck equation (7) is
p∞(x) :=
1
Z
exp
(
− 2
σ2
(
w(x)
))
(x), (11)
where Z =
∫
exp
(− 2σ2w(x)) dx.
Proof. We observe that the (7) is the Smoluchowski equation
for an overdamped Langevin system given by
dxs = −∇(ν + v∞/R)(xs) ds+ σdws. (12)
Under the assumptions above, the proof then follows directly
from proposition 4.2, pp 110 in [38].
III. SCHRO¨DINGER APPROACH
The HJB PDEs above have a linear representation in the
time-varying and steady state case. In the time varying case
this representation is obtained using a Cole-Hopf ( [26], [27])
transform
φ := exp(−v/σ2R) (13)
which was applied in stochastic control theory by Kappen [29]:
− ∂tφ = − qφ
σ2R
−∇φ · ∇ν + σ
2
2
∆φ. (14)
The advection-diffusion equation above has a path integral
solution [39] which is useful in computing the control [29],
[31], [40]. In what follows we will introduce two transforms
providing a diffusion PDE representation of the semilinear
HJB and linear FP equations. This transform facilitates a
stability analysis of the fixed point of the optimality system
(8, 9) based on the spectral properties of a Schro¨dinger
operator in section IV. Further, in this section we interpret the
corresponding Schro¨dinger potential as the cost function of a
fictitious but intimately related OCP with integrator dynamics.
This motivates a quadrature based algorithm to solve the
transformed HJB equation and thus compute the control in
the section V.
4A. Cole-Hopf Type transform
We introduce a Cole-Hopf type transform:
f(t, x) := exp(−(v(t, x) +Rν(x))/σ2R), (15)
which leads to the following representation of equation (8):
− ∂tf = cf
σ2R
− V f
σ2R
+
σ2
2
∆f =
cf
σ2R
−Hf, (16)
where we denote the modified cost function V := q +
(R/2)(∇ν)2 − (σ2R/2)∆ν and the operator H := Vσ2R −
σ2
2 ∆ is a Schro¨dinger operator with potential
V (x)
σ2R . The
transformed PDE can be verified by using the calculations
∂tv = −σ2R∂tff , ∇f = − fσ2R∇(v + Rν), ∆f = − ∇fσ2R ·
∇(v + Rν) − fσ2R∆(v + Rν) and (∇v)
2
2R =
(
σ4R
2
(
∇f
f
)2
+
σ2R∇ff ·∇ν+ R2 ((∇ν)2
)
in equation (8) and and recovering
equation (16). Similarly, it can be shown that if v(t, x) is a
solution of equation (8) then f(t, x) given by (15) is a solution
to equation (16).
Hermitizing [41] the density as:
g :=
p
f
, (17)
then gives the following representation of equation (9):
− ∂tg = − cg
σ2R
+
V g
σ2R
− σ
2
2
gxx = − cg
σ2R
+Hg, (18)
with the initial time boundary condition g(0, x) = pf (0, x)
and normalizing constraint
∫
f(t, x)g(t, x)dx = 1 for all
t ≥ 0. This can be verified by using the derivatives ∂tp =
∂tgf+g∂tf ,∇p = f∇g+g∇f , ∆p = f∆g+2∇g·∇f+g∆f ,
∇(σ2 ln f)p = σ2gf ∇ff = σ2g∇f and equation (16) in
equation (9), thus recovering the equation above. Similarly,
it can be shown that if p(t, x) is a solution of equation (9)
then g(t, x) = pf , with f(t, x) given by (15), is a solution
to equation (18). We summarize this fact in the following
theorem.
Theorem III.1. (f(t, x), g(t, x)) is a solution to the linear
PDE system (16, 18) such that
∫
f(t, x)g(t, x)dx = 1 for all
t ≥ 0 if and only if
v(t, x) =− σ2R ln(f)(t, x)−Rν(x) (19)
p(t, x) =f(t, x)g(t, x) (20)
is a solution to the nonlinear optimality system (8, 9). Further,
the optimal control is given by u∗ = −∇v/R = σ2∇f/f .
The introduced Cole-Hopf transform combined with hermi-
tization of the density corresponds to a diagonalization of the
coupled optimality system (8), (9) as follows:
∂t
[
f
g
]
=
[
H − cσ2R 0
0 −H + cσ2R
] [
f
g
]
. (21)
The diagonalization provides a linear representation of the FP
PDE (9) which is not coupled with the HJB equation (8).
Analogously, it can be shown that the stationary value and
density functions satisfying the stationary nonlinear optimality
system (6, 7) can be represented by the transformation vari-
ables f∞ := exp(−(v∞ + Rν)/σ2R) and g∞ := p∞/f∞,
which both satisfy the following eigenvalue problem
He(x) =
c
σ2R
e(x) (22)
subject to the normalizing constraint
∫
f∞(x)g∞(x)dx = 1.
Theorem III.2. (f∞(x), g∞(x)) are both solutions to the
eigenvalue problem (22) such that
∫
f∞(x)g∞(x)dx = 1 if
and only if
v∞(x) =− σ2R ln(f∞)(x)−Rν(x) (23)
p∞(x) =f∞(x)g∞(x) (24)
is a solution to the nonlinear optimality system (6, 7). Fur-
ther, the optimal control is given by u∞ = −∇v∞/R =
σ2∇f∞/f∞.
Given a solution pair (v∞, p∞) to the optimality system
(6, 7) it is possible to obtain explicit solutions to functions
(f∞, g∞) satisfying equation (22) such that
∫
f∞g∞dx = 1.
The result in theorem II.1 and the introduced Cole-Hopf
transform can be used to verify the following corollary to
theorem III.2.
Corollary III.2.1. Let p∞ := 1Z exp
(
− 2σ2
(
w(x)
))
(x)
with w(x) := ν(x) + v
∞(x)
R and Z the normalizing constant
where (v∞, p∞) is a pair satisfying (A0). Then f∞ :=
√
Zp∞
and g∞ := f∞/Z both satisfy equation (22) such that∫
f∞g∞dx = 1.
B. Nonlinear Schro¨dinger Equation and Mean Field Games
MFGs model large-scale stochastic systems which permit
interaction among agents. In the continuum case, the simplest
version of such a MFG for agents with nonlinear Langevin
dynamics can be expressed as the OCP (P1) with a density
dependent cost function q := q¯[p] := q(xs, p(s, x)). The
mean-field time-varying optimality system [35] for this MFG
is given by equations (8, 9) and q = q¯.
In [41] by Ullmo et. al, it was shown that there is a deep
connection between the imaginary time nonlinear Schro¨dinger
(NLS) equation a specific class of MFGs. A major limitation
of the work [34] which relied on the previously known variable
transform 13, is that this connection was shown only for MFG
models in which agent dynamics are restricted to be simple
integrator systems. We apply the results presented in this
section to extend the class of MFGs exhibiting the connection
with the NLS equation.
From the preceeding discussion, it can be easily verified that
using the transforms (15, 17), the corresponding MFG model
constituted by the time-varying optimality system (8, 9) and
q := q¯ has the following NLS representation:
−∂tf = cf
σ2R
− V¯ [fg]f
σ2R
+
σ2
2
∆f (25)
−∂tg = − cg
σ2R
+
V¯ [fg]g
σ2R
− σ
2
2
∆g (26)
where V¯ [fg] = q¯[fg] + (R/2)(∇ν)2 − (σ2R/2)∆ν. Thus,
we have generalized the connection between MFGs and the
5imaginary time NLS equation introduced in [41], to MFG
models in which agent dynamics lie in the general class of
nonlinear Langevin dynamics.
C. Interpretation
The Schro¨dinger potential V (x)σ2R defined earlier can be
interpreted in terms of the cost function of the following
fictitious OCP with simple integrator dynamics which has an
intimate connection with the original OCP in section II-A:
min
uˆ∈U
J(u) := lim
T→+∞
1
T
E
[∫ T
0
V (xˆs)ds+
R
2
uˆ2 ds
]
(27)
subject to the simple integrator dynamics
dxˆs = uˆ(s)ds+ σdws. (28)
We refer to the OCP (27) subject to (28) as problem (P2). The
time-varying optimality system associated with problem (P2)
is given by:
−∂tvˆ =V − cˆ− (∇vˆ)
2
2R
+
σ2
2
∆vˆ (29)
∂tpˆ =∇ · (∇vˆ
R
p) +
σ2
2
∆pˆ (30)
where cˆ is the optimal cost.
It is easily observed that if v is the solution to the HJB
equation (8), then vˆ = v + Rν is a solution to the HJB
equation (29). Therefore, the time-varying optimal controls:
u∗ of the OCP (P1) and uˆ∗ of the OCP (P2), are related as
uˆ∗ = u∗ − ∇ν. Similarly, by substituting ∇vˆ = ∇v + R∇ν
into equation (30), we can see that the PDEs (9), (30) satisfied
by the densities p(s, x), pˆ(s, x) respectively, are identical.
Therefore, given identical initial conditions pˆ(0, x) = p(0, x),
lemma II.1 implies that pˆ(s, x) = p(s, x) for all s ≥ 0 where
p(s, x) is the density of optimally controlled agents associated
with the OCP (P1). To summarize, solving the optimality
system (8), (9) corresponding to the OCP (P1) (subject to non-
linear passive dynamics) is equivalent to solving the optimality
system (29), (30) corresponding to the OCP (P2) (subject to
simple integrator dynamics). This fact will be used in section
V to synthesize a solver to compute the finite time optimal
control.
The steady state optimality system corresponding to prob-
lem (P2) given by:
V − (∇vˆ
∞)2
2R
+
σ2
2
∆vˆ∞ =0 (31)
∇ · (∇vˆ
∞
R
p∞) +
σ2
2
∆pˆ∞ =0, (32)
can be similarly shown to be connected to the solutions of
the optimality system (6), (7) by ∇vˆ∞ = ∇v∞ + R∇ν and
pˆ∞(s, x) = p∞(s, x) for all s ≥ 0, given that the initial
densities are equal pˆ∞(0, x) = p∞(0, x). The steady state
control u∞ of OCP (5), (4) and uˆ∞ of OCP (27), (28) are
related as uˆ∞ = u∞ −∇ν.
Further, setting q(x) = 0 in the cost function V (x) of
the OCP (P2) results in an optimal control uˆ∞(s) which
recovers the passive Langevin dynamics (4) with u(s) = 0.
It can be proved that if q(x) = 0, then uˆ∞ = −∇vˆ∞/R =
−∇ν by verifying that Rν(x) is a solution to the stationary
HJB equation (31). This can also be proved by observing
that if q(x) = 0 in the OCP (P1), then the steady state
optimal control is u∞ = 0, so that from the relationship
in the previous paragraph uˆ∞ = u∞ − ∇ν = −∇ν. In
conclusion, given certain uncontrolled Langevin dynamics (4)
with smooth Langevin potential ν(x), the steady state optimal
control corresponding to the OCP (P2) with cost function
V := (R/2)(∇ν)2 − (σ2R/2)∆ν, recovers the uncontrolled
dynamics as uˆ∞(x) = −∇ν(x).
IV. CONTROL DESIGN
The decay of an initial density of particles under open
loop (or uncontrolled) overdamped Langevin dynamics to a
stationary density is a classic topic in statistical physics [42].
In this section we analyze the decay of a perturbed density
of agents under the action of the steady state controller to
the corresponding steady state density. Since the HJB-FP (8,
9) optimality system is coupled one-way, the perturbation
analysis corresponds to that of the FP equation. Evolution
of a perturbed density governed by the FP PDE (9) is
analyzed through evolution of the hermitized density (17)
governed by equation (18). Diagonalization of the coupled
PDEs constituting the optimality system as in equation (21)
facilitates stability analysis based on the spectral properties
of the Schro¨dinger operator. Based on the analysis we obtain
explicit analytical design constraints on the cost function q(x)
and control parameter R which guarantee stability of the fixed
point density.
A. Perturbation System
Consider a controlled large-size non-interacting popu-
lation expressed by problem (P1), which is controlled by
the optimal steady state control u∞ = −∇v∞/R corre-
sponding to the optimality system (6, 7) with a unique fixed
point (v∞, p∞) satisfying assumption (A0). Theorem III.2
implies that in this case the steady state value and density
functions can be written as (23), (24), in terms of a pair
of functions (f∞, g∞) both satisfying equation (22) and∫
f∞g∞dx = 1. Corollary III.2.1 gives formulae for the
function pair (f∞(x), g∞(x)) in terms of the steady state
solution (v∞, p∞).Time varying value and density functions
can be written as (19), (20) in terms of the corresponding
transformation variables (f(t, x), g(t, x)).
Time varying densities, perturbed from the steady state
density of agents can therefore be written using the her-
mitization transform (17) as p(t, x) = p∞(x) + p˜(t, x) =
f∞(x)g∞(t, x) + f∞(x)g˜(t, x). Since we are studying stabil-
ity of the steady state controller, there are no perturbations in
the value function v∞ nor consequently, in the transformation
variable f∞. Here, the function g˜(t, x) corresponds to a
perturbation in the hermitized density given as g(t, x) =
g∞(x) + g˜(t, x), which obeys the time-varying PDE (18). In
this section we study the decay of a perturbed density p∞+ p˜
to its steady state density p∞. We state the following corollary
6to theorem III.1 which provides the perturbation equation for
the hermitized density g(t, x).
Corollary IV.0.1. If g∞(x) is a solution to the stationary
PDE (22) and g(t, x) = g∞(x) + g˜(t, x) is a solution to the
PDE (18) where g˜(t, x) ∈ C1,2([0,+∞),Rd), then g˜(t, x) is
governed by the linear PDE
∂tg˜ = −Hg˜. (33)
B. Stability
We define the following Hilbert space and class of density
perturbations for which we study stability.
Definition IV.1. Let (A0) hold. Denote p∞ :=
1
Z exp
(
− 2σ2
(
w(x)
))
(x) with w(x) := ν(x) + v
∞(x)
R
and Z the normalizing constant where (v∞, p∞) is the
unique pair satisfying (A0). We denote by f∞ :=
√
Zp∞
and g∞ := f∞/Z two solutions to equation (22) such that∫
f∞g∞dx = 1. We denote the Hilbert space of L2(R) by
H. The class of mass preserving density perturbations is
defined as S0 :=
{
pi(x) ∈ H
∣∣∣∣ 〈pi, f∞〉H = 0}.
Definition IV.2. We define the class
of initial perturbed densities as S :={
p(0, x) = f∞(g∞(x) + g˜(0, x))
∣∣∣∣g˜(0, x) ≥ 0, g˜(0, x) ∈ S0}.
We say that the fixed point p∞(x) = f∞(x)g∞(x) of the
nonlinear optimality system (6, 7) is asymptotically stable
with respect to S if there exists a solution g˜(t, x) to the
perturbation equation (33) such that lim
t→+∞||g˜(t, x)||H = 0.
Lemma IV.1. If there exists a positive, even, continuous
function Q(x) on R which is non-decreasing for all x ≥ 0 such
that V (x)σ2R ≥ −Q(x) for all x ∈ R and
∫
dx√
Q(2x)
dx = +∞
then the closure of H is self adjoint.
We omit the proof since it follows directly from theorem
1.1, pp 50 in [43]. In particular, if V (x)σ2R ≥ k ∈ R then
it follows that H is self adjoint. The following assumption
implies discreteness of the spectrum of H .
(A1) lim
|x|→+∞
V (x) = +∞.
Lemma IV.2. If (A1) is true then the closure of H has a
discrete spectrum.
The proof of this theorem follows from in theorem 3.1,
pp 57 of [43]. This theorem implies that under assumption
(A1), the spectrum of H denoted by {λn}0≤n≤+∞ has the
property that λn → +∞ as n → +∞ and the corresponding
eigenfunctions denoted as {en(x)}0≤n≤+∞ form a complete
orthonormal system on L2(R). The eigenproperty is explicitly
written as Hen(x) = λnen(x). Further from proposition 3.2,
pp 65 in [43] the eigenvalues have the property λ0 < λ1 <
· · · < λn < · · · . We state the following assumption on the
Schro¨dinger potential required to prove MF stability.
(A2) V (x) ≥ 0.
Theorem IV.3. Let (A0, A1, A2) be true. Let (v∞(x), p∞(x))
be the unique stationary solution to the optimality system (6,
7) and denote by (f∞, g∞) the two solutions to problem (22)
given in corollary III.2.1. If g˜(0, x) ∈ S0 and {gn}0≤n≤+∞
are determined by
g˙n(t) = −λnt. (34)
then g˜(t, x) =
∑+∞
n=1 gn(t)en(t) is the unique H solution to
the perturbation equation (33). p∞(x) is asymptotically stable
with respect to S().
Proof. Since g˜(0, x) ∈ H we have the unique repre-
sentation g˜(t, x) =
∑+∞
n=0 gn(0)en(x) where gn(0) =
〈g˜(0, x), en(x)〉H < +∞ for all n. Since {en}0≤n<+∞ is
a complete basis on H, any solution in H to the PDE (33)
must have the form
∑+∞
n=0 gn(t)en(x) where {gn}0≤n≤+∞
are finite for all t ∈ [0,+∞). Substituting the selected form
of the solution in the perturbation equation (33) and using
the eigenproperty Hen = λnen, we obtain the ODEs (34).
Due to assumption (A1) the eigenproperties of the Schro¨dinger
operator given in lemmas IV.1, IV.2 hold. Using the eigen-
property yields the ODEs (34) with the unique solutions
gn(t) = gn(0)e
−λnt. Therefore g˜(t, x) =
∑+∞
n=0 gn(t)en(x)
wherein gn(t) = gn(0)e−λnt, is the unique H solution
to the perturbation equation (33). From the Krein-Rutman
theorem [44] under the assumption that V (x) ≥ 0 given
by (A2), the first eigenvalue is cσ2R = λ0 and the first
eigenfunction is 0 < f∞(x) = e0(x) corresponding to the
eigenvalue problem (22). Further, g˜(0, x) ∈ S0 implies that
g0(0) = 〈g˜(0, x), e0(x)〉H = 〈g˜(0, x), f∞(x)〉H = 0 implying
g0(t) = 0 for all t ≥ 0. This completes the first part of the
proof.
Using integration by parts we have that 〈He0, e0〉L2(R) =
λ0 =
〈
V
σ2Re0, e0
〉
L2(R) +
σ2
2 ||∇e0||2L2(R). Since V (x) ≥ 0
from assumption (A2) and λ0 < λ1 < · · · due to assumption
(A1), we conclude that λn > 0 for all n > 1. Using
Parseval’s identity ||g˜(t, x)||L2(R) =
(∑+∞
n=0 gn(t)
2
) 1
2
, noting
that g0(t) = 0, gn(t)2 = gn(0)2e−2λnt where λn > 0 for all
n > 1 and using the Lebesgue dominated convergence theorem
for the limit t → +∞, we have that p∞(x) is nonlinearly
asymptotically stable with respect to S().
From the theorem above, we note that assumptions (A1,A2)
provide the explicit design constraints on the cost function
q(x) and control parameter R, which guarantee stability of
an initially perturbed density of agents to the corresponding
steady state density, under the action of the steady state
controller. In figure 1 we show stabilization of an initially
(perturbed) uniform density of agents to the stationary density
corresponding to the steady state controls. The agent dynamics
are unstable with the Langevin potential ν(x) = −x3/3 and
the system is stabilized using a cost function q(x) = (5/2) ·x2
such that conditions (A1,A2) are satisfied. Equation (22)
is solved using a spectral solver [45] for the parameters
σ = R = 1/2 and the steady state density is obtained
using equation (12). Initial states of agents are sampled from
a uniform density over the interval [−2, 2]. Trajectories for
N = 500 agents are simulated with 100 stochastic realizations
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Fig. 1. Stabilization of a density of agents to a fixed point density
each, using the steady state control. In the left panel we
observe the density evolve over time steps t = 0 (black),
t = T/5 (blue), t = T/2 (pink) to the final time t = T (red)
at which the density from the PDE computation is recovered.
V. CONTROL ALGORITHM
For practical applications of the control of large-scale sys-
tems, it will be advantageous to precompute a finite time,
feedback control law whose domain spans the region of
state space that we are interested in. The optimal control
is obtained can be obtained by solving the corresponding
HJB PDE by various methods using finite difference, finite
element or spectral approaches. In this work, we apply a path
integral approach to solve this PDE in the finite time case
and introduce an efficient quadrature method for evaluating
the path integrals. Although our quadrature method could be
applied to either (P1) or (P2), the implementation becomes
simpler and more computationally efficient in the case of (P2)
due to the underlying integrator dynamics. The result is an
efficient method for computing the feedback control law.
We consider the finite horizon OCP (10) with the HJB
equation is given by (8), c = 0 as explained in remark
1. The optimal control can then be solved by treating the
equivalent problem (P2) with HJB equation (16). The path
integral representation of this PDE (via Feynman-Kac) is as
follows:
f(t, x¯) = Eτ
[
exp
(∫ T
t
− V
σ2R
(xs)ds
)
f(T, xT )
]
(35)
with the expectation over trajectories τ of brownian motions
over the finite time horizon [t, T ], that is
dxs = σdωs, xt = x¯ (36)
First we approximate everything in discrete time with N
timesteps of duration δt, with δt = (T − t)/N , so that
f(t, x¯) ≈ Eτ
[
exp
(N−1∑
n=0
− V
σ2R
(xn)δt
)
f(T, xN )
]
(37)
with xn governed by the discrete dynamical system:
xn+1 = xn + σ
√
δt, x0 = x¯,  ∼N (0, I) (38)
with the associated transition probability p(xn+1|xn) ∼
N (xn, σ2δtI). Letting
wn(xn) := exp
(
− V
σ2R
(xn)δt
)
n = 0, · · · , N − 1
(39)
wN (xN ) := f(T, xN ) (40)
w :=
N∏
n=0
wn(xn) (41)
from equation (37) we have
f(t, x¯) = Eτ
[
N∏
n=0
wn(xn)
]
=
∫
· · ·
∫
wN (xN )
[
N−1∏
n=2
wn(xn)p(xn+1|xn)
]
×[∫
w0(x¯)p(x1|x0 = x¯)w1(x1)p(x2|x1)dx1
]
dx2 · · · dxN .
(42)
The second integral above is approximated by Gaussian
quadrature with M grid points {ξi1}Mi=1 and weights αi1 as∫
w0(x¯)p(x1|x0 = x¯)w1(x1)p(x2|x1)dx1 ≈
M∑
i=1
p(x2|x1 = ξi1)︸ ︷︷ ︸
φi1(x2)
αi1w1(x1 = ξ
i
1)︸ ︷︷ ︸
γi1
w0(x¯)p(x1 = ξ
i
1|x0 = x¯)︸ ︷︷ ︸
φi0(x¯)
.
(43)
Defining the M dimensional vectors Φ1(x2), γ1, and Φ0(x¯)
to have elements φi1(x2), γ
i
1, φ
i
0(x¯), respectively and define
Γ1 = diag(γ1), (43) can be written as a set of vector products:∫
w0(x¯)p(x1|x0 = x¯)w1(x1)p(x2|x1)dx1 = Φ1(x2)ᵀΓ1Φ0(x¯).
(44)
Recall that p(x1 = ξi1|x0 = x¯) is a Gaussian PDF, so each
element of Φ0(x¯) is Gaussian weighted by w0(x¯). Plugging
this back into (42) yields:
=
∫
· · ·
∫
wN (xN )
[
N−1∏
n=3
wn(xn)p(xn+1|xn)
]
[∫
w2(x2)p(x3|x2)Φ1(x2)ᵀΓ1Φ0(x¯)dx2
]
dx3 · · · dxN .
(45)
8Take the integral within the brackets and perform another
quadrature, this time at points {ξi2}Mi=1 and weights αi2. We
have:∫
w2(x2)p(x3|x2)Φ1(x2)ᵀΓ1Φ0(x¯)dx2
≈
M∑
i=1
p(x3|x2 = ξi2)︸ ︷︷ ︸
φi(x3)
αi2w2(x2 = ξ
i
2)︸ ︷︷ ︸
γi2
Φ1(x2 = ξ
i
2)
ᵀΓ1Φ0(x¯)
(46)
Let Φ˜n be an M×M transition matrix with elements {Φ˜}ij =
p(xn+1 = ξ
i
n+1|xn = ξjn). Then we can write (46) as:
Φ2(x3)
ᵀΓ2Φ˜1Γ1Φ0(x¯) (47)
Plugging this back into (45), we can perform the nested
integrals recursively. At each timestep xn we use a different
quadrature grid, with points {ξin}Mi=1 and weights αin. The
entire integral will therefore be:
f(t, x¯) ≈ γᵀN
[
N−1∏
n=1
(Φ˜nΓn)
]
Φ0(x¯) (48)
where we have used the definitions:
γn =
[
{αiwn(ξin)}Mi=1
]ᵀ
(49)
Γn = diag(γn) (50)
{Φ˜n}ij = p(xn+1 = ξin+1|xn = ξjn) (51)
φi0(x¯) = w0(x¯)p(x1 = ξ
i
1|x0 = x¯) (52)
Φ0(x¯) =
[
{φi0(x¯)}Mi=1
]ᵀ
(53)
Since V (x) is time invariant and one chooses the same
quadrature grid points at each timestep, γn and Φ˜n are the
same for all n = 1, · · · , N − 1. So (48) can be simplified to:
f(t, x¯) ≈ γᵀN (Φ˜Γ)N−1Φ0(x¯). (54)
We consider a 2-dimensional problem with the following
Langevin potential:
ν = 1/2 cos(x1x2)
2 − 1/24(x41 + x42) (55)
This results in dynamics:
dx1 = (cos(x1x2) sin(x1x2)x2 − 1/6x31 + u1(s))ds+ σdw1
(56)
dx2 = (cos(x1x2) sin(x1x2)x1 − 1/6x32 + u2(s))ds+ σdw2.
(57)
In Figure 2 we plot the potential ν along with several uncon-
trolled trajectories of agents initialized at random locations.
The agents collect into 4 stable and attracting equilibria.
We design a cost function q(x) = 12Q((x1 − 1)2 + (x2 −
1)2)((x1 + 1)
2 + (x2 + 1)
2) to encourage the agents to
move into two locations at (−1,−1) and (1, 1). We let
R = 1, Q = 0.1, σ = 0.2 and T = 4.0s, with a time
discretization step size of dt = 0.1. We solve for f(t, x) at
each timestep using our quadrature method with a fixed 2-d
Gauss-Hermite grid spanning [−2, 2] in both x1 and x2. We
found 20 grid points in each dimension to yield good results
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Fig. 2. Plot of Langevin potential ν for 2 dimensional problem. x and y
axes span [−2, 2], and represent the state. Trajectories of 40 agents under no
control (black lines) along with their final position after T = 4.0 seconds
(white dots) are plotted. Note that the agents move into one of four potential
wells.
(for a total of 400 grid points). We then plot the modified value
vˆ(x, t) = −σ2/2 log(f(x, t)). With this method we are able to
find an optimal feedback control law for the entire domain of
integration. We simulate 40 agents under this feedback control
which have been initialized randomly (see Figure 3). Note
that we are also able to solve the problem by calculating
controls for each agent locally and independently using our
quadrature method, modified to use a smaller grid (with width
4σ(T − t)/√dt in each dimension), centered at the agent’s
current position. Unlike with PDE solver-based solutions, we
are able to find optimal controls for each agent locally. This
is advantageous when the size of the state space is large and
the number of agents is small. (We observed no difference
between the optimal controls calculated with the global fixed
grid quadrature method and those calculated locally.) The
results of the simulation show that early on (t = 1.0s), the
agents are pushed towards the center of the space. As time
progresses, the agents are controlled towards the goal position
at (1, 1) and (−1,−1) for (t = 2.0s, 3.0s). At the final time,
the agents are mainly concentrated around the goal regions
(t = 4.0s). The modified value vˆ is smallest at the goal state
but also has valleys around the four stable equilibria.
We make our code publicly available at https://github.com/
ddfan/pi quadrature. On an Intel(R) Core(TM) i7-4980HQ
CPU @ 2.80GHz machine, calculating the value function and
simulating the agents took 21.7 seconds, using Python and
Numpy’s linear algebra library. The code was written without
any significant optimization or parallelization, with which the
solver could be made far more efficient.
VI. CONCLUSIONS
In this paper we study the design of optimal controllers for
large scale systems in which agents obey multidimensional
nonlinear Langevin dynamics and provide a framework for
closed-loop stability analysis of the fixed point density. We
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Fig. 3. Plot of optimally controlled agents and value for 2 dimensional finite-
horizon problem (T=4.0s). x and y axes span [−2, 2], and represent the state.
Color denotes plot of vˆ(x, t) = −σ2/2 log(f(x, t)). 4 snapshots in time are
shown. Trajectories of 40 agents under the optimal control (black lines) along
with their current positions (white dots) are plotted. Note that the agents move
towards the regions of lowest cost at (−1,−1) and (1, 1) but are affected by
the other potential wells at (±1,±1). f(x, t) is computed with our quadrature
method on a fixed grid spanning the space.
utilize an imaginary time Schro¨dinger PDE representation
of the original optimality system, obtained by introducing
a novel variable transform (section III-A), to facilitate the
stability analysis. It is observed that spectral properties of
the Schro¨dinger operator underlie the stability of fixed point
density of the optimality system. In section IV we provide
explicit control design constraints which guarantee closed-
loop stability of the steady state density using these spectral
properties.
The potential corresponding to the Schro¨dinger PDE is in-
terpreted as the cost function of a related OCP with simple in-
tegrator dynamics (section III-C). This motivates a quadrature
based algorithm , explained in section V,to compute the finite
time optimal control and is demonstrated on a two dimensional
large scale control example. It is observed that given an
(uncontrolled) Langevin system there exists a corresponding
control problem with simple integrator dynamics, such that the
optimal control recovers the given passive dynamics.
The soliton theory used in [34] to study MFGs was based on
a connection between NLS and MFGs for agents with simple
integrator dynamics. In section III-B, this connection was
generalized to include MFG models in which agent dynamics
lie in the general class of nonlinear Langevin dynamics. A
topic of future work is therefore to extend and apply the theory
of solitons to create a reduced order computational tool for
this broader class of MFGs. These tools can then be used
to design phase transitions (operating regimes) in multi-agent
networked systems such as agile swarms [46] and electrical
micro-grids [47]. Generalization of the presented approach
to the case of second order Langevin systems is a natural
extension which we intend to work on in the future. Finally,
we will introduce sparse grids [48] in the proposed quadrature
based finite time optimal control solver in a forthcoming
publication, with the goals of speeding up computation and
scaling to high dimensional systems.
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