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Abstract
Of concern is the uniformly parabolic problem
ut = div(A∇u), u(0, x) = f (x), ut + β∂Aν u + γ u− qβLBu = 0,
for x ∈ Ω ⊂ RN and t  0. Here A = {aij (x)}ij is a real, hermitian, uniformly positive definite N × N
matrix; β,γ ∈ C(Ω) with β > 0; q ∈ [0,∞) and ∂Aν u is the conormal derivative of u with respect to A:
and everything is sufficiently regular. The solution of this well-posed problem depends continuously on the
ingredients of the problem, namely, A, β, γ, q, f . This is shown using semigroup methods in [G.M. Co-
clite, A. Favini, G.R. Goldstein, J.A. Goldstein, S. Romanelli, Continuous dependence on the boundary
parameters for the Wentzell Laplacian, Semigroup Forum, in press]. More precisely, if we have a sequence
of such problems with solutions un, and if An →A, βn → β, etc. in a suitable sense, then un → u, the
solution of the limiting problem. The abstract analysis associated with operator semigroup theory gives this
conclusion, but no rate of convergence. Determining how fast the convergence of the solutions is requires
detailed estimates. Such estimates are provided in this paper.
© 2008 Elsevier Inc. All rights reserved.
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This paper deals with stability estimates of the following parabolic problem with Wentzell
boundary conditions
⎧⎨
⎩
ut = div(A∇u), in (0,∞) ×Ω,
u(0, ·) = f, in Ω,
ut + β∂Aν u + γ u− qβLBu = 0, on (0,∞) × ∂Ω.
(1.1)
Such an initial boundary value problem can model a diffusion process, for example the heat
equation, with a heat source on the boundary. When the heat source on the boundary depends
linearly on the heat flow across and the temperature on the boundary and the heat can transfer
along the boundary, we obtain a boundary condition of the form in (1.1) (see [10] for a derivation
of such boundary conditions). Many authors have considered parabolic problems with dynamic
(and the related general Wentzell) boundary conditions (cf. [4–7,9,13–16]).
In this paper we assume
(i) Ω ⊂RN , N  1, is a bounded open set with C2 boundary;
(ii) A = {aij }ij ∈ C1(Ω;RN×N) is uniformly elliptic, in particular there exist two constants
α1  α0 > 0 such that
α0|ξ |2 
〈A(x)ξ, ξ 〉 α1|ξ |2,
for each x ∈ Ω , ξ ∈RN ;
(iii) β,γ ∈ C(∂Ω) and β1  β(x)  β0 > 0, |γ (x)|  γ1, for some constants β1, β0, γ1, and
every x ∈ ∂Ω ;
(iv) 0 q < ∞ is a given constant;
(v) LB is the Laplace–Beltrami operator on ∂Ω ;
(vi) ∂Aν is the conormal derivative with respect to ∂Ω , namely
∂Aν u = 〈A∇u, ν〉 =
∑
ij
aij ∂xi uνj ,
where ν is the unit outer normal at ∂Ω ;
(vii) f ∈ H 1(Ω); concerning the trace of f on ∂Ω we require that ∇τ f ∈ L2(∂Ω), where ∇τ
is the tangential gradient. All of the above coefficients are assumed to real-valued.
Suppose we have a sequence of such problems, written in abbreviated form as
⎧⎨
⎩
un,t = div(An∇un), in (0,∞)× Ω,
un(0, ·) = fn, in Ω,
un,t + βn∂Anν un + γnun − qnβnLBun = 0, on (0,∞)× ∂Ω,
for n = 1,2, . . . , with hypotheses (i)–(vii) holding for all n 1. If βn → β0, γn → γ0,An →A0,
and fn → f0 uniformly, and if qn → q0 with either q0 > 0 or qn = 0 for all n, then un(t, ·) →
u0(t, ·) (in various norms) uniformly for t in bounded intervals of [0,∞). This is shown in [1],
using the Neven–Trotter–Kato approximation theorem for operator semigroup (cf. [8,11]). While
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cases not including ours) a rate of convergence, which is coded in an inequality of the form
∥∥un(t, ·)− u0(t, ·)∥∥ ωn(t),
where ωn is an explicitly constructed function that goes to zero as n → ∞ (e.g., ωn(t) =
K(T )n−δ(t) for positive constants K(t) and δ(t), and for 0 t  T < ∞).
Such an estimate is based upon a comparison of two equations like (1.1) but with different
choices of A, β , γ and q . To this end we will compare (1.1) with the additional boundary value
problem
⎧⎪⎨
⎪⎩
vt = div(A′∇v), in (0,∞) ×Ω,
v(0, ·) = f ′, in Ω,
vt + β ′∂A′ν v + γ ′v − q ′β ′LBv = 0, on (0,∞) × ∂Ω,
(1.2)
where the assumptions on A′, β ′, γ ′, q ′, f ′ and A, β, γ, q, f are the same. We estimate the dif-
ference
u− v
in the two following cases
[q = 0, q ′ = 0], [q = q ′ = 0].
Our main stability result is the following.
Theorem 1.1. Let u and v solve (1.1) and (1.2), respectively. If
q = 0, q ′ = 0,
the following estimate holds:
∥∥u(t, ·) − v(t, ·)∥∥2
L2(Ω) +
∥∥u(t, ·)− v(t, ·)∥∥2
L2β (∂Ω)
+ α0e2Γ t
t∫
0
e−2Γ1s
∥∥∇u(s, ·) − ∇v(s, ·)∥∥2
L2(Ω) ds
 2e2Γ1t
(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2β(∂Ω)
)
+
(
2α1‖A−A′‖L∞(Ω)
α20
+ |q − q
′|
q ′
)
e2Γ t
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)
+ 2β1 ‖γ ′ − γ ‖L∞(∂Ω)e2Γ1t t
(‖f ′‖2
L2(Ω) + ‖f ′‖2L2 (∂Ω)
)β0 β′
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′ − β‖L∞(∂Ω)
β0
e2Γ1t t
((
1 + γ 21
)‖f ′‖2
L2(Ω) +
(
1 + γ 21
)‖f ′‖2
L2
β′ (∂Ω)
+ α1
2
‖∇f ′‖2
L2(Ω) +
‖γ−‖L∞(∂Ω)
2
‖f ′‖2
L2
β′ (∂Ω)
+ q
′
2
‖∇τ f ′‖2L2(∂Ω)
)
.
Moreover, in case
q = q ′ = 0,
we have
∥∥u(t, ·) − v(t, ·)∥∥2
L2(Ω) +
∥∥u(t, ·)− v(t, ·)∥∥2
L2β (∂Ω)
+ α0e2Γ t
t∫
0
e−2Γ1s
∥∥∇u(s, ·) − ∇v(s, ·)∥∥2
L2(Ω) ds
 2e2Γ1t
(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2
β′ (∂Ω)
)
+ 4α1‖A−A
′‖L∞(Ω)
α20
e2Γ t
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)
+ 2β1
β0
‖γ ′ − γ ‖L∞(∂Ω)e2Γ1t t
(‖f ′‖2
L2(Ω) + ‖f ′‖2L2
β′ (∂Ω)
)
+ 2β1
β0
‖β ′ − β‖L∞(∂Ω)
β0
e2Γ1t t
(
‖f ′‖2
L2(Ω) + ‖f ′‖2L2
β′ (∂Ω)
+ α1
2
‖∇f ′‖2
L2(Ω) +
‖γ+‖L∞(∂Ω)
2
‖f ′‖2
L2
β′ (∂Ω)
)
,
for each t  0, where
γ+ = max{0, γ }, γ− = max{0,−γ }, Γ = ‖γ−‖L∞(∂Ω), Γ1 = Γ + γ1 + β1
β0
. (1.3)
We recall that analogous estimates were proved in [2,3] for the Cauchy problem for a second
and a fourth order equation of parabolic type, respectively.
For parabolic problems such as (1.1), the continuous dependence of the solution upon the
initial datum f and the coefficients of the differential operator on Ω is a standard calculation.
The domain of the operator which generates a semigroup depends on the ingredients of the
boundary condition, namely (A, β, γ, q), and in this case the continuous dependence problem is
more subtle.
For the sake of completeness we begin with the stability estimate for the problems associated
to the resolvent of the parabolic ones, namely we consider the following elliptic problems with
Wentzell boundary conditions
{
λu − div(A∇u) = h1, in Ω,
A (1.4)β∂ν u+ (λ + γ )u − qβLBu = h2, on ∂Ω,
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λv − div(A′∇v) = h1, in Ω,
β ′∂A′ν v + (λ + γ ′)v − q ′β ′LBv = h2, on ∂Ω,
(1.5)
where
(viii) h1 ∈ L2(Ω), h2 ∈ L2(∂Ω);
(ix) λ, λ0, λ1 are constants such that 0 < λ0  γ (x)+ λ λ1, x ∈ ∂Ω .
If we view the first equation of (1.1) as ut = Lu and if we assume it holds on Ω , then we may
replace Lu by λu−h1 in (1.4), thus arriving at the boundary condition which is the second equa-
tion of (1.4). Formally, when everything is smooth, h2 is the trace of h1 on ∂Ω . But by looking
at the closure of L (which is self-adjoint on the Hilbert space H = L2(Ω,dx)⊕L2(∂Ω,dS/β),
as shown in [9]), (h1, h2) can be any member of H .
We have
Theorem 1.2. Let u and v solve (1.4) and (1.5), respectively. If
q = 0, q ′ = 0,
the following estimate holds:
√
λ‖u − v‖L2(Ω),
√
α0‖∇u− ∇v‖L2(Ω),
√
λ0‖u− v‖L2β(∂Ω)

(
2
‖A′ −A‖L∞(Ω)
α0
+ 2 |q
′ − q|√
qq ′
)‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
+ √2‖γ
′ − γ ‖L∞(∂Ω)
β−11 β0λ0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β0
√
λ0
(
λ1
√
2
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
λ0
√
min{λ,λ0} + ‖h2‖L2β(∂Ω)
)
.
Moreover, in case
q = q ′ = 0,
we have that
√
λ‖u− v‖L2(Ω),
√
α0‖∇u− ∇v‖L2(Ω),
√
λ0‖u− v‖L2β(∂Ω)

√
2
‖A′ −A‖L∞(Ω)
α0
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
+ √2‖γ
′ − γ ‖L∞(∂Ω)√
λ0
β1
β0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β
3/2√
λ
(
λ1
√
2√
λ0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0} + ‖h2‖L2β′ (∂Ω)
)
,0 0
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√√√√∫
∂Ω
g2
β
dσ .
Finally, in Section 5 we analyze for a very simple problem the “degenerate” case [q = 0,
q ′ = 0].
2. Proof of Theorem 1.2
We begin by proving some elliptic regularity estimates.
Lemma 2.1. Let u be the solution of (1.4). The following estimates hold:
√
λ‖u‖L2(Ω),
√
λ0‖u‖L2β(∂Ω),
√
α0‖∇u‖L2(Ω),
√
q‖∇τ u‖L2(∂Ω)

√
2
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0} , (2.1)
∥∥div(A∇u)∥∥
L2(Ω)  ‖h1‖L2(Ω) +
√
2λ
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0} . (2.2)
Moreover, in case q = 0 we have
∥∥∂Aν u∥∥L2(∂Ω)  1√β0
(
‖h2‖L2β(∂Ω) +
λ1
√
2√
λ0
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
)
. (2.3)
Proof. Multiplying the first equation in (1.4) by u and integrating on Ω we have
λ
∫
Ω
u2 dx −
∫
Ω
div(A∇u)udx =
∫
Ω
h1udx. (2.4)
The divergence theorem and the second equation in (1.4) give
−
∫
Ω
div(A∇u)udx =
∫
Ω
〈A∇u,∇u〉dx −
∫
∂Ω
u∂Aν udσ
=
∫
Ω
〈A∇u,∇u〉dx +
∫
∂Ω
γ + λ
β
u2 dσ − q
∫
∂Ω
uLBudσ −
∫
∂Ω
h2
β
udσ
=
∫
〈A∇u,∇u〉dx +
∫
γ + λ
β
u2 dσ + q
∫
|∇τ u|2 dσ −
∫
h2
β
udσ.Ω ∂Ω ∂Ω ∂Ω
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λ
∫
Ω
u2 dx +
∫
Ω
〈A∇u,∇u〉dx +
∫
∂Ω
γ + λ
β
u2 dσ + q
∫
∂Ω
|∇τ u|2 dσ =
∫
Ω
h1udx +
∫
∂Ω
h2
β
udσ.
Our assumptions and the Hölder inequality imply
λ‖u‖2
L2(Ω) + α0‖∇u‖2L2(Ω) + λ0‖u‖2L2β(∂Ω) + q‖∇τ u‖
2
L2(∂Ω)
 ‖h1‖L2(Ω)‖u‖L2(Ω) + ‖h2‖L2β(∂Ω)‖u‖L2β(∂Ω)

‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
(√
λ‖u‖L2(Ω) +
√
λ0‖u‖L2β(∂Ω)
)

√
2
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
√
λ‖u‖2
L2(Ω)
+ λ0‖u‖2
L2β(∂Ω)

√
2
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
×
√
λ‖u‖2
L2(Ω)
+ α0‖∇u‖2L2(Ω) + λ0‖u‖2L2β(∂Ω) + q‖∇τ u‖
2
L2(∂Ω)
, (2.5)
hence (2.1) follows from (2.5).
Since, from (1.4)
div(A∇u) = h1 − λu, in Ω,
then (2.2) follows from (2.1).
Finally, we prove (2.3). If q = 0, from (1.4)
∂Aν u =
h2
β
− λ+ γ
β
u, on ∂Ω,
therefore, (2.3) follows from (2.1). 
Let us pass to the stability estimates stated in Theorem 1.2.
Introducing the notation
w(x) = u(x) − v(x), x ∈ Ω, (2.6)
we have that
⎧⎪⎨
⎪⎩
λw − div(A∇w) = div((A−A′)∇v), in Ω,
β∂Aν w + (λ + γ )w − qβLBw
= β ′∂A′v − β∂Av + (γ ′ − γ )v − (q ′β ′ − qβ)LBv, on ∂Ω.
(2.7)ν ν
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{
λz − div(A′∇z) = h1, in Ω,
β∂A′ν z + (λ + γ )z − q ′βLBz = h2, on ∂Ω.
(2.8)
Introducing the notations
ρ = u − z, θ = z − v,
we have that
w = ρ + θ, (2.9)
{
λρ − div(A∇ρ) = div((A−A′)∇z), in Ω,
β∂Aν ρ + (λ + γ )ρ − qβLBρ = β∂A
′−A
ν z − (q ′ − q)βLBz, on ∂Ω,
(2.10)
⎧⎪⎨
⎪⎩
λθ − div(A′∇θ) = 0, in Ω,
β∂A′ν θ + (λ + γ )θ − q ′βLBθ
= (β ′ − β)∂A′ν v + (γ ′ − γ )v − q ′(β ′ − β)LBv, on ∂Ω.
(2.11)
Lemma 2.2 (Case of q = 0, q ′ = 0). We have that
√
λ‖w‖L2(Ω),
√
α0‖∇w‖L2(Ω),
√
λ0‖w‖L2β(∂Ω)

(
2
‖A′ −A‖L∞(Ω)
α0
+ 2 |q
′ − q|√
qq ′
)‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
+ √2‖γ
′ − γ ‖L∞(∂Ω)
β−11 β0λ0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β0
√
λ0
(
λ1
√
2
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
λ0
√
min{λ,λ0} + ‖h2‖L2β(∂Ω)
)
, (2.12)
where w solves (2.7).
Proof. We begin by estimating ρ. Multiplying by ρ the first equation in (2.10), using the diver-
gence theorem, from (2.10) we have that
0 = λ
∫
Ω
ρ2 dx −
∫
Ω
div(A∇ρ)ρ dx −
∫
Ω
div
(
(A−A′)∇z)ρ dx
= λ
∫
Ω
ρ2 dx +
∫
Ω
〈A∇ρ,∇ρ〉dx −
∫
∂Ω
ρ∂Aν ρ dσ
+
∫ 〈
(A−A′)∇z,∇ρ〉dx − ∫ ρ∂A−A′ν z dσ
Ω ∂Ω
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∫
Ω
ρ2 dx +
∫
Ω
〈A∇ρ,∇ρ〉dx +
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx
+
∫
∂Ω
γ + λ
β
ρ2 dσ − q
∫
∂Ω
ρLBρ dσ − (q − q ′)
∫
∂Ω
ρLBz dσ
= λ
∫
Ω
ρ2 dx +
∫
Ω
〈A∇ρ,∇ρ〉dx +
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx
+
∫
∂Ω
γ + λ
β
ρ2 dσ + q
∫
∂Ω
|∇τ ρ|2 dσ + (q − q ′)
∫
∂Ω
〈∇τ ρ,∇τ z〉dσ,
consequently
λ
∫
Ω
ρ2 dx +
∫
Ω
〈A∇ρ,∇ρ〉dx +
∫
∂Ω
γ + λ
β
ρ2 dσ + q
∫
∂Ω
|∇τ ρ|2 dσ
=
∫
Ω
〈
(A′ −A)∇z,∇ρ〉dx + (q ′ − q) ∫
∂Ω
〈∇τ ρ,∇τ z〉dσ.
Employing our assumptions, the Hölder inequality, and Lemma 2.1 we get
λ
∫
Ω
ρ2 dx + α0
∫
Ω
|∇ρ|2 dx + λ0
∫
∂Ω
ρ2
β
dσ + q
∫
∂Ω
|∇τ ρ|2 dσ
 ‖A′ −A‖L∞(Ω)‖∇z‖L2(Ω)‖∇ρ‖L2(Ω) + |q ′ − q|‖∇τ ρ‖L2(∂Ω)‖∇τ z‖L2(∂Ω)

(‖A′ −A‖L∞(Ω)√
α0
‖∇z‖L2(Ω) +
|q ′ − q|√
q
‖∇τ z‖L2(∂Ω)
)
× (√α0‖∇ρ‖L2(Ω) + √q‖∇τ ρ‖L2(∂Ω))
 2
(‖A′ −A‖L∞(Ω)
α0
+ |q
′ − q|√
qq ′
)
×
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
√
α0‖∇ρ‖2L2(Ω) + q‖∇τ ρ‖2L2(∂Ω)
 2
(‖A′ −A‖L∞(Ω)
α0
+ |q
′ − q|√
qq ′
)‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
×
√
λ‖ρ‖2
L2(Ω)
+ α0‖∇ρ‖2L2(Ω) + λ0‖ρ‖2L2β(∂Ω) + q‖∇τ ρ‖
2
L2(∂Ω)
.
Hence
√
λ‖ρ‖L2(Ω),
√
α0‖∇ρ‖L2(Ω),
√
λ0‖ρ‖L2β(∂Ω),
√
q‖∇τ ρ‖L2(∂Ω)
 2
(‖A′ −A‖L∞(Ω)
α
+ |q
′ − q|√ ′
)‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ } . (2.13)0 qq 0
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divergence theorem, from (2.11) and (1.5), we have that
0 = λ
∫
Ω
θ2 dx −
∫
Ω
div(A′∇θ)θ dx
= λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx −
∫
∂Ω
θ∂A′ν θ dσ
= λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx +
∫
∂Ω
γ + λ
β
θ2 dσ − q ′
∫
∂Ω
θLBθ dσ
+
∫
∂Ω
β − β ′
β
θ∂A′ν v dσ +
∫
∂Ω
γ − γ ′
β
vθ dσ − q ′
∫
∂Ω
β − β ′
β
θLBv dσ
= λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx +
∫
∂Ω
γ + λ
β
θ2 dσ + q ′
∫
∂Ω
|∇τ θ |2 dσ
+
∫
∂Ω
γ − γ ′
β
vθ dσ +
∫
∂Ω
β − β ′
β
θ
(
∂A′ν v − q ′LBv
)
dσ
= λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx +
∫
∂Ω
γ + λ
β
θ2 dσ + q ′
∫
∂Ω
|∇τ θ |2 dσ
+
∫
∂Ω
γ − γ ′
β
vθ dσ +
∫
∂Ω
β − β ′
ββ ′
θ
(
h2 − (λ+ γ ′)v
)
dσ,
consequently
λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx +
∫
∂Ω
γ + λ
β
θ2 dσ + q ′
∫
∂Ω
|∇τ θ |2 dσ
=
∫
∂Ω
γ ′ − γ
β
vθ dσ +
∫
∂Ω
β ′ − β
ββ ′
θ
(
h2 − (λ + γ ′)v
)
dσ.
Employing our assumptions, the Hölder inequality, and Lemma 2.1 we get
λ
∫
Ω
θ2 dx + α0
∫
Ω
|∇θ |2 dx + λ0
∫
∂Ω
θ2
β
dσ + q ′
∫
∂Ω
|∇τ θ |2 dσ

(
‖γ ′ − γ ‖L∞(∂Ω) β1
β0
‖v‖L2
β′ (∂Ω)
+ ‖β
′ − β‖L∞(∂Ω) (
λ1‖v‖L2 ′ (∂Ω) + ‖h2‖L2β(∂Ω)
))‖θ‖L2β(∂Ω)β0 β
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(√
2‖γ ′ − γ ‖L∞(∂Ω) β1
β0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
λ0
√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β0
(
λ1
√
2
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
λ0
√
min{λ,λ0} + ‖h2‖L2β(∂Ω)
))
‖θ‖L2β(∂Ω).
Hence
√
λ‖θ‖L2(Ω),
√
α0‖∇θ‖L2(Ω),
√
λ0‖θ‖L2β(∂Ω),
√
q ′‖∇τ θ‖L2(∂Ω)
 1√
λ0
(√
2‖γ ′ − γ ‖L∞(∂Ω) β1
β0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
λ0
√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β0
(
λ1
√
2
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
λ0
√
min{λ,λ0} + ‖h2‖L2β(∂Ω)
))
. (2.14)
Due to (2.9) the claim follows from (2.13) and (2.14). 
Lemma 2.3 (Case of q = q ′ = 0). We have that
√
λ‖w‖L2(Ω),
√
α0‖∇w‖L2(Ω),
√
λ0‖w‖L2β(∂Ω)

√
2
‖A′ −A‖L∞(Ω)
α0
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0}
+ √2‖γ
′ − γ ‖L∞(∂Ω)√
λ0
β1
β0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β
3/2
0
√
λ0
(
λ1
√
2√
λ0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0} + ‖h2‖L2β′ (∂Ω)
)
, (2.15)
where w solves (2.7).
Proof. We begin by estimating ρ. Multiplying by ρ the first equation in (2.10), using the diver-
gence theorem, from (2.10) we have that
0 = λ
∫
Ω
ρ2 dx −
∫
Ω
div(A∇ρ)ρ dx −
∫
Ω
div
(
(A−A′)∇z)ρ dx
= λ
∫
Ω
ρ2 dx +
∫
Ω
〈A∇ρ,∇ρ〉dx −
∫
∂Ω
ρ∂Aν ρ dσ
+
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx − ∫
∂Ω
ρ∂A−A′ν z dσ
= λ
∫
ρ2 dx +
∫
〈A∇ρ,∇ρ〉dx +
∫ 〈
(A−A′)∇z,∇ρ〉dx + ∫ γ + λ
β
ρ2 dσ,Ω Ω Ω ∂Ω
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λ
∫
Ω
ρ2 dx +
∫
Ω
〈A∇ρ,∇ρ〉dx +
∫
∂Ω
γ + λ
β
ρ2 dσ =
∫
Ω
〈
(A′ −A)∇z,∇ρ〉dx.
Employing our assumptions, the Hölder inequality, and Lemma 2.1 we get
λ
∫
Ω
ρ2 dx + α0
∫
Ω
|∇ρ|2 dx + λ0
∫
∂Ω
ρ2
β
dσ
 ‖A′ −A‖L∞(Ω)‖∇z‖L2(Ω)‖∇ρ‖L2(Ω)

√
2
‖A′ −A‖L∞(Ω)√
α0
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0} ‖∇ρ‖L2(Ω).
Hence
√
λ‖ρ‖L2(Ω),
√
α0‖∇ρ‖L2(Ω),
√
λ0‖ρ‖L2β(∂Ω)

√
2
‖A′ −A‖L∞(Ω)
α0
‖h1‖L2(Ω) + ‖h2‖L2β(∂Ω)√
min{λ,λ0} . (2.16)
We continue by estimating θ . Multiplying by θ the first equation in (2.11), using the diver-
gence theorem, from (2.11) and (1.5) we have that
0 = λ
∫
Ω
θ2 dx −
∫
Ω
div(A′∇θ)θ dx
= λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx −
∫
∂Ω
θ∂A′ν θ dσ
= λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx +
∫
∂Ω
γ + λ
β
θ2 dσ
+
∫
∂Ω
β − β ′
β
θ∂A′ν v dσ +
∫
∂Ω
γ − γ ′
β
vθ dσ,
thus
λ
∫
Ω
θ2 dx +
∫
Ω
〈A′∇θ,∇θ〉dx +
∫
∂Ω
γ + λ
β
θ2 dσ =
∫
∂Ω
γ ′ − γ
β
vθ dσ +
∫
∂Ω
β ′ − β
β
θ∂A′ν v dσ.
Employing our assumptions, the Hölder inequality, and Lemma 2.1 we get
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∫
Ω
θ2 dx + α0
∫
Ω
|∇θ |2 dx + λ0
∫
∂Ω
θ2
β
dσ

(
‖γ ′ − γ ‖L∞(∂Ω) β1
β0
‖v‖L2
β′ (∂Ω)
+ ‖β
′ − β‖L∞(∂Ω)
β0
∥∥∂A′ν v∥∥L2(∂Ω)
)
‖θ‖L2β(∂Ω)

(√
2‖γ ′ − γ ‖L∞(∂Ω) β1
β0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
λ0
√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β
3/2
0
(
λ1
√
2√
λ0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0} + ‖h2‖L2β′ (∂Ω)
))
‖θ‖L2β(∂Ω).
Hence
√
λ‖θ‖L2(Ω),
√
α0‖∇θ‖L2(Ω),
√
λ0‖θ‖L2β(∂Ω)
 1√
λ0
(√
2‖γ ′ − γ ‖L∞(∂Ω) β1
β0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0}
+ ‖β
′ − β‖L∞(∂Ω)
β
3/2
0
(
λ1
√
2√
λ0
‖h1‖L2(Ω) + ‖h2‖L2
β′ (∂Ω)√
min{λ,λ0} + ‖h2‖L2β′ (∂Ω)
))
. (2.17)
Due to (2.9) the claim follows from (2.16) and (2.17). 
Proof of Theorem 1.2. The claim follows from (2.6) and Lemmas 2.2, 2.3. 
3. Parabolic regularity estimates
In this section we prove some preliminary regularity estimates for (1.1).
Lemma 3.1. Let u be the solution of (1.1). We have that
∥∥u(t, ·)∥∥2
L2(Ω) +
∥∥u(t, ·)∥∥2
L2β (∂Ω)
+ 2e2Γ t
t∫
0
e−2Γ s
(
α0
∥∥∇u(s, ·)∥∥2
L2(Ω) + q
∥∥∇τ u(s, ·)∥∥2L2(∂Ω))ds
 e2Γ t
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)
,
for each t  0, where Γ is defined in (1.3).
Proof. Using (1.1) and the divergence theorem,
d
dt
(∫
u2
2
dx +
∫
u2
2
dσ
β
)
Ω ∂Ω
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∫
Ω
uut dx +
∫
∂Ω
uut
dσ
β
=
∫
Ω
div(A∇u)udx −
∫
∂Ω
u∂Aν udσ −
∫
∂Ω
γ
β
u2 dσ + q
∫
∂Ω
uLBudσ
= −
∫
Ω
〈A∇u,∇u〉dx +
∫
∂Ω
u∂Aν udσ −
∫
∂Ω
u∂Aν udσ −
∫
∂Ω
γ
β
u2 dσ − q
∫
∂Ω
|∇τ u|2 dσ
= −
∫
Ω
〈A∇u,∇u〉dx −
∫
∂Ω
γ
β
u2 dσ − q
∫
∂Ω
|∇τ u|2 dσ
−α0
∫
Ω
|∇u|2 dx + ‖γ−‖L∞(∂Ω)
∫
∂Ω
u2
dσ
β
− q
∫
∂Ω
|∇τ u|2 dσ
−α0
∫
Ω
|∇u|2 dx + Γ
(∫
Ω
u2 dx +
∫
∂Ω
u2
dσ
β
)
− q
∫
∂Ω
|∇τ u|2 dσ.
Therefore, the claim is consequence of the Gronwall inequality. 
Lemma 3.2. The following estimate holds for the solution u of (1.1):
‖ut‖2L2([0,t]×Ω) + ‖ut‖2L2β ([0,t]×∂Ω)
 e2Γ t Γ
2
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)
+ α1
2
‖∇f ‖2
L2(Ω) +
‖γ+‖L∞(∂Ω)
2
‖f ‖2
L2β(∂Ω)
+ q
2
‖∇τ f ‖2L2(∂Ω),
for each t  0.
Proof. From (1.1), our assumptions, and Lemma 3.1,
t∫
0
∫
Ω
u2t ds dx +
t∫
0
∫
∂Ω
u2t ds
dσ
β
=
t∫
0
∫
Ω
div(A∇u)ut ds dx −
t∫
0
∫
∂Ω
∂Aν uut ds dσ
−
t∫
0
∫
∂Ω
γ
β
uut ds dσ + q
t∫
0
∫
∂Ω
LBuut ds dσ
= −
t∫ ∫
〈A∇u,∇ut 〉ds dx +
t∫ ∫
∂Aν uut ds dσ −
t∫ ∫
∂Aν uut ds dσ
0 Ω 0 ∂Ω 0 ∂Ω
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t∫
0
∫
∂Ω
γ
β
uut ds dσ − q
t∫
0
∫
∂Ω
〈∇τ u,∇τ ut 〉ds dσ
= −1
2
t∫
0
∫
Ω
(〈A∇u,∇u〉)
t
ds dx −
t∫
0
∫
∂Ω
(
γ
β
u2
2
)
t
ds dσ − q
2
t∫
0
∫
∂Ω
(|∇τ u|2)t ds dσ
= −1
2
∫
Ω
〈A∇u(t, x),∇u(t, x)〉dx + 1
2
∫
Ω
〈A∇f,∇f 〉dx −
∫
∂Ω
γ
2β
u2(t, x) dσ
+
∫
∂Ω
γ
2β
f 2 dσ − q
2
∫
∂Ω
∣∣∇τ u(t, x)∣∣2 dσ + q2
∫
∂Ω
|∇τ f |2 dσ
 Γ
2
∫
∂Ω
u2(t, x)
dσ
β
+ α1
2
∫
Ω
|∇f |2 dx + ‖γ+‖L∞(∂Ω)
2
∫
∂Ω
f 2
dσ
β
+ q
2
∫
∂Ω
|∇τ f |2 dσ
 e2Γ t Γ
2
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)+ α1
2
∫
Ω
|∇f |2 dx
+ ‖γ+‖L∞(∂Ω)
2
∫
∂Ω
f 2
dσ
β
+ q
2
∫
∂Ω
|∇τ f |2 dσ.
The claim is proved. 
Lemma 3.3. Let u be the solution of (1.1). The following estimate holds:
∥∥div(A∇u)∥∥2
L2([0,t]×Ω)  e
2Γ t Γ
2
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)+ α1
2
‖∇f ‖2
L2(Ω)
+ ‖γ+‖L∞(∂Ω)
2
‖f ‖2
L2β(∂Ω)
+ q
2
‖∇τ f ‖2L2(∂Ω), (3.1)
for each t  0. Moreover, if q = 0
∥∥∂Aν u∥∥2L2β ([0,t]×∂Ω)  e2Γ t Γ + 2γ
2
1
β20
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)+ α1
β20
‖∇f ‖2
L2(Ω)
+ ‖γ+‖L∞(∂Ω)
β20
‖f ‖2
L2β(∂Ω)
+ q
β20
‖∇τ f ‖2L2(∂Ω), (3.2)
for each t  0.
Proof. From the first equation in (1.1), div(A∇u) = ut . Hence (3.1) follows from Lemma 3.2.
Moreover, if q = 0 from the second equation in (1.1), β∂Aν u = −ut −γ u. Therefore (3.2) follows
from Lemmas 3.1, 3.2. 
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Introducing again the notation
w(t, x) = u(t, x) − v(t, x), t  0, x ∈ Ω, (4.1)
we have that
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wt = div(A∇w)+ div
(
(A−A′)∇v), in (0,∞) ×Ω,
w(0, ·) = f − f ′, in Ω,
wt + β∂Aν w + γw − qβLBw
= β ′∂A′ν v − β∂Aν v + (γ ′ − γ )v − (q ′β ′ − qβ)LBv, on (0,∞) × ∂Ω.
(4.2)
In addition we consider the “intermediate” problem
⎧⎪⎨
⎪⎩
zt = div(A′∇z), in (0,∞) ×Ω,
z(0, ·) = f, in Ω,
zt + β∂A′ν z + γ z − q ′βLBz = 0, on (0,∞) × ∂Ω.
(4.3)
Introducing the notations
ρ = u − z, θ = z − v,
we have that
w = ρ + θ, (4.4)
⎧⎪⎨
⎪⎩
ρt = div(A∇ρ)+ div
(
(A−A′)∇z), in (0,∞)× Ω,
ρ(0, ·) = 0, in Ω,
ρt + β∂Aν ρ + γρ − qβLBρ = β∂A
′−A
ν z − (q ′ − q)βLBz, on (0,∞)× ∂Ω,
(4.5)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
θt = div(A′∇θ), in (0,∞)× Ω,
θ(0, ·) = f − f ′, in Ω,
θt + β∂A′ν θ + γ θ − q ′βLBθ
= (β ′ − β)∂A′ν v + (γ ′ − γ )v − q ′(β ′ − β)LBv, on (0,∞)× ∂Ω.
(4.6)
Lemma 4.1 (Case of q = 0, q ′ = 0). The following estimate holds for the solution w of (4.2):
∥∥w(t, ·)∥∥2
L2(Ω) +
∥∥w(t, ·)∥∥2
L2β(∂Ω)
+ α0e2Γ t
t∫
0
e−2Γ1s
∥∥∇w(s, ·)∥∥2
L2(Ω) ds
 2e2Γ1t
(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2 (∂Ω)
)β
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(
2α1‖A−A′‖L∞(Ω)
α20
+ |q − q
′|
q ′
)
e2Γ t
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)
+ 2β1
β0
‖γ ′ − γ ‖L∞(∂Ω)e2Γ1t t
(‖f ′‖2
L2(Ω) + ‖f ′‖2L2
β′ (∂Ω)
)
+ 4‖β
′ − β‖L∞(∂Ω)
β0
e2Γ1t t
((
1 + γ 21
)‖f ′‖2
L2(Ω) +
(
1 + γ 21
)‖f ′‖2
L2
β′ (∂Ω)
+ α1
2
‖∇f ′‖2
L2(Ω) +
‖γ+‖L∞(∂Ω)
2
‖f ′‖2
L2
β′ (∂Ω)
+ q
′
2
‖∇τ f ′‖2L2(∂Ω)
)
, (4.7)
for each t  0, where Γ1 is defined in (1.3).
Proof. We begin by estimating ρ. Using the divergence theorem and (4.5) we have that
d
dt
(∫
Ω
ρ2
2
dx +
∫
∂Ω
ρ2
2
dσ
β
)
=
∫
Ω
ρρt dx +
∫
∂Ω
ρρt
dσ
β
=
∫
Ω
ρ div(A∇ρ)dx +
∫
Ω
ρ div
(
(A−A′)∇z)dx − ∫
∂Ω
ρ∂Aν ρ dσ −
∫
∂Ω
γρ2
dσ
β
+ q
∫
∂Ω
ρLBρ dσ −
∫
∂Ω
ρ∂A−A′ν z dσ + (q − q ′)
∫
∂Ω
ρLBz dσ
= −
∫
Ω
〈A∇ρ,∇ρ〉dx −
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx − ∫
∂Ω
γρ2
dσ
β
− q
∫
∂Ω
|∇τ ρ|2 dσ − (q − q ′)
∫
∂Ω
〈∇τ ρ,∇τ z〉dσ
−α0
∫
Ω
|∇ρ|2 dx −
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx + Γ ∫
∂Ω
ρ2
dσ
β
− q
∫
∂Ω
|∇τ ρ|2 dσ − (q − q ′)
∫
∂Ω
〈∇τ ρ,∇τ z〉dσ. (4.8)
Since
−
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx
 ‖A−A′‖L∞(Ω)
∫
|∇z∇ρ|dx
Ω
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′‖L∞(Ω)
α0
∫
Ω
|∇z|2 dx + α0‖A−A
′‖L∞(Ω)
4α1
∫
Ω
|∇ρ|2 dx
 α1‖A−A
′‖L∞(Ω)
α0
∫
Ω
|∇z|2 dx + α0
2
∫
Ω
|∇ρ|2 dx,
−(q ′ − q)
∫
∂Ω
〈∇τ ρ,∇τ z〉dσ  |q
′ − q|
2
∫
∂Ω
|∇τ ρ|2 dσ + |q
′ − q|
2
∫
∂Ω
|∇τ z|2 dσ
 q
2
∫
∂Ω
|∇τ ρ|2 dσ + |q
′ − q|
2
∫
∂Ω
|∇τ z|2 dσ,
from (4.8)
d
dt
(∫
Ω
ρ2
2
dx +
∫
∂Ω
ρ2
2
dσ
β
)
−α0
2
∫
Ω
|∇ρ|2 dx − q
2
∫
∂Ω
|∇τ ρ|2 dσ + Γ
(∫
Ω
ρ2 dx +
∫
∂Ω
ρ2
dσ
β
)
+ α1‖A−A
′‖L∞(Ω)
α0
∫
Ω
|∇z|2 dx + |q
′ − q|
2
∫
∂Ω
|∇τ z|2 dσ. (4.9)
The Gronwall lemma implies
∥∥ρ(t, ·)∥∥2
L2(Ω) +
∥∥ρ(t, ·)∥∥2
L2β (∂Ω)
+ e2Γ t
t∫
0
e−2Γ s
(
α0
∥∥∇ρ(s, ·)∥∥2
L2(Ω) + q
∥∥∇τ ρ(s, ·)∥∥2L2(∂Ω))ds
 2α1‖A−A
′‖L∞(Ω)
α0
e2Γ t
t∫
0
e−2Γ s
∥∥∇z(s, ·)∥∥2
L2(Ω) ds
+ |q − q ′|e2Γ t
t∫
0
e−2Γ s
∥∥∇τ z(s, ·)∥∥2L2(∂Ω) ds. (4.10)
We continue by estimating θ . Using the divergence theorem, (1.2), (4.6), we have that
d
dt
(∫
Ω
θ2
2
dx +
∫
∂Ω
θ2
2
dσ
β
)
=
∫
θθt dx +
∫
θθt
dσ
β
Ω ∂Ω
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∫
Ω
θ div(A′∇θ) dx −
∫
∂Ω
θ∂A′ν θ dσ −
∫
∂Ω
γ θ2
dσ
β
+ q ′
∫
∂Ω
θLBθ dσ
+
∫
∂Ω
β ′ − β
β
θ∂A′ν v dσ +
∫
∂Ω
γ ′ − γ
β
θv dσ − q ′
∫
∂Ω
β ′ − β
β
θLBv dσ
= −
∫
Ω
〈A′∇θ,∇θ〉dx −
∫
∂Ω
γ θ2
dσ
β
− q ′
∫
∂Ω
|∇τ θ |2 dσ
+
∫
∂Ω
γ ′ − γ
β
θv dσ +
∫
∂Ω
β ′ − β
β
θ
(
∂A′ν v − q ′LBv
)
dσ
−α0
∫
Ω
|∇θ |2 dx + Γ
∫
∂Ω
θ2
dσ
β
− q ′
∫
∂Ω
|∇τ θ |2 dσ
+
∫
∂Ω
γ ′ − γ
β
θv dσ −
∫
∂Ω
β ′ − β
β ′β
θ(vt + γ ′v)dσ
−α0
∫
Ω
|∇θ |2 dx +
(
Γ + γ1 + β1
β0
) ∫
∂Ω
θ2
dσ
β
− q ′
∫
∂Ω
|∇τ θ |2 dσ
+ ‖γ
′ − γ ‖L∞(∂Ω)
2
β1
β0
∫
∂Ω
v2
dσ
β ′
+ ‖β
′ − β‖L∞(∂Ω)
β0
∫
∂Ω
(
(vt )
2 + γ 21 v2
)dσ
β ′
. (4.11)
The Gronwall lemma implies
∥∥θ(t, ·)∥∥2
L2(Ω) +
∥∥θ(t, ·)∥∥2
L2β(∂Ω)
+ 2e2Γ1t
t∫
0
e−2Γ1s
(
α0
∥∥∇θ(s, ·)∥∥2
L2(Ω) + q ′
∥∥∇τ θ(s, ·)∥∥2L2(∂Ω))ds
 e2Γ1t
(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2β(∂Ω)
)
+ ‖γ ′ − γ ‖L∞(∂Ω) β1
β0
e2Γ1t
t∫
0
e−2Γ1s
∥∥v(s, ·)∥∥2
L2
β′ (∂Ω)
ds
+ 2‖β
′ − β‖L∞(∂Ω)
β0
e2Γ1t
t∫
0
e−2Γ1s
(∥∥vt (s, ·)∥∥2L2
β′ (∂Ω)
+ γ 21
∥∥v(s, ·)∥∥2
L2 (∂Ω)
)
ds. (4.12)β′
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∥∥w(t, ·)∥∥2
L2(Ω) +
∥∥w(t, ·)∥∥2
L2β(∂Ω)
+ α0e2Γ t
t∫
0
e−2Γ1s
∥∥∇w(s, ·)∥∥2
L2(Ω) ds
=
∫
Ω
w2 dx +
∫
∂Ω
w2
dσ
β
+ α0e2Γ t
t∫
0
∫
Ω
e−2Γ1s |∇w|2 ds dx
 2
(∫
Ω
ρ2 dx +
∫
Ω
θ2 dx +
∫
∂Ω
ρ2
dσ
β
+
∫
∂Ω
θ2
dσ
β
+ α0e2Γ t
t∫
0
∫
Ω
e−2Γ1s |∇ρ|2 ds dx + α0e2Γ t
t∫
0
∫
Ω
e−2Γ1s |∇θ |2 ds dx
)
 2
(∫
Ω
ρ2 dx +
∫
∂Ω
ρ2
dσ
β
+ α0e2Γ t
t∫
0
∫
Ω
e−2Γ s |∇ρ|2 ds dx
+
∫
Ω
θ2 dx +
∫
∂Ω
θ2
dσ
β
+ α0e2Γ1t
t∫
0
∫
Ω
e−2Γ1s |∇θ |2 ds dx
)
= 2
(∥∥ρ(t, ·)∥∥2
L2(Ω) +
∥∥ρ(t, ·)∥∥2
L2β (∂Ω)
+ α0e2Γ t
t∫
0
e−2Γ s
∥∥∇ρ(s, ·)∥∥2
L2(Ω) ds
)
+ 2
(∥∥θ(t, ·)∥∥2
L2(Ω) +
∥∥θ(t, ·)∥∥2
L2β (∂Ω)
+ α0e2Γ1t
t∫
0
e−2Γ1s
∥∥∇θ(s, ·)∥∥2
L2(Ω) ds
)
. (4.13)
Hence, from (4.10), (4.12) we get
∥∥w(t, ·)∥∥2
L2(Ω) +
∥∥w(t, ·)∥∥2
L2(Ω) + α0e2Γ t
t∫
0
e−2Γ1s
∥∥∇w(s, ·)∥∥2
L2(Ω) ds
 4α1‖A−A
′‖L∞(Ω)
α0
e2Γ t
t∫
0
e−2Γ s
∥∥∇z(s, ·)∥∥2
L2(Ω) ds
+ 2|q − q ′|e2Γ t
t∫
0
e−2Γ s
∥∥∇τ z(s, ·)∥∥2L2(∂Ω) ds
+ 2e2Γ1t(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2 (∂Ω)
)
β
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β0
‖γ ′ − γ ‖L∞(∂Ω)e2Γ1t
t∫
0
e−2Γ1s
∥∥v(s, ·)∥∥2
L2
β′ (∂Ω)
ds
+ 4‖β
′ − β‖L∞(∂Ω)
β0
e2Γ1t
t∫
0
e−2Γ1s
(∥∥vt (s, ·)∥∥2L2
β′ (∂Ω)
+ γ 21
∥∥v(s, ·)∥∥2
L2
β′ (∂Ω)
)
ds.
Therefore the claim follows from Lemmas 3.1, 3.2. 
Lemma 4.2 (Case of q = q ′ = 0). Let w be the solution of (4.2). We have
∥∥w(t, ·)∥∥2
L2(Ω) +
∥∥w(t, ·)∥∥2
L2β (∂Ω)
+ α0e2Γ t
t∫
0
e−2Γ1s
∥∥∇w(s, ·)∥∥2
L2(Ω) ds
 2e2Γ1t
(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2
β′ (∂Ω)
)
+ 4α1‖A−A
′‖L∞(Ω)
α20
e2Γ t
(‖f ‖2
L2(Ω) + ‖f ‖2L2β(∂Ω)
)
+ 2β1
β0
‖γ ′ − γ ‖L∞(∂Ω)e2Γ1t t
(‖f ′‖2
L2(Ω) + ‖f ′‖2L2
β′ (∂Ω)
)
+ 2β1
β0
‖β ′ − β‖L∞(∂Ω)
β0
e2Γ1t t
(
‖f ′‖2
L2(Ω) + ‖f ′‖2L2
β′ (∂Ω)
+ α1
2
‖∇f ′‖2
L2(Ω) +
‖γ+‖L∞(∂Ω)
2
‖f ′‖2
L2
β′ (∂Ω)
)
, (4.14)
for each t  0.
Proof. We begin by estimating ρ. Using the divergence theorem and (4.5), we have
d
dt
(∫
Ω
ρ2
2
dx +
∫
∂Ω
ρ2
2
dσ
β
)
=
∫
Ω
ρρt dx +
∫
∂Ω
ρρt
dσ
β
=
∫
Ω
ρ div(A∇ρ)dx +
∫
Ω
ρ div
(
(A−A′)∇z)dx
−
∫
∂Ω
ρ∂Aν ρ dσ −
∫
∂Ω
γρ2
dσ
β
−
∫
∂Ω
ρ∂A−A′ν z dσ
= −
∫
Ω
〈A∇ρ,∇ρ〉dx −
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx − ∫
∂Ω
γρ2
dσ
β
−α0
∫
|∇ρ|2 dx −
∫ 〈
(A−A′)∇z,∇ρ〉dx + Γ ∫ ρ2 dσ
β
. (4.15)
Ω Ω ∂Ω
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−
∫
Ω
〈
(A−A′)∇z,∇ρ〉dx
 ‖A−A′‖L∞(Ω)
∫
Ω
|∇z||∇ρ|dx
 α1‖A−A
′‖L∞(Ω)
α0
∫
Ω
|∇z|2 dx + α0‖A−A
′‖L∞(Ω)
4α1
∫
Ω
|∇ρ|2 dx
 α1‖A−A
′‖L∞(Ω)
α0
∫
Ω
|∇z|2 dx + α0
2
∫
Ω
|∇ρ|2 dx,
from (4.15)
d
dt
(∫
Ω
ρ2
2
dx +
∫
∂Ω
ρ2
2
dσ
β
)
−α0
2
∫
Ω
|∇ρ|2 dx + Γ
(∫
Ω
ρ2 dx +
∫
∂Ω
ρ2
dσ
β
)
+ α1‖A−A
′‖L∞(Ω)
α0
∫
Ω
|∇z|2 dx. (4.16)
The Gronwall lemma implies
∥∥ρ(t, ·)∥∥2
L2(Ω) +
∥∥ρ(t, ·)∥∥2
L2β(∂Ω)
+ e2Γ t
t∫
0
e−2Γ sα0
∥∥∇ρ(s, ·)∥∥2
L2(Ω) ds
 2α1‖A−A
′‖L∞(Ω)
α0
e2Γ t
t∫
0
e−2Γ s
∥∥∇z(s, ·)∥∥2
L2(Ω) ds. (4.17)
We continue by estimating θ . Using the divergence theorem, (1.2), (4.6), we have that
d
dt
(∫
Ω
θ2
2
dx +
∫
∂Ω
θ2
2
dσ
β
)
=
∫
Ω
θθt dx +
∫
∂Ω
θθt
dσ
β
=
∫
Ω
θ div(A′∇θ) dx −
∫
∂Ω
θ∂A′ν θ dσ −
∫
∂Ω
γ θ2
dσ
β
+
∫
β ′ − β
β
θ∂A′ν v dσ +
∫
γ ′ − γ
β
θv dσ∂Ω ∂Ω
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∫
Ω
〈A′∇θ,∇θ〉dx −
∫
∂Ω
γ θ2
dσ
β
+
∫
∂Ω
γ ′ − γ
β
θv dσ +
∫
∂Ω
β ′ − β
β
θ∂A′ν v dσ
−α0
∫
Ω
|∇θ |2 dx +
(
Γ + γ1 + β1
β0
) ∫
∂Ω
θ2
dσ
β
+ ‖γ
′ − γ ‖L∞(∂Ω)
2
β1
β0
∫
∂Ω
v2
dσ
β ′
+ ‖β
′ − β‖L∞(∂Ω)
2β0
∫
∂Ω
(
∂A′ν v
)2 dσ
β ′
. (4.18)
The Gronwall lemma implies
∥∥θ(t, ·)∥∥2
L2(Ω) +
∥∥θ(t, ·)∥∥2
L2β(∂Ω)
+ 2α0e2Γ1t
t∫
0
e−2Γ1s
∥∥∇θ(s, ·)∥∥2
L2(Ω) ds
 e2Γ1t
(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2β(∂Ω)
)
+ ‖γ ′ − γ ‖L∞(∂Ω) β1
β0
e2Γ1t
t∫
0
e−2Γ1s
∥∥v(s, ·)∥∥2
L2
β′ (∂Ω)
ds
+ ‖β
′ − β‖L∞(∂Ω)
β0
e2Γ1t
t∫
0
e−2Γ1s
∥∥∂A′ν v(s, ·)∥∥2L2
β′ (∂Ω)
ds. (4.19)
Hence, from (4.13), (4.17), (4.19) we get
∥∥w(t, ·)∥∥2
L2(Ω) +
∥∥w(t, ·)∥∥2
L2β (∂Ω)
+ α0e2Γ t
t∫
0
e−2Γ1s
∥∥∇w(s, ·)∥∥2
L2(Ω) ds
 4α1‖A−A
′‖L∞(Ω)
α0
e2Γ t
t∫
0
e−2Γ s
∥∥∇z(s, ·)∥∥2
L2(Ω) ds
+ 2e2Γ1t(‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2β(∂Ω)
)
+ 2‖γ ′ − γ ‖L∞(∂Ω) β1
β0
e2Γ1t
t∫
0
e−2Γ1s
∥∥v(s, ·)∥∥2
L2
β′ (∂Ω)
ds
+ 2‖β
′ − β‖L∞(∂Ω)
β0
e2Γ1t
t∫
0
e−2Γ1s
∥∥∂A′ν v(s, ·)∥∥2L2
β′ (∂Ω)
ds.
Therefore the claim follows from Lemmas 3.1, 3.3. 
Proof of Theorem 1.1. The claim follows from (4.1) and Lemmas 4.1, 4.2. 
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In this section we try to understand which estimates hold in the much more difficult case
[q > 0; q ′ = 0] (5.1)
by looking at a very special and simple case. We assume that
N = 2, γ = γ ′ = 0, A=A′ = I, β = β ′ = λ = λ′ = 1, Ω =R×R+. (5.2)
5.1. Elliptic estimates
Under the assumptions (5.1) and (5.2), the problems (1.4), (1.5), and (2.7) read
{
u − uxx − uyy = h1, in (x, y) ∈ Ω =R×R+,
−uy + u − quxx = h2, on (x, y) ∈ ∂Ω =R× {0}, (5.3){
v − vxx − vyy = h1, in (x, y) ∈ Ω =R×R+,
−vy + v = h2, on (x, y) ∈ ∂Ω =R× {0}, (5.4){
w − wxx −wyy = 0, in (x, y) ∈ Ω =R×R+,
−wy +w − quxx = 0, on (x, y) ∈ ∂Ω =R× {0}, (5.5)
respectively.
We begin with some H 1 estimates on u and v. Multiplying (5.3) by u and integrating over Ω
∫
Ω
h1udx dy
=
∫
Ω
u2 dx dy −
∫
Ω
uuxx dx dy −
∫
Ω
uuyy dx dy
=
∫
Ω
u2 dx dy +
∫
Ω
u2x dx dy −
∫
Ω
uuyy dx dy
=
∫
Ω
u2 dx dy +
∫
Ω
u2x dx dy +
∫
Ω
u2y dx dy +
∫
∂Ω
uuy dx
=
∫
Ω
u2 dx dy +
∫
Ω
u2x dx dy +
∫
Ω
u2y dx dy +
∫
∂Ω
u2 dx − q
∫
∂Ω
uuxx dx −
∫
∂Ω
h2udx
=
∫
u2 dx dy +
∫
u2x dx dy +
∫
u2y dx dy +
∫
u2 dx + q
∫
u2x dx −
∫
h2udx.Ω Ω Ω ∂Ω ∂Ω ∂Ω
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∫
Ω
u2 dx dy +
∫
Ω
u2x dx dy +
∫
Ω
u2y dx dy +
∫
∂Ω
u2 dx + q
∫
∂Ω
u2x dx
=
∫
Ω
h1udx dy +
∫
∂Ω
h2udx  ‖h1‖L2(Ω)‖u‖L2(Ω) + ‖h2‖L2(∂Ω)‖u‖L2(∂Ω).
Hence
‖u‖H 1(Ω),‖u‖L2(∂Ω),
√
q‖ux‖L2(∂Ω)  c
(‖h1‖L2(Ω) + ‖h2‖L2(∂Ω)), (5.6)
for some constant c > 0.
Using the same argument we can prove the following estimate for v:
‖v‖H 1(Ω),‖v‖L2(∂Ω)  ‖h1‖L2(Ω) + ‖h2‖L2(∂Ω). (5.7)
In particular, from (5.7) and the second equation in (5.4), we get
‖vy‖L2(∂Ω)  ‖h1‖L2(Ω) + 2‖h2‖L2(∂Ω). (5.8)
We continue with some H 2 estimates on u. Multiply (5.3) by uxx and integrate over Ω .
From (5.3)
∫
Ω
h1uxx dx dy
=
∫
Ω
uuxx dx dy −
∫
Ω
u2xx dx dy −
∫
Ω
uxxuyy dx dy
= −
∫
Ω
u2x dx dy −
∫
Ω
u2xx dx dy +
∫
Ω
uxxyuy dx dy +
∫
∂Ω
uxxuy dx
= −
∫
Ω
u2x dx dy −
∫
Ω
u2xx dx dy −
∫
Ω
u2xy dx dy +
∫
∂Ω
uxxuy dx
= −
∫
Ω
u2x dx dy −
∫
Ω
u2xx dx dy −
∫
Ω
u2xy dx dy +
∫
∂Ω
uxxudx − q
∫
∂Ω
u2xx dx −
∫
∂Ω
h2uxx dx
= −
∫
Ω
u2x dx dy −
∫
Ω
u2xx dx dy −
∫
Ω
u2xy dx dy −
∫
∂Ω
u2x dx − q
∫
∂Ω
u2xx dx −
∫
∂Ω
h2uxx dx,
consequently
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∫
Ω
u2x dx dy +
∫
Ω
u2xx dx dy +
∫
Ω
u2xy dx dy +
∫
∂Ω
u2x dx + q
∫
∂Ω
u2xx dx
=
∫
Ω
h1uxx dx dy +
∫
∂Ω
h2uxx dx. (5.9)
As a first consequence of (5.9) using the Hölder inequality we have that
‖ux‖L2(Ω),‖uxx‖L2(Ω),‖uxy‖L2(Ω),‖ux‖L2(∂Ω),
√
q‖uxx‖L2(∂Ω)
 ‖h1‖L2(Ω) +
‖h2‖L2(∂Ω)√
q
. (5.10)
From (5.3)
‖uyy‖L2(Ω)  3‖h1‖L2(Ω) +
‖h2‖L2(∂Ω)√
q
+ ‖h2‖L2(∂Ω),
‖uy‖L2(∂Ω)  2‖h1‖L2(Ω) + 3‖h2‖L2(∂Ω). (5.11)
Moreover, if we assume
h2 ∈ H 1(R), (5.12)
using the Hölder inequality in (5.9), we have
∫
Ω
u2x dx dy +
∫
Ω
u2xx dx dy +
∫
Ω
u2xy dx dy +
∫
∂Ω
u2x dx + q
∫
∂Ω
u2xx dx
=
∫
Ω
h1uxx dx dy −
∫
∂Ω
h2,xux dx  ‖h1‖L2(Ω)‖uxx‖L2(Ω) + ‖h2,x‖L2(∂Ω)‖ux‖L2(∂Ω).
Hence
‖ux‖L2(Ω),‖uxx‖L2(Ω),‖uxy‖L2(Ω),‖ux‖L2(∂Ω),
√
q‖uxx‖L2(∂Ω)
 c
(‖h1‖L2(Ω) + ‖h2,x‖L2(∂Ω)). (5.13)
From (5.3)
‖uyy‖L2(Ω)  3‖h1‖L2(Ω) + ‖h2‖L2(∂Ω) + ‖h2,x‖L2(∂Ω),
‖uy‖L2(∂Ω)  2‖h1‖L2(Ω) + 2‖h2‖L2(∂Ω) + ‖h2,x‖L2(∂Ω). (5.14)
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0 =
∫
Ω
w2 dx dy −
∫
Ω
wwxx dx dy −
∫
Ω
wwyy dx dy
=
∫
Ω
w2 dx dy +
∫
Ω
w2x dx dy −
∫
Ω
wwyy dx dy
=
∫
Ω
w2 dx dy +
∫
Ω
w2x dx dy +
∫
Ω
w2y dx dy +
∫
∂Ω
wwy dx
=
∫
Ω
w2 dx dy +
∫
Ω
w2x dx dy +
∫
Ω
w2y dx dy +
∫
∂Ω
w2 dx − q
∫
∂Ω
wuxx dx.
Using the Hölder inequality
∫
Ω
w2 dx dy +
∫
Ω
w2x dx dy +
∫
Ω
w2y dx dy +
∫
∂Ω
w2 dx
= q
∫
∂Ω
wuxx dx  q‖w‖L2(∂Ω)‖uxx‖L2(∂Ω).
Hence, assuming (5.12), by (5.13)
‖w‖H 1(Ω),‖w‖L2(∂Ω)  c1q‖uxx‖L2(∂Ω)  c2
√
q
(‖h1‖L2(Ω) + ‖h2,x‖L2(∂Ω)), (5.15)
for suitable constants c1, c2 > 0. Hence u is Hölder continuous with respect to q .
When qn > 0 for n 1 and q0 = 0, then the resolvent equation is solved in the space Hn =
H 1(Ω) ⊕ H 1(∂Ω, dσ
βn
) with norm ‖ · ‖n which is equivalent to ‖ · ‖1 for n  1 but for n = 0
the appropriate space is H0 = L2(Ω) ⊕ H 1(∂Ω, dσβ0 ). Thus, algebraically, the spaces Hn are
the same for n  1, but H0 is strictly larger. Thus the passage for n → ∞ when 0 < qn →
q0 = 0 corresponds to a singular perturbation problem. Kato [12] and others have looked at this
abstractly, but there do not seem to be any known abstract result of this set which applies to our
problem if 0 < qn → 0.
5.2. Parabolic estimates
Let us consider the parabolic case. Under the assumptions (5.1) and (5.2), the problems (1.1),
(1.2), and (4.2) read
⎧⎨
⎩
ut = uxx + uyy, for (t, x, y) ∈R+ × Ω =R+ ×R×R+,
u(0, x, y) = f (x, y), for (x, y) ∈ Ω =R×R+, (5.16)
ut − uy + u− quxx = 0, for (t, x, y) ∈R+ × ∂Ω =R+ ×R× {0},
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⎩
vt = vxx + vyy, for (t, x, y) ∈R+ × Ω =R+ ×R×R+,
v(0, x, y) = f ′(x, y), for (x, y) ∈ Ω =R×R+,
vt − vy + v = 0, for (t, x, y) ∈R+ × ∂Ω =R+ ×R× {0},
(5.17)
⎧⎨
⎩
wt = wxx +wyy, for (t, x, y) ∈R+ × Ω =R+ ×R×R+,
w(0, x, y) = f (x, y) − f ′(x, y), for (x, y) ∈ Ω =R×R+,
wt −wy +w − quxx = 0, for (t, x, y) ∈R+ × ∂Ω =R+ ×R× {0},
(5.18)
respectively, where
f,f ′ ∈ H 1(Ω), f (·,0), f ′(·,0) ∈ H 1(R). (5.19)
We begin with some H 1 estimates on u and v. From (5.16)
1
2
d
dt
(∫
Ω
u2 dx dy +
∫
∂Ω
u2 dx
)
=
∫
Ω
uut dx dy +
∫
∂Ω
uut dx
=
∫
Ω
uuxx dx dy +
∫
Ω
uuyy dx dy +
∫
∂Ω
uuy dx −
∫
∂Ω
u2 dx + q
∫
∂Ω
uuxx dx
= −
∫
Ω
u2x dx dy −
∫
∂Ω
uuy dx −
∫
Ω
u2y dx dy +
∫
∂Ω
uuy dx −
∫
∂Ω
u2 dx − q
∫
∂Ω
u2x dx
−
∫
Ω
u2x dx dy −
∫
Ω
u2y dx dy − q
∫
∂Ω
u2x dx,
thus
d
dt
(∫
Ω
u2 dx dy +
∫
∂Ω
u2 dx
)
+ 2
∫
Ω
u2x dx dy + 2
∫
Ω
u2y dx dy + 2q
∫
∂Ω
u2x dx  0.
Integrating over t we get
∥∥u(t, ·, ·)∥∥2
L2(Ω) +
∥∥u(t, ·,0)∥∥2
L2(∂Ω)
+ 2
t∫
0
(∥∥ux(s, ·, ·)∥∥2L2(Ω) + ∥∥uy(s, ·, ·)∥∥2L2(Ω) + q∥∥ux(s, ·,0)∥∥2L2(∂Ω))ds
 ‖f ‖2
L2(Ω) +
∥∥f (0, ·)∥∥2
L2(∂Ω). (5.20)
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∥∥v(t, ·, ·)∥∥2
L2(Ω) +
∥∥v(t, ·,0)∥∥2
L2(∂Ω) + 2
t∫
0
(∥∥vx(s, ·, ·)∥∥2L2(Ω) + ∥∥vy(s, ·, ·)∥∥2L2(Ω))ds
 ‖f ′‖2
L2(Ω) +
∥∥f ′(0, ·)∥∥2
L2(∂Ω). (5.21)
We continue by estimating the time derivatives of u and v. From (5.16)
t∫
0
∫
Ω
u2t ds dx dy +
t∫
0
∫
∂Ω
u2t ds dx
=
t∫
0
∫
Ω
utuxx ds dx dy +
t∫
0
∫
Ω
utuyy ds dx dy +
t∫
0
∫
∂Ω
uyut ds dx
−
t∫
0
∫
∂Ω
uut ds dx + q
t∫
0
∫
∂Ω
utuxx ds dx
= −
t∫
0
∫
Ω
utxux ds dx dy −
t∫
0
∫
∂Ω
uyut ds dx −
t∫
0
∫
Ω
utyuy ds dx dy
+
t∫
0
∫
∂Ω
uyut ds dx −
t∫
0
∫
∂Ω
uut ds dx − q
t∫
0
∫
∂Ω
utxux ds dx
= −1
2
∫
Ω
u2x(t, x, y) dx dy +
1
2
∫
Ω
f 2x dx dy −
1
2
∫
Ω
u2y(t, x, y) dx dy +
1
2
∫
Ω
f 2y dx dy
− 1
2
∫
∂Ω
u2(t, x,0) dx + 1
2
∫
∂Ω
f 2 dx − q
2
∫
∂Ω
u2x(t, x,0) dx +
q
2
∫
∂Ω
f 2x dx,
whence
∥∥ux(t, ·, ·)∥∥2L2(Ω) + ∥∥uy(t, ·, ·)∥∥2L2(Ω) + ∥∥u(t, ·,0)∥∥2L2(∂Ω) + q∥∥ux(t, ·,0)∥∥2L2(∂Ω)
+ 2
t∫
0
(∥∥ut (s, ·, ·)∥∥2L2(Ω) + ∥∥ut (s, ·,0)∥∥2L2(∂Ω))ds
= ‖fx‖2L2(Ω) + ‖fy‖2L2(Ω) + ‖f ‖2L2(∂Ω) + q‖fx‖2L2(∂Ω). (5.22)
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∥∥vx(t, ·, ·)∥∥2L2(Ω) + ∥∥vy(t, ·, ·)∥∥2L2(Ω) + ∥∥v(t, ·,0)∥∥2L2(∂Ω)
+ 2
t∫
0
(∥∥vt (s, ·, ·)∥∥2L2(Ω) + ∥∥vt (s, ·,0)∥∥2L2(∂Ω))ds
= ∥∥f ′x∥∥2L2(Ω) + ∥∥f ′y∥∥2L2(Ω) + ‖f ′‖2L2(∂Ω). (5.23)
In addition from the second equation in (5.17) we get
‖vy‖L2([0,t]×∂Ω) 
( t∫
0
∥∥v(s, ·,0)∥∥2
L2(∂Ω) ds
) 1
2
+
( t∫
0
∥∥vt (s, ·,0)∥∥2L2(∂Ω) ds
) 1
2

√
t
(‖f ′‖L2(Ω) + ‖f ′‖L2(∂Ω))
× 1√
2
(‖fx‖L2(Ω) + ‖fy‖L2(Ω)‖f ‖L2(∂Ω) + √q‖fx‖L2(∂Ω)). (5.24)
We continue by proving an H 2 estimate on u. From (5.16),
1
2
d
dt
(∫
Ω
u2x dx dy +
∫
∂Ω
u2x dx
)
=
∫
Ω
uxutx dx dy +
∫
∂Ω
utxux dx = −
∫
Ω
uxxut dx dy −
∫
∂Ω
uxxut dx
= −
∫
Ω
u2xx dx dy −
∫
Ω
uxxuyy dx dy −
∫
∂Ω
uxxuy dx +
∫
∂Ω
uuxx dx − q
∫
Ω
u2xx dx
= −
∫
Ω
u2xx dx dy +
∫
∂Ω
uxxuy dx dy +
∫
Ω
uxxyuy dx dy
−
∫
∂Ω
uxxuy dx −
∫
∂Ω
u2x dx − q
∫
Ω
u2xx dx
= −
∫
Ω
u2xx dx dy −
∫
Ω
u2xy dx dy −
∫
∂Ω
u2x dx − q
∫
Ω
u2xx dx
−
∫
Ω
u2xx dx dy −
∫
Ω
u2xy dx dy − q
∫
Ω
u2xx dx.
Integrating over [0, t] we get
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+ 2
t∫
0
(∥∥uxx(s, ·, ·)∥∥2L2(Ω) + ∥∥uxy(t, ·, ·)∥∥2L2(Ω) + q∥∥uxx(s, ·,0)∥∥2L2(Ω))ds
 ‖fx‖2L2(Ω) + ‖fx‖2L2(∂Ω). (5.25)
In particular we have that
q
t∫
0
∫
∂Ω
u2xx ds dx 
‖fx‖2L2(Ω) + ‖fx‖2L2(∂Ω)
2
. (5.26)
We conclude by proving an H 1 estimate on w. From (5.18)
1
2
d
dt
(∫
Ω
w2 dx dy +
∫
∂Ω
w2 dx
)
=
∫
Ω
wwt dx dy +
∫
∂Ω
wwt dx
=
∫
Ω
wwxx dx dy +
∫
Ω
wwyy dx dy +
∫
∂Ω
wwy dx −
∫
∂Ω
w2 dx + q
∫
∂Ω
wuxx dx
= −
∫
Ω
w2x dx dy −
∫
∂Ω
wwy dx −
∫
Ω
w2y dx dy +
∫
∂Ω
wwy dx −
∫
∂Ω
w2 dx − q
∫
∂Ω
wuxx dx
= −
∫
Ω
w2x dx dy −
∫
Ω
w2y dx dy −
∫
∂Ω
w2 dx − q
∫
∂Ω
wuxx dx
−
∫
Ω
w2x dx dy −
∫
Ω
w2y dx dy −
1
2
∫
∂Ω
w2 dx + q
2
2
∫
∂Ω
u2xx dx
−
∫
Ω
w2x dx dy −
∫
Ω
w2y dx dy +
q2
2
∫
∂Ω
u2xx dx.
Integrating in [0,1] and using (5.26)
∥∥w(t, ·, ·)∥∥2
L2(Ω) +
∥∥w(t, ·,0)∥∥2
L2(∂Ω) + 2
t∫
0
(∥∥wx(s, ·, ·)∥∥2L2(Ω) + ∥∥wy(s, ·, ·)∥∥2L2(Ω))ds
 ‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2(∂Ω) + q2
∫
∂Ω
u2xx dx
 ‖f − f ′‖2
L2(Ω) + ‖f − f ′‖2L2(∂Ω) +
q
2
(‖fx‖2L2(Ω) + ‖fx‖2L2(∂Ω)).
Hence u is Hölder continuous with respect to both q and f .
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