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The Cauchy problem plays an important role in both analytical and numerical studies of
the Einstein field equations. Here we discuss two particular applications of the Cauchy
problem within the framework of General Relativity. In the first of the two problems, we
investigate how one can solve the Einstein constraint equations as an initial value problem.
For this, our primary focus is on the asymptotic behaviour of the unknowns and how it
may be “controlled”. In particular, we provide analytical and numerical evidence that it
is possible to control the asymptotic behaviour of the unknowns. In the second of the two
problems, we investigate the asymptotic behaviour of solutions of the Einstein equations
with a minimally coupled scalar field near the Big Bang. Our primary focus here is on
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1.1 History of gravity and the Cauchy problem
For almost as long as humans have been around, we have been aware of the fact that we
are bound to the earth and that we do not float off into space. Despite being aware of it,
for most of human history we have not understood the underlying mechanisms that control
this phenomenon.
It wasn’t until 1687, when Isaac Newton published his work PhilosophiæNaturalis Prin-
cipia Mathematica, that a rigorous mathematical description of gravity was first given [1].
In his work, Newton posited that gravity was a force that could be used to describe the in-
teraction of massive objects. Although Newtonian gravity was able to provide an adequate
description of gravity for objects with sufficiently small masses moving at speeds much less
than the speed of light, it was incomplete (which is not to say that the modern theories
are complete). For example, the measured precession of the perihelion of Mercury cannot
be explained by Newton’s theory. Despite being limited, the theory has been successful in
many ways: For example it was used to predict and ultimately discover the planet Nep-
tune [2]. Newton knew that his theory was incomplete, but it would not be completed in
his lifetime.
Newton’s description of gravity would eventually be overtaken by Einstein’s General
Theory of Relativity (GR). Albert Einstein was born in 1879, 152 years after the death of
Newton. At an early age Einstein demonstrated a love of philosophy, science, and mathema-
tics. It was at 16 years old that Einstein first considered the question that would change our
understanding of space and time [3]: What would one see if they were running alongside a
light beam? This was a question that could not be answered by the prevailing theory of the
day. In fact, the solution suggested by Newtonian mechanics (which would suggest that one
would observe a stationary wave) stood in contrast to Maxwell’s electrodynamics (which
showed that all inertial observers would measure the same speed of light). It took Einstein
many years to reach a satisfactory answer to this question; time must dilate as velocity is
increased. It is this observation that would lead him to special relativity (so named as it
only considered the special case of bodies moving at a constant speed with no gravity).
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The special theory of relativity was first published in the 1904 paper ‘On the electrody-
namics of moving bodies’ [4]. This was one of four papers [4–7] published by Einstein that
year, all of which were revolutionary in their own right. By postulating that the speed of
light in vacuum must remain the same for all inertial observers, Einstein was able to re-
solve the inconsistencies with electrodynamics and relativity. In particular, he showed that
observers travelling at speeds comparable to the speed of light would experience different
times and different lengths. Both of these facts have been experimentally verified [8, 9].
It would take Einstein almost 14 years to generalise his theory to include accelerating
observers, as it first needed to be reformulated into the language of differential geometry.
In his general formulation gravity is interpreted as the curvature of a Lorentzian manifold
and is caused by the presence of matter fields. The resulting theory requires that one solves
a system of 10 coupled non-linear partial differential equations (PDEs) for the metric com-
ponents, which can be used to describe the curvature of the manifold. This set of equations
is known as the Einstein field equations (EFEs). This system is extremely complicated and
Einstein himself expressed doubt that it would be possible to find exact solutions of his
equations [3]. Nevertheless, shortly after the EFEs were first published the mathematician
Karl Schwarzschild found a spherically symmetric solution of the EFEs [10]. Schwarzschild
accomplished this while serving on the Russian front during World War I [3]. However, Ein-
stein initially dismissed this solution due the presence of ‘singularities’ (these occur when
finite terms become infinite and are discussed in more detail in Chapter 5). Nevertheless,
we now know that this solution provides the simplest description of a spherically symmetric,
static, black hole (or the exterior of a spherically symmetric static star). Other successes of
Einstein’s theory of relativity include an explanation of the precession of the perihelion of
Mercury [11] and the prediction (and eventual discovery of) gravitational waves [12].
Later, in 1922 Alexander Friedmann would find a solution, that would later be wor-
ked on by Lemâıtre, Robertson, and Walker, that is known as the ‘Friedmann-Lemâıtre-
Roberston-Walker (FLRW) solution. The FLRW solution predicted that the universe itself
was dynamical [13, 14]. In 1928 further progress was made in this direction when astro-
nomer Edwin Hubble measured the red-shift of various galaxies, demonstrating that the
universe was indeed expanding [15]. This interpretation of Hubble’s measurements was not
immediately accepted however, with scientists such as Fred Hoyle using ‘matter creation’
as an alternative explanation of Hubble’s results [16]. However, alternative theories failed
to predict the cosmic background radiation which was measured in 1964. The discovery
that the universe was expanding was significant for many reasons. The least of which is
that suggested that ‘time’ itself was finite and therefore had a beginning. This beginning
is known colloquially as the ‘Big Bang’.
The FLRW and Schwarzschild space-times certainly helped researchers develop a more
complete understanding of the universe. However, both of these solutions were found by
first assuming high degrees of symmetry. In fact, most exact solutions (i.e, solutions that
can be written down explicitly) are found by first assuming some high degree of symmetry.
More complicated solutions have been found through the use of more sophisticated solu-
tion generating methods. For example, works such as [17, 18] use the method of inverse
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scattering to construct exact soliton solution. Similarly, works such as [19, 20] use group
transformations to construct families of exact solutions. Other works, such as [21, 22], use
surfaces of revolution to construct solutions of the EFEs. Despite these successes, it is still
not possible (yet) to find the exact general solution of the EFEs, nor is it clear that a single
unique solution even exists. For an extensive list of exact solutions to the EFEs, see [23].
When exact solutions cannot be found, researchers must turn to other means to study
solutions of the EFEs. One tool that has become particularly useful in recent years is the
computer, which allows researchers to numerically solve the EFEs. Such methods generate
numerical solutions which, in contrast to exact solutions, cannot be explicitly written down.
Numerics in and of itself cannot be used to prove (or indeed disprove) statements about the
generic behaviour of solutions to the EFEs. However, it does allow researchers a glimpse
of the qualitative behaviour of solutions. The insight provided by numerical studies is
important for two reasons: Firstly, it provides support to widely held beliefs that are, as of
yet, unproven. Secondly, it gives researchers a heuristic understanding that can be used to
give direction in the analytical study of solutions to the EFEs.
In order to solve the EFEs numerically (i.e, on a computer) one must first write them
as an initial value problem (IVP) or Cauchy problem [24]. The idea here is to first specify
the spatial universe at some fixed moment of time (this is called the initial data) and then
use the EFEs to evolve the initial data through time. We give a detailed discussion of how
this is done in Chapters 3 and 4.
The idea of solving the EFEs as an IVP was first suggested during Einstein’s lifetime.
However, due to the covariant nature of GR it was, at first, unclear whether or not the EFEs
give rise to a well-posed IVP (i.e, whether or not it ‘makes sense’ to solve the EFEs as an
IVP). The fact that the EFEs do have a well-posed IVP was first shown by Choquet-Bruhat
and Geroch in [25].
1.2 Content and thesis outline
In this thesis we investigate open questions related to two different Cauchy problems that
arise within the framework of GR. Whilst the two Cauchy problems are distinct it is worth
pointing out that they are related both conceptually (in that they both involve evolving
geometric equations on a compact manifold and studying asymptotics), and methodically
(both problems are investigated using both numerics and asymptotic expansions). The
exact nature of these problems are discussed at the beginning of each part of this thesis.
The thesis itself is split into three distinct parts. The purpose and content of each of these
parts are summarised below.
1.2.1 Part One: Mathematical Background
Abstract: We summarise the key mathematical theory relevant to our investigations of
the Cauchy problem in GR. In particular we discuss some key elements from PDE theory
and from differential geometry. Moreover, we discuss the EFEs and how they may be
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written as a Cauchy problem.
Outline: This part of the thesis is outlined as follows. In Chapter 2 we begin by discus-
sing some of the theory of partial differential equations, relevant to the present work. In
particular we discuss types of evolution equations and some of the theory relevant to their
study. In Chapter 3 we move on to a geometrical discussion of hypersurfaces and foliations.
The tools presented in Chapter 3 are what allow us to write the EFEs as an initial value
problem (IVP). Chapter 4 is dedicated to discussing the EFEs. In Chapter 4.1 we introduce
the EFEs themselves and we discuss the Einstein tensor (which describes the ‘gravity’ of a
space-time) and energy-momentum tensor (which describes the matter content of a space-
time). In Chapter 4.2 we use the theory presented in Chapter 3 to formulate the EFEs as
an IVP. Finally, in Chapter 5 we discuss singularities and cosmic censorship.
1.2.2 Part Two: The constraint equations as an IVP
Abstract: We investigate evolutionary formulations of the Einstein vacuum constraint
equations originally introduced by István Rácz in [26–29]. The focus here is on understan-
ding the generic asymptotic behaviour of initial data sets that are constructed as solutions
of the vacuum constraints. We analyse the asymptotics of solutions of the constraints by
a combination of analytical and numerical techniques. We conclude that, under the appro-
priate assumptions, it is in general possible to ‘control’ the asymptotic behaviour of initial
data sets.
Outline: This part of the thesis is outlined as follows. In Chapter 6 we begin by sum-
marising the relevant preliminary material. In Chapter 6.1 we discuss our motivations for
investigating these formulations of the constraints and discuss the key literature, relevant to
the subject. In Chapter 6.2 we outline how one may formulate the constraints as a system
of evolution equations and in Chapter 6.3 we discuss the various evolutionary systems that
may arise from the constraint equations. In Chapter 7 we introduce Kerr-Schild-like initial
data sets, which play a key role in both our analytical and numerical investigations. In
Chapter 8 we introduce and discuss the notion of an asymptotically flat initial data set
and in Chapter 9 we use this definition to analyse the asymptotic behaviour of solutions
(of the vacuum constraints) and establish under what conditions they are asymptotically
flat. Next, in Chapter 10, we introduce the notion of an asymptotically hyperboloidal initial
data set. In Chapter 11 we analyse asymptotically hyperboloidal solutions of the vacuum
constraints. Finally, our findings are summarised in Chapter 12.
1.2.3 Part Three: Stable “Big Bang” formation in the early universe
Abstract: We investigate the asymptotic behaviour of solutions of the Einstein equations
with a minimally coupled scalar field near the Big Bang. Our primary focus here is on
understanding what effect the addition of a potential has on the asymptotic behaviour of
the scalar field. We analyse the behaviour of the scalar field, as it approaches the Big
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Bang, using a mixture of analytical and numerical techniques. We find that, in general, the
potential significantly affects the qualitative behaviour of the scalar field.
Outline: This part of the thesis is outlined as follows. In Chapter 13 we begin by sum-
marising the relevant preliminary material. In Chapter 13.1 we discuss our motivations
for investigating Einstein-scalar field solutions with a non-zero potential. In Chapter 13.2
we introduce the particular formulation of the EFEs that we shall use to study the scalar
field. In Chapter 13.3 we introduce Kasner scalar-field solutions, which play a key role in
both our analytical and numerical investigations. In Chapter 14 we consider solutions of
the Einstein scalar field equations for which the scalar field is a strictly monotonic function.
We then investigate under what conditions solutions of the EFEs can be asymptotically
matched to a Kasner scalar field solution. In Chapter 14.4 we give two new exact solutions
of the Einstein scalar field equations with a non-zero potential. In Chapters 15–17 we nume-
rically extend our analytical results to include solutions for which the scalar field is (1) not
strictly monotonic and (2) spatially inhomogeneous. Finally, our findings are summarised
in Chapter 18.
1.3 Notations and conventions
Before continuing let us first make some brief comments about our notation and conventions.
Throughout this work we shall use the same notation and conventions as in [30, 31]. In
particular we adopt the standard abstract index notation for the representation of tensor
quantities. This means that any variable decorated with indices does not describe a single
tensorial component but rather the abstract coordinate-free tensor itself. Spacetime indices
go from 0 to 3 with 0 representing the time coordinate and 1−3 representing the three spatial
coordinates. Throughout this work we shall consider manifolds with various dimensions.
We therefore find it prudent to distinguish between these. Greek indices (α, β, µ, ν, . . . )
always refers to four dimensional space-times and can take values from 0 to 3. Latin letters
refer to spatial indices. Lower-case-Latin indices (a, b, c, d, . . . ) run from 1 to 3 while upper-
case-Latin indices (A,B,C,D, . . . ) run from 2 to 3. The signature of the spacetime metric is
(−,+,+,+). Moreover, in this text we also make use of the Einstein summation convention.
This means that, unless stated otherwise, repeated indices take all values that they can.
Finally, for partial derivatives of a geometric quantity T (possibly tensorial) we use the
notation ∂µT = ∂T/∂x
µ where xµ for µ = 0, . . . , 3 are the coordinates.
In this work we encounter two particularly important types of topologies. Namely, the
n-sphere (Sn) and the n-torus (Tn). The n-sphere is an n-dimensional differential manifold
with coordinates (x1, . . . , xn) ∈ Rn+1 such that
Sn :=
{
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Similarly, the n-torus is an n-dimensional differential manifold defined as
Tn = S1 × S1 · · · × S1︸ ︷︷ ︸
n−times
. (1.3.2)





-tensor then the symmetric part of Tab (T(ab)) and the




(Tab + Tba) , T[ab] =
1
2







We begin by briefly summarising some key theory about partial differential equations
(PDEs). Our primary focus here is on systems of evolution equations and some of the met-
hods relevant to their study. The discussions that we present here are based on [30,32–37].
It should be emphasised that, in this chapter, indices are not always consistent with what
was outlined in Chapter 1.3. This is because our discussion is not restricted by dimensio-
nality. Moreover, we restrict our attention to open subsets of Rn which we can do without
loss of generality as non-Euclidean geometries are locally diffeomorphic to subsets of Rn.
2.1 Types of PDE
Throughout this work we shall encounter three distinct types of PDE (or PDE-system),
each of which admits solutions with different properties. Moreover, the type of PDE further
affects the type of numerical method that needs be employed when solving the PDE [33].
The primary purpose of the present subsection is to introduce each type of PDE. For this,
we restrict our attention to systems of evolution equations. That is, PDEs that take the
form






Bi∂xiu, u(t = t0, ~x) = v(~x)
(2.1.1)
where Bα = Bα(t, ~x), A(i,j) = A(i,j)(t, ~x) are n×n matrices, u = u(t, ~x) is an n-dimensional
vector of unknowns, s(u) is a source term that may depend on u but not its derivatives,
and v(~x) is a known function. Note that problems of this form also require boundary
conditions, which we neglect here as they do not affect the present discussion. Solving the
Cauchy or initial value problem for equations of the form Eq. (2.1.1) corresponds to finding
the solution u, beginning at some initial time t = t0. A particular important property of
problems of this form is well-posedness [30].
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Definition 1. A system of partial differential equations with solution u = u(t, ~x) (where
~x = (x1, ..., xn−1) is the vector of variables) is said to be ‘well-posed’ provided that there
exists a unique solution that depends continuously on the initial data. More formally, there
is a norm ‖ · ‖ and constants α, k ∈ R such that
‖u(t, ~x)‖ < k‖u(t0, ~x)‖eαt, (2.1.2)
where u(t0, ~x) is a known function (u(t0, ~x) is the initial data).
If a PDE is not well-posed, in the sense of Def. 1, then small changes to the initial data
have a significant effect on the solution itself. In such a setting one would not be able to
establish ‘generic’ asymptotic behaviour. It turns out that not all types of PDE give rise to
a well-posed IVP. For example, if a PDE is elliptic then it does not give rise to a well-posed
initial value problem (IVP).
Definition 2. A system of equations of the form Eq. (2.1.1) with B0 = 0 is called ‘uniformly





A(i,j)ξiξj ≥ νδijξiξj (2.1.3)
for all ξi ∈ Rn.
Intuitively, one may think of elliptic equations as giving rise to exponential type sol-
utions. It is worth noting that although elliptic equations do not have a well-posed IVP
they do have a well-posed boundary value problem (BVP). An elliptic PDE system has a
well-posed BVP if the solutions depends continuously on the boundary conditions. We shall
not discuss BVPs in much detail here although we refer the interested reader to [38] for
more information. The prototypical example of an elliptic equation is given by Laplace’s
equation
∂2xu(x, y) + ∂
2
yu(x, y) = 0. (2.1.4)
One of the most common types of PDE(-systems) that do give rise to a well-posed IVP
are hyperbolic PDE(-systems).
Definition 3. A system of evolution equations of the form Eq. (2.1.1) with A(i,j) = 0 for
all i, j ∈ [1, n], is called ‘symmetric hyperbolic’ if
1. B0 is positive definite and each Bi is symmetric,
2. or there exists an n× n matrix H such that HB0 is positive definite and each HBi is
symmetric.
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If the second condition in Def. 3 holds, the system is also commonly referred to as
‘symmetrizable hyperbolic’ and the matrix H is called a ‘symmetrizer’. In some sense
hyperbolic equations are the most “desirable” type of PDE(-system) as they are well-posed
in both the increasing and decreasing time directions.
The prototypical example of a hyperbolic PDE is the wave-equation
∂2t u(t, x)− ∂2xu(t, x) = 0. (2.1.5)
Indeed, by introducing variables w = ∂tu and v = ∂xu it is possible to write Eq. (2.1.5) as
a symmetric-hyperbolic system.
It is well established that the wave equation Eq. (2.1.5) produces solutions that exhibit
wave-like behaviour. In fact, one (heuristically) expects symmetric-hyperbolic systems to
admit wave-like solutions.
The final type of PDE(-system) that we consider here is the parabolic PDE.
Definition 4. A system of evolution equations of the form Eq. (2.1.1) is ‘uniformly para-





A(i,j)ξiξj ≥ νδijξiξj (2.1.6)
for all ξi ∈ Rn.
Compare this to Def. 2. Observe carefully that the conditions in Def. 4 only hold in
one t-direction (i.e, the increasing or decreasing direction). With this in mind one defines a
system of evolution equations of the form Eq. (2.1.1) as parabolic if it is uniformly parabolic
(in the sense of Def. 4) or if the system resulting from the coordinate transform t 7→ −t is
uniformly parabolic. Unlike hyperbolic systems, parabolic equations are only well-posed in
one time-direction (the time-direction for which the system is uniformly parabolic). The
prototypical example of a parabolic PDE is the heat-equation
∂tu(t, x)− ∂2xu(t, x) = 0. (2.1.7)
Heuristically speaking, parabolic equations give rise to diffusive solutions.
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2.2 Spin-Weighted Spherical Harmonics (SWSH)
SWSH are a tool that can be used to study solutions of (PDE or ODE) equations on the 2-
sphere. The spin-weight formalism plays a crucial role in Part II of this thesis and hence we
discuss it in some detail here. The discussion we present in this chapter is based on [34,37].
Let us now discuss the spin-weight formalism and its relation to the 2-sphere. First,
suppose that we have a unit sphere S2 embedded into some three-dimensional vector space
V. Moreover, we suppose that V is equipped with the standard Euclidean norm. Let nj
be a three-dimensional unit vector field, orthogonal to all points p on S2. Using nj one
may construct an orthonormal frame (nj , aj , bj)1, whose orientation is fixed by imposing














Note here that even though the orientation of the frame is fixed, the exact choice of aj
and bj is not uniquely determined. In fact, any frame (nj , m̃j , ˜̄mj) (defined on S2) can be
related to the frame (nj ,mj , m̄j) via a rotation through some angle ρ
(m̃j , ˜̄mj) = (eiρmj , e−iρm̄j). (2.2.2)
Suppose that a frame (mj , m̄j) has been chosen. The corresponding dual frame consists of
covectors wk and w̄k such that wjm
j = w̄jm̄
j = 1 and wjm̄
j = w̄jm
j = 0. Given this, it is
straightforward to show that (wk, w̄k) satisfy the transformation rules
(w̃k, ˜̄wk) = (e
−iρwk, e
iρw̄k). (2.2.3)
Consider now some arbitrary smooth tensor field T of type (g + h, p+ q), defined over the
unit sphere S2 with g, h, p, q ≥ 0. The components of any such tensor T can be written as
a set of functions, each of which takes the form [34],
T̃ a1,..,ag ,b1,..,bhc1,..,cp,d1,..,dq := T (w̃a1 , .., w̃ag , ˜̄wb1 , .., ˜̄wbh , m̃
c1 , .., m̃cp , ˜̄md1 , .., ˜̄mdq). (2.2.4)
Using the transformation rules Eqs. (2.2.2) and (2.2.3) we now express the tensor T in
terms of (mj , m̄j) and (wk, w̄k) as
T̃ a1,..,ag ,b1,..,bhc1,..,cp,d1,..,dq = e
i(h+p−q−g)ρT (w̃a1 , .., w̃ag , ˜̄wb1 , .., ˜̄wbh , m̃
c1 , .., m̃cp , ˜̄md1 , .., ˜̄mdq)
= ei(−g+h+p−q)ρT a1,...,ag ,b1,...,bhc1,...,cp,d1,...,dq . (2.2.5)
It follows that a tensor-function, defined with respect to some frame, can be written in
terms of some new frame via a rotation through the angle sρ, with s = −g+ h+ p− q. We
refer to s as the spin-weight of the tensor-function.
1As a consequence of the no hair theorem we note that such a frame cannot be smoothly constructed at
all points on the 2-sphere. We shall not discuss this any further as it does not cause us any issues here. For
more details, we refer the reader to [37].
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We now make some specific choices of the vectors (aj , bj). In particular, we suppose
that the initial basis (aj , bj) is written in terms of a polar coordinate system (θ, φ) with
the standard restriction θ ∈ (0, π) and φ ∈ (0, 2π). The corresponding basis vectors are
aj = ∂θ
j and bj = csc(θ)∂φ
j .






where ḡ is the complex conjugate of g, for all f, g ∈ S2.






flm sYlm(θ, φ), (2.2.7)
where sYlm(θ, φ) are the spin-weighted spherical harmonics (SWSH) and flm are complex
numbers. Using the conventions in [34,39–43], these functions satisfy∫
S2
sYl1m1(θ, φ) sY l2m2(θ, φ) dΩ = δl1l2δm1m2 , (2.2.8)
where δlm is the Kronecker delta and dΩ is the area element of the metric of the round unit




f(θ, φ) sY lm(θ, φ)dΩ. (2.2.9)
The eth-operators ð and ð̄ are defined by
ðf = ∂θf −
i
sin(θ)
∂φf − sf cot(θ), ð̄f = ∂θf +
i
sin(θ)
∂φf + sf cot(θ), (2.2.10)
for any function f on S2 with spin-weight s. We have
ð( sYlm(θ, φ)) = −
√
(l − s)(l + s+ 1) s+1Ylm(θ, φ), (2.2.11)
ð̄( sYlm(θ, φ)) =
√
(l + s)(l − s+ 1) s−1Ylm(θ, φ), (2.2.12)
ð̄(ð( sYlm(θ, φ))) = −(l − s)(l + s+ 1) sYlm(θ, φ). (2.2.13)
Thus, using the properties above it is easy to see that ð raises the spin-weight by one while
ð̄ lowers it by one.
2For s = 0 these are the standard square integrable functions defined on the 2-sphere S2 (i.e. f, g ∈
L2(S2)). For s 6= 0 we refer the reader to [34] for a more precise definition.
14 CHAPTER 2. PDE THEORY



































where we have used the fact that 0Y00(θ, φ) = (4π)
−1/2. Another quantity of interest is the








We end the section by explaining how the spin-weight formalism can be used to study
differential equations. To this end, we consider an arbitrary system of PDEs F [u] = 0
defined over a topological sphere S, where u is a collection of (possibly tensorial) unknowns.
Suppose that the spheroid S has metric hab and that the associated covariant derivative
is Da. Using the above formalism we find that all relevant tensor fields can be written
in terms of quantities with well-defined spin-weights. We can also express the covariant
derivative operator Da (defined with respect to the metric hab) in terms of the covariant
operator D̂a defined with respect to the round unit-sphere metric Ωab; recall that Da − D̂a
can be expressed by some smooth intrinsic tensor field. We can then express the covariant
derivative operator D̂a in terms of the ð- and ð̄-operators [34]. Once all of this has been
completed for all terms in the equation(s) F [u] = 0, each of these equations and each
term ends up with a consistent well-defined spin-weight. Most importantly, however, all
terms are explicitly regular: Standard polar coordinate issues at the poles of the 2-sphere
disappear when all quantities are expanded in terms of spin-weighted spherical harmonics
and Eqs. (2.2.11) and (2.2.12) are used to calculate the intrinsic derivatives.
2.3. PERTURBATION THEORY 15
2.3 Perturbation Theory
Perturbation theory is a collection of methods that are used to construct approximate
solutions of some equation [44]. Roughly speaking, this is done by expanding the unknown
in terms of some ‘small’ parameter and solving a sequence of linear problems [35,44]. Such
techniques can be employed to study the stability of a solution by examining the long-
term behaviour after such a perturbation. To further discuss this, we consider the generic
differential equation
F [u; ε] = 0, (2.3.1)
with solution u where F [·; ε] is some known differential operator and ε  1 is a free para-
meter. Suppose in addition that u(0) is a known solution to the differential equation
F [u(0); 0] = 0, (2.3.2)
For fixed initial data, u = u(ε) is a one-parameter family of solutions depending of the
perturbation parameter ε. In general, finding an exact form on u(ε) may not be possible.
Instead, one searches for an approximate solution. To do this, we consider the formal
expansion
u(ε) = u(0) + u(1)ε+ u(2)ε
2 + . . . (2.3.3)
Although we have restricted to integer powers of ε it is worth noting that it is possible to
have non-integer powers of ε. Putting Eq. (2.3.3) into Eq. (2.3.1) and expanding about
ε = 0 gives by Eq. (2.3.1)






L[u(2)] + f1(u(1), u(0))
)
ε2
+ · · ·+
(
L[u(n)] + fn(u(n−1), u(n−2), . . . , u(0))
)
εn+ · · · = 0,
(2.3.4)
where L[·] is a linear differential operator and f(i), i = 1, . . . ,∞ are known functions. Note
that the exact form of L[·] and f(i) depends on F [·]. We now have an infinite set of linear
PDEs for the unknowns u(i). Although linear equations are ‘typically’ easier to solve, it is
possible that the resulting equations may not be exactly solvable at every order. One reason
for this is that the functions f(i) become increasingly complicated as i becomes large.
The initial data may also depend on the perturbation parameter ε. In such a situation,
one performs a formal expansion of the initial data functions about ε and matches each
order to the appropriate differential equation in Eq. (2.3.4).
If the differential operator Eq. (2.3.1) does not depend on ε but the initial data does
then the O(ε1)-term is often referred to as the linearisation of F [·]. In this setting one
perturbs the solution u(0) by perturbing the initial data.
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Chapter 3
The (n + 1)-decomposition
In this chapter we introduce the (n+1)-decomposition of a manifold. This is the mathemati-
cal process that allows us to express the EFEs as an IVP and therefore plays a fundamental
role in this thesis. The discussion we present here is based on [24,30,31,45].
3.1 Geometry of Hypersurfaces
We begin by considering an (n+ 1)-dimensional manifold M equipped with metric gαβ that
can be either Lorentzian or Riemannian. In this chapter, we discuss a particular type of
submanifold known as a hypersurface.
Definition 5. A submanifold of M is the embedding of an m-dimensional manifold Σ̃ (with
m ≤ n) into M . An embedding Φ is a diffeomorphism1 [45].
Φ : Σ̃→ Φ(Σ̃) := Σ(i) ⊂M. (3.1.1)
If n = m the submanifold is referred to as a hypersurface.
The fact that Φ is diffeomorphic ensures that Σ(i) is not self-intersecting. Moreover,
Φ preserves the basic “shape” of the manifold Σ̃ so that Σ(i) has the same topology as
Σ̃. In a slightly more geometric sense, the embedding Φ “carries along” curves in Σ̃ to
curves in M . In particular this means that Φ also carries vectors on Σ̃ to vectors on M .
Stated differently, the embedding Φ provides a mapping between TpΣ̃ and TpM , denoted
Φ?, called the push-forward. Similarly, the embedding Φ provides a mapping between T
?
pM
and T ?p Σ̃, denoted Φ
?, called the pull-back. In all that follows we identify the manifolds Σ̃
and Σ(i) = Φ(Σ̃).
Consider now a hypersurface Σ(i) embedded in M with normal vector n
α. We say that
a tensor field on M is intrinsic (to the hypersurface Σ(i)) if any contraction with nα or n
α
1We refer the interested reader to [46] for a more detailed discussion on diffeomorphisms and embeddings.
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β − εnαnβ, (3.1.2)
where ε = nαnα. If ε = −1 (nα is time-like) then we say that Σ(i) is space-like. Similarly,
if ε = +1 (nα is space-like) then we say that Σ(i) is time-like. It could of course happen
that ε = 0 in which case both nα and Σ(i) are light-like or null. The treatment of the null
hypersurfaces is very different from the treatment of space-like and time-like hypersurfaces
and as such is not discussed here. We refer the interested reader to [47] for more details.
Note that this categorisation only makes sense if gαβ is a Lorentzian metric. If gαβ is
Riemannian then all hypersurfaces Σ(i) are space-like. If (M, gαβ) is Lorentzian then we
restrict our attention to Cauchy surfaces. These are space-like hypersurfaces for which any
time-like or null curve intersects Σ(i) exactly once.
Any time-like or space-like hypersurface Σ(i) is completely described by its first and
second fundamental forms. The metric γαβ (also known as the first fundamental form)





βgσδ = gαβ − εnαnβ. (3.1.3)
The Levi-Civita covariant derivative operator associated with γαβ is labelled
(n)∇α and can
be related to the covariant derivative operator associated with gαβ using Theorem 1.
Theorem 1. Let (n+1)∇α and (n)∇α be the covariant derivatives associated with gαβ and
γαβ respectively. Then for uα ∈ T ?pΣ(i) we have
(n)∇αuβ = γσαγδβ (n+1)∇σuδ. (3.1.4)
Proof. [48].
The second fundamental form, also called the extrinsic curvature, provides a measure of
how Σ(i) bends or curves inside of the space-time M . This is illustrated in Fig. 3.1. The
extrinsic curvature Kαβ is defined as
2
Kαβ = −γσαγδβ (n+1)∇σnδ = −γσα (n+1)∇σnβ. (3.1.5)
The second fundamental form is intrinsic to the hypersurface Σ(i).
Theorem 2. Kαβ is a symmetric tensor [30].
Proof. Let ξβ be a unit covector field tangent to a congruence of time-like geodesics such that
uβξβ = 0 for all u
β ∈ TpΣ(i). Then we consider a separate foliation Σ̃ := {ΣT̃ | T̃ = constant}
with ξβ :=
(n+1)∇βT̃ . Since the components ξβ are the gradient of a scalar it follows that
2It is not uncommon for the extrinsic curvature to be defined without the minus sign. Here, and in all
that follows, we chose our sign conventions to agree with those used in [30,31].
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Figure 3.1: [49] A visualisation of the extrinsic curvature Kµν of a hypersurface Σ(i). The
dotted arrow is the parallel transport of the normal vector nσ (which is orthogonal to Σ(i)
at p) along a geodesic that connects p and p′. The difference between the transported vector
and the exact normal vector nα at p′ is the result of the bending of Σ(i) in the space-time.
The projection of this difference directly measures the amount by which Σ(i) bends.
(n+1)∇βξδ = (n+1)∇δξβ. Furthermore, since ξβ is a unit vector that satisfies the geodesic
equation, it follows that (n+1)∇βξδ ∈ TpΣ(i) × TpΣ(i). The covector ξβ coincides with nβ in
Σ(i) but not necessarily outside of it. Thus the derivatives of ξβ and nβ in the directions
tangential to Σ(i) are equal. i.e.
γσα




This proves the claim.
The eigenvalues of the second fundamental form Kαβ are the principal curvatures of the
hypersurface Σ(i) [31].
Finally, we note that the acceleration induced on Σ(i) is,
aα := n
σ (n+1)∇σnα, (3.1.7)
and is related to the extrinsic curvature as [24],
Kαβ = − (n+1)∇αnβ + εnαaβ. (3.1.8)
Moreover, we have nµaµ = 0 and hence the acceleration is intrinsic to the hypersurface
Σ(i).
3.2 Foliation of a manifold
Some manifolds M , can be decomposed into a set of hypersurfaces, called a foliation.
Definition 6. A foliation of a manifold M is a set of space-like hypersurfaces Σ = {Σ(i) | i ∈
R} such that for all p ∈M , there exists exactly one hypersurface Σ(i) ∈ Σ with p ∈ Σ(i).
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Since all points of M must also be contained within Σ, we see that M = ∪
i∈R
Σ(i).
Furthermore, for any pair Σ(i),Σ(j) ∈ Σ with i 6= j, we have Σ(i) ∩ Σ(j) = ∅. Suppose now
that there is a scalar function T : M → R whose level sets define a foliation Σ = {ΣT |T =
constant} of M . The function T is called the time function. Here, we have that if p ∈ M
then p ∈ ΣT if and only if T (p)− constant = 0 and dT (p) 6= 0.
The gradient of the time function T can be used to calculate the normal covector nα of
the hypersurface ΣT in the standard way
nσ = ±α (n+1)∇σT, (3.2.1)
where α > 0 is the lapse function, which we introduce as a normalising factor of nα. The ±
is chosen to ensure that n0 > 0. If M is a Lorentzian manifold, then we focus only on the
case for which all hypersurfaces Σ(i) in the foliation Σ are Cauchy. Space-times that have
such a foliation are called globally hyperbolic.
Thus far our discussions have been coordinate independent. Suppose now that we
wish to introduce coordinates that are adapted to the foliation Σ of M . To this end
we pick a hypersurface Σ(T ) ∈ Σ and assume that it has coordinates (x1, . . . , xn) that are
adapted to the topology of Σ(T ). In general, the coordinate systems on two neighbouring
hypersurfaces Σ(T ) and Σ(T+δT ) are not the same. Then, for each fixed T = constant, the
map ΦT : Σ(T ) → M, (x1, . . . , xn) 7→ (T, x1, . . . , xn) defines a coordinate system that is










The vector ∂∂T = (∂T )
σ is tangent to the lines of constant spatial coordinates and satisfies
the normalisation condition
(∂T )
σ (n+1)∇σT = 1. (3.2.3)
This means that there must exist an intrinsic vector field βσ, called the shift (vector), such
that
(∂T )
σ = αnσ + βσ. (3.2.4)
The vector (∂T )
σ is often referred to as the time-vector. Note, however, that (∂T )
σ is not
necessarily time-like. A visualisation of the decomposition is given in Fig. 3.2.
We interpret the lapse (function) α as a measure of the amount of ‘proper-time’ that
has elapsed between neighbouring hypersurfaces. Moreover, the lapse is related to the
acceleration aσ via the formula
aσ = −εα−1 (n+1)∇σα. (3.2.5)
The lapse function α and the shift vector βµ are gauge freedoms that describe how the
coordinates change between neighbouring hypersurfaces.
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Figure 3.2: [49] A visualisation of the time-vector ∂t
α. The line xα = constant intersects
each slice of the foliation exactly once and can be used to define the time-vector ∂t
α. This
line can be further used to define the shift vector associated with the coordinate system,
{xi}i∈[1,n], on each of the hypersurface, Σ(i) ∈ Σ.
3.3 (n+ 1)-decomposition of the Riemann tensor
Consider now an (n + 1)-dimensional differentiable manifold M with metric (Riemannian
or Lorentzian) gαβ, and suppose that Σ(t) is an n-dimensional space-like hypersurface em-
bedded in M , with Riemannian metric γαβ. Then, the Riemann tensor associated with gαβ
is
2 (n+1)∇[α (n+1)∇β]vσ = (n+1)Rδσβαvδ, (3.3.1)
where vδ is any covector defined over M . Similarly, the Riemann tensor associated with
γαβ is
2 (n)∇[α (n)∇β]uσ = (n)Rδσβαuδ, (3.3.2)
for any covector uδ intrinsic to Σ(t).
The Riemann tensor provides a measure of the intrinsic curvature of a manifold (M or
Σ(t)). The aim of the present subsection is to provide relationships between the two Riemann
tensors (n+1)Rδσβα and
(n)Rδσβα. This essentially boils down to finding relations between






As we shall see in Chapter 4.2, the formulas that we derive here are used when writing the
EFEs as an IVP. The derivations we present here are based on [24,31].
To this end, suppose that uν is defined over T ?pΣ(t) and consider the derivative
(n)∇µuν .
Straightforward calculation shows that
(n)∇µuν = γσµ (n+1)∇σuν − εnνuσKσµ. (3.3.4)
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Similarly, we find that the second derivative (n)∇σ (n)∇µuν can be written as
(n)∇α (n)∇βuσ = γψαγρβ (n+1)∇ψ (n+1)∇ρuσ + ε(uλKβλKασ + nρKαβ (n+1)∇ρuσ). (3.3.5)








(n+1)∇[ψ (n+1)∇ρ]V π + 2εK[α σKβ]λV λ, (3.3.6)
where we have used K[αβ] = 0. Then, one may use the definition of the (n+ 1)-dimensional
intrinsic curvature to finally get
(n)Rνσβα − ε(KασKνβ −KβσKνα) = γψαγρβγπσγνδ(n+1)Rδπρψ. (3.3.7)
This is the so-called Gauss equation.
We now consider the spatial projection of three of the indices and one index projected












σ(− (n+1)∇ρKξπ + (n+1)∇ξKρπ), (3.3.8)
This is the so-called Codazzi equation.
Next, project (n+1)Rαβσ
δ twice in the normal direction, on non-consecutive indices, and




δ = −KιαKαη + nα (n+1)∇αKιη − εα−1 (n)∇η (n)∇ια. (3.3.9)
At this point, it is convenient to consider the projection of the Lie derivative3 of the extrinsic
curvature
LnKηι = γαηγβιLnKαβ = γαηγβιnσ (n+1)∇σKαβ − 2KσιKση. (3.3.10)
This result can then be used to rewrite Eq. (3.3.9) as
nαγβηn
σγδι
(n+1)Rαβσδ = LnKιη +KιαKαη − εα−1 (n)∇η (n)∇ια, (3.3.11)





ρnψ(n+1)Rπψρξ. It turns out that both of
these projections are zero.
The Gauss, Codazzi and Ricci equations (Eqs. (3.3.7), (3.3.8), and (3.3.11)) provide all
of the information needed to perform a (n+ 1)-decomposition of the Riemann tensor.
To complete the (n+1)-decompositions of the Ricci tensor and scalar, further calculation
is required. First, recall that the Ricci scalars (n+1)R and (n)R are
(n+1)R = gµν (n+1)Rµν ,
(n)R = γµν (n)Rµν . (3.3.12)
3A summary of Lie derivatives is given in Appendix A.
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(n)Rσα + ε (KσαK −KνσKνα) . (3.3.13)
Further contraction gives





This is the scalar Gauss relation, which is the generalisation of his famed Theorema Egre-
gium [31].
Returning to the Codazzi equation, we consider its contraction
nψ (n+1)Rβψ =
(n+1)∇βK − (n+1)∇σKσβ. (3.3.15)
This is the contracted Codazzi relation.
Finally, we consider the Ricci equation. However, this time we do not take a contraction.





(n)Rσα + ε (KσαK −KνσKνα)− γψαγπσ (n+1)Rψπ. (3.3.16)





(n)Rηι + εKKηι − LnKιη − (1− ε)KιδKδη + εα−1 (n)∇ι (n)∇ηα.
(3.3.17)
This completes our discussion of the (n+ 1)-decomposition of the Riemann tensor.
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Chapter 4
The Einstein field equations
In this chapter we introduce and discuss the EFEs. Here, we restrict to the case n+ 1 = 4
(i.e, n = 3). In particular, we have that the pair (M, gαβ) consists of a 4-dimensional
differential manifold M and a symmetric Lorentzian metric gαβ.
4.1 The equations
4.1.1 The Einstein tensor
One of Einstein’s greatest insights was that the effect of gravity is locally indistinguishable
from any other sources of acceleration. Acceleration of course corresponds to the bending
(or curving) of a space-time graph. It follows then that one can interpret gravity as the
curvature of a space-time. Furthermore, we know that gravity is caused by the presence
of a mass (in the same kind of way that electro-dynamics is caused by the presence of
charge), which is described by the energy momentum tensor Tαβ (we discuss specific forms
of this tensor in the next subsection). Putting these facts together tells us that we expect
a space-time metric gαβ to satisfy an equation of the form [11],
(4)Rαβ + µ
(4)Rgαβ = κTαβ, (4.1.1)
for some constants µ, κ. In all the follows, we shall work in geometric units, in which case
we have κ = 11. The choice of µ is fixed by requiring that the left hand side of Eq. (4.1.1)
is divergence free. This is because the energy momentum tensor is known to be divergence
free (i.e. (4)∇αTαβ = 0). We find that µ = −1/2, in which case Eq. (4.1.1) is







is the Einstein tensor. Eq. (4.1.2) is known as the Einstein Field Equations.
1In these units we have c = 8πG = 1, where c is the speed of light and G is the gravitational constant.
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4.1.2 The energy-momentum tensor
General description and a perfect fluid
Consider Einstein’s famous equation E = mc2 and recall that, in geometric coordinates, we
have c = 1. We immediately see that we have an equivalence relation between mass and
energy. It follows then that the mass content of a space-time can be described by measuring
the amount of energy present in the space-time. In particular the matter content of a space-
time is given by the energy-momentum tensor Tαβ. The components of this tensor have
the following physical interpretations [50]:
T 00 = energy density,
T 0i = momentum tensor,
T ij = flux of i-momentum in the j-direction.
(4.1.4)
Given the equivalence between the energy and mass, it is common to refer to any type
of field that has an energy momentum-tensor as the matter. There are two important
properties of the energy-momentum tensor: (1) it is a symmetric (i.e. Tαβ = T βα), and (2)
it is divergence free (i.e. (4)∇αTαβ = 0). This last property is particularly important as it
implies (local) conservation of energy [50].
Suppose now that our space-time is filled with a perfect fluid, and consider an Eulerian
observer co-moving with the fluid elements with 4-velocity uα. Perfect fluids have zero heat
conduction (in which case we have T ij = 0 if i 6= j), and zero viscosity (in which case we
have T 0i = 0). Given that our observer is co-moving with the fluid elements we expect
them to measure energy-density T 00 = µ and pressure T ii = p. Putting all of this together,
we find
Tαβ = (µ+ p)uαuβ + pgαβ. (4.1.5)
This is the general covariant form of the energy-momentum tensor for a perfect fluid [30,50].
Minimally coupled scalar field
In an effort to simplify the energy momentum tensor Eq. (4.1.5) we assume that it can
be generated entirely by some potential function φ, called the scalar field. Essentially,
this means that once a scalar field φ has been chosen then it can be used to generate the






where the normalising factor (− (4)∇αφ (4)∇αφ)−1/2 is chosen to ensure that uαuα = −1.
Given that our primary goal is to simplify the energy momentum tensor Eq. (4.1.5) we
immediately see that an optimal choice is
µ+ p = − (4)∇αφ (4)∇αφ, (4.1.7)
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as it ensures that there is no inverse dependence on the scalar field φ. In order to obtain
exact expressions for the pressure and density we must consider the divergence free condition









At this point we need to impose a restriction on the choice of φ so that the above equations
are satisfied. This boils down to choosing the sort of dynamics we wish our scalar field to
describe. Noticing the presence of the box operator g we decide on wave-like dynamics,





where V (φ) is some freely chosen source function that is commonly referred to as the
potential. Note that we have chosen the source term as the φ-derivative of V (φ). This is





(4)∇βφ = (4)∇βV. (4.1.10)
Using this in Eq. (4.1.8) now gives us a simple ODE for the function p in terms of the scalar
field φ.








Solving for p gives2
p = −1
2
(4)∇αφ (4)∇αφ− V (φ)⇐⇒ µ = −
1
2
(4)∇αφ (4)∇αφ+ V (φ) . (4.1.12)






(4)∇σφ (4)∇σφ+ V (φ)
)
gαβ. (4.1.13)
This energy momentum tensor is interpreted as describing a minimally coupled scalar field.
It is important to note that the above formulas for the pressure and density only hold
if na = ua. For a general (3 + 1)-decomposition this is not the case.
2In principal one would also need an integration constant. However, this would just correspond to a
different choice of the function V (φ) and is therefore not needed.
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4.2 The EFEs as an initial value problem
4.2.1 The (3 + 1)-decomposition of the EFEs
Consider now the pair (M, gαβ) where M is a smooth 4-dimensional differentiable manifold
and gαβ is a Lorentzian metric. Then, the EFEs are described by the tensorial equation
Gαβ = 0, where Gαβ is defined as
Gαβ = Gαβ − Tαβ. (4.2.1)
We now suppose that there exists a smooth function t : M → R whose collection of level
sets Σ(t) forms a foliation of M . This foliation yields a decomposition of (M, gαβ) in the
standard way (see Chapter 3). The unit conormal of any 3-surface Σ(t) is
nµ = α
(4)∇µt, (4.2.2)
where α > 0 is the lapse (see Chapter 3.2). The induced first and second fundamental forms
are therefore, respectively,




The covariant derivative operator associated with γαβ is






is the map that projects any tensor defined at any point in M orthogonally to a tensor that
is tangent to some Σ(t).
Any tensor can be uniquely decomposed into its intrinsic and its orthogonal parts by
contracting its indices with nµ and γµν . For example, the Einstein and energy momentum
tensors can be decomposed as
Tµν = ρnµnν + nµjν + nνjµ + Sνµ, Gµν =
1
2
Hnµnν + nµMν + nνMµ + Eνµ, (4.2.5)
with
ρ = nνnµTµν , jµ = −γσµnνTσν , Sµν = γσµγινTσι, (4.2.6)
and
H = 2nνnµGµν , Mµ = −γσµnνGσν , Eµν = γσµγινGσι. (4.2.7)
We now use the Gauss and Codazzi equations, Eqs. (3.3.14) and (3.3.15), to calculate the





, Mα = (3)∇αK − (3)∇σKασ. (4.2.8)
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Finally, from the rearranged Ricci equation Eq. (3.3.17), we find
Eαβ = (3)Rαβ +KKαβ − 2KασKσβ −
1
α




where S = Sαα. This concludes the (3 + 1)-decomposition of the Einstein field equations.
These decompositions now suggest that we define the tensor Gαβ as






− 2ρ, Mα = (3)∇αK − (3)∇σKασ + jα (4.2.11)














is the dynamical part of the Einstein tensor (i.e, Fαβ = 0 is equivalent to the equation
Eαβ = Sαβ) with F = Fµµ.
Given all of this we end up with the following groupings:
The constraint equations: The equation generated from the condition H = −2ρ (H =
0), where H is given in Eq. (4.2.8), is the Hamiltonian constraint. Similarly, the
equation Mµ = −jµ (Mµ = 0), where Mµ is given in Eq. (4.2.8), is the momentum
constraint.
The evolution equations: The equations defined by Eαβ = Sαβ (Fαβ = 0), where Eαβ is
given by Eq. (4.2.9), together with Kµν = −12Lnγµν are the evolution equations.
Initial data set: The fields (Σ, γab,Kab, Sab, ja, ρ) of 3-dimensional differentiable manifold
Σ, Riemannian metric γab and smooth symmetric tensor fields Kab, Sab, a smooth
vector field ja and smooth, positive, scalar function ρ on Σ are an initial data set if
they satisfy the constraint equations.
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4.2.2 The ADM equations
Consider now an arbitrary 4-dimensional differential manifold M with a space-like foliation
Σ := {Σ(i)|i ∈ Z} and suppose that the first and second fundamental forms (of the hyper-
surfaces Σ(i)) (γαβ,Kαβ) are solutions of the Einstein equations Eq. (4.2.9), for fixed fields
(α, βµ). In this chapter here we introduce a coordinate system (t, x
1, x2, x3), adapted to
the foliation Σ, with the intent of simplifying the resulting PDE system. To this end, we
suppose that the time vector tµ can be written as
tµ = αnµ − βµ .= (1, 0, 0, 0). (4.2.13)
Note that, in this coordinate system, we have that Lt = ∂t (See Eq. (A.0.8) in Appendix






The normalisation condition nµnµ = −1 further gives
nµ = (−α, 0, 0, 0). (4.2.15)
In this particular coordinate system we find that γab = gab. i.e. The components of the 3-
metric γab are exactly the ‘spatial’ components of the full space-time metric gαβ. In matrix
form, the space-time metric gαβ is
gδσ =
(






−α−2βb γab + α−2βaβb
)
. (4.2.16)
Moreover, the associated line element is
ds2 = gδσdx
δdxσ
= (−α2 + βaβa)dt2 + 2βadxadt+ γabdxadxb
= −α2dt2 + γab(dxa + βadt)(dxb + βbdt). (4.2.17)










Kδσ =− (3)∇δ (3)∇σα+ α
(





α ((S − ρ) γδσ − 2Sδσ) . (4.2.19)
Together with the constraint equations
(3)R+K2 −KαβKαβ = 2ρ, (4.2.20)
(3)∇αK − (3)∇σKασ = −jα, (4.2.21)
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Eqs. (4.2.18) and (4.2.19) form the so called ADM equations, named after Arnowitt, Deser,
and Misner [51]. Note that Eq. (4.2.18) follows from the definition of the extrinsic curvature.
Notice here that even though we have introduced a coordinate system that is adapted
to the foliation Σ we have not yet fixed the spatial coordinates. This is reflected in the fact
that the lapse function α and shift vector βi are freely specifiable functions. Thus, in order
to explore the properties of these equations, it is useful to first make some specific choices
of α and βi. For example, we may set3:
α = 1, βµ = 0. (4.2.22)
This particular gauge choice is known as ‘geodesic slicing’ (some works also refer to this as
Gaussian normal coordinates) [31,52].
Let us further simplify the ADM equations by supposing that there is no source (i.e,
all matter terms are set to zero). Since the matter content is a freedom of the equations
any results found when Tµν = 0 also hold for space-times with a non-vanishing energy-
momentum tensor. Given all of this, the ADM equations Eqs. (4.2.18)–(4.2.20) become
(3)∇dKda − (3)∇aK = 0, (3)R+K2 −KabKab = 0, (4.2.23)
∂
∂t





(3)Rab +KKab − 2KadKdb
)
= 0. (4.2.24)






























































Notice that we now have a set of ten equations that are intended to determine six unknowns
(namely the components of γab). It appears then that this system is over-determined. It
turns out that this is not a problem. We shall address this further in the following subsection.
Before finishing this subsection it is worth addressing the following question: Why not
always pick the lapse and shift as in Eq. (4.2.22)? The main reason for this is that some
choice of α and βi are better suited to particular situations than others and so, depending
on what one wishes to do, a different gauge choice may be required. (See [30], pg. 122 for
more details).
3It must be emphasised that this choice has been made for illustrative purposes only. In general, we do
not fix the lapse α and shift βa in this way.
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4.2.3 Constraint propagation
Let us now discuss the constraint equations. In the previous subsection we have seen that
constraints appear to lead to an overdetermined system. However, this may not be the case.
Consider an initial data set (γαβ,Kαβ, Sαβ, jα, ρ) that is a solution of the constraints. If the
evolution equations preserve the constraints then the presence of Eq. (4.2.11) do not consti-
tute an overdetermined system but rather only impose a restriction on the possible choices
of initial data. To address this further we consider the tensor Gαβ defined in Eq. (4.2.10).
Note that the discussion we present here is based on [31]. Eq. (4.2.10) can be viewed as the
(3+1)-dynamical decomposition of the tensor Gµν in terms of the quantities Fµν ,Mµ and H,
which measure the violation of the EFEs. To investigate how violations of the constraints
propagate we note that the Einstein tensor Gµν and the energy momentum tensor Tµν are
both divergence free and hence we have that Gµν must also be divergence free. We therefore
have
(4)∇µGµν = (4)∇µ (Hnµnν) + (4)∇µ (nµMν) + (4)∇µ (nνMµ) + (4)∇µFµν
+ (4)∇µ ((H − F ) γµν) = 0.
(4.2.28)
We now use Eq. (4.2.28) to obtain evolution equations for the constraint violations H and
Mµ. This is done by calculating the various projections.
Projecting (4)∇αGµν onto nν gives
nν (4)∇µGµν =− nµ (4)∇µH − (4)∇µMµ − aµMµ + (2H − F )K +KµνFµν = 0. (4.2.29)





H = − (3)∇µ (αMµ)−Mµ (3)∇µα+ α (2H − F )K + αKµνFµν . (4.2.30)
Eq. (4.2.30) is an evolution equation for the violation of the Hamiltonian constraint.
We now consider the spatial projection of (4)∇µGµν .
γνσ
(4)∇µGµν = KµσMµ + γνσnµ (4)∇µMν +KMσ + (3)∇c (H − F )




(4)∇µFµν = (3)∇µFµσ + Fµσaµ, γνσnµ (4)∇µMν = α−1LtMσ −MµKσµ, (4.2.32)





Mν =− (3)∇µ (αFµν) + 2αKνµMµ + αKMν + α (3)∇ν (F −H)
+ (F − 2H) (3)∇να.
(4.2.33)
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Eq. (4.2.33) is an evolution equation for the violation of the momentum constraint.
Suppose now that the dynamical part of the Einstein equations is satisfied (in which











µ + αKMµ − α (3)∇νH − 2H (3)∇να. (4.2.35)











Given all this, we therefore have
H = 0, Mν = 0, for all t ≥ 0. (4.2.37)
From here we conclude that the constraints are preserved by the dynamical part of the
EFEs, i.e, If the constraint equations are satisfied initially the evolution equations ensure
that they remain satisfied throughout the entire space-time.
This implies that if one wishes to the solve the EFEs, as an IVP, one must first solve
the constraint equations for the tensors (γαβ,Kαβ). These fields are then used as the initial
data for the evolution equations, in a second step.
4.2.4 Well-posedness
In the previous subsections we have formulated the EFEs as an IVP. However, it is as of
yet unclear whether or not the EFEs have a well-posed IVP. It turns out that they do, a
fact that was first shown by Choquet-Bruhat and Geroch [25,53]. The details of their proof
go beyond the scope of what we wish to present here. We shall nevertheless give an outline
of their proof. The argument that we present here is based on [54,55].
We restrict our attention to the source free case (i.e. Tαβ = 0). Although it is straight-
forward to generalise the discussion presented here to include a source term, it is not in-
structive to do so. We do not consider the ADM equations directly. Instead, we note that














2∂(α gσ)β − ∂βgασ
)
, Γβ = g
ασΓαβσ. (4.2.39)
It is clear from Eq. (4.2.38) that this is a quasi-linear system. Standard results about quasi-
linear PDE systems tell us that Eq. (4.2.38) is well-posed if and only if it is possible to
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introduce a coordinate system such that (4)∇(αΓβ) = 0 [54,55]. In what follows, we aim to
find such a coordinate system. To do this, we consider the abridged PDE
(4)
R̂αβ =
(4)Rαβ − (4)∇(αΓβ) + (4)∇(αFβ), (4.2.40)
where Fν is a gauge source function chosen such that Dν := Fν − Γν = 0 initially. If the
function Fν depends at most on the metric, but not its derivatives, then the abridged system
Eq. (4.2.40) is well-posed. It therefore only remains to show that if Dν is zero initially (in
which case we have a solution of Eq. (4.2.38)) then Dν is zero on the entire development.
Suppose now that we have a solution of Eq. (4.2.40) such that Fν depends at most on
the metric, but not its derivatives. Then,




(4)∇σDσ = 0. (4.2.41)
Calculating the divergence of Gµν
4 gives
(4)∇ν (4)∇νDµ + (4)RνµDν = 0. (4.2.42)
We therefore have that, Dν satisfies a homogeneous wave equation. Standard PDE results
now tell us that, provided we have both Dν = 0 and nµ (4)∇µDν = 0 on the initial hy-
persurface Σ(i), then Dν = 0 on the entire manifold M = ∪iΣ(i). We therefore choose an
initial hypersurface Σ(i) such that Fν = Γν on Σ(i). We then solve the auxiliary system on
Σ(i). Here, the constraints must hold and hence the normal-normal and normal-tangential
derivatives of Dν must be zero. Then Eq. (4.2.42) implies that Dν remains zero for the
entire evolution. In this way, we find that a solution of (4)R̂αβ = 0 implies a (local) solution
of (4)Rαβ = 0. Patching together several local solutions gives a development.
It follows then that, by solving this abridged system, we are able to construct a solution
to Eq. (4.2.38), and hence to the ADM equations [55].
4.3 Solving the constraints: The conformal method
Let us now briefly discuss the constraints. Recall that one solves the constraint equations for
two symmetric 3× 3 tensors (γab,Kab). This means that one must solve four equations for
twelve unknowns (i.e. The components of γab and Kab). It follows then that the constraints
are under-determined and one must theretofore choose some of the ‘unknowns’ before the
constraints can be solved. There is no clear way to decide which of the fields should be
specified. In this section we discuss the conformal method, introduced by Lichnerowicz
and York (see [24, 56] and references therein), which is one possible way to do this. The
discussion we present here is based on [24,31].
4Recall that, by construction, we have (4)∇νGνµ = 0.
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4.3.1 Conformal constraint equations
Consider two quadruples (Σ, γab, χ
a
b,K) and (Σ, γ̄ab, χ̄
a
b, K̄); where Σ is an arbitrary 3-
dimensional differentiable manifold, with Riemannan metrics γab and γ̄ab, and K, K̄ are
smooth scalar functions, and χab, χ̄
a














At this stage none of these quantities are required to satisfy any equation (such as the
constraint equations). The Levi-Civita covariant derivatives associated with γab is
(3)∇a.
Suppose now that there exists a smooth function Ω : Σ → R so that the metrics γab and
γ̄ab are proportional. The particular relationship between the two metrics is
γab = Ω
4γ̄ab. (4.3.2)
The trace and trace-free components of the extrinsic curvature are
K = K̄, (4.3.3)
χab = Ω
−6χ̄ab. (4.3.4)
We shall label the covariant derivative associated with γ̄ab as








is the smooth tensor that relates the covariant derivatives of the two metrics (3)∇a− (3)∇̄a.
In fact the field Cabc can also be used to relate the Ricci tensors associated with γab (
(3)Rab)
and γ̄ab (









(3)∇̄a ln Ω (3)∇̄b ln Ω− γ̄ab




and the Ricci scalar is
(3)R = Ω−4(3)R̄− 8Ω−5∆γ̄Ω, (4.3.7)
where ∆γ̄ = γ̄
ab (3)∇̄a (3)∇̄b is the Laplace operator associated with γ̄ab. The field χ̄ab is
symmetric and trace-free and can therefore be further decomposed in terms of a tensor χ̄ab?
and a vector W̄ as follows
χ̄ab = χ̄ab? + (LW̄ )
ab, (4.3.8)
where the differential operator L is defined as
(LW̄ )ab = 2
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and χ̄ab? is symmetric with






(3)∇̄aK̄ = Ω10ja, (4.3.10)








(3)∇̄j (3)∇̄kY i +
1
3
(3)∇̄i (3)∇̄j Ȳ j + R̄ij Ȳ j . (4.3.11)
Suppose now that we are given the fields (γ̄ab, χ̄
ij
? , K̄). Then one can use the Hamiltonian
and momentum constraints to solve for the conformal factor Ω and the vector W̄ a, from
which the solutions (γab,Kab) can be constructed. However, constructing a divergence and
trace-free tensor χ̄ij? , is not always easy. To do so one begins with a symmetric trace-free
tensor M̄ ij and calculates its divergence free part M̄ ij? as
M̄ ij? = M
ij − (L̄Ȳ )ij , (4.3.12)




This procedure can be taken into account by setting χ̄ij? = M̄
ij
? , in which case we have
χ̄ij = M̄ ij? + (LW̄ )
ij = M̄ ij + (LV̄ )ij , (4.3.14)
where we have defined V̄ i = W̄ i − Ȳ i.
Putting all of this together allows us to write the Hamiltonian and momentum con-













(3)∇̄aK̄ = Ω10ja. (4.3.16)
Eqs. (4.3.15)–(4.3.16) suggest the grouping of the various fields, introduced above, as
follows:
Free data: The fields ρ, ja, M̄
ab, γ̄ab and K̄ are considered as freely specifiable everywhere
on Σ. All of
(3)∇̄, (3)R̄ab, ∆̄L̄ and R̄ (together with all of the index versions of these)
in Eqs. (4.3.15)–(4.3.16) are fully determined by these on Σ.
Unknowns: The quantities Ω, V̄ i are considered as the unknowns of Eqs. (4.3.15)–(4.3.16)
once the free data have been specified.
5It is common to further introduce a scalar function ρ̄ and covector j̄a as ρ̄ = Ω
5ρ, j̄a = Ω
10ja. We refrain
from doing this here.
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4.3.2 Multiple black-hole solution
Having now seen the conformal method, it is interesting (and illustrative of its power) to use
this formalism to construct a simple exact solution of the constraint equations Eqs. (4.3.15)–
(4.3.16). The derivation we present here is based on [24]. In this subsection we consider
the case in which the matter fields are identically zero (i.e. ρ = 0 and ja = 0).
The general idea now is to pick a background initial data set (γ̄ab, χ̄
a
b, K̄) (in general
not a solution of the constraints) in a first step. This background data set is then used as
the free data for solving Eqs. (4.3.15)–(4.3.16) in a second step. Although there are many
works that discuss methods for constructing a background, (most of) these methods are
largely ad hoc. This is because there is no geometrically or physically preferable way to
pick the background. For us, in this subsection, we suppose that the background takes the
simplest possible form. In particular, we set the background metric to be the Euclidean
metric (in the standard polar coordinates (r, θ, φ)), and pick the extrinsic curvature to be
identically zero; i.e,
γ̄ab = diag(1, r
2, r2 sin2(θ)), K̄ = 0, M ij = 0. (4.3.17)
It follows immediately from these choices that Eqs. (4.3.15)–(4.3.16) reduce to the ODE
equations
∆γ̄Ω = 0, ∆̄L̄V̄
i = 0, (4.3.18)
one solution of which is
Ω = C + M
2r
, V̄ i = 0, (4.3.19)
for integration constants M, C ∈ R. The corresponding initial data set is therefore
γab = Ω
4δab, Kab = 0. (4.3.20)
It is clear then that we have γab = C4δab + O(r−1)6 from which we can conclude that,
asymptotically, C is just a scaling constant and as such we can, without loss of generality,
set C = 1.














6We use the O symbol rather informally in the usual sense f = O(g) ⇐⇒ |f | ≤ C|g| for some constant
C > 0 in the relevant limit. In the case of tensors, we require that each coordinate component of the tensor
satisfies such an estimate with respect to some natural coordinate system (like Cartesian coordinates). In
this work, we avoid the technicalities of choosing appropriate norms for the definition of the O-symbol. In
fact, for any precise and physically meaningful statements, the O-symbol must be defined with respect to a
norm which does not only control the decay of the fields themselves, but also of an appropriate number of
derivatives. We do not concern ourselves with such details here.
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are the in- and outgoing null expansion scalars defined with respect to suitably normalised
future-pointing null normals of Sr. The mass m of the solution (Σ, γab,Kab) can be deter-
mined by calculating the limit m = limr→∞mH . For this particular solution, the Hawking
mass turns out to be









where M is the integration constant found in Eq. (4.3.19) and hence we have m = M . We
therefore interpret this solution as describing a single Schwarzschild black-hole with mass
M .
A more general multiple black hole solution can be constructed by noting that Eq. (4.3.18)
is linear and hence can also solved as a superposition of solutions, each of which have the
form given in Eq. (4.3.19) (with C = 1). This new solution takes the form






where Mi is the mass of the ith black hole and ri is the distance of the ith black hole from
a given point.
4.4 Cosmological solutions of the EFEs
In this section here we discuss two particular types of solutions to the EFEs. These are the
Bianchi and Gowdy space-times.
4.4.1 Bianchi Cosmologies
The observable universe is not perfectly isotropic or homogeneous. The Bianchi models
represent a set of cosmologies that are spatially homogeneous but are (in general) not
isotropic [57]. Mathematically, spatial homogeneity means that on a space-like hypersurface
Σ there exists three Killing vectors ξα which encode the spatial symmetries on Σ. These
vector fields satisfy the Killing equation
Lξgαβ = (4)∇(α ξβ) = 0. (4.4.1)






-tensor Cabc, defined by the commutator relations
[ξa, ξb] = ξaξb − ξbξa = Ccabξc. (4.4.2)
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Class A (â = 0) Group Type n̂a n̂b n̂c
I 0 0 0
II + 0 0
VI0 0 + −
VII0 0 + +
VIII − + +
IX + + +
Table 4.1: The class A Bianchi types based on the sign of the eigenvalues of n̂ab.
The components of Cabc are known as the structure constants, and it is straightforward to
show that this tensor is anti-symmetric in its bottom indices:
Ccab = −Ccba. (4.4.3)
Clearly, the structure constants are defined for all Bianchi models and so it makes sense
to use them to distinguish between the different types of Bianchi models, which is done by
performing the following decomposition7
Ccab = εaben̂
ec + δcbaa − δcaab, (4.4.4)
for tensor n̂ab and covector ab. One can now divide the Bianchi classes: class A (ab = 0),
and class B (ab 6= 0). Here, we only discuss class A models. For discussions on class B
models we refer the interested reader to [58]. Following [59], we now introduce an eigenbasis
of n̂ab so that
n̂ab = diag(n̂1, n̂2, n̂3), (4.4.5)
where the eigenvalues n̂1, n̂2, n̂3 are constant. The different Bianchi models can now be
categorised by considering the sign on the eigenvalues of n̂ab. The various possibilities are
shown in Table 4.4.1.
7Ceab is antisymmetric and satisfies the Jacobi identities, which means it only has 6 independent com-
ponents.
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4.4.2 Gowdy solutions
The Gowdy space-times are a class of solutions (to the EFEs) that admit two-dimensional
isometry groups. To discuss these we first note that the assumption that these space-
times admit two-dimensional isometry groups means that the solution has two space-like
Killing vector fields (1)ξµ,
(2)ξµ. This implies that the topology of the space-time has to be
T 3, S2 × S1, S3 or one of the Lens spaces. Here we restrict our attention to the T 3 case.
Let us now define the functions
c1 = εµνγδ
(1)ξµ (2)ξν∇γ (1)ξδ, c2 = εµνγδ (1)ξµ (2)ξν∇γ (2)ξδ, (4.4.6)
which called the twists. In the special case for which Tµν = 0 it can be shown that these
functions are constant. For Gowdy space-times it is assumed that c1 = c2 = 0. In his
work, Gowdy refers to this specialisation as two-surface orthogonality. Such space-times
were studied by Gowdy in [60,61].
Increasing time direction. Let us now introduce a time coordinate t. Then Gowdy
metrics take the form
gαβ = t










where θ, σ, δ ∈ [0, 2π) are coordinates on T 3 and P = P (t, θ), Q = Q(t, θ) are unknown
functions. The special case Q = 0 is known as the polarised Gowdy solutions. In this case
































Decreasing time direction. To study what happens for decreasing t it is common to
make the coordinate transformation t = e−τ so that t = 0 corresponds to τ → ∞. In this
case, the metric is
gαβ = e










4.4. COSMOLOGICAL SOLUTIONS OF THE EFES 41
where, as before, τ ∈ R and θ, σ, δ ∈ [0, 2π) are coordinates on T 3 and P = P (τ, θ), Q =
Q(τ, θ) are unknown functions. In this case the (vacuum) EFEs are equivalent to
∂2τP − e−2τ∂2θP − e2P
(
(∂τQ)









∂tλ = (∂τP )
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Chapter 5
Singularities and cosmic censorship
5.1 Singularities
5.1.1 What are singularities?
A common feature of the Schwarzschild and FLRW space-times is the fact that they both
contain singularities [54,62–68]. In fact, it is conjectured that generic solutions of the EFEs
contain singularities. It is therefore natural to ask the question what is a singularity? From
a strictly mathematical perspective a singularity is an undefined point at which otherwise
well defined quantities become infinite. When the maths is intended to describe the physical
world, this interpretation of singularities becomes difficult. In particular one must ask are
singularities physically relevant or are they an artefact of a breakdown in the mathematical
description of physical phenomena? There is no easy answer to this. In other gauge theories,
such as electro-magnetism, the presence of singular points is attributed to a mathematical
issue not a physical one [68, 69], a fact that is experimentally supported. However, in
cosmology we cannot rely on experiments to give us the answers (yet). It is of course
possible that Einstein’s theory is incomplete, i.e. it may need higher order corrections.
Such corrections could (theoretically) remove some singularities, by taking quantum effects
into account, but would reduce to classical GR in some appropriate limit.
One could also argue that singularities arise due to a faulty assumption that is made
when solving the EFE. Indeed, the presence of singularities was initially attributed to the
high degrees of symmetry that was imposed when searching for solutions [3]. This argument
can be refuted by considering the initial value problem [65]. If we specify completely regular
and generic initial data and a singularity arises during the evolution then we must conclude
that the singularity is due to the dynamics of the system, not a faulty assumption.
To further discuss singularities an exact definition of them must be introduced. There
is no one physically or geometrically preferable way to do this (for an in-depth discussion of
why see [70]). One problem that arises is in differentiating between coordinate singularities
and ‘real’ singularities. The former of which occurs due to an inappropriate choice of
coordinate system. In principle of course, this is not in an issue as one simply needs to find
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the coordinate system in which the solutions (of the EFEs) is well-defined. However, in
practice, finding such a coordinate system can be very difficult. This leads one to consider
scalar fields which are invariant under coordinate transformations, such as the Kretschmann
scalar. In some sense using these quantities to identify singularities is ‘preferable’, because
they are geometrically well-defined and can be physically interpreted as describing the
effect of fundamental forces. However, it can be shown that in general these quantities
cannot always be used to identify singular space-times. In fact, since the metric, in GR, is
indefinite it can be argued that in general a collection of such quantities does not exist [70].
Nevertheless, in this work we shall define a singularity as a point at which one of the
curvature invariants becomes infinite.
Alternatively, one may consider geodesic incompleteness [71–75], which is a mathema-
tically convenient way of defining singularities but lacks physical interpretation [66]. The
argument here is that if a geodesic (which is the generalisation of a straight line on a curved
surface) cannot be extended through the entire space-time then it is “blocked” by a singu-
larity. However, this definition does not exclude space-times that result by removing some
region from an otherwise regular space-time.
Let us now return to the following question: are singularities a generic feature of solu-
tions to the EFE? This question is partially addressed by the Hawking-Penrose singularity
theorems, which show that singularities (defined by geodesic incompleteness) are a generic
feature of solutions to the EFEs [71–75]. Here, we do not go into the details of how these
theorems are constructed. Nevertheless, we note that the Hawking-Penrose theorems cha-
racterise a space-time as singular if it is geodesically incomplete. Although this definition
has problems (see above) it can be used to show that a large class of solutions to the EFEs
is singular [72].
5.1.2 Strong Cosmic Censorship
Recall now from Chapter 4.2.4 we know that given initial data to the Einstein vacuum
equations there is a globally hyperbolic development1. Although this statement shows that
the IVP of the EFEs can be solved it does not guarantee that the solution is unique [54,63].
In particular, for a given initial data set it may be possible to construct two or more different
globally hyperbolic developments. To address this issue one needs introduce the notion of
a maximal globally hyperbolic development (the definition we use here is from [54,63,64]).
Definition 7. Given initial data to the EFEs Eq. (4.1.2) (with Tαβ = 0), a Maximal
Globally Hyperbolic Development (MGHD) of the data is a globally hyperbolic development
(M, gαβ), with embedding Φ : Σ→M , such that if (M̂, ĝαβ) is any other globally hyperbolic
development of the same data, with embedding Φ̂ : Σ→ M̂ , then there is a map ψ : M̂ →M ,
which is a diffeomorphism onto its image, such that ψ?gαβ = ĝαβ and ψ ◦ Φ̂ = Φ.
Given this definition is natural to ask the following question: For generic initial data
of the EFEs is there a unique MGHD? The answer to this question is yes, a fact that was
1Note here that, as in Chapter 4.2.4, we restrict our discussion here to the case Tµν = 0.
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shown first by Geroch and Choquet-Bruhat in [76]. Their result can be summarised as
follows:
Theorem 3. Given initial data to the Einstein vacuum equations there is a MGHD, that
is unique up to isometry.
This result is particular important as without it initial value formulation of the EFEs
is ‘meaningless’ [63]. Crucial to the statement of uniqueness, given by Theorem 3, is the
concept of extendibility [54].
Definition 8. Let (M, gα,β) be a connected Lorentz manifold which is at least C
k, for some
non-negative integer k. Assume there is a connected Ck Lorentz manifold (M̂, ĝαβ) of the
same dimension as M and an isometric embedding ι : M → M̂ such that ι(M) 6= M̂ .
Then, M is said to be Ck-extendible. If (M, gα,β) is not C
k-extendible, it is said to be
Ck-inextendible or maximal.
Using Def. 8 we can see in what sense Theorem 3 gives uniqueness. In particular we
see that, given a MGHD there is no ‘larger’ development containing it, at least not in the
space of all globally hyperbolic developments. However, it is possible that the MGHD is not
maximal in the class of all developments (i.e, developments that are not globally hyperbolic).
Because of this it may be possible to find initial data whose MGHD is extendible (into
a development that is not globally hyperbolic) in a non-unique way. Indeed, there are
solutions, such as the Taub-NUT space-time [77–80], that are extendible. However, it is
conjectured that spacetimes for which the MGHD is extendible are special cases and that
the collection of solutions (whose MGHD is extendible) is measure zero, in some sense, in
the space of all possible solutions of the EFEs. This conjecture is captured in the following
statement [64,66,73]:
Conjecture 1 (Strong Cosmic Censorship). For generic initial data of the (vacuum) EFEs,
the MGHD is inextendible.
This is Penrose’s famed Strong Cosmic Censorship (SCC) conjecture. It is one of two
conjectures, made by Penrose, concerning singularities and their related structures. The
second of the conjectures is called Weak Cosmic Censorship (WCC), we do not address
WCC here but refer the interested reader to [81] and the references therein. It is worth
noting at this point that Conjecture 1 is not yet precisely stated. Before it can be considered
precise we must first make two choices. Namely, we must first specify exactly what is meant
by ‘generic’ and, second, we need to decide what level of differentiability we want our
extension to have. Let us now briefly discuss these.
We first discuss ‘generic initial data’. The restriction to generic initial data is a par-
ticularly important part of SCC as, without it, there exists counterexamples to SCC. For
example, (as mentioned above) it is well known that the Taub-NUT space-time has a MGHD
that is extendible [77]. However, it is believed that these spacetimes are not generic. With
this in mind, we now define U as the space of all possible initial data to the Cauchy pro-
blem of the EFEs. Here, when we say ‘all possible initial data’, we mean that the elements
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of U are initial data sets (Σ, γαβ,Kαβ) (defined in Chapter 4.2.1) which are solutions of
the (vacuum) constraints. The set U is therefore the set of all possible solutions of the
constraint equations2. A subset W ⊂ U is called ‘generic’ if it is open and dense in U
(with respect to some topology on U) [65]. It must be emphasized that this is not the only
possible definition of ‘generic’. For example, one could instead say that W is generic if its
compliment U \W has measure zero (with respect to some measure) [82]. However, open
and dense is sufficient for our discussion here.
We now briefly discuss differentiability. Here we focus only on solutions that are C2-
inextendible. This level of differentiability essentially ensures that if a MGHD is extendible
then curvature tensors are well-defined on the entire extension. It is of course possible to
obtain MGHD that are C2-inextendible but are C1- or C0-extendible [83].
With these notions of generic initial data and differentiability, Conjecture 1 can now
be considered precise. It should be understood that Conjecture 1 is directly related to
curvature blow-up and singularities. To understand how, we first recall that the Hawking-
Penrose theorems tell us that there are large classes of solutions (to the EFEs) that are
geodesically incomplete. If a curvature invariant, such as the Kretschmann scalar, blows up
(i.e, becomes infinite) in an incomplete direction of a causal geodesic then the solutions is
inextendible. However, if a curvature invariant does not blow up in an incomplete direction
of a causal geodesic then it is possible that the spacetime is extendible. Such an extension
would split the spacetime into two regions, one that is globally hyperbolic (i.e deterministic)
and one that is not. The surface that separates the two regions is called a Cauchy Horizon.
In regions that are not globally hyperbolic it is possible to have closed casual curves. It is
conjectured that Cauchy Horizon’s are not present for ‘generic’ solutions. We are therefore
lead to the following conjecture [63,65]:
Conjecture 2. For generic initial data to Einstein’s vacuum equations, curvature blows up
in the incomplete directions of causal geodesics in the MGHD.
It should be noted here that Conjecture 2 implies Conjecture 1 [63]. Moreover, according
to [63] it is not (currently) ‘realistic’ to expect to be able to prove Conjecture 2 in all
generality. Instead, it is better to restrict one’s attention to particular symmetry classes
of solutions, and step by step relax the symmetry assumptions. Indeed, this approach has
been fruitful, and there are proofs of SCC for particular restricted classes of solutions. For
example, SCC has been proven for Gowdy solutions [65].
5.2 SCC for polarised Gowdy space-times
We now consider an explicit example of SCC. For this we restrict our to attention to
polarised Gowdy space-times (see Chapter 4.4.2) in the decreasing direction. The discussion
2In practice, when defining U it is also important to restrict the possible topologies of Σ and to specify
the minimum level of differentiability the fields (γαβ ,Kαβ) have. However, for the sake of simplicity, we
shall not discuss these details here.
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presented here is based on [64]. Recall first that for polarised Gowdy solutions we have
Q = 0. Then, from Eqs. (4.4.13)–(4.4.16) we get
∂2τP − e−2τ∂2θP = 0, ∂τλ− (∂τP )
2 + e−2τ (∂θP )
2 , ∂θλ = 2∂θP∂τP. (5.2.1)
According to [67], one can solve Eq. (5.2.1) to obtain the following asymptotic expansions
for P (τ, θ)
P = v(θ)τ + φ(θ) + u(τ, θ), ∂τP = v(θ) + w(τ, θ), (5.2.2)
for unknown functions u(τ, θ) and w(τ, θ). Moreover, according to [64, 67], one can show
that the functions u(τ, θ), w(τ, θ) and all of their derivatives are O(τe−2τ ).
Using Eq. (5.2.2) one can formulate conditions for the Kretschmann scalar to be un-
bounded in the limit τ → ∞. Consider a past inextendible curve ψ. The θ-coordinate
converges to a finite value (say θ0) in the limit τ →∞. Now, according to [64] if
1. v2(θ0) 6= 1, or
2. v2(θ0) = 1 but ∂θv(θ0) 6= 1, or
3. v2(θ0) = 1 but ∂θv(θ0) = 1 and ∂
2
θv(θ0) 6= 1
then the Kretschmann scalar is unbounded along γ in the direction of the singularity (i.e.
as τ → ∞). To demonstrate that generic polarised Gowdy solutions are unbounded, we
therefore only need to show that v(θ) satisfies one of the above conditions.
To this end we consider the following definition:
Definition 9. Define S as the set of all smooth solutions to Eq. (5.2.1) and G ⊆ S as the
subset of solutions (of Eq. (5.2.1)) such that
lim
τ→∞
∂τP (τ, θ) = v∞(θ0) (5.2.3)
with
0 < v∞(θ0) < 1. (5.2.4)
Moreover we define Sc ⊆ S and Gc ⊆ G as the subsets of smooth solutions of S and G with
the property ∫
S1
∂τP∂θPdθ = 0. (5.2.5)
Note that all members of G have unbounded curvature in the direction τ → ∞. We
therefore only need to show that G and Gc are open and dense in S and Sc, respectively.
In [62] it was shown that G is open in the C2 × C1-topology on initial data and Gc is
open in the C2 × C1-topology on the subset of initial data satisfying Eq. (5.2.5). Moreover,
according to [65] we have that G and Gc are dense in S and Sc, respectively, with respect to
the C∞-topology on initial data. Putting these together, it follows that generic solutions of
the polarised Gowdy equations have unbounded curvature in the limit τ →∞ and therefore
obey SCC, at least in the decreasing time direction.
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Part II






6.1 Introduction and motivation
In Chapter 4 we have seen that the constraint equations are a subset of the EFEs that do
not contain time derivatives. They earn the name constraints as they place a restriction on
the possible choices of initial data for the evolution equations (the subset of the EFEs that
do have time derivatives). In this part of the thesis we restrict our attention to vacuum
space-times, i.e space-times for which the fields ρ, ja and Sab are identically zero. The triple
(Σ, γab,Kab) consisting of a 3-dimensional differentiable manifold Σ, Riemannian metric
γab and a smooth symmetric tensor field Kab on Σ is called a vacuum initial data set if it
satisfies the vacuum constraint equations
(3)R−KabKab +K2 = 0, ∇aKac −∇cK = 0, (6.1.1)
everywhere on Σ, where ∇a is the covariant derivative associated with γab, (3)R is the
corresponding Ricci scalar and K = Kaa is the mean curvature. Notice that Eq. (6.1.1) is
consistent with Eqs. (4.2.20) and (4.2.21) with ρ = 0, ja = 0.
Due to the pioneering work of Choquet-Bruhat and Geroch [25,53] (see Chapter 4.2.4) we
know that if the constraint equations are satisfied on some initial surface then the evolution
equations (Eqs. (4.2.18) and (4.2.19)) ensure that they remain satisfied throughout the
entire space-time. In particular, we have that if (Σ, γab,Kab) is a solution of the constraint
equations Eq. (6.1.1), which is then used as initial data for the evolution equations, then
the resulting space-time (M, gαβ) is a solution of the constraints at every fixed moment of
time Eq. (6.1.1) (see Chapter 4.2.3 for more details). Moreover, for every solution of the
constraint equations there exists a unique maximal solution of the full EFEs. It follows
that in order to find a solution of the full Einstein equations one first seeks a solution
of the constraint equations. However, solving the constraints can be difficult. The main
reason for this is that the constraints on their own (i.e without the evolution equations) are
under-determined. In fact, they form a set of four equations for a total of twelve unknowns
(counting each coordinate component of γab and Kab, respectively). This means that in
order to have a systematic method for solving the constraints one must first specify some of
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the unknowns. However, there is no geometrically or physically clear way to decide which
of the unknowns should be freely specifiable and which should be solved for.
This property of the constraints (or really any under-determined system) can make
solving the constraints challenging, as different choices of free data can lead to very different
types of equations which in turn can produce solutions with very different properties. Recall,
for example, that the so called conformal method (discussed in Chapter 4.3) introduced by
Lichnerowicz and York allows one to write the constraint equations as a set of elliptic
equations which are subsequently solved as a boundary value problem.
The conformal method has been undeniably successful in the construction of solutions
to the constraint equations [56]. It is not, however, without limitations. Indeed, it is
well known, for example, that the conformal method can fail if one seeks solutions of the
constraints whose mean curvature is highly non-constant (see [84, 85] for an overview and
references). It is worth noting here that it is possible to find solutions of the conformal
equations with a non-constant mean curvature, provided certain “smallness” conditions are
satisfied (see for example [86]). Although there have been attempts to extend the conformal
method, thereby removing this kind of issue, it is useful to explore other approaches to
solving the constraints [87–91].
One idea that has been put forth is to solve the constraint equations Eq. (6.1.1) as
a Cauchy problem. This approach was (to the best of our knowledge) first suggested by
Bartnik in [92], for a restricted class of initial data set that have a “quasi-spherical” metric
and a vanishing second fundamental form. Bartnik’s work was then later generalised by
István Rácz in [26–29] to include arbitrary metrics with not necessarily zero second funda-
mental form. In his work, Rácz suggests two evolutionary formulations of the constraint
equations. The two formulations differ primarily in their treatment of the Hamiltonian
constraint Eq. (4.2.20). We discuss this further in Chapter 6.2. Solving the constraints as
a Cauchy problem is interesting for a number of reasons. One of which is that, in general,
one expects this approach to produce solutions with a non-constant mean curvature. This
reason alone makes this approach worth considering. However, it is not without its own
pitfalls. The most obvious one is that Cauchy problems may in general not yield any control
over the asymptotic behaviour of the solutions; this is clearly different for boundary value
problems as a matter of principle. As a consequence physically relevant quantities, such
as angular momentum or mass (see for example [93, 94]), may only be defined under very
restrictive conditions. It is therefore possible that this method produces solutions that lack
a clear physical meaning. There are two types of asymptotic behaviour that we shall focus
here. Namely, we are interested in initial data sets that are either asymptotically flat or
asymptotically hyperboloidal. We discuss exactly what is meant by these terms later.
This issue has been addressed by us previously in [49, 95], where we focused on the
construction of asymptotically flat solutions using Rácz’s parabolic-hyperbolic formulation.
We found that, in general, it was not possible to ensure that the solutions were asymp-
totically flat. This result is similar to the one found by Beyer et al in [43], where they
found (using Rácz’s algebraic-hyperbolic formulation of the constraints) that perturbations
of asymptotically flat solutions were unstable. The results of [43,95] were replicated in [96].
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In this part of the thesis, we continue the work we began in [49, 95]. We focus on the
following questions: Is it possible to construct asymptotically hyperboloidal initial data sets
using Rácz’s parabolic-hyperbolic formulation of the constraints? Also, is there a different
choice of free data that allows one to construct asymptotically flat initial data sets using
an evolutionary formulation of the constraints? As in our previous works we restrict our
attention to foliations of Σ where each 2-surface is a topological sphere. This allows us
to use the numerical pseudo-spectral methods developed in [40–42,97], which allow for the
pseudo-spectral implementation of the SWSH (discussed in Chapter 2.2).
In this work here, we provide strong analytical and numerical evidence that a small
change of how the free data for Rácz’s parabolic-hyperbolic formulation are specified is suf-
ficient to guarantee asymptotic flatness of the vacuum initial data sets generated by this
method. We note that a different, but similarly spirited modification was suggested in [96].
Moreover, we find that it is possible to use Rácz’s original parabolic hyperbolic formu-
lation of the constraints to construct asymptotically hyperboloidal initial data sets. And
in particular we find that, in contrast to the asymptotically flat setting (discussed in [95])
asymptotically hyperboloidal initial data sets (constructed as solutions of Rácz’s parabolic-
hyperbolic formulation) are, in general, stable under perturbation.
We emphasize that we only focus on the asymptotic behaviour of solutions, and do not
concern ourselves with their other properties. In particular, although we claim that our
numerical solutions are of binary black-hole type, we have not performed any searches for
apparent horizons. Some of the results presented here have been made available by us
in [98,99].
This part of the thesis is outlined as follows. In Chapter 6.2 we introduce the (2 + 1)-
decomposition and outline how it can be used to formulate (vacuum) constraints as a
system of evolution equations. In Chapter 6.3 we discuss the various evolutionary systems
that may arise from the constraint equations. In Chapter 7 we introduce Kerr-Schild-like
initial data sets, which play a key role in both our analytical and numerical investigations.
In Chapter 8 we introduce and discuss the notion of an asymptotically flat initial data set
and in Chapter 9 we use this definition to analyse the asymptotic behaviour of solutions
(of the vacuum constraints) and establish under what conditions they are asymptotically
flat. Next, in Chapter 10, we introduce the notion of an asymptotically hyperboloidal initial
data set. In Chapter 11 we analyse asymptotically hyperboloidal solutions of the vacuum
constraints. Finally, our findings are summarised in Chapter 12.
6.2 The (2 + 1)-decomposition
In order to write the constraint equations Eqs. (6.1.1) as a Cauchy problem we first perform
a (2 + 1)-decomposition of the initial data sets (γab,Kab) (see Chapter 3 for a more detailed
discussion of the (n + 1)-decomposition). The purpose of this subsection is to introduce
the (2 + 1)-decomposition and the relevant notation. Here we use the same conventions
as in [95] which differs from the notation used by Rácz in [26–29]. We provide a table in
Appendix B.1 comparing the different conventions.
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Consider an arbitrary initial data set (Σ, γab,Kab), where as before, γab is a 3-dimensional
Riemannian metric and Kab is a smooth symmetric tensor field on Σ; at this stage this is
not yet required to be a solution of the vacuum constraints. Recall also that the Levi-Civita
covariant derivative associated with γab is labelled ∇a. We suppose there exists a smooth
function ρ : Σ→ R whose level sets Sρ are smooth 2-surfaces in Σ such that the collection
of all these surfaces is a foliation of Σ. This foliation yields a decomposition of the initial
data set (Σ, γab,Kab), in full analogy to the standard (3 + 1)-decomposition of spacetime as
follows. If ta is a tangent vector in Sρ then ta∇aρ = 0 and the unit co-normal of Sρ is
Na = A∇aρ, (6.2.1)
where A > 0 is the lapse. The first and second fundamental forms induced on each surface
Sρ are










is the map that projects any tensor field defined on Σ orthogonally to a tensor field that is
tangent to Sρ. If the contraction of each index of a tensor field defined on Σ with Na or N
a
is zero then we say that the field is intrinsic (to the foliation of surfaces Sρ). Contracting
all indices of a tensor field with hab yields such an intrinsic tensor field. In fact, any tensor
can be uniquely decomposed into its intrinsic and orthogonal parts in the standard way
Kab = κNaNb +Napb +Nbpa + qab, (6.2.5)
with
κ = NaN bKab, pa = h
c
aN





The field qab is symmetric (i.e. qab = qba) and can be further decomposed into its trace q
and trace-free Qab parts (with respect to hab) as




ab = 0, (6.2.7)
with the relations
q = habqab, Qabh
ab = 0. (6.2.8)
Note that Qab is symmetric (i.e. Qab = Qba).
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Now pick a vector field ρa such that
ρa∇aρ = 1. (6.2.9)
According to Eq. (6.2.1) there must exist a unique intrinsic vector field Ba, called the shift,
such that
ρa = ANa +Ba. (6.2.10)




































where the Ricci scalar associated with the induced metric hab is called
(2)R, and the intrinsic
acceleration is (see Eq. (3.2.5))
vb = N
a∇aNb = −A−1DbA. (6.2.14)














where |Sρ| is the surface area of Sρ and Θ(±) are the in- and outgoing null expansion scalars
defined with respect to suitably normalised future-pointing null normals of Sρ when the
initial data set is embedded into a spacetime. The null expansion scalars can be expressed
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6.3 Evolutionary formulations of the constraints
6.3.1 The original parabolic-hyperbolic formulation
Given the function ρ and the foliation in terms of 2-surfaces Sρ generated as in Chapter 6.2,
the vacuum constraints Eq. (6.1.1) can now be decomposed into their normal and intrinsic

















































Observe that all quantities here are smooth intrinsic tensor fields. It is clear that while
this means that all contractions with Na or Na vanish, contractions with ρ
a do not, e.g.,
pρ := paρ
a = paB
a as a consequence of Eq. (6.2.10). However such “components” pρ do
clearly not constitute a further degree of freedom of the field pa since pρ = paB
a is fully
determined by its “intrinsic components”. Consistent with this, it is easy to check that
the equation for pρ obtained by contracting Eq. (6.3.3) with ρ
c fully decouples from the
remaining equations. We remark that instead of thinking of each field in the equations
above as intrinsic fields on Σ, we could equivalently think of them as 1-parameter families
of fields on S2 defined by the pull-back along the ρ-dependent map
Φρ : S2 → Σ, p 7→ (ρ, p), (6.3.6)
to S2. In the following we shall use abstract indices A,B, . . . for such ρ-dependent ten-
sor fields on S2. Indeed, all indices a, b, . . . in the equations above could be replaced by
A,B, . . ., and, at the same time, each Lie-derivative along ρa by the derivative with respect
to parameter ρ. All of this is well-known for (3 + 1)-decompositions of space-times and is
therefore not discussed any further here.
Eqs. (6.3.1)–(6.3.3) suggest to group the various fields introduced above as follows:
Free data: The fields Ba, Qab, hab and κ are considered as freely specifiable in Eqs. (6.3.1)–
(6.3.3) everywhere on Σ. Notice from the above that
?
k, Da,
(2)R, Qab and F (and
all indexed versions of these intrinsic fields) can be calculated from the free data
everywhere on Σ.
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Unknowns: The fields A, q and pa are considered as unknowns which one attempts to
determine as solutions of Eqs. (6.3.1)–(6.3.3) once the free data above are specified.
Notice that all coefficients in these equations can be calculated from given free data
everywhere on Σ.
Cauchy data: Once free data have been specified, Eqs. (6.3.1)–(6.3.3) are solved as a
Cauchy problem for the unknowns. The Cauchy data1 for A, q and pa are specified
freely on an arbitrary ρ = ρ0-surface of Σ. We always assume that the Cauchy data
for A are positive.
According to [26], it can be shown that given arbitrary smooth Cauchy data for A, q and
pa on an arbitrary ρ = ρ0-leaf of the (2 + 1)-decomposition of Σ, in addition to smooth free
data everywhere Σ, the Cauchy problem of Eqs. (6.3.1)–(6.3.3) in the increasing ρ-direction
is well-posed, i.e, the equations have a unique smooth solution A, q and pa at least in a
neighbourhood of the initial leaf Sρ0 , provided the parabolicity condition holds everywhere
on Σ:
?
k < 0. (6.3.7)
Clearly if
?
k is positive instead, then the Cauchy problem is well-posed in the decreasing ρ-
direction instead. In either case, Eqs. (6.3.1)–(6.3.3) form a quasilinear parabolic-hyperbolic
system. It is important to notice here that
?
k is fully determined by the free data. The condi-
tion Eq. (6.3.7) can therefore be verified prior to solving Eqs. (6.3.1)–(6.3.3). Throughout
this text we frequently refer to Eqs. (6.3.1)–(6.3.3) as the “original parabolic-hyperbolic
system”.
6.3.2 A modified parabolic-hyperbolic formulation
The system Eqs. (6.3.1)–(6.3.3) has been used in several works among which are [95, 96,
100–102]. The particular choice of how to split the fields into free data and unknowns is
however not the only possibility. Motivated by previous studies [95, 96], which indicate an
instability of these equations in the asymptotically flat setting, we now propose a small
modification. One of the key results that we present in (this part of) this thesis is that
we can provide evidence that this instability observed for Eqs. (6.3.1)–(6.3.3) is resolved by
this modification.
Recall now that κ is one of the free data in the formulation introduced in Chapter 6.2
while q is one of the unknowns. Here we propose to introduce a new free data field R and
then set
κ = Rq, (6.3.8)
1We refer to the initial data (q,A, pa) for the Cauchy problem of the constraints as the Cauchy data.
This should not be confused with the initial data for the Einstein field equations (γab,Kab), which we refer
to as initial data sets.
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where q continues to be an unknown. The equations resulting from this are obtained from




































where, F takes the same form as in Eq. (6.3.5) and E becomes






We shall refer to these equations as the modified parabolic-hyperbolic system while Eqs. (6.3.1)–
(6.3.3) shall often be labelled as the original parabolic-hyperbolic system.
First we observe that this modification has changed the principal part of the system.
It turns out that Eqs. (6.3.9)–(6.3.11) is still parabolic-hyperbolic. First, the principal
part of Eq. (6.3.9) is unchanged (and is therefore parabolic provided the same parabolicity
condition Eq. (6.3.7) as before holds), and second, the subsystem Eqs. (6.3.10) – (6.3.11) is









+R > 0, (6.3.14)
where hce is the intrinsic inverse of hab. We refer to Eq. (6.3.14) as the hyperbolicity
condition. This now suggests the following choices:
Free data: The fields Ba, Qab, hab and R are free data everywhere on Σ.
Unknowns: The fields A, q and pa are the unknowns.
Cauchy data: The initial value of the fields A, q and pa is the Cauchy data.
It follows that for arbitrary free data, for which both the parabolicity condition Eq. (6.3.7)
and the hyperbolicity condition Eq. (6.3.14) hold, Eqs. (6.3.9)–(6.3.11) is a quasilinear
parabolic-hyperbolic system and the Cauchy problem in the increasing ρ-direction is there-
fore well-posed (at least locally). Both Eqs. (6.3.7) and (6.3.14) are conditions on the free
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data as before. We remark that our hyperbolicity condition here should not be confused
with the hyperbolicity condition found by Rácz in his algebraic-hyperbolic formulation [28]
(which we discuss in Chapter 6.3.3). We briefly comment on the claim in [96] that it is suf-
ficient to interpret our modified formulation Eqs. (6.3.9)–(6.3.11) of the vacuum constraints
(introduced in [98]) as the special case of Rácz’s “original” formulation Eqs. (6.3.1)–(6.3.3)
where the free field κ is chosen to be determined by Eq. (6.3.8) in terms of some given field
R and the unknown q “on the fly” at each time step of the evolution; see Section 4.3.1
in [96]. While this claim is evident on the one hand (because both the modified and the
original formulations represent the same Einstein vacuum constraints), it may also be mis-
leading. The reason is that this point of view neglects the significant role played by the
new hyperbolicity condition Eq. (6.3.14) implied by the new principal part of the resulting
PDEs. Indeed it is possible to construct numerical examples which do not converge when
Eq. (6.3.14) is violated.
At this stage, our motivation for this modification, is not yet clear. We shall address
this further in Chapter 9.
6.3.3 An algebraic-hyperbolic formulation of the constraints
We end this subsection by discussing Rácz’s ‘algebraic-hyperbolic’ formulation of the con-
straints (for a more detailed discussion see [26,43]).
As a starting point for this formulation we first consider Eqs. (6.3.1)–(6.3.3) and sup-
pose that quantity κ (introduced in Chapter 6.2) is chosen as an algebraic solution of the












Observe carefully that Eq. (6.3.15) implies that q must a be strictly non-zero function on
Σ. Moreover, we note that picking κ in this way means that the lapse A can no longer be
treated as an unknown. The equations resulting from this choice of κ are obtained from






























where (3)R is given by Eq. (6.2.13) and κ by Eq. (6.3.15). We refer to these equations as
the algebraic-hyperbolic system.
Observe now that picking κ in this way has clearly changed the principal part of the sy-
stem. According to [26], it turns out that Eqs. (6.3.15)–(6.3.17) is hyperbolic. In particular
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κq > 0. (6.3.19)
We refer to Eq. (6.3.19) as the algebraic-hyperbolicity condition. This should not be con-
fused with the hyperbolicity condition Eq. (6.3.14) associated with the modified parabolic-
hyperbolic system.
All of this suggests that we split the (2 + 1)-fields in the following way:
Free data: The fields Ba, Qab, hab and A are the free data everywhere on Σ.
Unknonws: The quantities q and pa are considered as the unknowns.
Cauchy data: The initial value of the fields q and pa is the Cauchy data.
It follows that for arbitrary free data, for which the algebraic-hyperbolicity condition
Eq. (6.3.19) holds, Eqs. (6.3.15)–(6.3.17) is a non-linear algebraic-hyperbolic system and the
Cauchy problem in both the increasing and decreasing ρ-directions is therefore well-posed
(at least locally). Note, however that the algebraic-hyperbolicity condition Eq. (6.3.19)
depends on one of the unknowns. It follows then that even if Eq. (6.3.19) holds initially, it
cannot a priori be guaranteed to remain satisfied throughout the evolution.
Chapter 7
Kerr-Schild-like initial data sets &
their numerical implementation
7.1 Kerr-Schild-like backgrounds
In this section we introduce data sets (without imposing the constraints yet) of Kerr-Schild
form. Such data sets were the basis of our previous work in [49, 95] and we shall continue
to use them here in our numerical simulations. In this work we introduce such data sets as
follows:
Definition 10. A data set (Σ, γab,Kab) is called Kerr-Schild-like if Σ = R3 \ B where B
is an open ball in R3 and there exists a smooth function V : Σ → R with V < 1, a smooth
co-vector field la and a symmetric tensor field γ̇ab such that




(∇a (V lb) +∇b (V la)− γ̇ab) , (7.1.1)




its inverse, and la satisfies the condition(
δ−1
)ab
lalb = 1. (7.1.2)
An example of a Kerr-Schild-like data set is the standard ingoing Kerr-Schild-Schwarzschild
slice given by la = ∇ar, V = −2m/r and γ̇ab = 0. For a detailed discussion of the Kerr
solution we refer the interested reader to [103].
Let us now proceed by providing some useful formulas derived from this definition. First,
we define the vector l̃a as
l̃a = (δ−1)ablb, (7.1.3)
so that the relationship
l̃ala = (δ
−1)ablalb = 1 (7.1.4)
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is satisfied. The contravariant metric γab is then given as












Suppose now we have chosen a smooth function ρ on Σ with the properties discussed
in Chapter 6.2 giving rise to a foliation S in terms of level sets Sρ diffeomorphic to the
2-sphere. We restrict to the case where la is normal to Sρ, i.e,






From Eqs. (6.2.1), Eq. (7.1.7) and Eq. (7.1.6) we find that
Na =
√
1− V la, (7.1.9)
which means that the lapse defined in Eq. (6.2.1) is
A = f
√
1− V . (7.1.10)
It now follows from Def. 10 and Eq. (6.2.2) that
hab = δab − lalb. (7.1.11)
Given adapted coordinates (ρ, ϑ, ϕ) on Σ, the shift vector field Ba is determined by
∂aρ = ρ





















































where va is given by Eq. (6.2.14). The quantities q and Qab are then determined by
Eq. (6.2.7).
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7.2 Numerical implementation of Kerr-Schild-like backgrounds
7.2.1 Generating multiple black hole initial data sets
We now present a summary of our binary black hole model, which shall play a key role in
our numerical investigations. The numerical methods presented in this subsection were first
developed in the author’s Masters thesis [49]. A more in-depth discussion of this model and
how it is implemented can be found in [95]. To solve the constraint equations (Eqs. (6.3.1)–
(6.3.3) or Eqs. (6.3.9)–(6.3.11)) we must first construct a background from which the free
data can be read off. In our construction, we build Kerr-Schild backgrounds which allow
us to make use of the formalism presented in Chapter 7.1. We interpret this background
as describing multiple black holes. Note that our construction procedure is largely ad hoc
and certainly not unique.
In order to use the formalism presented in Chapter 7.1, we will restrict our attention to
the case in which la is orthogonal to the surfaces Sρ. Once calculated, we use la to build a
background initial data set from which the free data is read off.
We now discuss how ρ is to be constructed. Inspired by the ideas presented in [87] we
introduce an intermediary function u which we use to define both our foliation and our
adapted coordinates. If there is a total of n black holes then the function is






where Mi and ri(xi, yi, zi) are, respectively, the masses and coordinate separation of each
black hole
ri(xi, yi, zi) =
√
(x− xi)2 + (y − yi)2 + (z − zi)2, (7.2.2)
where (xi, yi, zi) is the location (in Cartesian coordinates) of the black hole mass Mi. Given






For the remainder of this work we will restrict ourselves to the n = 2 case with M1 =
M+,M2 = M−, r1 = r+ and r2 = r−. The corresponding separation distances are
r± = (0, 0,±Z±), (7.2.4)
for constants Z± ≥ 0. In contrast to [49,95], we impose the centre of mass condition
Z+M+ − Z−M− = 0, (7.2.5)
and therefore choose
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Figure 7.1: Two contour plots of ρ = constant for M+ = M− = 1/2. The left graph shows
contours for ρ near Z with the blue dots representing the two masses. The right graph
shows contours for ρ  Z. Clearly, as ρ becomes infinite the foliation approaches round
2-spheres.
In the special case M+ = M− we have Z+ = Z− = Z. The main effect of this centre of
mass condition is that the radial coordinate ρ approaches the round sphere radius r as









x2 + y2 + z2 (7.2.8)
in the limit r → ∞. Observe that this is a stronger convergence than our choice in [95],
which gave us ρ = r + O(1). We have shown some contour plots [98, 99] of the surfaces
described by ρ = constant in Fig. 7.1. It is clear from Fig. 7.1 that the surfaces undergo a
topology change (a bifurcation) as ρ varies. Determining the critical value ρcrit gives
ρcrit =





For ρ < ρcrit each contour is the union of two disconnected 2-spheres. For ρ > ρcrit each ρ =
constant-surface is diffeomorphic to a single 2-sphere. The set of all ρ-surfaces satisfying
Eq. (7.2.9) gives rise to a foliation of the exterior region of R3. In the special case M+ = M−
we find that ρcrit = Z.
Notice that there are two further freedoms afforded to us in this construction, namely,
the choice of V and γ̇ab. In this work we shall consider two different choices of these
quantities. The particular choices we make are discussed in the relevant chapters.
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7.2.2 Numerical implementation
Given a background data set constructed as in Chapter 7.2.1, the next task is to numerically
solve the Cauchy problem of Eqs. (6.3.1)–(6.3.3) (or Eqs. (6.3.9)–(6.3.11)) with free data
determined by this background. As discussed in more detail in [95] (see also [49]), while the
background data sets are given in Cartesian coordinates (x, y, z) on Σ, or, equivalently in
corresponding spherical coordinates (r, θ, φ) using Eq. (7.2.8), the evolutions of Eqs. (6.3.1)–
(6.3.3) (or Eqs. (6.3.9)–(6.3.11)) must be performed in adapted (2 + 1)-coordinates (ρ, ϑ, ϕ)
where ρ is given by Eq. (7.2.3) and where (ϑ, ϕ) are intrinsic polar coordinates on each
ρ = const-surface diffeomorphic to S2. As in [49,95] we choose
ϑ = θ, ϕ = φ. (7.2.10)
This completely fixes the coordinate transformation between the two coordinate systems
(r, θ, φ) and (ρ, ϑ, ϕ) on Σ.
Since the exterior region is foliated by 2-spheres, we can apply the spin-weight formalism
following [34, 39–43] (see Chapter 2.2). We express the covariant derivative operator Da
(defined with respect to the intrinsic metric hab) in terms of the covariant derivative operator
D̂a defined with respect to the round unit-sphere metric Ωab; recall that Da − D̂a can be
expressed by some smooth intrinsic tensor field. Using Chapter 2.2, we can then express the
covariant derivative operator D̂a in terms of the ð- and ð′-operators [34]. Once all of this
has been completed for all terms in Eqs. (6.3.1)–(6.3.3), each of these equations and each
term end up with a consistently well-defined spin-weight. Most importantly, however, all
terms are explicitly regular: Standard polar coordinate issues at the poles of the 2-sphere
disappear when all quantities are expanded in terms of spin-weighted spherical harmonics
and Eqs. (2.2.11) and (2.2.12) are used to calculate the intrinsic derivatives. From the
numerical point of view this gives rise to a (pseudo)-spectral scheme. We can therefore
largely reuse the code presented in [95] subject to two minor changes: (1) The definition of
ρ now allows that Z+ 6= Z− in agreement with Eq. (7.2.6) and, (2) Our code now allows
for arbitrary choices of V and γ̇ab. These changes do not significantly affect our numerical
methods. All of the simulations presented in this thesis were carried out using the adaptive
SciPy ODE solver odeint1.
Notice that the background data sets constructed in Chapter 7.2.1 are axially symmetric
and hence there is no dependence on the angular coordinate ϕ = φ. Motivated by this we
restrict to numerical solutions of Eqs. (6.3.1)–(6.3.3) with that same symmetry in all of what
follows. We can therefore restrict to the axisymmetric case of the spin-weight formalism in
Chapter 2.2.
Let us finish this section by briefly discussing our spatial discretisation: We employ
a uniform grid with N points. If N is large enough to resolve all spatial features of the
solution, then increasing N does not significantly effect the asymptotic behaviour of the
solution (in fact, oversampling may be a significant error source). Unless stated otherwise
1See https://docs.scipy.org/doc/scipy/reference/generated/scipy.integrate.odeint.html.
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we always set N = 11. We find that this is large enough to ensure that the solutions always
converge.
Chapter 8
Asymptotically flat initial data sets
8.1 Asymptotic flatness
We first discuss solutions that are asymptotically flat. Asymptotically flat initial data
sets arising as a solution of the original parabolic-hyperbolic formulation of the constraints
Eqs. (6.3.1)–(6.3.3) have been discussed by us before in [49,95] (see also [43]). As such, (in
this chapter, and the one that follows) we shall restrict our attention to initial data sets
that arise as solutions of our modified parabolic-hyperbolic formulation of the constraints
Eqs. (6.3.9)–(6.3.11). The results that we present in these two chapters have been published,
by us, in [98]. The goal of the present chapter is to introduce the precise definition of an
asymptotically flat initial data set and discuss its implications for the (2+1)-decomposition.
It should be emphasized that, in this chapter, we do not yet impose the constraint equations.
Let us now define an asymptotically flat initial data set. The definition we use here
originates from [104].
Definition 11. The triple (Σ, γab,Kab) with Σ = R3\B where B is an open ball in R3 is
called an asymptotically flat initial data set provided there exist coordinates {xi} on Σ such


























where δij = diag(1, 1, 1). The quantity M ∈ R is called the ADM mass.
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8.2 Asymptotic radial expansions and asymptotically flat ini-
tial data sets
In this chapter we discuss the asymptotic behaviour of initial data sets without imposing
the (vacuum) constraints (yet). As discussed in Chapter 8.1 our primary interest, in this
chapter, is in the construction of asymptotically flat initial data sets. The purpose of the
present section is to discuss exactly what Def. 11 means for the (2 + 1)-quantities that were
introduced in Chapter 6.2.
As in [43, 95] we restrict now to the case Σ = R3\B where B is an arbitrary fixed
open ball in R3 in all of what follows. Moreover, we assume that the level sets of ρ are
diffeomorphic to 2-spheres. This implies that we can assume that
Σ = (ρ−,∞)× S2, (8.2.1)
for some ρ− > 0 and we write the points in Σ as (ρ, p) with ρ ∈ (ρ−,∞) and p ∈ S2. Observe
carefully that we often use the same symbol ρ for the real parameter ρ ∈ (ρ−,∞) and for
the function ρ defined by (ρ, p) 7→ ρ used for the (2 + 1)-decomposition. Consider now the
manifold Σ = (ρ−,∞)× S2 for some ρ− > 0 as before. An initial data set (not necessarily
a solution of the vacuum constraints1) is equivalently specified by a Riemannian metric γab
and smooth symmetric tensor field Kab on Σ, or, by the fields (A, κ, q, pa, Ba, Qab, hab) on
Σ as in Chapter 6.2. We shall often speak of (A, κ, q, pa, Ba, Qab, hab) as the (2 + 1)-fields
associated with (γab,Kab), or, equivalently of (γab,Kab) as the initial data set associated
with the (2 + 1)-quantities (A, κ, q, pa, Ba, Qab, hab).
Let us now introduce some more notation and further structure. Given any ρ ∈ (ρ−,∞),
let Φρ : S2 → Σ be the map p 7→ (ρ, p) introduced earlier. Recalling the index conventions
before, we let (Ω−1)AB be the contravariant round unit metric on S2. Sometimes it is useful
to use standard polar coordinates (ϑ, ϕ) on S2 in terms of which the components of (Ω−1)AB
take the form of the matrix diag(1, csc2(ϑ)). Given now an arbitrary smooth intrinsic tensor
field Ta...b on Σ, let TA...B be the (ρ-dependent) pull-back to S2 as discussed before. We
then define the ρ-dependent norm
|Ta...b|2 := TA′...B′TA...B(Ω−1)AA
′ · · · (Ω−1)BB′ . (8.2.2)
Notice that this is a norm only for intrinsic tensor fields on Σ. Given this we write Ta...b =
O(ρ−k) provided there is a uniform constant C such that |Ta...b| ≤ Cρ−k sufficiently close












1Initial data sets that are solutions of the vacuum constraints are discussed in the chapter that follows
this one.
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where the coefficients T (i)a...b are smooth intrinsic tensor fields on Σ which do not depend on
ρ, i.e. LρT (i)a...b = 0. If Ta...b = O(1) then we say Ta...b has an asymptotic radial expansion of
order 0. In order to simplify the notation, we sometimes shall use these notions of the norm
and the O-symbol for general tensor fields on Σ even when they are not intrinsic. In this
case observe that this norm and this O-symbol are “completely blind” to all “transversal
components” of the tensor field.
For the following it is also useful to define Ωab as the tensor field on Σ with the property
ρaΩab = 0 whose pull-back along the map Φρ above equals the covariant round unit metric
on the 2-sphere for each ρ, i.e. the inverse of (Ω−1)AB. Notice carefully that Ωab defined this
way is not intrinsic to the foliation (unless the shift vector field Ba vanishes). Its components
with respect to adapted coordinates (ρ, ϑ, ϕ) on Σ as introduced before correspond to the
matrix diag(0, 1, sin2(ϑ)).
In all of what follows we shall assume without further notice that ρ− is sufficiently large
so that all (2 + 1)-quantities are well-defined.
Asymptotic flatness therefore implies conditions on the asymptotics of (2+1) quantities
associated with an initial data set (Σ, γab,Kab); see also [43,95,96].
Proposition 1 (Asymptotically flat data sets). A data set (Σ, γab,Kab) is asymptoti-
cally flat with ADM mass A(1) provided all corresponding (2 + 1)-fields have the following
asymptotic radial expansions:
1. The expansion of A is of order 2 with A(0) = 1 and A(1) = constant.
2. The expansion of Ba is of order 1 with B
(0)
a = 0.
3. The expansion of hab is of the form ρ
−2hab = Ωab +O(ρ
−2).
4. The expansion of q is of order 2 with q(0) = q(1) = 0.
5. The expansion of pa is of order 1 with p
(0)
a = 0.
6. The expansion of Qab is Qab = O(1).
7. The expansion of κ is of order 2 with κ(0) = κ(1) = 0.
Proof. As stated above, we assume that Σ = (ρ−,∞)×S2 with radial parameter ρ. For the
following it is useful to introduce coordinates (ρ, ϑ, ϕ) on Σ where (ϑ, ϕ) are the standard
polar coordinates on each leaf diffeomorphic to S2. As mentioned before the components of
Ωab with respect to these coordinates take the form diag(0, 1, sin
2 ϑ). Under the assumptions
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where the O-symbol for each component here is interpreted as that for scalar functions on
R3. With respect to the new radial coordinate
R = ρ−A(1), (8.2.5)




1, R2, R2 sin2 ϑ
)
+








where ω2 = 1+ 2A
(1)
R . Transforming the polar coordinates (R,ϑ, ϕ) to Cartesian coordinates
in the standard way, we finally obtain
γij = ω
2diag (1, 1, 1) +





























as required for asymptotic flatness. We can therefore identify A(1) with the quantity M .
The same arguments applied to Kab yield that the condition for asymptotic flatness is
satisfied provided κ(0) = κ(1) = 0, p
(0)
a = 0 (which follow directly from assumptions 5 and
7) and qab = O(1) (which is equivalent to assumptions 4 and 6).
8.3 Consequences for Kerr-Schild-like data sets
For our purposes in this work it turns out to be useful to construct asymptotically flat
initial data sets in Kerr-Schild form. With this in mind we now discuss the consequences
of Proposition 1 for Kerr-Schild-like initial data sets. To this end we suppose that manifold
Σ = (ρ−,∞) × S2 is equipped with an adapted coordinate system (ρ, θ, φ) as before, and
we introduce a scalar function r = r(ρ, θ, φ), on Σ, such that r has asymptotic expansion
r = ρ+O(ρ−1). (8.3.1)
Notice carefully that there is no O(1)-term in this asymptotic radial expansion. In terms
of this function r, we assume that the flat metric δab takes the form
δab = ∇ar∇br + r2Ωab, (8.3.2)
where Ωab was introduced above. Recall now that Kerr-Schild-like initial data sets afford
us two more freedoms. Namely, the function V and the symmetric tensor γ̇ab. To discuss
these further, we first consider the following decomposition of γ̇ab:
γ̇ab = δκNaNb + 2δp(aNb) +
1
2
δqhab + δQab (8.3.3)
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in terms of smooth scalar fields δκ and δq, a purely intrinsic field δpa and a purely intrinsic
trace-free field δQab on Σ. Given Eq. (8.3.1) it is straightforward to show that the function
f in Eqs. (7.1.7) and (7.1.8) is f = 1 + O(ρ−2), and that the free data fields hab and Ba
have asymptotic radial expansions
hab = ρ
2Ωab +O(ρ
−1), Ba = O(ρ
−1), (8.3.4)
which follows from Eqs. (7.1.11) and (7.1.13). Moreover, it then follows from Proposition 1,
and from the formulas given above, that the Kerr-Schild-like data set is asymptotically flat,
and that the 2 + 1-quantities can be written as
A = 1 +O(ρ−1), κ = O(ρ−2), q = O(ρ−2), Qab = O(1), (8.3.5)
provided V has an asymptotic radial expansion
V = −V (1)ρ−1 +O(ρ−2), (8.3.6)
where V (1) is a strictly positive constant, and, if ρ−2δκ, ρ−2δq, ρ−2δpa and ρ
−2δQab are
all O(1). It then follows from Proposition 1 that the corresponding initial data set is
asymptotically flat. Note that, in principle, one can derive more general conditions, however
we find that these are sufficient for our purposes here.
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Chapter 9
Asymptotically flat solutions of the
modified parabolic-hyperbolic
system
9.1 Analytical investigation of the modified parabolic-hyperbolic
system
In this chapter we (analytically) analyse the asymptotics of vacuum initial sets obtained as
solutions of Eqs. (6.3.9)–(6.3.11). Recall that Eqs. (6.3.1)–(6.3.3) have been analysed (in
the asymptotically flat setting) in [95, 96]. We present evidence that all the instabilities
regarding asymptotic flatness, which were found for the original system, are resolved by
the modification that was introduced in Chapter 6.3.2. The general idea here and in the
following is to pick a background initial data set (in general not a solution of the constraints)
which is asymptotically flat according to Proposition 1 in a first step. From this background
data set, we then read off the free data for solving Eqs. (6.3.9)–(6.3.11) in a second step.
9.1.1 The spherically symmetric case
We start by investigating the simpler spherically symmetric case in which Eqs. (6.3.9)–
(6.3.11) reduce to a system of ordinary differential equations. To this end we consider
backgrounds in Kerr-Schild-like form as in Chapter 7.1 with Eqs. (7.1.15) – (7.1.17). We
impose spherical symmetry by requiring that V only depends on ρ and that r = ρ. We also
choose γ̇ab = 0. The (2 + 1)-quantities defined by this are
Qab = 0, hab = ρ
2Ωab, Ba = 0, R =
(2− V )ρ










, pa = 0, A =
√
1− V . (9.1.2)
73
74 CHAPTER 9. ASYMPTOTICALLY FLAT SOLUTIONS OF THE CONSTRAINTS
In order to ensure that R is a smooth quantity, we assume that ∂ρV/V is well-defined and
finite for all ρ > 0.
We use Eq. (9.1.1) now as a background to determine the free data for the modified
parabolic-hyperbolic system Eqs. (6.3.9)–(6.3.11). Since q, pa and A are supposed to be
found as solutions of the equations we therefore ignore Eq. (9.1.2). In order to appeal to
spherically symmetry, we look for solutions under the restriction pa = 0 and where the
unknowns A and q only depend on ρ. With this, Eqs. (6.3.9)–(6.3.11) take the form















It is surprising1 that for any function V which satisfies the previous restrictions, we can










(1− V ) (ρ− 2m) + ρ C2V 2
, (9.1.6)
where m, C ∈ R are free constants. It is interesting to notice that this only agrees with
Eq. (9.1.2) if C = 1 and V = −2m/ρ. Irrespective of the choice of V , the Hawking
mass [105] of each surface Sρ of the resulting vacuum initial data set turns out to be
mH = m, (9.1.7)
and is therefore independent of ρ.
Since we study vacuum solutions in somewhat more detail in the next subsection, let us




for an arbitrary constant V ∈ R. From the discussion at the end of Chapter 8.2, the
background data set above is therefore asymptotically flat with mass V/2. With this choice
the solutions Eq. (9.1.5)–(9.1.6) have the following asymptotic expansions























It is a consequence of Proposition 1 that the resulting vacuum initial data set is therefore
asymptotically flat with ADM mass m ∈ R irrespective of the choice of V > 0 and C ∈ R. In
contrast to our findings in [95] for the original system, this demonstrates that the modified
parabolic-hyperbolic system “performs significantly better” and in a far more stable manner
in the asymptotically flat setting. It is interesting that the background mass V/2 and the
ADM mass m of the resulting vacuum data set are generally distinct.
1This is not possible for the original system; see [95].
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9.1.2 Solving the modified parabolic-hyperbolic system on an asympto-
tically flat background
In this subsection we use asymptotic expansions to study the asymptotics of vacuum initial
data sets obtained by the modified system Eqs. (6.3.9)–(6.3.11) for a large class of back-
grounds without imposing symmetries. Assuming certain asymptotic radial expansions are
valid and the free data satisfy appropriate assumptions, we demonstrate that the solutions
of the constraints are always asymptotically flat in consistency with our findings in the
spherically symmetric case, discussed in Chapter 11.1.2. In the section following this one,
we then support the strong assumptions which we are required to make here by numerical
computations. We focus on the modified system Eqs. (6.3.9)–(6.3.11). We refer to [95] for
a corresponding result for the original system Eqs. (6.3.1)–(6.3.3) which demonstrates that
general solutions of the original system are not asymptotically flat.
Proposition 2. Let Σ = (ρ−,∞) × S2 for some ρ− > 0. Consider arbitrary smooth free
data fields R, Ba, Qab and hab on Σ with the properties:
1. The scalar function R has an asymptotic radial expansion of order 2 such that R(0) =
−1/2 and R(1) is a strictly positive function.




3. The symmetric tracefree intrinsic tensor field Qab has an asymptotic radial expansion





4. The symmetric intrinsic tensor field hab has an asymptotic radial expansion of the





Then the parabolicity and the hyperbolicity conditions, see Eqs. (6.3.7) and (6.3.14), hold
for sufficiently large ρ, and, for any solution A, q, pa of the modified parabolic-hyperbolic
system Eqs. (6.3.9)–(6.3.11) with the properties
1. A is strictly positive and has an asymptotic radial expansion of order 2,
2. q has an asymptotic radial expansion of order 2,
3. pa is an intrinsic co-vector field with an asymptotic radial expansion of order 2,
we find
q(0) = q(1) = 0, p(0)a = p
(1)
b = 0, A
(0) = 1, A(1) = constant. (9.1.10)
The vacuum initial data set corresponding to the (2+1)-quantities (A, q, pa,R, Ba, Qab, hab)
is therefore asymptotically flat with ADM mass A(1).
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The conditions for the free data fields are compatible with Proposition 1. Observe,
however, that the restriction for Qab and R are in fact stronger than the ones required by
Proposition 1. The additional condition on R ensures that Eq. (6.3.14) holds in addition to
Eq. (6.3.7). It is a non-trivial outcome of the analysis that Proposition 2 would in general
not hold if R(0) 6= −1/2.










as a consequence of the hypothesis and that therefore Eq. (6.3.7) holds for sufficiently large












and that the assumption R(1) > 0 therefore implies Eq. (6.3.14) for sufficiently large ρ
as well. Eqs. (6.3.9)–(6.3.11) are therefore parabolic-hyperbolic asymptotically. Now we
attempt to solve Eqs. (6.3.9)–(6.3.11) order by order in ρ. The two leading orders of








=: F [A(0)], (9.1.13)
where ∆̂ is the Laplace operator associated with the round 2-sphere metric ΩAB. It is clear
that A(0) = 0 cannot be a solution and we rule out all negative solutions by assumption.
One positive solution is A(0) = 1. In fact, this is the only smooth strictly positive solu-
tion: Suppose there were two different smooth strictly positive solutions A(0) and Ã(0) of
Eq. (9.1.13). Then a standard integration by parts argument implies
− ‖D̂(A(0) − Ã(0))‖2 =
〈
A(0) − Ã(0), F [A(0)]− F [Ã(0)]
〉
, (9.1.14)
where the norm and the scalar product here are the standard L2-norm and L2-scalar product
on the 2-sphere with respect to Ωab. One can easily check that







Since the fraction on the right-hand side is strictly positive if A(0) and Ã(0) are strictly
positive, the right-hand side of Eq. (9.1.14) is therefore non-negative. Since the left-hand
side however is non-positive, the implies that A(0) and Ã(0) can differ at most by a constant.
However, one can easily check that A(0) = 1 is the only positive constant solution. Given
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a = 0. Finally, we look at
the third order (ρ−3)-term of Eq. (6.3.11) to get
∆̂A(1) = 0, (9.1.16)
from which we conclude that A(1) is an arbitrary constant. Proposition 1 now implies that
these solutions are asymptotically flat and that A(1) is the ADM mass.
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9.2 Numerically constructing asymptotically flat initial data
sets
9.2.1 Asymptotically flat Kerr-Schild-like background
In this subsection here we now numerically construct asymptotically flat solutions of Eqs. (6.3.9)–
(6.3.11), using the code discussed in Chapter 7.2.2. Recall that using this code requires us
to first choose the function V and the tensor γ̇ab. We pick
V = −2u, δκ = δq = 0, δpa = 0, δQab = 0, (9.2.1)
where u is given by Eq. (7.2.1). Recall from Chapter 8.3 that γ̇ab can be reconstructed
from the quantities δκ, δq, δpa and δQab through the use of Eq. (10.3.4) (in this particular
case we have γ̇ab = 0). With these choices we find that the corresponding background is
asymptotically flat in accordance with Proposition 2.
We note that for fixed M+,M− and Z,
?
k and R can always be calculated in terms of




















It is clear then that there exists a ρ? such that
?
k is strictly negative (and hence the paraboli-
city condition Eq. (6.3.7) holds) and R+1/2 is strictly positive (and hence the hyperbolicity
condition Eq. (6.3.14) holds) for all ρ > ρ?. This is consistent with Proposition 2. It is
not a problem that we have not found an explicit formula for ρ?, as we always numerically
check that the parabolicity and hyperbolicity conditions are satisfied on the entire numeri-
cal domain. In fact, by direct calculation, we can now show that for any M+,M− and Z as
above, the hypothesis of Proposition 2 for κ,Ba, Qab and hab is always satisfied, at least for
all sufficiently large ρ. The hypothesis about the unknown fields A, q and pa can, however,
as a matter of principle, not a-priori be verified. One of the primary goals of the following
subsections is to provide numerical evidence that the unknowns (A, q, pa) and pa satisfy the
assumptions (and hence conclusions) of Proposition 2, namely that the resulting vacuum
initial data sets are always asymptotically flat.
9.2.2 Axisymmetric perturbations of single Schwarzschild black hole ini-
tial data
In this subsection we now use the background data set given in Chapter 7.2.1 (with V and
γ̇ab given in Chapter 9.2.1) for M+ = 1 and M− = Z = 0 (i.e. the “single black hole case”).
The free data for Eqs. (6.3.9)–(6.3.11) are therefore given by Eq. (9.1.1) with V = −1/ρ.
It follows from Chapter 9.1.1 that









, p̊a = 0, (9.2.3)
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Figure 9.1: The decay plot of the numeri-
cally calculated quantity ‖A− 1‖ for the
“single black hole case” obtained by sol-
ving Eqs. (6.3.9)–(6.3.11) with ε = 10−2,
N = 11 and a numerical error tolerance
of 10−12.










Figure 9.2: The decay plot of the nu-
merically calculated quantity ‖q‖ for the
“single black hole case” obtained by sol-
ving Eqs. (6.3.9)–(6.3.11) with ε = 10−2,
N = 11 and a numerical error tolerance
of 10−12.
is a particular solution of Eqs. (6.3.9)–(6.3.11) representing single Schwarzschild black hole
initial data of unit mass (in spherical symmetry). The point is now to generate axisymmetric
(non-linear) perturbations of this solution by solving Eqs. (6.3.9)–(6.3.11) with the same free
data, but with the following perturbed Cauchy data imposed at2 ρ0 = 3:
q|ρ=ρ0 = q̊|ρ=ρ0 + ε sin (θ) , A|ρ=ρ0 = Å
∣∣∣
ρ=ρ0
+ ε sin (θ) , pa|ρ=ρ0 = 0, (9.2.4)
for some freely specifiable constant ε ∈ R. For small values of ε, we can interpret the
resulting vacuum initial data sets as perturbations of single Schwarzschild black hole ini-
tial data. Moreover, in the limit ε → 0 we find that the unknowns approach the exact
background given by Eq. (9.2.3).
Given these background data and Cauchy data, we then numerically solve Eqs. (6.3.9)–
(6.3.11). Using the spin-weight formalism (discussed in Chapter 2.2) we find that these
2For the single black hole case the foliation does not bifurcate, see Eq. (7.2.9), and so all values ρ0 > 0
are allowed.
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Figure 9.3: The decay plot of the numerically calculated quantity ‖p‖ = ‖p̄‖ for the “single
black hole case” obtained by solving Eqs. (6.3.9)–(6.3.11) with ε = 10−2, N = 11 and a
numerical error tolerance of 10−12.






































































































The quantities A and q have spin-weight zero, while p and p̄ have spin-weight 1 and −1,
respectively. For this particular symmetry (and the particular representation of the under-
lying bundle) we can assume that
p = p̄. (9.2.11)








( = 1|A |2)/( = 0|A |2)
Slope:-4.07
Figure 9.4: Mode decay plot of the numeri-
cal solution for the “single black hole case”
obtained by solving Eqs. (6.3.9)–(6.3.11)
with the same parameters as Fig. 9.2.








Figure 9.5: Estimate of the ADM mass for
the “single black hole case” obtained by sol-
ving Eqs. (6.3.9)–(6.3.11) with the same pa-
rameters as Fig. 9.2.
In order to present our numerical calculations and use them to check the predictions from
Proposition 2 we consider the sup-norm over S2 defined, for any smooth scalar function








Ωabpa(ρ, ϑ)pb(ρ, ϑ) = max
ϑ∈[0,π]
√
p(ρ, ϑ)p̄(ρ, ϑ). (9.2.13)
In a first instance, we expect the following behaviour
















for all of the solutions above according to Proposition 2. Figs. 9.1–9.3 show that the
numerical solutions are indeed consistent with this. The particular numerical solution shown
there was produced with ε = 10−2, an absolute and relative error tolerance for the adaptive
ODE solver of 10−12, and for N = 11, where N is the number of spatial points in the
ϑ-direction. We have repeated the same numerical experiments with smaller values of ε as
well and found the same qualitative behaviour in agreement with Proposition 2. In order
to numerically determine the decay rates we use the scipy function curve fit3.
3See https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.curve_fit.html.
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However, in order to demonstrate full consistency with Proposition 2 we must show that









for a constant A(1) (which then represents the ADM mass). We proceed as follows to
numerically support the claim that this is indeed true. If the first two orders of A are












must decay like O(ρ−4). In Fig. 9.4 we see that this is indeed the case for ε = 10−2.
Let us now discuss how we numerically calculate the ADM mass. In accordance with
Proposition 2, we have









see Eq. (2.2.14). Since A(1) = A(1) follows from the above, we therefore find






This suggests that we define
mN (ρ) = ρ (A(ρ)− 1) , (9.2.19)
as a numerical estimate for the ADM mass mADM . In particular, we get






as confirmed by Fig. 9.5. Given all this it becomes clear that the numerical estimate for the
mass mN becomes better as ρ becomes larger. We find, however, that the numerical errors
in numerically solving the constraints become significant if we go further than ρ ∼ 103. It
is natural then to wonder how good the approximation mADM = mN (10
3) is. For this we
consider the quantity
EA[mADM ] = |mN (2ρ)−mN (ρ)|, (9.2.21)
which is calculated for ρ = 103 as a measure of the absolute error. For our example case,
with ε = 10−2, we find
mADM = 0.9942, EA[mADM ] = 2.34× 10−6. (9.2.22)
Notice that the relative error is of order ∼ 10−6. As was mentioned above, this is likely due
to the error associated with measuring mADM at a finite value of ρ. However, due to the
errors generated by numerically solving the constraints for very large values of ρ, we need
to accept whatever error we have at that point in the measurement of the mass.
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Figure 9.6: The decay plot of the nume-
rically calculated quantity ‖A −
√
V/ρ‖
for the “binary black hole case” obtai-
ned by solving Eqs. (6.3.9)–(6.3.11) with
M+ = M− = 1/2, Z = 1, ρ0 = 3 and a
numerical error tolerance of 10−12.












Figure 9.7: The decay plot of the nume-
rically calculated quantity ‖q − 2/
√
V‖
for the “binary black hole case” obtai-
ned by solving Eqs. (6.3.9)–(6.3.11) with
M+ = M− = 1/2, Z = 1, ρ0 = 3 and a
numerical error tolerance of 10−12.












Figure 9.8: The decay plot of the numerically calculated quantity ‖p‖ = ‖p̄‖ for the “binary
black hole case” obtained by solving Eqs. (6.3.9)–(6.3.11) with M+ = M− = 1/2, Z =
1, ρ0 = 3 and a numerical error tolerance of 10
−12.
9.2.3 Binary black hole-like initial data sets
In this subsection we repeat essentially the same numerical experiments as before with two
changes: (1), the background data set is now determined with parameters M+ = M− = 1/2
and Z = 1 (an “equal mass binary black hole case”), and (2), instead of the “perturbed”







( = 1|A |2)/( = 0|A |2)
Slope:-3.92
Figure 9.9: Mode decay plot of the nume-
rical solution for the “binary black hole
case” obtained by solving Eqs. (6.3.9)–
(6.3.11) with the same parameters as
Fig. 9.6.








Figure 9.10: Estimate of the ADM mass
for the “binary black hole case” obtained
by solving Eqs. (6.3.9)–(6.3.11) with the
same parameters as Fig. 9.6.









Figure 9.11: Dependence of mADM on Z in the “binary black hole case” by solving
Eqs. (6.3.9)–(6.3.11) with M+ = M− = 1/2, ρ0 = 3, N = 11 and numerical error tole-
rance of 10−12.
Cauchy data as in Eq. (11.2.5), we now choose the values obtained from the background
data set at ρ0 = 3. For this particular case Eq. (7.2.9) gives that the bifurcation occurs at
ρcrit = 1.
Our numerical findings, as shown in Figs. 9.6–9.8, are again consistent with the pre-
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diction




















to decay like O(ρ−4). In Fig. 9.9 we observe exactly this behaviour. As before, we interpret
this as strong evidence that the obtained vacuum initial data sets are indeed asymptotically
flat. One may therefore use Eq. (9.2.19) to numerically estimate the ADM mass; the
behaviour predicted by Eq. (9.2.20) is verified in Fig. 9.10. We find
mADM = 0.9423, EA [mADM ] = 5.01× 10−6. (9.2.25)
We have repeated the calculations for similar parameter sets and came to the same
conclusions: The resulting vacuum initial data sets are always asymptotically flat. Given
fixed values of M+ and M−, say, M+ = M− = 1/2 as before, one expects the resulting ADM
masses to depend strongly on the separation distance Z. To investigate this we numerically
calculate the resulting vacuum initial data sets and ADM masses for a range of separation
distances Z. Note that since we treat ρ0 = 3 as fixed, Eq. (7.2.9) introduces an upper
bound for the possible values for Z, namely Z < ρ0. The results are shown in Fig. 9.11,
where we see that the ADM mass is a decreasing function of the separation distance Z.
This is counter-intuitive, particularly when compared to the Newtonian case, where the
gravitational binding energy should become small as Z increases. In fact, even within GR
it is expected [106] that the interaction energy of a binary black hole system behaves like
E = − M+M−
Z+ + Z−
+O(Z−3), (9.2.26)
which should increase the total energy m = M+ +M− +E with increasing Z. It is unclear
why we do not see this expected behaviour. On the one hand, it is possible that the initial
data sets we construct here do not represent binary black hole systems. On the other hand it
could be that we are not yet in the regime in which the asymptotic formula holds. Whatever
the true answer is, it is clear that this phenomenon requires a better understanding and
more numerical work. However, such explorations are beyond the scope of the present work.





Having discussed asymptotically flat initial data sets we now move onto initial data sets that
are asymptotically hyperboloidal. Here we focus primarily on initial data sets that arise as
solutions of the original parabolic-hyperbolic system Eqs. (6.3.1)–(6.3.3). Nevertheless we
shall also briefly discuss initial data sets constructed as solutions of Eqs. (6.3.9)–(6.3.11)
and Eqs. (6.3.15)–(6.3.17). The results presented in this chapter, and the one that follows,
have been published, by us, in [99].
There are several notions of asymptotic hyperbolicity in the literature. Here we use the
one presented in [107].
Definition 12. Consider a smooth manifold Σ with a Riemannian metric γab and smooth
symmetric tensor field Kab (not necessarily a solution of the vacuum constraints). Then we
call (Σ, γab,Kab) asymptotically hyperboloidal if there exists a triple (Λ,Ω, ψ) where
1. Λ is a smooth manifold-with-boundary.
2. Ω : Λ → R is a smooth non-negative function which vanishes precisely on ∂Λ but
whose gradient dΩ does not vanish on ∂Λ.
3. ψ : Λ \ ∂Λ→ Σ is a diffeomorphism such that Ω2ψ?(γab) is a Riemannian metric on
Λ \ ∂Λ which extends smoothly1 as a Riemannian metric to ∂Λ.
4. The trace K = Kaa of Kab with respect to γab is bounded away from zero near ∂Λ
when pulled back to Λ.
5. Let Lab be the trace-free part of Kab and L
ab = γacγbdLcd. Then the field Ω
−3(ψ−1)?L
ab
defined on Λ \ ∂Λ extends smoothly to ∂Λ.
1The specific smoothness requirements depend on the application. We will discuss this below.
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Notice carefully that in contrast to our previous conventions, the abstract indices in
Def. 12 refer to fields on the manifold Σ (as opposed to S2).
10.2 Expansions and a minimal characterisation of asympto-
tically hyperboloidal data sets
Consider an arbitrary initial data set (not necessarily a solution of the vacuum constraints)
(Σ, γab,Kab), where Σ = (ρ−,∞) × S2 for some ρ− > 0, γab is a Riemann metric and Kab
is a smooth symmetric (0, 2)-tensor field as before. In order to analyse the asymptotics of
such an initial data set at ρ =∞ in the light of Def. 12, we introduce some more notation
now. The results presented in the following chapters require us to be more precise than
Chapters 8–9. As such, the notation discussed here differs slightly from the one given there
in some details.
To this end, let T (ρ) be an arbitrary 1-parameter family of tensor fields on S2 of some
given arbitrary rank2 where the parameter ρ is in (ρ−,∞). For each fixed ρ ∈ (ρ−,∞)
the tensor field T (ρ) is therefore a section in the tensor bundle over S2. The set of smooth
sections is referred to as C∞(S2) (regardless of the rank of the tensor bundle under considera-
tion). It is a standard fact that the metric ΩAB on S2 induces a metric on the tensor bundle,
with respect to which we define C0((ρ−,∞), C∞(S2)) as the set of all 1-parameter families
T (ρ) of smooth sections over S2 which depend continuously on the parameter ρ pointwise
on S2. The compactness of S2 then implies continuity uniformly on S2 for allρ ∈ (ρ−,∞).
Consequently, given an arbitrary integer k ≥ 0 (or k =∞), we define Ck((ρ−,∞), C∞(S2))
as the set of all 1-parameter families of smooth sections T (ρ) over S2 which are k-times
continuously differentiable with respect to ρ pointwise on S2 (and therefore uniformly on
S2) for all ρ ∈ (ρ−,∞).
Given an arbitrary 1-parameter family T (ρ) in Ck((ρ−,∞), C∞(S2)) as above, we say
that the 1-parameter family T̃ (t) := T (1/t) is a member of Ck([0, 1/ρ−), C
∞(S2)) provided
all of its first k derivatives with respect to t extend continuously to t = 0 pointwise on S2
(and therefore uniformly on S2) as smooth sections over S2. In the case k = ∞, this is
required for all t-derivatives. Notice here that t = 0 corresponds to ρ = 1/t =∞. We also
say that a 1-parameter family T (ρ) in C∞((ρ−,∞), C∞(S2)) satisfies
T (ρ) = O(ρ−`) (10.2.1)
at ρ =∞ for some ` ∈ R provided T̂ (t) := t−`T (1/t) is a member of C0([0, 1/ρ−), C∞(S2)).
If ` is a non-negative integer, this is the case if and only if T̃ (t) := T (1/t) = t`T̂ (t) is a
member of C`([0, 1/ρ−), C
∞(S2)) according to Taylor’s theorem. Finally, we say that a 1-
parameter family T (ρ) in Ck((ρ−,∞), C∞(S2)) has an asymptotic radial expansion of order
` near ρ =∞ for integers `0 and ` with `0 < ` provided there are T (`0), . . . , T (`−1) ∈ C∞(S2)
2Since the tensor rank is arbitrary here we do not write any indices for this general discussion.
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T (i)ρ−i +O(ρ−`). (10.2.2)
Let us now use these concepts to express the conditions for asymptotically hyperboloidal
initial data sets in Def. 12 in terms of the asymptotics of the corresponding (2 + 1)-fields.
Proposition 3 (Asymptotically hyperboloidal initial data sets). An initial data set
(Σ, γab,Kab) with Σ = (ρ−,∞) × S2 (not necessarily a solution of the vacuum constraints)
is asymptotically hyperboloidal provided the corresponding (2 + 1)-fields satisfy the following
properties
A = A(1)ρ−1 +O(ρ−2), q = q(0) +O(ρ−1), pA = O(1), (10.2.3)
hAB = ρ
2ΩAB +O(ρ), h
AB = ρ−2(Ω−1)AB +O(ρ−3), (10.2.4)
BA = O(ρ
−1), QAB = O(ρ), 2κ− q = O(ρ−1), (10.2.5)
for some strictly positive A(1) ∈ C∞(S2) and some nowhere zero function q(0) ∈ C∞(S2).
We emphasise that some of the conditions in Proposition 3 are only sufficient, but not
always necessary, for asymptotic hyperbolicity. Without further notice we shall assume in
this work that ρ− is always sufficiently large so that all the (2 + 1)-quantities given by the
expansions in Proposition 3 have the required algebraic properties on the whole interval
(ρ−,∞); in particular the lapse A is then positive everywhere on Σ since A(1) is positive.
We recall that Def. 12 does not fix a particular degree of smoothness by which an
asymptotically hyperboloidal initial data set is required to extend to infinity. The conditions
in Proposition 3 turn out to yield a minimal degree of smoothness as we will see in the proof
below. We shall see in Chapter 11 that this minimal degree gives rise to log ρ-terms for
generic solutions of the vacuum constraints in expansions around ρ = ∞. Under certain
conditions this can make the initial data sets unphysical because physically meaningful
quantities, like the Bondi mass, may not be defined. The proof of Proposition 3 also makes
clear however that higher degrees of smoothness can be obtained by requiring that also a
certain number of derivatives of the fields extend to ρ =∞ in consistency with Eqs. (10.2.3)
– (10.2.5) (in the sense that the fields parametrised by t = 1/ρ extend to t = 0 as discussed
above).
Proof. It is convenient to introduce a coordinate system (ρ, ϑ, ϕ) on Σ which is adapted to
the 2 + 1-foliation in the sense that the coordinate representation of the map Ψρ defined in
Eq. (6.3.6) is (ϑ, ϕ) 7→ (ρ, ϑ, ϕ). Consider now the manifold-with-boundary Λ = [0, 1/ρ−)×
S2 with boundary ∂Λ = {0} × S2 ⊂ Λ equipped with coordinates (t, ϑ, ϕ). The map
ψ : Λ\∂Λ → Σ defined by (t, ϑ, ϕ) 7→ (1/t, ϑ, ϕ) in terms of these coordinates is clearly a
diffeomorphism. Notice that t = 0 yields the boundary ∂Λ. We define Ω = t and note that,
as t→ 0, we have Ω→ 0 while dΩ never vanishes on Λ. The first two conditions in Def. 12
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are therefore satisfied. Regarding the third condition, we find easily from Eqs. (6.2.1),
(6.2.2) and (6.2.10) that the coordinate representation of Ω2ψ?γ isA2+|B|2t2 −Bϑ −Bϕ−Bϑ t2hϑϑ t2hϑϕ
−Bϕ t2hϑϕ t2hϕϕ
 , (10.2.6)
where |B|2 = hABBABB. The assumptions that A = A(1)t + O(t2) for positive A(1),
hAB = t2(Ω−1)AB +O(t3), hAB = t
−2ΩAB +O(t
−1) and BA = O(t) are therefore minimally
sufficient (not always necessary though) to satisfy condition 3 in Def. 12.
Turning our attention to conditions 4 and 5 in Def. 12, we first note that K = κ+q. This
is bounded away from zero at t = 0 since q(0) +κ(0) > 0 as a consequence of the hypothesis.
A slightly lengthy calculation reveals that it follows from Eqs. (6.2.1), (6.2.2), (6.2.5), (6.2.7)
and (6.2.10) that Ω−3(ψ−1)?L has the coordinate representation (the components marked
with · are obtained by symmetry)
t−3




















































































































The hypothesis therefore guarantees that Ω−3(ψ−1)?L extends at least continuously to the
boundary t = 0 which is minimally sufficient to satisfy condition 5 of Def. 12.
10.3 Consequences for Kerr-Schild-like data sets
Following on from Chapter 7.1 we now list the consequences of Proposition 3 for Kerr-Schild-
like data sets. To this end, we equip the manifold Σ = (ρ−,∞)×S2 with coordinates (r, θ, φ)
as well as the coordinates (ρ, ϑ, ϕ) used before related by some coordinate transformation
of the form
r = ρ+ ρ−1R(ρ, ϑ, ϕ), θ = ϑ, φ = ϕ, (10.3.1)
for some so far arbitrary positive function R with the property that R̃(t, ϑ, ϕ) = R(1/t, ϑ, ϕ)
extends to a map in C∞([0, 1/ρ−), C
∞(S2)). In other words,
r = ρ+O(ρ−1). (10.3.2)
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Observe here that we do not allow a O(1)-term in this expansion. The main purpose of the
coordinates (r, θ, φ) is to express the flat metric δab in Chapter 7.1 as
δab = ∇ar∇br + r2∇aθ∇bθ + r2 sin2 θ∇aφ∇bφ. (10.3.3)
Besides the function R, the other freedoms to specify Kerr-Schild-like initial data sets are
a scalar function V and a symmetric (0, 2)-tensor field γ̇ab which we decompose as
γ̇ab = δκNaNb + 2δp(aNb) +
1
2
δqhab + δQab (10.3.4)
in analogy to Eqs. (6.2.5) in terms of scalar fields δκ and δq, a purely intrinsic field δpa and
a purely intrinsic trace free symmetric (0, 2)-tensor field δQab. Assuming that these fields
behave consistently3 in the limit ρ → ∞, it is straightforward to show using the formulas
in Chapter 7 that the associated (2 + 1)-quantities have the expansions
A =
√






+O(ρ−1), pA = O(1), (10.3.6)
hAB = ρ
−2ΩAB +O(1), BA = O(ρ
−1), (10.3.7)
QAB = O(ρ), (10.3.8)
provided that
V (ρ) = 1− Vρ−2 +O(ρ−3) (10.3.9)
for an arbitrary V > 0, which for simplicity we always assume to be a constant here.
Proposition 3 therefore implies that such a Kerr-Schild-like initial data set is asymptoti-
cally hyperboloidal. We remark that the condition Eq. (10.3.2) implies in particular that
hAB − ρ−2ΩAB is O(1) as given above (as opposed to O(ρ)). This is especially useful for





+O(ρ−2), QAB = O(1), (10.3.10)
if we assume that O(ρ−3) is replaced by O(ρ−4) in Eq. (10.3.9) (and if the fields in
Eq. (10.3.4) decay sufficiently fast as ρ → ∞). Again, this is relevant for applications
involving Proposition 5 below.
3Notice that
√
1− V = O(ρ−1) in Eq. (7.1.1) if Eq. (10.3.9) holds.
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Chapter 11
Asymptotically hyperboloidal
solutions of the original
parabolic-hyperbolic system
11.1 Analytical investigations of the original parabolic-hyperbolic
system
11.1.1 The spherically symmetric case
In this subsection we analyse the asymptotics of vacuum initial data sets obtained as soluti-
ons of the original parabolic-hyperbolic system Eqs. (6.3.1)–(6.3.3). For this we proceed as
in Chapter 9.1.1. The idea here is the same as before: In a first step we pick a background
initial data set (in general not a solution of the vacuum constraints) which is asymptotically
hyperboloidal according to Proposition 3. From this background data set, we then read off
the free data for solving Eqs. (6.3.1)–(6.3.3) in a second step.
We start by considering a Kerr-Schild-like data set as in Chapter 7.1 with Eqs. (10.3.1)
– (10.3.4). We further assume that V (ρ) is an arbitary function that depends at most on ρ







for a constant λ which means that the only non-zero component of γ̇ab is δκ = −2λ/(ρ
√
1− V )
in Eq. (10.3.4). The corresponding (2 + 1)-quantities are
Qab = 0, hab = ρ
2Ωab, Ba = 0, κ =
2− V













, pa = 0, A =
√
1− V , (11.1.3)
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which follows from the formulas presented in Chapter 7.1.
In most of the following we are interested in λ = 0. The case λ 6= 0 is also of interest
here because if λ 6= 0 the solutions of Rácz’s original parabolic-hyperbolic formulation of the
vacuum constraint equations in general have log-terms in their expansions around ρ = ∞
as we show, and are therefore not fully smooth. We remark that this background is, in
general, not a solution of the constraints Eq. (6.1.1). One can of course pick δq and δκ so
that the background is a solution of the constraints. However, this does not add to the
discussion and so we shall not consider it here. Nevertheless a summary of how this may be
done is given in [99]. Note that this background reduces to the one used in Chapter 9.1.1
in the special case λ = 0.
We shall start our discussion here with a general function V (ρ) and only impose the
asymptotics Eq. (10.3.9) required to make the background data set asymptotically hyper-
boloidal in a second step. Since we want this data set to be well-defined for all large ρ, we
impose the restriction V (ρ) > 0 in addition to V (ρ) < 1 above. The asymptotics of the
function V (ρ) at ρ =∞ determine the character of this initial data set; in particular, if V (ρ)
satisfies Eq. (10.3.9), then this background initial data set is asymptotically hyperboloidal.
Using Eq. (9.1.1) now as a background data set for the original parabolic-hyperbolic
system Eqs. (6.3.1)–(6.3.3) means that the quantities in Eq. (9.1.1) are interpreted as the free
data. In order to appeal to spherically symmetry, we look for solutions under the restriction
pa = 0 and where the unknowns A and q only depend on ρ. With this, Eqs. (6.3.1)–(6.3.3)
take the form
















where κ is given by Eq. (11.1.2). We remark that the parabolicity condition Eq. (6.3.7)






















where C ∈ R is a free integration constant and ρ0 is the initial radius. Once q has been




2m(ρ0) + ρ+ F(ρ)












where m ∈ R is another free integration constant. The integration for A cannot be per-
formed explicitly unless the function V (ρ) is first specified. With this in mind let us pick
λ = 0 and
V = 1− V
ρ2
(11.1.8)
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for an arbitrary constant V > 0 in consistency with Eq. (10.3.9). In this case, the solutions















4 (V2 + ρ4 − V (2m+ ρ) ρ) + 4
√












where C,m ∈ R are again free constants. It follows from Proposition 3 that the initial data
set associated with this solution (q, A), and pa = 0 and Eq. (11.1.2) is an asymptotically
hyperboloidal solution of the vacuum constraints given in terms of three free parameters
V > 0 and m, C ∈ R. Recall from the discussion [95] of spherically symmetric solutions
for asymptotically flat spherically symmetric backgrounds that the resulting vacuum initial
data set is only asymptotically flat provided (the analogue of) one of the free parameters
vanishes.
For this vacuum initial data set we can also easily compute the Hawking mass mH from
Eqs. (6.2.15)–(6.2.16) and, similar to the findings in [98] for the asymptotically flat case,
we find
mH = m, (11.1.11)
where m is the free constant above. Given that this data set is asymptotically hyperboloidal,
we can hence associate the free parameter m with the Bondi mass.
In all of the above, we have only used Eq. (11.1.2) with Eq. (11.1.8) for the background
initial data set to determine the free data for solving Eqs. (6.3.1)–(6.3.3). The two constants
C and m in the family of resulting solutions Eqs. (11.1.9) and (11.1.10) then correspond to
the two degrees of freedom for solving the two first-order ODEs Eqs. (11.1.4) and (11.1.5).
It is of interest to also write down the particular solution which has the property that q
and A agree with the background values given by Eq. (11.1.3) with Eq. (11.1.8) at some
sufficiently large initial radius ρ = ρ0 > 0. A straightforward calculation shows that the
parameter values C and m corresponding to this particular solution are








This implies that the resulting Bondi mass is non-negative if V − ρ20 ≥ 0. Motivated by
this requirement, we shall always make the specific choice V = ρ0(2 + ρ0) in our numerical
explorations in Chapter 11.2 even though spherical symmetry is not imposed there. Note
that choosing V in this way gives m = 1, at least in this spherically symmetric setting.
11.1.2 General solutions of the parabolic-hyperbolic formulation of the
vacuum constraints
In this subsection we study the asymptotics of general solutions of the vacuum constraints
Eqs. (6.3.1)–(6.3.3) (i.e, without symmetry requirements and for a large class of asymp-
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totically hyperboloidal background data sets; not restricting to the specific choices in
Chapter 11.1.1) obtained by solving the original parabolic-hyperbolic formulation in Chap-
ter 6.3.1. The results in this subsection are purely formal in the sense that certain a-priori
regularity assumptions of the solutions at ρ = ∞ are made without proving the existence
of compatible solutions. The purpose of Chapter 11.2 is to provide at least numerical
justifications for these assumptions.
Minimal smoothness. We begin with a minimal characterisation of asymptotically hy-
perboloidal vacuum initial data sets; recall our discussion of Proposition 3. At ρ = ∞,
expansions of these data sets may contain log-terms and the Bondi mass may therefore not
be defined. This issue of smoothness is addressed by Proposition 5.
Proposition 4. Pick a (sufficiently large) constant ρ− > 0 and let Σ be the manifold
(ρ−,∞)× S2. Consider the (not necessarily vacuum) background initial data set associated
with (2+1)-fields (Â, κ, q̂, p̂A, BA, QAB, hAB) on Σ which satisfy the asymptotic hyperbolicity
conditions in Proposition 3 and the extra condition that κ(0) is either strictly positive or
strictly negative. Let (A, q, pA) be an arbitrary solution on Σ of the vacuum constraints in
the form Eqs. (6.3.1)–(6.3.3) determined by free data (κ,BA, QAB, hAB) with the properties
that, (i) A is positive and has an asymptotic radial expansion of order 2, and (ii) q and pA
have asymptotic radial expansions of order 1.
Then
A(0) = 0, A(1) =
1
|κ(0)|
, q(0) = 2κ(0), p
(0)
A = 0, (11.1.13)
and the vacuum initial data set associated with the (2 + 1)-fields (A, κ, q, pA, BA, QAB, hAB)
on Σ is asymptotically hyperboloidal.
We remark first that it is important to carefully distinguish the background data set
(Â, κ, q̂, p̂A, BA, QAB, hAB), which in Proposition 4 is used to only determine the free data
for Eqs. (6.3.1)–(6.3.3) (not the Cauchy data – in particular the fields Â, q̂ and p̂A are
therefore ignored), from the initial data set (A, κ, q, pA, BA, QAB, hAB), which is an actual
solution of the vacuum constraints. Second, observe that Proposition 4 makes certain a-
priori regularity assumptions about the solution (A, q, pA) of Eqs. (6.3.1)–(6.3.3) at ρ =∞.
These assumptions are in principle not justified. As mentioned above it is one of the
purposes of the numerics in Chapter 11.2 to support these assumptions.
Proposition 4 demonstrates that Eqs. (6.3.1)–(6.3.3) may give rise to large classes of
asymptotically hyperboloidal initial data sets. This is interesting since it contrasts the
situation in the asymptotically flat setting [95].
Proof of Proposition 4. Suppose that the hypothesis of Proposition 4 holds. Using Eq. (6.2.11),
we first find that
?
k has asymptotic radial expansion
?
k = −2/ρ+O(ρ−2). (11.1.14)
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Even though this is not relevant for the formal discussion of this proof, we remark that the
leading order is negative and the parabolicity condition Eq. (6.3.7) is therefore satisfied for
all sufficiently large ρ.
The leading order term of Eq. (6.3.2) (which turns out to be its ρ−1-term) then implies
that q(0) = 2κ(0). Similarly, the leading order term of Eq. (6.3.1) (which turns out to be
the O(1)-term) yields that A(0) = 0, while we conclude from the leading order term of
Eq. (6.3.3) (the ρ−1-term) that p
(1)
A = 0. Furthermore, it turns out that the next non-zero








Assuming that A is positive we can therefore choose A(1) = 1/|κ(0)|. Given all this it now
follows from Proposition 3 that the data set corresponding to (A, κ, q, pA, BA, QAB, hAB) is
asymptotically hyperboloidal.
The smooth case. It is convenient for the following discussion to apply the parameter
transformation t = 1/ρ with t ∈ (0, T ] where T = 1/ρ− as above. The main concern is the
limit t→ 0.
Proposition 5. Pick a (sufficiently large) constant ρ− > 0 and let Σ be the manifold
(ρ−,∞)× S2. Consider the (not necessarily vacuum) background initial data set associated
with (2 + 1)-fields (Â, κ, q̂, p̂A, BA, QAB, hAB) on Σ satisfying
hAB(t) = t
−2ΩAB + ĥAB(t), (11.1.16)
hAB(t) = t2(Ω−1)AB + t4ȟAB(t), (11.1.17)
κ(t) = κ(0) + t2κ̂(t), (11.1.18)
BA(t) = tB̂A(t), (11.1.19)
where κ(0) > 0 is a constant, and, ĥAB, ȟ
AB, κ̂, B̂A, QAB are elements of C
∞([0, T ], C∞(S2)).
Suppose also that DAQBC(Ω
−1)AB = 0 at t = 0. Let (A, q, pA) in C
∞((0, T ], C∞(S2))
(when expressed in terms of the parameter t = 1/ρ) be an arbitrary solution on Σ of the va-
cuum constraints in the form Eqs. (6.3.1)–(6.3.3) determined by free data (κ,BA, QAB, hAB)
with the properties that, (i) q ∈ C4([0, T ], C∞(S2)), (ii) A is a strictly positive function in
C4([0, T ], C∞(S2)), and (iii) pA ∈ C3([0, T ], C∞(S2)).
Then q, A and pA are in C
∞([0, T ], C∞(S2)) and the vacuum initial data set associated
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is the Hawking mass (defined in Eq. (6.2.15)) of the level sets of the function t (using the
notation introduced in Eq. (2.2.14)).
As before we remark first that it is important to carefully distinguish the background
data set (Â, κ, q̂, p̂A, BA, QAB, hAB), which as in Proposition 4 is used to only determine
the free data for Eqs. (6.3.1)–(6.3.3) (not the initial data – in particular the fields Â, q̂
and p̂A are therefore ignored), from the initial data set (A, κ, q, pA, BA, QAB, hAB), which
is an actual solution of the vacuum constraints. The assumptions about the behaviour of
the free data at t = 0, i.e. ρ = ∞, is significantly stronger here than in Proposition 4.
Second, observe also that the a-priori regularity assumptions about the solution (A, q, pA)
of Eqs. (6.3.1)–(6.3.3) at ρ =∞ in Proposition 5 are significantly stronger than the ones in
Proposition 4. As before, these assumptions are in principle not justified, but are supported
by the numerics presented in Chapter 7.2.
One way to understand Proposition 5 is to interpret the a-priori regularity assumptions
on (q, pC , A) as the “base regularity” which is sufficient to guarantee that Eqs. (6.3.1)–
(6.3.3) imply “infinite regularity”, i.e. smoothness, as we demonstrate in the proof below.
As a consequence, there cannot be log ρ-terms of any order at ρ = ∞, and, especially, the
Bondi mass is well-defined. In particular, we are able to identify the asymptotic degrees of
freedom of the solution set which, together with our numerical result, gives us confidence
that Proposition 5 describes generic solutions. It is interesting to notice that the condition
K = constant in [107] for the construction of smooth vacuum asymptotically hyperboloidal
data sets is unnecessary here. It should be emphasized here that we assume existence of
solutions with this base regularity. This is a strong assumption, and it is certainly possible
that solutions of this form do not exist. However, we do not (analytically) address issue of
existence here.
It should be further noted that the techniques that we use to prove Proposition 5 are
based on the Fuchsian algorithm for PDEs (see [108] and the references therein). Typically,
one uses the Fuchsian algorithm to prove both existence and smoothness for hyperbolic
evolution equations. However, in our case here we have a parabolic equation and as such it
is not possible to use the Fuchsian algorithm to prove existence. It is however, as we shall
see below, still possible to prove smoothness.
Finally, we remark that the Bondi mass in Eq. (11.1.20) could be expressed explicitly in
terms of certain expansion coefficients of the background fields and the solution (q, pC , A).
The resulting formula however turns out to be both lengthy and not useful, which is why
we skip it here.
Proof. Consider a solution (q(t), pC(t), A(t)) satisfying the hypothesis. According to Tay-
lor’s theorem, we therefore have














A(t) = A(0) +A(1)t+A(2)t2 +A(3)t3 +A(4)t4 + w2(t)t
4, (11.1.24)
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for some W = (w0, w1,c, w2) ∈ C∞((0, T ], C∞(S2)) ∩ C0([0, T ], C∞(S2)) which vanishes in

















q(0) + q(1)t+ q(2)t2 = 2κ(0) + q(1)t− 2κ̂(0)t2, (11.1.26)












Recall that D̂ is the covariant derivative defined with respect to the (t-independent) metric
ΩAB on S2. We shall not write down the lengthy (but explicitly known) expressions for
q(3), q(4) and p
(3)
C here for brevity. Observe that the quantities
q(1), p(2)c , A
(4) ∈ C∞(S2) (11.1.28)
turn out to represent the asymptotic degrees of freedom of the space of all solutions – the
asymptotic data. In particular, all the expansion coefficients of solutions can be written in
terms of these asymptotic data together with the free data.
It follows immediately from Proposition 3 that the initial data sets are asymptotically
hyperboloidal. In order to establish the claimed smoothness property, we next need to
construct t-derivatives of arbitrary order at t = 0 from the equations. Without going into
the details of the lengthy calculations, it turns out that the equations can be written in the
following schematic form
∂tW (t, p) =
1
t
diag(−3,−1, 0)W (t, p)
+H(t, p, q(1)(p), p
(2)
C (p), A
(4)(p),W (t, p), D̂W (t, p), D̂2W (t, p))
(11.1.29)
for every t ∈ (0, T ] and p ∈ S2. Here, H is a (lengthy, but explicitly known) function which
is smooth in each of its arguments, in particular at t = 0.
This is the precise main observation which allows us to draw our conclusions about
smoothness as we demonstrate below. Without the specific a-priori regularity assumptions
for q, pC and A summarised in Eqs. (11.1.22) – (11.1.24) or without the specific assumptions
on the free background fields and the related fields defined by Eqs. (11.1.16) – (11.1.19),
Eq. (11.1.29) would contain disastrous singular terms at t = 0, which would in general
generate log t-terms of arbitrary order at t = 0. With these assumptions, however, these
more singular terms all cancel precisely. In fact, they cancel precisely independently of the
particular values of the asymptotic data q(1), p
(2)
C and A
(4). This last fact supports the claim
that the identified smoothness property is stable and generic.
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Now, since by assumption the field W is in C0([0, T ], C∞(S2)) and vanishes at t = 0, we
can write Eq. (11.1.29) in integral form




diag(s3, s, 1)H(s, p, q(1)(p), p
(2)
C (p), A
(4)(p),W (s, p), D̂W (s, p), D̂2W (s, p))ds.
(11.1.30)
We proceed with the following inductive argument. Let us make the inductive assump-
tion that we have shown that the solution W of Eq. (11.1.30) exists and that W ∈
Ck([0, T ], C∞(S2)) for some arbitrary k ≥ 0; the base case k = 0 for this inductive ar-
gument is a direct consequence of this hypothesis. Since the straightforward substitution





diag(τ3, τ, 1)H(tτ, p, q(1)(p), p
(2)
C (p), A
(4)(p),W (tτ, p), D̂W (tτ, p), D̂2W (tτ, p))dτ,
(11.1.31)
we conclude that the 1-parameter family of fields t−1W (t) can therefore be extended to an
element of Ck([0, T ], C∞(S2)). Eq. (11.1.29) then implies that the 1-parameter family of
fields ∂tW can also be extended to an element of C
k([0, T ], C∞(S2)). We have therefore
established that W extends to an element of Ck+1([0, T ], C∞(S2)). Since k is arbitrary, we
have therefore in fact established that W is an element of C∞([0, T ], C∞(S2)) as required.
We remark that in all of these steps we have repeatedly used the fact that S2 is compact so
that pointwise continuity on [0, T ] with respect to S2 is equivalent to uniform continuity.
Let us now address the final claim regarding the Bondi mass. Since the resulting initial
data set is asymptotically hyperboloidal with C∞-regularity at infinity (represented by
t = 0), the Bondi mass m is the limit of the Hawking mass mH(t) at t = 0 [34,109]. Given














where dS represents the volume form associated with hAB. Using Eq. (11.1.16) again, we
conclude that the Hawking mass mH(t) has a finite limit at t = 0 (which agrees with the





= −4t2 +O(t3), (11.1.33)
using Eq. (2.2.14), and
mH = m+O(t). (11.1.34)
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In order to show that Eq. (11.1.33) holds for the class of initial data sets here, we observe
that Eqs. (6.2.11), (6.2.12) and (11.1.16) – (11.1.19), together with the hypothesis that ĥAB,
ȟAB, κ̂, B̂A and QAB are in C








Using this together with the expressions for q(0), q(1), q(2), A(0), A(1), A(2) and A(3) from
Eqs. (11.1.25) – (11.1.27) yields
q2(t)−A−2(t)
?
k2(t) = −4t2 +O(t3), (11.1.36)
as required by Eq. (11.1.33). The (explicitly known but lengthy) coefficient of the O(t3)-
term here determines the Bondi mass m.
Evolution of the Hawking mass and the Bondi mass. While the Bondi mass can
in principle be calculated by Eq. (11.1.20) under the hypothesis of Proposition 5 once the
constraint equations have been solved, it turns out that numerical errors render practical
calculations of this limit impossible. As we demonstrate in Chapter 11.2, the following
alternative approach provides a remedy for this. To this end we first notice that we can




















































Notice from Eq. (11.1.5) that F[A] = 0 in the spherically symmetric case where, in particular,
?
k = −2t. Secondly we find from Eq. (6.3.2) similarly that


























(q − 2κ), (11.1.40)
where Eq. (11.1.4) implies that F[q] = 0 in the spherically symmetric case. According to
Eq. (11.1.21), the relevant quantity to determine the Bondi mass is
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As before we notice that F[a] = 0 in the spherically symmetric case where
?
k = −2t and













− 4t2 − F[a]
8t4
, (11.1.45)
which can be readily solved as






(s)− 4s2 − F[a](s)
8s4
ds. (11.1.46)
Given now a sufficiently smooth initial data set (A, κ, q, pA, BA, QAB, hAB), which determi-
nes F[a] and therefore the right hand side of Eq. (11.1.45), it follows that the Hawking mass
has a finite limit, i.e. the Bondi mass m,






(s)− 4s2 − F[a](s)
8s4
ds (11.1.47)
according to Eq. (11.1.20), provided that
F[a](t) = O(t
4) (11.1.48)
at t = 0. In saying this, we assume that the fields ĥAB, ȟ
AB, κ̂, B̂A and QAB defined





− 4t2 = O(t4) as a consequence of Eq. (11.1.35). The calculations in the proof of
Proposition 5 can be used to show that Eq. (11.1.48) holds especially under the conditions
of Proposition 5. Interestingly, it turns out that Eq. (11.1.48) holds even under weaker
conditions when the initial data set is not necessarily smooth at infinity. In particular we can
check by straightforward (but lengthy) calculations that this is the case provided the fields
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ĥAB, ȟ
AB, κ̂, B̂A and QAB defined by Eqs. (11.1.16) – (11.1.19) are in C
∞([0, T ], C∞(S2))
and provided: (i) (q, pC , A) are in C
∞((0, T ], C∞(S2)), and (ii), q ∈ C2([0, T ], C∞(S2)), A





c , A(0) , A(1) , A(2), q(0), and q(1) have the values given in Eqs. (11.1.25) – (11.1.27).
For practical calculations the idea is to approximate m by evolving mH(t) by means
of Eq. (11.1.45). Since this means that we need to determine F[a] at every time step, it
therefore makes sense to evolve the combined system Eqs. (6.3.1)–(6.3.3) and (11.1.45)
for the combined set of unknowns (q, pA, A,mH) simultaneously. Notice that mH(T0) in
Eq. (11.1.46) is determined from the Cauchy data of the quantity mH determined from
Eqs. (11.1.41) and (11.1.44) at t = T0.
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11.2 Numerically constructing asymptotically hyperboloidal
initial data sets
11.2.1 Asymptotically hyperboloidal Kerr-Schild-like background
In this subsection we numerically construct asymptotically hyperboloidal solutions of Eqs. (6.3.1)–
(6.3.3), using the code discussed in Chapter 7.2.2. Recall that using this code requires us
to first choose the function V and the tensor γ̇ab. For V we pick
V = 1− V
ρ2
, (11.2.1)
where V > 0 is a freely specifiable constant. As was discussed at the end of Chapter 11.1.2,
we always pick V = (2 + ρ0)ρ0. Motivated by the formulas for the spherically symmetric
single black hole case in Chapter 11.1.1 (we restrict to λ = 0 in all of what follows), see
Eqs. (11.1.2), we set














k are given by the formulas in Chapter 7.1 and Chapter 10.3 together
with Eqs. (6.2.11) and (6.2.12). The particular choice of δQAB here clearly does not agree
with Eq. (11.1.2) except in the single black hole case M− = 0 or Z = 0. The rational for
this “artificial” choice of δQAB is that it implies that the resulting background tensor field
QAB identically vanishes, while for the “more natural” choice δQAB = 0, this field would in
general violate the divergence condition DAQBC(Ω
−1)AB → 0 as ρ → ∞ of Proposition 5.
In any case, we emphasise that in the single black hole case Z = 0 or M− = 0, this
background initial data set reduces to the one considered in Chapter 11.1.1 (for λ = 0).
We also note that with the above choices
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It is therefore clear that the parabolicity condition Eq. (6.3.7) holds for all sufficiently large
ρ. This is consistent with Proposition 5. In numerical calculations we always calculate
?
k in
order to guarantee that the parabolicity condition is satisfied on the whole computational
domain. One can also demonstrate that for any M+,M−, and Z as above, the resulting
free data fields (κ(ρ), BA(ρ), hAB(ρ), h
AB(ρ), QAB(ρ)) satisfy the hypothesis about the free
data in Proposition 5. The hypothesis about the unknown fields A, q and pA can, however,
as a matter of principle, not a-priori be verified. One of the primary goals of the following
subsections is to provide numerical evidence that the unknowns (A, q, pA) and pA satisfy
(at least some of) the assumptions (and hence conclusions) of Proposition 5, namely that
the resulting vacuum initial data sets are always asymptotically hyperboloidal and extend
smoothly to t = 0.
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11.2.2 Axisymmetric perturbations of single Schwarzschild black hole ini-
tial data
In this section here, we use the background data set given in Chapter 11.2.1 with the choices
M+ = 1,M− = Z = 0 so that the background initial data set reduces to the spherically
symmetric single black hole case first introduced in Chapter 11.1.1 with m = 1 (for λ = 0).
This background and therefore the free data for Eqs. (6.3.1)–(6.3.3) given by Eq. (11.1.2)











V2 + ρ4 − V (2 + ρ) ρ
, p̊a = 0, (11.2.4)
agree with the particular solution of Eqs. (6.3.1)–(6.3.3) given by Eqs. (11.1.9) and (11.1.10)
(with C = 0 and m = 1) representing single unperturbed spherically symmetric Schwar-
zschild black hole initial data of unit mass. The purpose of the present subsection is to
generate axisymmetric (non-linear) perturbations of this solution by solving Eqs. (6.3.1)–
(6.3.3) with the same free data, but with the following perturbed Cauchy data imposed at1
the initial radius ρ0 = 3:
q|ρ=ρ0 = q̊|ρ=ρ0 + ε sin (θ) , A|ρ=ρ0 = Å
∣∣∣
ρ=ρ0
+ ε sin (θ) , pA|ρ=ρ0 = 0, (11.2.5)
for some arbitrary constant ε ∈ R. As in Chapter 9.2.2, we can interpret the resulting
vacuum initial data sets as (nonlinear) perturbations of single Schwarzschild black hole
initial data. In the limit ε→ 0 we find that the unknowns approach the exact background
given by Eq. (11.2.4).
Given these background data and Cauchy data, we then numerically solve the full non-
linear system Eqs. (6.3.1)–(6.3.3). Using the spin-weight formalism (introduced in Chap-




































































ð̄ (A) , (11.2.9)









1For the single black-hole case, we have ρcrit = 0, see Eq. (7.2.9).













Figure 11.1: Decay plot of the nume-
rical solution of A for the “equal mass
binary black hole case” obtained with
N = 11, Z = 1,M+ = 1/2,M− = 1/2










Figure 11.2: Decay plot of the numerical
solution of q for the “single black hole
case” obtained with N = 11, ε = 10−1










Figure 11.3: Decay plot of the numerical solution of p for the “single black hole case”
obtained with N = 11, ε = 10−1 and a numerical error tolerance of 10−10.
The quantities A and q have spin-weight zero, while p and p̄ have spin-weight 1 and −1,
respectively. Recall that, for this particular symmetry, we have p = p̄.
Let us present the numerical results. To discuss the expected behaviour we now intro-
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duce the following quantities
q̃ = q − 2√
V





According to Proposition 4 together with Chapter 10.3, we expect the following behaviour∥∥∥Ã∥∥∥ = O( 1
ρ2
)











This is confirmed by Figs. 11.1–11.3 for ε = 10−1, an absolute and relative error tolerance
for the adaptive ODE solver of 10−12, and for N = 11, where N is the number of spatial
points in the ϑ-direction (recall that due to axisymmetry, there is no ϕ-dependence). The
plots in Figs. 11.1–11.3 show that our numerically constructed solutions satisfy the minimal
conditions needed for asymptotic hyperbolicity and are compatible with Proposition 4.
Given that our background fields satisfy the assumptions of Proposition 5 we may now
wonder to what extent it is possible to also verify the asymptotic expansions Eqs. (11.1.25)–
(11.1.27) given by that result. To this end we note that Proposition 5 (together with the




























Combining these, we find that√
V
8














and hence we have
‖
√











These theoretically obtained asymptotics are indeed confirmed in Figs. 11.4 and 11.5. To-





B . However, the numerical results do not seem to be accurate enough to construct q
(2)
or A(3).
However, we are able to construct the Bondi mass, as we show now. As mentioned ear-
lier, it turns out that the direct numerical estimation of the Bondi mass via Eqs. (11.1.20)
and (11.1.21) is unsuccessful. The limit appears to diverge as a consequence of numerical
errors. This is why we determine Bondi mass by evolving the quantity mH by means of
Eqs. (11.1.45) and (11.1.43) simultaneously with Eqs. (11.2.6)–(11.2.9). Since the back-
ground initial data set is spherically symmetric, so in particular
?
k = −2/ρ, the evolution
























Figure 11.4: Decay plot of the nume-
rical solution of A for the “equal mass
binary black hole case” obtained with
N = 11, Z = 1,M+ = 1/2,M− = 1/2


















Figure 11.5: Decay plot of the numerical
solution of q for the “single black hole
case” obtained with N = 11, ε = 10−1












mH(5 × 103) = 0.9398
Figure 11.6: Decay plot of the numerical solution of p for the “single black hole case”
obtained with N = 11, ε = 10−1 and a numerical error tolerance of 10−12.
where we use
?
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The numerically calculated Hawking mass as a function of ρ is shown in Fig. 11.6. Here
we see that it quickly converges to a constant number approximating the Bondi mass m as
m = mH(ρ) for ρ = 5× 103. It is of course natural to wonder how good this approximation
is. For this we consider the quantity
EA[m] = |mH(2ρ)−mH(ρ)|, (11.2.18)
which is calculated for2 ρ = 5 × 103, as an approximation of the absolute (and therefore
approximately relative) error. For our example case with ε = 10−1 we find
m = 0.9356, EA[m] = 3.89× 10−6. (11.2.19)
Notice that the main error source here is likely the error associated with measuring m at a
finite value of ρ. However, due to the errors generated by numerically solving the constraints
for very large values of ρ, we find that evaluating the mass at ρ = 5×103 is optimal. Indeed,
in Fig. 11.4 we see that the numerical errors become important at around ρ ∼ 103.
11.2.3 Binary black hole-like initial data sets
In this subsection we repeat essentially the same numerical experiments as before with two
changes: (1) The background data set is now determined with parameters M+ = M− = 1/2
and Z = 1 (an “equal mass binary black hole case”), and (2) instead of the “perturbed”
Cauchy data as in Eq. (11.2.5), we now choose the values obtained from the background
data set at ρ0 = 3. For this particular case Eq. (7.2.9) gives that ρcrit = 1. Our numerical
findings, as shown in Figs. 11.7–11.9, are again consistent with Eq. (11.2.12) as expected
from Proposition 4. Similarly, Figs. 11.10 and 11.11 are consistent with Eq. (11.2.15). As
with the “single black hole case” we interpret this as strong evidence that the vacuum initial
data sets we have numerically calculated are asymptotically hyperboloidal.
Constructing the Bondi mass in the same way as in Chapter 11.2.2 yields the last plot
Fig. 11.12 and
m = 1.0277, EA[m] = 1.03× 10−5. (11.2.20)
We have repeated the calculations for similar parameter sets and came to the same conclu-
sions: The resulting vacuum initial data sets are always asymptotically hyperboloidal. We
once again point out that we are not able to verify the formulas for q(2) and A(3).
For fixed values of M+ and M−, say, M+ = M− = 1/2 as before, one expects the
resulting Bondi masses to depend strongly on the separation distance Z. To investigate
this we numerically calculate the resulting vacuum initial data sets and Bondi masses for a
range of separation distances Z. Since we treat ρ0 = 3 as fixed, Eq. (7.2.9) introduces an
upper bound for the possible values for Z, namely Z < ρcrit. The results of our numerical
calculations are shown in Fig. 11.13. Note that the Bondi mass is an increasing function of
the separation distance Z. For Z = 0 (in which the single black hole solution is obtained)
2It is worth noting that in Chapter 9.2.2 the quantity EA[mADM ] is calculated at ρ = 103.












M+ = M = 1/2, Z = 1
Best Fit: -2.03
Figure 11.7: Decay plot of the nume-
rical solution of A for the “equal mass
binary black hole case” obtained with
N = 11, Z = 1,M+ = 1/2,M− = 1/2








M+ = M = 1/2, Z = 1
Best Fit: -1.00
Figure 11.8: Decay plot of the numerical
solution of q for the “single black hole
case” obtained with N = 11, ε = 10−1








M+ = M = 1/2, Z = 1
Best Fit: -1.00
Figure 11.9: Decay plot of the numerical solution of p for the “single black hole case”
obtained with N = 11, ε = 10−1 and a numerical error tolerance of 10−10.
we find that m = 1, as expected. When Z is increased we find that the Bondi mass becomes
larger. This is intuitive as one expects the (negative) gravitational binding energy to become
small as the separation distance Z is increased. However, it is interesting to compare this
















M + = M = 1/2, Z = 1
Best Fit: -1.99
Figure 11.10: Decay plot of the nume-
rical solution of A for the “equal mass
binary black hole case” obtained with
N = 11, Z = 1,M+ = 1/2,M− = 1/2
















M+ = M = 1/2, Z = 1
Best Fit: -2.09
Figure 11.11: Decay plot of the numerical
solution of q for the “single black hole
case” obtained with N = 11, ε = 10−1











M + = M = 1/2, Z = 1
mH(5 × 103) = 1.0277
Figure 11.12: Decay plot of the nume-
rical solution of A for the “equal mass
binary black hole case” obtained with
N = 11, Z = 1,M+ = 1/2,M− = 1/2
and a numerical error tolerance of 10−10.









M+ = M = 1/2
Figure 11.13: Dependence of m on Z in
the “binary black hole case” with M+ =
M− = 1/2, ρ0 = 3, N = 11 and numeri-
cal error tolerance of 10−10.
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to our results in Chapter 9.2.3 for asymptotically flat data sets, where we found that the
ADM mass decreased as a function of the separation distance Z.
11.3 Remarks about other evolutionary formulations of the
constraints
Given the results of Chapters 11.1.1–11.2.3 it is natural to wonder whether or not it is
possible to construct asymptotically hyperboloidal initial data sets using the other evolu-
tionary formulations of the constraints. This is exactly the issue that we address in the
present section. In particular, we provide evidence that the modified parabolic-hyperbolic
and algebraic hyperbolic formulations of the constraints (presented in Chapters 6.3.2 and
6.3.3, respectively) are not well suited to the construction of asymptotically hyperboloidal
initial data sets.
11.3.1 Algebraic-hyperbolic formulation
We first discuss the algebraic-hyperbolic formulation, introduced in Chapter 6.3.3. Suppose
now that we have constructed a solution of the algebraic-hyperbolic constraints Eqs. (6.3.15)–
(6.3.17) that is asymptotically hyperboloidal in accordance with Proposition 3. Then we find












It is clear then that if κq < 0 for some ρ then the above expansion necessitates that there
exists a ρ? such that κq > 0 for all ρ > ρ?. In particular, we conclude that the algebraic-
hyperbolic system is not well-posed in the limit ρ → ∞ if the solution is asymptotically
hyperboloidal. This is consistent with the findings in [49]. We shall not discuss this form-
ulation any further.
11.3.2 Modified parabolic-hyperbolic formulation
Let us now consider the modified parabolic-hyperbolic formulation presented in Chap-
ters 6.3.2. Recall from Chapter 9.1.1 the fields
R = (2− V )ρ
4 (1− V )
∂ρV
V











ρ− 2m− (ρ− 2m)V + ρ C2V 2
pA = 0, (11.3.3)
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constitute a spherically symmetric solution of the modified parabolic-hyperbolic system
Eqs. (6.3.9)–(6.3.11), where, C is a free constant and m is the mass.
Suppose now that we set V = 1 − V/ρ2, for some constant V > 0. Then, the solutions





































It is a consequence of Proposition 3 that the associated initial data set is asymptotically
hyperboloidal.
A particularly interesting particular solution is now obtained by setting the Cauchy
data equal to the values of the background data set at ρ = ρ0. In fact, this gives the
same solution presented at the end of Chapter 11.1.2. A straightforward calculation shows
that the parameter values C and m corresponding to this particular solution of the vacuum
constraints are







Once again we conclude that if the particular vacuum initial data set resulting from this is
supposed to have a non-negative Bondi mass, we are required to pick V − ρ20 ≥ 0. However,
if this is true then, from Eq. (11.3.5), we get 1/2+R < 0 (at ρ = ρ0) and hence we conclude
that, at least in the spherically symmetric case, the modified parabolic-hyperbolic system is
not well-posed when the Bondi mass is positive. For this reason, we shall not investigate
this formulation any further.
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Chapter 12
Conclusion and discussion
In this work we have discussed the asymptotic behaviour at spacelike infinity of vacuum
initial data sets that were constructed as solutions of a parabolic-hyperbolic formulation of
the constraint equations. The primary goal of this work was to establish whether or not it is
possible to construct “physically reasonable” initial data sets using a parabolic-hyperbolic
formalism.
In order to resolve the issues of instability regarding asymptotic flatness, found in our
earlier work [49, 95], we suggested a modification of the original parabolic-hyperbolic sy-
stem. Although this modification changed the principal part of the equation we found that
the resulting system of equations was still parabolic-hyperbolic, subject to a hyperbolicity
condition. Using a mixture of analytical and numerical techniques we were able to provide
strong evidence that solutions of the modified parabolic-hyperbolic system, solved on an
asymptotically flat background, were in general asymptotically flat.
We also discussed asymptotically hyperboloidal initial data sets. Unlike their asympto-
tically flat counterparts we found that initial data sets constructed as solutions of the origi-
nal parabolic-hyperbolic formulation of the constraints on an asymptotically hyperboloidal
background were, in general, asymptotically hyperboloidal. In the spherically symmetric
setting, we found that the Bondi mass, associated with the initial data set, could be nega-
tive if the Cauchy data (used for solving the constraints) was not chosen appropriately. In
future works it would be interesting to obtain conditions on the Cauchy data that ensure
the Bondi mass is non-negative. Of particular interest to our investigations here we found
that, as long as the free data was chosen appropriately, the initial data sets did not show
poly-logarithmic behaviour. This contrasts [107], where it was found that asymptotically
hyperboloidal initial data sets constructed as solutions of the conformal formulation of the
constraints were in general poly-logarithmic.
Conversely, we found (in the spherically symmetric setting) that although it was possible
to construct asymptotically hyperboloidal solutions of the modified system, the hyperboli-
city condition meant that the Bondi mass was non-positive. We expect that this is indicative
of the general behaviour of asymptotically hyperboloidal solutions of the modified system.
In both the asymptotically flat and asymptotically hyperboloidal settings our numeri-
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cal results were restricted to axisymmetric initial data sets. In future works it would be
interesting to numerical construct binary black hole solutions, with a non-zero spin.
Ultimately we have provided strong evidence that it is possible to construct “physically
reasonable” initial data sets of the vacuum constraints using a parabolic-hyperbolic forma-
lism. However, the exact approach that one uses depends strongly on one’s goal. If the
task is to construct an asymptotically flat initial data set then one should use the modified
system. Alternatively, the original parabolic-hyperbolic formulation is better suited to the
construction of asymptotically hyperboloidal initial data sets.
Part III






13.1 Introduction and motivation
The Kasner solutions are a one-parameter family of spatially homogeneous cosmological
solutions of the EFEs, without matter. These solutions are anisotropic, as each spatial
axis is allowed to grow (or decay) at a different rate in time (with respect to a particular
‘natural’ coordinate system) [110].
These solutions play an important role in cosmology, in part due to the conjecture that
spatially inhomogeneous solutions of the EFEs can be matched point-wise to a Kasner solu-
tion. In this setting spatial derivatives are believed to be negligible. Solutions of this nature
are called asymptotically velocity term dominated (AVTD). However, an array of heuristic
and numerical results have found that generic cosmological solutions are not AVTD in any
gauge [111–115]. Instead, it is expected that generic solutions are oscillatory [112–114]. In
this picture, it is conjectured that the solutions can be modelled point-wise by an anisotro-
pic Kasner solution for some time interval (known as a Kasner epoch), before jumping to a
different Kasner solution [116]. This type of effect is known as “mixmaster” behaviour and
was described by Misner in [117] and, independently, by Belinskii-Khalatnikov and Lifshitz
(BKL) in [118] (see [119], and the references therein, for an overview of mixmaster dyna-
mics). The conjecture that generic cosmological solutions behave this way is known as the
BKL conjecture. The singular nature of the “Big Bang” coupled to the (expected) oscilla-
tory behaviour of the solutions makes studying this conjecture difficult, both analytically
and numerically.
In order to simplify the task of studying cosmological solutions near the Big Bang, it
is common to couple the EFEs to a scalar field. In the spatially homogeneous setting this
allows one to generalise the standard Kasner solutions to the Kasner scalar field solutions
(also commonly referred to as the ‘generalised Kasner solutions’). This is a two-parameter
family of solutions, that are generically anisotropic. The only isotropic member of the
Kasner scalar field solutions is the Friedman-Lemâıtre-Robertson-Walker universe (FLRW).
Introducing a scalar field is advantageous as it has the effect of mollifying the expected
oscillatory behaviour. In this setting there are reasons to believe that generic solutions of
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the Einstein scalar field equations are AVTD. For example, in [120] Andersson and Rendall
were able to show the existence of an infinite-dimensional family of solutions to the Einstein
scalar field equations with AVTD asymptotics. These solutions are not limited to being
close to a FLRW solution. In their work, the question of stability was not addressed. In the
remarkable work by Rodnianski and Speck [121, 122], it was shown the AVTD behaviour
was non-linearly stable in the sense that there is an open set around FLRW in which AVTD
behaviour holds. The work by Rodnianski and Speck is certainly impressive, but it does
not identify the asymptotic degrees of freedom. This question was (partially) addressed by
Beyer et al for a linearised sub-system of the EFEs coupled to a scalar field [123].
In each of the above works it is assumed that the scalar field potential is zero and as
such it is unclear if their results still hold when a potential is included. This is not to say
that it is uncommon to add a potential. On one hand, works such as [124–126] consider
evolutions away from the initial singularity. In this setting, the potential is commonly
used to address problems about inflation and graceful exit. On the other hand, works such
as [127–132] consider the addition of a potential when evolving toward the initial singularity.
In [127,128] heuristic evidence is given that solutions are AVTD only if the potential decays
appropriately. In works such as [129, 130] it is noted that if the scalar field is coupled to
the Maxwell equation then the mixmaster oscillations are restored. Moreover, [127] claims
that if the potential is of a particular exponential form, then it is also possible to restore
the mixmaster oscillations.
In this work we seek to answer the following questions: Can a potential be introduced
so that resulting solutions are asymptotically Kasner? If so, what kind of potentials do
not lead to asymptotically Kasner solutions? And how would they differ from the standard
Kasner scalar field solutions? Questions of this nature have been previously considered by
Condeescu et al in [128]. In their work, Condeescu et al search for strictly monotone scalar
field solutions corresponding to a four-parameter class of exponential potentials that are
asymptotically Kasner.
The work we present here differs from [128] in four key ways: (1) We do not consider
coupled scalar fields instead choosing to focus on the behaviour of a single scalar field ;
(2) we do not a priori assume that the solutions (of the EFEs) are asymptotically Kasner.
Instead we give a list of sufficient conditions for an arbitrary potential, and prove that
these conditions imply that solutions (of the EFEs) are asymptotically Kasner; (3) For a
particular choice of the potential, we provide numerical examples and extend our analytical
results into the spatially inhomogeneous regime; and (4) we do not only focus on solutions
for which the scalar field is a strictly monotonic function.
The analytical results we present here focus on spatially homogenous solutions with a
strictly monotonic scalar field solution. The results that we present are then numerically
extended to (possibly) spatially inhomogeneous space-times with a scalar field that is not
monotonic. The assumption that the scalar field is a strictly monotonic function allows us
to treat the potential as a given function of time. Although discussing the potential in this
way is uncommon we are not the first to do so. See, for example, [133].
This part of the thesis is outlined as follows. We end the present chapter with some pre-
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liminary material: In Chapter 13.2 we give the ADM equations in constant mean curvature
(CMC) gauge with zero shift and in Chapter 13.3 we give a brief discussion of the Kasner
scalar field solutions. In Chapter 14.1 we discuss Bianchi I equations and rewrite the evolu-
tion equation(s) for scalar field so that the potential can be specified as a function of time
and in Chapter 14.2 we give the general (integral) solutions of the equations. In Chapter 14.3
we discuss the notion of an asymptotically Kasner solution and provide sufficient conditions
on the potential so that the resulting solutions are asymptotically Kasner. In Chapter 14.4
we give two new exact solutions of the EFEs, one that is asymptotically Kasner and one
that is not. In Chapter 15 we discuss our numerical implementation of the ADM equations.
In Chapter 16 we use a mixture of analytical and numerical methods to provide a detailed
discussion of the different types of (spatially homogenous) asymptotically Kasner solutions
corresponding to a two-parameter cosh potential. Finally, in Chapter 17 we extend our
analytical results into the spatially inhomogeneous setting and provide numerical evidence
suggesting that the sufficient conditions for a solution to be asymptotically Kasner (found
in the spatially homogenous setting) extends into the spatially inhomogeneous setting, at
least in some perturbative sense.
13.2 The Einstein-scalar field equations in CMC gauge with
zero shift
We consider a globally hyperbolic, time-oriented oriented 4-dimensional smooth Lorentzian
manifold (M, gαβ) where gαβ is a smooth Lorentzian metric. As was stated in Chapter 4,
we study solutions of the EFEs in geometric units (c = 8πG = 1 for the speed of light c




(4)Rgµν = Tµν , (13.2.1)
where (4)Rµν ,
(4)R are the Ricci tensor and scalar (associated with gµν), respectively, and
Tµν is the energy momentum tensor of the matter field (see Chapter 4.1). Here we consider
a minimally coupled scalar field as our matter field. Recall from Chapter 4.1.2 that the








where Dµ is the unique Levi-Civita connection associated with gµν . The remaining freedom
is the scalar field potential V (φ). The equation of motion for the scalar field φ is
DµDµφ = V
′(φ), (13.2.3)
which generically follows from the divergence-free condition DµTµν = 0.
We now suppose that there exists a smooth function t : M → R whose collection of level
sets Σt forms a foliation Σ of M . This foliation yields a decomposition of (M, gαβ) in the
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standard way (see Chapters 3 and 4). The unit co-normal of any 3-surface Σt ∈ Σ is
nµ = αDµt, (13.2.4)
where α > 0 is the lapse. The induced first and second fundamental forms are therefore,
respectively,










is the map that projects any tensor defined at any point in M orthogonally to a tensor that
is tangent to some Σt. If each index of a tensor field defined on M contracts to zero with
nµ or n
µ, then we call that field spatial. Given an arbitrary tensor field on M we can create
a spatial tensor field on Σt by contracting each index with γ
α
β. In fact, any tensor can be
uniquely decomposed into its intrinsic and its orthogonal parts (see Chapter 4.2), e.g.
Tµν = ρnµnν + nµjν + nνjµ + Sµν , (13.2.8)
with






















where we have defined
ν = nµDµφ. (13.2.11)
The field Kµν is symmetric and can be decomposed into its trace and trace-free parts (with
respect to γµν) as follows




µν = 0, (13.2.12)
where the relations
K = γµνKµν , χµνγ
µν = 0, (13.2.13)
hold and χµν is symmetric and K is the mean curvature.
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Now pick an arbitrary vector field tµ such that
tµDµt = 1. (13.2.14)
According to Eq. (13.2.4) there must exist a unique spatial vector field βµ, called the shift,
such that
tµ = αnµ + βµ. (13.2.15)
Recall from Chapter 4.2.2 that the quantities α and βµ are gauge freedoms that correspond
to the choice of coordinate system. For the remainder of this work we restrict our attention
to the constant mean curvature (CMC) with zero shift gauge. In particular, we set
K = −1/t, βµ = 0. (13.2.16)
Notice that, as a consequence of Eq. (13.2.16), the mean curvature K is constant on each
surface Σt.





αν + γµν∇µφ∇να− αV ′(φ), (13.2.17)
∂tφ = αν, (13.2.18)
where ∆γ = γ
µν∇µ∇ν is the Laplace-Beltrami operator associated with γµν . It is useful to
note that the conjugate momentum of φ is πφ = tν.





























where Rµν is the Ricci tensor associated with γµν . These are the ADM evolution equations,
introduced in Chapter 4.2.2. Eq. (13.2.1) also gives rise to the constraint equations
H := R− χµσχσµ +
2
3
K2 − ν2 − γµν∇µφ∇νφ− 2V (φ) = 0, (13.2.21)
Mµ := ∇σχσµ + ν∇µφ = 0, (13.2.22)
1The quantity χµν is also known as the Weingarten map. We refer the interested reader to [134,135] and
the references therein for more details.
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where R = Rµµ is the Ricci scalar associated with γµν . The fields H and Mµ are the
constraint violations (see Chapter 4.2.3). Finally, fixing K as in Eq. (13.2.16) gives rise to











In the following we use abstract indices a, b, . . . for t-dependent tensor fields on Σt. All
indices µ, ν, . . . in the equations above could therefore be replaced by a, b, . . . (and at the
same time each Lie-derivative along tµ by the derivative with respect to parameter t).
According to [136], it can be shown that given arbitrary smooth initial data for γab,
χab, φ and ν (which are solutions of the constraints Eqs. (13.2.21) and (13.2.22)) on an
arbitrary t = t0-leaf of the (3+1)-decomposition of M the Cauchy problem of Eqs. (13.2.17)–
(13.2.23) in both the increasing and decreasing t-directions is well-posed. We therefore have
that Eqs. (13.2.17)–(13.2.23) forms a non-linear elliptic-hyperbolic system. Note that this
statement is unique to our gauge choice. In other gauges the ADM equations are generically
only weakly hyperbolic [30].
Let us now make a brief observation about Eq. (13.2.23). The Weingarten map χab is
a trace-free tensor and as such we can, without loss of generality, set χ33 = −χ11 − χ22.
Given this, it follows then that Eq. (13.2.19) gives rise to two evolution equations for χ11
(the first from the one-one component of Eq. (13.2.19) and the second from the three-three
component, with χ33 = −χ11−χ22). It is straightforward to show that these two equations
are equivalent if and only if Eq. (13.2.23) is satisfied. Eq. (13.2.23) can therefore be thought
of as an equation that ‘preserves’ the trace-free property of the Weingarten map χab.
It should be emphasised here that for the remainder of this work, whenever we mention
the Einstein scalar field equations we are exclusive referring to the specific formulation given
by Eqs. (13.2.17)–(13.2.23).
13.3 Kasner solutions with a scalar field
The Kasner space-times, which can be generalised to include a scalar field [121,122,128], are
an example of spatially homogeneous solutions of Eqs. (13.2.19)–(13.2.23). These solutions
play an important role in the present work and so it is prudent for us to briefly summarise
their basic properties. We begin with the metric
γab = diag
(
t2p1 , t2p2 , t2p3
)
, (13.3.1)
which is expressed in terms of the standard Cartesian coordinates on Σt, where the Kasner
exponents p1, p2, p3 ∈ R are constants which must satisfy the equations







2 = 1, (13.3.2)





scalar field solution is
φ = A ln (t) +B, (13.3.3)
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where B is an integration constant that does not affect the dynamics of the scalar field.
The lapse is
α = 1, (13.3.4)
























2/3] implies that χabχ
b
a ≥ 0. We
further note that the pi’s can be found as the eigenvalues of tK
a
b.
We also find that the constants qi, i = 1, 2, 3 must satisfy the constraints










The special Kasner solution for which the space-time is isotropic, is described by setting







and corresponds to a FLRW space-time.
For later discussion it is useful to note that the set of all Kasner scalar field solutions can
be expressed in terms of a three-dimensional space with coordinates (Σ+,Σ−,Σ0), which































0 = 1. (13.3.10)
It follows then that the set of Kasner scalar field solutions are represented by a unit-sphere
in R3 and so it is useful to parametrise the coordinates as
Σ+ = cos (ψ) cos (θ) , Σ− = sin (ψ) cos (θ) , Σ0 = sin (θ) , (13.3.11)
for angular coordinates ψ ∈ [0, 2π) and θ ∈ (−π/2, π/2]. We refer to this sphere as ‘the
Kasner sphere’. The Kasner sphere is the generalisation of the more famous Kasner-circle,
which only shows the vacuum (θ = 0) solutions, to include the scalar field solutions. The







Figure 13.1: The Kasner circle, which shows the most vacuum solutions with θ = A = 0.
The points labelled Ti are defined as the points where pi = 1 for i = 1, 2, 3. The midpoints
between two consecutive Ti and Tk (for some cycle of (ijk) = (123)) points are labelled as
Qj .
Kasner circle is shown in Fig. 13.1, with its most relevant points: The Taub points Ti and
the locally rotationally symmetric points Qi. At a Taub point (represented as Ti in Fig. 13.1)
one of the Kasner exponents is one, while the remaining two are identically zero. Locally
rotationally symmetric points (represented as Qi in Fig. 13.1) are the midpoints between
two consecutive Taub points. At such a point none of the Kasner exponents are zero and
two of them are equal. These points naturally divide the Kasner circle into six arcs. For
any solution in one of these arcs there exists a unique isometry to one of the other arcs. It
is therefore common to restrict ones attention to one of the arcs.
Notice that the exponents pi take their largest and smallest values when θ = 0. In
particular we find that pi ∈ [−1/3, 1], and hence qi ∈ [−2/3, 2/3]. We shall always discuss
Kasner scalar field solutions in terms of the angles (θ, ψ).
Chapter 14
Bianchi I cosmologies with a scalar
field
14.1 The potential as a function of time in CMC gauge with
zero shift
The Bianchi cosmologies are a class of cosmological models that are spatially homogeneous
but not necessarily isotropic (see Chapter 4.4.1). These space-times are characterised by
the presence of three (spatial) Killing vectors. For the Bianchi I cosmologies, which are
of particular interest in this chapter, the pairwise commutator of the Killing vectors is
identically zero. We refer the interested reader to [58] for more in-depth discussion about
Bianchi cosmologies.
We say that the fields (γab, χ
a
b, α, φ, ν, V (φ)) describe a Bianchi I cosmology if they
are spatially homogeneous solutions of the Einstein scalar field equations Eqs. (13.2.17)–
(13.2.23) on some interval I = (0, T ] for some initial time T > 0. Assuming that the
solutions are spatially homogeneous leads to a decoupling of the evolution equation for
the fundamental forms (γab, χ
a
b) and the matter fields (ν, φ). In particular we find that



















αν − αV ′(φ), (14.1.3)
∂tφ = αν. (14.1.4)
In Eqs. (14.1.1)–(14.1.4) the lapse α (which is found as a solution of Eq. (13.2.23)) is given
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We point out that even though evolution equations Eqs. (14.1.1)–(14.1.4) have decou-
pled, the fields (γab, χ
a







− ν2 − 2V (φ). (14.1.6)
One sees immediately from Eq. (14.1.5) that if there exists a t? ∈ I such that V (φ(t?)) =
1/(3t2?) =: V? then the lapse α is not defined. Moreover, we have that the lapse α is
positive if and only if V (φ(t)) < V? for all t ∈ I. The point t = t? likely corresponds to
a breakdown of our gauge choice (and is therefore a coordinate singularity). However, it
could also correspond to a physical singularity. The only conclusive way to demonstrate
that t = t? is a coordinate singularity is to find a coordinate system such that, in the
these new coordinates, the fields (γab, χ
a
b, α, φ, ν, V (φ)) are well-defined at t = t?. Finding
such a coordinate system can be difficult. In such an instance one may instead consider
curvature invariants. If a curvature invariant remains finite as t → t? then it implies (but
does not prove) that t = t? is a coordinate singularity. The most commonly considered
curvature invariant is the Kretschmann scalar. However, in the presence of matter one may
instead consider the Ricci scalar or the Ricci tensor contracted with itself [65]. If any of the
curvature invariants are not finite as t→ t? then t = t? is a physical singularity.
Suppose now that there is no t? ∈ I such that V (φ(t?)) = V? (which we shall assume
from now on, unless stated otherwise). Then, to solve Eqs. (14.1.1) – (14.1.5) one typically
specifies potential as a function of the scalar field φ, first. One therefore, as a matter of
principle, does not a priori know how the function V (t) = V (φ(t)) depends on time. It is
therefore not possible to ensure that V (φ) 6= V? for all t ∈ I before the equations are solved.
If one instead knew the function V (t), and not V (φ), then it would be possible to ensure
that V (t) 6= V? for all t ∈ I before Eqs. (14.1.1) – (14.1.5) are solved. In such a setting
Eqs. (14.1.3) and (14.1.4) ensure that the energy-momentum tensor is divergence free only
if1 ∂tφ 6= 0 for all t ∈ I. Of course, there is no way to enforce this condition when solving
Eqs. (14.1.1) – (14.1.5). Nevertheless, if ∂tφ 6= 0 for all t ∈ I then the implicit function
theorem ensures that it is possible to calculate V (φ), once φ(t) has been determined. If φ is
such that ∂tφ 6= 0 and ν 6= 0 for all t ∈ I then we say that φ is strictly monotonic on I. It
is worth pointing out that ∂tφ 6= 0 is equivalent to ν 6= 0 provided the lapse α is finite (and
non-zero). Often we refer to the solutions (γab, χ
a
b, α, φ, ν, V (φ)), with a strictly monotonic
scalar field φ as a strictly monotonic solution. Treating the potential as a function of time is
something of a trade off, as we can now a priori ensure that V (t) 6= V? for all t ∈ I, but we
1If there is a t? ∈ I such that (∂tφ)(t?) = 0 and (∂tV )(t?) = 0 then DαTαβ = 0. However, the implicit
function theorem suggests that it may not be possible to calculate V (φ) at such a point.
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cannot study solutions that do not have a strictly monotonic scalar field φ. Nevertheless,
this approach shall play a fundamental role in our analytical treatment of the potential.
We emphasize that this approach is formally consistent only in the spatially homogene-
ous case. In particular we point out that it is, in general, not possible to pick the potential
V (φ) as a function of the coordinates in the spatially inhomogeneous setting. Generically,
if the potential is chosen as a function of the coordinates then Eq. (13.2.3) does not follow
from the divergence-free condition DµTµν = 0. Even in the spatially homogeneous setting
this approach makes sense only if the scalar field φ is assumed to be strictly monotonic.
We now discuss how the evolution equation for ν (Eq. (14.1.3)) changes when the poten-
tial V (t) is a known function of time. To this end, we suppose that φ is strictly monotonic











=⇒ αV ′(φ) = 1
ν
∂tV. (14.1.7)
Notice that if φ is not strictly monotonic on I (and hence there is a t† ∈ I such that
(∂tφ)(t†) = ν(t†) = 0) then it would not be possible to manipulate the potential in this way.







αν2 + t∂tV (t)
)
. (14.1.8)
Note that one can guarantee ∂tφ 6= 0 only after Eq. (14.1.8) is solved.
14.2 Bianchi I integral formulas for a strictly monotonic sca-
lar field and the isotropic case
In this chapter here we consider generic solutions of Eqs. (14.1.1)–(14.1.5) in terms of an
arbitrary potential V (t) (such that V (t) < V? for all t ∈ I) with a strictly monotonic scalar
field φ.
Theorem 4. Consider the spatially homogeneous fields (γab, χ
a
b, φ, ν, α, V (t)) which are
solutions of Eqs. (14.1.1)–(14.1.5), and suppose that the scalar field φ is monotonic on the
interval I = (0, T ] for some T > 0 and V (t) < 1/(3t2) for all t ∈ I. Then, under these
restrictions, the general solution of Eq. (14.1.1) (Eq. (13.2.19)) is
χab = C
a




τ (1− 3τ2V (τ))
dτ, (14.2.1)
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where Cν , Cφ are integration constants and Cab is a trace-free (Caa = 0), symmetric (Cab =
Cba) tensor with constant entries. Moreover, the fields (C
a




a + Cν = 0. (14.2.3)
Furthermore, if Cν = 0 then Cab = 0 and







where γ̃ab is a symmetric tensor (γ̃ab = γ̃ba) with constant entries.
Proof. It is straightforward to show that Eq. (14.2.1) is the general solution of Eq. (14.1.1);








Similarly, by direct calculation one easily checks that Eqs. (14.2.2) solves Eqs. (14.1.4).
Inputting the solutions Eq. (14.2.1) and Eqs. (14.2.2) into the Hamiltonian constraint





e2f(t) = 0, (14.2.6)
and hence Eq. (14.2.3) must hold. Suppose now that Cν = 0. Then, from Eq. (14.2.3)
we find that we must have CabC
b










It is now straightforward to show that Eq. (14.2.4) is the general solution of Eq. (14.2.7).
There are three interesting notes to be made about Theorem 4: Firstly, the function
f(t) can be given geometrical significance by noting that f(t) = ln(γ(t))/2 where γ =
det(γab). Secondly, the “Kasner constraint” Eq. (14.2.3) earns its name since it reduces
to the standard Kasner constraint, presented in Chapter 13.3, when the potential V (t) is
identically zero. However, if V (t) 6= 0, then the fields (Cab, Cν) only retain their geometrical
significance if the potential V (t) satisfies particular decay conditions. We discuss this further
in Chapter 14.3. Thirdly, in the special case Cν = 0 the exact solution for ν is ν = ν?, where











which follows directly from Eq. (14.2.2). Moreover, Theorem 4 tells that, in this setting,
the metric is isotropic. We therefore interpret this solution (corresponding to Cν = 0) as
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the generalisation of the FLRW solution (with zero potential) discussed in Chapter 13.3
to include a (possibly non-zero) potential V (t). We further support this interpretation by
noting that if Cν = 0 and V (t) = 0 then the isotropic Kasner scalar field solution (discussed
in Chapter 13.3) is returned. In fact, if one first assumes that the metric γab is isotropic,
then it is possible to show that Eq. (14.2.8) still gives the exact solution for ν with V (t)
replaced with V (φ). This isotropic solution is particularly important as it is an explicit
example that can be used to offer insight into the possibility of a gauge breakdown.
Theorem 5. Consider the spatially homogeneous fields (γab, χ
a
b, φ, ν, α, V (φ)) which are
solutions of the Einstein scalar field equations Eqs. (14.1.1)–(14.1.5) on the interval I =





1− 3T 2V (φ(T ))
)
, (14.2.9)
with ν(T ) 6= 0 and T 2V (φ(T )) < 1/3. Then, V (φ(t)) < 1/(3t2) for all t ∈ I if and only if
φ(t) is strictly monotonic on I.
We remark here that since the fields (γab, χ
a
b, φ, ν, α, V (φ)) in Theorem 5 are solutions
of the EFEs, Eq. (14.2.9) together with the Hamiltonian constraint Eq. (14.1.6) implies that
χab(T ) = 0. (14.2.10)
Proof. Suppose first that the scalar field φ is not strictly monotonic on I. Then, there exists
at least one time t0 ∈ (0, T ) such that φ is strictly monotonic on the interval I0 := (t0, T ]
with ν(t0) = (∂tφ)(t0) = 0. Then, from Eq. (14.2.9) it follows that ν(t) = ν?(t) for all







for all t ∈ I0. (14.2.11)
Recall that ν → 0 in the limit t → t+0 . Then, from Eq. (14.2.11) we see that as t → t
+
0 we
must have V (φ(t))→ 1/(3t20), as was claimed.
Suppose now that φ(t) is a strictly monotonic function. Then, as noted previously, the
exact solution is ν(t) = ν?(t) for all t ∈ I, and hence ν is given by Eq. (14.2.11) with t0 = 0.
Now, if there exists a point t? such that V (φ(t?)) = 1/(3t
2
?) then Eq. (14.2.11) tells that
ν(t?) = 0 which contradicts our initial assumption that φ is a strictly monotonic function.
It follows then that such a t? cannot exist.
At first glance Theorem 5, appears only to be a statement about the effect of a particular
choice of initial data for the function ν. However, it must be emphasized that picking
ν(T )2 = ν?(T )
2 is the only choice of initial data that gives rise to an isotropic solution.
Furthermore, we note that Theorem 5 relies on the fact that ν(t) = ν?(t) for all t ∈ [T, t0).
It follows that if Cν (see Eq. (14.2.2)) is small then we do not expect Theorem 5 to hold.
Although this result shows that a singularity exists (for scalar fields φ that are not
strictly monotonic on an isotropic space-time) it says nothing about the nature of the
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singularity itself. To understand whether or not this is a coordinate singularity we consider
the following curvature invariants:















Taking the limit towards the singularity gives
(4)R→ 4
3t2?
, (4)Rµν (4)Rµν →
4
9t4?








, as t→ t?.
(14.2.14)
This strongly suggests (but does not prove) that t = t? > 0 is a coordinate singularity.
Recall that the only conclusive way to show that t = t? is a physical singularity is to find
a coordinate system for which t = t? is not a singularity. Note here that we interpret
Theorem 5 as implying that CMC gauge with zero shift is poorly suited to this particular
type of space-time.
14.3 Asymptotically Kasner solutions in Bianchi I cosmolo-
gies
In this chapter here we now discuss what properties a time-dependent potential must possess
if the corresponding (spatially homogeneous) solutions are to be asymptotically Kasner, a
notion that we define in the following way:
Definition 13. Consider the spatially homogeneous fields (γab, χ
a
b, φ, ν, α, V (φ)) which are
solutions of the Einstein scalar field equations Eqs. (14.1.1)–(14.1.5) on the interval I =
(0, T ] with T > 0. Then, we say that the fields (γab, χ
a
b, φ, ν, α, V (φ)) are “asymptotically
Kasner” if the limits
lim
t→0+
tχab = Cab, lim
t→0+
tν = A, lim
t→0+
α = 1, (14.3.1)









If a spatially inhomogeneous solution (γab, χ
a
b, φ, ν, α) of the Einstein scalar field equations
Eqs. (13.2.19)–(13.2.23) is asymptotically Kasner for each fixed spatial point p ∈ Σ then we
say that the solution (γab, χ
a
b, φ, ν, α) is “asymptotically point-wise Kasner”.
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Notice that the definition presented here is less restrictive than the one given in [123].
In fact, the two definitions are not equivalent: [123] imposes further restrictions on “how
fast” the limits Eq. (14.3.1) are obtained. As such, it is possible that what we claim to be
asymptotically Kasner, is not regarded as such by [123]. We do not discuss this any further
as Def. 13 is sufficient for our purposes here.
Loosely speaking, Def. 13 tells us that if a solution is asymptotically (point-wise) Kasner
then it can be matched (point-wise) to a Kasner scalar field solution with zero potential (see
Chapter 13.3). To discuss this further we note that the Hamiltonian constraint Eq. (14.1.6)







+ 2t2V (φ(t)). (14.3.3)
From Def. 13 we find that the quantities tν and tχab are bounded functions of time, and the
fields (Cab, A) are the asymptotic values of tχab and tν, respectively, at t = 0. Of course,
this interpretation only makes sense if the potential V (φ) decays sufficiently fast. From
Eq. (14.3.3) one immediately sees that we require t2V (φ)→ 0 as t→ 0+. This observation
can be formulated more rigorously, for a strictly monotonic scalar field φ, in the following
way:
Theorem 6. Let V (t) be C1(I) on an interval I = (0, T ] for some fixed constant T > 0
and suppose that ∂tφ 6= 0 for all t ∈ I and that there is no t? ∈ I such that V (t?) = 1/(3t2?).
Further more, suppose that there exists a constant ε > 0 such that the quantity U(t) =
t2−εV (t) is bounded on I. Then,
(1) if the solutions to the Bianchi I scalar field equations Eqs. (14.1.1) – (14.1.5) are
asymptotically Kasner then
if t→ 0+ then t2V (t)→ 0. (14.3.4)
(2) Moreover,
if t→ 0+ then U(t)→ 0, (14.3.5)
then the solutions to the Bianchi I scalar field equations Eqs. (14.1.1) – (14.1.5) are
asymptotically Kasner
Note that Eq. (14.3.5) can be weakened so that U(t) → constant as t → 0. However,
one can always pick a slightly smaller ε so that U(t)→ 0 as t→ 0. We can therefore assume
Eq. (14.3.5) without loss of generality.
Proof. Let us first assume that the solutions are asymptotically Kasner. Then, from Def. 13,
we have that the limits
Cab = lim
t→0+
tχab, A = lim
t→0+
tν, (14.3.6)
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This proves the statement. Suppose now that limt→0+ U(t) = 0 and note that, if φ is strictly
monotonic on I, then, from Theorem 4 we see that a solution set is asymptotically Kasner
in the sense of Def. 13 provided that
if t→ 0+ then tef(t) → 0 and α→ 1, (14.3.9)






so that the lapse α can be written as
α = 1 + tεg(t). (14.3.11)
It follows from Eq. (14.3.5) that g(t) → 0 as t → 0+, and in particular α → 1, as t → 0+,





τ (1− 3τ2V (τ))













It therefore only remains to show that
∫ t
T τ
ε−1g(τ)dτ is bounded for all t ∈ I. For this,
we note that, by assumption, the constants M1 = supt∈I g(t) and M2 = inft∈I g(t) are

















(t− T ) . (14.3.15)
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τ ε−1g(τ)dτ ≤ −M1
ε
T, (14.3.16)
and hence we have that the constant C =
∫ 0+
T τ




t ef(t) = e−C . (14.3.17)
We therefore conclude the fields (γab, χ
a
b, α, φ, ν, V (t)) are asymptotically Kasner in the
sense of Def. 13. We now conclude our proof by calculating the remaining two limits.






















+ e−2C . (14.3.19)
Thus, tν → A as t → 0+ for A2 = e−2C + 2/3, as required. Similarly, by inputting



























We therefore have that all of the limit conditions Eq. (14.3.1) are satisfied. This completes
the proof.
For the remainder of this work we refer to Eq. (14.3.5) as the Kasner condition. It is
interesting to note that V (t) can be a singular function of time, but only mildly so.
Theorem 6 introduces a natural separation of the types of asymptotically Kasner soluti-
ons: Consider a spatially homogeneous solution (γab, χ
a
b, φ, ν, α, V (t)) defined on an interval
I = (0, T ] with T > 0. Then, the scalar field is either (1) strictly monotonic for all t ∈ I;
(2) eventually-monotonic; φ is not strictly monotonic on I but there exists an interval (0, τ ]
with 0 < τ < T such that ∂tφ 6= 0 for all t ≤ τ or, (3) asymptotically stationary; in which
case we have ∂tφ→ 0 as t→ 0+.
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14.4 Some exact solutions
14.4.1 An exact asymptotically Kasner solution with an unbounded pot-
ential
It is remarkable consequence of Theorem 6 that the potential V (t) can be an unbounded
function of time. The goal of the present subsection is to investigate solutions for which
V (t) becomes infinite in the limit t→ 0+. In particular, we search for a strictly monotonic





where V ∈ R is a freely specifiable constant. For this particular choice of potential the





Notice that if we want to guarantee that the lapse is finite (and positive) for all t ∈ I then
we must make the restriction V < 1. It is important to note here that, if V > 0, our time




. In particular we have that Theorem 6 holds for
all T < V−1 We therefore find that t can be extended to ∞ if and only if V ≤ 0. Turning
our attention to the extrinsic curvature equation Eq. (14.1.1) we use Eq. (14.2.1) to find,
χab = exp
(














where Cab is a symmetric (i.e. Cab = Cba) tensor with constant entries subject to the
requirement Caa = 0. Before proceeding we make the further simplification that the extrinsic
curvature and metric are both diagonal. i.e.
χab = Cab = 0, and γab = 0 if a 6= b. (14.4.4)
We note that this is not a significant restriction as, for spatially homogeneous solutions, one
can always perform a (local) coordinate transformation so that χab and γab are diagonal.


















where γ1, γ2 and γ3 are integration constants. In principle these can be any constants,
however this just corresponds to a scaling of the spatial coordinates. Notice that these
solutions are very similar to the Kasner metric and in fact reduce to it if we pick V = 0.
















pi = 1, (14.4.6)
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for constants pi ∈ R.















where A ∈ R is an integration constant and α is given by Eq. (14.4.2). The main thing
to notice here is that, depending on the choice of A, it may be possible for ν2 to become
negative. In order to avoid this, we must choose a region on which we want the solution to be
defined. Since our primary interest is the approach to the singularity, we choose t ∈ (0, 1].
In the limit t → 0+ we find that the restriction A2 ≥ 0 should be made. Furthermore,
requiring the solution to be defined at t = 1 gives{
1 > V > 3A2
3A2−2 , A
2 6= 2/3,
1 > V > −∞, A2 = 2/3,
(14.4.8)
The strict inequality in Eq. (14.4.8) ensures that ν (and hence ∂tφ) never vanishes. We are
now in a position to solve Eq. (13.2.18) for the scalar field φ. Using Eq. (14.2.2) we find
φ =


































, µ = sign (V) . (14.4.10)
Here α is given by Eq. (14.4.2) and ν by Eq. (14.4.7). Note that we have only considered
the case ν > 0. The case where ν < 0 is recovered by the transformation (φ, ν) 7→ (−φ,−ν).




p2i = 1−A2 (14.4.11)
holds. Notice here that χabχ
b
a ≥ 0 =⇒ A2 ≤ 2/3. Clearly the standard Kasner relations
are satisfied. In particular this solution is asymptotically Kasner in the sense of Def. 13.
It follows then that this solution represents a generalisation of the standard Kasner scalar
field solutions (with zero potential, discussed in Chapter 13.3) to include a potential. We
interpret the quantity A as (the analogue of) the scalar field strength since in the special
case V = 0, A is the scalar field strength, discussed in Chapter 13.3.
In the special case A2 = 2/3 we have ν2 = ν2? . Then, from discussions in Chapter 14.3,
it follows that A2 = 2/3 corresponds to a FLRW solution with a non-zero potential. In
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Figure 14.1: The potential Eq. (14.4.1) as a function of the scalar field (given by Eq. (14.4.9))
for the case V = 1/2, A =
√
1/3, and B = 0. Here “Best Fit” is given by the first three
terms in Eq. (14.4.12).
this situation, it is possible to pick any V < 1. Another interesting case is A2 = 0, which
corresponds to the vacuum case. From Eq. (14.4.9) we see that, if A = 0, we have φ =
constant and hence V (φ(t)) = constant. It therefore follows from Eq. (14.4.1) that we must
choose V = 0. This makes sense: If the scalar field φ does not vary in time then the potential
V (φ) must also remain constant.
We should remark that although we claim this is a new solution, it is not entirely clear
that this is the case. Papers on the subject of Bianchi I solutions with a scalar field seem
to always assume a simple form of the potential V as a function of the scalar field. In our
case, however, we have a simple functional dependence of V on time rather than the scalar
field. If we take Eq. (14.4.9) as an implicit formula for t as a function of φ, then V would
become a rather involved function of φ. Hence it is likely, although not guaranteed, that
this is indeed is a new solution. We can always take Eq. (14.4.9) as an implicit formula for
t as a function of φ as the monotonicity of φ ensures that the implicit function theorem can
always be applied. We now calculate the series expansion of φ about t = 0 and invert the





















In Fig. 14.1 we show a plot of V (t) as a function of φ(t) for the case V = 1/2, A =
√
1/3
and B = 0. In the Fig. 14.1 we also plot the first three non-zero terms given by the series
expansion Eq. (14.4.12).
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14.4.2 An exact solution that is not asymptotically Kasner
Theorem 6 gives a clear and easily checkable condition on the potential V (t) that allows one
to determine whether or not a (spatially homogeneous) solution is asymptotically Kasner.
The goal of the present subsection is to investigate what happens when the Kasner condition
Eq. (14.3.5) does not hold. In particular, we search for a strictly monotonic solution (that





, V 6= 0, (14.4.13)
where V ∈ R is a freely specifiable (non-zero) constant. It is clear here that t2V (t) →
(V − 1)/(3V) in the limit t → 0+ and hence Eq. (14.4.13) does not satisfy the Kasner
condition Eq. (14.3.5). We further note that there is no t ∈ I (or V ∈ R) such that
V (t) = 1/(3t2). Using Eq. (14.1.5) to calculate the lapse α gives
α = V. (14.4.14)
Requiring that the lapse α is a positive function in the interval I now gives the restriction
V > 0. It is clear here that if V 6= 1 then the solution is not asymptotically Kasner. Turning


















where2 Cab is a symmetric (i.e. Cab = Cba) tensor with constant entries subject to the
requirement Caa = 0. Before proceeding we make the further simplification that the extrinsic
curvature and metric are both diagonal, i.e,
Cab = diag(C1, C2, C3), and γab = 0 if a 6= b. (14.4.16)
As with the previous solution, we point out that this is not a significant restriction as, for
spatially homogeneous solutions, one can always perform a (local) coordinate transformation
so that χab and γab are diagonal.




























where γ1, γ2, and γ3 are integration constants. In principle these can be any constants, howe-
ver this just corresponds to a scaling of the spatial coordinates. Notice that in Eq. (14.4.17)
2Note that the factor of 1/
√
V has been introduced for later convenience.
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we have implicitly restricted our attention to the case V 6= 1. The special case V = 1 returns
the standard Kasner-scalar field solutions, with zero potential, discussed in Chapter 13.3.
We now turn our attention to the scalar field φ. In order to calculate φ we must first







where C ∈ R is an integration constant3. In order to ensure that ν2 is strictly positive on



















, if C 6= 0,
(14.4.20)



















Note here that we have only considered the case ν > 0. The case where ν < 0 is recovered
by the transformation (φ, ν) 7→ (−φ,−ν).
Finally, by appealing to Theorem 4, we note that the Hamiltonian constraint Eq. (14.1.6)
is satisfied if and only if the algebraic relation
C21 + C22 + C23 − C = 0 (14.4.22)
holds. Notice that it is possible for Eq. (14.4.22) to hold only if C ≥ 0. Given this, we use
the inequality Eq. (14.4.19) to impose a restriction on the possible values of V.
If the inequality Eq. (14.4.19) holds at t = 1, we find that C < 2/3. It follows then that
the largest C can be is C ≈ 2/3. In this extremal case we further find that Eq. (14.4.19)
holds if and only if V ∈ (0, 1). We therefore have the following requirements:{
0 < C < 23 ,
0 < V < 1.
(14.4.23)
In the special case C = 0 we find that V > 0 is the only restriction we need to make on
V. Note that, unlike the solution presented in Chapter 14.4.1 there is no value of C that
3The factor of 1/V has been introduced for later convenience.
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Figure 14.2: The potential Eq. (14.4.13) as a function of the scalar field (given by
Eq. (14.4.20)) for the case V = 3/4, C = 1/3 and B = 0. Here, “Best Fit” is given by
the first three terms in Eq. (14.4.24).
would return the vacuum Kasner scalar field solutions with zero potential, presented in
Chapter 13.3. This is a direct consequence of the exclusion of the V = 1 case.
Provided the inequalities Eq. (14.4.23) hold, we have that ∂tφ 6= 0 for all t ∈ I. In
particular, the implicit function theorem implies that it is possible to (at least locally)
invert φ(t) to find t(φ) and hence V (φ) = V (t(φ)). We now calculate the series expansion
of φ about t = 0 and invert the series to get t(φ). Substituting into Eq. (14.4.13) now gives



















where we have defined
w(φ) = 2
√
6V(V − 1) (φ−B) . (14.4.25)
In Fig. 14.2 we show a plot of V (t) as a function of φ(t) for the case V = 3/4, C = 1/3
and B = 0. In the Fig. 14.2 we also plot the first three non-zero terms given by the series
expansion Eq. (14.4.24).
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Chapter 15
Numerical set-up
15.1 Outline of our numerical scheme
In Chapter 14 we have provided an analytical theory that describes the effect a potential
V (t) has on spatially homogeneous solutions with a strictly monotonic scalar field φ. We
now seek to numerically extend our theory to include (possibly) spatially inhomogeneous
solutions as well as space-times for which the scalar field φ is not strictly monotonic. The
goal of this section here is to provide the details of our numerical implementation. In all
that follows we equip our 4-dimensional space-time M with coordinates (t, x, y, z).
To simplify our numerical procedures, we now restrict to the case for which the unknowns
depend (at most) on one spatial coordinate, x. Here, any of the unknown fields defined on
M can be equivalently thought of as existing on a 2-dimensional sub-manifold M̃ ⊂M with
coordinates (t, x). In this picture, one thinks of the fields defined on M̃ as the pull-back
to M̃ along the ((y, z)-dependent) map Φ(y,z) : M̃ → M, (t, x) 7→ (t, x, y, z). M̃ therefore
acts as the “effective manifold” of our numerical implementation. In addition to all of this,
we assume that the level sets of t are diffeomorphic to the torus T3 (see Eq. (1.3.2)). This
implies that
M̃ = (0, T ]× S, (15.1.1)
for some T > 0. In the present work we always set T = 1. We write the points in M̃ as
(t, x) with t ∈ (0, T ] and x ∈ [0, 2π). All functions defined on M̃ are spatially periodic and
can therefore be written in terms of the standard Fourier basis. We exploit this fact in
the calculation of spatial derivatives. Our code is therefore of a (pseudo-)spectral nature.
To numerically implement the Fourier transform in our Python code, we use the NumPy
Discrete Fourier Transform module (numpy.fft)1.
The task now is to numerically solve Eqs. (13.2.17)–(13.2.23). In a first step we solve
the Hamiltonian and momentum constraints Eqs. (13.2.21) and (13.2.22) for the initial
data. It is well known that if the constraint equations are satisfied initially they remain
1See https://docs.scipy.org/doc/numpy-1.15.0/reference/routines.fft.html
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satisfied throughout the evolution (see Chapter 4.2.3). In particular, in our numerical
investigations, we find that constraint violating modes do not play a significant role in
our numerical evolutions. We outline our procedure for solving the constraint equations
in Chapter 15.2. Given an initial data set we use Eqs. (13.2.17)–(13.2.20) to numerically
evolve the unknowns toward the initial singularity t = 0. For each fixed t ∈ (0, T ] we must
solve the PDE Eq. (13.2.23) for the lapse α. The topology of M̃ (and hence M) implies
that we solve for α, subject to periodic boundary conditions. In Chapter 15.3, we outline
our method for solving Eq. (13.2.23).
15.2 Constraints and initial data
We are interested in initial data that satisfy the following three properties: (1) They must
solve the constraint equations Eqs. (13.2.21)–(13.2.22); (2) they should represent a (possibly
inhomogeneous) perturbation of an exact Kasner scalar field solution (with zero potential,
discussed in Chapter 13.3); and, finally, (3) the initial data must allow for a non-zero
potential. In order to obtain such an initial data set, we use the conformal method of
Lichnerowicz and York (see Chapter 4.3). Note that we do not use to evolutionary formu-
lations of the constraints (discussed in Chapters 6–12) as these methods are not well suited
to the construction of initial data sets with a constant mean curvature. Recall now that
the conformal method requires that we “split” the fields (γab, χ
a
b) into a background initial
data set (̊γab, χ̊
a
b), a conformal factor Ω, and a trace-free symmetric tensor
2 χ̄ab. The initial
data (γab, χ
a
b) satisfying the constraints Eqs. (13.2.21) and (13.2.22) are calculated from









−6 (χ̊ab + χ̄
a
b) . (15.2.1)
Inputting Eq. (15.2.1) into Eqs. (13.2.21) and (13.2.22) allows us to write the momentum
constraint Eq. (13.2.22) as
Ω−10∇̊a (χ̊ab + χ̄ab) = ν∇̊bφ, (15.2.2)





















ν2 + V (φ), (15.2.3)
where ∇̊a and ∆γ̊ are the covariant derivative and the Laplace-Beltrami operator associated
with γ̊ab, respectively. To solve Eqs. (15.2.2) and (15.2.3) we proceed as follows: First we
pick θ ∈ (−π/2, π/2] , ψ ∈ [0, π) and then calculate the corresponding Kasner scalar field
2Observe carefully that the approach described here is slightly different to the one discussed in Chap-
ter 4.3. This is done for the sake of simplicity. However, it is worth noting that the two approaches can be
reconciled by setting χ̄ab = (LV̄ )ab, where (LV̄ )ab is introduced in Eq. (4.3.9).
15.3. RICHARDSON’S ITERATION METHOD FOR ELLIPTIC EQUATIONS 145
solution (see Chapter 13.3), which we use as the background solution (̊γab, χ̊
a
b). We find
now that, if ∇̊aφ = 0 initially, then the tensor
χ̄ab = σg(x)
 0 0 00 0 1
0 1 0
 (15.2.4)
is a solution of the momentum constraint Eq. (15.2.2), where g(x) is an arbitrary, 2π-
periodic, function and σ ∈ R is a freely specifiable constant. To this end we set φ = 0
initially and pick χ̄ab as in Eq. (15.2.4). Note that this is not the most general solution of
Eq. (15.2.2). It is, however, sufficient for our purposes here. It now only remains that we
solve the Hamiltonian constraint Eq. (13.2.21). For this we choose a 2π-periodic function
f(x), a constant δ ≥ 0 and set
Ω = 1 + δf(x). (15.2.5)






















ρ− V (0). (15.2.7)
Our code allows for arbitrary choice of the function f(x). Nevertheless, we restrict our
attention to the choice f(x) = sin(x). To ensure that this approach “makes sense” we
impose the restriction V (0) < ρ(t = 1).
15.3 Richardson’s iteration method for elliptic equations
Pick a potential V (φ) and suppose that the fields (γab, χ
a
b, φ, ν) are known at some fixed
time t ∈ (0, T ]. Then, at all such times t one calculates the lapse α as the solution of the
PDE
F [α] := ∆γα−
(






Together with our symmetry assumptions Eq. (15.3.1) is an ODE3 to be solved with periodic
boundary conditions. For later convenience we further define the linear operator L[α] as
L[α] := ∆γα−
(
R− 3V (φ)− γab∇aφ∇bφ
)
α. (15.3.2)
3It is worth noting here that although the lapse equation is general an Elliptic PDE, our assumption that
α depends at most on one spatial coordinate x means that Eq. (15.3.1) is in fact an ODE.
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Note that L[·] is the linearisation of F [·] with respect to α. In order to solve the equation
F [α] = 0 we must first approximate the derivative term ∆γα. There are two common ways
to do this. On the one hand we could use a spectral method, such as the Fourier transform.
Such an approach provides a highly accurate approximation of the derivative (provided there
is a sufficiently high spatial resolution). However, solving an equation such as Eq. (15.3.1)
using spectral methods can be computationally intensive and time consuming. On the other
hand, one may use finite differencing to approximate the derivative terms. The resulting
approximations are less accurate (and converge slower) than their spectral counterparts.
However, solving an equation such as Eq. (15.3.1) using finite difference methods requires
less computational effort. With this in mind, to solve Eq. (15.3.1), we follow the approach
in [137] (see also [138,139]) for solving elliptic equations. The idea here is that the solution α
is constructed as a sequence of approximate solutions αn. Each solution is found using finite
differencing methods and the error/residue is calculated spectrally. This hybrid approach
allows one to use finite differencing to obtain the numerical solution of α, with spectral
accuracy. Such an approach is useful as it requires less computational effort than an entirely
spectral approach and is more accurate than a method that only uses finite differencing [138].





To solve Eq. (15.3.1) we proceed as follows. Pick an accuracy goal parameter µ > 0.
Initial condition: Pick α0 = 1 (i.e. the exact value α would take if this were an exact
Kasner scalar field solution). Calculate the corresponding residue as R0 = F [α0], using
Fourier methods to calculate the spatial derivatives. Then determine the sup-norm
‖R0‖∞.
Iterative step: Let n ≥ 0. Suppose that we have determined the solution αn and the
residue ‖Rn‖∞ = ‖F [αn]‖∞. If ‖Rn‖∞ < µ, stop here. Otherwise, use finite differ-
encing (subject to periodic boundary conditions) to numerically solve the differential
equation L[ϕ] = −Rn and set
αn+1 = αn + ϕ, (15.3.4)
and repeat the iterative step with n replaced by n+ 1.
15.4 Evolution code and convergence tests
For a given initial data set (constructed as in Chapter 15.2) Eqs. (13.2.17)–(13.2.23) are
solved as an initial value problem in the decreasing t direction starting at t = 1. For this we
introduce “shifted” coordinates (τ, x̃) where τ is a time coordinate so that the evolutions are
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carried out in the increasing τ -direction. The coordinate transformation from the “original
coordinates” (t, x) to the “shifted coordinates” (τ, x̃) is taken to be of the form
τ(t, x) = 1− t, x̃(t, x) = x. (15.4.1)
It is clear then that, in the shifted coordinate system, the evolutions begin at τ = 0 and
evolves toward the singularity at τ = 1. Once calculated, the solutions are re-expressed in
terms of the original coordinate system (t, x). Our evolution code treats the components of
γab and χ
a




χ33 = −χ11 − χ22. (15.4.2)
In this way the evolution equation for χ33 is instead treated as an evolution equation for
χ11. Recall from Chapter 13.2 that this can be done without loss of generality provided the
lapse equation Eq. (15.3.1) is satisfied.
With regards to our spatial discretisation, we employ a uniform grid with N points. For
our time-stepping method, we use the adaptive SciPy integrator odeint4. We denote its
absolute error as Ẽ and its magnitude as ε̃ = − log(Ẽ). It is clear then that ε̃ controls the
local step size of the time evolution. One therefore expects that the parameters5 ε̃, µ and
N can be used to control the error that is numerically generated in our time and space dis-
cretisations. Let f be one of the numerically calculated unknowns, corresponding to some
choice of the parameters ε̃ and N . Then the absolute error E[f ](t, x, ε̃, µ,N) of f can be
calculated at a point (t, x). In principal, this is done by comparing the numerically calcu-
lated unknown to the exact solution. In practice, however, the exact solution is not known,
in which case we follow the common practice to determine E[f ](t, x, ε̃, µ,N) by comparing
the numerical solution to another numerical solution obtained with some sufficiently high
resolution (instead of the exact solution).
On the one hand, if ε̃ is sufficiently large we expect that the error is dominated by
the spatial discretisation. In this setting, the error should be roughly independent of ε̃, but
should decrease monotonically with N and µ. We always set ε̃ = 12, unless stated otherwise.
Similarly, if µ is sufficiently large the error produced from the elliptic solver should be
negligible. Of course, if µ is too small, the elliptic solver may not be able to find a solution.
We always set µ = 10−10. On the other hand, if N is large enough to resolve all spatial
features of the solution, then the numerical error is dominated by the time discretisation. In
such a setting, the numerical error should not become smaller when we increase N (in fact,
oversampling may be a significant error source). The error should decrease monotonically
with ε̃. If N is too small, the spatial features are not adequately resolved which leads to an
increase in constraint violation. In theory, one therefore (intuitively) expects the constraint
violation to indicate if the number of spatial points N is too small6. In practice, however,
4See https://docs.scipy.org/doc/scipy/reference/generated/scipy.integrate.odeint.html.
5Recall that µ is the accuracy parameter for the elliptic solver, discussed in Chapter 15.3.
6Constraint violations can arise due to a myriad of issues, not just an inadequate spatial resolution.
However, our numerical investigations suggest that the spatial resolution is a significant source of numerical
error.
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the constraint violations are singular (since they are proportional to the mean curvature).














= diag(1, 1, 1) is the contravariant unit metric in Cartesian coordinates. For
each of our evolutions we monitor the quantity ‖C‖inf(t). If ‖C‖inf(t) becomes larger than
‖C‖inf(t) ∼ 10−8 we re-perform the entire evolution with increased N . Although it is
possible to instead use some kind of adaptive procedure to update the number of spatial
points “on the fly” (as was done in [97]) we find that our approach here is sufficient.




{tE[f ](t, x, ε̃, µ,N)}, (15.4.4)
which can be used to study the error in both the time and space discretisations. The total







where fi is the ith unknown.
We now discuss two tests of our code. In both test cases we calculate the initial data,
as was outlined in Chapter 15.2. Once the backgrounds are calculated we perform the
coordinate transformation









y + z. (15.4.6)
This has the effect of “mixing” the Kasner solution so that all of the unknowns (apart from
φ, χ12 and χ
1
3) are non-zero at the initial time. In particular this allows us to test all
(spatially homogeneous) parts of our code. It is worth noting that due to this mixing has
the effect that χ23 is non-zero initially. As such, we do not need to consider the case σ 6= 0,
since the only affect of σ 6= 0 is to generate a non-zero χ23.
The first non-trivial test of our numerical implementation we consider is defined by
setting N = 1 and δ = 0. We pick ε̃ = 6, 8, 10, 12 and calculate the quantities ‖C‖sup(t) and
E(t), using the exact “mixed Kasner solution” (with V (φ) = 0) as the reference solution.
The results are shown in the left column of Fig. 15.1. The convergence of ‖C‖sup(t) and
E(t) is consistent with our numerical scheme. The second test case is given by the choice
δ = 10−3. No exact solution is known here and the numerical solution obtained with some
higher resolution is therefore chosen as the reference solution to calculate the error. The
right most column of Fig. 15.1 shows convergence plots for the spatial discretisation. When
a numerical solution is calculated with a spatial resolution N(1), the reference solution is
calculated with a spatial resolution N(2) = 2N(1) to ensure that both numerical resolutions
share grid points. The calculated errors shown in both the middle and right column of
Fig. 15.1 have the expected dependence on ε̃ and N . The solution shown in the middle
column is calculated with spatial resolution N = 18.

































x-convergence, = 10 3
N(1) = 6
N(1) = 10









































Figure 15.1: Numerical convergence tests of our code as discussed in the text at the end of
Chapter 15.4. The first column shows the mixed Kasner test case. The second and third
columns show the spatially inhomogeneous test case given by δ = 10−3. In all cases we set
σ = 0.
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Chapter 16
Numerical investigation of spatially
homogeneous solutions with a cosh
potential
16.1 Potential, initial conditions, and perturbation expansi-
ons
In this chapter we investigate spatially homogeneous solutions of the Einstein scalar field
equations Eqs. (14.1.1)–(14.1.5) with a non-zero potential. With this in mind, we used the
code (introduced in Chapter 15) and always set δ = σ = 0 (so that Ω = 1, which follows
from Eq. (15.2.5)) and N = 1 (the number of spatial points in our x-discretisation). Unlike
Chapter 14 we specify the potential V (φ) in terms of the scalar field φ and not as a function
of time. Recall that when the potential is specified as a function of the scalar field φ (and
not as a function of time) it is, in general, not possible to explicitly integrate the Einstein
equations Eqs. (14.1.1)–(14.1.5). The goal here is to provide numerical examples (and
expansion formulas) of the various types of spatially homogeneous space-times, discussed at
the end of Chapter 14.3. Namely, we provide numerical examples for which the scalar field
φ is (1) strictly monotonic, (2) asymptotically stationary, and (3) eventually-monotonic. To
this end we set
V (φ) = m (cosh (kφ)− 1) , (16.1.1)
where m, k ∈ R are positive freely specifiable constants. At this stage it is not clear that
Eq. (16.1.1) allows for each of the various types of space-times. However, we find that this
potential does allow for each type of solution. There are two primary reasons we make this
particular choice of potential V (φ). On the one hand, we want our choice of potential to be
consistent with the choices made in works such as [127, 128]. On the other hand, we want
V (φ) to be an even function, to simply our perturbation expansions.
Recall now, from Chapter 15, that at t = 1 (or, equivalently, τ = 0) we have φ = 0.
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In particular this means that V (φ), as given by Eq. (16.1.1), vanishes initially. Then, the
initial data for the scalar field φ is
φ = 0, ν = Å, at t = 1, (16.1.2)
where Å is the scalar field strength associated with the background data set (̊γab, Å
a
b, φ̊),
discussed in Chapter 15.2. The solutions we construct here are intended to represent spati-
ally homogeneous perturbations of the exact Kasner scalar field solutions with zero potential
(̊γab, Å
a
b, φ̊). It therefore makes sense to consider perturbation expansions of φ with respect
to the parameters m and k. In particular we expect that if k (or m) is ‘small ’ then we can
write φ as a series of the form




where we have that either ϑ = k or ϑ = m and the φ(i)’s are unknown functions of time.
From Eq. (16.1.2) we find that the fields φ(i) satisfy the initial conditions
φ(0)(1) = φ(i)(1) = 0, ∂tφ(0)(1) = Å, ∂tφ(i)(1) = 0, i = 1, . . . ,∞. (16.1.4)
Inputting the expansion Eq. (16.1.3) into Eq. (14.1.4) we find that, irrespective of ϑ = k,m,




∂tφ(0) = 0, φ(0)(1) = 0, ∂tφ(0)(1) = Å. (16.1.5)
It follows then that
φ(0) = Å ln(t). (16.1.6)
Generically, one expects each of the φ(i)’s to become infinite in the limit t→ 0+, and hence
the term ϑiφ(i) is not ‘small’, for t sufficiently close to t = 0. It is therefore worth pointing
out that when we say ϑ is small we mean that |ϑiφ(i)/φ(0)|  1 for all t ∈ (0, 1). Of course,
as a matter of principle, one cannot a priori determine the validity of such an assumption.
Instead, one must first determine the function φ(i) and then check for consistency. Explicit
formulas for the remaining φ(i)’s are given in the following sections.
Finally, we end this subsection by introducing the function K(t) as




We find that if K(t) → 1 as t → 0+ then the corresponding solution is asymptotically
Kasner in the sense of Def. 13. We therefore refer to K(t) as ‘the Kasner constraint’ and
|K(t) − 1| as the ‘violation of the Kasner constraint’. Note here that we say a (spatially
homogenous) solution is asymptotically Kasner if the final value of |K − 1| is smaller than
the constraint violation. i.e., if there exists a constant C > 0 such that |K− 1| ≤ C × 10−8.
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16.2 Perturbation expansions in m and their numerical jus-
tifications
In this subsection we consider the behaviour of the scalar field φ, corresponding to the
potential Eq. (16.1.1), when the parameter m is small. It is clear from Eq. (16.1.1) that m
only affects the relative size of the potential V (φ). As such, we do not expect m to have
any impact on the generic time dependence of the potential V (φ(t)). It therefore makes
sense to establish the general behaviour of the scalar field by considering a perturbation
expansion of φ in m. i.e. we assume that the scalar field φ has the asymptotic form





where φ(1) is a time-dependent function. Observe that Eq. (16.2.1) is consistent with
Eq. (16.1.3) and Eq. (16.1.6) for ϑ = m. Inputting the expansion Eq. (16.2.1) into the
(spatially homogeneous) scalar field equation Eq. (14.1.4) and using that the initial condi-
tions are given by Eq. (16.1.4), we find that φ(1) must satisfy the differential equation{
∂2t φ(1) +
1













φ(1)(1) = 0, ∂tφ(1)(1) = 0,
(16.2.2)





, k 6= 2/Å,
2−2t4+3Å2(5−8t2+3t4)+4 ln(t)(2+3Å2+(4−6Å2) ln(t))
32Å
, k = 2/Å,
(16.2.3)
where
ϕ(1) = 2(Åk − 2)2(3Å(1 + Åk)− k)t2+Åk − 2(2 + Åk)2(3Å(Åk − 1)− k)t2−Åk. (16.2.4)
Using Eq. (16.2.1) and Eq. (16.2.3) we can now calculate the leading order behaviour of the





tÅk + t−Åk − 2
)
m+O(m2). (16.2.5)
From this expansion one might conclude that t2V (φ)→ 0 as t→ 0+ if and only if |Åk| < 2.
If the inequality |Åk| < 2 is satisfied then we find that Theorem 6 holds for any ε ∈
(0, 2− |Åk|). It is worth noting here that the assumption that m is small (as was discussed
in Chapter 16.1) holds if mk2  1.
We now provide numerical support for the expansions Eq. (16.2.1)–(16.2.5). In Fig. 16.1
we show the results for three of our numerical simulations in which the value of k changes
but all other parameters are kept fixed. For each of the plots in Fig. 16.1 we set m =
10−3, θ = −π/3 and ψ = 5π/3. In the first column, we show the solutions corresponding
to the choice k =
√
2 so that |Åk| = 1. In the second column, we show the solutions
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Figure 16.1: The numerical solutions corresponding to m = 10−3, θ = −π/3 and ψ = 5π/3
so that Å = 1/
√
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Super-critical case: Ak = 3
Figure 16.2: The numerically calculated Kasner exponents and scalar field strength
corresponding to m = 10−3, θ = −π/3 and ψ = 5π/3 so that Å = 1/
√
2. For the crit-
ical case we set k = 2/Å and for the sup-critical case we set k = 3/Å.
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corresponding to the choice k = 2
√
2 so that |Åk| = 2 and in the third column, we show the
solutions corresponding to the choice k = 3
√
2 so that |Åk| = 3. In the top row of Fig. 16.1
we show the scalar field φ. In the second and third rows of Fig. 16.1 we show the quantities
t2V (φ(t)) and |K(t)−1|, respectively. For the ‘sub-critical’ case, for which we have Åk = 1,
we see that our analytical predictions closely match our numerical results. However, in the
‘critical’ and ‘super-critical’ cases we find that our analytical predictions do not match our
numerical simulations. In the critical case we find that the numerical solutions closely match
the analytical predictions for t ∈ [tB, 1]. However, at t = tB ≈ 2.3×10−2 the solution bounces
to a space-time that is asymptotically Kasner. This behaviour becomes more extreme in
the super-critical case where we see, in the centre right plot of Fig. 16.1, that although
the analytical predictions do match the numerical results for a short while, by the time of
the bounce at t = tB ≈ 3.9 × 10−3 the analytical prediction for t2V (φ(t)) is significantly
larger than the numerically calculated value of t2V (φ(t)). It is not entirely surprising
that this bounce type behaviour is not predicted by Eq. (16.2.1)–(16.2.5) as this type of
bouncing phenomena is a highly non-linear process and hence cannot be approximated by
the linearisation. Observe carefully that this bounce is clearly seen in the “super-critical
case”. However, in the “critical case” we only see the beginning of the bounce. It is therefore
not clear that this solution does indeed bounce to a solution that is asymptotically Kasner.
The only way to demonstrate that the solution does indeed become asymptotically Kasner
would be to re-perform the simulations closer to t = 0. However, we find that our code is
not able to get closer to the singularity than t = 4× 10−8.
Finally, in Fig. 16.2 we show the Kasner coefficients p1(t), p2(t), p3(t) and the conjugate
momentum of the scalar field1 πφ(t) := t∂tφ/α, in both the critical and super-critical cases.
In each of the plots in Fig. 16.2 we see that the quantities are approximately constant before
bouncing to a different value.
16.3 Perturbation expansions in k and their numerical justi-
fications
16.3.1 Taylor expansions in k
The goal of the present subsection is to provide a detailed description of solutions for which
the scalar field φ is a strictly monotonic function, and for which the Kasner condition
Eq. (14.3.5) holds. In this section we assume that k  1 so that the inequality |Åk| < 2
always holds. In such a setting, one expects the scalar field φ to have an asymptotic
expansion of the form
φ = Å ln(t) + φ(1)k + φ(2)k
2 + φ(3)k
3 +O(k4), (16.3.1)
where φ(1), φ(2), φ(3) are time-dependent functions. Observe that Eq. (16.3.1) is consistent
with Eq. (16.1.3) and Eq. (16.1.6) for ϑ = k. Inputting Eq. (16.3.1) into the scalar field
1Note that the scalar field strength A is calculated as limt→0+ πφφ(t)
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= 0, φ(i)(1) = 0,
dφ(i)
dt
(1) = 0. (16.3.2)
It follows then that φ(i) = 0 if i is odd. In particular we have φ(1) = φ(3) = 0 and hence
φ(2) is the only non-zero function in Eq. (16.3.1). It now follows from Eq. (14.1.4) that φ(2)









3Å2 ln(t) + 6Å2 − 2
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Observe here that the assumption that k is small holds if mk2  1. If mk2  1 does
not hold then it is possible that the scalar field φ is not a strictly monotonic function.
Using Eq. (16.3.1) and Eq. (16.3.4) we can now calculate the leading order behaviour of the




Å2m ln(t)2k2 +O(k4). (16.3.5)
It is clear from Eq. (16.3.5) (provided mk2  1) that t2V (φ)→ 0 in the limit t→ 0+ and
in particular we find that Theorem 6 holds for any ε ∈ (0, 2), as was expected.
In Fig. 16.3 we test the validity of our approximations for k = 10−3, θ = −π/3, ψ = 5π/3
and m = 1. The left plot in Fig. 16.3 shows the scalar field φ, the centre plot shows the
quantity t2V (φ), and the right most plot shows the violation of the Kasner constraint
|K(t) − 1|. In the first two plots of Fig. 16.3 we see that the analytical solutions closely
agree with the numerical solutions.
Given all this, one may ask how do we calculate the asymptotic scalar field strength A?







(t2 − 1) + 2t2
(





One now calculates the final value of the scalar field strength A by considering the limit of











Numerically, we calculate A by simply taking the final values of t and ν and multiplying
them together. In Fig. 16.4 we show the numerically calculated scalar field strength A as
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Figure 16.3: Scalar field solutions with potential as in Eq. (16.1.1). Here we have set
m = 1, θ = −π/3, ψ = 5π/3 and k = 10−3. The left most graph shows the scalar field φ,
the centre graph shows t2V (φ), and the right most graph shows the violation of the Kasner
constraint |K(t)− 1|.
a function of k for θ = −π/3, ψ = 5π/3 and m = 1 calculated at t = 10−3. The left
plot of Fig. 16.4 shows A for k ∈ [0, 1] and the right for k ∈ [0, 2/5]. It is easy to see
that Eq. (16.3.7) gives a reasonably accurate prediction of the scalar field strength when
k ≤ 2/5, with accuracy decreasing significantly beyond this point.
It is clear from the plots shown in Fig. 16.3 that the solution (corresponding to k = 10−3)
is asymptotically Kasner. We claim that this is generically true for sufficiently small k.
In order to provide further evidence for this it is useful to now calculate the Kasner
exponents. In accordance with Def. 13, this is done by first determining the trace-free part
of the second fundamental form χab and then calculating the limits of tχ
a
b as t→ 0+. We
first calculate χab. Owing to the homogeneity of this problem, we expect χ
a















where p̊1, p̊2, p̊3 are the Kasner exponents of the background solution (̊γab, χ̊
a
b) and u(t) is




, u(1) = 1, (16.3.9)
which follows from Eq. (14.1.1) and Eq. (16.3.8). In the special case k = 0 we have that
V (φ) = 0, in which case the exact solution of Eq. (16.3.9) is u(t) = 1/t. We therefore expect




+ u(1)(t)k + u(2)(t)k
2 + u(t)(3)k
3 +O(k4), u(i)(1) = 0, i = 1, . . . ,∞.
(16.3.10)
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Figure 16.4: The scalar field strength as a function of k with m = 1, θ = −π/3 and ψ = 5π/3
so that Å = −1/
√
2. The left plot shows A for various values k ∈ [0, 1] and the right plot
shows A for k ∈ [0, 2/5]. All values of A are numerically calculated at t = 10−3.




= 0, u(i)(1) = 0. (16.3.11)
It follows then that u(i) = 0 if i is odd and as such we have that u(2) is the only non-zero
function in the expansion Eq. (16.3.10). By inputting Eq. (16.3.10) into Eq. (16.3.9), we






Å2m ln(t)2, u(2)(1) = 0, (16.3.12)
and is therefore
u(2) = −
3Å2m(t2 − 1 + 2t2(ln(t)− 1) ln(t))
8t
. (16.3.13)
Having found an expression for the u(t) (at least in leading order), we can now calculate
the time-dependent Kasner exponent pi(t) as (recall from Chapter 13.3 that pi(t) is the ith
eigenvalue of tKab),




t2 − 1 + 2t2(ln(t)− 1) ln(t)
)
mk2 +O(k4), (16.3.14)
which follows from discussions in Chapter 13.3 and Chapter 14.3. The final value of the
Kasner exponent2 pi can now be calculated by considering the limit of pi(t) as t→ 0+:
pi = lim
t→0+
pi(t) = p̊i +
Å2
8
(3p̊i − 1)mk2 +O(k4). (16.3.15)
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Figure 16.5: The Kasner exponents as a function of k with m = 1, θ = −π/3 and ψ = 5π/3
so that Å = −1/
√
2. All of the Kasner exponents were numerically calculated at t = 10−3.
In Fig. 16.5 we show the numerically calculated Kasner exponents for various values of
k. The left, centre and right columns in Fig. 16.5 show p1, p2 and p3, respectively. The
first row shows the Kasner exponents for k ∈ [0, 1] and the second row shows the Kasner
exponents for k ∈ [0, 2/5]. In Fig. 16.5, we see that Eq. (16.3.15) provides a reasonably
accurate estimate of the Kasner exponents for k ∈ [0, 2/5].
Using Eq. (16.3.7) and Eq. (16.3.15) to numerically calculate the Kasner constraint K(0)




















Since p̊1, p̊2, p̊3 and Å are known to satisfy the Kasner relations we immediately find that
K(0) = 1+O(k4) and hence, at least for small k, these solutions are asymptotically Kasner.
2The number pi = limt→0+ pi(t) should not be mistaken for the function pi(t).
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Figure 16.6: Numerical simulation of an asymptotically stationary (that is also asymptoti-
cally Kasner) with m = 102, θ = −π/3, ψ = 5π/3 and where k is given Eq. (16.3.18). The
top plot shows the Kasner condition and the bottom plot shows the violation of the Kasner
constraint.
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16.3.2 An asymptotically stationary solution
We now search for asymptotically stationary solutions. For this we require that ν → 0 as
t → 0+. In order to find such a solution, we proceed as follows: For fixed m, θ and ψ we
use Eq. (16.3.7) to obtain an estimate for k = k? such that A(k?) = 0. The initial guess is







We then numerically calculate the scalar field strength A for various values of k in a neig-
hbourhood of k?. If A(k) changes sign inside of our chosen interval then we apply a bisection
method to find the root. It is interesting to note that one does not expect to find soluti-
ons that are asymptotically stationary if both k and m are small. This follows both from
Eq. (16.3.17) and from Fig. 16.4. Moreover, we find that one does not expect k? to exist
if the solution is isotopic (and hence Å2 = 2/3). For the case m = 102, θ = −π/3 and
ψ = 5π/3 Eq. (16.3.17) gives k? = 2/5. We numerically find that the scalar field strength
A(k) changes sign in the interval k ∈ [1/10, 7/10]. Determining the root gives
k = 0.20346852151752604, A = −2.67× 10−15. (16.3.18)
In Fig. 16.6 we show the violation of the Kasner constraint as a function of time, where k is
given by Eq. (16.3.18). In Fig. 16.6 we see that |K(t)−1| tends to zero as a function of time
and so we conclude that this solution is asymptotically Kasner. For each of these simulati-
ons, we numerically calculated the scalar field strength A at t = 10−3. It is interesting to
note that in Fig. 16.6 we see that t2V (φ(t))→ 0 in the limit t→ 0+.
16.4 Perturbation expansions in Å and their numerical jus-
tifications
16.4.1 Non-isotropic solutions with an eventually-monotonic scalar field
If mk2 = O(1) then we do not expect the expansions derived in Chapter 16.3 to hold as
this would violate the “smallness” condition of k. In this chapter here we investigate the
behaviour of solutions when neither k nor m is small. Instead we suppose that Å  1. In
this case we expect the scalar field φ to have the asymptotic form





Note here that the quantity Å is a natural choice of perturbation parameter as it is bounded
below 1, with |Å| ≤
√
2/3. Inputting Eq. (16.4.1) into Eq. (14.1.4) we find that if i is an





2φ(i) = 0, φ(i)(1) = 0, ∂tφ(i)(1) = 0. (16.4.2)
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It follows then that, if i is even, we have φ(i) = 0 and in particular φ(2) = φ(4) = 0. We
therefore find that φ(1) and φ(3) are the only non-zero functions in Eq. (16.4.1). It now






















where J0() and Y0() are Bessel functions of the first and second kind, respectively. Similarly,














































We find that we are unable to explicitly integrate Eq. (16.4.7). Nevertheless, we can still
calculate φ(3) numerically. To numerically integrate Eq. (16.4.7) we use the SciPy integrator
quad3. We note here that these solutions are only expected to hold only when mk2 = O(1)
and Å 1.
We now provide numerical support for the expansions Eqs. (16.4.1)–(16.4.7). In Fig. 16.7
we show the results of our numerical simulation corresponding to the parameter choices
k = 2,m = 1, ψ = 5π/3, and θ = −π/10. In the top plot of Fig. 16.7 we see that the
numerically calculated scalar field φ closely matches our analytical solution. The middle
and bottom plots in Fig. 16.7 show the Kasner condition t2V (φ) and the violation of the
Kasner constraint |K(t) − 1|, respectively. These plots demonstrate that the numerically
calculated solution is asymptotically Kasner in the sense of Def. 13.
In order to test the limitations of our analytical solution, we now consider the case
defined by setting k = 20,m = 1, ψ = 5π/3, and θ = −π/10. The results of our numerical
tests are shown in Fig. 16.8. The bottom two plots of Fig. 16.8 demonstrate that the
numerically calculated solutions are asymptotically Kasner, which is consistent with our
analytical predictions. However, our approximations oscillate with a slower frequency than
the numerical solutions.
3See https://docs.scipy.org/doc/scipy/reference/generated/scipy.integrate.quad.html.
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Figure 16.7: The solutions corresponding to the parameter choices k = 2,m = 1, ψ = 5π/3
and θ = −π/10. In the top, centre and bottom plots we show the scalar field φ, the Kasner
condition t2V (φ), and the violation of the Kasner constraint |K(t)− 1|, respectively.
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Figure 16.8: The solutions corresponding to the parameter choices k = 20,m = 1, ψ = 5π/3
and θ = −π/10. In the top, centre and bottom plots we show the scalar field φ, the Kasner
condition t2V (φ), and the violation of the Kasner constraint |K(t)− 1|, respectively.
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Figure 16.9: The numerically calculated
quantity 1/α = 1−3t2V (φ(t)) corresponding
to the parameter choices m = 1, k = 2, ψ =
5π/3 and Å = −
√
2/3.








Figure 16.10: The numerically calculated
quantity ν corresponding to the parameter













Figure 16.11: The numerically calculated
quantity | (4)R−4V (φ)| corresponding to the
parameter choices m = 1, k = 2, ψ = 5π/3
and Å = −
√
2/3.










|(4)R (4)R 4V( )2|
Figure 16.12: The numerically calculated
quantity | (4)Rµν (4)Rµν − 4V (φ)2| correspon-
ding to the parameter choices m = 1, k =
2, ψ = 5π/3 and Å = −
√
2/3.
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16.4.2 An isotropic solution with an eventually-monotonic scalar field
Finally, we consider isotropic (FLRW) solutions with a non-zero potential V (φ). Recall
from Theorem 5 that, if φ is not a strictly monotonic function then we expect that there
exists a t? ∈ (0, 1] such that 1/α→ 0 as t→ t+? . In Fig. 16.9 and in Fig. 16.10 we show the
numerically calculated quantities 1/α and ν, respectively, corresponding to the parameter
choices m = 1, k = 2, ψ = 5π/3, and θ = π/2 (so that Å = −
√
2/3). From Fig. 16.9 we see
that 1/α ≈ 0 when t = t? ≈ 0.486. Similarly, in Fig. 16.10 we see that ν → 0 as t → t+? .
This is consistent with the findings of Theorem 5. In Fig. 16.11 and Fig. 16.12 we show the
numerically calculated quantities | (4)R− 4V (φ)| and | (4)Rµν (4)Rµν − 4V (φ)2|, respectively.
Here we see that both quantities tend to zero which is consistent with the discussions given
at the end of Chapter 14.2.
Suppose now that we set θ = πϑ − π/2 for some 0 ≤ ϑ  1. Then, according to
Theorem 5, there is t? such that 1/α(t?) = 0 if and only if ϑ = 0 (and φ is oscillatory).
However, we note that if 0 < ϑ  1 then the lapse α (which is still well-defined for all
t ∈ I) may become large. Although this should not be an issue analytically, it can cause
grief in a numerical setting. In our simulations, we find that, if m = 1, k = 2, ψ = 5π/3 and
θ = πϑ− π/2 , then mint∈I{1/α} = O(ϑ2).
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Chapter 17
Numerical investigation of spatially
inhomogeneous solutions with a
cosh potential
17.1 The BKL conjecture and initial data in the spatially
inhomogeneous setting
In this chapter we investigate spatially inhomogeneous solutions of the Einstein scalar field
equations Eqs. (13.2.17)–(13.2.23) with a non-zero potential. The goal here is to numerically
extend the theory presented in Chapters 14–16 to the spatially inhomogeneous setting. In
particular, we show that the results concerning the decay of the potential V (φ) (found in
the spatially homogeneous setting) still hold, as least in some perturbative regime. i.e. we
expect that if δ  1 (see Eq. (15.2.5)) then solutions of the Einstein scalar field equation
Eqs. (13.2.17)–(13.2.23) with a non-zero potential (and initial data constructed as in Chap-
ter 15.2) are asymptotically point-wise Kasner if and only if t2V (φ)→ 0 in the limit t→ 0+.
To this end, we provide examples of space-times that are (1) not asymptotically point-wise
Kasner, (2) strictly monotone (∂tφ, ν 6= 0 for all t ∈ (0, 1]) and (3) oscillatory. For this we
once again use the two-parameter cosh potential, given by Eq. (16.1.1). Note here that, in
this chapter at least, we primarily restrict our attention to the study of polarised Gowdy
solutions (i.e. solutions corresponding to σ = 0). In this setting it is possible to pick spatial
coordinates such that the metric γab is globally diagonal.
Although our main focus is polarised Gowdy solutions with zero twists, we do briefly
consider unpolarised Gowdy solutions in Chapter 17.6. It must be emphasized here that
we do not claim it is enough to only look at polarized solutions. Indeed it is possible that
unpolarised space-times (with or without twists) may behave differently than polarised
Gowdy solutions. In future works it would be interesting to investigate solutions that are
not polarised or have non-vanishing twists.
Suppose now that σ = 0 (recall from Chapter 15.2 that σ = 0 means that the initial
169
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data set (γab, χ
a
b, φ) is polarised initially) and recall, from Chapter 15, that at t = 1 (or,




+ 2(3Å2 − 4) sin(x)δ +O(δ2), (17.1.1)
which follows from Eq. (15.2.5) together with Eq. (15.2.6). Requiring that ρ(t = 1) ≥ 0
now introduces a restriction on the possible choices of the quantity δ. In particular, we find





then ρ(t = 1) ≥ 0. It is worth pointing out that Eq. (17.1.2) is a non-trivial condition
that restricts the size of δ. In the isotropic case (where Å = ±
√
2/3) Eq. (17.1.2) implies
δ ≤ 1/12. Moreover, Eq. (17.1.2) means we cannot consider the vacuum case Å = 0. It
should be emphasized here that this restriction is purely a consequence of how we choose
to construct our initial data and does not have any physical or geometric meaning.
Before finishing this subsection it is worth briefly discussing why we expect the results,
found in the spatially homogeneous setting, to extend (point-wise) to the spatially inho-
mogeneous setting. This is because, if the Kasner condition Eq. (14.3.5) holds, then one
expects that the BKL conjecture also holds and the resulting solutions are AVTD. Recall
that the BKL conjecture states that derivative terms ‘don’t matter’ for sufficiently small
t. If this is true then it should be possible to match spatially inhomogeneous solutions
point-wise to spatially homogeneous ones. Note here that we claim a spatially inhomoge-
neous space-time is asymptotically point-wise Kasner if the quantities |K − 1| and |α − 1|
are smaller than the constraint violation, near t = 0. i.e, |K − 1|, |α − 1| ≤ C × 10−8, for
some constant1 C.
17.2 Asymptotically point-wise Kasner solutions with zero
potential
17.2.1 Heuristic analysis of derivative terms
As stated above, the BKL conjecture suggests that the spatial derivative terms ‘don’t mat-
ter’ near the initial singularity. In practice this means that the derivative terms are smaller
than the non-derivative terms. The point of the present subsection is to numerically de-
monstrate AVTD behaviour in the special case V (φ) = 0. In particular, we linearise the
Einstein equations and use formal expansions to find the leading order behaviour of the
linearised equations. We then numerically solve the (fully non-linear) Einstein equations
and show that the numerical solutions are consistent with the predictions made from the
linearised equations. It is worth pointing out that the linearised Einstein equations have
1The value of C can be different for |K − 1| and |α− 1|.
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been rigorously studied in [121]. However, their work is restricted to initial data sets that
are “sufficiently close to FLRW”. In [140] the authors were able to investigate the asymp-
totics (of solutions to the full Einstein equations) without the restriction of being close to
FLRW. The analysis we present here, allows us to find sharper bounds than what was found
in [140]. However, our results are heuristic in nature and are therefore not as rigorous as
what was done in [121,140].
Let us now assume that we can write
γab = γ̊ab + δγ̃ab +O(δ
2), α = 1 + δα̃+O(δ2), φ = Å ln(t) + δφ̃+O(δ2), (17.2.1)
where φ̃, α̃ are unknown functions of t and x, and γ̃ab = diag(t
−2p̊1w, t−2p̊2u, t−2p̊3v) where
each w, u, v are unknown functions of t and x. The constants p̊1, p̊2, p̊3, Å are assumed to
satisfy the Kasner relations Eq. (13.3.2). The linearisation (corresponding to these expan-
sions) is
∂2xα̃− t2(p̊1−1)α̃ = u+ v, (17.2.2)
t∂t(t∂tφ̃)− t2(1−p̊1)∂2xφ̃ = Å (t∂tα̃− α̃) , (17.2.3)
t∂t(t∂tu)− t2(1−p̊1+p̊2)∂2xu = 2(t∂tα̃− α̃)p̊2, (17.2.4)
t∂t(t∂tv)− t2(1−p̊1+p̊3)∂2xv = 2(t∂tα̃− α̃)p̊3, (17.2.5)
t∂t(t∂tw) = 2t
2(1−p̊1)∂2xφ̃+ t
2∂2x(u+ v) + 2((t∂tα̃− α̃)p̊1 + t2(1−p̊1)∂2xα̃). (17.2.6)
To study the asymptotic behaviour of Eqs. (17.2.2)-(17.2.6) we first decompose the unkno-
wns α̃, u, v, w and φ̃ into their Fourier modes. Here, we assume that the unknown functions






















Putting Eq. (17.2.7) into Eqs. (17.2.2)-(17.2.6) gives the following system of ODEs (for each
` = 1, . . . ,∞-mode)
−(`2 + t2(p̊1−1))α̃ = u` + v`, (17.2.8)
t∂t(t∂tφ`) + t
2(1−p̊1)`2φ` = Å (t∂tα` − α`) , (17.2.9)
t∂t(t∂tu`) + t
2(1−p̊1+p̊2)`2u` = 2(t∂tα` − α`)p̊2, (17.2.10)
t∂t(t∂tv`) + t
2(1−p̊1+p̊3)`2v` = 2(t∂tα` − α`)p̊3, (17.2.11)
t∂t(t∂tw`) = −2t2(1−p̊1)`2φ` − t2`2(u` + v`) + 2((t∂tα` − α`)p̊1 − `2t2(1−p̊1)α`). (17.2.12)
Note that Eqs. (17.2.9)–(17.2.12) are Fuchsian ODEs provided 1− p̊1 + p̊2 > 0 and 1− p̊1 +
p̊3 > 0 (for more details on Fuchsian ODEs we refer the interested reader to [141–143] and
the references therein). For later convenience we define the operator L[u;µ] as
L[u;µ] = t∂t(t∂tu) + t
2(1−p̊1+µ)u. (17.2.13)
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Let us now construct the leading order terms of Eqs. (17.2.8) – (17.2.11). We first note that
Eqs. (17.2.8),(17.2.10) and (17.2.11) have decoupled from Eqs. (17.2.9) and (17.2.12). We
therefore consider these equations first.
To construct the asymptotics of Eqs. (17.2.8),(17.2.10) and (17.2.11) we use an iterative
procedure in which one first assumes that α` is a known function, say α` = α̂`. One then
solves Eqs. (17.2.10) – (17.2.11) for u` and v`, with α` replaced by α̂`. In a second step, one
uses Eq. (17.2.8) (with the values of u` and v` found in the previous step) to construct a
‘more accurate’ approximation for α`. One can use this procedure iteratively to construct
the solutions (α`, u`, v`) in the following way. Pick an integer j > 0.
Initial condition: Set α
(0)
` = 0 and solve L[u
(0)
` ; p̊2] = L[v
(0)
` ; p̊3] = 0 (this can be done
using Proposition 7 in Appendix C.1. ).






` ) are known functions for some n ≥ 0.
If n = j stop here. Otherwise, set2
α(n+1) = −(u(n)` + v
(n)
` )/(`
2 + t2(p̊1−1)). (17.2.14)




` by solving the equations
L[u
(n+1)












Equations of this form can be solved using Proposition 8 in Appendix C.1.
The hope here is that at the jth step one obtains a ‘reasonable’ approximation for the
unknowns (α`, u`, v`). If this is the case then we expect that
α` − α
(j)
` → 0, u` − u
(j)
` → 0, v` − v
(j)
` → 0, as j →∞. (17.2.17)
We do not attempt to prove convergence here. Instead we simply use this procedure to
construct the asymptotics and compare the outcome to our numerical results.
For j = 1 we find
α
(1)




` =(u`,0 + ũ`,0 ln(t)) +
(
(ũ`,0 − (1− p̊1 + p̊2)u`,0)`2
















2For this procedure it is convenient to express α(n+1) as a series about t = 0. For this we use Proposition 6
in Appendix C.1.




` =(v`,0 + ṽ`,0 ln(t)) +
(
(ṽ`,0 − (1− p̊1 + p̊3)v`,0)`2
















where u`,0, ũ`,0, v`,0, ṽ`,0 are unknown constants, λ0 = 4(1 − p̊1) + min{0, 2p̊2, 2p̊3}, λ1 =
4(1− p̊1) + min{2p̊2, 4p̊2}, and
B` = −2((1− 2p̊1)(u`,0 + v`,0) + (ũ`,0 + ṽ`,0))p̊2, (17.2.21)
C` = −2((1− 2p̊1)(u`,0 + v`,0) + (ũ`,0 + ṽ`,0))p̊3, (17.2.22)
B̃` = −2(1− 2p̊1)(ũ`,0 + ṽ`,0)p̊2, (17.2.23)
C̃` = −2(1− 2p̊1)(ũ`,0 + ṽ`,0)p̊3. (17.2.24)
In principal one could continue this procedure to calculate higher order correction terms
for (α`, u`, v`). However, this is enough for our purposes here. For the remainder of this
analysis we take α` = α
(1)
` , u` = u
(1)
` , and v` = v
(1)
` .
Let us now consider Eq. (17.2.9)
L[φ`; 0] = Å (t∂tα̃− α̃) = Å(s0 + s̃0 ln(t))t2(1−p̊1) +O(ln(t)tλ1), (17.2.25)
then




−4`2(1− p̊1)((1− p̊1)φ`,0 − φ̃`,0)t2(1−p̊1) +O(ln(t)tλ0),
(17.2.26)
where φ`,0, φ̃`,0 ∈ R are integration constants and
s0 = (u`,0 + v`,0)(1− 2p̊1) + (ũ`,0 + ṽ`,0), s̃0 = (1− 2p̊1)(ũ`,0 + ṽ`,0). (17.2.27)
Finally, we consider Eq. (17.2.12).
t∂t(t∂tw`) = −2t2(1−p̊1)`2φ` − t2`2(u` + v`) + 2((t∂tα` − α`)p̊1 − `2t2(1−p̊1)α`). (17.2.28)
Using Eq. (17.2.18)–(17.2.20) and Eq. (17.2.26) it is straightforward to show that
w` = w`,0 + w̃`,0 ln(t)−
`2
4

















We expect Eqs. (17.2.18)–(17.2.29) to correctly describe the asymptotic behaviour of the
unknowns (α`, u`, v`, φ`, w`) (near t = 0) provided λ0, λ1 > 0. This implies that we need
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For the purposes of this work we shall always assume that Å2 ≥ 1/6 and p̊1 /∈ I1. We now
use these expansions to establish the leading order behaviour of the derivative terms. In
particular, we conclude that there exists positive constants C(ν) and C(α) such that
t2‖∆γα− (R−∇aφ∇aφ)α‖∞ ≤ C(α)t2(1−p̊1) ln(t)δ +O(δ2), (17.2.31)
t2‖α∆γφ+∇aφ∇bφ‖∞ ≤ C(ν)t2(1−p̊1) ln(t)δ +O(δ2). (17.2.32)
Moreover, we have
t2‖αRab −∇a∇aα− αγac∇cφ∇bφ‖∞ ≤ Cabt2(1−p̊1) ln(t)δ +O(δ2), (17.2.33)
where Cab is a symmetric (Cab = Cba), trace-free (C
a
a = 0), tensor with constant entries.
To present our numerical results now we introduce the following quantity3






According to Eqs. (17.2.31)–(17.2.33), we expect that D(t) is (1) (approximately) linear
with respect to δ and (2) D(t) = O(tr) where r ≈ 2(1 − p̊1). Notice that we not expect r
to be exactly equal to 2(1− p̊1). This is due to the presence of log-terms in Eqs. (17.2.31)–
(17.2.33). We therefore expect that r is slightly smaller than 2(1− p̊1).
We now provide numerical support for these two claims. For this we proceed as fol-
lows: First, we fix ψ, θ (thereby fixing the background solution (̊γab, χ̊
a
b, φ̊)) and δ, and
numerically solve Eqs. (13.2.17)–(13.2.23) for the unknowns. Once the solutions have been
determined we calculate the derivative terms. Repeating this step for multiple choices of
δ allows us to show that the derivative terms have (at least in leading order) a linear de-
pendence on δ, which is consistent with Eqs. (17.2.31)–(17.2.33). In Fig. 17.1 we show our
numerical results for D(t) in the special case Å = 1/
√
6. Note that in this case we do
not expect Eqs. (17.2.31)–(17.2.33) to hold when p̊1 = 5/6, 1. This is consistent with our
numerical results in Fig. 17.1, where we see that D(t) becomes approximately constant as
p̊1 nears 5/6 and 1.
In a second step we use the numerical solutions (corresponding to fixed θ, ψ, and δ) to
calculate the leading order behaviour of D(t) near t = 0. Since the decay r(θ, ψ) is expected
to be independent of δ, we only consider the case δ = 10−3. In Fig. 17.2 we show the
3Observe carefully that the summation symbol in Eq. (17.2.34) means that we are looking at the sum on
the norms and not the norm of the sum.
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numerically calculated decay r(θ, ψ) as a function of p̊1. In the left plot of Fig. 17.2 we
show the decays r corresponding to fixed θ = π/6 for various value of ψ. In the right plot
of Fig. 17.2 we show the decays r corresponding to fixed θ = π/3 for various value of ψ. In
both plots we see that our numerical results are consistent with our analytical predictions.
17.2.2 Behaviour of the asymptotic parameters at t = 0
Having now established that the BKL conjecture does indeed hold in the special case V (φ) =
0 we therefore expect that resulting solutions are asymptotically point-wise Kasner. In the
present subsection we (numerically) demonstrate that this is indeed the case. Moreover,
we investigate how the Kasner parameters depend on δ. In Fig. 17.3 we show that the
numerically constructed solutions are indeed asymptotically point-wise Kasner. Recall that
a spatially inhomogeneous solution if and only if K − 1 → 0 and α − 1 → 0 in the limit
t → 0+, where K is defined in Eq. (16.1.7). Although Fig. 17.3 only shows three possible
choices of θ and ψ we find that these are indicative of the generic behaviour. Further
simulations have been carried out however, it is not instructive to show these here.
Let us now investigate the spatial dependence of Kasner exponents. In accordance
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(t) tr( , )
Numerics
2.13p1 + 1.92














(t) tr( , )
Numerics
2.13p1 + 1.94
Figure 17.2: The decay r(θ, ψ) (such that D(t) ∼ tr(θ,ψ)) as a function of p̊1. In the left
plot we show r(θ, ψ) for fixed θ = π/6 and in the right r(θ, ψ) for fixed θ = π/3. In all
simulations we set δ = 10−3 and m = 0.
with the asymptotic expansions presented in the previous subsection, we expect that the
asymptotic parameters A and pi take the form
A = Å+ δÃ(ψ, θ, x) +O(δ2), pi = p̊i + δp̃i(ψ, θ, x) +O(δ
2). (17.2.35)
In Fig. 17.4 we show the numerically calculated scalar field strength A(x) as a function of
x. Similarly, in Fig. 17.5, Fig. 17.6, and Fig. 17.7 we show the Kasner exponents pi(x) as a
function of x.
It is clear from these graphs that
Ã(ψ, θ, x) = Â(ψ, θ) sin(x), p̃i(ψ, θ, x) = p̂i(ψ, θ) sin(x), (17.2.36)
for unknown functions Â(ψ, θ) and p̂i(ψ, θ). It should be emphasized here that this par-
ticular dependence on x comes directly from our choice f(x) = sin(x) and is not generic.
Indeed, changing f(x) leads to a different spatial dependency.
17.3 Numerically investigating the role of m
Consider a spatially inhomogeneous solution of the Einstein scalar field equations, con-
structed as in Chapter 15, with V (φ) = 0 and define Å(x) = limt→0+ tν(t, x). In this
section we consider a spatially inhomogeneous background which is then (numerically) per-
turbed through the addition of a potential. If the BKL conjecture holds (in which case
the results of Chapter 16.2 are applicable, point-wise) then, on the one hand, we expect
that if |Å(x)k| < 2 for all x ∈ [0, 2π) then the corresponding solution is asymptotically
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Figure 17.3: The quantities |K − 1| and |α − 1| at t = 2 × 10−4 as a function for various
values of θ and ψ with V (φ) = m = 0.
point-wise Kasner and does not experience a bounce. On the other hand, if |Å(x)k| > 2
for all x ∈ [0, 2π) then we expect the corresponding solution is asymptotically point-wise
Kasner and does experience a bounce. The aim of the present section is to provide evidence
for these statements. To this end we suppose that m  1. Then, for fixed θ = ψ, we set
k = (2 + a)Å−1 for a = −1, 0, 1. Recall now that, according to Eq. (17.2.35), we have
Å(x) = Å+ Â(θ, ψ) sin(x)δ +O(δ2). (17.3.1)
Then, for this particular choice of k, we find
kÅ(x)− 2 =
{
±1 + (2± 1)Å−1Â(θ, ψ) sin(x)δ +O(δ2), if a = ±1,
2
√
2Å−1Â(θ, ψ) sin(x)δ +O(δ2), if a = 0.
(17.3.2)
It follows that in the special case a = 0, the quantity kÅ(x) − 2 can change signs. Given
this we now address the following two questions: (1) is the inequality Åk2 < 2 sufficient
to determine whether or not a bounce occurs? and (2) is it possible to construct a solution
that experiences a bounce for some values of x and not for others?
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A(t = 2 × 10 4, x)
Numerics
3 × 10 4sin(x)+0.63
Figure 17.4: The scalar field strength A as a
function of x at t = 2 × 10−4 for k = m =
1, δ = 10−4 and θ = ψ = π/3.






p1(t = 2 × 10 4, x)
Numerics
2 × 10 4sin(x)+0.12
Figure 17.5: The Kasner exponent p1 as a
function of x at t = 2 × 10−4 for k = m =
1, δ = 10−4 and θ = ψ = π/3.









p2(t = 2 × 10 4, x)
Numerics
8 × 10 5sin(x)+0.12
Figure 17.6: The Kasner exponent p2 as a
function of x at t = 2 × 10−4 for k = m =
1, δ = 10−4 and θ = ψ = π/3.









p3(t = 2 × 10 4, x)
Numerics
3 × 10 4sin(x)+0.75
Figure 17.7: The Kasner exponent p3 as a
function of x at t = 2 × 10−4 for k = m =
1, δ = 10−4 and θ = ψ = π/3.
In order to numerically investigate these questions we first fix k, θ, ψ. Then, for each fixed
δ we must perform two numerical simulations. In a first step, we set m = 0 and numerically
solve Eqs. (13.2.17)–(13.2.23) for the spatially dependent background scalar field strength
Å(x). From here it is possible to determine whether or not the inequality |Å(x)k| − 2 < 0
holds. In a second step we fix m small (but non-zero) and numerically solve Eqs. (13.2.17)–
(13.2.23) for the unknowns. Once calculated, it is possible to (numerically) determine
whether or not the solution has experienced a bounce, before becoming asymptotically
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Figure 17.8: Numerical simulations for the parameter choices m = 10−3, θ = −π/3 and
ψ = 5π/3 as a function of δ. All of the asymptotic parameters are calculated at t = 4×10−8.
In the first row we set k =
√
2. Here we see the solutions are asymptotically point-wise
Kasner. In the second row we set k = 3
√
2. In this last case the solution experiences a
bounce before becoming asymptotically point-wise Kasner. In the centre column we see
that violation of the Kasner constraint |K− 1| has a very non-linear dependence on δ. This
is because |K− 1| is of the same order at the constraint violation, and hence this behaviour
is a result of numerical noise and is consistent with our numerical scheme.
point-wise Kanser. We then answer our questions by comparing the predictions, made in
the first step, and the results found in the second step.
Let us now consider three cases. Namely, the sub-critical, critical, and super-critical ca-
ses. The numerical results for the sub-critical and super-critical cases are shown in Fig. 17.8.
For all of the simulations depicted in Fig. 17.8 we set m = 10−3, θ = −π/3, and ψ = 5π/3.
Similar experiments have been carried out for different values of m, θ, and ψ and the same
qualitative behaviour has been observed.
Sub-critical (a = −1): In this case we set a = −1 so that k = Å−1 =
√
2. After numeri-
cally calculating the background scalar field strength Å(x) we find that |
√
2Å(x)| < 2
for all x ∈ [0, 2π). We carried out the evolutions for various values of δ ∈ [10−9, 10−3],
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the results of which as shown in the first row of Fig. 17.8. We note here that we also
have t2V (φ)→ 0 as t→ 0+. Here, we see that these solutions are point-wise Kasner
and do not experience a bounce, which is consistent with our predictions.
Super-critical (a = 1): In this case we have a = 1, so that k = 3Å−1 = 3
√
2. Af-
ter numerically calculating the background scalar field strength Å(x) we find that
|3
√
2Å(x)| > 2 for all x ∈ [0, 2π). As with the previous case, we have carried out the
evolutions for various values of δ ∈ [10−9, 10−3]. The results of these simulations are
shown in the second row of Fig. 17.8. In this case we find that all of the numerical cal-
culated solutions experience a bounce before becoming asymptotically Kasner. This
is consistent with our predictions.
Critical (a = 0): Finally, in Fig. 17.9 we show the numerical results corresponding to the
choices m = 10−3, θ = −π/3, ψ = 5π/3, δ = 10−3 and a = 0, so that k = 2Å−1 =
2
√
2. In this case the background scalar field strength Å(x) is such that the quantity
2
√
2Å(x) is both positive and negative, depending on the value of x. In Fig. 17.9 we see
that our numerics are not accurate enough to determine whether or not the solution is
asymptotically point-wise Kasner. Although the quantities |K− 1| and |α− 1| do not
approach zero (which they should if the solution is asymptotically point-wise Kasner),
one can see some evidence that the space-time begins a bounce. To demonstrate that
this really is a bounce one would need to repeat the simulation, closer to the Big Bang.
However, we find that our numerical code is unable to get closer to the singularity.
17.4 Numerically investigating the role of k
17.4.1 Taylor expansions in k and δ
We have now seen that, at least if mk2  1, we can expect the results found in Chapter 16
to also apply (point-wise) in the spatially inhomogeneous setting. In this subsection here we
continue our investigation of asymptotically point-wise Kasner space-times by considering
solutions for which k  1. With this in mind we note that the BKL conjecture therefore




Å(3Å2 − 2)mk2 + 1
8
Â(8 + (9Å2 − 2)k2m) sin(x)δ +O(δ2, k4, δk4), (17.4.1)
and that the Kasner exponents pi(x) can be written as




Å(3p̊i − 1) (1 + 2δ sin(x)) + 3Âp̂iδ sin(x)
)
mk2 +O(δ2, k4, δk4),
(17.4.2)
4The notation f = O(a0, a1, . . . , an) means that f =
∑n
i=0O(ai).
















































Figure 17.9: Numerical simulations for the parameter choices m = 10−3, θ = −π/3, ψ =
5π/3, δ = 10−3 and a = 0, so that k = 2Å−1 = 2
√
2. The first (top) plot shows |K − 1| as a
function of time. The second plot shows the |α− 1|. The third plot shows t2V (φ) and the
fourth (bottom) plot shows the scalar field φ.
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where Â = Â(ψ, θ) and p̂i = p̂i(ψ, θ) are the functions introduced in Eq. (17.2.35). These for-
mulas are found by inputting the expansions Eq. (17.2.35) into Eq. (16.3.7) and Eq. (16.3.15).
The primary purpose of the present subsection is to determine the validity of these expansi-
ons. Moreover, we investigate the relative ‘importance’ of each term in the expansion. The
results of our numerical simulations, corresponding to the case k = 10−3,m = 1, θ = −π/3
and ψ = 5π/3, are shown in Fig. 17.10. In Fig. 17.10 we show the sup-norms compa-













3 ) as a function of δ.




Å(3Å2 − 2)mk2, p(A)i = p̊i +
1
8
Å2(3p̊i − 1)mk2. (17.4.3)
In this case we account for the dependence on k but not for the spatial dependence. Here,
we can see that the error in our analytical prediction is linearly proportional to δ.
In the second column of Fig. 17.10 we show the numerical results corresponding to
setting
A(A) = Å+ Â(ψ, θ) sin(x)δ, p
(A)
i = p̊i + p̂i(ψ, θ) sin(x)δ. (17.4.4)
In this case we account for the dependence on δ but we do not account for the presence of
the potential. Here we see that the error in our analytical prediction is smaller than in the
previous case. This makes sense, since the expansions Eq. (17.4.1) and Eq. (17.4.2) depend
linearly on δ and quadratically on k.
Finally, in the third column of Fig. 17.10 we show the numerical results corresponding to
A(A) = A(x), p
(A)
i = p(x) where A(x) and pi(x) are given by Eq. (17.4.1) and Eq. (17.4.2),
respectively. Here we account for the dependence on k and on δ. In this case we see that
the error is our analytical prediction is significantly smaller than in the previous two cases.















Case One: Potential. No space.
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Figure 17.10: Sup-norms comparing the numerically calculated Kasner exponents (p
(N)
i ) and
scalar field strength (A(N)) to the analytically predicted ones (p
(A)
i and A
(A)), as a function
of δ for ψ = θ = π/3,m = 1 and k = 10−3. All norms are calculates at t = 2× 10−4.
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17.4.2 ‘Spiky’ scalar field solutions
Let us now turn our attention to asymptotically Kasner space-times with an asymptotically
stationary scalar field. In particular, we consider the question is it possible to construct
an asymptotically stationary solution? To address this, we first recall that a scalar field
is asymptotically stationary if and only if ∂tφ → 0 in the limit t → 0+. For a spatially
inhomogeneous solution this would need to happen at every spatial point. This occurs only
if ∂xν → 0 as t→ 0+. However, as we have seen above ∂xφ does not in general tend to zero.
With this in mind we consider the following question: What happens when an asymptotically
stationary scalar field undergoes a spatial perturbation? To address this question, we first




Â(8 + (9Å2 − 2)k2?m) sin(x)δ +O(δ2, δk4?). (17.4.5)
From Eq. (17.4.5) it is clear that the solution is asymptotically stationary (at least in leading
order) at x = π. Moreover, we see that A(x) changes signs across x = π. Furthermore,
since the solution is asymptotically (point-wise) Kasner, we expect that
φ ∼ A(x) ln(x) +B(x), (17.4.6)
where B(x) is an arbitrary function and A(x) given by Eq. (17.4.5). We therefore have that
|φ| → ∞ as t → 0+, almost everywhere. Suppose now that5 Â(8 + (9Å2 − 2)k2?m) > 0.
Then, on the one hand, if x < π then φ(t, x < π) → +∞. On the other hand, if x > π we
get that φ(t, x > π)→ −∞. While at x = π we get φ(t, x = π)→ constant. Given all this,
it is clear that as φ(t, x) becomes discontinuous at x = π in the limit t → 0+. If a scalar
field φ exhibits this behaviour then we refer to φ as a spiky scalar field. Before constructing
a spiky scalar field let us first make some remarks. First, this behaviour is not unique to
a potential. Indeed, one sees directly from Eq. (17.4.1) that A(x) changes signs even in
the special case Å = m = 0. Second, it is unclear whether or not this ‘spiky behaviour’
is “geometrically significant”. The main reason for this is that geometrically significant
quantities, such as the Ricci scalar or the magnitude of the Ricci tensor depend on the
square of the scalar field and are therefore unaffected when φ changes signs. Conversely, φ
is a scalar and therefore inherently has some geometric meaning.
Let us now (numerically) construct a spiky scalar field. For this we pick our free para-
meters m, k, ψ and θ as in Chapter 16.3.2 (see Eq. (16.3.18)). In particular we set
k = 0.20346852151752604, m = 102, θ = −π/3, ψ = 5π/3, δ = 10−3. (17.4.7)
The corresponding solution is shown in Fig. 17.11. In the top two plots of Fig. 17.11 we
see that α → 1 and K → 1 as t → 0+. We therefore conclude that the solutions are
asymptotically point-wise Kasner. In the third plot of Fig. 17.11 we see that t2V (φ) → 0
in the limit t → 0+. This is consistent with Chapters 17.3 and 17.4 where we saw that, if
5If instead we have Â(8 + (9Å2 − 2)k2?m) < 0 then we get φ(t, x < π) → −∞ and φ(t, x > π) → +∞ in
the limit t→ 0+.
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a solution is asymptotically point-wise Kasner then t2V (φ)→ 0 as t→ 0+. In the bottom
plot of Fig. 17.11 we show the scalar field. In this plot we can clearly see that φ is beginning
to develop a ‘spike’.






















































Figure 17.11: Numerical solutions corresponding to k = 0.20346852151752604,m = 102, δ =
10−3 and θ = ψ = π/3. The first (top) plot shows |K− 1| as a function of time. The second
plot shows the |α − 1|. The third plot shows t2V (φ) and the fourth (bottom) plot shows
the scalar field φ.
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17.5 An inhomogeneous “eventually monotonic” solution
We now consider spatially inhomogeneous eventually monotonic solutions. Recall that, if a
space-time is eventually monotonic then it is asymptotically strictly monotonic and hence
we expect that the condition t2V (φ) → 0 as t → 0+ is sufficient to ensure that the space-
time is asymptotically point-wise Kasner. Unlike in the previous subsections, we do not
expect the results presented in Chapter 16.4 to hold here. This can be seen immediately
from the initial data: From Chapter 15.2 we find




We can see here that, for δ 6= 0 we expect φ to be inversely proportional to Å and hence
we do not expect the expansions, presented in Chapter 16.4, to hold point-wise. Note,
however, that it may be possible to match the resulting solutions point-wise to a spatially
homogeneous solutions with different values of k and m. We shall not explore this any
further here. We emphasize that, in this subsection, we are interested not only in the
asymptotic behaviour of the space-time but also the intermediary behaviour. In particular
we aim to construct an asymptotically Kasner space-time with an oscillatory scalar field.
With this in mind, let us now investigate the behaviour of scalar field φ when mk2 =
O(1). In Fig. 17.12 we show the numerically calculated solutions corresponding to k =
10
√
2,m = 1, δ = 10−3 and θ = ψ = π/3. The bottom plot in Fig. 17.12 shows that these
parameter values do indeed lead to an eventually monotonic scalar field φ with intermediary
oscillatory behaviour. In the top two plots of Fig. 17.12 we see that α → 1 and K → 1 as
t→ 0+. We therefore conclude that the solutions are asymptotically point-wise Kasner. In
the third plot of Fig. 17.12 we see that t2V (φ)→ 0 in the limit t→ 0+. This is consistent
with Chapters 17.3 and 17.4 where we saw that, if a solution is asymptotically point-wise
Kasner then t2V (φ)→ 0 as t→ 0+.
Let us now turn our attention to isotropic (FLRW) solutions with a non-zero potential
V (φ). Recall from Theorem 5 that if δ = 0 and the scalar field φ is not strictly monotonic
then a singularity develops at some finite time t = t? > 0. It is as of yet unclear whether or
not this result holds in the spatially inhomogeneous setting (i.e. when δ 6= 0). In fact, the
arguments used to prove Theorem 5 are not expected to hold in the spatially inhomogeneous
setting. In Fig. 17.13 and in Fig. 17.14 we show the numerically calculated quantities 1/α
and ν, respectively, corresponding to the parameter choices m = 1, k = 2, ψ = 5π/3 and
θ = π/2 (so that Å = −
√
2/3). From Fig. 17.13 we see that 1/α ≈ 0 when t = t? ≈ 0.485.
At this point α becomes large enough that our code cannot continue the evolution beyond
this point. In Fig. 17.14 we see that |ν| → 0 as t → t+? . In Fig. 17.15 and Fig. 17.16
we show the numerically calculated quantities | (4)R− 4V (φ)| and | (4)Rµν (4)Rµν − 4V (φ)2|,
respectively. In Fig. 17.15 we see that | (4)R−4V (φ)| → 0 as t→ t+? , which is consistent with
the behaviour exhibited in the spatially homogeneous setting. Similarly, in Fig. 17.16, we
find that | (4)Rµν (4)Rµν −4V (φ)2| → 0 as t→ t+? . In both cases we find that | (4)R−4V (φ)|
and | (4)Rµν (4)Rµν − 4V (φ)2| both tend to zero slower that than they did in the spatially
























































Figure 17.12: Numerical solutions corresponding to k = 10
√
2,m = 1, δ = 10−3 and θ =
ψ = π/3. The first (top) plot shows |K − 1| as a function of time. The second plot shows
the |α−1|. The third plot shows t2V (φ) and the fourth (bottom) plot shows the scalar field
φ.
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Figure 17.13: The numerically calculated
quantity |1/α| corresponding to the parame-















Figure 17.14: The numerically calculated
quantity |ν| corresponding to the parame-













x |(4)R 4V( )|
min
x |(4)R 4V( )|
Figure 17.15: The numerically calculated
quantity | (4)R−4V (φ)| corresponding to the
parameter choices m = 1, k = 2, ψ = 5π/3
and Å = −
√
2/3.











x |(4)R (4)R 4V( )2|
min
x |(4)R (4)R 4V( )2|
Figure 17.16: The numerically calculated
quantity | (4)Rµν (4)Rµν − 4V (φ)2| correspon-
ding to the parameter choices m = 1, k =
2, ψ = 5π/3 and Å = −
√
2/3.
homogeneous setting. The fact that both quantities remain finite for all t ∈ (t?, 1] suggests
(but does not prove) that t = t? is a coordinate singularity.
190 CHAPTER 17. NUMERICS: SPATIALLY INHOMOGENEOUS SOLUTIONS
17.6 Remarks about unpolarised Gowdy space-times
In Chapters 17.2–17.5 we have provided strong numerical evidence that spatially inho-
mogeneous solutions of the Einstein scalar field equations (Eqs. (13.2.17)–(13.2.23)) are
asymptomatically point-wise Kasner (in the sense of Def. 13) only if t2V (φ) → 0 in the
limit t → 0+, which is consistent with the analytical results found in Chapter 14 in the
spatially homogeneous setting. However, our investigations have thus far been restricted to
the polarised Gowdy setting. It is therefore natural to wonder whether or not this result
holds even when the solutions are not polarised (or even have twists). The purpose of the
present subsection is to investigate exactly this question. For the sake of simplicity we
restrict ourselves to the special case σ = δ and g(x) = f(x) = sin(x). Note however that,
in general, one does not need to do this.
Let us now (numerically) construct a non-polarised Gowdy solution. For this we pick
our free parameters m = k = 1, ψ = π/3, θ = π/3 and δ = σ = 10−3. The corresponding
solution is shown in Fig. 17.17. In the top two plots of Fig. 17.17 we see that α → 1 and
K → 1 as t → 0+. We therefore conclude that the solutions are asymptotically point-wise
Kasner. In the third plot of Fig. 17.12 we see that t2V (φ)→ 0 in the limit t→ 0+. This is
consistent with Chapters 17.3 and 17.4 where we saw that, if a solution is asymptotically
point-wise Kasner then t2V (φ)→ 0 as t→ 0+. Finally, the bottom plot in Fig. 17.17 shows
the scalar field φ.
In Figs. 17.18 and 17.19 we show the numerically calculated solutions for the quantities
γ23 and χ
2
3, respectively. Here, we see that the solutions (in particular, the quantity χ
2
3)
appear to exhibit spike-like behaviour, similar to what was seen in Chapter 17.4.2 (for the
scalar field φ). This is not entirely unexpected as spike-like behaviour is well established for
unpolarised Gowdy space-times. According to [65], there are two types of spikes. Namely,
true spikes and false spikes. We shall not discuss spikes in much detail here. Suffice to say
that spikes are called true spikes if one of the curvature invariants is discontinuous. If all of
the curvature invariants are smooth and continuous, we say that the spike is a false spike.
Although it is necessary to check all of the curvature invariants we shall not consider any
that involve (4)R or contractions with (4)Rαβ. This is because we wish to have consistent
method for identifying spikes, regardless of the choice of matter field. Recall that if there
is no matter field the EFEs imply that (4)Rµν = 0 and
(4)R = 0. With this in mind we
restrict our attention to the Kretschmann scalar.
Given that the solution is asymptotically point-wise Kasner, it is straightforward to
show that we expect the Kretschmann scalar to have the following leading order behaviour.
(4)Rαβµν
(4)Rαβµν = | (4)Rαβµν |2g ∼ tq(x). (17.6.1)
where q(x) is some unknown function. If a solution has a true spike then we expect q(x)
to be discontinuous. It is worth pointing out here that it can be numerically difficult to
identify a false spike. Partly because we have to calculate all of the curvature invariants and
partly because we may not be sufficiently close to the singularity. Let us now numerically
calculate q(x), the corresponding numerical results are shown in Fig. 17.20. We numerically
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find that
q(x) = q̃ +
(
q̂ sin(x) + q̌ sin2(x)
)
δ +O(δ2), (17.6.2)
where q̃, q̂, q̌ ∈ R are functions of ψ and θ (but not x). For our particular case here we
find that q̃ = −4, q̂ = 0.33 and q̌ = 0.05. Note that this particular dependence on x is
likely due to our choices for f(x) and g(x). Nevertheless, it is clear that q(x), as given
by Eq. (17.6.2), is a continuous function of x and hence the spike-like behaviour, shown
in Figs. 17.18 and 17.19, corresponds to a false spike. Although we only show one of our
numerical experiments here we have carried out similar simulations for various values of
ψ, θ and δ to verify Eq. (17.6.2).






















































Figure 17.17: Numerical solutions corresponding to k = m = 1, θ = ψ = π/3 and δ = σ =
10−3 . The first (top) plot shows |K − 1| as a function of time. The second plot shows the
|α− 1|. The third plot shows t2V (φ) and the fourth (bottom) plot shows the scalar field φ.
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Figure 17.18: The numerically calculated
quantity γ23 corresponding to the parame-
ter choices m = 1, k = 2, ψ = 5π/3 and
θ = −π/3.














Figure 17.19: The numerically calculated
quantity χ23 corresponding to the parame-
ter choices m = 1, k = 2, ψ = 5π/3 and
θ = −π/3.











4 |(4)R |2g tq(x)
Numerics
Best Fit
Figure 17.20: The function q(x) corresponding to the parameter choices m = 1, k = 2, ψ =
5π/3 and θ = −π/3. The blue dots correspond to the numerically calculated values of q(x)
and the orange line corresponds to q(x) given by Eq. (17.6.2) with q̃ = −4, q̂ = 0.33 and
q̌ = 0.05.
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Chapter 18
Conclusions
In this work we have discussed the asymptotic behaviour of anisotropic space-times that
were constructed as solutions of the Einstein scalar field equations. One of the primary
goals of this work was to establish whether or not it is possible to construct “asymptotically
Kasner solutions” with a non-zero potential. We found that the resulting solutions were
asymptotically Kasner only if t2V (φ(t)) → 0 as t → 0+. Although previous works, such
as [127, 128], have noted that this is a necessary condition, to the best of our knowledge
Theorem 6 is the first proof that demonstrates it is sufficient.
For our analytical investigations, we restricted our attention to spatially homogeneous
solutions with a strictly monotonic scalar field. This is the key to our proof and although it
may seem restrictive at first, we emphasize that the scalar field φ only needs to be monoto-
nic on some small interval near t = 0 and hence this result covers all spatially homogeneous
solutions. We found that there are three different types of asymptotically Kasner soluti-
ons. Namely solutions that are (1) strictly monotonic, (2) eventually monotonic, and (3)
asymptotically stationary.
As with [121, 122], our analytical treatment relies of the use of CMC coordinates. We
found that this gauge choice was not well suited to the investigation of isotropic space-times
with a scalar field that is not strictly monotonic and a non-zero potential. In fact, such
space-times necessarily lead to singular behaviour at a finite time. We claim that this is a
coordinate singularity, however it is unclear if this is the case. Nevertheless we were able
to support this claim by calculating three curvature invariants. We found that all three of
these curvature invariants remained finite near the singularity.
By specifying the potential V (φ(t)) as a simple function of time (instead of a simple
function of φ) we were able to find two new solutions of the Einstein scalar-field equations.
On the one hand, we provided an asymptotically Kasner solution with an unbounded po-
tential. On the other hand, we gave a solution that was not asymptotically Kasner. For
both of these solutions the potential has a simple dependence on time, but a complicated
dependence on the scalar field.
To extend our investigations we numerically studied the asymptotic behaviour of solu-
tions corresponding to a two parameter cosh potential (see Eq. (16.1.1)). This choice of
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potential allowed us to construct numerical examples of each of the three types of asymp-
totically Kasner space-times.
We began by considering the spatially homogeneous setting. Using perturbation expan-
sions, we demonstrated that the resulting solutions are always asymptotically Kasner. In
the case when we have |kÅ| − 2 < 0 we found that our perturbation expansions closely
matched our numerical simulations. Conversely, we found that if |kÅ| − 2 > 0 then the nu-
merical and analytical results matched only for a short while before the numerical solution
bounced to a different asymptotically Kasner solution. In the case |kÅ| − 2 = 0 we found
that our numerical scheme was not good enough to determine whether or not the solution
is asymptotically Kanser. In future works it would be interesting to see if it possible to
remedy this. Finally, we investigated spatially homogenous space-times with an eventually
monotonic scalar field. Here we found that if mk2 = O(1) then the scalar field exhibited
intermediary oscillatory behaviour before becoming eventually monotonic. Through the
use of perturbation expansions we were able to show that the scalar field oscillated with
frequency k
√
m (provided mk2 = O(1)).
We then preceded to investigate spatially inhomogeneous solutions. We found that, con-
sistent with the BKL conjecture, the spatial derivative terms became small (in comparison
to the ‘non-spatial-derivative terms’) in the limit t → 0+. Moreover, we found that the
results, and perturbation expansions, found in the spatially homogeneous setting could be
applied, point-wise, to the spatially inhomogeneous setting, provided mk2  1.
When mk2 = O(1) (or greater) we found that both the spatially homogeneous and
spatially inhomogeneous solutions allowed for an oscillatory (eventually monotonic) scalar
field φ. However, due to the presence of non-zero derivative terms, we found that the
spatially inhomogeneous solutions oscillated with a different frequency than the spatially
homogeneous ones. Nevertheless we were able to provide evidence that the corresponding
solutions were asymptotically (point-wise) Kasner.
In the spatially inhomogeneous setting we found that we were unable to construct an
asymptotically stationary solution. However, by perturbing a spatially homogenous and
asymptotically stationary solution, in a spatially inhomogeneous way, we were able to con-
struct what we referred to as a ‘spiky scalar field’.
Finally, we briefly considered a non-polarised Gowdy solution. Although the solution
did appear to have a spike, we found that it was a false spike. Moreover, we were able to
show that, even though the space-time not polarised, it was still asymptotically point-wise
Kasner provided t2V (φ)→ 0 as t→ 0+.
In all of the spatially inhomogeneous cases considered here, we found that the solutions
were asymptotically point-wise Kasner if and only if t2V (φ)→ 0 as t→ 0+. In future works
it would be interesting to see if this result can be proven analytically. In our numerical
investigations, in the spatially inhomogeneous setting, we restricted ourselves to polarised
Gowdy solutions. It is not clear that it is enough to only consider the polarised setting and,
in general, one would expect that unpolarised Gowdy solutions to exhibit very different
types of behaviours. For example it is well known that spiky solutions do not occur for
polarised Gowdy space-times. In future works it would be interesting to explore what
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effect, if any, the presence of a true spike would have of the Kasner condition t2V (φ) → 0
as t → 0+. It would also be interesting to see if one could (numerically) construct a spike
in both the metric (or the Weingarten map) and the scalar field.
Although we have restricted our attention to a minimally coupled scalar field, in future
works it could be interesting to investigate how our results may change when one instead
considers a non-minimally coupled scalar field.









Tensors are defined at specific points on a manifold and therefore exist on different spaces.
This means that there is no natural way to compare tensors at different points. In particular,
there is no natural way to define the derivative of a tensor. Intuitively, one may simply use
partial derivatives. However, it turns out that the resulting quantity is no longer a tensor.
The standard way of remedying this is to introduce a connection term Γabc such that the
resulting operator has the desired transformation properties. This however is not the only
possible remedy. One alternative approach is to instead use a congruence of curves to Lie1
drag a tensor field from a point P to a point Q and then compare the dragged field to the
one already there. The primary purpose of the present appendix is to outline how this is
done. The discussion we present here is based on [144].
Let M be an n-dimensional manifold with coordinates xa with a = 0, . . . , n − 1 and





-tensor T ab(x) defined at all points
P ∈ M . The congruence of integral curves defined by the vector field V a(x) is found by
solving the ODE system,
∂xa
∂u
= V a(x(u)), (A.0.1)
where u is an associated parameter. Standard results of ODE theory tell us that a unique
solution to the above equation exists at least locally. The goal now is to use V a(x) to






does not need be done. Indeed, it is straightforward to generalise the following to a tensor
of arbitrary rank. We now use the congruence of curves found by solving Eq. (A.0.1) to
drag the tensor T ab(x) from a point P to a neighbouring point Q. For this we first pick
a curve from the congruence that connects the two points. We then define the following
‘point transformation’
P → Q, ya = xa + hV a(x), (A.0.2)
1Pronounced ‘Lee’.
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where h 1 is a constant. The crucial point here is that the coordinate systems ya and xa
are the same and hence we have,
∂ya
∂xb











T cd(x) = T ab(x) +
(
T ad(x)∂dV





Now, we use that the exact tensor field T ab(y) at the point Q can be approximated by
the following Taylor series:
T ab(yc) = T ab(xc + hV c(x)) = T ab(xc) + hV c∂cT
ab(x) +O(h2). (A.0.5)
We now use Eqs. (A.0.4) and (A.0.5) to define the ‘Lie derivative’ as
LV T ab := lim
h→0
T ab(y)− T̃ ab(y)
h
= V c∂cT
ab − T cb∂cV a − T ac∂cV b. (A.0.6)
As mentioned above it is not difficult to generalise this calculation to an arbitrary (pq)-tensor
field T a1...apb1...bq . The resulting derivative formula is
LV T a1...apb1...bq = V c∂cT a1...apb1...bq − T c...apb1...bq∂cV a1 − · · ·+ T a1...apc...bq∂b1V c + . . .
(A.0.7)
We end this appendix by summarising some important properties of the Lie derivative.
1. It is always possible to introduce a coordinate system such that any curve passing
through a point P is defined by only varying x0, keeping x1, x2, . . . , xn−1 constant. In
this coordinate system we have,
V a=̇(1, 0, 0, 0)⇒ LV T ab = ∂0T ab. (A.0.8)
2. For any two tensors W a1...amb1...bn , U
a1...am
b1...bn (of arbitrary rank) and any two con-
stants α, β we have
LV (αW a1...amb1...bn + βUa1...amb1...bn) = αLVW a1...amb1...bn + βLV Ua1...amb1...bn .
(A.0.9)
3. For any two tensors W a1...apb1...bq and U
a1...am








+ Ua1...amb1...bnLVW a1...apb1...bq .
(A.0.10)
III
4. For any tensor W a1...apb1...bq we get
δbjaiLVW a1...ai...apb1...bj ...bq = LVW
a1...ai...ap
b1...ai...bq . (A.0.11)
5. Finally, for a scalar filed u the Lie derivative reduces to the standard directional
derivative. i.e.
LV u = V a∂au. (A.0.12)
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Appendix B
The constraints as a Cauchy
problem
B.1 Notation and conventions comparison
In this work we have chosen our sign conventions as in the texts [30, 31]. We have also
attempted to simplify the notation, which differs from both Rácz’s work and from previous
work [43]. The following table provides a comparison of the different conventions:
Kab κ pa Qab q γab hab A Ba Na va kab ∇a Da
[43] −χab −κ −ka −K̊ab −K hab γ̂ab N̂ N̂a n̂a ˙̂na −K̂ab Da D̂a
Rácz −χab −κ −ka −K̊ab −K hab γ̂ab N̂ N̂a n̂a ˙̂na −K̂ab Da D̂a
V
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Appendix C
Stable “Big Bang” formation
C.1 Series expansions and solutions for some ODEs
The main purpose of this appendix is to provide series solutions for some ODEs. The
results we present here are used in Chapter 17.2 to construct asymptotic expansions for the
linearised Einstein scalar field equations, about t = 0. Before solving any ODEs, we begin
with the following algebraic result.
Proposition 6. Consider the equation
(A+ Ã ln(t))tb + (w2 + t−a)α = 0, (C.1.1)













(αi + α̃i ln(t)) t
ia+b. (C.1.3)
Then, we must show that αi = (−1)iw2(i−1)A and α̃i = (−1)iw2(i−1)Ã. Substituting
Eq. (C.1.2) into Eq. (C.1.1) gives
0 =(A+ Ã ln(t))tb + w2
∞∑
i=1




(αi + α̃i ln(t)) t
(i−1)a+b





(w2αi + αi+1) + (w
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We therefore have that
αi =
{
−A if i = 1,
−w−2αi−1 if i > 1,
α̃i =
{
−Ã if i = 1,
−w−2α̃i−1 if i > 1,
(C.1.5)
from which we conclude that αi = (−1)iw2(i−1)A and α̃i = (−1)iw2(i−1)Ã, as was required.
Let us now solve some relevant ODEs. We first start with the following homogeneous
ODE. It should be noted here that we use the Frobenius method to find the solutions for
each of the following ODEs.
Proposition 7. Consider the equation
L[u; b] = 0, L[u; b] := t∂t(t∂tu) + w
2tbu, (C.1.6)













where B and B̃ are integration constants and H
(1)
i is the ith harmonic number, of order 1
1.



































We therefore end up with the following recursion relations
(i+ 1)2b2ui+1 + 2(i+ 1)bũi+1 + w
2ui = 0, (C.1.10)
(i+ 1)2b2ũi+1 + w






−r for r > 0 with H
(r)
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Setting u0 = B and ũ0 = B̃ now proves the statement.
Remark. The general solution of the equation L[u; b] = 0 can be written as in Propo-
sition 7 or, equivalently, as u = BJ0(2wt
b/2/b) + B̃Y0(2wt
b/2/b) where J0() and Y0() are
Bessel functions of the first and second kind respectively, and B, B̃ ∈ R are integration
constants.
Proposition 8. Consider the equation
L[u; b] = (A+ Ã ln(t))ta + (C + C̃ ln(t))t2b, L[u; b] := t∂t(t∂tu) + w
2tbu, (C.1.13)























(2C̃ + bC − 2C̃H(1)i ) +
∞∑
i=0
(ui + ũi ln(t))t
a+ib,
(C.1.14)



















where λ = 1 + a/b and Γ(n+ 1) = n! is the gamma function.
Proof. We first note that this is a linear, inhomogeneous, ODE. The solution u therefore
takes the form
u = uH + uP , (C.1.17)
where uP is a particular solution and uH solves the equation
L[uH ; b] = 0. (C.1.18)
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We now suppose that the unknown uP can be written as uP = uP,1 + uP,2, where uP,1 is a
particular solution of the equation
L[uP,1; b] = (A+ Ã ln(t))t
a, (C.1.20)
and uP,2 is a particular solution of the equation
L[uP,2; b] = (C + C̃ ln(t))t
2b. (C.1.21)











(a+ bi)2(ui + ũi ln(t)) + 2(a+ bi)ũi
)














(ui + ũi ln(t))t
a+(i+1)b +
(













(ui + ũi ln(t))t
a+(i+1)b +
(
a2(u0 + ũ0 ln(t)) + 2aũ0
)
ta. (C.1.23)
We therefore end up with the following recursion relations
(a+ b(i+ 1))2ui+1 + 2(a+ b(i+ 1))ũi+1 + w
2ui = 0, (C.1.24)
(a+ b(i+ 1))2ũi+1 + w
2ũi = 0, (C.1.25)
and
a2u0 + 2aũ0 = A, a
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((ib)2(vi + ṽi ln(t)) + 2biṽi)t





((i+ 1)2b2(vi+1 + ṽi+1 ln(t)) + 2b(i+ 1)ṽi+1 + w
2(vi + ṽi ln(t)))t
(i+1)b
+ ((2b)2(v2 + ṽ2 ln(t)) + 4bṽ2)t
2b. (C.1.30)
We therefore end up with the following recursion relations
(i+ 1)2b2vi+1 + 2b(i+ 1)ṽi+1 + w
2vi = 0, (C.1.31)
(i+ 1)2b2ṽi+1 + w
2ṽi = 0, (C.1.32)
and
(2b)2v2 + 4bṽ2 = C, (2b)



















This concludes the proof.
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[27] I. Rácz. Is the Bianchi identity always hyperbolic? Class. Quantum Grav.,
31(15):155004, 2014. DOI: 10.1088/0264-9381/31/15/155004.
BIBLIOGRAPHY XV
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