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Abstract
This review describes in detail the essential techniques used in microscopic theories
on spintronics. We have investigated the domain wall dynamics induced by electric
current based on the s-d exchange model. The domain wall is treated as rigid and
planar and is described by two collective coordinates: the position and angle of wall
magnetization. The effect of conduction electrons on the domain wall dynamics
is calculated in the case of slowly varying spin structure (close to the adiabatic
limit) by use of a gauge transformation. The spin-transfer torque and force on the
wall are expressed by Feynman diagrams and calculated systematically using non-
equilibrium Green’s functions, treating electrons fully quantum mechanically. The
wall dynamics is discussed based on two coupled equations of motion derived for
two collective coordinates. The force is related to electron transport properties,
resistivity, and the Hall effect. Effect of conduction electron spin relaxation on the
torque and wall dynamics is also studied.
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Table 1
List of important variables and their unit. Equation or equation number indicates
definition.
S local spin vector -
n local spin direction S/S -
n0 local spin for domain wall configuration -
J exchange interaction between local spins J/m2
K easy axis energy gain of local spin per spin J
K⊥ hard axis energy loss of local spin J
Jsd s-d exchange interaction J
α Gilbert damping parameter of local spin -
βsr β arising from electron spin relaxation Eq. (14) -
βw effective β or force acting on domain wall Eq. (269) -
λ domain wall thickness
√
K/J m
X center position of domain wall m
φ0 collective angle out of easy plane of domain wall Eq. (82) -
Nw number of spins in domain wall 2λA/a
3 -
Mw mass of domain wall Eq. (96) kg
Rw resistance due to domain wall Ω
ρs resistivity due to spin structure Eq. (234) Ω m
RS resistance due to spin structure ρsL/A Ω
1 Introduction
1.1 Magneto-electric effects and devices
Present information technology is based on electron transport and magnetism.
Magnetism has been most successful in high-density storages such as hard
disks. For integration of magnetic storages into electronic circuits, mechanisms
are necessary to convert electric current/voltage into magnetic information
and vice versa. The most common and oldest electro-magnetic coupling is the
one arising from Maxwell’s equations. Ampe`re’s law or Oersted’s law, discov-
ered in the early nineteenth century, describes the magnetic field created by an
electric current (Fig. 1). This field can be applied to write information in mag-
netic information storages. In fact, this mechanism is so far the only successful
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e electron charge (e < 0) C
j current density A/m2
js spin current density (without spin length
1
2) j+ − j− A/m2
jc threshold current density A/m
2
jic intrinsic threshold current density Eq. (11) A/m
2
ν electron density of states at Fermi energy per volume mkFσ/(2π
2
~
2) 1/(J m3)
s electron spin density (without spin length 12 ) n+ − n− 1/m3
s electron spin density vector 1/m3
s˜ spin density vector in gauge transformed frame 1/m3
τ electron lifetime (spin-dependent in §14) s
P spin polarization of current js/j -
M spin polarization of conduction electron JsdS J
vs drift velocity of electron spin Pja
3/(2eS) m/s
vc vs at intrinsic threshold K⊥λS/(2~) m/s
kFσ Fermi wavelength of conduction electron with spin σ = ± 1/m
ǫF Fermi energy of conduction electron J
ǫFσ Fermi energy with spin splitting included (σ = ±) ǫF + σM J
a lattice constant m
L system length along z direction m
A cross sectional area of system m2
mechanism used in commercial high-density magnetic devices. On the other
hand, Faraday’s law provides us means to convert magnetic information into
electric current or voltage, for instance, detecting magnetic information by
scanning a read head (a coil) on the stored magnetic bits. This mechanism is
not, however, very useful in high density storages, and various magnetoresistive
effects based on solid-state systems have been discovered and applied in the
late twentieth century, such as anisotropic magnetoresistance (AMR), giant
magnetoresistance (GMR), and tunneling magnetoresistance (TMR) effects
(Fig. 2). AMR is a resistivity dependent on the angle between the magnetiza-
tion and the electric current, discovered in 1857[1]. It arises from the coupling
of magnetization and electrons’ orbital motion due to spin-orbit interaction
[2]. The resistivity change is of the order of only a few percent, but AMR is
more efficient than using Faraday induction used in magnetic tape and hard
disks in early days. Magnetic heads with higher sensitivity were developed by
use of the GMR effect in thin magnetic multilayers discovered in 1988 [3,4]. In
such multilayers, a strong magnetization dependence of the resistivity arises
7
from the spin-dependent scattering of electrons at the interface between a thin
ferromagnetic layer and nonmagnetic metallic layers. A. Fert and P. Gru¨nberg
were awarded the Nobel Prize in 2007 for the discovery of the GMR effect.
Quite recently GMR heads are being replaced by even more efficient TMR
heads, where the nonmagnetic layer is replaced by an insulating barrier [5–7].
These rapid developments of read-out mechanisms by use of solid state sys-
tems have made possible so far the rapid increase of recording density. These
magnetoresistances are due to the exchange interaction between localized spin
and conduction electrons, arising from the overlap of electron wave functions
and their correlation. Present magnetic devices are therefore one of the most
successful outcomes of material science.
Fig. 1. Ampe`re and Faraday’s laws.
Fig. 2. GMR and TMR systems that realize large magnetoresistance using s-d in-
teraction between localized spin and conduction electron.
1.2 Magnetization switching by s-d exchange interaction
Electron transport in magnetic metals and semiconductors is modeled by the
so-called s-d model, where the conduction and magnetization degrees of free-
dom are separated from each other. The conduction electrons we consider are
non-interacting with each other, but are scattered by spin-independent im-
purities and also by spin-dependent impurities (resulting in spin relaxation).
The localized spin at position x at time t is described by a variable S(x, t).
The localized spin is related to magnetization as
M(x) = g
e~
2ma3
S(x) = −gµB
a3
S(x) = −~γ
a3
S(x), (1)
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where µB ≡ |e|~2m is the Bohr magneton, g = 2 is the g-factor, and γ ≡ gµB~ (> 0)
is the gyromagnetic ratio. The electron charge e is negative. In this paper S
is treated as a classical variable, since quantum fluctuation of S is blocked
by the strong exchange interaction, J , among localized spins, and besides, we
are interested in a semi-macroscopic object made of many spins, the domain
wall. The localized spin interacts with the conduction electron by an s-d type
exchange interaction (Fig. 3),
Hsd = −Jsd
∫
d3xS · (c†σc). (2)
Here the conduction electron is represented by creation and annihilation oper-
ators c† and c, and σ ≡ (σx, σy, σz) where σi are 2×2 Pauli matrices satisfying
the commutation relation [σi, σi] = 2iǫijkσk. The description based on this s-d
exchange picture is an effective one, treating localized spin S as a variable
independent from the conduction electrons, i.e., neglecting the hopping of d
electrons that form localized spin. Still, we will take this effective s-d model
as the starting system for this investigation, and will not concern ourselves
with the microscopic origin of the local moment.
Fig. 3. The s-d interaction induces precession of localized spin and electron spin
around each other.
The s-d interaction is a coupling in spin space, which is decoupled from real
space (as far as spin-orbit interaction is neglected). Nevertheless, this spin
coupling can affect charge transport if the localized spin has inhomogeneity,
and various magnetoresistive effects such as GMR arise.
Since this exchange coupling describes the exchange of spin angular mo-
mentum, the idea of spin reversal by spin-polarized current arises naturally.
Namely, the injection of electron spin polarized in the opposite direction to a
localized spin will cause flip of localized spin (Fig. 4). This simple idea was
integrated into realistic magnetization switching of thin film magnets by Slon-
czewski [8] and Berger [9]. The current-induced phenomena are expected to
be applied to memory devices like magnetoresistive random access memory
(MRAM) that operates without magnetic field, and intensive studies on pillar
systems and domain walls have then started at the end of the last century.
Domain-wall racetrack memory proposed by Parkin is one possibility of the
high-density storage [10,11].
Compared with switching by use of the Ampe`re’s field, the currend-induced
9
Fig. 4. s-d exchange interaction describes the exchange of spin angular momentum
between conduction electron and localized spin. The idea of spin flip using spin-po-
larized current is thus quite natural.
magnetization switching has a great advantage in downsizing. The field created
by the Ampe`re’s law is proportional to the current, which decreases when
the system size is reduced with a constant current density. Therefore, higher
current density is necessary for the Ampe`re’s mechanism in smaller systems.
In contrast, the current-induced switching rate is determined by the current
density and material parameters, such as s-d coupling, spin relaxation, and
anisotropy energies, and the efficiency remains constant when the system size
is reduced. This is why current-induced switching becomes essential in high
density devices.
In this paper, we review recent developments in the theory of current-driven
domain wall motion. In §2 and §3, the phenomenological argument and a brief
history of current-induced domain wall dynamics are presented. The theoreti-
cal study starts in §4 from the description of localized spin by the Lagrangian
formalism. Collective coordinates to describe domain wall are introduced in
§5. We consider the case of a rigid one-dimensional (planar) domain wall,
sometimes called the transverse wall. The conduction electrons and s-d inter-
action are introduced in §6. The equation of motion of a domain wall coupled
to the conduction electrons is derived in §7. The equation is expressed using
the conduction electron spin density, which acts as the effective field on the
localized spins. Then the explicit equation of motion is obtained by calculating
the conduction electron spin density in §8. The torque and force acting on the
spin structure are obtained in §9. The adiabatic limit is briefly discussed in
§10. The full equation of motion of a domain wall is finally obtained in §11
and is solved in §12. The case of a wall having vorticity, called the vortex wall,
is considered briefly in §13. The analysis in §4 to §12 is the main result of the
paper, aiming at presenting our calculational method in a self-contained way.
Another approach to current-induced domain wall dynamics is to use the
Landau-Lifshitz-Gilbert (LLG) equation taking account of the effect of cur-
rent (as done in §7.3). To do this, we need to calculate microscopically the
torque induced by the electron. This is done in §14. In §15, electron trans-
port properties in the presence of spin structures are discussed. The transport
properties are shown to be the counter action of the current-induced forces.
Another counter action of current-induced magnetization dynamics, the pump-
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ing of current and spin current by magnetization dynamics, is briefly argued
in §16. Details of the Lagrangian formalism of spin and Green’s functions are
explained in the appendices.
2 Current-driven domain wall dynamics
2.1 Switching using domain wall motion
The idea of switching spin structure by electric current using the s-d inter-
action was first discussed by Berger in 1978 [12], much earlier than works by
Slonczewski and Berger in 1996. His idea was to push a domain wall by cur-
rent. A domain wall is a twisted spin structure where spins gradually rotate,
which appears between two magnetic domains [13–18] (Fig. 5). The thickness
of the wall, λ, is determined by the competition between the ferromagnetic
exchange energy (between localized spins), J , which aligns the neighboring
spins, and the magnetic anisotropy energy in the easy axis, K, which tends
to reduce the wall thickness to minimize the deviation of spins from the easy
axis, as λ =
√
J/K. (Here J has dimensions of J/m2.) Thus λ depends on the
material and also on the sample shape since K depends on the shape. In the
case of 3d transition metals such as iron and nickel λ ≃ 500 ∼ 1000 A˚[19,20],
and λ ∼ 150 A˚ in Co thin films [21]. This length scale is very large compared
with the length scale of the electron, k−1F ∼ O(1 A˚) (kF being the Fermi wave
length of the electron).
λ λ
Fig. 5. Illustration of a Ne´el wall (left) and a Bloch wall (right), where the magnetic
easy axis is along and perpendicular to the wall direction, respectively. λ is the
thickness of the wall.
Let us consider how the motion of the wall is induced by electric current.
When an electron is injected into the domain wall, there are basically two
possibilities, reflection or transmission. In the transmission process, there are
again two possibilities as indicated in Fig. 6, depending on the electron speed.
If the electron is fast enough, it will pass through the wall without spin rota-
tion, while the electron spin will be flipped by exchange coupling during the
transmission if electron is slow.
Corresponding to the above possibilities, there are two different mechanisms
of domain wall motion induced by electric current and exchange interaction.
The first one is due to reflection of the electron. The exchange interaction
describes a spin-dependent potential created by a localized spin S, and so the
11
Fig. 6. Schematic figure describing a conduction electron going through a domain
wall. The electron spin is denoted by small arrows and localized spins are denoted
by large arrows. The upper figure is an adiabatic case, where the electron is slow
and so can accommodate its spin as electron passes through the wall. (v is velocity
of the electron.) The lower figure is the case of a fast electron, where the electron
spin cannot follow the domain wall structure.
electron is scattered if there is inhomogeneity, ∇S. Namely, the electron feels
a force from domain wall,
F ∝ Rj, (3)
where R is the reflection probability for the electron. (For correct expression,
see Eq. (136) and Eq. (235).) From the conservation of linear momentum,
electron scattering by a domain wall indicates that the wall must move. This
process is an exchange of linear momentum, and is sometimes called a momen-
tum transfer process. This force is strong if the domain wall is thin, since then
the electron scattering is significant. In reality, in most experiments, domain
walls are thick, and the exchange interaction is strong, and so most of the
electrons do not get scattered (except for systems with very thin walls [22]
or in nano scale contacts [23]). This case is called the adiabatic case, and is
suggested in experiments by small resistivity due to domain walls [17]. (For
conditions of adiabaticity, see §6.5.) Thus this force is not a major driving
mechanism in most cases as discussed by Berger [24].
The other mechanism arises from the adiabatic electron transmission. As seen
in Fig. 6, the spins of slow electrons are flipped on transmission. The angular
momentum of a conduction electron has changed by the amount ~ × (1
2
−
(−1
2
)) = ~ when one electron goes through. From the conservation of angular
momentum, the wall needs to shift by a distance of ∆X = a
2S
(a is the lattice
constant) (Fig. 7). When a steady current density j is injected, the wall then
moves at speed of
vw = ∆X
Pja2
e
=
Pja3
2eS
, (4)
where P ≡ j+−j−
j++j−
is the spin polarization of current (j± represents the current
carried by the electron with spin ± and j = j+ + j−). This is so called spin-
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transfer mechanism of domain wall motion. This argument applies to any
adiabatic spin structure, and we can see that any spin structure tends to flow
at the speed given by Eq. (4). The direction of wall motion is the same as that
of the electron, and so is opposite to the current (since the electron charge e
is negative).
Fig. 7. Domain wall motion by injection of spin-polarized electron in the adiabatic
limit (spin transfer effect).
In reality, two driving mechanisms exist and so the two equations, Eq. (3)
and Eq. (4), need to be coupled. One may naively guess simply that Mw(X¨ +
α′X˙) = F and X˙ = Pja
3
2eS
(where Mw is the wall mass and α
′ is the friction
coefficient), but these are not correct, since the wall is not a simply a particle
but has internal degrees of freedom. (One may notice also that these two
equations for constant current have no solution.) Berger has proposed, based
on phenomenological arguments, the correct equation in his series of papers
[12,24]. Actually, a force on a domain wall induces not a simple acceleration
(X¨) but an angle out-of the easy plane, φ (see Figs. 8 and 9). This has been
known in the case where a magnetic field B is applied along the easy axis.
Let us visualize the motion in this case. Under a magnetic field, each spin
constituting the domain wall starts to precess around the field according to a
torque equation of motion,
S˙ = γS ×B, (5)
where γ (> 0) is the gyromagnetic ratio. (We will use magnetic flux density
B instead of magnetic field H (B = µ(H +M)), and B may be called the
”magnetic field”, as in Kittel’s textbook [25].) The spin thus changes its direc-
tion perpendicular to S and B. The translational motion of the domain wall
is therefore coupled with the out-of plane dynamics, and this is an essential
and complicated feature of the wall dynamics. The correct equation under a
force is given by [15,26,27] (when friction is neglected)
φ˙ = ηF, (6)
where η is a numerical factor. (It turns out that η = λ
~NwS
, where Nw is number
of spins inside the wall.) The effect of current in the adiabatic limit is to induce
13
a wall velocity as we saw, but the wall velocity is also related to the hard-axis
anisotropy energy (if it exists), since the translational motion of the wall needs
to be induced by the effective magnetic field perpendicular to the wall plane,
again due to the precession equation (5). The other equation for the wall is
therefore written as (without friction)
X˙ =
Pja3
2eS
+ vc sin 2φ, (7)
where vc is a parameter that determines the hard axis anisotropy energy (Eq.
(270)). (Here, assuming hard axis anisotropy of the standard sin2 φ type, the
effective field perpendicular to the wall plane is given as ∝ sin 2φ.) These two
equations Eqs. (6)(7) are not yet correct, since they do not include the effect
of damping (friction), which is known to be quite essential in spin dynamics
[15]. Damping can be incorporated phenomenologically by the prescription by
Gilbert or derived from spin relaxation processes [28,29] (see Eqs. (92)(93)).
φ
Fig. 8. Domain wall configuration where the easy axis is along the wall direction,
called the Ne´el wall. The angle out of the easy plane is φ, which is a canonical
momentum of the wall and which plays an essential role in dynamics. The dynamics
of φ (called the chirality of the wall) is discussed in Refs. [30,31].
φ
Fig. 9. Domain wall configuration where the easy axis is perpendicular to the wall
direction, called the Bloch wall. The easy plane is perpendicular to the wall direction
as denote by a small square. The angle out of the plane, φ, corresponds to the tilt
of wall in the wall direction.
Let us see how the wall motion changes when the sign of parameters changes.
If Jsd is negative, the spin-transfer torque gives a wall velocity opposite to the
case of Jsd > 0, resulting in wall motion in the current direction (if carrier has
negative charge). Mathematically, this is because M , P , and js change sign
with Jsd. The forces due to non-adiabaticity and spin relaxation (F
ref and F β)
remain opposite to the current. In the case of a hole in semi-conductors, the
charge of the carrier is positive, and so the reflection force is along the current
direction. The spin-transfer torque pushes the wall in the same direction as in
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the electron case if Jsd has the same sign. For instance, in GaMnAs, exchange
interaction between a p hole and the d localized spin is negative (Jpd < 0) [32]
and so spin-transfer motion is opposite to the hole flow and the current.
As is seen from the above arguments on spin transfer torque, what matters
most is spin polarization of current,
P =
σ+ − σ−
σ+ + σ−
=
n+τ+ − n−τ−
n+τ+ + n−τ−
, (8)
where σ±, n±, and τ± are the Boltzmann conductivity, density, and lifetime of
electrons with spin ±, respectively. This polarization P should not be confused
with other definitions of spin polarization, such as polarization of electron den-
sity, n+−n−
n++n−
, or that of density of states, ν+−ν−
ν++ν−
= kF+−kF−
kF++kF−
(in three-dimensional
free electron model). It would be interesting to control the sign of P in exper-
iments and see how the wall motion changes.
When friction is included, these two equations work fine for qualitative argu-
ment close to the adiabatic limit. However, these phenomenological equations
are too naive for quantitative study. For instance, the definition of φ in Eq.
(6) is not clear for a domain wall whose φ can be position dependent, and
the explicit form of F is not given. In addition, to include the effects of spin
relaxation and non-adiabaticity correctly, one needs to use a many-body for-
malism treating the electron quantum mechanically. This is what we are going
to do in this paper. Based on a Lagrangian formalism, the equation of motion
is derived without worrying about complicated dynamics of each spin. (The
result is Eq. (268).) Mathematically, the coupling between the translational
and out-of-plane dynamics is expressed by the fact that the canonical momen-
tum of the wall is the average of φ (and not MwX˙), a fact arising from SU(2)
commutation relation of spins.
3 Brief history
3.1 Berger’s theories
Berger considered a domain wall under an electric current, and saw that the
s-d exchange coupling between the localized spin and conduction electron spin
is the dominant interaction that drives the wall under a current in the case of
a thin film (e.g., thickness less than ∼ 0.1 µm), where the effect of an induced
magnetic field can be neglected [12]. In 1984 [33,34], he studied the effect of
the force arising from the reflection of conduction electrons by the domain
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wall caused by this exchange coupling. This force was obtained as
F = Msaf (j − bfvw), (9)
whereMs is the saturation magnetization, af and bf are coefficients introduced
phenomenologically, j is the current, and vw is the wall velocity. The effect of
the force was found to be small in most cases due to a very small reflection
probability because the wall thickness is usually large compared with the Fermi
wavelength. In 1978 [12,35], he argued that the exchange interaction produces
a torque,
τ = −~
e
j, (10)
(assuming full spin polarization of the conduction electron), which tends to
cant the wall magnetization out of the easy plane (angle φ) and eventually
induces a continuous rotation φ of a pinned wall under a large current [35].
This torque was found to push the wall by a different mechanism from the
exchange force, which turned out to be the dominant driving mechanism [24].
The torque is nowadays called the spin transfer torque, after Slonczewski [8].
Based on the idea of torque-driven wall motion, an experimental study was
carried out in 1993 [36] on a thin film of Ni81Fe19. There, a domain wall velocity
of 70 m/s was reported at the current density of 1.35× 1010 A/m2 applied as
a pulse of duration 0.14 µs.
There has been a renewal of interest on the current-induced domain wall mo-
tion for about a decade. Recent experimental studies have been carried out
on submicron-size wires, and the domain wall motion induced by current has
been confirmed [37–40]. The current density necessary for wall motion turned
out to be rather high, of order of 1012 A/m2. Measurement of the domain wall
velocity was carried out by Yamaguchi et al. [41] by observing wall displace-
ment by use of magnetic force microscopy (MFM) after each current pulse of
strength 1.2×1012 A/m2 and duration of 5 µs. The average velocity was found
to be 2 ∼ 6 m/s. Other experiments also indicate a rather slow average wall
velocity, of order of a few m/s under a steady current [42].
3.2 Recent theories
Those experiments motivated theoretical studies to look into the problem in
more detail. Microscopic derivation of the equation of motion of the domain
wall under current was carried out by Tatara and Kohno [26,27,43]. They
considered a planar (one-dimensional) wall and described the wall by the two
collective coordinates, X and φ0, i.e. within Slonczewski’s description [44]. The
variable X represents the position of the wall, and φ0 describes the tilt of the
wall plane. Considering a small hard-axis anisotropy case, other deformation
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modes than φ0 (such as change of wall width) were neglected (rigid wall ap-
proximation). The equation of motion with respect to X and φ0 was derived
including the effect of conduction electrons via the s-d exchange interaction.
The electron carrying a current was treated by the use of a non-equilibrium
(Keldysh) Green’s function. Qualitatively, the equation of motion derived was
indeed the same as that obtained by Berger long ago [33,24], namely, Eqs.
(6) (7) with the damping term included. Berger’s theory was thus confirmed
by microscopic calculation. The microscopic formalism made it possible for
the first time to calculate the spin transfer torque and force systematically
by representing these quantities by Green’s functions and Feynman diagrams.
Based on the obtained equation of motion, the wall motion under steady cur-
rent was studied. It was found that in the adiabatic limit, where the reflection
force can be neglected, and in the absence of spin relaxation of conduction
electrons (βsr term below), there is an threshold current determined by the
hard-axis magnetic anisotropy energy, K⊥ as
jic =
eS2
a3~P
K⊥λ. (11)
This is the intrinsic pinning of the wall arising from the ”pinning” of φ0 [26]. At
larger currents, the wall gets depinned and its velocity becomes proportional
to the spin current (spin polarization of the current flow), js, as is required
from the angular momentum conservation.
Of practical importance would be the wall motion below the intrinsic thresh-
old. Actually, the wall moves over quite a large distance (even in the absence
of β term) if there is no pinning. According to the torque equation, when
j ≪ jic the current induces a tilt of the wall, φ0 ∼ j2jic (see Eq. (272)). This
tilt is associated with wall translation (by the second equation of Eq. (272)
without pinning and βw) over a distance of
∆X ∼ λ
2α
j
jic
(j ≪ jic). (12)
Since α is very small, e.g., α ∼ 0.01, this distance can be quite large compared
with λ even for a current 10% of the intrinsic threshold. Such motion at
very low current would be enough for applications. One should note, however,
that the wall below threshold goes back to the original position as soon as
the current is cut. One needs therefore a pinning site to maintain the wall
displacement.
Numerical simulation was performed based on an equation of motion of each
localized spin by including the spin-transfer torque term in the adiabatic limit
[45]. The equation of motion is given by
S˙ = γBS × S − α
S
S × S˙ − a
3
2eS
(js · ∇)S. (13)
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Here BS is the effective field arising from the spin Hamiltonian, and α repre-
sents damping. The equation S˙ = γBS × S − αSS × S˙ has been well-known
as the Landau-Lifshitz-Gilbert equation describing magnetization dynamics
in a magnetic field BS . Spin-transfer torque from current is represented by
the last term of Eq. (13). The simulation result was similar to the analytical
(collective-coordinate) study, indicating the existence of an intrinsic threshold
current. The motion of the domain wall under magnetic field and spin-transfer
torque was solved in Ref. [46].
3.2.1 The Landau-Lifshitz-Gilbert equation under current
Later Zhang and Li [47] and Thiaville et al. [48] proposed to add a new torque
term in the equation, which is perpendicular to the spin-transfer torque. After
Thiaville et al. [48], we call this torque term the β term. Zhang and Li ar-
gued that the β term arises from spin relaxation of conduction electrons [47].
Thus the phenomenological equation of motion of localized spin under current
becomes
S˙ = γBS × S − α
S
S × S˙ − a
3
2eS
(js · ∇)S − a
3βsr
2eS2
[S × (js · ∇)S] + τ na. (14)
The fourth term is the new β term. We explicitly wrote the coefficient βsr with
a suffix sr to show that this term arises from spin relaxation. The last term,
τ na, denotes the non-adiabatic torque, which is spatially nonlocal [49,50]. (So
far, this nonlocal torque has not been taken account in numerical simulations.)
All these torques are derived in this paper based on Eq. (130). Parameters α
and βsr are calculated in §14, and the nonlocal torque τ na is given by the
nonlocal part of Eq. (223).
S
S˙
S × S˙
(j · ∇)S
S × (j · ∇)S
Fig. 10. Torques acting on localized spin S: damping torque, S × S˙, spin transfer
torque, (j · ∇)S, and β torque, S × (j · ∇)S.
The β term turned out to modify the threshold current and the terminal veloc-
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ity of the wall significantly if it is not small compared with damping parameter
α [47,48,51]. For a rigid domain wall, this βsr in the Landau-Lifshitz-Gilbert
equation has exactly the same effect as the force due to non-adiabaticity (elec-
tron reflection by wall) [48,51]. In other words, the nonlocal torque τ na for a
rigid wall is effectively represented by an additional β term, βna [51]. Therefore,
the effective β or force that the rigid wall feels is given as
βw = βsr + βna, (15)
where βna denotes the contribution from non-adiabaticity (see Eq. (269) and
Eq. (251)). (For other spin structures such as vortices, an expression similar to
Eq. (15) holds.) The Gilbert damping parameter originates from electron spin
relaxation and other sources, so we can write α = αsr + α0 (see Eq. (352)).
It has been shown that when βw/α & 1, the intrinsic threshold is smeared
out and the true threshold current is determined by extrinsic pinning [48,51].
The terminal wall velocity is also determined by βw/α [47,48,51]. The param-
eters βsr and βna are sensitive to the spin relaxation rate and wall thickness,
respectively. It would be therefore very interesting to experimentally identify
the origin of βw by changing material (spin-orbit interaction) and structure
(wall thickness).
Microscopic derivation of the β-term has been carried out by several authors
[28,29,52,53]. Tserkovnyak et al. [28] calculated βsr based on a one-band model
considering spin-relaxation of conduction electrons semi-classically and as-
suming spin dynamics of small amplitude. They considered the limit of weak
ferromagnetism and found that βsr = αsr. They also showed that in general
βsr 6= αsr considering multiband effects or deviation from weak ferromag-
netism. Their approach is, however, still phenomenological, treating the spin-
flip process by a phenomenological spin-relaxation time in the equation of mo-
tion of spin. The relation βsr = αsr was suggested also by another phenomeno-
logical argument [54,55] (but see also Ref. [56]). Fully microscopic calculation
of β and α due to spin relaxation was carried out on an s-d model by Kohno et
al. [29,52] using standard diagrammatic perturbation theory, where the effect
of spin relaxation are taken into account consistently and fully quantum me-
chanically. The result indicated βsr 6= αsr. The same result was obtained later
in the functional Keldysh formalism by Duine et al. [53]. Determination of β
and α values needs a careful microscopic calculation, since they are quantities
smaller by a factor of 1/(ǫF τ) compared with conventional transport coeffi-
cients. A phenomenological thermodynamic argument predicted β = α [54,55],
but microscopic studies [29,53,52] indicate that that is invalid. The error may
arise because the argument of Refs. [54,55] lacks consistent consideration of
the work done by the electric current [56]. So far, the effect of spin relaxation
from spin-orbit interaction has not been calculated. The effect is expected to
be essentially the same as spin-flip impurities [52]. Such a term like β was also
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theoretically found in ferromagnetic junctions [57].
Experimentally βw can be determined from domain wall dynamics [58,59]. A
very large ratio of β
α
∼ 8 was obtained from oscillating wall motion in a pinning
potential [58], and the significant deformation of the domain wall observed by
Heyne et al. [59] clearly indicated βw 6= α. Recent systematic experimental
study [60] on the spin damping parameter in various ferromagnetic films re-
vealed that α scales with (g− 2)2 (g is the g-factor), indicating that damping
arises mainly from spin-orbit interaction [61].
Sometimes the β torque from spin relaxation is called the non-adiabatic torque
[47], extending the definition of non-adiabaticity to include spin deviation due
to spin relaxation. The original meaning of adiabaticity in electron transport
is the absence of scattering or the exchange of linear momentum. In this paper,
we use the term non-adiabatic in this original, narrow sense. We therefore call
non-adiabatic torques only those arising from momentum transfer (finite q
contributions in Eqs. (215)(216)(217)(219) of torque given by Eq. (226)). Ac-
cording to this definition, the βsr term from spin relaxation is still an adiabatic
torque, since βsr is defined as the local torque in the Landau-Lifshitz-Gilbert
equation (Eq. (14)). Correctly speaking,spin relaxation has additional truly
non-adiabatic components that are nonlocal and oscillating (contributing to
τ na in Eq. (14)), which have not been discussed so far.
The Landau-Lifshitz-Gilbert equation is useful in numerical simulation of spin
dynamics. However, one should pay attention to the fact that it is a phe-
nomenological equation utilized only within a local approximation of torques,
and is not suitable for studies including non-adiabatic effects (i.e., non-local
torques). The analysis in this paper is therefore not based on the Landau-
Lifshitz-Gilbert equation. Instead, we will derive the equation of motion of
the wall directly from the total Hamiltonian.
Spin damping torque in the magnetic field can also be expressed using the
Landau-Lifshitz prescription. The equation of motion then reads
S˙ = γLLBS × S + α
S
γLLS × (S ×BS), (16)
where γLL is a constant. This equation is equivallent to the Landau-Lifshitz-
Gilbert (LLG) equation
S˙ = γBS × S − α
S
S × S˙. (17)
In fact, Eq. (16) indicates γLL(S×BS) = −S˙ + αSγLLS× (S ×BS), and thus
the equation reads
S˙ = γLL
(
1 + α2
)
BS × S − α
S
(S × S˙). (18)
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Therefore the two equations are equivalent either by defining γ in the LLG
equation as γ ≡ γLL (1 + α2), or by neglecting O(α2). (Note that both equa-
tions are approximations neglecting higher derivatives such as S¨.) From the
microscopic theory point of view, the Landau-Lifshitz-Gilbert equation seems
natural, since, as we will see in §14, the damping torque of the Gilbert type,
α
S
S × S˙, is derived by a systematic gauge-field expansion.
3.2.2 Non-adiabatic torque and spin-orbit interaction
Waintal and Viret [62] and Xiao, Zangwill, and Stiles [49] studied the spatial
distribution of the current-induced torque around a domain wall by solving
the Schro¨dinger equation and found a nonlocal oscillatory torque (τna in Eq.
(14)). This torque is due to the non-adiabaticity arising from the finite do-
main wall width, or in other words, from the fast-varying component of spin
structure. The oscillation period is ∼ kF−1 (kF is the Fermi wavelength) and is
of quantum origin similar to the Ruderman-Kittel-Kasuya-Yoshida (RKKY)
oscillation. This nonlocal torque looks complicated, but represents in fact a
force acting on the wall, studied in Ref. [26]. In this paper, we demonstrate
that this oscillating torque on each spin (Eq. (227)) is indeed summed up to
a force (Eq. (233)) when looked collectively [50].
Ohe and Kramer [63] studied wall motion solving the torque due to the ex-
change interaction numerically, including non-adiabaticity. Non-adiabaticity
was studied further in Refs. [50,64,65]. Thorwart and Eggar [65] applied a
one-dimensional method to evaluate the conduction electrons, and carried out
a gradient expansion with respect to slowly varying localized spins. The torque
in the second order of the spatial derivative was derived and was shown to de-
form the wall significantly if the wall is very narrow, λ ∼ 5.5a.
Nonlocal oscillating torques were numerically studied by taking account of
the strong spin-orbit interaction based on the Luttinger Hamiltonian (i.e., in
magnetic semiconductors) [66]. It was shown there that due to the spin-orbit
interaction, the oscillating torque becomes asymmetric around domain wall
and that this feature results in high wall velocity. Current-induced domain wall
motion in the presence of Rashba spin-orbit interaction was recently studied
[67]. It was found that for one type of Bloch wall, a very large effective β term
is induced by the Rashba interaction, which acts as an effective magnetic field,
and wall mobility is strongly enhanced. A strong Rashba interaction is known
to arise not only in semiconductors, but on the surface of metals doped with
heavy ions [68,69], and such systems would be very interesting in the context
of domain wall dynamics.
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3.3 Recent experiments
3.3.1 Metallic systems
So far experimental results on metallic samples all show threshold currents of
the order of 1012 A/m2. If we use K⊥/kB ∼ O(1 K) estimated experimentally,
[41,70,71] the observed threshold is orders of magnitude (10−2 − 10−1 times)
smaller than the intrinsic threshold, jic. For instance, a sample of Yamaguchi
[41,70,71] showed jc = 1 × 1012 A/m2. The anisotropy energy is estimated
to be K⊥/kB = 2.4 K, and using S ∼ 12 , a ≃ 2.2 A˚ and P ∼ O(1), we
obtain jic = 5.8 × 1013 A/m2, i.e., jc/jic ∼ 0.02. The observed low threshold
currents in metals thus should be regarded as due to an extrinsic pinning.
Actually, direct evidence excluding intrinsic pinning in permalloy wires so
far was given by Yamaguchi et al. [72]. They prepared permalloy wires with
different geometries, and realized different perpendicular anisotropy energies
S2
a3
K⊥ ≃ (0.1− 7.6)× 105 J/m3, which corresponds to K⊥/kB ≃ 0.03− 2.4 K
(per 1 spin). The intrinsic pinning, Eq. (11), predicts then a threshold current
of 5× 1011 − 4× 1013 A/m2. In contrast to such a difference in the predicted
values of the intrinsic threshold current, experimental values of the threshold
for these samples do not vary so much, (3 − 8)× 1011 A/m2, and are smaller
than the predicted intrinsic threshold by factors of 2 to 100. Besides, data by
Yamaguchi et al. indicate that these experimental values do not scale with K⊥,
although there is a weak dependence on K⊥. Therefore the observed threshold
in Ref. [41,71] would be of some extrinsic origin.
The wall speed is another important quantity to determine the driving mech-
anism and efficiency. Under long (& µs) current pulses in metallic samples,
the wall speed so far is very small, less than 1 m/s [42] or 2 ∼ 6 m/s at a
current density of 1012 A/m2 [71]. This is far below the perfect spin transfer
limit, vw =
a3
2eS
Pj ≃ 100 m/s at j = 1012 A/m2. Processes involving strong
dissipation of angular momentum or linear momentum during wall motion,
such as deformation by extrinsic pinning centers or spin wave emission, might
explain the discrepancy. Measurements on clean samples are necessary. (In
semiconductors, in contrast, perfect spin transfer seems to be realized. See
below.)
Direct observation of the spin structure indicates that the wall is considerably
deformed upon motion [42,73–75]. It was shown [42] that the initial state is
not a planar wall but more like a vortex (called a vortex wall), which is the
case in film or wide wires, the vortex wall moves by applying a current pulse
of 2.2 × 1012 A/m2, and the wall is deformed to become a transverse wall
after some pulses. It is interesting that although the vortex wall moves more
easily, the transverse wall does not move at the same current density. This
would be explained by the absence of intrinsic pinning for the vortex wall
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(Eq. (320)). As far as the transverse wall is concerned, rigidity or non-rigidity
does not seem essential since the analytical results for a rigid wall [26,50]
and numerical simulation including deformation effect [48,76] predict similar
behaviors.
Heating effect in metallic samples has indeed been found to be crucially impor-
tant [70,77]. For applications, heating may assist wall motion. Sub ns pulses
were reported to be quite efficient in driving the wall at a low current den-
sity of ∼ 1010 A/m2 [78]. This motion could be the motion due to β term or
below the intrinsic threshold. Short pulses could be useful for applications.
Quite recently, Laufenberg et al. measured the temperature dependence of
the threshold current and found that it decreases at low temperatures, for
instance, from 2.4× 1012 A/m2 at T ∼ 170 K to 1.9× 1012 A/m2 at T ∼ 100
K [79]. Dissipation of spin-transfer torque by spin waves was suggested as a
possible explanation, but a theoretical study is yet to be done.
For recent experimental results, see Ref. [18].
3.3.2 Thin wall
Quite an interesting result was obtained recently by Feigenson et al. [22]
in SrRuO3, an itinerant ferromagnet with perovskite structure. The current
density needed to drive the wall was 5.3 × 109 A/m2 at T = 140 K and
5.8 × 1010 A/m2 at T = 40 K. A small threshold current at 140 K would be
due to reduction of magnetization close to Tc = 150 K. The threshold current
is about 2 orders of magnitude smaller than in other metals. This high effi-
ciency would be due to a very narrow domain wall, λ ∼ 3 nm, as a result of
very strong uniaxial anisotropy energy (K) corresponding to a field of 10 T.
They defined a parameter determining the efficiency as a ratio of the depinning
field and depinning current density, Λ ≡ Bc/jc. Their results were Λ = 10−12
T m2/A. They compared this value with the threshold current of extrinsic pin-
ning [26] (given by Eqs. (308) and (310)). Using ~a
3
eµBλ
∼ 0.5 × 10−11 T m2/A
and S ∼ 3/2, we see that Λ = 10−12 T m2/A is realized if βw ∼ 0.5. This value
would be too large if interpreted as due to spin relaxation. Using the measured
resistivity of the domain wall, the non-adiabatic force contribution to βw was
estimated and the result of jc was of similar order as the observed ones but
with a discrepancy of a factor of around 6 at low temperature (Fig. 4(a) of Ref.
[22]). This discrepancy seems not very crucial considering the crude rigid and
planar approximation of the wall. There is another extrinsic pinning threshold,
jIa)c (Eq. (307)). If we use this expression, Λ = 10
−12 T m2/A corresponds to
K⊥ ∼ µBBc = 4× (10−3−10−2) K (per site). This number seems also possible
although K⊥ was not measured.
Controlling magnetic anisotropy in metallic thin films is an interesting pos-
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sibility. An easy axis perpendicular to the film is realized using a Pt layer,
and in such case, the domain wall is a Bloch type and the thickness is known
to be small, λ ∼ 12 nm [80]. Ravelosona et al. [80] found in such perpen-
dicular systems that the threshold current density is reduced by a factor of
∼ 1
10
compared with other metallic systems, jc ∼ 1011 A/m2. The reduction
could be explained by the intrinsic threshold, Eq. (11), as due to reduction
of λ by roughly a factor of 1
10
if K⊥ is the same order as in-plane anisotropy
systems. It could be possible also that K⊥ is very small in perpendicular sys-
tems, since the system is quite symmetric within the plane perpendicular to
the easy axis, resulting in reduced threshold current. Although non-adiabatic
effects are mentioned in Ref. [80], a 12 nm wall would be still in the adiabatic
regime, since kFλ ∼ O(100). Reduction of threshold current in perpendicular
anisotropy films was also confirmed in numerical simulation [81,82].
3.3.3 Magnetic Semiconductors
Beautiful experiments were carried out at low current in ferromagnetic semi-
conductors by Yamanouchi et al [83,84]. They fabricated a wall structure of
20 µm width made of GaMnAs with different thicknesses, which determines
the ferromagnetic coupling and transition temperature, and trapped a domain
wall. The wall position was measured optically after applying a current pulse,
and the average velocity was estimated. The current necessary was ∼ 4× 109
A/m2, which is 2-3 orders of magnitude smaller than in metallic systems.
This is due to the small average magnetization, S ∼ 0.01, carried by dilute
Mn ions, and small hard-axis anisotropy K⊥ [84]. The obtained velocity was
rather high, ∼ 22 m/s at j = 1.2×1010 A/m2. This velocity is consistent with
the adiabatic spin-transfer mechanism, Eq. (4), and the threshold appears to
be consistent with the intrinsic pinning mechanism [26] with anisotropy energy
obtained from band calculations.
However, there are some puzzles. First, the theory of intrinsic pinning [26] and
adiabatic spin transfer does not take account of strong spin-orbit interaction in
semiconductors. So the agreement with these theories might be a coincidence.
The second puzzle is the validity of using purely adiabatic theory. In fact,
quite a large momentum transfer (force) is expected from the wall resistance,
Rw = 1 Ω [85], corresponding to βw ≫ 1 in terms of βw [85].
Another puzzle, which was solved just recently, is the temperature dependence
of the wall velocity. The observed velocity scaled as ln v ≃ −(Tc − T )2j−1/2,
similar to the creep behavior under a magnetic field [86], but this fractional
power of j has not been explained in the current-driven case. A simple theory
of thermal activation assuming a rigid wall under the spin-transfer torque
predicts a different behavior, ln v ≃ j/T [87], and thus creep motion would
be essential in the experiment by Yamanouchi et al. Successful explanation of
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creep behavior was just recently offered by Yamanouchi et al. [88], by taking
account of growth of φ at the pinning center. The thermal effect and creep by
current was studied in more detail by Duine et al. [89].
Nguyen et al. studied theoretically the domain wall speed in magnetic semicon-
ductors based on the 4-band Kohn-Luttinger Hamiltonian [66]. It was shown
there that the wall speed can be enhanced by the spin-orbit interaction by a
factor of 103− 104 due to the increase of mistracking, hence reflection, of con-
duction electrons. Rashba spin-orbit interaction is also expected to be useful
for efficient magnetization switching [67].
3.3.4 Excitation of wall
Time-resolved study of excitation of wall provides rich information on the wall
character and driving mechanism.
Under alternating current (AC), the domain wall shows another aspect not
seen in the direct current (DC) case. AC can drive domain walls quite ef-
fectively at low current if the frequency is tuned close to the resonance with
the pinning frequency. This resonance was realized in a recent experiment by
Saitoh et al. [20]. They applied a small AC (of amplitude of 1010 A/m2) in
a wire with a domain wall in a weak pinning potential controlled by a mag-
netic field. Although the current is well below the threshold, the wall can
shift slightly as we see below (distance is calculated to be around µm, which
might be an overestimate). Under a small current, φ0 remains small, and the
equation of motion reduces to that of a “particle”;
MwX¨ +
Mw
τw
X˙ +MwΩ
2
pinX = F (t), (19)
where Mw is the wall mass, τw ∝ α−1 is a damping time, Ωpin is the (extrinsic)
pinning frequency, and F (t) is a force due to current. For AC, I(t) = I0e
iωt,
where ω is the frequency, the force is given F (t) = I(t)
e
[
2~S
λ
βw − iP~2 ωK⊥λ
]
,
where βw, given by Eq. (269), is the total force from momentum transfer and
spin relaxation, and the last term, proportional to ω, is from the spin-transfer
torque. The wall under a weak current thus shows a forced oscillation of a
particle. By measuring the energy dissipation (from complex resistance), a
resonance peak would then appear when ω is tuned closely around Ωpin. From
the resonance spectra, the mass and the friction constant were obtained as
Mw = 6.6 × 10−23 kg, τw = 1.4 × 10−8 sec. The experimental result seems to
be well described by the rigid-wall picture, and this would be due to a low
current density (by factor of 10−2 compared to DC experiments on metals),
resulting in a small deformation. What is more, from the resonance line shape,
the driving mechanism of the domain wall was identified to be the force (βw)
rather than the spin-transfer torque. This finding was surprising at that time,
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when the adiabatic spin-transfer torque was considered as the main driving
mechanism. The observed force corresponds to the value of βw ∼ 1.5, which
is too large if βw arises from spin relaxation βsr (βsr is considered to be of
the same order as α, both arising from spin relaxation). If it comes purely
from the momentum transfer, the wall resistance is estimated to be Rw =
3 × 10−4 Ω, a quite reasonable value. A striking point in this experiment is
a significant enhancement of the effect of the force due to resonance, which
made possible the low-current operation. On the other hand, the spin-transfer
torque is suppressed in the MHz range (as seen from the factor of ω in the
spin-transfer torque term of F (t)).
Quite recently, Thomas et al. [58,90] succeeded in detecting periodic oscillation
of a wall in a confining potential by using a ns current pulse at j = 6.9 ×
1011 A/m2. The motion was consistent with the rigid wall description in terms
of X and φ0. Periodic variation of chirality, φ0, of a wall was observed in the
presence of magnetic field and current pulse of 10ns at 1 × 1012 A/m2 [91].
The results indicated that the chirality, φ0, plays an important role in the wall
propagation, as predicted theoretically [44,26,48].
4 Localized spins
4.1 Spin Lagrangian
Throughout this paper, we use the Lagrangian formalism, as it is useful in de-
scribing collective objects such as domain walls. The basics of the Lagrangian
spin formalism are summarized in §A. The localized spin S(x, t) is a function
of position x and time t. We define polar coordinates as (Fig. 11)
S = S(sin θ cosφ, sin θ sinφ, cos θ). (20)
We will consider the effect of damping later. The Lagrangian of the spin system
with Hamiltonian HS is given by
LS =
∫
d3x
a3
~Sφ˙(cos θ − 1)−HS, (21)
The first term,
LB ≡
∫
d3x
a3
~Sφ˙(cos θ − 1), (22)
is a term that describes the time development of the spin. This term has the
geometrical significance of a solid angle in spin space, or a spin Berry phase
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Fig. 11. Polar coordinates (θ, φ) of localized spin.
[92]. As is easily seen, this Lagrangian (21) results in the correct Landau-
Lifshitz equation of motion:
~S˙ = ~γBS × S, (23)
where
BS ≡ 1
~γ
δHS
δS
, (24)
is the effective magnetic field acting on the spin (from the localized spin Hamil-
tonian HS). (The energy density due to field is given as −M ·BS = ~γa3S ·BS.)
Let us demonstrate this. The equations of motion for the spin derived by
taking derivatives of LS with respect to θ and φ are
d
dt
δLS
δθ˙
− δLS
δθ
=0 (25)
d
dt
δLS
δφ˙
− δLS
δφ
=0. (26)
By use of the explicit form of LB, they become
~S sin θφ˙=−δHS
δθ
(27)
−~S sin θθ˙=−δHS
δφ
(28)
Eqs. (27)(28) become more concise in terms of vector equations for S. The
time-derivative of S is given by
S˙ = S(θ˙eθ + sin θφ˙eφ), (29)
where
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eθ =


cos θ cosφ
cos θ sin φ
− sin θ

 (30)
eφ=


− sinφ
cos φ
0

 , (31)
are unit vectors in the θ- and φ-directions, respectively (Fig. 12). For any
θ
φ
z
x
y
n
eφ
eθ
Fig. 12. Unit vectors n,eθ,eφ. They satisfy n × eθ = eφ, n × eφ = −eθ, and
eθ × eφ = n.
function F (θ, φ) of (θ, φ), the following identity holds:
δF
δθ
=S
(
eθ · δF
δS
)
(32)
δF
δφ
=S sin θ
(
eφ · δF
δS
)
. (33)
Thus Eqs. (27)(28)(29) become
~S˙=S
(
eθ
(
eφ · δHS
δS
)
− eφ
(
eθ · δHS
δS
))
=S
(
δHS
δS
× n
)
, (34)
which is Eq. (23). Here we used
eθ × eφ = n, (35)
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Fig. 13. Motion of localized spin under an effective field, B, without and with
damping α. Without damping, the spin precesses forever, while with damping, the
spin direction eventually relaxes to that of the field.
where
n ≡ S
S
=


sin θ cosφ
sin θ sin φ
cos θ

 , (36)
is a unit vector along S.
4.2 Spin algebra
The meaning of the ”spin Berry phase” term can be understood if one notes
that the canonical structure is contained in this kinematical term in the La-
grangian. Let us demonstrate this within classical mechanics. The canonical
momentum conjugate to φ is defined as
Pφ ≡ δLS
δφ˙
= ~Sz − ~S. (37)
Defining the Poisson bracket (times ~) by {A,B}PB = (∂A/∂φ)(∂B/∂Sz) −
(∂B/∂φ)(∂A/∂Sz), we have {φ, Sz}PB = 1. By using Sx±iSy =
√
S2 − S2z e±iφ,
we can derive the correct SU(2) algebra of the spin angular momentum as
{Si, Sj}PB= ǫijkSk. (38)
4.3 Dissipation
In reality, the spins are subject to energy dissipation arising from various
sources such as phonons. This damping is rather essential in spin dynamics,
for instance, to relax to the equilibrium configuration (Fig. 13). The equation
of motion with damping taken account is called the Landau-Lifshitz-Gilbert
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(LLG) equation [93], which was discussed on a phenomenological basis. It
reads
dS
dt
= γBS × S − α
S
S × dS
dt
. (39)
Here α is a dimensionless damping constant, called the Gilbert damping pa-
rameter. This α here includes all the effects of conduction electrons and non-
electron origins. The electron contribution to α is calculated in §14 (Eq. (352)).
The parameter α is not therefore a phenomenological parameter, but can be
derived [28,29].
For the study of domain wall dynamics, the effect of damping is incorporated
in the Lagrangian formalism by use of Rayleigh’s method as in classical me-
chanics [94] by introducing a dissipation function
WS ≡
∫
d3x
a3
~α
2S
S˙2 =
∫
d3x
a3
α
2
~S (θ˙2 + sin2 θ φ˙2), (40)
where α is a dimensionless damping parameter. The equation of motion with
damping included is modified to be
d
dt
δLS
δq˙
− δLS
δq
= −δWS
δq˙
(41)
where q represents θ and φ and the last term describes the energy dissipated.
Explicitly, they read
~S sin θφ˙=−δHS
δθ
− δWS
δθ˙
(42)
−~S sin θθ˙=−δHS
δφ
− δWS
δφ˙
, (43)
In terms of vector equations for S Eqs. (42)(43) read
~S˙ =
(
δHS
δS
+
δWS
δS˙
)
× S. (44)
Noting δWS
δS˙
= ~α
S
S˙, we see that the Landau-Lifshitz-Gilbert equation (39) is
obtained.
Let us see that the damping term really corresponds to energy dissipation. By
multiplying S× and then S˙· in Eq. (39), we obtain immediately the energy
dissipation rate proportional to αS˙2;
dHS
dt
= S˙ · δHS
δS
= −α
S
S˙2. (45)
The above procedure of introducing dissipation seems artificial. We will later
show that Gilbert damping can be derived microscopically by considering a
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whole system including spin relaxation. Actually, we will calculate the damp-
ing arising from the exchange coupling to conduction electron and spin relax-
ation [29].
4.4 Spin Hamiltonian
In this paper, we consider a spin system with an easy axis and a hard axis,
chosen as the z and y directions, respectively. The energies of one spin pointing
in the easy and hard axes are denoted by −1
2
KS2 and 1
2
K⊥S2, respectively,
where K and K⊥ are positive. With this two-axis anisotropy, the analysis
here can be applied to both wires and films with perpendicular anisotropy
(Fig. 14). We also include a pinning potential, Vpin. The explicit form of Vpin
will be discussed later. The Hamiltonian is thus
y
z
x
y
z
x
j
Fig. 14. Systems we consider: wires with easy axis along the wire and film with
perpendicular easy axis. The domain wall become the Ne´el type and the Bloch
type, respectively (see Sec. 4.6). Coordinates in spin space are shown (which do not
necessarily coincides with spatial coordinates). The current is applied along the wall
direction.
HS=
∫ d3x
a3
(
J
2
(∇S)2 − K
2
(Sz)
2 +
K⊥
2
(Sy)
2
)
+ Vpin,
=
∫
d3x
a3
(
JS2
2
((∇θ)2 + sin2 θ(∇φ)2) + KS
2
2
sin2 θ(1 + κ sin2 φ)
)
+ Vpin,
(46)
where κ ≡ K⊥/K. The equation of motion Eq. (39) is then given by
− sin θφ˙− αθ˙= KS
~
(
λ2
(
−∇2θ + 1
2
sin 2θ(∇φ)2
)
+
1
2
sin 2θ(1 + κ sin2 φ)
)
+
1
~S
δVpin
δθ
(47)
θ˙ − α sin θφ˙= KS
~
1
sin θ
(
−λ2∇(sin2 θ∇φ) + κ
2
sin2 θ sin 2φ)
)
+
1
~S sin θ
δVpin
δφ
. (48)
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Here we have introduced a length scale determined by
λ ≡
√
J
K
. (49)
This length governs the spatial scale of the magnetic structure and turns out
to be the thickness of the domain wall.
4.5 Static domain wall solution
Throughout this paper, we consider a planar (i.e. one-dimensional) domain
wall as realized in a narrow wire or film, where the spin configuration depends
only on the coordinate z in the wire direction.
We consider in this subsection the case without magnetic field and pinning.
Equations (47)(48) for a static configuration of a constant φ are then given by
d2θ
dz2
=
1
λ2
sin θ cos θ, (50)
which yields after integration
(
dθ
dz
)2
=
1
λ2
sin2 θ + C, (51)
where C is a constant. For the configuration we consider, sin θ → 0 at z →
±∞, we see that C = 0 and thus
dθ
dz
= ∓1
λ
sin θ. (52)
This equation is easily integrated to obtain tan θ
2
= e∓(z−X)/λ, where a constant
X represent the wall position. The solution for θ is thus obtained as cos θ =
± tanh z−X
λ
. The sign here corresponds to a ”topological charge” of domain
wall. We consider in this paper domain wall with positive charge, i.e., spin
texture changing from −z at z = −∞ to +z at z =∞. The wall solution we
consider is thus given by
cos θ≡ tanh z −X
λ
(53)
sin θ≡ 1
cosh z−X
λ
(54)
with φ = 0.
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4.6 Ne´el wall and Bloch wall
We considered above the case of a domain wall where magnetization is chang-
ing in the spatial coordinate z, which coincides with the spin easy axis. The
wall structure looks in this case as in the left of Fig. 14, and is called the Ne´el
wall. Another type of domain wall, called the Bloch wall as depicted in the
right of Fig. 14, is also possible. This corresponds to a case where the spatial
coordinate along the wire is y, and the easy plane (zx-plane) is perpendicular
to the wire direction. These differences of structure do not affect the electron
transport or the spin torque in the absence of an interaction that correlates
the spin space and real space, such as spin-orbit interaction.
4.7 Pinning potential
Let us specify here the pinning potential. Pinning arises from various origins.
Here we consider a simple case of a point defect that modifies the easy axis
magnetic anisotropy, K. Other cases can be treated in a similar manner, and
the result of pinning potential for X is essentially the same. A defect at x = 0
is assumed to cause local enhancement of easy axis anisotropy of δK(> 0),
and then the pinning potential is given by
Vpin = −
∫
d3x
a3
δK
S2a3
2
δ3(x) sin2 θ(x), (55)
where δ3(x) = δ(x)δ(y)δ(z) represents a δ-function in three dimensions. In
terms of domain wall variables, this potential reads
Vpin(X) = −KS
2
2
1
cosh2 X
λ
. (56)
For generality, we model this potential by a harmonic one given by
Vpin =
1
2
MwΩ
2
pin(X
2 − ξ2)θ(ξ − |X|) = NwV0
ξ2
(X2 − ξ2)θ(ξ − |X|), (57)
where θ(x) is a step function, V0 = δKS
2ξ2/(2Nw) is the pinning strength
per spin, Mw ≡ 2~2AK⊥λa3 = ~
2Nw
K⊥λ2
is the wall mass, and Ωpin ≡
√
2K⊥V0 λ~ξ
corresponds to the oscillation frequency at the potential minimum. The range
of the pinning ξ is equal to λ if the defect is point-like.
33
5 Description of rigid planar wall
5.1 Collective coordinates
To derive the equation of motion of a rigid domain wall, we here consider
the collective coordinate description [95,96]. This treatment and the results
are essentially the same as the one considered by Slonczewski [44,97] in the
context of dynamics under a magnetic field.
The idea is to consider the constant X in Eq.(54) as a dynamical variable,
X(t). During wall motion, the angle φ(z, t) can be excited, as suggested by
the equation of motion, Eq.(39) and Eqs. (47)(48). Another collective variable,
φ0, defined as the spatial average of φ(x) [31], is therefore required to describe
the wall dynamics. In fact, the features of spin dynamics are taken account
of by the fact that X and φ0 are canonically conjugate to each other, as
indicated by the fact that the first term of Eq.(21) is written as ∝ X˙φ0.
Naively considering only the variable X as dynamical results in the wrong
answer in general. These two variables are called collective coordinates since
they describe the collective dynamics of many localized spins.
In the absence of sample inhomogeneity and a driving force, X describes a
gapless zero mode owing to the translational symmetry of the system. If the
transverse anisotropy energy K⊥ is zero in addition, φ is also a gapless mode.
We will in this section consider this case (V0 = 0, K⊥ = 0) and show that
the two variables X and φ0 indeed become dynamical variables when we take
account of the fluctuation around the classical solution.
5.2 Coherent representation of spin
To describe fluctuations (spin waves) around the domain wall, coherent repre-
sentation of spin is convenient. We could instead define a fluctuation in rather
a naive way as θ = θ0 + δθ and φ = φ0 + δφ, as done in Ref. [31], but this
definition results in a rather complicated spin-wave Hamiltonian. So let us
here use a coherent representation and define a complex variable ξ(x, t) as
ξ ≡ eiφ tan θ
2
. (58)
This variable is related to θ, φ as
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sin θ cos φ=
ξ + ξ¯
1 + |ξ|2
sin θ sin φ=−i ξ − ξ¯
1 + |ξ|2
cos θ=
1− |ξ|2
1 + |ξ|2
∂µφ=
−i
2|ξ|2 (ξ¯∂µξ − ∂µξ¯ · ξ). (59)
Thus the spin Lagrangian is written as (without pinning and K⊥)
LS=
∫
d3x
a3
1
1 + |ξ|2
(
i~S(ξ¯ξ˙ − ˙¯ξξ)− 2KS
2
(1 + |ξ|2)2
(
λ2|∇ξ|2 + |ξ|2
))
. (60)
We now study fluctuation around a static domain wall sotultion,
cos θ= tanh
z −X
λ
φ=φ0, (61)
where X and φ0 are arbitrary constants, since we here assume vanishing ex-
trinsic pinning and hard-axis anisotropy. We define a complex variable η rep-
resenting fluctuation as
ξ ≡ e−u(z,t)+iφ0+η(z−X,t), (62)
where u(z, t) ≡ z−X
λ
. The fluctuation η(z − X, t) here is thus defined with
respect to the wall position. The derivatives of ξ are
∂iξ= (
δi,z
λ
+ ∂iη)ξ
∂tξ= (∂tη) ξ. (63)
Writing η ≡ ηR + iηI, we obtain
ξ¯ξ˙ − ˙¯ξξ=2iη˙I|ξ|2
λ2|∇iξ|2= [δi,z (1− 2λ∇zηR) + λ2|∇iη|2]|ξ|2. (64)
We expand the Lagrangian (60) up to the second order in η by use of
35
|ξ|2
1 + |ξ|2 =
1
1 + e2u
+
1
2 cosh2 u
(
ηR + ηR
2 tanhu
)
,
|ξ|2
(1 + |ξ|2)2 =
1
4 cosh2 u
(
1 + 2ηR tanh u+
(
2− 3
cosh2 u
)
ηR
2
)
, (65)
and obtain
LS=−~S
∫
d3x
a3
1
cosh2 u
(ηR∂tηI)−KS2
∫
d3x
a3
1
cosh2 u
λ2
2
|∇η|2 −Hw, (66)
where Hw = NwKS
2 is the domain wall energy. Since Hw is a constant, we
neglect it below. In Eq. (66), linear terms in η vanish since η is defined around
a classical solution, Eq. (61). The fluctuation η is not a proper mode since the
cubic terms have a weight factor 1
cosh2 u
in the integration. This is removed by
redefining the fluctuation as
η ≡ 2η˜ cosh u. (67)
Then we have, for example,
∂tη=2 cosh u∂tη˜
∂iη=2 cosh u
(
∂iη˜ + tanhu
1
λ
δi,zη˜
)
. (68)
The Lagrangian is then written as (after symmetrization of the time-derivative
term)
LS=
∫
d3x
a3
[
i~S(¯˜η ˙˜η − ˙˜¯ηη˜)− 2KS2
(
λ2|∇η˜|2 +
(
1− 2
cosh2 u
)
|η˜|2
)]
.(69)
The dispersion of fluctuation is determined by the quadratic term.
5.3 Spin-wave dispersion
The spin-wave part is written conveniently by use of eigenfunctions satisfying
(
−λ2∇2z +
(
1− 2
cosh2 z
λ
))
ϕω = ωϕω, (70)
where ω is the eigenvalue. The eigenfunctions are well known [98]. There is a
single bound state with ω = 0,
ϕ0(z) =
1
cosh z
λ
, (71)
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and continuum states labeled by k:
ω = 1 + k2λ2 ≡ ωk, (72)
with
ϕk(z) =
1√
2πωk
(
−ikλ + tanh z
λ
)
eikz. (73)
The wave function ϕ0 is called a zero mode after its zero eigenvalue. The
most important feature of the fluctuation is that the bound state function is
a derivative of domain wall solution; ϕ0(z) = −λ∇zθ0. Other wave functions
are orthogonal to zero-mode wave function:
∫ ∞
−∞
dzϕk(z)ϕ0(z) = 0, (74)
and form an orthogonal base (dropping an oscillating term at |z| → ∞),
∫ ∞
−∞
dzϕ¯k′(z)ϕk(z) =
1
2π
√
ωkω′k
∫ ∞
−∞
dz
(
ei(k−k
′)z(1 + λ2kk′)− λ d
dz
(
ei(k−k
′)z tanh
z
λ
))
= δ(k − k′). (75)
5.4 Zero mode
By use of these eigenfunctions, we can expand η˜ as
η˜(x, t) =
(
1
2
η0(t)ϕ0(z) +
∑
k
ηk(t)ϕk(z)
)
, (76)
(Here we neglect dependences of η0(t) and ηk(t) on the wave vector perpen-
dicular to the wire direction, considering a narrow wire.) The Lagrangian is
then written as
LS=Nw
[
i~S
4
(η¯0η˙0 − ˙¯η0η0) +
∑
k
(
i~S(η¯kη˙k − ˙¯ηkηk)− 2KS2ωk|ηk|2
)]
.(77)
The zero mode, η0, has an important role. This can be seen by rewriting Eq.
(62) by use of fluctuation modes η0 and ηk’s;
ξ= e−
z−X
λ
+iφ0 exp
[
2 cosh
z
λ
(
1
2
η0ϕ0 +
∑
k
ηkϕk)
]
≃ e− z−X−λReη0(t)λ ei(φ0+Imη0(t)) exp
[
2 cosh
z
λ
∑
k
ηkϕk
]
. (78)
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Thus the real part of η0 corresponds to a translation of domain wall, X and
the imaginary part to φ0. Therefore, taking account of zero-mode fluctuations
is equivalent to treating X and φ0 as dynamical variables, X(t) and φ0(t), i.e.,
X(t)=X + λReη0(t)
φ0(t) =φ0 + Imη0(t). (79)
The spin Lagrangian is now written as the sum of the domain wall part and
the spin wave part as
LS = L
(0)
w + Lsw, (80)
where
L(0)w =
~NwS
2λ
(X˙φ0 −Xφ˙0)
Lsw=Nw
∑
k
(
i~S(η¯kη˙k − ˙¯ηkηk)− 2KS2ωk|ηk|2
)
. (81)
5.5 Condition of rigid wall
When K⊥ is finite, the definition of φ0 is determined by the condition of
vanishing linear coupling to fluctuations [31]:
φ0(t) ≡
∫ dz
2λ
sin2 θ0 φ(z, t) (82)
where sin θ0 =
[
cosh z−X(t)
λ
]−1
.
If a pinning potential V0 is present, the energy scale of X motion is V0. Sim-
ilarly, the energy scale of the φ0-mode is given by K⊥. Since the energy gap
of the spin-wave mode is ∼ √KK⊥, the modes described by X and φ0 are at
low energy compared to others if the following condition is satisfied:
V0 ≪
√
KK⊥, K⊥ ≪ K. (83)
In this case, the low-energy wall dynamics is described by the two variables,
X and φ0. Otherwise, the pinning and/or K⊥ leads to deformation of the wall,
whose description requires other variables than X and φ0. The condition (83)
gives a criterion that such deformations can be neglected.
Precisely speaking, we need one more condition for justifying collective de-
scription, namely, vanishing linear coupling of spin-wave modes to X or φ0.
In reality, when V0 and K⊥ are finite, such linear couplings arise, and the wall
dynamics is not closed in X and φ0 in a strict sense. This is quite natural
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since the pinning and K⊥ result in a deformation of the wall whose descrip-
tion requires other variables than X and φ0. However, the condition (83) also
assures that such linear couplings are small. We assume the condition (83) in
this paper.
The wall solution we start from is thus given by θ ≡ θ0(x, t), where
cos θ0≡ tanh z −X(t)
λ
sin θ0≡ 1
cosh z−X(t)
λ
, (84)
and
φ = φ0(t). (85)
5.6 Rigid domain wall Lagrangian
From these considerations, the Lagrangian for the low-energy dynamics of a
rigid wall is given by using n0 = (θ0, φ0). As a result, LS describing many
spins (with Hamiltonian given by Eq. (46)) reduces to L(0)w of two dynamical
variables ((0) denotes without electrons):
L(0)w = ~NwS
(
X˙
λ
φ0 − K⊥
2~
S sin2 φ0
)
− Vpin[n0], (86)
where Nw ≡ 2λA/a3 is the number of spins in the wall. (A is the cross-sectional
area of the system.)
The equation of motion of the wall is obtained simply by taking variations
with respect to X and φ0, including the dissipation function,
WS =
αNw~S
2
(
X˙2
λ2
+ φ˙0
2
)
. (87)
In the absence of electrons and a magnetic field, the equation becomes (using
Eq. (41) and Eq. (57) for pinning)
φ˙0 + α
X˙
λ
=−2λV0
~Sξ2
Xθ(ξ − |X|) (88)
X˙ − αλφ˙0= K⊥λ
2~
S sin 2φ0. (89)
The solution without any driving force is of course trivial: φ0 = 0 and X = 0.
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5.7 Domain wall particle ?
The equation of motion (88)(89) is one example of the Hamilton equation
of motion for a classical object. For a classical particle with mass M , the
Hamilton equation for the position X and momentum P is given by
P˙ =F (90)
X˙ =
P
M
(91)
where F is the force. For a domain wall, φ0 plays the role of momentum P ,
and so the relation between X˙ and momentum is not simply Eq. (91) but is
non-linear (Eq. (135)). In this sense, the domain wall is not a classical particle.
This is natural, since the domain wall (even in the rigid case) has an internal
degree of freedom, φ0.
Let us consider the equation of motion with harmonic pinning,
φ˙0 + α
X˙
λ
=
λ
~NS
(
F − 2NwV0
ξ2
X
)
, (92)
X˙ − αλφ˙0= K⊥λ
2~
S sin 2φ0 +
λ
~NS
τ. (93)
Here we included force F and torque τ (from magnetic field or current), which
are constant in time here.
There is a limiting case, where the domain wall behaves like a particle de-
scribed by one linear equation of motion. This occurs if φ0 remains small, i.e,
if the hard-axis anisotropy is strong.
5.7.1 Weak extrinsic pinning
Let us first consider the case of large K⊥. In this case φ0 ∼ 0 and so we can
linearize the shape anisotropy term as sin 2φ0 ∼ 2φ0. Then we obtain from
(93) (neglecting α2 ≪ 1)
φ0 =
~
K⊥λS
(
X˙ − α λ
2
~NwS
(
F − 2NwV0
ξ2
X
)
− λ
~NwS
τ
)
. (94)
Substituting φ0 in Eq. (92), we obtain the equation for X as
MwX¨ +Mw
1
τw
X˙ +MwΩpin
2X = F, (95)
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where
Mw=
~
2Nw
K⊥λ2
(96)
Ωpin=
√
2V0K⊥λ2
~2ξ2
(97)
1
τw
=
α
~
(
K⊥ + 2SV0
λ2
ξ2
)
, (98)
are mass, pinning frequency, and reciplocal decay time of the wall, respectively.
In this limit, the domain wall becomes a simple particle. The existence of mass
of the wall was first discussed by Do¨ring [99].
5.7.2 Strong pinning or large φ0
When the pinning potential is harmonic, we can always delete X from the
equations of motion (92)(93) and obtain one equation for φ0 as
Mφφ¨0 + α~SNwφ˙0
(
1 +
MφK⊥
~2Nw
cos 2φ0
)
+NwK⊥S2
1
2
sin 2φ0 = −τ, (99)
where
Mφ = Nw
~
2S2ξ2
2V0λ2
, (100)
is the mass of the φ-particle. The φ variable thus is a particle moving in a sine
or cosine potential [30,31].
Comparing two masses Mw and Mφ, we see that Mw is lighter than Mφ when
pinning is weak, V0 ≪ K⊥. This indicates that X is a better variable to
describe the weak pinning case. In contrast, Mw is heavier if pinning is strong,
V0 ≫ K⊥, and in this case, the system is better described in terms of the
dynamics of φ0 [30,31]. This applies at the quantum level, too. In a path
integral representation, the vacuum transition amplitude for the Lagrangian
Eq. (86) is given as (approximating φ0 ≪ 1)
Zw =
∫
DXDφ0e−
Nw
~
∫
dt
(
~S X˙
λ
φ0−K⊥S
2
2
sin2 φ0−V0
ξ2
X2
)
. (101)
When the hard-axis anisotropy is strong, φ0 is a high-energy mode, and should
be integrated out first, resulting in
Zw =
∫
DXe− 1~
∫
dt(Mw2 X˙
2−Mw
2
Ω2pinX
2). (102)
Thus the wall behaves like a standard particle. When pinning is strong, we
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can integrate out X and obtain
Zw =
∫
Dφ0e−
1
~
∫
dt
(
Mφ
2
φ˙0
2−NwK⊥S
2
2
sin2 φ0
)
. (103)
In this case, φ0 (chirality of the wall) becomes a good variable, and tunneling
of chirality can occur as discussed in Refs. [30,31].
6 Conduction electrons
In this section, we consider conduction electrons. We use the second quantized
representation, and write annihilation and creation operators for the electron
with spin σ = ± at site x and at time t by cσ(x, t) and c†σ(x, t), respectively.
The electron density is c†(x)c(x). We sometimes suppress spin indices when
obvious, e.g., c†c denotes
∑
σ c
†
σcσ. The Hamiltonian for the electron we con-
sider is given by a free part H0, an impurity scattering Himp, a spin flip part
Hsr, and an interaction with the electric field Hem which drives the current.
(The interaction with localized spin is explained later in §6.5). The electron
Hamiltonian is thus
He ≡
∫
d3x
(
~
2
2m
|∇c|2 − ǫF c†c
)
+Himp +Hsr +Hem, (104)
with ǫF being Fermi energy.
6.1 Free electron
The free part, H0, is given in Fourier space as H0 =
∑
kǫkc
†
kck where ǫk ≡
~2k2
2m
− ǫF and the Fourier transform is defined as c(x) = 1√V
∑
ke
ik·xck. Let us
here briefly examine the behavior of the free electron Green’s function. Con-
ventional Green’s functions such as retarded and advanced Green’s functions
are not physical quantities, but are useful in calculation. Let us consider the
behavior of a function ρ(x, t,x′, t′) ≡
〈
c†(x′, t′)c(x, t)
〉
H0
, which is the elec-
tron density if at equal times and equal positions. The average 〈· · ·〉H0 is for
free states determined by H0. This function satisfies an ”equation of motion”
∂tρ(x, tx
′, t′) =− i
~
〈
c†(x′, t′)[H0, c(x, t)]
〉
H0
= i
(
~
2m
∇2x + ǫF/~
)
ρ(x, t,x′, t′). (105)
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This equation is in fact a continuity equation, but is not convenient for cal-
culating non-free cases. A more useful function can be defined if one includes
anti-commutator and step function in time as
gr(x, t,x′, t′) ≡ − i
~
θ(t− t′)
〈
{c†(x′, t′), c(x, t)}
〉
H0
. (106)
The equation of motion is then
(
i~∂t +
(
~
2
2m
∇2x + ǫF/~
))
gr(x, t,x′, t′) = δ(t− t′)δ3(x− x′), (107)
which is a Green’s function with a source term. This type of equation is math-
ematically useful allowing systematic calculation. This function is called a
retarded Green’s function due to a factor θ(t− t′). The equation (107) is eas-
ily solved using the Fourier transform, gr(x, t,x′, t) = 1
V
∫ dω
2π
∑
ke
i(k·x−ωt)grk(ω)
as
grk(ω) =
1
ω − ǫk + i0 , (108)
where the small imaginary part denoted by i0 is to reproduce the retardation
factor, θ(t− t′).
6.2 Impurity scattering (spin-independent)
We include here the effect of electron scattering by impurities. The scattering
is treated as elastic and spin-independent, and is then described by a term
Himp=
Nimp∑
i=1
∫
d3xv(x−Ri)c†(x)c(x)
=
Nimp∑
i=1
∑
kk′
v(q)ei(k−k
′)·Ric†k′ck, (109)
where v represents the potential due to an impurity, Ri represents the po-
sition of random impurities, Nimp is the number of impurities, and v(q) ≡
1
V
∫
d3xeiq·xv(x). We approximate the potential as an on-site type, v(x−Ri) =
vimpa
3δ3(x −Ri) (vimp is a constant), i.e., v(q) = vimpN (N ≡ V/a3 is number
of sites). To estimate physical quantities, we need to take the random average
over impurity positions as
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∑
i
〈
e−iq·Ri
〉
≡∑
i
∫
d3Ri
V
e−iq·Ri = Nimpδq,0 = 0 (for q 6= 0)
∑
ij
〈
e−iq1·Rie−iq2·Rj
〉
=
∑
ij
∫
d3Ri
V
∫
d3Rj
V
e−iq1·Rie−iq2·Rj
=Nimpδq1+q2,0 +N
2
impδq1,0δq2,0 = Nimpδq1+q2,0, (110)
where the term linear in Nimp is a contribution at i = j. Taking account of
successive impurity scattering by ladders, the electron Green’s function in the
presence of random impurities is given by e.g., grk(ω) =
1
ω−ǫk+ i2τ
, where the
inverse lifetime is given as
1
τ
= −2
~
(
vimp
N
)2
Im
∑
ij
∑
q1q2
〈
e−iq1·Rie−iq2·Rj
〉
grk+q1(ω) ≃
2π
~
nimpv
2
impνa
3.
(111)
Here ν is the density of states per volume (ν ≡ N(0)/Na3, N(0) is the density
of states) and nimp ≡ NimpN is the impurity concentration. In the derivation
we used
∑
kg
r
k(ω) ≃ N(0)
∫∞
−∞ dǫ
1
−ǫ+ i~
2τ
≃ −iπN(0). We consider a conducting
system, and so
ǫF τ
~
≫ 1. (112)
When spin polarization due to (uniform component of) localized spin is taken
into account, the lifetime becomes spin-dependent. For the most part of this
paper, we neglect this spin-dependence, to avoid unnecessary complication.
The spin-dependence is correctly included for evaluation of delicate quantities
such as α and β below in §14.
6.3 Spin relaxation
We also include spin flip interaction due to random magnetic impurities to
take account of the spin relaxation effect. The interaction is represented by
Hsr = us
∫
d3x
∑
i
Simpiδ(x−R′i)(c†σc)x, (113)
where Simpi represents the impurity spin at siteR
′
i. (The spin-orbit interaction
leads to essentially the same results as spin flip case here.) A quenched average
for the impurity spin was taken as
Simp
α
i Simp
β
j = δijδαβ ×


Simp
2
⊥ (α, β = x, y)
Simp
2
z (α, β = z)
. (114)
The effect of spin relaxation is considered in §14.
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6.4 Electric field
In this study, the applied electric current has the most important role of
inducing spin dynamics. The effect of current is calculated as a response to
the applied electric field. The interaction is expressed by use of uniform charge
current density j and electromagnetic gauge field Aem as
Hem = −
∫
d3xAem · j, (115)
The gauge field is given by use of E ≡ −A˙ as
Aem = i
E
Ω0
eiΩ0t
∣∣∣∣∣
Ω0→0
, (116)
where E is the applied electric field assumed to be spatially homogeneous. For
calculation purpose, it is treated as having finite frequency, Ω0, which is chosen
as Ω0 → 0 at the last stage of the calculation (this is a standard technique in
linear response calculation [100]). The current density is given in the presence
of the gauge field by (e < 0 is electron charge)
jν ≡− 1
V
∫
d3x
e~
m
i
2
(c†
↔∇ν c)− e
2
~
m
Aem,ν
∑
k
c†kck
=
e
m
∑
k
(~kν − eAem,ν) c†kck. (117)
Within the linear response to E, the last term is neglected. We used the
coupling (A · j) between gauge field and current, and not the one between
electric charge and scalar potential (Φρ), since the A · j-description is known
to be convenient in describing the system as spatially uniform as in the Kubo
formula. (In contrast, Φρ description is useful in a Laudauer type description
treating the spatial difference of chemical potential explicitly.)
The electron part of the Lagrangian is given by use of the Hamiltonian He as
Le = i~
∫
d3xc†c˙−He, (118)
where the first term is a dynamical term that correctly reproduces the Schro¨dinger
equation.
6.5 s-d exchange interaction and adiabatic condition
The most important interaction for us is the exchange interaction between
electron spin and localized spin, which is a source of all current-driven spin
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dynamics and magnetic transport properties. This term is given by
Hsd ≡ −Jsd
∫
d3xS · (c†σc) = −M
∫
d3xn · (c†σc), (119)
where Jsd is the strength of s-d exchange interaction and M ≡ JsdS is half the
exchange splitting. An important point is that Jsd is rather strong in 3-d fer-
romagnets: Jsd/ǫF & O(0.1−1). These values are indicated from experimental
observations of large magnetoresistances such as the GMR.
The most non-trivial part of the theory is the treatment of this strong ex-
change interaction when the localized spin has a spatial structure and/or is
dynamical. Fortunately, spin structures in 3-d ferromagnets are slowly vary-
ing compared to the scale of conduction electrons. This is a consequence of
the strong exchange interaction, J , between localized spins, which is of order
of 1000 K as indicated by the high critical temperature of 3-d ferromagnets
(For Fe, Tc ∼ 1043 K). (Correctly, the typical length scale, λ, is determined
by the ratio of exchange energy and magnetic anisotropy (Eq. (49)).) Since
many localized spins within the scale of λ are coupled, the spin structure is
(semi-) macroscopic and its time scale is slow compared to that of electrons.
From these considerations, the electron can go through the spin structures
adiabatically.
In our study, we carry out the expansion with respect to the gauge field rep-
resenting the non-adiabaticity. The gauge field contains the space and time
derivatives of localized spins. The expansion parameters are given by
ǫF
M
1
kFλ
ℓ
λ
=
1
(kFλ)2
ǫF
2τ
~M
≪ 1
~ω2wτ
M
≪ 1, (120)
where ωw is the frequency scale of the domain wall motion. This is understood
by noting that the electron spin density lowest order in the gauge field is given
by Figs. 19 and 20, and the correction to these processes contains a factor of
1
m2
(k ·A+)(k ·A−)gk,+gk,− or A+0 A−0 gk,+gk,− in the adiabatic limit, where g
is either the retarded or advanced Green’s function. Noting Ai ∼ |∇iS| ∼
λ−1, A0 ∼ ωw, and gk,+gk,− ∼ τ~M when Mτ/~ ≫ 1, we have identified the
expansion condition as given by Eq. (120). The gauge field expansion is thus
justified if either the spin splitting is large or the spin structure is slowly
varying, and it results in a different series expansion from the simple gradient
expansion assuming (kFλ)
−1 ≪ 1 and ωwτ ≪ 1. (In Ref. [65], the gradient
expansion condition was argued to be λst/λ ≪ 1 and λstωw/vF ≪ 1, where
they introduced a phenomenological parameter of spin transport length scale
λst [47]. However, the result (Eq. (39) of Ref. [65]) appears to be that of a
simple gradient expansion assuming (kFλ)
−1, ωwτ ≪ 1. )
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In actual 3-d ferromagnets, M/ǫF . 1 and therefore the gauge field expansion
would become essentially the same as a gradient expansion. Nevertheless, it
would be formally useful to carry out the gauge field expansion first and then
consider a slowly varying limit as we will do in §9.3 in estimating the reflection
force.
The adiabatic condition obtained above has an extra factor of ℓ/λ due to
disorder scattering if we compare with the condition proposed by Waintal and
Viret [62]. They obtained in the ballistic case the adiabaticity condition of
1
kFλ
ǫF
M
≃ 1
(kF+ − kF−)λ ≪ 1, (121)
where the left-hand side is a ratio of the precession time of conduction electron
due to the exchange interaction, ~/M , to the time needed for the electron to
pass through the spin structure, λ/vF .
In the context of quantum electron transport, Stern [101] introduced a different
condition in the disordered case,
~/(Mτ)≪ 1. (122)
This would be satisfied in 3-d ferromagnets, but is not a necessary condition in
our calculation. For quantum transport, other conditions have been proposed
[102], which appear to depend on the system considered.
7 Equation of motion of domain wall under current
7.1 Effective Lagrangian
As we have discussed, the total system we consider is described by the La-
grangian L ≡ LS + Le −Hsd (eqs.(21)(46)(104)(118)(119)). We are interested
in localized spin dynamics, and for this purpose, we derive the effective La-
grangian for localized spin by integrating out the electron. ”Integrate out”
here means taking the trace over the quantum mechanical states of the elec-
tron. In the path-integral formalism [103], this process corresponds indeed to
an integration in the following way. The partition function of the system is
represented as
Z =
∫
DθDφ sin θDc¯Dcei
∫
dt(LS[S]+Le[c¯,c]−Hsd[S,c¯,c]). (123)
Here Dθ denotes integration over the field variable (Dθ = Πx,tdθ(x, t)), and
c¯ and c are Grassmann numbers corresponding to creation and annihilation
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operators for the electron. The time integration is on the real axis, but the
argument here applies also to the case of the Keldysh contour C. By integration
over the electron, Z reduces to
Z =
∫
DθDφ sin θei
∫
dtLeff
S
[S], (124)
where LeffS [S] = LS +∆LS is the effective Lagrangian for localized spin and∫
dt∆LS [S] ≡ −i ln
∫
Dc¯Dcei
∫
dt(Le[c¯,c]−Hsd[S,c¯,c]) ≡ −i lnZe, (125)
is the contribution from electrons, which includes formally everything from
the electrons exactly. The equation of motion of spin with all the effects from
electrons included is then written as (neglecting dissipation)
δLeffS
δS
= 0. (126)
Let us look into this equation in more detail. The electron contribution is
written as
δ∆LS
δS
=
1
Ze
∫
Dc¯Dc (−Jsd(c¯σc)) ei
∫
dt(Le[c¯,c]−Hsd[S,c¯,c])
=−Jsds (127)
where we noted that the right-hand side of the first line is the definition of
electron spin density,
s(x, t) ≡
〈
c†(x, t)σc(x, t)
〉
. (128)
(We define spin density without the factor of 1
2
representing electron spin
magnitude.) The average here is taken using the full electron Hamiltonian,
He+Hsd, namely taking account of background localized spin structure, elec-
tric field, impurity scattering, and spin relaxation. Let us define the effective
field from the electron, Be, as
Be ≡ − 1
~γ
Jsds. (129)
We now understand that the effect of the electron is taken into account sim-
ply by adding the effective field from the electron, Be, to the equation of
motion (44). The full equation of motion (126) thus reduces to (now including
dissipation)
dS
dt
= γBS × S − γS ×Be − α
S
S × dS
dt
. (130)
The effective Lagrangian for localized spin is therefore given by
LS
eff = LS − Jsd
∫
d3xS · s. (131)
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Note carefully, however, that if we solve for the electron spin density s (Eq.
(170)) and put the result in Eq. (131), we obtain the trivial answer of no
effect from the current. To discuss spin dynamics, we have to first derive the
equation of motion regarding s as independent variable as S, and then apply
the result of s. This is what we do below.
7.2 Equation of motion
From the considerations above, the effective Lagrangian of the domain wall in
the presence of electrons is given by LS + 〈Hsd〉. Replacing the localized spin
direction n by the domain wall configuration n0 (whose polar coordinates are
(θ0, φ0) (Eq. (84))) yields
Lw= ~NS
(
X˙
λ
φ0 − K⊥
2~
S sin2 φ0
)
− Vpin[n0] +M
∫
d3xn0 · s. (132)
Noting
δn0
δX
=−∇zn0
δn0
δφ0
= sin θ0eφ · s = (n0 × s)z, (133)
the equation of motion of the domain wall under current is given by
φ˙0 + α0
X˙
λ
=
λ
~NS
(F + Fpin), (134)
X˙ − α0λφ˙0= K⊥λ
2~
S sin 2φ0 +
λ
~NS
τz. (135)
Here Fpin ≡ −dVpin[n0]dX , and the force and torque due to electrons are defined
as
F ≡−
〈
δHsd
δX
〉
= −M
∫
d3x∇zn0 · s, (136)
τ ≡−
∫
d3x
〈
δHsd
δS
〉
× S = −M
∫
d3x(n0 × s). (137)
We stress here again that these equations contain all the effects of the electron
without any approximation so far. We note also that this set of equations,
(134) and (135), is essentially the same as those obtained by Berger [33,24].
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What is new and essential in the present theory is that we have formal but
exact expressions of force and torque, which we can evaluate by a systematic
diagrammatic method.
7.3 Equation of motion from the Landau-Lifshitz-Gilbert equation
The equation of motion of the domain wall can be derived from the LLG
equation, Eq. (14), by using the domain wall solution including collective co-
ordinates, Eqs. (84)(85). Here we neglect nonlocal terms for simplicity. (These
terms are calculated in §9.3.) Using ∂µS = S((∂µθ0)eθ + sin θ0(∂µφ0)eφ), and
θ˙0 =
X˙
λ
sin θ0, ∇zθ0 = − 1λ sin θ0, the LLG equation reduces to (see also Eqs.
(47)(48))
θ˙0 − α sin θ0φ˙0= sin θ0
(
X˙
λ
− αφ˙0
)
=
a3
2eSλ
js sin θ0 +
K⊥S
2~
sin θ0 sin 2φ0
sin θ0φ˙0 + αθ˙0= sin θ0
(
φ˙0 + α
X˙
λ
)
=
a3
2eSλ
βsrjs sin θ0 − KS
2~
sin 2θ0(1 + κ sin
2 φ0). (138)
Integrating over position x, we obtain
X˙
λ
− αφ˙0= a
3
2eSλ
js +
K⊥S
2~
sin 2φ0
φ˙0 + α
X˙
λ
=
a3
2eSλ
βsrjs, (139)
which is Eqs. (134)(135) with force from the βsr term included (see §9.3).
This derivation of the domain wall equation from the LLG equation is useful
as far as only local torque is concerned, but is wrong when non-adiabaticity
is to be considered. In this paper, we proceed based on equations 134 to 137,
which include all the torques without local approximation.
7.4 Spin conservation law
Let us briefly look into the conservation law of spin. The equation of motion
of localized spin is given by Eq. (130). The spin part of the effective field, BS,
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is described by Eq. (46) as (neglecting pinning)
~γBS =−J∇2S −KezSz +K⊥eySy, (140)
and so the LLG equation Eq. (130) is written as
S˙ +∇ · JS=− Jsd
~a3
S × s+ τS, (141)
where the spin current associated with localized spin is given by
JS
α
µ ≡
J
~
((∇µS)× S)α, (142)
and the spin source or sink is given by anisotropy and Gilbert damping as
τS =
α
S
S × S˙ −K


−SySz
SxSz
0

−K⊥


SySz
0
−SxSy

 . (143)
The equation for the spin density of the conduction electron, defined by Eq.
(128), can be derived by considering its time derivative,
ds
dt
=
i
~
〈
c†σ[H, c]− [H, c†]σc
〉
, (144)
and evaluating the commutation relation with the total HamiltonianH . Using,
e.g., [c†x′cx′, cx] = −cxδ(x− x′), we obtain
1
2
ds
dt
=−1
2
∇ · js + Jsd
~a3
S × s+ τs. (145)
Here js is the spin current density (divergence here is with respect to spatial
coordinate), defined as
js
α
µ =
−i~
2m
〈
c†σα
←→∇ µc
〉
, (146)
where A
←→∇ µB ≡ A(∇µB)− (∇µA)B, and τs represents relaxation of electron
spin.
Combining Eq. (141) and Eq. (145), we see that s-d exchange torques cancel
each other in the equation of motion for the total spin, Stot ≡ S + a32 s, and
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total spin current, JS,tot ≡ JS+ a32 js. This is natural since exchange interaction
is the internal exchange of angular momentum, which does not change total
spin dynamics. The continuity equation thus becomes
˙Stot +∇ · JS,tot= τS + τs. (147)
This continuity equation is another representation of current-induced torques,
where the torque due to current is included in the ∇ · js term [104].
8 Calculation of electron spin density
In this section, the electron spin density is calculated. The calculation in this
section is done for general spin structures, not restricted to domain walls.
8.1 Gauge transformation
Our task now is to calculate the electron spin density s(x, t). This is non-
trivial, since the electrons are interacting with the background spin, which
is spatially and temporally non-uniform. For estimating s, we consider first
the free part of the electron with the exchange coupling. The corresponding
Lagrangian (we call L0e) is
L0e ≡
1
~
[∫
d3x[i~c†c˙−
(
~
2
2m
|∇c|2 − ǫF c†c
)]
+M
∫
d3xn · (c†σc). (148)
As we discussed in §6.5, we are interested in the adiabatic regime, and the
treatment using a gauge transform becomes useful in this case.
The idea of a local gauge transformation is simply to diagonalize locally the
s-d exchange interaction. This is always possible by choosing an appropriate
2× 2 unitary matrix U(x, t) such as
U †(x, t)(n(x, t) · σ)U(x, t) = σz. (149)
(Since the localized spin direction depends on position and time, the matrix
U also is, i.e., U(x, t).) This transformation is implemented by choosing
U(x, t) =m(x, t) · σ, (150)
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where m is a real three-component unit vector given as
m ≡
(
sin
θ
2
cosφ, sin
θ
2
sinφ, cos
θ
2
)
. (151)
The matrix U satisfies U2 = 1, or
U(x, t)−1 = U(x, t). (152)
This unitary transformation corresponds to defining a new electron operator
a ≡ (a+, a−)t (t represents transpose) as
c(x, t) ≡ U(x, t)a(x, t). (153)
Now the exchange interaction is diagonalized, but this redefinition affects the
kinetic term of the electron. In fact, we immediately see from the identity
∂µc(x, t) = U(x, t)(∂µ + U(x, t)
−1∂µU(x, t))a = U(x, t)(∂µ + iAµ)a, (154)
that a gauge field appears, defined as
Aµ ≡ −iU(x, t)−1∂µU(x, t). (155)
By use of (151), Aµ is written as
Aµ = (m× ∂µm) · σ ≡ Aαµσα, (156)
where summation over α = x, y, z is suppressed. The gauge field is explicitly
obtained in a vector notation with respect to the spin index (α) as
Aµ =
1
2


−∂µθ sin φ− sin θ cos φ∂µφ
∂µθ cosφ− sin θ sin φ∂µφ
(1− cos θ)∂µφ

 ≡ A
θ
µeθ + A
φ
µeφ − Azµn. (157)
Here the components of gauge fields are defined as
Aθµ≡ eθ ·Aµ =
1
2
∑
±
e∓iφA±µ = −
1
2
sin θ∂µφ
Aφµ≡ eφ ·Aµ =
i
2
∑
±
∓e∓iφA±µ =
1
2
∂µθ, (158)
where
A±µ ≡Axµ ± iAyµ
=
1
2
e±iφ (±i∂µθ − sin θ∂µφ) = e±iφ(Aθµ ± iAφµ). (159)
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Some useful relations between gauge field and spin vector are
∂µn=2(−Aθµeφ + Aφµeθ) = 2Aµ × n
(∂µn× n)= 2(Aθµeθ + Aφµeφ)
∂µn× ∂νn=4n(AθµAφν −AθνAφµ)
Aµ=
1
2
n× ∂µn− ΦBµn =
1
2
(∂µθeφ − ∂µφn+ ∂φez), (160)
where ΦBµ ≡ 12(1− cos θ)∂µφ = −Aµ · n.
After gauge transformation, the electron Lagrangian is written in terms of the
a-electron as
L0e =
∫
d3x
[
i~a†a˙− ~
2
2m
|∇a|2 + ǫFa†a−Ma†σza
+i
~
2
2m
∑
i
(a†Ai∇ia− (∇ia†)Aia)− ~
2
2m
A2a†a− ~a†A0a
]
. (161)
Defining a Fourier transform as a(x) ≡ 1√
V
∑
kake
ik·x andAαµ(q) ≡ 1V
∫
d3xeiq·xAαµ(x),
the expression becomes
L0e =
∑
k
i~a†kσ (∂t − ǫkσ) akσ −HA, (162)
where
ǫkσ ≡ ~
2k2
2m
− ǫF − σM, (163)
is the electron polarized uniformly along the z-axis and
HA≡
∑
kqα
[∑
µ
~
(
Jµ
(
k +
q
2
)
· Aαµ(−q)
)
a†k+qσαak
+
~
2
2m
∑
pi
Aαi (−q − p)Aαi (p)a†k+qak

 , (164)
is the interaction with the gauge field (the Greek suffix µ runs over x, y, z, t
and i runs over x, y, z). Here
Jµ(k) ≡
(
~
m
k, 1
)
, (165)
for µ = x, y, z, t. The interaction with the gauge field is shown diagramatically
in Fig. 15.
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H  =A
Fig. 15. Diagrammatic representation of interaction between domain wall and con-
duction electron. Solid lines are electron Green’s functions and wavy lines denote
interaction with the magnetization configuration (e.g. domain wall).
The Lagrangian (162) is very useful for our purpose, since the perfect adia-
baticity (represented by uniform polarization in Eq. (163)) and non-adiabaticity
(gauge field) are clearly separated (Fig. 16).
s
S
A
Fig. 16. By gauge transformation, electrons (denoted by their spin s) interacting
with a non-uniform localized spin structure (S) are transformed to electrons uni-
formly polarized and interacting with the SU(2) gauge field, A, localized around the
inhomegeneity. Thus the non-adiabatic component causing scattering is separated
from the adiabatic component.
The electric current density, Eq. (117), is modified by the gauge transformation
and the electromagnetic gauge field as
ji=−
∫
d3x
e~
m
i
2
(c†
↔∇i c)− e
2
~
m
Aem,i
∑
k
c†kck
=
e~
m
∑
k
[
kia
†
kak +
∑
qα
Aαi (q)a
†
k+qσ
αak − eAem,ia†kak
]
, (166)
Thus the interaction with external electric field, Eq. (115), is given by (Fig.
17)
Hem=
∑
i
ie~Ei
m2Ω0
eiΩ0t
∑
k
[
kia
†
kak +
∑
αq
Aαi (q)a
†
k+qσ
αak
]∣∣∣∣∣
Ω0→0
+O(E2).(167)
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kk, ω k
q
k + q
E
E
A
ω + Ω0
Hem =
Fig. 17. Diagrammatic representation of interaction with the applied electric field,
E, denoted by dashed line.
8.2 Electron spin density
Calculation of electron spin density is carried out in the gauge transformed
frame by the standard diagrammatic method. What we obtain there is the
spin density in the gauge transformed frame, s˜, defined by
s˜(x, t) ≡
〈
a†σa
〉
. (168)
It is related to the physical spin density, s, as
s(x, t) ≡
〈
c†σc
〉
=
〈
a†U †σUa
〉
= 2m(m · s˜)− s˜. (169)
Let us define
s ≡ sθeθ + szn + sφeφ. (170)
Each component is written in terms of components of s˜ as
sθ =−1
2
∑
±
e∓iφs˜±
sφ=−1
2
∑
±
(∓)ie∓iφs˜±, (171)
where s˜± ≡ s˜x±is˜y. Eq. (171) can easily be checked by use ofm = − sin θ2eθ+
cos θ
2
n and cos θeθ + sin θn = (cosφ, sinφ, 0) = (eφ × ez).
Let us see how the force and torque on the spin structure (Eqs. (136)(137))
are represented in terms of sθ and sφ. Using ∇n = eθ∇θ + eφ sin θ∇φ and
n× eθ = eφ, n× eφ = −eθ, we obtain
F =−M
∫
d3x (sθ∇θ + sφ sin θ∇φ) = 2M
∫
d3x
(
−sθAφ + sφAθ
)
(172)
τ =M
∫
d3x (sφeθ − sθeφ) . (173)
We see here that s˜z, the perfectly adiabatic component, does not contribute
to the force or torque. For the rigid wall we are considering, ∇φ = 0, only
components Fz and τz affects its dynamics, and we obtain
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Fz = −M
∫
d3xsθ∇zθ
τz = −M
∫
d3x sin θ0sφ (174)
Thus the force and spin-transfer torque on a rigid wall arises from sθ and sφ,
respectively.
8.3 Electron Green’s functions
The spin density s˜(x, t) is defined in terms of an a-electron as
s˜α(x, t)=
〈
a†(x, t)σαa(x, t)
〉
=−i~tr[σαG<(x, t,x, t)], (175)
where
G<σ,σ′(x, t,x
′, t′) ≡ i
~
〈
a†σ′(x′, t′)aσ(x, t)
〉
, (176)
is a lesser component of the Keldysh Green’s function [105,106] and the trace
(tr) is over the spin index. This Green’s function is an extension of the standard
equilibrium Green’s functions (retarded and advanced Green’s functions) to
a contour-ordered Green’s function defined on the complex time plane. (For
more details see §B.) The contour-ordered Green’s function is defined as
Gσ,σ′(x, t,x
′, t′) ≡ − i
~
〈
TCaσ(x, t)a
†
σ′(x
′, t′)
〉
, (177)
where t, t′ are defined on a contour on the complex plane and TC denotes
ordering on the Keldysh contour C (Fig. 18). The average here denotes both
quantum expectation value and averaging over random normal impurities.
This Green’s function contains information on retarded, advanced, and lesser
Green’s functions.
C t
Fig. 18. Keldysh contour in the complex time plane used in non-equilibrium Green’s
functions.
In the free case, the lesser component is defined as
g<σ,σ′(x, t,x
′, t′) ≡ i
~
〈
a†σ′(x′, t′)aσ(x, t)
〉
0
≡ g<σ,σ′(x− x′, t− t′), (178)
where 〈 〉0 denotes the expectation value by use of the free Hamiltonian, H0,
but in the presence of impurities (Himp). By standard ladder summation over
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multiple impurity scattering, the free lesser component is obtained in the
Fourier space as
g<k (ω) = f(ω)(g
a
k(ω)− grk(ω)), (179)
where the advanced and retarded Green’s functions are
gak(ω)=
1
ω − ǫk − i2τ
, (180)
and gr = (ga)∗.
Calculation of s˜ is done by standard perturbation theory with respect to the
gauge field Aµ, up to the lowest, i.e., linear, order. We define the Fourier
transform of a Green’s function as
Gkσ,k+q,σ′(t, t
′)≡−i
〈
TCakσ(t)a
†
k+q,σ′(t
′)
〉
=
1
V
∫
d3x
∫
d3x
′
e−i(k·x−k
′·x′)Gσ,σ′(x, t,x′, t′). (181)
The full Keldysh Green’s function defined on a complex contour satisfies the
Dyson equation similar to the conventional time-ordered and retarded Green’s
functions:
i~∂tGkk′(t, t
′) = δ(t− t′)
〈
{ak(t), a†k′(t′)}
〉
+
i
~
〈
TC [H, ak(t)]a
†
k′(t
′)
〉
.(182)
Here H = H0 + Hem + HA (Himp is already included in τ of free Green’s
functions, e.g., in Eq. (179)). Evaluation of the anti-commutation relation can
be done using [AB,C] = A{B,C} − {A,C}B for any three operators A,B,
and C as
[H, ak(t)] =−
∑
qα
[∑
µ
~Jµ
(
k +
q
2
)
Aαµ(q, t)σαak+q(t)
+
~
2
2m
∑
p,i
Aαi (q − p, t)Aαi (p, t)ak+q(t)

 . (183)
We then obtain
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i~∂tGkk′(t, t
′) = δ(t− t′)δk,k′ + ǫkGkk′(t, t′) + ~
∑
q
∑
µα
Jµ
(
k +
q
2
)
Aαµ(q, t)σαGk+q,k′(t, t
′)
+
∑
i
∑
q
ieEi
mΩ0
eiΩ0t1
(
kiδq,0 +
∑
α
Aαi (q, t1)σ
α
)
σαGk+q,k′(t, t
′)
+
~
2
2m
∑
qp
∑
αi
Aαi (q − p, t)Aαi (p, t)Gk+q,k′(t, t′) +O(E2).
(184)
By multiplying [i~∂t − ǫk]−1 = gk, we obtain the Dyson equation on contour
C,
Gkk′(t, t
′) = gk(t− t′)δk,k′ + ~
∑
q
∫
C
dt1gk(t− t1)
×
[∑
αµ
Jµ
(
k +
q
2
)
Aαµ(q, t1)σα +
∑
i
ieEi
mΩ0
eiΩ0t1
(
kiδq,0 +
∑
α
Aαi (q, t1)σ
α
)]
Gk+q,k′(t1, t
′)
+O(E2, A2)
= gk(t− t′)δk,k′ + ~
∑
αµ
Jµ
(
k + k′
2
)∫
C
dt1gk(t− t1)Aαµ(k′ − k, t1)σαgk′(t1 − t′)
+
ie~
mΩ0
∑
αi
Ei
∫
C
dt1A
α
i (k
′ − k, t1)eiΩ0t1gk(t− t1)σαgk′(t1 − t′)
+
ie~
mΩ0
∑
αµi
EiJµ
(
k + k′
2
)∫
C
dt1
∫
C
dt2
×
[
k′ie
iΩ0t2Aαµ(k
′ − k, t1)gk(t− t1)σαgk′(t1 − t2)gk′(t2 − t′)
+kie
iΩ0t1Aαµ(k
′ − k, t2)gk(t− t1)gk(t1 − t2)σαgk′(t2 − t′)
]
+O(E2, A2). (185)
Here we neglected a trivial term which does not contain A. Green’s functions
are written by use of matrix representation in spin space,
Gkk′ =

Gk+,k′+ Gk+,k′−
Gk−,k′+ Gk−,k′−

 , (186)
and free Green’s function is diagonal,
gk =

 gk+ 0
0 gk−

 . (187)
The Equation (185) is for Green’s function defined on complex time contour,
and is not physical. To evaluate spin density, we need to take a lesser compo-
nent, G<, of the contour ordered Green’s functions. As described in §B, lesser
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component of product is mixed with a lesser component and retarded and
advanced components as
[∫
C
dt1A(t, t1)B(t1, t
′)
]<
=
∫ ∞
−∞
dt1(A
r(t, t1)B
<(t1, t
′) + A<(t, t1)Ba(t1, t′)),
(188)
while retarded and advanced components are the products:
[∫
C
dt1A(t, t1)B(t1, t
′)
]r
=
∫ ∞
−∞
dt1A
r(t, t1)B
r(t1, t
′). (189)
We define Fourier transform of gauge fields as
Aαµ(q,Ω) ≡
∫ ∞
−∞
dte−iΩtAαµ(q, t). (190)
and electron Green’s function as (τ denotes <, r, a)
Gτk,k′(t, t
′) ≡
∫ dω
2π
∫ dω′
2π
e−iωteiω
′t′Gτk,k′(ω, ω
′), (191)
or Gτk,k′(ω, ω
′) ≡ ∫ dt ∫ dt′eiωte−iω′t′Gτk,k′(t, t′). In general ω 6= ω′, electron
absorbs energy (frequency) from the electric field (and from spin structures if
dynamical). Taking the lesser component, Fourier representation of Eq. (185)
is written as
G<k,k+q(ω, ω + Ω) = g
<
kωδq,0δΩ,0 + ~
∑
αµ
Jµ
(
k +
q
2
)
Aαµ(q,Ω)[gkωσαgk+q,ω+Ω]
<
+
ie~
mΩ0
∑
αi
EiA
α
i (q,Ω− Ω0) [gkωσαgk+q,ω+Ω]<
+
ie~
mΩ0
∑
αµi
EiJµ
(
k +
q
2
)
Aαµ(q,Ω− Ω0)
× [(k + q)igkωσαgk+q,ω+Ω−Ω0gk+q,ω+Ω + kigk,ωgk,ω+Ω0σαgk+q,ω+Ω]<
+O(E2, A2). (192)
We consider a slow spin dynamics and assume that the spin gauge field has
only a zero frequency component, i.e., Aαµ(q,Ω) = δΩ,0A
α
µ(q). This is justified
when Ωτ ≪ 1. We then obtain
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G<k,k+q(ω, ω + Ω0) = g
<
kωδq,0δΩ0,0 + ~
∑
αµ
Jµ
(
k +
q
2
)
Aαµ(q)[gkωσαgk+q,ω+Ω0]
<
+
ie~
mΩ0
∑
αi
EiA
α
i (q) [gkωσαgk+q,ω+Ω0 ]
<
+
ie~
mΩ0
∑
αµi
EiJµ
(
k +
q
2
)
Aαµ(q)
× [(k + q)igkωσαgk+q,ωgk+q,ω+Ω0 + kigk,ωgk,ω+Ω0σαgk+q,ω+Ω0]<
+O(E2, A2). (193)
8.4 Spin densities
The spin density in the rotated frame is calculated by multiplying the lesser
Green’s function by a Pauli matrix and taking a trace. Only ± components
are necessary, whose Fourier transforms are given as
s˜±q =−2i lim
Ω0→0
∫
dω
2π
∑
k
tr[σ±G<k,k+q(ω, ω + Ω0)]
≡ s˜±(0)q + s˜±(1)q , (194)
where σx± iσy = 2σ±, s˜±(0)q and s˜±(1)q ≡ s˜±(1a)q + s˜±(1b)q are the equilibrium and
current-driven parts, respectively. Each contribution is given as
s˜±(0)q =−2i
~
2
V
lim
Ω0→0
∫
dω
2π
∑
k
∑
µ
Jµ(k)A
±
µ (q)
[
g
k− q
2
,∓ω−Ω0
2
g
k+ q
2
,±,ω+Ω0
2
]<
s˜±(1a)q = lim
Ω0→0
∑
ωk
∑
i
B±i
Ω0
[(
k +
q
2
)
i
[
g
k− q
2
,∓,ω−Ω0
2
g
k+ q
2
,±,ω−Ω0
2
g
k+ q
2
,±,ω+Ω0
2
]<
+
(
k − q
2
)
i
[
g
k− q
2
,∓,ω−Ω0
2
g
k− q
2
,∓,ω+Ω0
2
g
k+ q
2
,±,ω+Ω0
2
]<]
(195)
s˜±(1b)q = lim
Ω0→0
∑
ωk
B±0
Ω0
[
g
k− q
2
,∓,ω−Ω0
2
g
k+ q
2
,±,ω+Ω0
2
]<
, (196)
where
B±i (k, q)≡ 2
eEi
mV
∑
µ
Jµ(k)A
±
µ (q)
B±0 (k, q)≡ 2
eEi
mV
A±i (q). (197)
These contributions are shown in Figs. 19 and 20.
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Fig. 19. Electron spin density without current at the lowest order in gauge field
(represented by wavy lines).
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Fig. 20. Diagrams representing the current-driven part of the electron spin density at
the linear order in both gauge field (represented by wavy lines) and applied electric
field (dotted lines). The first two processes are self-energy corrections , s˜±(1a), and
the last process is from the correction of the current vertex, s˜±(1b).
In this section, we will derive the leading contribution in the clean limit, τ →
∞. (When spin relaxation is concerned, we need to estimate the next-order
contribution of order of (ǫF τ)
−1. See §14.) Using Eq. (188), the equilibrium
part is obtained as
s˜±(0)q =−2i
~
2
V
lim
Ω0→0
∫
dω
2π
∑
kµ
Jµ(k)A
±
µ (q)
[
gr
k− q
2
,∓,ω−Ω0
2
g<
k+ q
2
,±,ω+Ω0
2
+ g<
k− q
2
,∓,ω−Ω0
2
ga
k+ q
2
,±,ω+Ω0
2
]
.
(198)
By use of
g<kσ(ω) ≃ fkσδ(ω − ǫkσ), (199)
we obtain the equilibrium contribution as
s˜±(0)q =
2~2
V
∑
k
A±0 (q)
fk+ q
2
,± − fk− q
2
,∓
ǫk+ q
2
,± − ǫk− q
2
,∓ +
i
τ
.
(200)
The first contribution to current-driven part is obtained by use of Eqs. (180)(188)
as
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s˜±(1a)q =
∑
ωk
∑
i
B±i
Ω0
[(
k +
q
2
)
i
×
[
f
(
ω +
Ω0
2
)
gr
k− q
2
,∓,ω−Ω0
2
gr
k+ q
2
,±,ω−Ω0
2
(
ga
k+ q
2
,±,ω+Ω0
2
− gr
k+ q
2
,±,ω+Ω0
2
)
+f
(
ω − Ω0
2
)(
ga
k− q
2
,∓,ω−Ω0
2
ga
k+ q
2
,±,ω−Ω0
2
− gr
k− q
2
,∓,ω−Ω0
2
gr
k+ q
2
,±,ω−Ω0
2
)
ga
k+ q
2
,±,ω+Ω0
2
]
+
(
k − q
2
)
i
×
[
f
(
ω +
Ω0
2
)
gr
k− q
2
,∓,ω−Ω0
2
(
ga
k− q
2
,∓,ω+Ω0
2
ga
k+ q
2
,±,ω+Ω0
2
− gr
k− q
2
,∓,ω+Ω0
2
gr
k+ q
2
,±,ω+Ω0
2
)
+f
(
ω − Ω0
2
)(
ga
k− q
2
,∓,ω−Ω0
2
− gr
k− q
2
,∓,ω−Ω0
2
)
ga
k− q
2
,∓,ω+Ω0
2
ga
k+ q
2
,±,ω+Ω0
2
]
. (201)
The dominant term arises from terms containing both gr and ga, since the
contribution from gr only is higher order of (ǫF τ)
−1 after summation over the
wave vector (k), as is well-known in electron transport phenomena. This is
easily understood from following example. In the case of (ǫF τ)
−1 ≪ 1, the
summation over the wave vector can be replaced by an energy integral as
1
V
∑
k
grkσg
a
kσ =
∫ ∞
−ǫF
dǫν(ǫ)
1
(ǫ− σM)2 +
(
1
2τ
)2 ≃ νσ
∫ ∞
−∞
dǫ
1
ǫ2 +
(
1
2τ
)2 = 2πνστ,
(202)
where ν(ǫ) is the energy-dependent density of states and νσ ≡ ν(σM). Within
this approximation, the product of gr results in
∑
k(g
r
kσ)
2 ≃ νσ
∫∞
−∞ dǫ(ǫ −
i
2τ
)−2 = 0. We therefore see that the dominant term is simply proportional
to f
(
ω + Ω0
2
)
− f
(
ω − Ω0
2
)
= Ω0f
′(ω) (Ω0 → 0), as is familiar in low energy
transport properties. Therefore, we obtain
s˜±(1a)q ≃
∑
ωk
∑
i
B±i f
′(ω)
×
[(
k +
q
2
)
i
grk− q
2
,∓,ωg
r
k+ q
2
,±,ωg
a
k+ q
2
,±,ω +
(
k − q
2
)
i
grk− q
2
,∓,ωg
a
k− q
2
,∓,ωg
a
k+ q
2
,±,ω
]
(203)
The contribution s˜±(1b)q is of higher order in (ǫF τ)
−1 than s˜±(1a)q , since it has
a smaller number of Green’s functions [50]. Thus the current-induced part is
given by s˜±(1)q ∼ s˜±(1a)q . Since we are interested in low temperatures, kBT/ǫF ≪
1, we can replace f ′(ω) ≃ −δ(ω) in Eq. (203),and hence
s˜±(1)q =−
1
2π
∑
k
∑
i
B±i
×
[(
k +
q
2
)
i
grk− q
2
,∓g
r
k+ q
2
,±g
a
k+ q
2
,± +
(
k − q
2
)
i
grk− q
2
,∓g
a
k− q
2
,∓g
a
k+ q
2
,±
]
,
(204)
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where gr
k− q
2
,∓ ≡ grk− q
2
,∓,ω=0. Using the identities
grk,σg
a
k,σ= iτ(g
r
k,σ − gak,σ) (205)
grk− q
2
,∓g
a
k+ q
2
,±=−
1
ǫk+ q
2
− ǫk− q
2
∓ 2M + iγ (g
r
k− q
2
,∓ − gak+ q
2
,±) (206)
grk− q
2
,∓g
r
k+ q
2
,±=−
1
ǫk+ q
2
− ǫk− q
2
∓ 2M (g
r
k− q
2
,∓ − grk+ q
2
,±), (207)
where γ ≡ 1
τ
, we obtain, in the limit of τ →∞,
s˜±(1)q = −
i
π
∑
k
∑
i
eEi
mV
∑
µ
A±µ (q)τ
×
[
kiJµ
(
−
(
k +
q
2
)) grk,± − gak,±
ǫk+q − ǫk ± 2M − kiJµ
(
k +
q
2
) grk,∓ − gak,∓
ǫk+q − ǫk ∓ 2M
−iπqi
(
grk,∓Jµ
(
k +
q
2
)
δ(ǫk+q − ǫk ∓ 2M)− gak,±Jµ
(
−
(
k +
q
2
))
δ(ǫk+q − ǫk ± 2M)
)]
.
(208)
The first line in square brackets arises from the real part of (ǫk+q− ǫk±2M +
iγ)−1 etc., while the second line arises from the imaginary part.
The adiabatic limit can be obtained easily from the results Eqs. (200)(208) by
setting ǫk+q ≃ ǫk. The result is (s˜±(ad)q ≡ (s˜±(0)q + s˜±(1)q )|(ad))
s˜±(ad)q =−
1
MV
∑
k
[
A±0 (q)(fk+ − fk−) + i
eEiA
±
i (q)τ
dπm2
k2(grk+ − grk−)
]
=− 1
M
(
sA±0 (q) +
js
e
·A±(q)
)
. (209)
Here d is the dimensionality,
s≡n+ − n−
js≡ 1
m
(n+ − n−)e2τE = j+ − j−, (210)
are the electron spin density and spin current density (both defined without
spin length of 1
2
), respectively, where nσ ≡ k
3
Fσ
6π2
is the spin-resolved electron
density.
Going back to the general case, spin polarization in real space, s˜±(x), is ob-
tained by Fourier transform as s˜±(x) =
∑
qe
−iq·xs˜±q . After some calculation,
the equilibrium contributions, s
(0)
θ (x) and s
(0)
φ (x), are obtained as
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s
(0)
θ (x) =−
1
M
∑
q
e−iq·x
[
((eφ × ez)x ·A0(q))χ(0)1 (q) + (eφ(x) ·A0(q))χ(0)2 (q)
]
s
(0)
φ (x) =−
1
M
∑
q
e−iq·x
[
(eφ(x) ·A0(q))χ(0)1 (q)− ((eφ × ez)x ·A0(q))χ(0)2 (q)
]
,
(211)
where we used 1
2
∑
± e∓iφ(x)A±µ (q) = (eφ(x)×ez)·Aµ(q) and 12
∑
±(∓i)e∓iφ(x)A±µ (q) =
eφ(x) ·Aµ(q). The correlation functions are given by
χ
(0)
1 (q)=
2~M
V
∑
k±
P
fk±
±2M + 2k·q+q2
2m
χ
(0)
2 (q)=
2~M
V
∑
k±
π
2
(fk+ − fk−)δ
(
±2M + 2k · q + q
2
2m
)
. (212)
Similarly, the current-induced contribution is calculated as
s
(1)
θ (x) =−
∑
iEi
M
∑
q
e−iq·x
[
((eφ × ez)x ·Ai(q))χ(1)1 (q) + (eφ(x) ·Ai(q))χ(1)2 (q)
]
s
(1)
φ (x) =−
∑
iEi
M
∑
q
e−iq·x
[
(eφ(x) ·Ai(q))χ(1)1 (q)− ((eφ × ez)x ·Ai(q))χ(1)2 (q)
]
,
(213)
where
χ
(1)
1 (q)=
eτM
3πm2V
∑
k±
(
k ·
(
k +
q
2
))
i
grk± − gak±
ǫk+q − ǫk ± 2M
χ
(1)
2 (q)=
eτM
3πm2V
∑
k±
(
±π
2
)(
q ·
(
k +
q
2
))
δ(ǫk+q − ǫk ± 2M)i(grk± − gak±).
(214)
Integration over k in Eq. (212) is carried out to obtain
χ
(0)
1 (q) = sχ˜
(0)
1 (q)
χ˜
(0)
1 (q)≡
3
4
1
(3 + ζ2)
1
q˜2
∑
±
[
− 1
2q˜
(q˜2 − 1)(q˜2 − ζ2) ln
∣∣∣∣∣(q˜ + 1)(q˜ ± ζ)(q˜ − 1)(q˜ ∓ ζ)
∣∣∣∣∣± (1± ζ)(ζ ± q˜2)
]
,
(215)
where q˜ = |q|/(2kF ), s = n+ − n− = kF 33π2 ζ(3 + ζ2) is the electron spin density,
kF ≡ 12(kF+ + kF−), ζ ≡
kF+−kF−
kF++kF−
, and χ˜
(0)
1 (q) is normalized to be χ˜
(0)
1 (q) =
1 +O(q2). Similarly, we obtain
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χ
(0)
2 (q)=
kF
3ζ
16π
1
q˜
∑
±
∫ 1+ζ
1−ζ
dk˜k˜θ(k˜q˜ − |q˜2 ± ζ)|) ≡ kF 3χ˜(0)2 (q), (216)
where the integral is to be taken only in the regime k˜ > |1
q˜
(q˜2 ± ζ)|. Correlation
functions, χ˜
(0)
1 and χ˜
(0)
2 , are plotted in momentum space and real space in Fig.
21.
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Fig. 21. Plot of correlation functions, χ˜
(0)
1 (q) and χ˜
(0)
2 (q), and their Fourier trans-
forms, χ˜
(0)
1 (x) and χ˜
(0)
2 (x), describing the nonlocal component of spin density (and
torque) in the absence of current. χ˜
(0)
1 has a finite adiabatic component (q = 0, i.e.,
local component), while χ˜
(0)
2 does not.
The summation over k in Eq. (214) is carried out using 1
V
∑
k =
∫
dǫν(ǫ)
∫ 1
−1
d cos θk
2
,
where θk is the angle of k measured from the q direction. We carry out the en-
ergy integration first, assuming that the dominant pole arises from the Green’s
function and the residue contribution from 1
ǫk+q−ǫk±2M is neglected. After some
calculation, we obtain
χ
(1)
1 (q) =
eτ
m
(n+ − n−)χ˜(1)1 (q)
χ˜
(1)
1 ≡
1
3 + ζ2
∑
±
(1± ζ)
[
1 +
1 + ζ2 ± ζ − q˜2
2(1± ζ)q˜ ln
∣∣∣∣∣(1 + q˜)(q˜ ± ζ)(1− q˜)(q˜ ∓ ζ)
∣∣∣∣∣
]
,(217)
where n± =
kF
3
±
6π2
is the spin-resolved electron density. χ˜
(1)
1 is normalized to be
χ˜
(1)
1 (q) = 1 +O(q˜
2), and thus χ
(1)
1 (q)E =
1
e
χ˜
(1)
1 (q˜)js. We similarly obtain
χ
(1)
2 (q) = −
m2M2
6πnkF
σ0
e
θst(q)
q˜
≡ σ0
e
χ˜
(1)
2 (q), (218)
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where
χ˜
(1)
2 (q) = −
π
2
ζ2
1 + 3ζ2
θst(q)
q˜
, (219)
and
θst(q) ≡


1 (kF+ − kF− ≤ |q| ≤ kF+ + kF−)
0 otherwise
(220)
represents the regime of Stoner excitation, σ0 = e
2nτ/m is the Boltzmann
conductivity, and n = n+ + n− is the total electron density. As is obvious, for
small q˜, χ˜
(1)
2 = 0. Correlation functions, χ˜
(1)
1 and χ˜
(1)
2 , are plotted in momentum
space and real space in Fig. 22. Note that the χ˜1- and χ˜2-terms are proportional
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Fig. 22. Plot of correlation functions χ˜
(1)
1 (q), χ˜
(1)
2 (q) and their Fourier transforms,
χ˜
(1)
1 (x) and χ˜
(1)
2 (x), describing nonlocal components of spin density and torque in
the presence of current. χ˜
(1)
1 has a finite adiabatic component (q = 0 i.e., local
component) while χ˜
(1)
2 does not.
to spin current and charge current, respectively, only in the adiabatic limit
(q˜ = 0), but are not necessarily so when nonadiabaticity sets in, since χ˜1(q˜)
and χ˜2(q˜) can depend on polarization ζ in a complicated manner.
In the real space representation, the spin densities are given as
s
(0)
θ (x) =−
1
M
∫
d3x
′ [
sχ˜
(0)
1 (x− x′) ((eφ × ez)x ·A0(x′)) + kF 3χ˜(0)2 (x− x′) (eφ(x) ·A0(x′))
]
s
(0)
φ (x) =−
1
M
∫
d3x
′ [
sχ˜
(0)
1 (x− x′) (eφ(x) ·A0(x′))− kF 3χ˜(0)2 (x− x′) ((eφ × ez)x ·A0(x′))
]
,
(221)
and
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s
(1)
θ (x) =−
1
eM
∑
i
∫
d3x
′ [
jis χ˜
(1)
1 (x− x′) ((eφ × ez)x ·Ai(x′))
+jiχ˜
(1)
2 (x− x′)(eφ(x) ·Ai(x′))
]
s
(1)
φ (x) =−
1
eM
∑
i
∫
d3x
′ [
jisχ˜
(1)
1 (x− x′)(eφ(x) ·Ai(x′))
−jiχ˜(1)2 (x− x′)((eφ × ez)x ·Ai(x′))
]
. (222)
The electron spin density induced around domain wall is summarized in Fig.
23
zs
X
.
φs
φ θs
Fig. 23. Spin polarization of conduction electrons (denoted by small arrows) around
a domain wall (large arrows), and its effect on the domain-wall dynamics. Top:
The adiabatic component, sz, along the localized spin does not affect the dynamics.
Middle: Under current, the spin-transfer torque is induced by the polarization sφ
out of the wall plane, which induces rotation of localized spins within the plane,
resulting in translational motion, X˙. Bottom: φ˙0 is induced by the component sθ
in the θ-direction in the wall plane. Such polarization arises from spin relaxation
processes [47]. Non-adiabaticity also induces φ˙0 [26] but the spin density profile is
nonlocal and is different from the one due to spin relaxation.
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9 Torque and force from electron
9.1 Torque
The torque acting on a localized spin at x is given by
τ (x) =M (sφeθ − sθeφ)
=−
∫
d3x
′ [
sχ˜
(0)
1 (x− x′) [eθ(x) (eφ(x) ·A0(x′))− eφ(x) ((eφ × ez)x ·A0(x′))]
−kF 3χ˜(0)2 (x− x′) [eθ(x) ((eφ × ez)x ·A0(x′)) + eφ(x) (eφ(x) ·A0(x′))]
+
∑
i
jis
e
χ˜
(1)
1 (x− x′) [eθ(x)(eφ(x) ·Ai(x′))− eφ(x)((eφ × ez)x ·Ai(x′))]
−∑
i
ji
e
χ˜
(1)
2 (x− x′) [eθ(x)((eφ × ez)x ·Ai(x′)) + eφ(x)(eφ(x) ·Ai(x′))]
]
.
(223)
This torque is the sum of an adiabatic part and a non-adiabatic part,
τ (x) = τ ad(x) + τ na(x), (224)
where the adiabatic part τ ad is a purely local part, given later in Eq. (230),
and the nonlocal part is defined as
τ na(x) ≡ τ (x)− τ ad(x). (225)
It is in general non-local due to the non-adiabatic correction. The total torque
on the whole structure is given by its integral, τ =
∫
d3xτ (x).
In the case of uniform polarization, φ(x) = φ0, Eq. (223) becomes somewhat
simpler using (eφ × ez)x ·Aµ(x′) = (eφ × ez)x′ ·Aµ(x′) = Aθµ(x′):
τ (x)|φ(x)=φ0 =
∫
d3x
′ [
sχ˜
(0)
1 (x− x′) (n(x)×A0(x′))
+
∑
i
jis
e
χ˜
(1)
1 (x− x′) (n(x)×Ai(x′))
+kF
3χ˜
(0)
2 (x− x′) [eθ(x) (eθ(x) ·A0(x′)) + eφ (eφ ·A0(x′))]
+
∑
i
ji
e
χ˜
(1)
2 (x− x′) [eθ(x) (eθ(x) ·Ai(x′)) + eφ (eφ ·Ai(x′))]
]
, (226)
where we used n = eθ × eφ. The z-component is given as
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τz(x)|φ(x)=φ0 = − sin θ0(x)
∫
d3x
′
[
sχ˜
(0)
1 (x− x′)Aφ0(x′) +
∑
i
jis
e
χ˜
(1)
1 (x− x′)Aφi (x′)
+kF
3χ˜
(0)
2 (x− x′) (eθ(x) ·A0(x′)) +
∑
i
ji
e
χ˜
(1)
2 (x− x′) (eθ(x) ·Ai(x′))
]
,
(227)
9.2 Adiabatic limit
The expression for the spin density takes the form of an integral such that the
spin density at a given point is determined by all other points in space. The
adiabatic limit is the only exception. In this limit, the momentum transfer q
from the gauge field is negligibly small compared with the electron momentum
k, and so we can estimate all correlation functions χ˜(n)m (q) at q = 0. Thus,
χ˜
(0)
1 (q) = χ˜
(1)
1 (q) = 1 in Eqs. (211)(213), and χ˜
(0)
2 (q) = χ˜
(1)
2 (q) = 0. Namely,
χ˜
(0)
1 (x− x′)= χ˜(1)1 (x− x′) = δ(x− x′)
χ˜
(0)
2 (x− x′)= χ˜(1)2 (x− x′) = 0. (228)
We therefore obtain, by noting ((eφ × ez)x ·Aµ(x)) = (eθ(x) ·Aµ(x)),
s
(ad)
θ (x)=−
1
M
[
sAθ0(x) +
jis
e
Aθi (x)
]
s
(ad)
φ (x)=−
1
M
[
sAφ0 (x) +
jis
e
Aφi (x)
]
(229)
The local torque in the adiabatic limit, given using eq. (173) as τ ad = M
∫
d3x
(
s
(ad)
φ eθ − s(ad)θ eφ
)
,
is then given as
τ ad(x)=n×
(
sA0 +
jis
e
Ai
)
=
1
2
(
s∂0 +
1
e
js · ∇
)
n. (230)
The second term is a spin transfer torque, and the first term represents the
renormalization of the magnitude of the spin.
70
9.3 Force
Let us look into the force exerted by the electron. The total force is given as
a sum of equilibrium and current-driven parts, Fi = F
(1)
i + F
(0)
i , arising from
s˜±(0) and s˜±(1), respectively. We first look into the force from the current, F (1).
Using Eq. (208) and noting grkσ ≃ −iπδ(ǫkσ) on k-integration, we obtain
F
(1)
i =−
∑
±
∑
kq
∑
jk
eEkτ∆
m2V
(±)δ(ǫk±)
×
[
kk
(
k +
q
2
)
j
−i
ǫk+q − ǫk ± 2∆
(
A±j (q)A
∓
i (−q)− A∓j (q)A±i (−q)
)
−πqk
(
k +
q
2
)
j
δ(ǫk+q − ǫk ± 2∆)
(
A±j (q)A
∓
i (−q) + A∓j (q)A±i (−q)
)]
.
≡F refi + δF (1)i , (231)
where the first and second terms are defined as
F refi =
∑
±
∑
kq
∑
jk
eEkτ∆
m2V
(±)δ(ǫk±)
×πqk
(
k +
q
2
)
j
δ(ǫk+q − ǫk ± 2∆)
(
A±j (q)A
∓
i (−q) + A∓j (q)A±i (−q)
)
δF
(1)
i =
∑
±
∑
kq
∑
jk
eEkτ∆
m2V
(±)δ(ǫk±)
×kk
(
k +
q
2
)
j
i
ǫk+q − ǫk ± 2∆
(
A±j (q)A
∓
i (−q)−A∓j (q)A±i (−q)
)
.
(232)
The first term F ref vanishes in the adiabatic limit (q = 0) while the second
term δF (1) remains finite. We now demonstrate that the term F ref represents
the reflection of the electron due to the spin structure. In fact, we find, by
using ǫk+q − ǫk = 1mq · (k + q2 ), that F ref is
F refi =−
∑
±
∑
kq
∑
j
4πeEjτ∆
2
mV
δ(ǫk±)δ(ǫk+q − ǫk ± 2∆)A±j (q)A∓i (−q).
(233)
This force is proportional to the resistivity due to the spin structure, which
will be discussed in §15.4 on the basis of the Mori formula. The resistivity is
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calculated as (in the case of current along z-direction)
ρs =
4π∆2
e2n2
1
V
∑
kqσ
|Aσz (q)|2δ(ǫk+q,−σ − ǫk,σ)δ(ǫk,σ). (234)
We therefore see the relation between force and resistivity
F ref =
e3Eτ
m
ρsn
2V = eNeρsj, (235)
where Ne = nV is the total electron number. This is the result in Ref. [26]
extended to a general spin structure.
The resistance due to spin structure, RS ≡ LAρs, is related to the reflection
probability R, according to the four-terminal Landauer-Bu¨ttiker formula [107],
as RS =
π~
e2
R
1−R , and hence Eq. (235) indeed relates the force to the reflection
of the electron. Equation (235) can also be written, using the density of states
N(0) = mkF V
2π2~2
(neglecting spin splitting), as
F ref =
1
3
eVSN(0)2kF~
kF~
mL
, (236)
where VS ≡ RSI is a voltage drop due to spin structure and I ≡ Aj is the
current (A being the cross section). This equation clearly indicates that the
force is due to the momentum transfer (2kF~ per electron, with frequency
kF~
mL
) multiplied by the number of electrons that contribute to the resistance
(1
3
eVSN(0)).
What is the origin of the other term δF (1) (Eq. (232)) ? Its meaning becomes
clear in the adiabatic limit. In fact, in this limit, δF
(1)
i reduces to F
Hall, where
FHalli =
∑
±
∑
kq
∑
j
eEjτ
2m
n±iδ(ǫk±)k
2
(
A±j (q)A
∓
i (−q) + A∓j (q)A±i (−q)
)
= i
∑
j
jsj
e
∫
d3x
(
A+j (x)A
−
i (x)− A−j (x)A+i (x)
)
. (237)
Using(
A+i (x)A
−
j (x)− A−i (x)A+j (x)
)
= −i1
2
sin θ(∂iθ∂jφ− ∂jθ∂iφ), (238)
and
∂iS × ∂jS = nS2 sin θ(∂iθ∂jφ− ∂jθ∂iφ), (239)
we see that
FHalli =−
1
2S3
∑
j
jsj
e
∫
d3xS · (∂iS × ∂jS) = −2π
∑
j
jsj
e
Φij , (240)
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where
Φij ≡ 1
4πS3
∫
d3xS · (∂iS × ∂jS) (241)
is a vortex number in a plane perpendicular to i and j directions. In the case
of a thin system (with thickness d), this reduces to
Φxy = nvd, (242)
where
nv ≡ 1
4πS3
∫
d2xS · (∂xS × ∂yS), (243)
is a topological number in two dimensions. This force is, in fact, a back reaction
of the Hall effect due to spin chirality [108–110], and was derived by Thiele
[111] and by Berger [35], then rigorously in Ref. [112], and also assuming a
vortex structure in Ref. [113]. The Hall effect due to vorticity arises from the
spin Berry phase [108] or spin chirality [109]. For a domain wall, the vorticity
is zero and so FHall = 0. Defining the gyrovector of the vortex, G, as
Gi ≡ 2πS
a3
ǫijkΦjk, (244)
we can write the Hall force as
F Hall== −Pa
3
2eS
(j ×G), (245)
where P j represents direction of spin current flow.
There is another force arising from spin relaxation, the βsr term. Comparing
the definition of the β term, Eq. (14), with Eqs. (130)(129), we see that the β
term corresponds to spin polarization of
ssr = − ~P
2eSM
(j · ∇)n. (246)
This spin polarization exerts a force, according to Eq. (136), of [48,47,112,50]
F β =
~
2eS
µβsrPj, (247)
where µ ≡ ∫ d3x (∇zn)2. For a planar wall,
µ =
a3
λ2
Nw. (248)
These three forces are schematically illustrated in Fig. 24.
One may think this strange, but there is a force arising from the equilibrium
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Fig. 24. Schematic summary of three forces acting on spin structures. Electron
reflection pushes the structure along the current flow (F ref), and the Hall effect
due to spin chirality results in a force in the perpendicular direction (FHall). For a
domain wall, FHall = 0. Spin relaxation results in a force along the direction of the
current (F β).
component of spin polarization. This force, given by (see Eq. (172))
F
(0)
i ≡ 2M
∫
d3x(−s(0)θ Aφi + s(0)φ Aθi ), (249)
with s
(0)
θ and s
(0)
φ given by Eq. (221), arises when the spin structure is moving,
and represents the effect of relative velocity between the spin structure and
the current-carrying electron. Let us consider again the adiabatic limit for
simplicity. Using Eq. (229), the force in this limit is given by
F reni ≡F (0)i |adiabatic = 2s
∫
d3xn · (A0 ×Ai)
=
s
2
∫
d3xn · (∂0n× ∂in) ≡ (Φ0)i, (250)
where the vector Φ0 is defined as (Φ0)i ≡ Φ0i of Eq. (241). This equilibrium
contribution to the adiabatic force thus has again a topological meaning but
in two dimensions including time and space. The total force due to current is
summarized as
F =
(
eNeρs + Pµ
1
2eS
βsr
)
j + P
a3
2eS
j ×G+ 2πsΦ0 + δF , (251)
where
δF ≡ δF (1) − F Hall + F (0) − F ren, (252)
is an additional non-adiabatic correction to the force (besides F ref). In the
adiabatic limit it reduces to
F (ad)=Pµ
~
2eS
βsrj + P
~a3
2eS
j ×G+ 2π~sΦ0. (253)
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10 Effective Lagrangian (adiabatic limit)
10.1 Spin transfer torque and Berry phase
In the gauge transformed frame, the effective Lagrangian of the localized spin
is obtained simply by taking the expectation value of HA, Eq. (164) [114]. In
the adiabatic limit, this value is given by
〈HA〉= ~
∑
kqα
(
Aα0 (q) +
~
m
k ·Aα(q)
)〈
a†kσαak
〉
=
∫
d3x
(
~sAz0(x) +
P
e
j ·Az(x)
)
, (254)
(only z spin components are finite at the lowest order in A). Therefore the
effective spin Lagrangian reads (neglecting dissipation)
LS
eff =LS − 〈HA〉
= ~
∫ d3x
a3
[
Stotφ˙(cos θ − 1) + Pa
3
2e
[(j · ∇)φ](cos θ − 1)
]
−HS, (255)
where Stot = S +
sa3
2
is the total spin including electron spin polarization.
This Lagrangian for the adiabatic case can be written as
LS
eff =
∫
d3x
a3
[~Stot[(∂t + vs · ∇)φ](cos θ − 1)]−HS, (256)
where
vs ≡ Pa
3
2eStot
j, (257)
is the drift velocity of the electron spin. The solution has the form f(x− vst)
(f is any function), which clearly indicates that the adiabatic spin transfer
torque induces a stream motion of localized spin structure with velocity ve.
This applies to any spin structure. We can also say from Eq. (256) that the
spin transfer torque induces a spatial spin Berry phase.
10.2 Nucleation of domain wall by spin current
As seen from Eq. (256), the spin current favors a magnetic configuration with
spatial gradient, or more precisely, with finite Berry-phase curvature. It is thus
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expected that a large spin current destabilizes a uniform ferromagnetic state.
This is indeed seen from the spin-wave energy around a uniform ferromagnetic
state [114–116],
Ω
(F)
k =
KS
~
√
(k2λ2 + 1)(k2λ2 + 1 + κ) + k · vs. (258)
The first term is the well-known spin-wave dispersion with an anisotropy gap.
The effect of spin current appears in the second term as the Doppler shift
due to the drift velocity of electron spins [115]. For sufficiently large vs, Ω
(F)
k
becomes negative for a range of k. This means that there exist states with
negative excitation energy, indicating the instability of the assumed uniformly-
magnetized state [114–116]. The wavelength of the unstable mode around the
uniform magnetization is k = −(K(K+K⊥)/J2)1/4 [116]. The critical current,
jnuc, is given by [115,116]
jnuc =
2eS2
~a3
Kλ(1 +
√
1 + κ). (259)
The true ground state under a large spin current was found to be a multi-
domain state [117]. Namely, the energy of a domain wall becomes lower than
the uniform ferromagnetic state when a spin current exceeds a critical value
jnuc. Nucleated domains flow at a velocity vs if K⊥ ≪ K.
When K ≪ K⊥, as is usually the case of a film or wide strip, vortex nucleation
occurs at a lower current than jnuc, as was shown in Ref. [118].
11 Torque and force on domain wall
In this section, the torque and force on a rigid domain wall are estimated.
The gauge fields for a domain wall is given by
Aθ0=−
1
2
sin θ0φ˙0
Aφ0 =
1
2
X˙
λ
sin θ0
Aθi =0
Aφi =−δi,z
1
2λ
sin θ0, (260)
where sin θ0 = [cosh
x−X(t)
λ
]−1. Noting that sin θ0(x) is odd in z − X and∫
d3xχ˜
(0)
2 (x− x′) = χ˜(0)2 (q = 0) = 0, we see that the total torque on a wall is
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obtained from Eq. (227) as
τw = −1
2
∫
d3x
∫
d3x
′
sin θ0(x) sin θ0(x
′)
[
s
X˙
λ
χ˜
(0)
1 (x− x′)−
∑
i
jis
eλ
χ˜
(1)
1 (x− x′)
]
.
(261)
This is the full expression of the torque acting on the wall including non-
adiabaticity (but without spin relaxation). Separating the adiabatic contribu-
tion, it can be written as
τw =
Nw
2λ
(
Pj
e
− sX˙
)
+ δτ, (262)
where δτ represents non-adiabatic contributions.
For domain walls, the adiabatic Hall force term FHall vanishes since the domain
wall has no vortex charge. The total force on the domain wall is given by
Fw=F
ref + F ren + F β + δF
= eNeρwj +
Nw
2λ
sφ˙0 + F
β + δF, (263)
where ρw is the resistivity due to the domain wall.
From the above argument, the equation of motion of a rigid wall is therefore
obtained as (Eqs. (134)(135))
φ˙0 + α
X˙
λ
=
λ
~NwS
(Fw + Fpin)
X˙ − αλφ˙0= K⊥λ
2~
S sin 2φ0 +
λ
~NwS
τw, (264)
or
φ˙0 + α
X˙
λ
= fref + f
β + fpin − sa
3
2S
φ˙0 + δf
X˙ − αλφ˙0= vc sin 2φ0 + a
3
2S
(
P
j
e
− sX˙
)
+
λ
~NwS
δτ. (265)
where f (ref,pin,β) ≡ λ
~NwS
F (ref,pin,β). We see that the contribution to the φ˙0 term
from F ren represents the dressing effect of localized spin due to conduction
electron polarization. Namely, the spin constituting the domain wall is now
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given by the total spin
Stot ≡ S + sa
3
2
≡ S + δS, (266)
and the equations become
Stotφ˙0 + αS
X˙
λ
=
λ
~Nw
(F ref + F β + δF + Fpin)
StotX˙ − αSλφ˙0= K⊥λ
2~
S2 sin 2φ0 +
Pa3
2e
j +
λ
~Nw
δτ. (267)
The spin renormalization factor appears also in the equation for X˙ , and this
contribution guarantees correctly that the spin-transfer effect arises propor-
tional to the relative velocity
(
P
e
j − sX˙
)
between the wall and conduction
electron spin. These terms were considered phenomenologically in Refs. [35,24]
and [54], but these effects naturally appear in our formulation.
12 Domain wall dynamics
In the following calculation, we simply write Stot as S. In non-adiabatic contri-
butions, we include F ref , which is qualitatively important in dynamics, while
we neglect δF and δτ , since these affect the dynamics only quantitatively. The
equation of motion of the wall we consider is given by
φ˙0 + α
X˙
λ
=
a3
2eSλ
βwj + fpin
X˙ − αλφ˙0= vc sin 2φ0 + a
3
2eS
Pj, (268)
where
βw≡ e
2
~
nAλRw + Pβsr, (269)
represents the total force acting on the wall (Rw = ρwL/A is the wall resis-
tance),
vc ≡ K⊥λS
2~
, (270)
and
fpin=−2λV0
~Sξ2
Xθ(ξ − |X|). (271)
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The coefficient βw is the effective β that acts on a rigid wall. In other words,
a rigid wall feels electron spin relaxation and non-adiabaticity (reflection)
exactly the same. The equation of motion in terms of dimensionless parameters
is written as
∂t˜
(
X˜ − αφ0
)
= sin 2φ0 + P˜ j˜
∂t˜
(
φ0 + αX˜
)
=−V˜0X˜θ(ξ/λ− |X˜|) + βwj˜, (272)
where t˜ ≡ tvc/λ, X˜ ≡ X/λ, Ω˜ ≡ Ωpinλ/vc = 2
√
2
S
λ
ξ
√
V0
K⊥
, P˜ ≡ P , j˜ ≡ a3
2eSvc
j,
V˜0 ≡ 12Ω˜2 = V0 2~S λ
3
vcξ2
= 4
S2
V0
K⊥
(
λ
ξ
)2
, and V0 ≡ Mw2NwΩ2pinξ2 = ~
2
2
Ω2pin
K⊥
(
ξ
λ
)2
=
~S
4
Ω2pin
vc
ξ2
λ
. The equation of motion can be written as
∂t˜X˜ =
1
1 + α2
(
sin 2φ0 + (P˜ + αβw)j˜ − αV˜0X˜θ(ξ/λ− |X˜|)
)
(273)
∂t˜φ0=
1
1 + α2
(
(βw − P˜α)j˜ − α sin 2φ0 − V˜0X˜θ(ξ/λ− |X˜|)
)
. (274)
We will solve this equation of motion below for the case of steady current. A
moving domain wall, free from the extrinsic pinning effect, is described by the
above equation with V˜0 = 0. There is an analytical solution in this case as we
see just below.
12.1 Solution without extrinsic pinning
Let us consider first the case without pinning potential of extrinsic origin. In
this case the analytical solution is easily obtained. In fact Eq. (274) has a form
of
∂t˜φ0 = B − A sin 2φ0, (275)
where
A=
α
1 + α2
B=
(βw − P˜ α)j˜
1 + α2
. (276)
The solution to this differential equation is given by
tanφ0 =
1
B
(A− ω cot(ω(t− t0))) , (277)
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where cot θ ≡ cos θ
sin θ
,
ω ≡
√
B2 − A2 = α
1 + α2
√√√√( j˜
j˜a
)2
− 1, (278)
and
j˜a ≡ 1
P˜ − βw
α
. (279)
In the case of imaginary ω (i.e., A2 > B2), Eq. (277) is still applicable by
replacing ω → i|ω| and tan(ω(t − t0)) → i tanh(|ω|(t − t0)). We require the
initial condition φ0(0) = 0 at t = 0. Then we find the solution as
tanφ0 =
B tanωt
ω + A tanωt
, (280)
and thus sin 2φ0, which appears in the wall velocity, is obtained as
sin 2φ0=
A+B sin(2ωt− ϑ)
B + A sin(2ωt− ϑ)
=
(
βw
α
− P˜
)
j˜ −
[(
P˜ − βw
α
)
j˜
]2 − 1(
βw
α
− P˜
)
j˜ + sin(2ωt− ϑ)
=− j˜
j˜a
+
(
j˜
j˜a
)2 − 1
j˜
j˜a
− sin(2ωt− ϑ)
, (281)
where sinϑ ≡ A
B
= 1
(βw
α
−P˜ )j˜ , cosϑ ≡ ωB . We see that an anomaly appears when
ω switches from real to imaginary, i.e., at |j˜| = |j˜a|. Above and below |j˜a|,
the wall dynamics is quite different. For |j˜| > |j˜a|, the wall velocity (273) has
an oscillating component. This oscillating dynamics is similar to the behavior
in a high magnetic field, known as Walker’s breakdown [97]. In contrast, for
|j˜| < |j˜a|, φ0 reaches its stable angle (given by Eq. (285)), and simple sliding
motion of wall with constant velocity (Eq. (286)) is realized.
The average velocity for |j˜| ≥ |j˜a| is obtained by use of Eqs. (273)(281) and
1
T
∫ T
0
dt
1
C − sin
(
2π t
T
) = 1√
C2 − 1
C
|C| , (282)
(for |C| > 1) to be (T = π
ω
)
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〈
X˙
〉
=
βw
α
j˜ +
1
1 + α2
sgn
[
j˜
j˜a
]√√√√( j˜
j˜a
)2
− 1
=
βw
α
j˜ +
1
1 + α2
1
j˜a
√
j˜2 − j˜2a . (283)
When j˜ ≫ |j˜a|, the velocity becomes
〈
X˙
〉
→ P˜ + αβw
1 + α2
j˜ (j˜ ≫ |j˜a|). (284)
Below j˜a, ω is pure imaginary and sin 2φ0 approaches at t→∞ a steady value
of
sin 2φ0 → B
A
=
(
βw
α
− P˜
)
j˜, (285)
and so the terminal velocity is obtained as
〈
X˙
〉
=
βw
α
j˜. (286)
This speed can be larger than the spin-transfer limit,
〈
X˙
〉
= P˜ j˜, if βw
α
is
large, but this high speed is realized only at a small current, j˜ < |j˜a|, i.e.,
j . α
βw
2eS
a3
vc.
A special case arise when βw
α
= P˜ , where simple sliding with φ0 = 0 and
˙˜X = P˜ j˜ is realized [54].
These behaviors of wall speed are seen in Fig. 25 (in the presence of extrinsic
pinning potential). The most significant effect of βw is to shift j˜a. When βw .
αP˜ , j˜a remains close to the intrinsic threshold, but when βw exceeds αP˜ , j˜a
becomes negative, meaning that no anomaly appears in the velocity curve.
12.2 Pure spin-transfer case (βw = 0)
In this subsection, we look into the case of βw = 0, i.e., the dynamics driven
by purely spin torque. As we see, a significant feature of the domain wall,
intrinsic pinning, appears in this regime.
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Fig. 25. Wall velocity as function of current for Ω˜ = 0.5 and α = 0.01. A jump
in wall velocity is seen at threshold, j˜ = j˜c. A crossover from I-a)(j˜c ∼ Ω˜/βw) to
I-b)(j˜c ∼ Ω˜) regime is seen at βw ≃ Ω˜4 ∼ 0.1. Intrinsic pinning occurs only for
βw = 0 in the present case of Ω˜ . 1 (see Table 2). Linear behavior of velocity seen
for large βw(≥ 0.1) is the perfect adiabatic limit realized for j˜ ≫ j˜a (Eq. (284)).
12.2.1 Intrinsic pinning
In the case of βw = 0 and V˜0 = 0, the wall velocity becomes
〈
X˙
〉
=


0 (j˜ < j˜ic)
|P˜ |
1+α2
√
j˜2 − (j˜ic)2 (j˜ ≥ j˜ic)
(287)
and j˜ic ≡ 1P˜ becomes a threshold current density [26] (Fig. 26). This effect,
which could be called an intrinsic pinning, arises from the fact that a domain
wall is a collective object that can deform (i.e., can develop φ0) and absorb
spin torque. In dimensioned quantities, the intrinsic threshold is at
jic =
eS2
a3~P
K⊥λ. (288)
The intrinsic pinning effect is robust against extrinsic pinning [26]. In fact,
the dynamics near threshold is studied based on the equation of φ0 derived by
eliminating X from Eq. (272);
(1 + α2)∂2t˜ φ0 + α∂t˜φ0
(
2 cos 2φ0 + V˜0
)
+ V˜0 sin 2φ0 + j˜V˜0P˜ = 0. (289)
This equation indicates that φ0 is like a classical particle moving in a potential
Vφ =
V˜0
1 + α2
(
1
2
sin 2φ0 + j˜P˜ φ0
)
. (290)
From Eq. (289), we see that the energy barrier for φ0 vanishes when
j˜c ∼ P˜−1, (291)
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Fig. 26. Domain wall velocity in the case of βw = 0 with not too strong extrinsic
pinning, V˜0 . α
−1. A finite threshold appears due to the intrinsic pinning due to
perpendicular magnetic anisotropy energy.
irrespective of extrinsic pinning strength. Once φ0 escapes from a local mini-
mum, its average velocity is given by Eq. (289) as
∂t˜φ0 ≃
j˜P˜
α
. (292)
This velocity corresponds, via Eq. (274), to a maxmum displacement of the
wall inside the pinning potential,
X˜max ≃ − 1
V˜0
∂t˜φ0 ≃
j˜P˜
αV˜0
. (293)
Since α is small, |X˜max| easily exceeds ξ (unless V˜0 & α−1), and the wall is
depinned as soon as φ0 runs. Thus the threshold current is given by j˜c ∼ P˜−1,
even in the presence of extrinsic pinning if
V˜0 .
1
α
. (294)
Let us note that the domain wall moves even below the intrinsic threshold.
Actually, the shift of the domain wall can be quite large. Here we consider no
extrinsic pinning and βw = 0. For j˜ < j˜a (j˜a coinsides with intrinsic threshold),
φ0 reaches the value given by Eq. (285). Equation (272) then indicates that
the shift of φ0 is associated with the shift of the wall itself as
∆X =
λ
α
∆φ0 =
λ
2α
sin−1 P˜ j˜. (295)
Therefore, even for a current 2% of the intrinsic threshold, the domain wall
can move over a distance λ (if α = 0.01). Such motion at very low current
would be enough for applications. For this, a very clean sample is required,
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Fig. 27. Threshold current j˜c plotted as function of pinning frequency Ω˜ for βw = 0
with α = 0.01 and P˜ = 1. We see that intrinsic pinning persists if Ω˜ .
√
2
α .
since even weak extrinsic pinning can result in creep motion in the low current
regime [88].
12.2.2 Extremely strong pinning case
When V˜0 &
1
α
, the threshold current is governed by the extrinsic pinning. In
fact, Eqs. (273)(274) in this strong-pinned case (and βw = 0) reduce to (within
the pinning potential (|X| < ξ) and at large current)
∂t˜X˜ ≃
1
1 + α2
(
P˜ j˜ − αV˜0X˜
)
∂t˜φ0≃−
1
1 + α2
V˜0X˜. (296)
We thus see that stream motion of the wall occurs if j˜c > j˜
e
c , where
j˜ec ≡
α
P˜
V˜0ξ. (297)
The behavior of the numerically determined j˜c in the case of βw = 0 is plotted
in Fig. 27.
12.3 Effect of force (βw)
Now we look into the case of non-vanishing βw. We will see that there are three
different behaviors depending on the extrinsic pinning strength. The analysis
here is based on Ref. [51].
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12.3.1 Weak extrinsic pinning regime : I)
Under weak current, j˜ . 1, φ0 remains small and the wall dynamics is well
described by X only. This is the first regime I). Linearizing the sine term in
Eq. (272) as sin 2φ0 ≃ 2φ0, φ0 can be eliminated to obtain a simple equation
for X as [20,119]
(1 + α2)∂2t˜ X˜ +
1
τ˜
∂t˜X˜ + Ω˜
2X˜ = F˜ , (298)
where 1/τ˜ = 2α
(
1 + 1
2
V˜0
)
and
F˜ ≡ 2βwj˜, (299)
is a dimensionless force due to current. We consider a case of steady current
and weak damping; 2Ω˜τ˜ > 1 A general solution to Eq. (273) (inside the pinning
potential) is given as
X˜(t) =
βwj˜
Ω˜2
+ e−
t˜
2τ˜ (A cos Ω˜′t˜ +B sin Ω˜′t˜), (300)
where Ω˜′ ≡
√
Ω˜2 − 1
4τ˜2
and A, B are constants. The initial condition required
is X˜(0) = 0 and ∂t˜X˜(0) = P˜ j˜. The second condition on the wall speed comes
from the first equation in Eq. (272) (with φ0(0) = 0 and α ≪ 1), and is the
most important consequence of the spin-transfer torque; namely, spin-transfer
torque gives initial speed to the wall. With these initial conditions, we obtain
a solution as
X˜(t) =
2βwj˜
Ω˜2
(
1− e− t˜2τ˜
(
cos Ω˜′t˜ +
1
2Ω˜′τ˜
sin Ω˜′t˜
))
+
P˜ j˜
Ω˜′
e−
t˜
2τ˜ sin Ω˜′t˜. (301)
The first part is governed by a force from βw and the second is driven by a
spin-transfer torque term. In the case of small βw, the spin torque contribution
leads to a maximum displacement
|X˜max| ≃ P˜
Ω˜
j˜, (302)
while
|X˜max| ≃ 4βw
Ω˜2
j˜, (303)
if βw is large. (We assumed here that damping is weak (Ω˜
′τ ≫ 1).) The
first regime corresponds to regime I-a) and the second to I-b). The threshold
current in each case is given as
j˜Ia)c ∼
Ω˜
P˜
ξ
λ
, (304)
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and
j˜Ib)c ∼
Ω˜2
4βw
ξ
λ
. (305)
The crossover between regimes Ia) and Ib) occurs at
βw
c ≃ P˜
2
Ω˜. (306)
In terms of dimensioned quantities,
jc
Ia) ≃ 2
√
2S
P
e
a3
√
K⊥V0
~
λ =
2
√
2
S
√
V0
K⊥
jic, (307)
and
jc
Ib) =
eλ
4vca3
Ω2
|βw|ξ =
SeV0
~a3
1
|βw|
λ2
ξ
=
P
S
1
|βw|
V0
K⊥
λ
ξ
jic. (308)
Note that simple comparison of the pinning force and F˜ in Eq. (298) gives a
result correct up to a numerical factor, jc
Ib) ∼ 1
2
SeV0
~a3
1
|βw|
λ2
ξ
.
The pinning strength V0 is experimentally accessible by driving the wall by
a magnetic field. A magnetic field B along the easy axis adds a term in Eq.
(265)
fB =
gµB
~
B, (309)
where g = 2. By a simple comparison of pinning force and magnetic field, V0
is written in terms of the depinning magnetic field Bc as
V0 =
S
2
gµBBc
ξ
λ
, (310)
and so jc
Ib) is simplified to be
jc
Ib) =
e
~a3
S2
2
gµBBcλ
1
|βw| . (311)
12.3.2 Intermediate regime (intrinsic pinning): II
When the extrinsic pinning is not weak, the threshold current becomes j˜c &
O(1). For such a case, φ0 no longer remains small, and the wall dynamics is
governed by this angle variable. In fact, the effective mass of a φ0-”particle” is
given by 1/V0 [31](see Eq. (312)), and it becomes lighter than the correspond-
ing mass of an X-”particle” given by 1/K⊥ when extrinsic pinning is strong,
Ω˜ & 1. By eliminating X from Eqs. (272), we obtain
(1 + α2)∂2t˜ φ0 + α∂t˜φ0
(
2 cos 2φ0 + V˜0
)
+ V˜0 sin 2φ0 + j˜V˜0P˜ = 0. (312)
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Thus βw does not affect the dynamics of φ0. (Correctly, this feature is specific
to a harmonic pinning potential, and unharmonicity results in the appearance
of βw. In fact, the β term is eliminated from the equation of motion if one
replaces X in Eq. (272) by X ′ ≡ X − 2βw
Ω˜2
j˜ (i.e., shift of stable point of X).
Even in the unharmonic case, nevertheless, we have numerically checked that
the βw does not lead to an important contribution in this regime.)
From Eqs. (312)(293), the threshold is roughly given by j˜c ∼ P˜−1, and is
actually found numerically as
j˜c ∼ 0.7× P˜−1. (313)
This story is the same as the case of βw = 0, Eq. (291), but with a different
numerical factor (0.7 here instead of 1 for βw = 0). This difference comes from
a different definition of threshold current with and without βw. In the analysis
of the βw = 0 case, even if X escapes from the pinning center at current
j˜ > 0.7P˜−1, the terminal velocity vanishes if j˜ < P˜−1, since the motion
stops due to the intrinsic pinning effect (i.e., φ0 reaches a steady value and X˙
becomes zero). On the other hand, if βw 6= 0, steady motion of X is possible
as soon as X escapes from the pinning. This is the reason the threshold value
in the intermediate regime is different for βw = 0 and βw 6= 0 (Fig. 28). If
βw < 0, or more precisely, if the relative sign between βw and P˜ in Eq.(272) is
negative, the βw-term will drive the depinned wall back to the pinning center,
and the threshold in this regime is given by the intrinsic value j˜c = 1.
12.3.3 Strong pinning regime : III
Equation (293) indicates that for extremely strong pinning, V˜0 & α
−1, the wall
is not always depinned even after φ0 escapes from the potential minimum.
Depinning occurs at
j˜c ∼ αV˜0
P˜
ξ
λ
, (314)
as in the case of βw = 0.
Figure 29 shows a numerically determined threshold. It is clearly seen in Fig.
28(a) that behaviors for βw = 0 and βw 6= 0 are quite different except for the
extremely strong pinning regime (V˜0 & 100 ≃ 1/α).
Results of threshold current is summarize in Table 2. It is interesting that
such a simple set of equation of motion results in so rich behaviors.
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Fig. 28. (a): Threshold current j˜c plotted as function of pinning frequency Ω˜ ≡
√
2V˜0
for several values of βw with α = 0.01 and P˜ = 1. (b): Threshold current in weak
pinning regime. Fitted curves for βw & 0.1 are j˜c ∝ Ω˜2. For small βw(. 0.02), j˜c is
linear in Ω˜.
Fig. 29. (a): Threshold current j˜c in weak pinning regime plotted as function of
pinning strength V˜0 for several values of βw with α = 0.01 and P˜ = 1. For βw & 0.1,
j˜c ≃ V˜02βw is linear in V˜0. (b): Weaker pinning regime. For small βw(. 0.02), j˜c ∝
√
V˜0.
Table 2
Summary of threshold current for strength of extrinsic pinning. The third, fourth,
and fifth columns indicate the origin of threshold (extrinsic (E) or intrinsic (I)),
critical current, and mechanism of depinning (either spin transfer (ST) or force
(βw)), respectively. The last column is a ”good” variable to describe depinning.
condition threshold jc depinning
I-a Ω˜ . 1, βw . Ω˜ E ∝
√
K⊥V0 ST X (φ0 ∼ 0)
I-b Ω˜ . 1, βw & Ω˜ E ∝ V0/βw βw X (φ0 ∼ 0)
II 1 . Ω˜ . α−1 I ∝ K⊥ ST φ0
III Ω˜ & α−1 E ∝ V0/α ST φ0
12.4 Wall speed
The wall speed after depinning is obtained as function of current based on
Eq. (283) as in Fig. 25. The anomaly at j˜a are seen in Fig. 25 in the case of
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βw = 0.001 (at j˜ =
1
0.9
∼ 1.1) and βw = 0.02 (at j˜ = 1), and the behavior is
in agreement with numerical result of Ref. [48], where the anomaly of velocity
under current was first reported. This anomaly is essentially the same as the
anomaly under magnetic field, known as Walker breakdown [120,97].
12.5 Effect of external magnetic field
Let us here briefly consider the effect of external magnetic field along easy axis.
From Eqs. (265)(309), the field replaces βw j˜ by βwj˜+ b, where b ≡ −gµBBzλ~vc =
−2gµBBz
SK⊥
(g = 2). The average wall velocity with V˜0 = 0 is then given if j˜ ≥ j˜a
by
〈
X˙
〉
→ βwj˜ + b
α
+
sgn[[(P˜ − βw
α
)j˜]− b
α
]
1 + α2
√√√√[(P˜ − βw
α
)
j˜ − b
α
]2
− 1, (315)
and by 〈
X˙
〉
→ βwj˜ + b
α
, (316)
if j˜ < j˜a, where the anomaly now occurs at
j˜a → b± α
P˜α− βw
, (317)
the ± denotes sgn[(P˜ α− βw)− b/j˜a].
12.6 Comparison with experiments
Let us here try to explain the experimental results [70] assuming the wall
there is planar and rigid. We first consider the case of regime I-a). Assuming
ξ ∼ λ, we estimate the pinning potential from the measured depinning field
Bc = 0.01− 0.1 T as V0 = 0.34× (10−2 ∼ 10−1) K = 4.7× (10−26 ∼ 10−25) J,
i.e., V0
K⊥
= 1.4× (10−3 ∼ 10−2), and so jcIa) = (0.21 ∼ 0.67)× jic. This value is
still too big to explain the experimental value. Velocity jump is estimated as
[51] ∆vIa) = βw
α
×839 m/s, so an extremely small βw (βwα ∼ 4×10−3) is required
to explain the experimental value of ∆v ∼ 3 m/s [41]. If we assume regime
I-b), the threshold is jc
Ib) = 1|βw| × 2.8× (10−3 ∼ 10−2)× jic. The experimental
value could be reproduced if βw = 0.1 ∼ 1. But such a large value of βw
cannot be explained within the current understanding that βw arises from
either non-adiabaticity [26,48] or spin relaxation [47]. Instead, ∆v cannot be
explained by use of the above V0 assuming I-b), as it predicts too large a value
of ∆vIb) = 103 m/s. Thus, honestly, none of the above predictions based on
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a rigid 1D wall neglecting the temperature rise due to heating is successful in
explaining the experimental result for metals quantitatively.
There are some possibilities to resolve the disagreement. The most probable
one would be the heating effect of the current, which has been reported to be
important [70,77]. The estimate of V0 by use of experimental Bc could be an
over estimate if the effective barrier height V0 is greatly reduced by heating
under current, while such heating does not occur under a static magnetic field.
Let us estimate the pinning potential that gives the experimental value of jc.
Assuming regime I-a), the experimental value of jc/j
i
c = 0.02 is reproduced if
µ ≡ V0
K⊥
= 1.3 × 10−5, which corresponds to V0 = 3 × 10−5 K= 4.5 × 10−5 T.
This is two orders of magnitude smaller than the value extracted from Bc. For
I-b), we have µ = βw × 10−2. From the experiment, ∆v/(a3e jc) = (3 m/s)/(67
m/s)= 0.05. This value is equal, for regime I, to βw
α
, so βw = 5 × 10−4 if
α = 0.01. So in case I-b), µ = 5 × 10−6. Thus, assuming either regime I-a)
or I-b), the experimental results could be explained by a pinning potential
extremely weakened by heating, V0
K⊥
= 10−6 ∼ 10−5.
As far as the transverse wall is concerned, the assumption of rigidity seems
not essential since the analytical results for a rigid wall [26,50] and numeri-
cal simulation including deformations [48,76] predict similar behaviors. For a
vortex or a vortex wall, the behavior is very different from that of rigid wall,
as we see next.
13 Motion of vortex
In this section we briefly consider the motion of a vortex in two dimensions
(Fig. 30). The dynamics of a vortex is very different from that of a planar
(transverse) domain wall. Actually, the canonical momentum of vortex posi-
tion X in the x-direction is Y , the position in the y-direction. This leads to
vanishing of the intrinsic threshold, which is significantly different from the
case of a domain wall, whose canonical momentum is φ0. This fact may explain
why vortices or vortex walls move more easily than (transverse) domain walls
[42,76].
The Lagrangian of a single vortex is given by Eq. (256) with a single vortex
solution centered at X(t) = (X(t), Y (t)). It is given as [113]
Lv =
1
2
G · (X˙ ×X)−G · (vs ×X)− U(X), (318)
where G ≡ Gez (G ≡ 4π~Sa3 Φxy) is the gyrovector of Eq. (244), and the poten-
tial energy U is from HS. The equation of motion in two dimensions is thus
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Fig. 30. Examples of vortex structure. (Core size is very small.) The first two struc-
tures are realized on a small circular disk [121,122], since the magnetic charge ap-
pearing on the edge is zero. Structures denoted by blue and red have topological
charges of nv = 1 and nv = −1, respectively.
given by [113]
X˙ − vs = 1
G
ez × (F − α˜X˙), (319)
where F ≡ − ∂
∂X
U(X) and α˜ ≡ α~S
a3
d
∫
d2x[(∇θ)2+ sin2 θ(∇φ)2]. As seen, the
vortex has a velocity perpendicular to the applied force, X˙ ⊥ F , which might
sound strange but is an interesting feature of a topological object. The force
due to current is given by Eq. (251), and so Eq. (319) reduces to
X˙ =
a3
2eS
js + ez ×
(
f
e
j − a
3α˜
4πSΦxy
X˙
)
, (320)
where f = a
3
8πS2Φxy
(2Se2Neρs + µPβsf). The perpendicular force on the vortex
of the adiabatic origin (j×G in Eq. (251)) is thus simply a spin torque, which
induces the vortex to flow in the current direction. This is easily understood
since the spin torque and the time-derivative term of the Landau-Lifshitz
equation are combined into a Lagrange derivative along the current flow, ∂t →(
∂t − 12eS js · ∇
)
, which indicates that spin transfer torque drives any spin
structure along the spin current. (This is seen from Eq. (256).)
A very important consequence of vortex motion described by Eq. (320) is
that the vortex (or vortex wall) has no intrinsic threshold [113]. In fact, as
soon as any small current is applied, Eq. (320) indicates flow of the vortex,
if extrinsic pinning is absent. This seems to be consistent with experimental
and numerical observations [42,76].
Let us consider a single vortex in a film in more detail. The Hamiltonian of
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localized spin is modeled as
Hv =
S2d
2
∫
d2x[J [(∇θ)2 + sin2 θ(∇φ)2] +K⊥ cos2 θ]. (321)
Since we cannot obtain the vortex solution analytically, we approximate it as
φ = tan−1
y
x
± π
2
, θ =


π
2
r > λv
π
2(1−e−1)(1− e−r
2/λv
2
) r ≤ λv
, (322)
where r ≡ √x2 + y2 and λv is the size of the vortex core. Then the gauge field
is given as A±i ∼ ±ixi(x±iy)λv2r e−r
2/λv
2
θ(λv− r), neglecting the small contribution
from outside the core. Choosing the current direction as x, we obtain the
Fourier transform as (A is the area of the film)
A±x (q) = ±iπ
λv
2A
(
√
π(1− 2q2λv2) + 2iqλv)e−
λv
2q2
4 . (323)
The resistivity due to the core is then calculated as
ρv≃ π
2
2
m2kF∆
2λv
2
e2n2A
e−2ζ
2kF
2λv2 , (324)
where we used the fact that the resistivity is dominated by the contribution
from q . kF+ − kF− = 2kF ζ . The nonadiabatic force is then given as
F ref ≃ j
e
~
(
∆
ǫF
)2
(kFλv)
2de−2ζ
2kF
2λv2 . (325)
On the other hand, the force due to the topological Hall effect is given by
FHall ≃ j
e
~ (326)
for a vortex with nv = 1.
Let us estimate the magnitude of the Hall effect. The Hall resistivity is given
as
ρxy ≃ 2πS
2Pnv
~e2nA
. (327)
The Hall conductivity is given by σxy = σ0
ρxy/ρ0
1+(ρxy/ρ0)2
( σ0 = ρ
−1
0 is the Boltz-
mann conductivity) and hence the ratio of the Hall current to applied current
is obtained as
j⊥
j0
=
ρxy
ρ0
∼ 2πS2Pnv ℓ
kFA
. (328)
Thus, the deviation of the electric current becomes significant if the ratio ρxy
ρ0
is of the order of unity. The deviation of current due to the Hall effect would
be large in clean samples.
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Current-induced dynamics of a vortex in a disk was observed in Ref. [122].
14 Spin torques in LLG equation
In this section, we describe the present theoretical status of the microscopic
derivation of Landau-Lifshitz-Gilbert (LLG) equation in the presence of cur-
rent. We focus on magnetization dynamics that is slowly varying in space and
time, as described by the LLG equation with local torques. Here ‘slow’ means
slow compared to the electronic scales, so it is satisfied quite well in most cases
for metallic systems. One important aim here is to calculate microscopically
the βsr term and damping due to the electron spin relaxation. Throughout
this section, we consider general spin configurations.
14.1 General
The LLG equation is given by
dM
dt
= γ0Heff ×M + α0
M
M × dM
dt
+ Tel, (329)
in terms of the magnetization vector M . The first term on the right-hand
side represents the precessional torque around the effective field Heff , with
γ0(≡ gµB~ = − ge2m > 0) being the bare gyromagnetic ratio (without modifica-
tion by conduction electrons). The effective field includes the ferromagnetic
exchange (gradient energy) field, the magnetocrystalline anisotropy field, and
the demagnetizing field. The second term represents the Gilbert damping,
coming from processes that do not involve conduction electrons, and is thus
present even in insulating ferromagnets. The effects of conduction electrons
are contained in the third term, Tel, called the spin torque in particular. This
term comes from the s-d exchange coupling Hsd to conduction electrons, and
is given by
Tel = −M n(r)× 〈σ(r)〉ne. (330)
(We wrote here explicitly 〈 〉ne to indicate that the expectation value is taken
in the non-equilibrium state with current flow or dynamical magnetization.
See §14.2.2.)
For notational convenience, we introduce a unit vector, n, whose direction is
in the d-spin direction, hence is opposite to magnetization direction,
M = −γ0~S
a3
n. (331)
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Note that the magnetization is, by definition, the magnetic moment per unit
volume, hence |M | = ~γ0S/a3. In terms of n, the LLG equation is written as
n˙ = γ0Heff × n+ α0n˙× n+ t′el, (332)
where we have put Tel(M) = −(~S/a3)t′el(n). The dot represents the time
derivative.
For long-wavelength, low-frequency dynamics, it may be sufficient to consider
spin torques that are first order in space/time derivatives. Let us call such
torques as adiabatic torques. In the presence of rotational symmetry in spin
space, they are expressed as
τ 0′ad = −(v0s ·∇)n− βsrn× (v0s ·∇)n− αsr (n× n˙)−
δS
S
n˙. (333)
The first term on the right-hand side is the celebrated spin-transfer torque
[114,123,115,117,49], where
v0s =
a3
2eS
js (334)
is the (unrenormalized) “spin-transfer velocity,”, with js being the spin-current
density. The second term, sometimes called the ‘β-term’, comes from spin-
relaxation processes of electrons [47,48,54,28,29,64,53]. Here βsr is a dimen-
sionless constant. The third term is the Gilbert damping, which also results
from spin relaxation of electrons. The fourth term contributes as a “renormal-
ization” of spin, as seen below.
If the magnetization varies rapidly, we have in addition a non-adiabatic torque,
τ 0na, which is oscillatory and nonlocal (see §14.3.4). The total torque may thus
be given by the sum of the two,
t′el = τ
0′
ad + τ
0′
na. (335)
The LLG equation (332) is then written as(
1 +
δS
S
)
n˙ = γ0Heff×n−(v0s·∇)n−βsrn×(v0s ·∇)n−(α0+αsr)n×n˙+τ 0′na.
(336)
Here we have transposed the ‘spin renormalization’ term to the left-hand side.
We define the total (“renormalized”) spin as
Stot = S + δS, (337)
with δS being the contribution from conduction electrons (Eq. (266)), and
divide both sides of Eq.(336) by Stot/S. Then we arrive at
n˙ = γHeff × n− (vs ·∇)n− βsr n× (vs ·∇)n− α (n× n˙) + τ ′na, (338)
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where γ = (S/Stot) γ0, α = (S/Stot)(α0 + αsr), τ
′
na = (S/Stot) τ
0′
na, and
vs =
S
Stot
v0s =
a3
2eStot
js, (339)
is the “renormalized” spin-transfer velocity. (These torques are schematically
shown in Fig. 10.)
In the parameter space of the LLG equation, Eq. (338), the manifold of α = βsr
(with τ ′na = 0) provides a very special case for the dynamics, and there has
been a controversy whether the relation α = βsr holds generally or not. If α =
βsr, the following peculiar dynamics are expected. (i) Any static solution, n(r),
in the absence of spin current is used to construct a solution, n(r − vst), in
the presence of spin current vs. (ii) The current-induced spin-wave instability
does not occur [28].
The relation α = βsr was originally suggested in Ref.[54] based on the Galilean
invariance of the system. Although one may argue that the Galilean invari-
ance should be valid for the long-wavelength and low-frequency dynamics in
which the underlying lattice structure is irrelevant, the α and βsr come from
spin-relaxation processes [47], which are usually intimately related to the lat-
tice, e.g., through the spin-orbit coupling. The problem is thus subtle, and one
has to go beyond the phenomenological argument such as the one based on
the Galilean invariance. Instead, a fully microscopic calculation, which starts
from a definite microscopic model and does not introduce any phenomeno-
logical assumptions, is desired. The present section is devoted to outline such
attempts.
At present, only a single model, where spin-relaxation processes are intro-
duced by magnetic impurities, has been examined, with a result that α 6= βsr
(even for single-band itinerant ferromagnets) in general. This will be surveyed
in §14.2 and §14.3. Studies on other models, hopefully with more realistic
spin-relaxation mechanisms, are left to future studies. Readers who are not
interested in theoretical details but the results can jump to §14.2.3.
14.2 Small-amplitude method
14.2.1 Microscopic model
Let us first set up a microscopic model. We take a localized picture for fer-
romagnetism, and consider the so-called s-d model. It consists of localized d
spins, S, and conducting s electrons, which are coupled via the s-d exchange
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interaction. The total Lagrangian is given by Ltot = LS +Lel−Hsd, where LS
is the Lagrangian for d spins (Eq. (21)),
Lel =
∫
d3x c†
[
i~
∂
∂t
+
~
2
2m
∇2 + εF − Vimp − Vsr
]
c (340)
is the Lagrangian for s electrons, and
Hsd = −M
∫
d3xn(r)·σ(r) (341)
is the s-d exchange coupling. Here, c† = (c†↑, c
†
↓) is the spinor of electron cre-
ation operators, and σ(r) = c†(r)σc(r) represents (twice) the s-electron spin
density, with σ being a vector of Pauli spin matrices. We have put S = Sn
with the magnitude of spin, S, and a unit vector n, and M = JsdS with Jsd
being the s-d exchange coupling constant. (We define n to be a unit vector in
the direction of spin, which is opposite to the direction of magnetization. )
σ
k+q
k q
V  =
sr
Fig. 31. Diagrammatic representation of spin relaxation due to spin flip scattering
by impurity spin.
The s electrons are treated as a free electron gas in three dimensions subject
to the impurity potential
Vimp + Vsr = u
∑
i
δ(r −Ri) + us
∑
j
Simp,j ·σδ(r −R′j). (342)
The first term describes potential scattering. The second term represents
quenched magnetic impurities, which is aimed at introducing spin relaxation
processes (Fig. 31). The averaging over the impurity spin direction is taken as
Sαimp,i = 0 and
Sαimp,iS
β
imp,j =
1
3
S2impδijδ
αβ. (343)
The damping rate of s electrons is then given by
γσ =
~
2τσ
= πniu
2νσ +
π
3
nsu
2
sS
2
imp(2νσ¯ + νσ). (344)
Here ni (ns) is the concentration of normal (magnetic) impurities, and νσ =
mkFσ/2π
2
~
2 (with ~kFσ =
√
2mεFσ) is the density of states (per volume)
at energy εFσ ≡ εF + σM . (The subscript σ =↑, ↓ corresponds, respectively,
to σ = +1,−1 in the formula, and to σ¯ =↓, ↑ or −1,+1.) We assume that
γσ ≪ εFσ and γσ ≪ M , and calculate the torques in the lowest nontrivial
order in γσ/εFσ and γσ/M .
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In this section, the electron lifetime is treated as spin-dependent, since this
feature becomes essentially important in calculating the effect of spin relax-
ation consistently. (Determination of βsr and α terms requires much care, and
so phenomenological argument can easily lose consistency.)
14.2.2 General framework
The spin torque from Hsd is given by
tel(r) ≡Mn(r)× 〈σ(r)〉ne. (345)
This is related to Tel of Eq.(330) via tel[n] = −Tel[M ] , and to t′el of Eq.(335)
via
tel =
~S
a3
t′el (346)
with a3 being the volume per d spin.
The calculation of spin torque is thus equivalent to that of s-electron spin po-
larization, 〈σ(r)〉ne, or precisely speaking, its orthogonal projection 〈σ⊥(r)〉ne
to n. (We define σˆ⊥ = σˆ−n(n·σˆ) and σˆ′⊥ = σˆ− zˆ(zˆ·σˆ). Note that 〈σˆ〉ne in
Eq.(345) can be replaced by 〈σˆ⊥〉ne. ) The expectation value 〈· · · 〉ne is taken
in the following nonequilibrium states depending on the type of the torque.
(a) Nonequilibrium states under the influence of uniform but time-dependent
magnetization. This leads to torques with time derivative of n, namely, Gilbert
damping and spin renormalization.
(b) Nonequilibrium states with current flow under static but spatially-varying
magnetization. This leads to current-induced torques, namely, spin-transfer
torque and the β-term.
In the presence of spin rotational symmetry for electrons, adiabatic spin
torques, which are first order in space/time derivative, are expressed as
τ 0ad = a0n˙+ (a·∇)n+ b0 (n× n˙) + n× (b ·∇)n. (347)
The corresponding s-electron spin polarization is given by
〈σ⊥〉ne = 1
M
[ b0n˙+ (b·∇)n− a0 (n× n˙)− n× (a ·∇)n ] . (348)
To calculate the coefficients aµ and bµ microscopically, it is sufficient to con-
sider small transverse fluctuations, u = (ux, uy, 0), |u| ≪ 1, around a uni-
formly magnetized state, n = zˆ, such that n = zˆ +u+O(u2) [28,124]. Then,
up to O(u), Eq.(348) becomes
〈σ⊥〉ne = 1
M
[ b0u˙+ (b·∇)u− a0(zˆ × u˙)− zˆ × (a·∇)u ] . (349)
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This equation can be regarded as a linear response of σ⊥ to u, and the co-
efficients, aµ and bµ, are obtained as linear-response coefficients. (Precisely
speaking, 〈σ⊥〉ne due to current is calculated as a linear response to the ap-
plied electric field[52].)
14.2.3 Results
The results are given by
δS=
1
2
ρsa
3, (350)
vs=
a3
2e (S + δS)
js, (351)
α=
a3(ν+ + ν−)
4(S + δS)
· ~
τs
+
S
S + δS
α0 ≡ αsr + S
S + δS
α0, (352)
βsr=
~
2Mτs
(353)
where ρs = n↑ − n↓, and js = σsE = j↑ − j↓ is the spin current, with σs =
(e2/m)(n↑τ↑−n↓τ↓) being the “spin conductivity”. (nσ is the density of spin-σ
electrons.) We have defined the spin-relaxation time τs by
~
τs
=
4π
3
nsu
2
s S
2
imp (ν+ + ν−) (354)
As expected, only the spin scattering (∼ τ−1s ) contributes to α and βsr, and the
potential scattering (∼ niu2) does not. (For α, the second term on the right-
hand side of Eq.(352) comes from processes that do not involve s-electrons.)
For a single-band itinerant ferromagnet (as described by, e.g., the Stoner
model), the results are obtained by simply putting S = 0 in Eqs.(350)-(353),
and by using the spin polarization of itinerant electrons for δS. Even in this
case, we see αsr 6= βsr; however, it was pointed out [28] that the ratio
βsr
αsr
=
ρs
M(ν+ + ν−)
≃ 1 + 1
12
(
M
εF
)2
(355)
is very close to unity. Even in this case, if we make the impurity spins anisotropic
by generalizing Eq.(343) to
Sαi S
β
j = δijδαβ ×


S2⊥ (α, β = x, y)
S2z (α, β = z)
(356)
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we obtain
βsr
αsr
=
3S2⊥ + S2z
2 (S2⊥ + S2z )
(357)
which ranges from 1/2 (for S2⊥ ≪ S2z ) to 3/2 (for S2⊥ ≫ S2z ). From this
example, we can learn that the ratio βsr/αsr is very sensitive to the details
of the spin-relaxation mechanism. In reality, a non-electron contribution, α0,
exists, and so α = βsr predicted in Ref. [54] would never happen.
The results obtained based on the phenomenological equations [47] can be
written in the form
αZL=
δS
S + δS
· ~
2Mτs
, (358)
whereas βZL = βsr is the same as Eq.(353). Thus, it predicts α = βsr for single-
band itinerant ferromagnets, S = 0, which is, however, in disagreement with
the present microscopic calculation, (350)-(353), predicting α 6= βsr in general.
14.3 Gauge field method in the presence of spin relaxation
In the previous section, we considered small-amplitude fluctuations of mag-
netization, and calculated the torques in the first order with respect to these
small fluctuations. In this sense, the spin torques calculated there are limited
to small-amplitude dynamics. (Only for systems with rotational symmetry in
spin space, where the form of the torque is known as Eq.(347), is this small-
amplitude method sufficient to determine the coefficients, hence the torque.)
In this section, we describe a theoretical formalism that is not restricted to
small-amplitude dynamics, but can treat finite-amplitude (arbitrary) dynam-
ics directly [52].
14.3.1 Adiabatic spin frame and gauge field
To treat finite-amplitude dynamics of magnetization, we work with a lo-
cal/instantaneous spin frame (called “adiabatic frame” in the following) for s
electrons whose spin quantization axis is taken to be the local/instantaneous
d-spin direction, n [125–127]. The electron spinor a(x) in the new frame is re-
lated to the original spinor c(x) as c(x) = U(x)a(x), where U is a 2×2 unitary
matrix satisfying c†(n ·σ)c = a†σza. It is convenient to choose U satisfying
U2 = 1.
Since ∂µc = U(∂µ + U
†∂µU)a ≡ U(∂µ + iAµ)a, the Lagrangian for the a-
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electrons becomes
L[a] =
∫
d3xa†
[
i~ (∂t + iA0) +
~
2
2m
(∇i + iAi)2 +Mσz − V˜imp − V˜sr
]
a.
(359)
The original electrons moving in time-dependent/inhomogeneous magnetiza-
tion are thus mapped to new electrons moving in a uniform and static mag-
netization Mσz but there arises a coupling to an SU(2) gauge field
Aµ = −iU †(∂µU) = Aαµσα ≡ Aµ · σ. (360)
Here Aµ is a measure of temporal (µ = 0) or spatial (µ = 1, 2, 3) variation
of magnetization. (We use the vector (bold italic) notation for the spin com-
ponent. The space-time components are indicated by subscripts such as µ, ν
(= 0, 1, 2, 3) or i, j (= 1, 2, 3).)
Let us introduce a 3× 3 orthogonal matrix R, representing the same rotation
as U but in a three-dimensional vector space, and satisfying detR = 1. Note
thatRzˆ = n,Rn = zˆ, c†σc = R (a†σa), and thatR (a×b) = (Ra)×(Rb) for
arbitrary vectors a and b. Then the spin-torque density, Eq.(345), is written
as
tel(x) =MR (zˆ × 〈σ˜(x)〉ne), (361)
where σ˜(x) = (a†σa)x.
Since the gauge field Aµ contains a space/time derivative of magnetization,
one may naturally formulate a gradient expansion in terms of Aµ to calculate,
e.g., the torque (or spin polarization). In particular, the adiabatic torques are
obtained as the first-order terms in Aµ:
〈σ˜⊥〉ne = 2
M
[
aµA
⊥
µ + bµ(zˆ ×A⊥µ )
]
. (362)
Here σ˜⊥ = σ˜ − zˆ (zˆ · σ˜) and A⊥µ = Aµ − zˆ (zˆ ·Aµ) are the respective trans-
verse components, and the sums over µ = 0, 1, 2, 3 are understood. From the
identities,
RA⊥µ = −
1
2
n× (∂µn), R(zˆ ×A⊥µ ) =
1
2
∂µn, (363)
together with Eq. (361), we see that Eq. (362) leads to the adiabatic torque
density τ 0ad of Eq. (347).
The processes contributing to the β term are shown in Fig. 32.[52]
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Fig. 32. Diagrams contributing to the β term. The electron Green’s functions here
are denoted by thick lines, indicating that they include self-energy from spin flip
interaction, Hsr. The last three diagrams are vertex corrections due to spin flip
scattering. Since we are interested in adiabatic limit, the gauge field does not change
electron momentum.
14.3.2 Results
If we regard Eq.(362) as a linear response to the gauge field Aµ appearing
in Eq.(359), the coefficients aµ and bµ are calculated as linear-response co-
efficients, and δS, vs, and βsr thus obtained coincide with those obtained by
the small-amplitude method, Eqs.(350), (351), and (353). However, it predicts
αsr = 0, namely, it fails to reproduce the Gilbert damping.
14.3.3 Gilbert damping
The above puzzle with the Gilbert damping can be resolved if we note that the
impurity spins, which are static (quenched) in the original frame, become time-
dependent in the adiabatic frame. Namely, the spin part of Vsr is expressed
as
Simp,j ·c†σc = S˜j(t)·a†σa (364)
where
S˜j(t) = R(t)Simp,j (365)
is the impurity spin in the adiabatic frame, which is time-dependent. (This
fact is expressed by V˜sr in Eq.(359).) Actually, we can obtain the gauge field
from this time dependence as
[R(t)R˙(t)]αβ = 2εαβγAγ0 . (366)
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Explicit calculation of 〈σ˜⊥〉ne in the second order in S˜j(t) (nonlinear response)
gives
〈σ˜⊥(t)〉ne = −2π~
3M
nsu
2
sS
2
impν
2
+ (zˆ ×A⊥0 (t)), (367)
leading to the Gilbert damping, with damping constant exactly the same as
Eq. (352). The Gilbert damping term is shown diagramatically in Fig. 33.
The present calculation provides us a new picture of Gilbert damping. While
the s-electron spin tends to follow the instantaneous d-spin direction n(t), it is
at the same time pinned by the quenched impurity spins. These two competing
effects are expressed by the time dependence of S˜j(t) in the adiabatic frame,
and this effect causes Gilbert damping. Namely, the Gilbert damping arises
because spins of s-electrons are ‘dragged’ by impurity spins.
Generally, any terms in the Hamiltonian leading to spin relaxation break spin
rotational symmetry of s electrons, and thus acquire time dependence in the
adiabatic frame. Therefore, the same scenario as presented here is expected
to apply to other type of spin-relaxation processes quite generally.
σ
σ A
+
−
k
k
σ
k’
Fig. 33. Diagrams contributing to damping α in the gauge transformed frame. The
gauge field (wavy line) is induced by dynamical impurity spins (represented by
double dotted line).
14.3.4 Non-adiabatic torque
The non-adiabatic torques come from large-momentum processes, and are ex-
pected to be insensitive to impurities, so let us put Vimp = Vsr = 0 for sim-
plicity. If we retain the full q-dependence in the response function, we have,
among others, a contribution
〈σ˜⊥(q)〉ne = χij(q)Ei (zˆ ×A⊥q,j) + · · · , (368)
where the function χij(q) is nonzero only when |kF↑−kF↓| < q < kF↑+kF↓. In
particular, χij(q) = 0 in the vicinity of q = 0, and hence the long-wavelength
approximation cannot be applied. The resulting torque
τ 0na(x) = −MEi
∫
d3x′ χij(r − r′)R(x)A⊥j (x′), (369)
is characterized by an oscillatory function χij(r − r′) in real space, and is es-
sentially nonlocal [62,26,49,50]. This is the non-adiabatic, momentum-transfer
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torque due to electron reflection [26], generalized here to arbitrary magneti-
zation texture. For details, see §3.2.1, §9.1 and Ref. [50].
14.3.5 Further references
The spin-transfer torque in the form of Eq.(333) was first derived by Bazaliy
et al. [114]. The β-term was first derived by Zhang and Li [47] based on a spin
diffusion equation with a spin-relaxation term included, and by Thiaville et
al. [48] as a continuum limit of a special type of torque known in multilayer
systems [128].
Duine et al. put the present microscopic (small-amplitude) calculation into the
Keldysh formalism, and developed a functional description of spin torques,
which will be used for finite-temperature and/or fluctuation dynamics [53].
An attempt with the Boltzmann equation is carried out in [64]. Some devel-
opments in the treatment of Gilbert damping can be seen in [124,129]. The
non-adiabatic torque is studied in [62,26,49,50]. The domain-wall resistivity is
studied in [127,130].
The effects of spin-orbit coupling is studied on domain-wall resistance [131]
and domain-wall mobility [66] in a model of ferromagnetic semiconductors.
Microscopic understanding of each spin torque is also an important issue. In
particular, the dissipative torques (α and β terms), coming from spin relax-
ation of electrons, should be understood as material-dependent quantities; for
each real system, we need to identify the dominant spin-relaxation mechanism,
and clarify the dependence of α and β on material parameters. Development
of first-principles calculational methods for spin torques is also desired for the
purpose of material/device design.
15 Domain wall and electron transport
In this section, we briefly review electron transport theory in the presence of a
domain wall. Electron transport coefficients such as resistivity and Hall coeffi-
cients represent the reaction of current-induced forces on magnetic structures.
We calculate these coefficients in linear response theory, and show that the
current-induced forces we have discussed in §9.3 are indeed proportional to
them. For experimental developments, see Ref. [17].
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15.1 Resistivity in magnetic metals
Since more than a century ago a number of studies has been carried out
on electric transport properties in ferromagnetic metals. They revealed many
remarkable features that are not seen in non-magnetic metals. One of the most
notable would be the hysteretic and anisotropic behavior of the resistance in
the magnetic field (magnetoresistance) observed at small magnetic fields of
. 1 T, which has been already noted more than a hundred years ago [1,132].
The magnetoresistance in the case of the field H parallel to the current I
takes a minimum at a finite value of the field (∼ 200 Oe for instance for
the case of Ni and Fe) . If the field is applied perpendicular to the current,
the curve of magnetoresistance is reversed; namely the resistivity shows a
maximum at a certain field and decreases as the field deviates from that value.
The hysteretic behavior of the magnetoresistance is due to the fact that the
resistivity is mostly governed by the total magnetization vector M , not the
applied magnetic field. (The total magnetization is given as the average of
localized spin vectors, M = −g e~
2mV
∫
d3xS.) The observed resistivity ρ as a
function of the field,H , has been shown to be well fitted by a phenomenological
relation ρ ∼ ρ0 + ∆ρani < cos2 θM >, where ρ0 is the field independent part
and ∆ρani measures the strength of the anisotropy in the resistivity [2,133]. θM
is the mutual angle between the local magnetization and the current, which
depends on the magnetic field, and the brackets denote the average over the
sample. In most ferromagnetic metals, the anisotropy ∆ρani is positive. This
anisotropic behavior of the resistivity is called anisotropic magnetoresistance
(AMR).
Fig. 34. Anisotropic magnetoresistance (AMR) effect. Resistivity depends on the
angle θ between the magnetization M or localized spin S and applied current, i.
The mechanism of AMR was argued to be spin-orbit interaction by Smit [133]
and McGuire and Potter [2]. They pointed out that the conduction (s-) elec-
tron is coupled to the magnetization due to the scattering into the magnetic
(d-) band and the spin-orbit interaction there, and that this process gives rise
to a spin asymmetric lifetime, which depends on the angle between the cur-
rent and the field, resulting in an anisotropy. According to their arguments,
the positiveness of ∆ρani is explained if the resistivity is dominated by the
electron having the minority spin.
104
15.2 Domain wall contribution to classical magnetoresistance
The magnetoresistance observed in bulk materials is mostly understood well
in terms of the AMR effect, which assumes that the magnetization changes
very slowly and hence the electron feels only the average magnetization [2].
However this assumption may not be good in small magnets that contain many
domains with different directions of local magnetization. In fact the boundary
of these domains is a structure called a domain wall where the spins rotate
spatially within a finite distance. Such domain walls lead to scattering of the
electron, which is not taken into account in the standard AMR argument. In
this paper we exclusively consider the effect of domain walls on the electronic
resistivity. Of particular interest would be the case of a small sample less than
a typical domain size ≃ 1 ∼ 10 µm, since there the magnetic properties can be
described in terms of the domain wall configuration. In fact in such samples the
magnetization process as the field is swept will be described by the nucleation
of one or a few domain walls, motion of the walls by depinning followed by the
annihilation. The effect of domain walls on the resistivity would then appear in
the magnetoresistance as discrete jumps in the measurement with the field is
swept. (Such events of domain walls are faster (e.g., the speed of domain wall
motion is estimated to be about 182 m/s in submicron wires of NiFe [134])
compared to the sweep speed.) These effects are similar to the Barkhausen
noise [135]. The jump will not be seen very clearly in bulk samples, since
there the contribution from a macroscopic number of domain walls, whose
nucleation and pinning energy may differ, will be summed up in the observed
magnetoresistance and thus the contribution from each domain wall will not
be visible. Jumps in the magnetoresistance was first observed in 1994 in a Ni
wire of about the diameter of 300 A˚[136,19]. Nowadays resistance of a single
domain wall has been measured in many systems [17,85].
Let us here give a rough estimation of the effect of the wall on the classical elec-
tron transport. ”Classical” here means that the conductivity (or resistivity)
is evaluated at the lowest order in ~, which is determined by the probability
of reflection by the wall. The most important parameter of the wall on the
transport is the thickness of the wall, λ. This quantity is determined by the
competition between the exchange energy, J , which aligns the neighboring
spins and the magnetic anisotropy energy in the easy axis, K, which tends
to make the wall thinner to minimize the deviation of spins from the easy
axis, as λ =
√
J/K (Here J has dimensions of J/m2.) Thus λ depends on the
material and also on the sample shape since K depends on the shape. In the
case of 3d transition metals such as iron and nickel λ ≃ 500 ∼ 1000 A˚[19],
and λ ∼ 150 A˚ in Co thin films [21]. This length scale is very large compared
with the length scale of the electron, k−1F ∼ O(1 A˚) (kF being the Fermi wave
length of the electron). Thus in such materials the conduction electron can adi-
abatically adjust itself to the local magnetization at every point as it passes
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through the wall, resulting in a very small scattering probability by the wall.
The classical resistivity in the Boltzmann sense, which is proportional to the
reflection probability by the wall, is thus expected to be negligibly small. This
was explicitly shown in 1974 by Cabrera and Falicov [137] by calculating in the
clean limit the reflection coefficient based on the one-dimensional Schro¨dinger
equation for the electron coupled via exchange coupling to the magnetization
whose configuration is a domain wall. They obtained for the case of thick wall,
kFλ ≫ 1, the expression Rw ∝ exp(−2πkFλ) for the wall contribution, and
showed that the wall can have a large effect only if the wall is extremely thin
(kFλ . 1) and if the conduction electron is strongly polarized by the magne-
tization. Such a thin domain wall was fictitious at that time, where 3d metals
in the bulk were mostly considered, but can be realized at present [23,22].
In the past 10 years there has been a renewal of interest in the theory of
the classical resistivity due to the domain wall [138,127,139–147], because ex-
perimental control of the wall thickness [23] and precise measurements are
becoming possible. (Resistance due to a single domain wall in GaMnAs was
experimentally determined to be ∼ 1 Ω [85].) In Ref. [127], the domain wall
resistivity was studied based on a linear response theory. There the effective
wall-electron interaction was derived and treated perturbatively. The calcula-
tion corresponds to the perturbation expansion with respect to O(kFλ)
−1. The
effect of the finite mean free path due to the impurity scattering was taken
into account consistently. As far as the classical transport is concerned, the
calculation confirmed the result of Cabrera and Falicov. It was pointed out by
Levy and Zhang [139] that in the presence of a spin asymmetry in the electron
lifetime, which is the case in most ferromagnets, the domain wall can have a
substantial effect on the classical resistivity by mixing the two spin channels
with different resistivities, in agreement with experiments on Co films at room
temperature [21]. The effect of lifetime asymmetry has been further discussed
in detail in Refs. [140,141]. The domain wall resistivity in the ballistic limit has
been discussed by use of realistic band structures in Ref. [142]. It was shown
there that the existence of nearly degenerate bands at the Fermi level in real
magnets enhances the classical resistivity due to the wall. The calculation of
domain wall resistance by use of Landauer’s formula was compared with that
by linear response in Ref. [148].
Of recent particular interest is an atomic scale contact of magnetic metals
in the ballistic region, as experimentally realized in Ref. [23]. In such narrow
contacts the profile of the wall is determined mostly by the shape rather than
the anisotropy energy of the bulk magnets, and thus the wall is trapped in a
contact region, which is typically on a nm scale [142,143,149]. The adiabaticity
does not hold in such cases of small kFλ comparable to 1, and the wall can
have a large effect on resistivity [137,142,143]. Indeed a magnetoresistance of
200% was observed in 1999 in ballistic Ni nanocontacts [23] where the number
of the channels is less than N . 10, and this was interpreted in terms of a
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strong reflection by a nanometer scale domain wall [143]. In dirty contacts,
the effect is not so large, since the wall scattering is smeared out by impurity
scattering [150]. More recent studies report magnetoresistance over 1000%
[151]. Theoretical studies, however, suggest that such high magnetoresistance
is not of electric origin and could be due to mechanical effects in the contact
region [152]. Whatever the mechanism, such high magnetoresistance would be
useful for applications.
15.3 Quantum electron transport and domain wall
Most experimental studies have been carried out on low resistivity materi-
als, and theoretical studies also have mostly been based on classical transport
theory (i.e., neglecting O(~/ǫFτ)). However, besides the classical transport,
there is another important aspect of electronic transport at low temperature.
This is the effect of the quantum coherence among electrons, which modi-
fies the low-energy electronic properties significantly. The effect becomes im-
portant in disordered metals with high resistivity, where ℓ becomes shorter,
ℓ ≡ (~kF τ/m) being the elastic mean free path. The electron wave scattered
by such normal impurities can interfere with the incoming wave, leading to
a standing wave. This is called weak localization and the resistivity in this
case is enhanced due to the quantum interference [153,154]. This correction
becomes large in small dimensions such as in wires since there the interference
becomes stronger. The interesting point of this situation is that the electronic
properties are very sensitive to a small disturbance because of the presence of
coherence. For instance in non-magnetic metals of micron size, even the mo-
tion of a single impurity atom has been shown to change the low-temperature
conductance (G ≡ σA/L, A and L being the cross-sectional area and length of
the system) of the entire system by disturbing the coherence [155]. The mag-
nitude of the conductance change turns out in most cases to be a universal
order of e2/h [156].
Because of this sensitivity these conductance fluctuations as a consequence of
quantum interference have already been used as a probe in studies of various
mesoscopic non-magnetic metallic or semi-conducting systems. For example
the telegraph noise due to a two-level oscillation of a defect in Bi films has been
investigated and it turned out that the oscillation at T . 1 K is governed by
the quantum tunneling subject to the dissipation from the conduction electron
[157]. Such measurement of the quantum transport properties has been proved
to be a useful probe also for studies of mesoscopic spin-glass systems [158,159]
and the magnetization flip of mesoscopic magnets [160,161].
It would be natural to expect that the domain wall also affects the quantum
transport. The effect of domain wall scattering on the quantum correction to
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the conductivity was first studied in Ref. [127]. It was shown that a domain
wall destroys the interference among the electrons and the wall contributes
to a negative quantum correction to the resistivity. In disordered 3d transi-
tion metals, this quantum correction can overcome the classical contribution
(i.e., reflection), and thus a wall may in total lead to a decrease of resistivity.
Numerical simulation also supports the negative resistivity contribution from
the wall in disordered thin wires [162]. It has been also pointed out that the
geometric phase attached to the electron spin as it passes through the wall
can also cause an important dephasing effect, which would become important
in multiply connected geometries [163,164]. The effect of dephasing due to the
magnetic origin has been considered also in a thin film of metal sandwiched
by ferromagnetic layers [165]. There the internal magnetic field at the inter-
face causes dephasing in the conduction layer in the presence of the spin-orbit
scattering, which contributes to a positive magnetoresistance.
These theories on the quantum transport in magnetic metals are based on the
existence of electron coherence in magnetic metals. In non-magnetic metals
such coherence has been observed as an appearance of weak localization, for
instance, in thin films of Cu [166] and non-magnetic metals with magnetic
impurities [167]. Magnetic systems have been considered as not suitable for
coherent electron transport, since the magnetic field (or magnetization) and
magnetic disorder result in decoherence. However, in ferromagnets, magnetic
disorder should be frozen by a strong internal field (magnetization) and would
not destroy coherence as theoretically discussed in Refs. [168,169]. The strong
internal field in ferromagnets (M ∼ O(1 T)) would not affect the coherence
in a mesoscopic case like a sufficiently small wire, since there the magnetic
flux penetrating through the wire can be small enough. Nevertheless, there
have not been so far many observations of electron quantum coherence in fer-
romagnetic systems. A negative contribution to resistance in the presence of
domain walls was observed in GaMnAs at 4.2 K [170], which was explained
as due to electron decoherence due to the domain wall predicted in Ref. [127]
in the weak localization regime. Semiconductor ferromagnets were found to
show further evidence of quantum transport: universal conductance fluctu-
ation [171]. Observation in metallic systems seems more difficult. Aharonov-
Bohm oscillation was observed in a 500 nm Fe19Ni81 ring [172,173]. Mesoscopic
resistance fluctuation due to phase arising from a domain wall was observed
in Co nanoparticles [174].
In the present paper, we will not discuss further the subject of quantum trans-
port.
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15.4 Linear response theory of resistivity and Hall effect
In this section, we derive the resistivity (both diagonal and off-diagonal (i.e.,
Hall) components) due to the general spin texture on the basis of linear re-
sponse theory, using the Mori formula [175–177]. The Mori formula is valid in
the clean limit, τ →∞, where the resistivity is dominated by spin structure.
It relates the resistivity ρsij (ij being spatial directions) to the correlation of
random forces in the weak scattering case as
ρsij =
(
e2n
m
)−2
lim
ω→0
1
~ω
Im[χJ˙iJ˙j(~ω)− χJ˙iJ˙j(0)]. (370)
Here, χJ˙iJ˙j (iωℓ) ≡ −(~/βV ) < J˙i(iωℓ)J˙j(−iωℓ) > with J˙i ≡ dJi/dt = i~[H, Ji],
where H is the total Hamiltonian and Ji ≡ e~m
∑
k kic
†
kck is the total current.
The operators here are defined in the imaginary time, τ = it. The correlation
function χJ˙ J˙(~ω) in Eq. (370) denotes an analytical continuation of the corre-
lation function calculated for imaginary frequency, i.e., χJ˙ J˙(~ω) ≡ χJ˙ J˙(iωℓ →
~ω + i0).
The nonconservation of the current (i.e., finite J˙) arises from the scattering
by the spin texture. In fact, Eq. (118) leads to
J˙i= i
(
e
m
)∑
k,q
[
−2M∑
σ
A−σi a
†
k+qσσak
+
~
2
2m
(Aαi ((2k + q) · q)− qi(Aα · (2k + q))− ~qiAα0 ) a†k+qσαak
]
,
(371)
where we neglect higher order terms in A. We consider a static spin texture
(i.e., A0 = 0), and then
J˙i = −i2
(
e
m
)
M
∑
k,q
∑
σ
A−σi a
†
k+qσσak. (372)
The Fourier transform in imaginary time τ , defined as J˙i(iωℓ) ≡
∫ β
0 e
−iωℓτ J˙i(τ),
where ωℓ ≡ 2πℓβ is a bosonic thermal frequency, is given as
J˙i(iωℓ) = −i2
(
e
m
)
M
∑
k,q,n
∑
σ
A−σi a
†
k+q,n+ℓσσak,n, (373)
where ak,n ≡ 1√
β
∫ β
0 e
iωnτak(τ)dτ and ωn represents the fermionic frequency
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ωn ≡ π(2n−1)β . The thermal correlation function is then obtained as (Fig. 35)
χJ˙iJ˙j (iωℓ) = −~
(
2eM
m
)2 1
V
∑
kqσ
Aσi (q)A
−σ
j (−q)
1
β
∑
n
Gk+q,n+ℓ,−σGknσ, (374)
where the imaginary time Green’s function is defined as
Gknσ =
1
iωn − ǫkσ . (375)
σ σ
+
−
ω
k+ q2
k− q2
+−
ω +ωn
A
+
− +−
+
−A+−
n
l
Fig. 35. Diagram representing the resistivity in the Mori formula at the lowest order
in the gauge field.
The summation over ωn is carried out to obtain
χJ˙iJ˙j(iωℓ) = −~
(
2eM
m
)2 1
V
∑
kqσ
Aσi (q)A
−σ
j (−q)
f(ǫk+q,−σ)− f(ǫk,σ)
ǫk+q,−σ − ǫk,σ − iωℓ . (376)
Thus the resistivity is obtained as
ρsij = limω→0
4M2
e2n2
1
V
∑
kqσ
Im
[
Aσi (q)A
−σ
j (−q)
1
ω
f(ǫk+q,−σ)− f(ǫk,σ)
ǫk+q,−σ − ǫk,σ − ω − i0
]
. (377)
Then, choosing the current direction as z, we may rewrite the resistivity as
ρs ≡ ρszz =
4πM2
e2n2
1
V
∑
kqσ
|Aσz (q)|2δ(ǫk+q,−σ − ǫk,σ)δ(ǫk,σ). (378)
Thus, the reflection force of Eq. (233) is proportional to the resistivity due
to spin, as we explained for Eq. (235). The k-summation can be carried out
easily as
1
V
∑
k
δ(ǫk+q,−σ − ǫk,σ)δ(ǫk,σ) = νσm
2kFσq
θst(q), (379)
where q ≡ |q| (θst(q) is defined in Eq. (220)).
In contrast to the diagonal components of resistivity, which vanish in the
adiabatic limit, the off-diagonal (i.e., Hall) components remain finite in this
limit. In fact, we find
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ρs
ad
ij = limω→0
(
4M2
e2n2
)
1
V
∑
kqσ
Im
[
Aσi (q)A
−σ
j (−q)
1
ω
f(ǫk,−σ)− f(ǫk,σ)
2σM − ω
]
=− 1
~e2n2V
∑
q
Im
[
Aσi (q)A
−σ
j (−q)
]∑
kσ
f(ǫk,σ)
=
n+ − n−
2~e2n2V
∫
d3xn · (∂iS × ∂jS) = 2πS
2P
~e2nV
Φij . (380)
(We have retained the antisymmetric component, 1
2
(ρsij − ρsji), in the second
line.) This is the Hall effect caused by the spin chirality, or the spin Berry
phase [108], demonstrated in the slowly varying case [109,110]. Comparing
Eqs. (253) and (380), we see that the force in the adiabatic limit is exactly
due to the Hall effect from spin chirality:
FHalli =
2e2n2
n+ − n−
∑
j
jsjρsji
= e2n
∑
j
jjρsji. (381)
15.5 Kubo formula
When impurity scattering dominates the resistivity, we need to use the Kubo
formula. The wall contribution to resistivity is calculated perturbatively. The
conductivity σ for the current in the z-direction is calculated from the imaginary-
time current-current correlation function
Q(τ) ≡ ~
V
< TτJz(τ)Jz(0) >, (382)
where Tτ denotes the time order in the imaginary time and the bracket rep-
resents the thermal average;
< TτJz(τ)Jz(0) >≡ Tr[ρTτJz(τ)Jz(0)]. (383)
Here ρ ≡ e−βH/Z, Z ≡ Tre−βH , β ≡ 1/(kBT ). The Fourier transform of Q(τ)
is written as
Q(iωℓ)≡
∫ β
0
e−iωℓτQ(τ)
=
~
βV
〈Jz(iωℓ)Jz(−iωℓ)〉 , (384)
where ωℓ ≡ 2πℓ/β is the Bosonic Matsubara frequency and Jz(iωℓ) ≡
∫ β
0 dτe
−iωℓτJz(τ).
The Fourier transform of the electron is defined as an ≡ (1/
√
β)
∫ β
0 dτe
iωnτa(τ),
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ωn ≡ (2n−1)πn/β being a Fermionic Matsubara frequency. Here, thermal fre-
quencies are written as ωℓ, ωℓ′, · · · or ωn, ωn′, · · · , where subscripts ℓ, ℓ′, · · · are
used for Bosonic and n, n′, · · · are for Fermionic frequencies. We consider in
this section a static domain wall solution, given by θ0(z) and φ = 0. In the
imaginary time, the current is then written by use of Eq. (166) as
Jz(iωℓ) =
e~
m
∑
k
∑
ωn
(
kza
†
k,n+ℓak,n −
1
2
∑
q
Az(q)a
†
k+q,n+ℓσak,n
)
. (385)
The electron operator carrying a thermal frequency of ωn + ωℓ is denoted as
an+ℓ. The Kubo formula relates the correlation function (384) to the conduc-
tivity as [106]
σ = lim
ω→0
1
ω
Im(Q(~ω + i0)−Q(i0)). (386)
Here Q(~ω + i0) is the retarded correlation function obtained by analytical
continuation, Q(~ω + i0) ≡ Q(iωℓ → ~ω + i0), and Im denotes the imaginary
part (i0 denotes a infinitesimal imaginary part). We estimate the correction
to the conductivity due to the wall to the second order of gauge field. In
this section the classical (Boltzmann) contribution (denoted by σc) is calcu-
lated. The quantum corrections represented by maximally crossed diagrams
are considered in the next section.
As is well known, the zeroth-order term of Q is obtained as
Q0(iωℓ)=
(
e~
m
)2
~
V β
∑
nkσ
k2z
〈
(a†k,n+ℓakn)(a
†
k,nak,n+ℓ)
〉
=−
(
e~
m
)2
~
V β
∑
nkσ
k2zGknσGk,n+ℓ,σ, (387)
and this contribution leads by use of Eq. (386) to the classical conductivity
due to the normal impurity, σ0 ≡ e2nτ/m (n being the electron density) [106].
Here the imaginary time electron Green’s function (Gknσ ≡ −
〈
aknσa
†
knσ
〉
)
includes the effect of the impurity and is given by [106]
Gknσ =
1
i(ωn +
~
2τ
sgn(n))− ǫkσ
, (388)
where sgn(n) = 1 and −1 for n > 0 and n < 0, respectively. (The Green’s
function carrying a frequency of ωn + ωℓ is denoted by Gk,n+ℓ,σ.)
Let us include the scattering by the domain wall. The first-order contribution
of Aq vanishes. The second-order contributions to the Boltzmann conductivity
are shown in Fig. 36. The process Q1 arises from the correction of both of the
two current vertices by the wall, δJ , and Q3 is due to the correction of one
of the current vertices and a interaction with the wall. Q2 and Q4 are the
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Fig. 36. The contributions to the Boltzmann conductivity in second order with
respect to the domain wall. The interactions with the wall are denoted by wavy
lines. The current vertex expressed by crosses represents J0 and the cross with
wavy line represents δJ .
self-energy due to the wall and Q5 is the vertex correction. We here consider
a domain wall with φ = 0, i.e., Aµ =
1
2
(∂µθ)ey. The contributions in Fig. 36
are written as (we write Ayq ≡ Ayz(q))
Q1=−
(
e~
m
)2
1
4
1
β
∑
n
1
V
∑
kqσ
|Ayq |2Gk− q2 ,n,σGk+ q2 ,n+ℓ,−σ
Q2=−
(
e~
m
)2
~
2
8m
1
β
∑
n
1
V
∑
kqσ
k2z |Ayq |2[(Gk,n,σ)2Gk,n+ℓ,σ +Gk,n,σ(Gk,n+ℓ,σ)2]
Q3=−
(
e~
m
)2
~
2
2m
1
β
∑
n
1
V
∑
kqσ
kz
(
kz − q
2
)
|Ayq |2
×[Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σ +Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σ]
Q4=−
(
e~
m
)2
~
4
4m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
kz − q
2
)2
|Ayq |2
×[(Gk− q
2
,n,σ)
2Gk− q
2
,n+ℓ,σGk+ q
2
,n,−σ +Gk− q
2
,n,σ(Gk− q
2
,n+ℓ,σ)
2Gk+ q
2
,n+ℓ,−σ]
Q5=−
(
e~
m
)2
~
4
4m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
k2z −
q2
4
)
|Ayq |2
×Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ. (389)
The contribution from the wall needs to vanish in the limit of the vanishing
Zeeman splitting, M → 0, since no scattering occurs there. This becomes
obvious after summing the contribution Q1−5 ≡ ∑i=1,5Qi. Using
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Gk,n,σGk,n+ℓ,σ=−i
(
ωℓ +
~
2τ
(sgn(n + ℓ)− sgn(n))
)−1
(Gk,n,σ −Gk,n+ℓ,σ)
Gk+ q
2
,n,−σGk− q
2
,n,σ=
(
~
2kzq
m
+ 2σM
)−1
(Gk+ q
2
,n,−σ −Gk− q
2
,n,σ), (390)
we obtain Q1−5 = Qc +Q′c, where [147]
Qc(iωℓ) =
1
2
(
e~M
m
)2
1
β
∑
n
1
V
∑
kqσ
|Ayq |2Gk− q2 ,n,σGk− q2 ,n+ℓ,σGk+ q2 ,n,−σGk+ q2 ,n+ℓ,−σ,
(391)
and
Q′c(iωℓ) = −
1
4
(
e~
m
)2
1
β
∑
n
1
V
∑
kqσ
|Ayq |2M
M − σ (kz+q/2)2
m[
M + σ (kz+q/2)q
2m
]2Gk,n,σGk,n+ℓ,σ.
(392)
The term Qc is dominant and the contribution from the term Q
′
c turns out to
cancel with the effect of the shift of the electron density, which is calculated
later.
The summation over the Matsubara frequency, ωn, in Eqs. (391) and (392)
can be carried out by use of contour integration (see §C) and the contribu-
tion to the Boltzmann conductivity from the five classical processes, σ1−5 ≡
limω→0 Im(Q1−5(ω + i0)−Qc(i0))/ω, is obtained as σ1−5 = σc + σ′c, where
σc = −M
2
~
3
8πτ 2
(
e~
m
)2
1
V
∑
kqσ
|Ayq |2
(ǫk− q
2
,σ + ǫk+ q
2
,−σ)2[
(ǫk− q
2
,σ)2 +
(
~
2τ
)2]2 [
(ǫk+ q
2
,−σ)2 +
(
~
2τ
)2]2 ,
(393)
and σ′c is the contribution from Q
′
c;
σ′c =
~
32π
(
e~
m
)2
M
τ 2
1
V
∑
kqσ
|Ayq |2[
ǫ2kσ +
(
~
2τ
)2]2
M − σ (kz+q/2)2
m[
M + σ (kz+q/2)q
2m
]2 . (394)
Besides the processes in Fig. 36, there is another contribution to the classical
conductivity, which is due to the change of the electron density in the presence
of a domain wall [140,141]. (In this paper the chemical potential of the system
is fixed as the domain wall is introduced, considering a constant voltage. In
[140,141], on the other hand, the electron number is kept constant by shifting
the chemical potential, which corresponds to a measurement under constant
current. The difference is small if kFλ ≫ 1.) The correction to the electron
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density due to the interaction with the gauge field is written as
δn =
~
2
4m
1
βV
∑
kqnσ
|Ayq |2
[
1
2
(Gknσ)
2 +
~
2k2z
m
(Gk− q
2
,nσ)
2Gk+ q
2
,n,−σ
]
. (395)
After some calculation it reduces to
δn = − ~
3
16πmτ
1
V
∑
kqσ
|Ayq |2
ǫ2kσ +
(
~
2τ
)2 M − σ
(kz+q/2)kz
m
M + σ (kz+q/2)q
2m
. (396)
This shift of the electron density leads to a correction of the zeroth-order
conductivity, σ0 → σ0+ δσc, where δσc = e2τδn/m is obtained from Eq. (396)
as
δσc = − ~
16π
(
e~
m
)2
1
V
∑
kqσ
|Ayq |2
ǫ2kσ +
(
~
2τ
)2 M − σ
(kz+q/2)kz
m
M + σ (kz+q/2)q
2m
. (397)
It turns out after the k-summation that σ′c + δσc vanishes in the case of
kFλ ≫ 1 [147]. Thus the classical correction to the conductivity due to the
wall is given simply by σc.
To proceed further we neglect quantities ofO((q/kF )
2) and approximate ǫk±q/2,∓σ ≃
ǫk ± [(~2kzq/2m) + σM ]. This is because the momentum transfer, q, is lim-
ited to a small value of q . λ−1 due to the form factor of the wall, |Ayq |2 ∝
[cosh(πqλ/2)]−2, and we are considering the case of a thick wall, kFλ ≫ 1.
The result of k-summation is (see §C)
σc=−e
2M2τ 2
8π~3
nw
∑
σ
∫ ∞
−∞
dx
x
1
cosh2 x
×
[
tan−1
(
2lσ
πλ
x+ 2M
τ
~
)
+ tan−1
(
2lσ
πλ
x− 2M τ
~
)]
, (398)
where x ≡ πqλ/2 and lσ ≡ ~kFστ/m is the mean free path of the electron
with spin σ. We have introduced a density of the wall, nw ≡ 1/L (we have one
wall in the sample of length L). The extension of the result to the many-wall
case is straight-forward as long as the distance between walls is larger than λ.
Using this result the contribution of the wall to the Boltzmann resistivity is
given as
ρc ≡ (σ0 + σc)−1 − σ−10 ≃
|σc|
σ20
. (399)
The last expression is valid if the contribution from the impurity is much larger
than that from the wall, namely if |σc|/σ0 ≪ 1. (But see also the discussion
at the end of this section, before Eq. (404).)
Here we consider the case of a ferromagnet with weak disorder, and assume
two further conditions:
Mτ/~≫ 1, (400)
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which indicates that the effect of the Zeeman splitting is not smeared by the
width of energy level, and
mMλ/kF~
2 ≫ 1. (401)
The second condition is satisfied if the Zeeman splitting is not too small. Both
inequalities would be satisfied in the case of d electron. In this case the classical
correction due to the wall is obtained as (Eq. (C.19))
σc≃− e
2
4π2~
nw
∑
σ
lσ
λ
∫ ∞
0
dx
cosh2 x
= − e
2
4π2~
nw
∑
σ
lσ
λ
(Mτ/~≫ 1, mMλ/kF~2 ≫ 1). (402)
Although the last equality of Eq. (399) is true only when |σc|/σ0 ≪ 1, the
result of Eq. (399) with σc calculated from the Kubo formula (398)has a finite
limiting value at τ →∞ of
|σc|
σ20
=
m2∆2
4e2n2~3
nw
∑
σ
∫ ∞
Λc(σ)
dx
x
1
cosh2 x
(τ →∞), (403)
which is identical with the result of the Mori formula, (378), and thus is correct
in this limit. Furthermore if we assume a finite lifetime for the electron in the
Mori formula (374), which is without justification, we obtain
ρc = (en)
−2 ~3
4π
(
~∆
τ
)2
1
V
∑
kqσ
|Aq|2 1[
ǫ2
k− q
2
,σ +
(
~
2τ
)2] [
ǫ2
k+ q
2
,−σ +
(
~
2τ
)2] . (404)
This is shown to be equivalent to Eqs. (398) and (399) by a similar calculation
as in §C. These results may suggest that the expressions (398) and (399), which
are justified only for |σc|/σ0 ≪ 1, are valid for any value of τ .
15.6 Spin chirality mechanism of Hall effect
Here we will give an intuitive explanation for the Hall effect due to vorticity
in terms of the Josephson effect of spin [178–180] . A persistent current in a
metallic ring is an equilibrium current that can be induced when the time-
reversal symmetry is broken. Such a current appears in the presence of a
magnetic flux through a normal ring. The effect is due to a U(1) phase factor
attached by the flux to the electron wave function. Here we show theoretically
that a permanent current is induced in a conducting normal ring just by
attaching three ferromagnets, without magnetic flux through the ring [178].
This surprising effect can be seen in nano-scales at low temperatures. The key
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here is the non-commutativity of the SU(2) spin algebra, which breaks the
time-reversal symmetry, and leads, in the presence of electron coherence, to a
permanent electron current (spin Josephson effect [179]). We also show that
this persistent current gives an intuitive explanation of the anomalous Hall
effect due to the spin Berry phase in frustrated magnets [109,178].
15.6.1 Spin chirality and time reversal symmetry breaking
The electron has spin 1/2 (i.e., has two components), and the spin obeys SU(2)
algebra. The algebra is represented by three 2×2 Pauli matrices σi (i = x, y, z)
satisfying the commutation relation
[σi, σj ] = 2iǫijkσk, (405)
where ǫijk is the totally antisymmetric tensor with ǫxyz = 1. When a con-
duction electron in a conductor is scattered by some magnetic object, the
electron wave function is multiplied by an amplitude A(n) = αeiβn·σ =
α(cos β + i(n ·σ) sin β), which is generally spin-dependent and is represented
by a 2×2 matrix in spin space. Here α and β are complex numbers and n is
a three-component unit vector representing the magnetization direction. We
consider in this paper only classical, static scattering objects, and assume that
the n’s are constant vectors.
n2
n3
n1
(a) (b)
Fig. 37. A closed path contributing to the amplitude of the electron propagation
from x to x. At Xi, the electron experiences a scattering represented by an SU(2)
amplitude, A(ni). The contributions from one path (a) and the reversed one (b) are
different in general due to the non-commutativity of A(ni)’s.
Let us consider two successive scattering events represented by A(n1) and
A(n2) (Fig. 37). Due to the non-commutativity of σi, the amplitude depends
on the order of the scattering events: A(n1)A(n2) 6= A(n2)A(n1) in general.
Various features in spin transport, which are under intensive pursuit recently,
arise from this non-commutativity. Actually,
A(n1)A(n2) =α
2(cos2 β − (n1 · n2) sin2 β + i sin β cos β(n1 + n2) · σ
−i sin2 β(n1 × n2) · σ), (406)
has an asymmetric part,
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A(n1)A(n2)− A(n2)A(n1)=−2iα2 sin2 β(n1 × n2) · σ. (407)
This relation indicates that the spin current with polarization (n1×n2) flows
between two spins, i.e.,
jαs ∝ (n1 × n2)αe12, (408)
where e12 represents a vector connecting two localized spins. This spin current
is spontaneous (equilibrium), and represents an exchange interaction between
n1 and n2 transmitted by the conduction electron [181]. In fact, when the spin
current given by Eq. (408) flows, spin accumulation ∝ (n1×n2) accumulates
on n1 and n2, which rotates n1 and n2 within the n1-n2 plane until the two
spins become parallel or anti-parallel to each other. In the case of smooth spin
structures, the equilibrium spin current, Eq. (408), reduces to [182]
js
α
µ ∝ (n×∇µn)α. (409)
This non-commutativity of two spins does not affect the charge transport,
since the charge is given as a sum of the two spin components (denoted by
tr), and tr[A(n1)A(n2)] − tr[A(n2)A(n1)] = 0. An anomaly in the charge
transport arises at the third order. We have, by virtue of Eq.(405) and the
relation tr[σiσj ] = 2δij,
tr[A(n1)A(n2)A(n3)]−tr[A(n3)A(n2)A(n1)] = 4α3 sin3 βn1·(n2×n3) ≡ iC123.
(410)
This relation indicates that in the presence of fixed ni’s with n1 ·(n2×n3) 6= 0,
the symmetry under time-reversal (more appropriately, reversal of motion) is
generally broken in the charge transport. In fact, the relation (410) indicates
that the contribution from one path, x→ X1 → X2 → X3 → x (Fig.37a), and
its (time-) reversed one, x → X3 → X2 → X1 → x (Fig.37b), are not equal,
and this difference results in a spontaneous electron motion in a direction
specified by the sign of C123, namely, a permanent current. What is essential
here is the non-commutativity of the SU(2) algebra. In fact, C123 vanishes if
all ni’s lie in a plane, in which case the algebra is reduced to a commutative
U(1) algebra. The degree of the symmetry breaking, n1 · (n2 × n3), is given
by the non-coplanarity, often called spin chirality.
15.6.2 Charge current
The spontaneous current above would be realized on a small conducting ring
with three ferromagnets or magnetic dots with different magnetization direc-
tions, S1, S2, and S3 [178]. The electron in a ring feels an effective spin po-
larization when it goes through the region (Fi) affected by the ferromagnets,
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and the effect will be modeled by the exchange (spin-dependent) potential,
V (x) = −M ni ·σ for x ∈ Fi. Here M represents the effective exchange field.
The equilibrium charge current in the ring is calculated from
j(x) =
~e
2m
Im(∇x −∇x′)trG(x, x′, τ = 0−)|x′=x, (411)
where G(x, x′, τ) ≡ − < Tc(x, τ)c†(x′, 0) > is the thermal Green’s function,
e,m, c being the charge, mass, and annihilation operator of electrons in the
imaginary time, respectively. G(x, x′, τ) is calculated perturbatively from the
Dyson equation, G = g + gV G, where g represents free Green function. As is
seen from Eq. (410), a possible finite current arises at the third order in V .
By summing the contribution of the two paths, x → X1 → X2 → X3 → x
and the reversed one, we have j(x) = −~e
m
B(x) ReC123. Here C123 is defined
by Eq. (410) with α = iM , β = π/2, and
B(x) =
3∏
i=1
∫
Xi∈Fi
dXi
∫ dω
2π
f(ω) ∇X0Im[g01g12g23g34]|X4=X0=x (412)
describes the electron propagation through the ring, which is common to
both paths. In Eq. (412), f(ω) is the Fermi distribution function and gij =
gr(Xi − Xj, ω) is the retarded Green’s function of free electrons. Approxi-
mating the transport along the ring as one-dimensional and neglecting mul-
tiple circulation, we have gr(x, ω) ≃ −iπ(D/L)eikF |x|, where kF is the Fermi
wavenumber, D the density of states (∼ 1/ǫF ; ǫF = ~2k2F/2m being the Fermi
energy), and L the length of the ring perimeter. The final result is given by
j = −2evF
L
cos(kFL)
(
J
ǫF
)3
S1 · (S2 × S3), (413)
at zero temperature. Here J ≡ πWM/L with W being the width of the
ferromagnets, and vF = ~kF/m is the Fermi velocity.
The current is thus induced by the spin chirality S1 · (S2 × S3) of the fer-
romagnets. This quantity reduces to the Pontryagin index (density) for the
case of a smoothly varying field S(x), which is also interpreted as the Berry
phase of the spin. The effect of the spin Berry phase on electron transport
has so far been investigated in the limit of strong coupling to S(x) where the
electron spin adiabatically follows S(x) [183]. In contrast, the present result
Eq. (413) is obtained in the opposite limit; we have treated the coupling to
S perturbatively (weak coupling) and made no assumption of smoothness on
S(x).
The appearance of the current is due to the symmetry breaking of the charge
(U(1)) sector, as in the case of the current in Josephson junction. But note
that here the U(1) symmetry breaking was due to the non-commutativity of
spin (SU(2)) sector (”spin Josephson effect” [179]).
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The system of a persistent current arising from the spin chirality works as a
novel quantum operation gate, where spin Qbits and flux (current) Qbit are
combined [179].
15.6.3 Anomalous Hall effect
The phenomenon predicted here is not restricted to artificial nano-structures,
but will be present rather generally in metallic frustrated spin systems such as
pyrochlore ferromagnets [184,185] and spin glasses [186–190], where finite spin
chirality is often realized. The spin chirality was recently pointed out in the
adiabatic limit to induce a peculiar anomalous Hall effect [108,191,192]. The
present chirality-driven persistent current [178] affords an intuitive interpreta-
tion. The circulating current starts to drift when the electric field is applied,
in the direction perpendicular to the electric field [25] (Fig. 38), just as in the
normal Hall effect. With the frequency of the circulating motion, read from
Eq. (413) as
Ω ≃ 2πvF
L
(
J
ǫF
)3
S1 · (S2 × S3), (414)
we may estimate the Hall conductivity by σxy = σ0Ωτ. Here σ0 is the classical
(Boltzmann) conductivity, τ is the elastic lifetime, and the dirty case Ωτ ≪ 1
is assumed. If the spin chirality is located uniformly on every triangle of size
of inter-atomic distance (i.e., S1 · (S2 × S3) = χ0 and L ∼ 1/kF ), we have
σxy/σ0 ≃ χ0J3τ/ǫ2F . This result agrees with the result based on the linear
response theory [109,178].
E
I
Fig. 38. Schematic picture of the chirality-induced Hall effect. Circulating permanent
currents are induced local around spin chirality, and this circular current drift in
the perpendicular direction when an electric field is applied.
When the spin structure is slowly varying, spin chirality can be expanded as
S(x)·(S(x1)×S(x2)) ≃
∑
µν
(x1−x)µ(x2−x)νS(x)·(∂µS(x)×∂νS(x)), (415)
and the spin chirality reduces to the spin Berry phase [110].
So far, the chirality mechanism are confirmed in spin-glasses [186–190], but
the case of Nd2Mo2O7 seems to be under debate [192,193].
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16 Current from magnetization dynamics
In most parts of this paper, we have studied magnetization dynamics induced
by an electric current. The opposite effect, conversion of magnetic informa-
tion into electric information, also exists, and has quite recent developments.
The electromotive force (voltage) induced as a counter action of spin-transfer
torque was in fact pointed out by Berger in 1986 [35]. Later, Stern showed
in a general context that the fictitious field of the Berry phase (ΦS) accu-
mulated by electron spin induces a spin-dependent electromotive force (V )
via Faraday’s law as V = −Φ˙S [101]. This argument was applied to the case
of domain wall dynamics by Barnes and Maekawa [194]. Duine [195] argued
that spin relaxation (βsr) induces a new current contribution, proportional
to βsr(S˙ · ∇iS), where S is a localized spin and i is the current direction.
The effect of a Rashba-type spin-orbit interaction was studied by Ohe et al.
[196,182] in the weak s-d coupling limit. The current in this case was found to
be ji ∝ λsoǫijz
〈
S × S˙
〉
j
, where λso is the strength of the spin-orbit interac-
tion, z is direction of Rashba field, and 〈· · ·〉 denotes averaging over electron
motion. The quantity
〈
S × S˙
〉
represents a spin damping and is related phe-
nomenologically to a spin current across the interface in the case of junctions
[197,198].
Such a spin-dynamics-induced current was experimentally observed in systems
where the spin-orbit interaction is strong. Saitoh et al. [199] demonstrated
that when the spin-orbit interaction is strong, an inverse process of the spin
Hall effect would occur. Namely, the spin current pumped by spin dynamnics
[197,198] would be converted into charge current by spin-orbit interaction.
They confirmed this idea by observing charge current in a Pt layer attached
to a ferromagnet with dynamical magnetization. The induced current was per-
pendicular to the spin current flow and
〈
S × S˙
〉
, consistent with the inverse
spin Hall mechanism, and with the theory of Refs. [196,182] at least at the
qualitative level. Experimental confirmation of electromotive force due to the
pure spin Berry phase without spin-orbit interaction is challenging and inter-
esting. Closer studies on these phenomena will lead to a unified picture of the
interplay between electric/spin current and magnetization.
17 Summary
We have reviewed the theoretical aspects of current-driven domain wall mo-
tion, including microscopic derivation of the equation of motion, wall dynam-
ics, and brief discussion of experimental results. The effect of current arises
from the s-d exchange coupling between the localized spin and conduction
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electrons. Treating the non-adiabaticity perturbatively, we have derived fully
quantum mechanical expressions for torques and forces acting on the wall in
terms of Green’s functions. The obtained torques are summarized in Table 3.
With these results, we derived the equation of motion of the wall. The wall is
assumed to be rigid and planar (one-dimensional), described by two collective
coordinates, position X and angle φ0 of magnetization out of the easy plane.
Spin-transfer torque reflecting angular-momentum conservation was shown
to contribute to wall velocity, and spin relaxation and non-adiabaticity were
shown to produce forces on the wall, which induce φ˙0. Solving the equation of
motion, we found that there is a threshold current for driving the wall arising
from hard-axis magnetic anisotropy energy K⊥ and/or extrinsic pinning po-
tential V0. The threshold current is determined by K⊥ in the intrinsic pinning
regime. In the extrinsic pinning regime, it is determined by V0, K⊥, and the
force from the current (represented by βw).
Table 3
Summary of torques induced by electrons. The solid lines represent the conduction
electron Green’s functions, the wavy lines are the gauge fields representing the
domain wall, the dotted lines are applied electric fields, and the double-dotted lines
represent spin relaxation due to spin-flip scattering by magnetic impurities. The
Green’s functions (thick solid lines) in the contributions to the β terms contain
lifetimes due to spin-flip impurities.
local contributions
torque
sn˙ spin renormalization
js · ∇n spin-transfer torque
αsrn× n˙ Gilbert damping
βsr(n× (js · ∇)n) β term
non-local contributions
F ref reflection force
Current-driven magnetization switching has an advantage in downsizing of the
devices compared with the Ampe`re’s mechanism. As we have seen above, the
domain wall motion is governed by the applied current density and material
parameters. In contrast, the field created by the Ampe`re’s law is proportional
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to the current, which is proportional to the area of the system. Therefore, the
conventional Ampe`re’s mechanism requires high current density and becomes
inefficient in small devices, while the efficienty of the current-induced mech-
anism is not reduced. The same applies to the current pumped by the spin
dynamics due to the inverse spin Hall effect, discussed in §16. These two new
magnetoelectric effects, based on quantum mechanical material features, have
therefore great advantage in high density devices.
Our predictions are briefly summarized as follows.
The wall dynamics depends much on the behavior of φ0. For j˜ ≪ j˜a (j˜a defined
in Eq. (279)), φ0 remains small and there is no intrinsic pinning effect, while
for j˜ & j˜a, φ0 develops and an intrinsic pinning effect arises due to K⊥. In
most cases, the intrinsic pinning threshold seems rather high, and the extrinsic
pinning regime would be suitable for low-current operation. This is realized
when βw is finite if the extrinsic pinning potential is much weaker than K⊥
(since, then, φ0 ∼ 0 and the wall does not suffer from the intrinsic pinning
effect). In other words, wall motion at low current would be realized in systems
with
• very clean samples (with very few or weak pinning sites) and
• large βw realized by large spin relaxation (βsr) or thin wall (βna)
Reduction of thresholds for thin walls seems consistent with experimental
results [80,22].
The wall speed is in most cases governed by the spin-transfer rate (determined
by angular momentum conservation), and is equal to vw ∼ vs = a32eSPj. This
speed is estimated to be vs = 100 m/s for j = 10
12 A/m2, which is high
enough (corresponding to switching at 10 GHz if the device is 10 nm size),
but present experiments on metals are far below this limit. Faster walls beyond
this spin-transfer limit could be realized if βw/α is large (Eq. (286)).
Although many studies, both theoretical and experimental, have been done
so far, current-induced magnetization reversal has still exciting problems to
be attacked. The final aim is to achieve fast switching at low current density.
Roughly speaking, domain wall speeds need to be enhanced by a factor of
10 (so that vw & 10 m/s) and the threshold current density needs to be
reduced by factor of 1
10
(i.e., below 1011 A/m2). To do this, material choice
and structural design will be important. For instance, spin-orbit interaction
is expected to lower the threshold current greatly by inducing effective force
(βsr), and this possibility should now be investigated quantitatively taking
account of material details. For this, a microscopic formalism as described in
the present paper needs to be combined with first-principle calculations. In
addition, the effects of deformation and fluctuation (spin waves), the case of
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vortex walls, and details of the extrinsic pinning potential need to be studied.
Systematic studies for realizing efficient domain wall motion are now under
way.
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A Spin Lagrangian
In this section, we derive the Lagrangian of a classical spin by employing the
path integral for quantum spin.
A.1 Spin coherent state
Consider a spin 1/2, which takes two states | ↑ 〉 and | ↓ 〉 pointing, respectively,
parallel and antiparallel to the z-axis. The z-axis here is not a special one, but
could be chosen arbitrary. So one should be able to construct a spin eigen
state |n 〉 pointing in an arbitrary direction,
n = ( sin θ cosφ, sin θ sin φ, cos θ ). (A.1)
This state is by definition an eigen state, with eigenvalue +1, of the spin
operator projected in the direction of n, and satisfies
(n·σ)|n 〉 = |n 〉. (A.2)
Here
n·σ =

 cos θ e−iφ sin θ
eiφ sin θ − cos θ

 (A.3)
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is the Pauli spin matrix projected to n. The solution of the eigenvalue equation
(A.2) is given by
|n 〉 ≡ | θ, φ 〉 ≡ e−iφ/2 cos θ
2
| ↑ 〉+ eiφ/2 sin θ
2
| ↓ 〉 (A.4)
up to an overall phase factor. 1 The relative magnitude of the two coefficients
is related to θ, and the relative phase to φ. The state (A.4) is called spin
coherent state [92,200]
Note that it does not satisfy the (three-component) vector identity,
σˆ |n 〉 6= n |n 〉, (A.6)
but only the (single-component) scalar identity, eq.(A.2). The expectation
value, however, satisfies the vector identity,
〈n | σˆ |n 〉 = n. (A.7)
The following completeness relation (actually, they form an over-complete set)
is easy to verify,
∫
dn
2π
|n 〉〈n |≡ 1
2π
∫ π
0
sin θdθ
∫ 2π
0
dφ | θ, φ 〉〈 θ, φ |
= | ↑ 〉〈 ↑ |+ | ↓ 〉〈 ↓ |
=1. (A.8)
The coherent state (A.4) for S = 1/2 is obtained from the state | ↑ 〉 by two
successive rotations as
| θ, φ 〉 = e−iφ2 σze−i θ2σy | ↑ 〉, (A.9)
1 This state is mutivalued as a function of n (though single-valued as a function
of θ and φ), so the notation |n 〉 may not be appropriate. However, the quantity,
|n 〉〈n |, which will be used below, is single-valued. The same applies to the state,
|n 〉′ ≡ | θ, φ 〉′ ≡ cos θ
2
| ↑ 〉+ eiφ sin θ
2
| ↓ 〉, (A.5)
which differs from (A.4) by an overall phase factor and is used more often. This is
due to the spinor nature of the state, and does not mean any mathematical difficulty.
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namely, first by θ around the y-axis, and second by φ around the z-axis. For
general S, the spin coherent state is given by
| θ, φ 〉S = e−iφSˆze−iθSˆy |S 〉. (A.10)
Here, Sˆ is a spin-S operator, and the state |m 〉 is defined by Sˆz |m 〉 = m |m 〉.
One can varify that 〈n | Sˆ |n 〉 = Sn.
A.2 Path integral for spin
In the formulation of quantum mechanics in terms of path integral, a central
role is played by the Lagrangian of the system.
According to Feynman [103], the probability amplitude that a particle located
at x0 at time t = 0 will be found at later time t = T at position xf is given
by the sum of amplitudes over all possible paths x(t) satisfying x(t = 0) = x0
and x(t = T ) = xf as
〈xf | e−iHT/~|x0〉 =
∫
Dx(t) eiS[x(t)]/~. (A.11)
Here H is the Hamiltonian of the particle, and the S[x(t)] is the action (time
integral of Lagrangian). The same expression holds for spin. The probability
amplitude that a spin in a state n0 at time t = 0 will be found in a state nf
at some later time t = T is given by the sum of amplitudes over all possible
paths n(t) satisfying n(t = 0) = n0 and n(t = T ) = nf as
〈nf | e−iHT/~|n0〉 =
∫
Dn(t) eiS[n(t)]/~. (A.12)
Here H is the Hamiltonian for the spin, and S[n(t)] is the action of spin. Let
us utilize this fact to calculate the Lagrangian for spin [92,200].
Consider the quantity on the left-hand side of eq. (A.12). By dividing the time
interval T into many (N ≫ 1) tiny intervals ε = T/N , we first write it as
〈nf | e−iHT |n0 〉= 〈nf | e−iHεe−iHε · · · e−iHε |n0 〉. (A.13)
(For simplicity, we drop ~ for the time being.) Next, we insert the completeness
relation (A.8) between each neighboring factors e−iHε as
〈nf | e−iHεe−iHε · · · e−iHε |n0 〉=
∫ dnN−1
2π
· · ·
∫ dn2
2π
∫ dn1
2π
〈nf | e−iHε |nN−1 〉 · · ·
×〈n2 | e−iHε |n1 〉〈n1 | e−iHε |n0 〉 (A.14)
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We have used the variable nk for the k-th position counted from the right. We
regard tk = k ε as a discretized time, and |nk〉 as a snapshot |n(tk)〉 of a path
|n(t)〉 defined on a continuous time t. The k-th element is written, neglecting
terms of O(ε2) and writing tk ≡ t, as
〈n(t) | e−iHε |n(t− ε) 〉= 〈n(t) |(1− iHε)
{
|n(t) 〉 − ε d
dt
|n(t) 〉
}
+O(ε2)
= 1− ε
{
〈n(t) | d
dt
|n(t) 〉+ i〈n(t) |H|n(t) 〉
}
+O(ε2)
≡ 1 + iεL[n(t)] +O(ε2)
= exp {iεL[n(t)]}+O(ε2). (A.15)
Here we have put
L[n(t)] = i~〈n(t) | d
dt
|n(t) 〉 − 〈n(t) |H|n(t) 〉. (A.16)
(We have recovered ~.) Therefore, we have
〈nf | e−iHT/~ |n0 〉 =
∫
dnN−1
2π
· · ·
∫
dn2
2π
∫
dn1
2π
exp
{
i
ε
~
N∑
k=1
L[n(kε)]
}
+O(ε2).
(A.17)
Taking the limit, N → ∞, ε → 0 (with Nε = T = constant), the right-hand
side is written as ∫
Dn(t) exp
{
i
~
∫ T
0
dt′L[n(t′)]
}
, (A.18)
expressing the sum over all possible trajectories n(t).
The Lagrangian is thus given by L of eq.(A.16). The first term on the right-
hand side is known as the Berry phase [201,202]. In terms of θ and φ, we have
2
L[n]≡ ~
2
φ˙ cos θ −H(n). (A.19)
Here H(n) ≡ 〈n |H(σˆ)|n 〉 is the Hamiltonian. Thanks to eq.(10), spin oper-
ators in the (quantum) Hamiltonian can be replaced by the c-number coun-
terparts. Lagrangian (A.19) is for S = 1/2. For general spin S, the first term
of the Lagrangian becomes ~Sφ˙ cos θ, as verified with eq.(A.10).
2 If we use the spin coherent state |n〉′ of (A.5), the first term becomes ~2 φ˙ (cos θ−1).
The difference ~2 φ˙ is the total time derivative, and does not affect the classical
equation of motion.
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A.3 Lagrangian for classical spin
In this subsection, we consider a classical spin of magnitude S. The Lagrangian
is given by
LS = ~Sφ˙ cos θ −H(n). (A.20)
The first term on the right-hand side is the kinetic term, 3 which is essential
to lead to the equation of motion for angular momentum. It has the same form
as the spin Berry phase in quantum mechanics, but the concept of phase does
not appear in classical mechanics considered here. (The appearance of ~ is due
to the fact that we have written the angular momentum as ~S with S being
a dimensionless number.) Comparison with the Lagrangian L = pq˙ − H for
ordinary particles implies that ~S cos θ ≡ ~Sz and φ are canonically conjugate
each other. More precisely, it specifies (in quantum language) the commutation
relation of spin. Let us see this within classical mechanics.
Let us define the canonical momentum conjugate to φ by
Pφ ≡ ∂LS
∂φ˙
= ~Sz, (A.21)
and the Poisson bracket [94] by
{A,B}PB= ∂A
∂φ
∂B
∂Pφ
− ∂B
∂φ
∂A
∂Pφ
=
1
~
(
∂A
∂φ
∂B
∂Sz
− ∂B
∂φ
∂A
∂Sz
)
. (A.22)
It satisfies {φ, ~Sz}PB = 1. Other components of spin, defined by S± ≡ Sx ±
iSy =
√
S2 − S2z e±iφ, satisfies {~Sz, ~S±}PB = ∓i~S±, and thus
{~Si, ~Sj}PB =
∑
k
ǫijk~Sk. (A.23)
Namely, the SU(2) algebra of spin has been obtained within classical mechan-
ics. It is notable that this information is contained in the kinetic term of the
Lagrangian.
§A1-4. Equation of Motion for Classical Spin
3 This has been known as the “kinetic potential” [97].
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The equation of motion is obtained by taking the variation of the action,
S =
∫
L(n, n˙) dt. (A.24)
Under an infinitesimal variation, n(t)→ n(t) + δn(t), we have
δS =
∫ (
∂L
∂n
− d
dt
∂L
∂n˙
)
· δn dt = 0. (A.25)
Since |n| = 1, all three components of δn are not independent, and we cannot
equate their coefficients to zero. Since δn is orthogonal to n (in the first
order in δn), we put δn = n × δw, and regard all the components of δw as
independent. Then, from
δS =
∫ [(
∂L
∂n
− d
dt
∂L
∂n˙
)
× n
]
· δw dt = 0, (A.26)
we obtain the equation of motion as
n×
(
d
dt
∂L
∂n˙
− ∂L
∂n
)
= 0. (A.27)
Using
δS
δn
= eθ
δS
δθ
+ eφ
1
sin θ
δS
δφ
(A.28)
the differentiation of the kinetic term L0 ≡ ~Sφ˙ cos θ is calculated as
d
dt
∂L0
∂n˙
− ∂L0
∂n
= ~S
(
eφθ˙ − eθφ˙ sin θ
)
= ~S(n˙× n). (A.29)
The equation of motion (A.27) then becomes
n×
(
~Sn˙× n+ δH
δn
)
= 0. (A.30)
Using n·n˙ = 0, we obtain the well-known expression
n˙= γHeff × n. (A.31)
Here we have defined the effective field by
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Heff ≡+ 1
γ~
δH
δS
=
1
γ~S
δH
δn
. (A.32)
with γ being the gyromagnetic ratio.
The equation of motion, (A.31), describes precessional motion around the ef-
fective field, Heff , as shown in Fig.13 (left), but the effect of damping (energy
dissipation) is not included. To treat the damping in the Lagrangian formal-
ism, we introduce the dissipation function [94],
W =
α
2
~
S
S˙2 =
α
2
~S n˙2, (A.33)
where α is a dimensionless damping constant, and generalize eq.(A.27) to
n×
(
d
dt
∂L
∂n˙
− ∂L
∂n
+
∂W
∂n˙
)
= 0. (A.34)
The equation of motion then becomes
n˙= γHeff × n− αn× n˙. (A.35)
The second term on the right-hand side represents the dapming torque, called
Gilbert damping.
A.4 Landau-Lifshitz-Gilbert equation
So far, we have essentially considered a single spin. In this subsection, we
consider the dynamics of magnetization of ferromagnets consisting of many
spins.
For simplicity, we consider a localized model for ferromagnetism, and assume
that the magnetization is carried by localized spins, Si, located at each site
i. Writing as Si = Sni(t) where S is the magnitude of Si and ni is a unit
vector representing its direction, we assume that S is constant, and only ni(t)
can vary. Moreover, we assume that its space/time variation is sufficiently
smooth, and adopt a continuum approximation, ni(t)→ n(r, t), and write as
θ = θ(r, t), φ = φ(r, t). (Namely, it is a function of continuum space r and
time t.) Then the magnetization (magnetic moment per unit volume) is given
by
M(r, t) = −γ~ ∑
unit volume
Si(t) = −γ~S
a3
n(r, t). (A.36)
(For simplicity, we consider a simple cubic lattice, and put the volume per
localized spin to be a3.)
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As a microscopic model, we have the following Hamiltonian in mind,
HS = −J˜
∑
<i,j>
Si ·Sj + 1
2
∑
i
(
K⊥S 2i,y −KS 2i,z
)
. (A.37)
Here, J˜ is the exchange coupling constant leading to the ferromagnetic state,
K (≥ 0) and K⊥ (≥ 0) are easy-axis and hard-axis anisotropy constants, re-
spectively. (In soft magnets such as permalloy, shape magnetic anisotropy due
to long-range dipole-dipole interaction is important. Here, we assume that
such effects can also be modeled by this Hamiltonian. It is of course straight-
forward to take such long-range interaction into the LLG equation, which can
be treated numerically, but its analytical treatment is almost impossible.)
In the continuum approximation, the Hamiltonian is expressed as
HS =
S2
2
∫
d3x
a3
[
J(∇n)2 +K⊥n2y −Kn2z
]
. (A.38)
Here J = J˜a2 with a being a lattice constant . Similarly, the Lagrangian LS
and the dissipation function WS becomes
LS = ~S
∫ d3x
a3
φ˙ cos θ −HS (A.39)
WS =
α
2
~S
∫
d3x
a3
n˙2. (A.40)
From these, the equation of motion is obtained as
n˙ = γHeff × n− αn× n˙ (A.41)
(Usually, this equation is written in terms of magnetization vector,M , rather
than the spin direction, n.) Here,
γHeff ≡ a
3
~S
δHS
δn
=
S
~
[
−J∇2n−Knz zˆ +K⊥nyyˆ
]
+ γHext (A.42)
is the effective field coming from HS,
4 and we have added an external field,
Hext. The equation (A.41) is formally the same as eq.(A.35), but here n =
n(r, t) is a field variable.
A phenomenological equation describing the space/time variation of magneti-
zation vector of ferromagnets was first introduced by Landau and Lifshitz in
4 Here, the derivative means (spatial) functional derivative, and an additional factor
a3 appears compared to eq.(A.32). Mathematically, it comes from the factor 1/a3
in eqs.(A.39) and (A.40).
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1935. They used an equation of the form,
n˙ = γ′Heff × n+ αLL (γ′Heff × n)× n, (A.43)
to study the structure and dynamics of a domain wall, etc. The second tern on
the right-hand side represents damping torque, called Landau-Lifshitz damp-
ing. The Landau-Lifshitz (LL) equation (A.43) and the Landau-Lifshitz-Gilbert
(LLG) equation (A.41) are equivalent, and their coefficients are related by
αLL = α and γ
′ = γ/(1 + α2).
§A1-6. Effects of Conduction Electrons
To study magnetization dynamics driven by electric/spin current, let us in-
troduce conduction electrons. We treat conduction electrons (s electrons) and
magetization (d spin) as distinct degrees of freedom (the s-d model), which
are coupled by the s-d exchange interaction,
Hsd = −M
∫
d3xn(r, t)·(c†σc). (A.44)
Here c† and c are electron creation/annihilation operators (spinors), and (c†σc)
represents spin density. (We have put M = JsdS with Jsd being the s-d ex-
change coupling constant.) Through Hsd, the electrons exerts an effective field
γH ′eff =
a3
~S
〈
δHsd
δn
〉
= − a
3
~S
M〈c†σc 〉 (A.45)
on magnetization, and thus the torque (times a3/~S)
t′el ≡ γH ′eff × n =
a3
~S
Mn× 〈c†σc 〉. (A.46)
Here 〈· · · 〉 represents quantum-mechanical and statistical average. The LLG
equation is then becomes
n˙ = γHeff × n− αn× n˙+ t′el. (A.47)
B Brief introduction to non-equilibrium Green function
We consider the electron system evoluving under the Hamiltonian
H(t) = H +He(t), (B.1)
where He(t) represents the interaction Hamitonian driven by an external field
which is switchied on at a certain time, t0, much earlier than the time we are
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Fig. B.1. The contour Ct0t in the case of t1 < t
′
1. Times t1 and t
′
1 are defined on the
contour Ct0t. The contour runs on the complex-time plane from t0 on the slightly
upper branch (Cu) to t on the real axis, and back again from t to t0 on the slightly
downward branch (Cd).
interested. This interaction is treated perturbatively. The Hamitonian H can
contain interaction term which are also treated perturbatively. It is written
therefore as H ≡ H0+H i, where H0 is perturbed part and interaction term to
be treated perturbatively is H i. (The differece between He(t) and H i is that
while H i is there at t < t0, H
e(t) vanishs.) For t < t0, the system is in the
thermal equilibrium state determined by H and the expectation value of an
arbitrary operator O is calculated by the density matrix
ρ(H) =
e−β(H−µN)
Tr(e−β(H−µN))
(B.2)
as 〈O〉H = Tr(ρ(H)O). Here µ and N are respectively the chemical potential
and the total number operator of the system.
We introduce the following Green’s function [100,203,204] 5 defined on closed-
time pass contour Ct0t as depicted in Fig. B.1.
G(x, x′) = −i〈TCt0t [aH(x)a†H(x′)]〉H , (B.3)
where a†H = (a
†
H,+, a
†
H,−) is the two-component electron operator in the Heisen-
berg picture and TCt0t is the contour-ordering operator. We here put x = (x, t1)
and x′ = (x′, t′1) for simplicity. Since there is four different combinations for the
times t1 and t
′
1 located on either of the two branches of Cu and Cd, the contour-
ordered Green’s function G(x, x′) contains four different functions (Fig. B.2):
G(x, x′) =


Gc(x, x
′), t1, t′1 ∈ Cu
G>(x, x′), t1 ∈ Cd, t′1 ∈ Cu
G<(x, x′), t1 ∈ Cu, t′1 ∈ Cd
Gc¯(x, x
′), t1, t′1 ∈ Cd
(B.4)
Here Gc is the causal, or time-ordered Green’s function and Gc¯ is the antitime-
5 In this subsection, we put ~ = 1.
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Fig. B.2. Four different Green’s functions
ordered Green’s function, which are given by
Gc(x, x
′) =−i〈T [aH(x)a†H(x′)]〉H
=−iθ(t1 − t′1)〈aH(x)a†H(x′)〉H + iθ(t′1 − t1)〈a†H(x)aH(x′)〉H ,(B.5)
Gc¯(x, x
′) =−i〈T¯ [aH(x)a†H(x′)]〉H
=−iθ(t′1 − t1)〈aH(x)a†H(x′)〉H + iθ(t1 − t′1)〈a†H(x)aH(x′)〉H ,
(B.6)
where T (T¯ ) is the usual (anti)time-ordering operator and θ(t) is the step
function. The second G> and the third G< in Eq. (B.4) are respectively the
greater and the lesser Green’s functions, which are given by
G>(x, x′) ≡ −i〈aH(x)a†H(x′)〉H , (B.7)
G<(x, x′) ≡ i〈a†H(x′)aH(x)〉H . (B.8)
These four functions are not independent of each other and related as
Gc(x, x
′) +Gc¯(x, x′) = G<(x, x′) +G>(x, x′). (B.9)
Furthermore, the retareded and the advanced Green’s functions are written
by using G> and G< as
GR(x, x′)=−iθ(t1 − t′1)〈{aH(x), a†H(x′)}〉H
= θ(t1 − t′1)[G>(x, x′)−G<(x, x′)], (B.10)
GA(x, x′)= iθ(t′1 − t1)〈{aH(x), a†H(x′)}〉H
= θ(t′1 − t1)[G<(x, x′)−G>(x, x′)], (B.11)
We define the Fourier transform of the contour-ordered Green’s function as
Gσ,σ′(x, t1, x
′, t′1) =
∑
k,k′
∫ ∞
−∞
dω
2π
∫ ∞
−∞
dω′
2π
eik·x−ik
′·x′−iωt1+iω′t′1Gkσ,k′σ′(ω, ω′).(B.12)
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Note that we here explicitly write down the spin indices σ, σ′. In the free
Hamiltonian H = H0 = ∑k,σ εkσa†kσakσ and the zero temperature, G> and
G< are given by
G>kσ,k′σ′(ω, ω
′) = 2πδ(ω − ω′)δk,k′δσ,σ′g>kσ(ω), (B.13)
g>kσ(ω) = −2πi(1− f(ω))δ(ω − ξkσ), (B.14)
G<kσ,k′σ′(ω, ω
′) = 2πδ(ω − ω′)δk,k′δσ,σ′g<kσ(ω), (B.15)
g<kσ(ω) = 2πif(ω)δ(ω − ξkσ), (B.16)
where g>kσ(ω) and g
<
kσ(ω) are respectively the free greater and lesser Green’s
functions in the momentum space, f(ω) = (1+eβω)−1 is the Fermi distribution
function and ξkσ = εk − εFσ with εFσ = εF + σM . Using these and taking ac-
count of (B.10) and (B.11), we obtain the free retarded and advanced Green’s
functions in the momentum space as
grkσ(ω) =
1
ω − ξkσ + i0 , (B.17)
gakσ(ω) = (g
r
σ(k, ω))
∗, (B.18)
where 0 is the positive infinitesimal coming from the step function θ in Eqs.
(B.10) and (B.11).
B.1 Perturbation expansion for closed-time ordered Green’s function
In this subsection, we derive the general formula of the perturbation expansion
for the contour-ordered Green’s function.
We first rewrite aH,k(t) in the Heisenberg picture as
aH,k(t) = U
†
H0
(t, t0)ak(t)UH0(t, t0), (B.19)
where ak(t) is the electron operator in the interaction picture and UH0(t, t0)
is the unitary operator defined by
UH0(t, t0) = Te
−i
∫ t
t0
dt′{Hi
H0
(t′)+He
H0
(t′)}
, (B.20)
with
H iH0(t) = e
iH0(t−t0)H i(t)e−iH0(t−t0)
HeH0(t) = e
iH0(t−t0)He(t)e−iH0(t−t0) (B.21)
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Fig. B.3. The imaginary time contour Cit0 .
in the interaction picture with respect to the free Hamiltonian H0. Note that
we have chosen t0 as reference time so that two pictures coincide. Using the
contour-ordering operator TCt0t , Equation (B.19) is rewritten as [203]
aH,k(t) = TCt0t
(
e
−i
∫
Ct0t
dt′{Hi
H0
(t′)+He
H0
(t′)}
ak(t)
)
. (B.22)
We thus obtain the contour-ordered Green’ function
Gk,k′(t1, t
′
1) =−i〈TCt0t [aH,k(t1)aH,k′(t′1)]〉H
=−i
〈
TCt0t
[
e
−i
∫
Ct0t
dt′{Hi
H0
(t′)+He
H0
(t′)}
ak(t1)a
†
k′(t
′
1)
]〉
H
. (B.23)
The next step is to rewrite the density matrix ρ(H) as
ρ(H)= e−β(H0+H
i−µN)/Tr(e−β(H0+H
i−µN))
= e−β(H0−µN)UH0(t0, t0 − iβ)/Tr(e−β(H0−µN)UH0(t0, t0 − iβ)), (B.24)
where
UH0(t0, t0 − iβ) = TCit0e
−i
∫ t0−iβ
t0
dt′Hi
H0
(t′)
(B.25)
is defined on the imaginary time contour Cit0 as depicted in Fig. B.3. Combining
with the following relation
TCt0t
(
e
−i
∫
Ct0t
dt′Hi
H0
(t′)
e
−i
∫
Ct0t
dt′He
H0
(t′)
)
= 1, (B.26)
we thus obtain Gk,k′(t1, t
′
1) in the form
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Fig. B.4. The contour C it0t in the case of t1 < t
′
1.
Fig. B.5. The contour Ct.
Gk,k′(t1, t
′
1) =
−iTr
(
e−β(H0−µN)TCit0t
[
e
−i
∫
Ci
t0t
dt′Hi
H0
(t′)
e
−i
∫
Ct0t
dt′He
H0
(t′)
ak(t1)a
†
k′(t
′
1)
])
Tr
(
e−β(H0−µN)TCit0t
(
e
− i
~
∫
Ci
t0t
dt′Hi
H0
(t′)
e
− i
~
∫
Ct0t
dt′He
H0
(t′)
))
=−i
〈
TCit0t
[
e
−i
∫
Ci
t0t
dt′Hi
H0
(t′)
e
−i
∫
Ct0t
dt′He
H0
(t′)
ak(t1)a
†
k′(t
′
1)
]〉
H0
(B.27)
where the contour C it0t is depicted in Fig. B.4. In this paper, we do not consider
initial correlations and therefore put t0 = −∞ to ignore the contribution from
the imaginary part of contour C it0t, namely, C
i
t0t → Ct0t [204]. In this prescrip-
tion, we can expand the exponents of Eq. (B.27) with respect to H iH0(t)and
HeH0(t) on equal footing and can use the Langreth method, which is provided
in the next subsection. Finally we rewrite Eq. (B.27) as
Gk,k′(t1, t
′
1) =−i
〈
TCt
[
e
−i
∫
Ct
dt′Hi
H0
(t′)
e
−i
∫
Ct
dt′He
H0
(t′)
ak(t1)a
†
k(t
′
1)
]〉
H0
,(B.28)
where the contour Ct is depicted in Fig. B.5.
If we furthermore put t =∞ in the contour Ct, this is often called the Keldysh
contour CK as depicted in Fig. B.6 and the corresponding Green’s function is
called the Keldysh Green’s function [100,205]. The Keldysh Green’s function
consists of Gr, Ga and GK = G< + G<, which is fundamentally equivalent to
the contour-ordered Green’s function. In this paper, since our main evaluation
is to calculate the lesser Green’s function G<, we do not use the Keldysh
representation.
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Fig. B.6. The Keldysh contour CK.
Fig. B.7. The contour Ct changed into Ct1 +Ct′1 . The both contour are equivalent.
B.2 Langreth method
In this subsection, we briefly review the Langreth method [203,204,206], which
is useful to evaluate perterbation expansion of the contour-ordered Green’s
function in Eq. (B.28).
In a concrete calculation for perturbative expansion of the contour-ordered
Green’s function in Eq. (B.28), we need to take the lesser component of the
following integration
C(t1, t
′
1) =
∫
Ct
dτ A(t1, τ)B(τ, t
′
1), (B.29)
where C,A, and B is the contour-ordered Green’s functions, which are defined
on the contour Ct in Fig. B.5. Taking the lesser component of C(t1, t
′
1) and
changing the contour Ct into Ct1 + Ct′1 as depicted in Fig. B.7, the lesser
component C< is given in the form
C<(t1, t
′
1) =
∫
Ct1
dτ A(t1, τ)B
<(τ, t′1) +
∫
Ct′
1
dτ A<(t1, τ)B(τ, t
′
1). (B.30)
Futhermore the first term in the right hand side of the above expression is
written as
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∫
Ct1
dτ A(t1, τ)B
<(τ, t′1)=
∫ t1
−∞
dτ A>(t1, τ)B
<(τ, t′1) +
∫ −∞
t1
dτ A<(t1, τ)B
<(τ, t′1)
=
∫ ∞
−∞
dτ θ(t1 − τ) {A>(t1, τ)B<(τ, t′1)−A<(t1, τ)B<(τ, t′1)}
=
∫ ∞
−∞
dτ Ar(t1, τ)B
<(τ, t′1). (B.31)
In a similar manner for the second term in Eq. (B.30), we thus obtain
C<(t1, t
′
1) =
∫ ∞
−∞
dτ (Ar(t1, τ)B
<(τ, t′1) + A
<(t1, τ)B
a(τ, t′1)). (B.32)
For the retarded and the advanced Green’s functions, we obtain
Cr(t1, t
′
1) =
∫ ∞
−∞
dτ Ar(t1, τ)B
r(τ, t′1)
Ca(t1, t
′
1) =
∫ ∞
−∞
dτ Aa(t1, τ)B
a(τ, t′1). (B.33)
These formula are abbreviated as
[AB]< = ArB< + A<Ba, [AB]r = ArBr [AB]a = AaBa. (B.34)
By using these, equations (B.32) and (B.33), and the Fourier components
Cη(ω, ω′) are written as
Cη(t1, t
′
1) =
∫ ∞
−∞
dτ [A(t1, τ)B(τ, t
′
1)]
η, (B.35)
Cη(ω, ω) =
∫ ∞
−∞
dω′′
2π
[A(ω, ω′′)B(ω′′, ω′)]η, (B.36)
where η is denoted by η =<, r, a. The result (B.34) can be extended for a
product of three or more functions as
[ABC]<= [AB]rC< + [AB]<Ca
=ArBrC< + ArB<Ca + A<BaCa, (B.37)
[ABC]r=ArBrCr
[ABC]a=AaBaCa. (B.38)
B.3 Impurity averaged Green’s function
In this subsection, using the paturbation expansion of Eq. (B.28) and the
Langreth method, we calculate the contour-ordered Green’s function averag-
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ing over the rondomly distributed impurities without spin-flip scattering. The
Hamiltonian is given by
H0 =
∑
k,σ
εkσa
†
kσakσ, (B.39)
H i = Himp =
∑
kσ
Vqa
†
k+qσakσ, Vq = ui
ni∑
i=1
e−iq·Ri , (B.40)
He(t) = 0, (B.41)
where we here consider the short ranged potential V (r) = uiδ(r −Ri) with
Ri being position of impurity. Since we can regard the averaged Vq in terms
of position of impurity as zero, the first order Green’s function g
(1)
kσ,k′σ′(t1, t
′
1)
with respect to H i is zero. The next is the second order Green’s function
g
(2)
kσ,k′σ′(t1, t
′
1), which is given by
g
(2)
kσ,k′σ′(t1, t
′
1)= δσ,σ′
∑
p
Vk−pVp−k′
∫
Ct
dt2
∫
Ct
dt′2g
(0)
kσ (t1 − t2)g(0)pσ (t2 − t′2)g(0)k′σ(t2 − t′1)
= δk,k′δσ,σ′
∫
Ct
dt2
∫
Ct
dt′2g
(0)
kσ (t1 − t2)Πσ(t2 − t′2)g(0)k′σ(t2 − t′1), (B.42)
where g
(0)
kσ is the free contour-ordered Green’s function and
Πσ(t) = niu
2
i
∑
k
g
(0)
kσ (t) (B.43)
is the self energy in the first Born approximation. We here have used the
relation Vk−pVp−q′ = niu2i δk,k′, where ni is the concentration of impurity. The
diagram representing g
(0)
kσ (ω) is shown in Fig. B.8(a).
Using the Langreth method (B.35), we can write
[g
(2)
kσ,k′σ′(t1, t
′
1)]
τ = δk,k′δσ,σ′
∫ ∞
−∞
dt2
∫ ∞
−∞
dt′2
[
g
(0)
kσ (t1 − t2)Πσ(t2 − t′2)g(0)k′σ(t2 − t′1)
]τ
,
(B.44)
and this Fourier component is
[g
(2)
kσ,k′σ′(ω, ω
′)]τ =2πδ(ω − ω′)δk,k′δσ,σ′g(2),τkσ (ω), (B.45)
g
(2),τ
kσ (ω)= [g
(0)
kσ (ω)Πσ(ω)g
(0)
kσ (ω)]
τ . (B.46)
The diagram representing g
(2)
kσ (ω) is shown in Fig. B.8(b). In a simmilar man-
ner, we can calculate the higher order Green’s functions and sum the diagrams
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Fig. B.8. Diagrams of the Green’s functions. (a)The free Green’s function. (b)The
second order Green’s function. A dot line represents the impurity potential and
two dot lines with one vertex represents averaging over impurity positions. (c)The
Green’s function averaging over the rondomly distributed impurities.
as dipicted in Fig. B.8(c), gkσ(ω) satisfies the Dyson equation
gkσ(ω) = g
(0)
kσ (ω) + g
(0)
kσ (ω)Πσ(ω)gkσ(ω). (B.47)
Using the Langreth method, we obtain
gr(ω)=
1
(g
(0)r
kσ (ω))
−1 − Πrσ(ω)
=
1
ω − εk + εFσ + iγσ , g
a(ω) = (gr(ω))∗,
(B.48)
where 2γσ = 1/τσ is the damping rate, which is coming from
Πrσ(ω) ≃ −iπniu2νσ = −iγσ (B.49)
with νσ being the density of state at εFσ.
Similarly, taking account of (B.48), the lesser component of gkσ(ω) is given by
g<kσ(ω)= g
(0)<
kσ + [g
(0)
kσΠσgkσ]
<
= g
(0)<
kσ + g
(0)r
kσ Π
r
σg
<
kσ + g
(0)r
kσ Π
<
σ g
a
kσ + g
(0)<
kσ Π
a
σg
a
kσ
= f(ω)(gakσ(ω)− grkσ(ω)). (B.50)
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C Details of linear response calculation
C.1 Summation over Matsubara frequency
The summation over Matsubara frequency, ωn, in the expression of classical
contribution to the conductivity, Eq. (391), is carried out in a standard manner
by use of contour integration as follows. The quantity we consider is
Qc(iωℓ) = −B 1
V
∑
kqσ
|Ayz(q)|2Ikqσ(iωℓ), (C.1)
where B = ((e~)2/2m2) and
Ikqσ(iωℓ) ≡ 1
β
∑
n
Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ. (C.2)
This function is written by use of contour integration with respect to z ≡ iωn
as
Ikqσ(iωℓ) = − 1
2πi
∮
C0
dzf(z)Gk− q
2
,σ(z)Gk− q
2
,σ(z+iωℓ)Gk+ q
2
,−σ(z)Gk+ q
2
,−σ(z+iωℓ),
(C.3)
where f(z) ≡ 1/(1 + eβz) and Green’s function Gkσn is here denoted by
Gkσ(iωn), and the contour C0 goes around the imaginary axis in complex
z-plane (Fig. C.1). Noting that Gkσ(z) = [z+ (1/2τ)sgn(Im[z])− ǫkσ]−1 has a
cut along Im[z] = 0, the contour can be changed to four paths C1 parallel to
the real axis, namely z ≡ ±(ω′ + i0) and z ≡ −iωℓ ± (ω′ + i0), where ω′ runs
from −∞ to ∞ (Fig. C.1). We then obtain
Ikqσ(iωℓ) =−1
π
∫ ∞
−∞
dω′

f(ω′) 1
(ω′ + iωℓ + i~2τ − ǫk− q2 ,σ)
1
(ω′ + iωℓ + i~2τ − ǫk+ q2 ,−σ)
×Im

 1
(ω′ + i~
2τ
− ǫk− q
2
,σ)
1
(ω′ + i~
2τ
− ǫk+ q
2
,−σ)


+f(ω′ − iωℓ) 1
(ω′ − iωℓ − i~2τ − ǫk− q2 ,σ)
1
(ω′ − iωℓ − i~2τ − ǫk+ q2 ,−σ)
×Im

 1
(ω′ + i~
2τ
− ǫk− q
2
,σ)
1
(ω′ + i~
2τ
− ǫk+ q
2
,−σ)



 . (C.4)
The classical conductivity is expressed by taking the imaginary part of the
correlation function analytically continued to ω + i0 ≡ iωℓ as
σc = lim
ω→0 Im
Qc(ω + i0)−Qc(i0)
ω
. (C.5)
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−iωℓ
C1
iπβ
3iπβ
−iπβ
−3iπβ
C0
Fig. C.1. The contour C0 (denoted by two dotted lines) of integration in complex
z-plane which appears in rewriting the summation over the Matsubara frequencies
(Eq. (C.3)), which surrounds the imaginary axis. Because of the function f(z) in
the integrand, there are poles on the imaginary axis at z = (2n − 1)πi/β where
n = 0,±1,±2 · · · . C1 denoted by four solid lines is a deformed contour parallel to
the real axis. The imaginary part of two lines are z = ±i0 and the other two are
z = −iωℓ ± i0, where ωℓ (denoted by a thick cross with circle) is a pole and i0
represents small imaginary part.
The imaginary part of Ikqσ(iωℓ = ω + i0) is obtained from (C.4) as
ImIkqσ(ω + i0)=−1
π
∫ ∞
−∞
dω′Im

 1
(ω′ + i~
2τ
− ǫk− q
2
,σ)
1
(ω′ + i~
2τ
− ǫk+ q
2
,−σ)


×

f(ω′)Im

 1
(ω′ + ω + i~
2τ
− ǫk− q
2
,σ)
1
(ω′ + ω + i~
2τ
− ǫk+ q
2
,−σ)
− f(ω′ − ω) 1
(ω′ − ω + i~
2τ
− ǫk− q
2
,σ)
1
(ω′ − ω + i~
2τ
− ǫk+ q
2
,−σ)




=−1
π
∫ ∞
−∞
dω′ [f(ω′)− f(ω′ + ω)]
×Im

 1
ω′ + ω + i~
2τ
− ǫk− q
2
,σ
1
ω′ + ω + i~
2τ
− ǫk+ q
2
,−σ


×Im

 1
ω′ + i~
2τ
− ǫk− q
2
,σ
1
ω′ + i~
2τ
− ǫk+ q
2
,−σ

 . (C.6)
By use of
f(ω′)− f(ω′ + ω) = −ωdf(ω
′)
dω′
+O(ω2) ∼ ωδ(ω′), (C.7)
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which holds at small ω and low temperature, we obtain
ImIkqσ(ω + i0) ∼ −ω
π

Im

 1
i~
2τ
− ǫk− q
2
,σ
1
i~
2τ
− ǫk+ q
2
,−σ




2
. (C.8)
The classical contribution to the conductivity, (C.5), is then obtained as
σc = −∆
2
~
3
8πτ 2
(
e~
m
)2
1
V
∑
kqσ
|Aq|2
(ǫk− q
2
,σ + ǫk+ q
2
,−σ)2[
(ǫk− q
2
,σ)2 +
(
~
2τ
)2]2 [
(ǫk+ q
2
,−σ)2 +
(
~
2τ
)2]2 .
(C.9)
C.2 Summation over wave vector k
The k-summation in (393) is carried out as follows. We neglect quantities of
O((q/kF )
2) and approximate ǫk±q/2,∓σ ≃ ǫk±[(kzq/2m)+σ∆]. This is because
the momentum transfer, q, is limited to a small value of q . λ−1 due to the
form factor of the wall, |Aq|2 ∝ [cosh(πqλ/2)]−2, and we are considering the
case of a thick wall, kFλ≫ 1. Then σw is written as
σc ≃ −∆
2
~
3
8πτ 2
(
e~
m
)2
1
V
∑
q
|Aq|2Jq, (C.10)
where
Jq ≡
∑
kσ
4(ǫk)
2[{
ǫk −
(
~2kzq
2m
+ σ∆
)}2
+
(
~
2τ
)2]2 [{
ǫk +
(
~2kzq
2m
+ σ∆
)}2
+
(
~
2τ
)2]2 .
(C.11)
This function is written as
Jq ≡ 2
∫ 1
−1
d cos θ
2
∫ ∞
−ǫF
dǫN(ǫ)
4ǫ2[{
ǫ−
(
~2kq cos θ
2m
+∆
)}2
+
(
~
2τ
)2]2 [{
ǫ+
(
~2kq cos θ
2m
+∆
)}2
+
(
~
2τ
)2]2
≡
∫ 1
−1
d cos θ
∫ ∞
−ǫF
dǫN(ǫ)Fθ(ǫ), (C.12)
where N(ǫ) ≡ (V m3/2/π2√2~3)√ǫ+ ǫF is the density of states, and k ≡√
2m(ǫ+ ǫF )/~, θ being the angle between k and the z-axis, and Fθ(ǫ) is
defined by the last line. In the first line we have included the factor of two
due to the summation over the spin. The integration over ǫ can be carried out
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by use of contour integration. In doing this we need to be a little bit careful
since the density of states in three-dimensions N(ǫ) ∝ √ǫ+ ǫF has a cut on
the real axis running from ǫ = −ǫF to ǫ = ∞. Choosing a closed path C2 in
the ǫ-plane as in Fig. C.2, the ǫ-integral in (C.12) is written as
∫ ∞
−ǫF
dǫN(ǫ)Fθ(ǫ) =
1
2
∮
C2
dǫN(ǫ)Fθ(ǫ). (C.13)
The contour C2 contains four poles at ǫ = ǫ
∗
σ,± ≡ σ
(
∆+ ~
2k(ǫ∗σ)q
2m
cos θ
)
± i ~
2τ
.
ǫ
∗
−+ ǫ
∗
++
ǫ
∗
−− ǫ
∗
+−
−ǫF
C2
Fig. C.2. The contour of integration C2 in complex ǫ-plane. There is a cut on the
real axis from ǫ = −ǫF to +∞, because of the behavior of the density of states,
N(ǫ) ∝ (ǫ+ ǫF )1/2 in three-dimensions.
In ferromagnets with strong polarization we are interested in, ∆ ∼ O(ǫF ), and
then neglecting O(q/kF ) contributions we may approximate ǫ
∗
σ,± ∼ σ
(
∆+ ~
2kFσq
2m
cos θ
)
±
i ~
2τ
, where ~kFσ ≡
√
2m(ǫF + σ∆) is the Fermi momentum of the polarised
electron. The density of states estimated at the pole in the lower half plane
(i.e., at ǫ∗σ,− ≃ e2πiǫ∗σ,+) has a opposite sign as the upper half plane, i.e.,
N(ǫ∗σ,−) ∼ eπiN(ǫ∗σ,+) = −Nσ (Nσ ≡ N(ǫ∗σ,+) = N(σ∆)). We therefore obtain
∫ ∞
−ǫF
dǫN(ǫ)Fθ(ǫ) ≃ 2π
(
τ
~
)3∑
σ
Nσ
1(
~2kFσq
2m
cos θ + σ∆
)2
+
(
~
2τ
)2 , (C.14)
where Nσ ≡ (VmkFσ/2π2~2). The integration over cos θ in eq. (C.12) is then
easily carried out to obtain
Jq =
2m2V τ 4
π~8
∑
σ
1
q
[
tan−1
2τ
~
(
~
2kFσq
2m
+∆
)
+ tan−1
2τ
~
(
~
2kFσq
2m
−∆
)]
.
(C.15)
The conductivity (C.10) is then obtained by use of the expression of Ayz(q)
(
∑
q |Ayz(q)|2 · · · = (π/L)
∫
dq[cosh2(πqλ/2)]−1 · · · ) as
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σc=−e
2∆2τ 2
8π~3L
∑
σ
∫ ∞
−∞
dq
q
1
cosh2 π
2
qλ
×
[
tan−1
2τ
~
(
~
2kFσq
2m
+∆
)
+ tan−1
2τ
~
(
~
2kFσq
2m
−∆
)]
. (C.16)
Changing the variable x ≡ πλq/2 we obtain (398).
To look into the asymptotic behaviors at large ∆ it is useful to rewrite the
result by use of tan−1 x = π/2− tan−1(1/x) for x > 0 and tan−1 x = −π/2−
tan−1(1/x) for x < 0as
σc = − e
2
4π~
∆˜2nw
∑
σ
[
π
∫ ∞
Λσ
dx
x
1
cosh2 x
+
∫ ∞
0
dx
x
1
cosh2 x
tan−1
2l˜σx
(2∆˜)2 − (l˜σx)2 + 1
]
,
(C.17)
where ∆˜ ≡ ∆τ/~, l˜σ ≡ (2lσ/πλ), and Λσ ≡ 2∆˜/l˜σ = (πm∆λ/kFσ~2). We
consider the case ∆˜≫ 1 and Λσ ≫ 1, which would be satisfied for d electrons
in 3d transition metals. Then the conductivity correction is approximated as
σc=− e
2
4π~
∆˜2nw
∑
σ
[
4π
∫ ∞
Λσ
dx
x
e−2x +
l˜σ
2∆˜2
] ∫ ∞
0
dx
cosh2 x
=− e
2
4π2~
∆τ 2
mλ
nw
∑
σ
kFσ
[
2πe−2Λσ +
~
∆τ
]
. (C.18)
In the case of a thick wall (λ ≫ k−1F ) with a finite τ , the first term in (C.18)
is exponentially small and thus neglected. The conductivity in this case is
σc ≃ − e
2
8π~
nw
∑
σ
l˜σ
∫ ∞
0
dx
cosh2 x
= − e
2
8π~
nw
∑
σ
l˜σ (∆τ/~, m∆λ/kFσ~
2 ≫ 1).
(C.19)
On the other hand if we take the limit of τ → ∞ first, the first term in
(C.18) becomes dominant and the result of the Mori formula is obtained[147].
The result of Cabrera and Falicov[137], obtained by calculating the reflection
coefficient in the absence of impurities, corresponds to this limit.
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