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Abstract
Any H -space X can be imbedded in the loop space of its suspension ΩΣX as a direct product
factor: X × Y  ΩΣX for some Y . In this paper, we first study a condition on which the image
of the cohomology suspension σ ∗(x) ∈ H ∗(ΩΣX;F) for any cohomology class x ∈ H ∗(X;F) is
identified with x ⊗ 1 ∈ H ∗(X;F) ⊗H ∗(Y ;F), where F is a field. We also give an explanation of
any class in H ∗(ΩΣX;F) as a class in H ∗(X;F)⊗H ∗(Y ;F). We next generalize this argument
to An-spaces. We show that any An-space X can be imbedded in the loop space of its projective
n−1-space Pn−1X as a direct product factor: X×Yn−1 ΩPn−1X for some Yn−1. Then we study
a condition on which the class σ ∗(xˆ) ∈ H ∗(ΩPn−1X;F) for any An−1-class x ∈ H ∗(X;F) with
εn−1(xˆ) = x is identified with x ⊗ 1 ∈ H ∗(X;F)⊗H ∗(Yn−1;F), where εn−1 :ΣX→ Pn−1X is
the inclusion.
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1. Introduction
Throughout the paper we assume that the spaces have the homotopy type of CW -
complexes with base points. We also assume that the cohomology has the coefficients in a
fixed field F.
Let X be an H -space, that is, a based space with a continuous multiplication with unit. It
was proved by James [2, Theorem 1.8] that there is a map r :ΩΣX→X with r ◦ρ  idX ,
where ρ :X→ΩΣX is the natural map, the adjoint map of the identity map on ΣX. Thus
if Y is the homotopy fiber of r then X × Y has the homotopy type of ΩΣX. This means
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that any H -space can be imbedded in a loop space as a direct product factor. Unfortunately,
the imbedding, which is homotopic to ρ, is not an H -map. Thus various properties of X as
an H -space cannot be gotten directly from the ones of ΩΣX by this splitting.
Let P2X be the projective plane of X. Stasheff [5, Proposition 3·5] showed that the
adjoint map ρ2 :X → ΩP2X of the inclusion ΣX → P2X is an H -map. Moreover,
he proved that if the multiplication of X is homotopy associative then there is a map
r2 :ΩP2X→X such that r2 ◦ ρ2  idX [5, Lemma 4·2], and so we have X× Y2 ΩP2X
for the homotopy fiber Y2 of r2. This means that any homotopy associative H -space can
be imbedded in a loop space by an H -map as a direct product factor.
Now if the multiplication of X satisfies higher homotopy associativity then we can use
higher projective spaces to extend the above construction. Let X be an An-space in the
sense of Stasheff [6] and PkX (2  k  n) the projective k-space of X. Then the adjoint
map ρk :X → ΩPkX of the inclusion ΣX → PkX is an Ak-map [7, Theorem 11.10].
Moreover, if k  n− 1 then there is a map rk :ΩPkX→X such that rk ◦ ρk  idX . So we
have X×Yk ΩPkX for the homotopy fiber Yk of rk , which means that any An-space can
be imbedded in a loop space by an Ak-map for any k  n− 1 as a direct product factor.
One of the advantages of considering the imbedding of X to ΩPkX for big k is that the
connectivity of Yk becomes higher as k becomes bigger, and then the loop space ΩPkX
more closely resembles to X. In fact, if X is an A∞-space, then Y∞ is contractible and so
we have X ΩP∞X as A∞-spaces.
Now the above argument suggests that when we study an An-space X, even if X is not a
loop space, we can use various methods which are useful only for the study of loop spaces
by considering ΩPkX. Then it is natural to ask how cohomology classes of X × Yk and
ΩPkX correspond to each other by the homotopy equivalence X× Yk ΩPkX.
We notice that the map rk :ΩPkX→X is not necessarily anH -map. Thus, in particular,
the cohomology H ∗(X;F) is not a sub Hopf algebra of H ∗(ΩPkX;F) even if k  2.
However, we can show the following
Theorem 1. Let X be an An-space. If k  n− 2, then rk :ΩPkX→ X is an H -map. In
particular, H ∗(X;F) can be considered as a sub Hopf algebra of H ∗(ΩPkX;F) by the
imbedding r∗k .
Next consider an Ak-class x ∈ H˜ ∗(X;F) for an An-space X with k < n so that we have
a class xˆ ∈ H˜ ∗(PkX;F) with ε∗k (xˆ) = s(x) ∈ H˜ ∗(ΣX;F), where εk :ΣX→ PkX is the
inclusion and s is the suspensions isomorphism. Then we have σ ∗(xˆ) ∈ H ∗(ΩPkX;F),
where σ ∗ is the cohomology suspension. Then, Jim Lin asked me the following
Problem. Is σ ∗(xˆ) identified with x ⊗ 1 in H˜ ∗(X;F)⊗ H˜ ∗(Yk;F)?
We give the answer to the above problem. To state the result, we first need to make the
situation clear.
Let X be an H -space with the multiplication µ :X × X → X. Then the Hopf
construction q of µ is defined as follows:
q :X ∗X→ΣX, q([x, t, y])= [t,µ(x, y)]. (1.1)
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Here X ∗X = X × I ×X/∼ is the reduced join of X with itself, where the relation ∼ is
defined by (x,0, y)∼ (x ′,0, y), (x,1, y)∼ (x,1, y ′) and (∗, t,∗)∼ ∗ for any x, x ′, y, y ′ ∈
X and t ∈ I . Define an inclusion j :X → X ∗ X by j (x) = [∗,0, x]. Then Sugawara
[8, Theorem 4] showed that the map q is a quasi-fibration: the induced homomorphism
πi(X ∗ X,X) → πi(ΣX,∗) is an isomorphism for any i . Thus the sequence X j−→
X ∗X q−→ΣX is a homotopy fibration.
It is well known that the Hopf construction of the identity map on X × X, X ∗ X→
Σ(X × X), followed by the suspension of the natural projection X × X → X ∧ X is a
homotopy equivalence:X∗X Σ(X∧X). Moreover, if we identifyX∗X with Σ(X∧X)
by the homotopy equivalence, then the induced map q∗ : H˜ ∗(ΣX;F)→ H˜ ∗(X ∗X;F) is
identified with the reduced coproduct µ˜∗ : H˜ ∗(X;F)→ H˜ ∗(X;F)⊗ H˜ ∗(X;F).
Now by identifying X ∗ X with Σ(X ∧ X) we have the following homotopy fiber
sequence:
ΩΣ(X ∧X) Ωq−−−→ΩΣX r−→X j−→Σ(X ∧X) q−→ΣX. (1.2)
We define a map
f :X×ΩΣ(X ∧X)→ΩΣX (1.3)
by f (x,w) = ρ(x) + (Ωq)(w), where ‘+’ denotes the sum defined by the loop multi-
plication on ΩΣX. Then we have the following
Theorem 2.
(1) The map f :X×ΩΣ(X ∧X)→ΩΣX in (1.3) is a homotopy equivalence.
(2) For any x ∈ H˜ ∗(X;F) we have
f ∗
(
σ ∗
(
s(x)
))= x ⊗ 1+ 1⊗ σ ∗(s(µ˜∗(x))).
In particular, f ∗(σ ∗(s(x)))= x ⊗ 1 if and only if x is primitive.
We note that H ∗(ΩΣ(X∧X);F) is isomorphic to the tensor coalgebra T (H˜ ∗(X;F)⊗
H˜ ∗(X;F)) over H˜ ∗(X;F) ⊗ H˜ ∗(X;F) as a coalgebra. Thus σ ∗ : H˜ ∗(Σ(X ∧ X);F)→
H˜ ∗(ΩΣ(X∧X);F) is a monomorphism. Moreover, since H ∗(ΩΣX;F)∼= T (H˜ ∗(X;F)),
f ∗ is considered as a homomorphism
T
(
H˜ ∗(X;F))→H ∗(X;F)⊗ T (H˜ ∗(X;F)⊗ H˜ ∗(X;F)).
We give a general formula explaining f ∗(y) as a class in H ∗(X;F) ⊗ T (H˜ ∗(X;F) ⊗
H˜ ∗(X;F)) for any y ∈ T (H˜ ∗(X;F)) in Theorem 8.
Now suppose X is an An-space. By definition we have the following commutative
diagram:
X = E0 ⊂ E1 ⊂ · · · ⊂ En−1q0
q1
qn−1
∗ = P0X ⊂ P1X ⊂ · · · ⊂ Pn−1X ⊂ PnX
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Here Ei =X∗i+1, the i + 1-fold reduced join of X with itself, which has the homotopy
type of ΣiX∧i+1, the i-fold suspension of the (i + 1)-fold smash product of X with
itself [6, Theorem 11], and each qi is a quasi-fibration: the induced homomorphism
πj (Ei,E0) → πj (PiX,∗) is an isomorphism for any j . Moreover, P1X = ΣX and
q1 :E1 → P1X is the Hopf construction q (1.1). The space Pi+1X= PiX⋃qi CEi is called
the projective i + 1-space of X. Hereafter we identify Ei with ΣiX∧i+1.
Let εi,j :PiX→ PjX (0 i  j  n) be the inclusion and ρi :X→ΩPiX the adjoint
of ε1,i . Note that ρ1 = ρ. We define a map
fk :X×ΩΣkX∧k+1 →ΩPkX (1.4)
by fk(x,w)= ρk(x)+ (Ωqk)(w) for k  n− 1. Then we prove the following
Theorem 3. Let 1 k  n− 1.
(1) The map fk :X×ΩΣkX∧k+1 →ΩPkX in (1.4) is a homotopy equivalence.
(2) Let x ∈ H˜ ∗(X;F) be an Ak-class, and xˆ ∈ H˜ ∗(PkX;F) a class with ε∗1,k(xˆ) = s(x).
Then we have
f ∗k
(
σ ∗(xˆ)
)= x ⊗ 1+ 1⊗ σ ∗(q∗k (xˆ)
)
.
Thus in particular, f ∗k (σ ∗(xˆ))= x ⊗ 1 if and only if xˆ ∈ Im ε∗k,k+1 or x is an Ak+1-class.
We also notice that
H ∗
(
ΩΣkX∧k+1;F)∼= T (sk−1(H˜ ∗(X;F)⊗k+1)),
where H˜ ∗(X;F)⊗k+1 is the (k + 1)-fold tensor product of H˜ ∗(X;F) with itself. Thus
σ ∗ : H˜ ∗
(
ΣkX∧k+1;F)→ H˜ ∗(ΩΣkX∧k+1;F)
is a monomorphism.
Now an odd sphere localised at an odd prime p is an Ap−1-space [6, proof of
Theorem 17]. Then as a corollary to the above theorem we have the following well-known
result.
Corollary 4. Let p be an odd prime. Then for 1 k  p− 1 we have
ΩJk
(
S2m
)p S2m−1 ×ΩS2m(k+1)−1.
Here Jk(S2m) is the kth filtration of the James reduced product space J (S2m) so that
Jk(S
2m) = S2m ∪ e4m ∪ · · · ∪ e2km, and p denotes the mod p equivalence. Thus in
particular we have the following mod p isomorphism of homotopy groups:
πi+1
(
Jk
(
S2m
))∼=p πi(S2m−1)⊕ πi+1(S2m(k+1)−1).
The above fact for k = 1 is a result by Serre [4]:
πi+1
(
S2m
)∼=odd πi(S2m−1)⊕ πi+1(S4m−1)
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2. Proof of the theoremsFirst we show that the following
Lemma 5. The natural map ρ :X → ΩΣX is a homotopy section of r :ΩΣX → X
in (1.2): r ◦ ρ  idX .
Proof. Define a homotopy jt :X→X ∗X by jt (x)= [∗, t, x]. Then, j0 = j and j1 = ∗.
By using this homotopy, a homotopy section s :X→ΩΣX of r is given by
s(x)(t)= q ◦ jt (x)= [t, x].
Clearly, s = ρ. ✷
Theorem 2 is a special case of Theorem 3, so we only prove Theorem 3.
Proof of Theorem 3. We have the following homotopy commutative diagram:
ΩE1
Ωq1
ΩΣX
r
Ωε1,k
X E1
q1
ΣX
ΩEk
Ωqk
ΩPkX
rk
X Ek
qk
PkX
where horizontal sequences are homotopy fiber sequences.
By definition ρk =Ωε1,k ◦ ρ :X→ΩPkX. Then by Lemma 5 we have
rk ◦ ρk = rk ◦Ωε1,k ◦ ρ  r ◦ ρ  idX .
Thus, the following short exact sequence splits by (ρk)∗:
0 πi(ΩEk)
(Ωqk)∗
πi(ΩPkX)
(rk)∗
πi(X) 0.
By definition, f ∗k :πi(X) ⊕ πi(ΩEk)→ πi(ΩPkX) is an isomorphism, and so fk is a
homotopy equivalence.
Now σ ∗(xˆ) is primitive. Thus,
f ∗k
(
σ ∗
(
xˆ
))= ρ∗k
(
σ ∗
(
xˆ
))⊗ 1+ 1⊗ (Ωqk)∗(σ ∗(xˆ)).
Since s ◦σ ∗ is the same as the homomorphism induced by the evaluation map ΣΩPkX→
PkX, (Σρk)
∗ ◦ s ◦ σ ∗ = s ◦ ρ∗k ◦ σ ∗ is the same as the homomorphism induced by
the inclusion ΣX → PkX. Thus ρ∗k (σ ∗(xˆ)) = x . On the other hand, (Ωqk)∗(σ ∗(xˆ)) =
σ ∗(q∗k (xˆ)), and so we have the desired form of f ∗k (σ ∗(xˆ)).
Now the space Ek has the homotopy type of ΣkX∧k+1, and so H ∗(ΩEk;F) is
isomorphic to a tensor coalgebra
H ∗(ΩEk;F)∼= T
(
H˜ ∗
(
Σk−1X∧k+1;F))∼= T (sk−1(H˜ ∗(X;F)⊗k+1)).
Moreover the cohomology suspension σ ∗ : H˜ ∗(Ek;F) → H˜ ∗(ΩEk;F) is a monomor-
phism since it is identified with the inclusion
sk−1
(
H˜ ∗(X;F)⊗k+1)⊂ T (sk−1(H˜ ∗(X;F)⊗k+1)).
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Thus σ ∗(q∗(xˆ))= 0 if and only if q∗(xˆ)= 0, which is equivalent to that xˆ is in the imagek k
of ε∗k,k+1. This completes the proof. ✷
Proof of Corollary 4. Since S2m−1(p) , the p-localization of S2m−1, is an Ap−1-space and
Σk(S2m−1(p) )∧k+1  S2m(k+1)−1(p) , we have by Theorem 3 that
S2m−1(p) ×ΩS2m(k+1)−1(p) ΩPkS2m−1(p) .
On the other hand, S2m−1(p) has an Ap−1-structure such that the two fold adjoint map
S2m−1(p) →Ω2Σ2S2m−1(p) =Ω2ΣS2m(p) of the identity on Σ2S2m−1(p) is an Ap−1-map [6]. Thus
we have a map
PkS
2m−1
(p) → PkΩ2ΣS2m(p) ⊂ΩΣS2m(p)  J
(
S2m(p)
)
,
which factors as
PkS
2m−1
(p)
f−→ Jk
(
S2m(p)
)⊂ J (S2m(p)
)
for dimensional reasons.
Now each of H ∗(PkS2m−1(p) ;Z/p) and H ∗(Jk(S2m(p));Z/p) is a polynomial algebra
truncated at hight k + 1 on one generator of dimension 2m, and
f ∗ :H ∗
(
Jk
(
S2m(p)
);Z/p)→H ∗(PkS2m−1(p) ;Z/p
)
is an isomorphism in dimension 2m. Thus f ∗ is an isomorphism for all dimension, and so
f is a homotopy equivalence. This implies the desired homotopy equivalence. ✷
3. Exact form of f ∗(y) for any y ∈ H˜ ∗(ΩΣX;F)
In this section we give an exact form of f ∗(y) for any y ∈ H˜ ∗(ΩΣX;F). First we study
the induced homomorphism (Ωq)∗ :H ∗(ΩΣX;F)→H ∗(ΩΣ(X ∧X);F). To do so we
need to recall the structure of the cohomology H ∗(ΩΣA;F) for a space A.
The cohomology H ∗(ΩΣA;F) is isomorphic to the tensor coalgebra T (H˜ ∗(A;F)) as
a coalgebra. The isomorphism ϕ :H ∗(ΩΣA;F)→ T (H˜ ∗(A;F)) is given as follows [2].
Let m˜∗ : H˜ ∗(ΩΣA;F)→ H˜ ∗(ΩΣA;F) ⊗ H˜ ∗(ΩΣA;F) be the reduced coproduct
induced from the loop multiplication m :ΩΣA×ΩΣA→ΩΣA. We define the n-fold
reduced coproduct m˜∗n : H˜ ∗(ΩΣA;F)→ H˜ ∗(ΩΣA;F)⊗n for n 1 by
m˜∗1 = id, m˜∗n =
(
m˜∗ ⊗ 1⊗ · · · ⊗ 1) ◦ m˜∗n−1 (n 2).
Then for x ∈ H˜ ∗(ΩΣA;F), ϕ(x) is given by
ϕ(x)=
∞∑
n=1
(
ρ∗
)⊗n
m˜∗n(x).
We denote ϕ−1(x1 ⊗ · · · ⊗ xn) ∈H ∗(ΩΣA;F) by [x1| . . . |xn].
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Since ϕ is an isomorphism of coalgebras, we havem∗
([x1| . . . |xn]) = m∗ ◦ ϕ−1(x1 ⊗ · · · ⊗ xn)
= (ϕ−1 ⊗ ϕ−1) ◦∆∗(x1 ⊗ · · · ⊗ xn)
=
n∑
i=0
ϕ−1(x1 ⊗ · · · ⊗ xi)⊗ ϕ−1(xi+1 ⊗ · · · ⊗ xn)
=
n∑
i=0
[x1| . . . |xi] ⊗ [xi+1| . . . |xn],
where ∆∗ :T (H˜ ∗(A;F))→ T (H˜ ∗(A;F))⊗ T (H˜ ∗(A;F)) is the coproduct of the tensor
coalgebra.
Lemma 6. Let ι :ΩΣA→ΩΣA be the map defined by ι(w)(t)=w(1− t). Then we have
ι∗
([x1| . . . |xn])
=
n∑
k=1
(−1)k
∑
1i1<i2<···<ik−1<n
x(1, i1)x(i1 + 1, i2) . . .x(ik−1 + 1, n),
where x(s, t)= [xs | . . . |xt ] ∈ H˜ ∗(ΩΣA;F). In particular, we have
ρ∗ ◦ ι∗([x1| . . . |xn])= (−1)nx1 . . . xn ∈H ∗(A;F).
Proof. The following composition is null homotopic:
ΩΣA
∆−→ΩΣA×ΩΣA ι×1−−−→ΩΣA×ΩΣA m−→ΩΣA,
where ∆ is the diagonal map. Thus, we have
0=∆∗ ◦ (ι∗ ⊗ 1) ◦m∗([x1| . . . |xn])=
n∑
i=0
ι∗
([x1| . . . |xi])[xi+1| . . . |xn],
and so
ι∗
([x1| . . . |xn])=−
n−1∑
i=0
ι∗
([x1| . . . |xi])[xi+1| . . . |xn].
Then the desired formula is given by induction on n. ✷
Let h :X ∧X→ΩΣX be the adjoint of the Hopf construction q :Σ(X ∧X)→ΣX.
Then we have the following
Theorem 7. Let xi ∈ H˜ ∗(X;F) (1 i  n) and
µ˜∗(xi)=
∑
j
x ′ij ⊗ x ′′ij
(
x ′ij , x ′′ij ∈ H˜ ∗(X;F)
)
.
Then, we have
44 Y. Hemmi / Topology and its Applications 132 (2003) 37–47
∗( ) n−1 n−1∑h [x1| . . . |xn] = (−1)
i=1
x1 . . . xi ⊗ xi+1 . . . xn
+ (−1)n−1
n∑
i=1
∑
j
x1 . . . xi−1x ′ij ⊗ x ′′ij xi+1 . . . xn.
Proof. According to Kuhn et al. [3, Theorem A.4], the following diagram is homotopy
commutative:
Σ(X×X)
Σπ
−Σp1+Σµ−Σp2
ΣX
Σ(X ∧X) q ΣX
Here, pi :X ×X→ X is the projection to the ith factor, π is the natural projection, and
the sum and the minus in the upper horizontal arrow are defined by using the suspension
structure of Σ(X×X).
Thus, if η :X × X → ΩΣX is the adjoint of −Σp1 + Σµ − Σp2, then h ◦ π  η.
Since π∗ : H˜ ∗(X ∧ X;F) → H˜ ∗(X × X;F) is the inclusion H˜ ∗(X;F) ⊗ H˜ ∗(X;F) ⊂
H ∗(X;F)⊗H ∗(X;F), we calculate η∗ : H˜ ∗(ΩΣX;F)→ H˜ ∗(X×X;F).
By definition, η is given as the following composition:
X×X ∆3−−−→X×X×X×X×X×X
p1×µ×p2−−−−−−−→X×X×X ρ×ρ×ρ−−−−−→ΩΣX×ΩΣX×ΩΣX
ι×1×ι−−−−→ΩΣX×ΩΣX×ΩΣX m3−−→ΩΣX,
where ∆3 is the 3-fold diagonal, ι is the map given in Lemma 6 and m3 =m ◦ (m× 1).
Now
m∗3
([x1| . . . |xn])=
∑
0ijn
[x1| . . . |xi] ⊗ [xi+1| . . . |xj ] ⊗ [xj+1| . . . |xn].
Thus, by using Lemma 6, we have
η∗
([x1| . . . |xn]) = (−1)n
n∑
i=0
x1 . . . xi ⊗ xi+1 . . . xn
+ (−1)n−1
n∑
i=1
(x1 . . . xi−1 ⊗ 1)µ∗(xi)(1⊗ xi+1 . . . xn)
= (−1)n−1
n−1∑
i=1
x1 . . . xi ⊗ xi+1 . . . xn
+ (−1)n−1
n∑
i=1
∑
j
x1 . . . xi−1x ′ij ⊗ x ′′ij xi+1 . . . xn. ✷
Now we give the explicit formula for f ∗([x1| . . . |xn]).
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Theorem 8. For any [x1| . . . |xn] ∈ T (H˜ ∗(X;F))∼=H ∗(ΩΣX;F), if we write (Ωq)∗([x1|
. . . |xn]) as
(Ωq)∗
([x1| . . . |xn])=
∑
k1
yk
with yk ∈ (H˜ ∗(X;F)⊗ H˜ ∗(X;F))⊗k , then yk is given by
yk =
∑
1i1<i2<···<ik−1<n
[
h∗x(1, i1)| . . . |h∗x(ik−1 + 1, n)
]
,
where the notation x(s, t) is the same as in Lemma 6 and the homomorphism h∗ is given
in Theorem 7. Thus we have
f ∗
([x1| . . . |xn])= x1 ⊗
∑
k1
zk + 1⊗
∑
k1
yk,
where
zk =
∑
2i1<i2<···<ik−1<n
[
h∗x(2, i1)| . . . |h∗x(ik−1 + 1, n)
]
.
Proof. By definition we have
yk =
(
ρ∗
)⊗k ◦ m˜∗k ◦ (Ωq)∗
([x1| . . . |xn]).
Since Ωq is a loop map, we have m˜∗k ◦ (Ωq)∗ = ((Ωq)∗)⊗k ◦ m˜∗k . Moreover Ωq ◦ ρ = h.
Thus,
yk =
(
h∗
)⊗k ◦ m˜∗k
([x1| . . . |xn])
=
∑
1i1<i2<···<ik−1<n
[
h∗x(1, i1)| . . . |h∗x(ik−1 + 1, n)
]
.
We also have
f ∗
([x1| . . . |xn]) = (ρ∗ ⊗ (Ωq)∗) ◦m∗([x1| . . . |xn])
=
n∑
i=0
ρ∗
([x1| . . . |xi])⊗ (Ωq)∗([xi+1| . . . |xn])
= x1 ⊗ (Ωq)∗
([x2| . . . |xn])+ 1⊗ (Ωq)∗([x1| . . . |xn])
= x1 ⊗
∑
k1
zk + 1⊗
∑
k1
yk. ✷
4. The retractions
In this section we prove Theorem 1.
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Proof of Theorem 1. Stasheff [5, Proposition A.2] proved the theorem for k = 1 and
n= 3, that is, he showed that if X is a homotopy associative H -space, then the retraction
r1 :ΩΣX→X is an H -map. The proof for general cases is essentially the same.
Consider the homotopy fiber sequence
ΩPkX
rk−→X jk−→Ek qk−→ PkX.
Here, the retraction rk is defined as rk(w) = f1(∗,w) by using a homotopy ft :X ×
ΩPkX → Ek (0  t  1) with f0(x,w) = jk(x) and qk ◦ ft (x,w) = w(t). Moreover,
Hilton [1, Proposition 11.3] showed that the following diagram is homotopy commutative.
X×ΩPkX×ΩPkX 1×m
f1×1
X×ΩPkX
f1
X×ΩPkX f1 X
where m :ΩPkX×ΩPkX→ΩPkX is the loop multiplication.
If we identifyΩPkX×ΩPkX with the subspace {∗}×ΩPkX×ΩPkX of X×ΩPkX×
ΩPkX in the above diagram, we have the following homotopy commutative diagram
ΩPkX×ΩPkX m
rk×1
ΩPkX
rk
X×ΩPkX f1 X
(4.1)
Now X is an An-space with n  k − 2. Then by [6, p. 289] there is a map
µk :X × Ek → Ek such that jk ◦ µ  µk ◦ (1 × jk). We notice that the Dold–Lashoff
construction Ek
⋃
µk
X × CEk → PkX⋃qk CEk is homotopy equivalent to the quasi
fibration qk+1 :Ek+1 → Pk+1X.
Then, by [5, Lemma A.3] the following diagram is homotopy commutative
X×X×ΩPkX
1×f1
µ×1
X×ΩPkX
f1
X×X µ X
If we identify X ×ΩPkX with the subspace X × {∗} ×ΩPkX of X ×X ×ΩPkX in
the above diagram, we have the following homotopy commutative diagram
X×ΩPkX
1×rk
X×ΩPkX
f1
X×X µ X
(4.2)
Then by combining (4.1) and (4.2), we have the desired result. ✷
Stasheff [5, Proposition A.2] proved that the homotopy associativity is actually a
necessary and sufficient condition for r1 to be an H -map. Thus, it is natural to conjecture
that rn−1 :ΩPn−1X→X is an H -map if and only if the An-space structure on X can be
extend to an An+1-space structure on X.
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It would also be an interesting problem to give conditions for rk to be an Am-map. By
drawing pictures, one can easily show that r1 :ΩΣX→X is an A3-map if and only if X
is an A4-space. So the following conjecture seems reasonable.
Conjecture. Let X be an An-space. Then rn−1 :ΩPn−1X→X is an Am-map if and only
if the An-space structure of X is extendable to an An+m−1-space structure.
Acknowledgement
I would like to thank Jim Lin for suggesting this problem to me and recommending
me to write this paper. I would also like to thank the referee for giving me very useful
comments.
References
[1] P.J. Hilton, Homotopy Theory and Duality, in: Notes on Mathematics and Its Application, Gordon and Breach,
1965.
[2] I.M. James, Reduced product spaces, Ann. of Math. 62 (1955) 170–197.
[3] N. Kuhn, M. Slack, F. Williams, Hopf constructions and higher projective planes for iterated loop spaces,
Trans. Amer. Math. Soc. 347 (1995) 1201–1238.
[4] J.-P. Serre, Groupes d’homotopie et classes de groupes abéliens, Ann. of Math. 58 (1953) 258–294.
[5] J.D. Stasheff, On homotopy abelian H -spaces, Cambridge Philos. Soc. Proc. 57 (1961) 734–745.
[6] J.D. Stasheff, Homotopy associativity of H -spaces, I, Trans. Amer. Math. Soc. 108 (1963) 275–292.
[7] J.D. Stasheff, H -Spaces from a Homotopy Point of View, in: Lecture Notes in Math., Vol. 161, Springer-
Verlag, Berlin, 1970.
[8] M. Sugawara, On a condition that a space is an H -space, Math. J. Okayama Univ. 6 (1957) 109–128.
