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Active Ornstein-Uhlenbeck particles (AOUPs) are overdamped particles in an interaction po-
tential subject to external Ornstein-Uhlenbeck noises. They can be transformed into a system of
underdamped particles under additional velocity dependent forces and subject to white noise forces.
There has been some discussion in the literature on whether AOUPs can be in equilibrium for
particular interaction potentials and how far from equilibrium they are in the limit of small persis-
tence time. By using a theorem on the time reversed form of the AOUP Langevin-Ito equations,
I prove that they have an equilibrium probability density invariant under time reversal if and only
if their smooth interaction potential has zero third derivatives. In the limit of small persistence
Ornstein-Uhlenbeck time τ , a Chapman-Enskog expansion of the Fokker-Planck equation shows
that the probability density has a local equilibrium solution in the particle momenta modulated by
a reduced probability density that varies slowly with the position. The reduced probability density
satisfies a continuity equation in which the probability current has an asymptotic expansion in pow-
ers of τ . Keeping up to O(τ ) terms, this equation is a diffusion equation, which has an equilibrium
stationary solution with zero current. However, O(τ 2) terms contain fifth and sixth order spatial
derivatives and the continuity equation no longer has a zero current stationary solution. The ex-
pansion of the overall stationary solution now contains odd terms in the momenta, which clearly
shows that it is not an equilibrium.
I. INTRODUCTION
In a recent paper, Fodor et al pose the question of how
far from equilibrium is active matter by considering over-
damped active Ornstein-Uhlenbeck particles (AOUPs)
[1]. AOUPs subject to a short range repulsive potential
exhibit a clustering phase transition when their density
is sufficiently large compared to noise features. Since the
Ornstein-Uhlenbeck noise becomes white noise as its cor-
relation (persistence) time τ decreases, it is legitimate to
investigate whether overdamped AOUPs are near equi-
librium for small persistence times. Fodor et al argue
that, for small τ , AOUPs are in an extended equilib-
rium state characterized by a modified energy and by
a nonzero production of entropy that is proportional to
τ2 times a third derivative of the potential energy [1].
AOUPs in a harmonic potential are thus in equilibrium
[1]. The production of entropy in the stationary state
follows from a formula that involves the entropy of di-
rect and time reversed AOUP paths and an ergodicity
assumption [2–4]. For small persistence times and ar-
bitrary smooth potential, there is a nonthermal AOUP
equilibrium that breaks down at higher order in τ [1].
This picture has been disputed by Mandal et al [5] who
calculated the AOUP production of entropy and found
it to be nonzero even for quadratic potential energy [5].
Their production of entropy is based on a formula for the
time reversed stochastic process of the AOUP (which is
derived in the supplementary material of Ref. [5]) and
on formulas for the energy and heat transfer. This re-
sult was, in turn, declared to be incorrect by Caprini et
al, who used a different calculation of entropy production
also based on path integral representations [6, 7]. Further
discussions of entropy calculations, including the conve-
nience to change the model by adding a thermal noise to
the AOUPs, are found in Ref. [8] and references therein.
In this paper, I prove that AOUPs in a smooth
quadratic potential indeed reach thermal equilibrium at
an effective temperature and calculate the corresponding
probability density. AOUPs in potentials with nonzero
third derivatives reach a nonequilibrium stationary state
whose probability density is not invariant under time re-
versal. The proof by contradiction is based on a theorem
that yields the drift and diffusion of the time reversed
process for a given Langevin-Ito equation [9]. The im-
portance of this theorem for stochastic control and its
roots in earlier results of Edward Nelson’s (cf. Chapter
13 in Ref. [10]) have been recently emphasized by Chen
et al [11]. Remarkably, the time reversed stochastic diffu-
sion process derived by Mandal et al [5] does not satisfy
the theorem in Ref. [9].
I also consider how AOUPs are approximately in an
equilibrium state in the limit of small persistence time,
ǫ ∝ √τ → 0. I derive an equation for the reduced proba-
bility density limit of small persistence time by using the
Chapman-Enskog method [12]. To leading and first or-
der, including O(ǫ2) terms, it is a diffusive Smoluchowski
equation [13], although consideration of the Chapman-
Enskog method as an expansion in gradients [14] would
suggest that third and fourth order derivatives should
have also appeared. This second order diffusive Smolu-
chowski equation has a stationary equilibrium solution
whose probability current vanishes. The next order terms
in the Chapman-Enskog expansion of the equation for
2the reduced probability density are O(ǫ4) and contain
fifth and sixth order spatial derivatives, which suggest
the stationary solution to be out of equilibrium. In fact,
to the same order of approximation, the stationary solu-
tion of the corresponding Fokker-Planck equation (FPE)
is no longer invariant under time reversal, which confirms
it as a nonequilibrium state.
The rest of the paper is as follows. In section II, I recall
the AOUP model, adapt the time reversal theorem to it,
and prove the main result. For completeness, the time
reversal theorem is enunciated in Appendix A, cf. Ref. [9]
for technical details and proof. For the sake of simplicity
and to minimize obfuscation, I consider in section II a
single particle and give the corresponding formulas for
the general case in Appendix B. In section III, I derive
equations for the reduced probability density of a single
AOUP in the limit of small persistence time. In this limit,
momenta equilibrate rapidly whereas coordinates evolve
in a slower scale, just as in the Smoluchowski approxima-
tion to the FPE for overdamped particles. I show that
the stationary probability current vanishes up to leading
and first order in the persistence time. The extension of
these results to a system of many AOUPs is by no means
obvious. Details for the general case of N AOUPs are
given in Appendices C (reduced equation) and D (ap-
proximate equilibrium probability density). The case of
a single AOUP in a harmonic potential under the ac-
tion of an additional white noise source is considered in
Appendix E. Section IV contains the conclusions of this
work.
II. EQUILIBRIUM FOR AN ACTIVE
ORNSTEIN-UHLENBECK PARTICLE
I consider a single AOUP particle in this section and
give the details about a system of N AOUPs in Appendix
B. The equation of motion for one AOUP is [1]
x˙ = −µΦ′(x) + v, τ v˙ = −v +
√
2Dη(t), (1)
where Φ(x) is the potential energy and µ the mobility of
the particle. η(t) is a zero-mean delta-correlated white
noise. From the definition p = x˙, it follows
p˙ = v˙ − µΦ′′(x)x˙ = −v
τ
− µΦ′′(x)p+
√
2D
τ2
η(t).
Thus, I have obtained the system of equations
x˙ = p, (2)
p˙ = −p+ µΦ
′(x)
τ
− µΦ′′(x)p+
√
2D
τ2
η(t). (3)
The corresponding FPE for the probability density
ρ(x, p, t) is
∂ρ
∂t
+p
∂ρ
∂x
− ∂
∂p
[(
1+µτΦ′′
τ
p+
µ
τ
Φ′
)
ρ+
D
τ2
∂ρ
∂p
]
=0. (4)
In Ref. [5], it is argued that the time reversed process
of the solution of Eqs. (2)-(3) satisfies
x˙ = p, p˙ = −p+ µΦ
′(x)
τ
+ µΦ′′(x)p+
√
2D
τ2
η(t). (5)
What does this mean? The stochastic process (x, p)
starts from some initial condition (x0, p0) and, at time
tf , stops at some random value (xf , pf ). The time re-
versed process should start at time t′ = tf − t = 0 at
(xf , pf) and then go back randomly to exactly (x0, p0)
at t′ = tf as the solution of some stochastic differential
equation. It seems astonishing that this time reversal
is achieved by Eq. (5), which does not use information
from the direct process given by Eqs. (2)-(3). In fact, the
astonishing Eq. (5) is not true.
According to Eqs. (A2)-(A4) in Appendix A, the re-
verse time stochastic differential equations of Eqs. (2)-(3)
for dt > 0 are [9–11]
x˙ = p, (6)
p˙ = −p[1 + µτΦ
′′(x)]
τ
− µ
τ
Φ′(x)− 2D
τ2
∂ ln ρ
∂p
(x, p, t)
+
√
2D
τ2
η(t), (7)
where ρ is the solution of the FPE (4), with initial condi-
tion ρ(x0, p0, 0), and η(t) is the derivative of a standard
Wiener process wˆ(t) whose past {wˆ(s); 0 ≤ s ≤ t} is in-
dependent of (x, p) for all t ≥ 0 [11], cf. Appendix A.
Note that the drift term in the time reversed equation,
Eq. (7), depends on the time dependent solution of the
forward time FPE (4) ρ(x, p, t), with x, p taking values
on the time reversed process.
Let me assume now that the probability density of
Eqs. (2)-(3) evolves to an equilibrium state whose den-
sity, ρs(x, p), is invariant under time reversal. This means
that the drift term in Eq. (7) for ρ = ρs has to be the
same as the drift term in Eq. (3) under the time reversal
transformation: t→ −t, x = x, p = −p,
−p(1 + µτΦ
′′) + µΦ′
τ
− 2D
τ2
∂ ln ρs
∂p
=
p(1 + µτΦ′′)− µΦ′
τ
.
This yields
2D
τ2
∂ ln ρs
∂p
= −2τ
D
p(1 + µτΦ′′) =⇒
ρs = exp
[
Λ(x)− τp
2
2D
(1 + µτΦ′′)
]
. (8)
We now insert this stationary probability density in the
FPE (4) thereby finding
ρsp
(
Λ′ +
µ
D
Φ′ +
µ2τ
D
Φ′Φ′′
)
− µτ
2ρs
2D
p3Φ′′′ = 0,
where the first term can be cancelled by choosing Λ =
− µDΦ− µ
2τ
2D Φ
′2 but not the second (unless Φ′′′ = 0). Thus
there is an equilibrium state
ρs =
1
Z
exp
[
− µ
D
(
Φ+
µτ
2
Φ′2
)
− τp
2
2D
(1 + µτΦ′′)
]
, (9)
3with
∫
ρsdx dp = 1, if and only if Φ
′′′ = 0, which occurs
for a smooth quadratic potential. We conclude that the
stationary solution of the FPE is not an equilibrium, in-
variant under time reversal, unless Φ is quadratic, e.g.,
Φ = κx2/2. In this case, the probability density is Gaus-
sian:
ρs(x, p) =
1
Z
exp
[
− 1
T
(
κx2
2
+
τp2
2µ
)]
, (10)
T =
D
µ(1 + µτκ)
, Z = 2πT
√
µ
κτ
.
Eq. (10) is the equilibrium probability density for a par-
ticle of mass µ/τ placed in a harmonic potential and in
contact with a bath at temperature T = D/[µ(1+µτκ)].
Undoing the transformation, p = v − µκx, it is immedi-
ate to prove that Eq. (10) is also the equilibrium solution
of the FPE for ρ in the variables x and v. As shown in
Appendix B, this result also holds for a system of N
AOUPs.
In Ref. [1], Fodor et al also found that AOUPs in a
quadratic potential reach thermal equilibrium at temper-
ature T = D/µ (if τ = 0). By using path integrals, they
showed that the production of entropy in the station-
ary state vanishes for a smooth quadratic Φ. For such a
potential, the stationary probability is Gaussian, as in-
dicated by Eq. (10). Surprisingly in view of Eq. (10),
Mandal et al have claimed that there is a positive pro-
duction of entropy for AOUPs with any potential, in-
cluding smooth quadratic potentials [5]. However, their
arguments are based upon incorrectly deducing that the
time reversed process of Eqs. (2)-(3) are Eq. (5), i.e.,
Eqs. (7a)-(7b) in Ref. [5]. See the supplementary mate-
rial in Ref. [5], where Mandal et al implement their time
reversal procedure.
III. DERIVATION OF A REDUCED EQUATION
FOR SMALL PERSISTENCE TIME
In this section, I derive a continuity equation for the
reduced probability density of a single AOUP in the limit
of small persistence time τ ∝ ǫ2. It is relatively simple
to obtain a leading order approximation but I will derive
an approximate equation including O(ǫ5) terms. Keeping
up to O(ǫ3) terms in the continuity equation, there is an
equilibrium solution with zero probability current. No
equilibrium solution exists beyond this order, as I show
by direct calculation of the approximate stationary state.
Firstly, let me nondimensionalize the FPE (4) accord-
ing to Table I. The nondimensional FPE is
∂
∂p
(
pρ+
∂ρ
∂p
)
=ǫ
[
∂ρ
∂t
+p
∂ρ
∂x
−Φ′∂ρ
∂p
−ǫΦ′′ ∂(pρ)
∂p
]
, (11)
where the diffusive length is much smaller than the char-
acteristic particle length l:
ǫ =
√
Dτ
l
≪ 1. (12)
x p t Φ ρ
l
√
D
τ
l
√
τ
D
D
µ
= T
√
τ
Dl2
TABLE I: Units for nondimensionalizing the AOUP
FPE (4). l is a characteristic length.
By an abuse of notation, I have kept the same sym-
bols for dimensional and nondimensional variables. Ta-
ble I can be used to get dimensional variables from
the corresponding nondimensional ones. For N parti-
cles in a d-dimensional cubic box of size L, one can
use l = (Ld/N)1/d, cf. Appendix C. In this section,
N = d = 1. The limit ǫ → 0 corresponds to √τ → 0
in Fodor et al’s paper [1]. For ǫ = 0, Eq. (11) has the
solution
ρ(0)(x, p, t) =
e−p
2/2
√
2π
R(x, t; ǫ), (13)∫
ρ(0)(x, p, t) dp = R(x, t; ǫ).
A. Chapman-Enskog derivation of the reduced
equation
Given the stated goal of obtaining a high order approx-
imation of the reduced equation for R, it is convenient to
use the Chapman-Enskog method [12]. I consider
ρ(x, p, t; ǫ) =
e−p
2/2
√
2π
R(x, t; ǫ) +
∞∑
j=1
ǫjρ(j)(x, p;R), (14)
∂R
∂t
=
∞∑
j=1
ǫjF (j)(R), (15)
where, for j ≥ 1, ∫
ρ(j)(x, p;R) dp = 0. (16)
The key ingredient of the Chapman-Enskog method is
that the equation for R in Eq. (15) is expanded, not its
solution. The functionals F (j)(R) are calculated by im-
posing that the resulting linear equations for the ρ(j) have
solutions. If one keeps more than one term in Eq. (15),
then this reduced equation for R contains higher order
terms that can regularize its leading order. For the origi-
nal application to derive hydrodynamics from the Boltz-
mann equation, the leading order equations are the Euler
equations and the equations including first order terms
are the Navier-Stokes equations [14]. For applications to
unfolding degenerate bifurcations in different contexts,
including synchronization of oscillators and active mat-
ter, see Refs. [12, 16, 17].
I now proceed with the mechanics of the Chapman-
Enskog method. The normalization condition for the
4probability density yields
∫
R(x, t; ǫ) dx = 1. (17)
Note that integrating Eq. (11) over the momenta, we
obtain the exact continuity equation
∂R
∂t
+
∂J
∂x
= 0, J(x, t; ǫ) =
∫
p ρ(x, p, t; ǫ) dp. (18)
Inserting (13)-(15) into (11), we obtain the hierarchy of
equations
Lρ(1) ≡ ∂
∂p
(
p+
∂
∂p
)
ρ(1) =
e−p
2/2
√
2π
p
(
Φ′ +
∂R
∂x
)
, (19)
Lρ(2) = e
−p2/2
√
2π
[F (1) + (p2 − 1)Φ′′R] + p∂ρ
(1)
∂x
−Φ′∂ρ
(1)
∂p
, (20)
Lρ(3)= p∂ρ
(2)
∂x
−Φ′∂ρ
(2)
∂p
−Φ′′ ∂(pρ
(1))
∂p
+
δρ(1)
δR
F (1), (21)
Lρ(4) = e
−p2/2
√
2π
F (3) + p∂ρ
(3)
∂x
− Φ′ ∂ρ
(3)
∂p
−Φ′′∂(pρ
(2))
∂p
+
δρ(2)
δR
F (1), (22)
Lρ(5) = p∂ρ
(4)
∂x
− Φ′ ∂ρ
(4)
∂p
− Φ′′ ∂(pρ
(3))
∂p
+
δρ(1)
δR
F (3)
+
δρ(3)
δR
F (1), (23)
etc. The solvability conditions for the equations of this
hierarchy are that the integrals over momenta of their
right hand sides be zero. I have used that F (2j) = 0
(see below) and kept enough equations in the hierarchy
to obtain the reduced equation including terms beyond
those corresponding to an equilibrium state.
1. Result: Diffusion equation to order ǫ3
As I show below, up to O(ǫ5) terms, R is the solution
of the Smoluchowski diffusion equation:
∂R
∂t
= ǫ
∂
∂x
(
RΦ′ +
∂
∂x
[(1− ǫ2Φ′′)R]
)
+O(ǫ5). (24)
One would have expected this equation to contain terms
with three and four derivatives with respect to x because,
after all, the Chapman-Enskog expansion is an “expan-
sion in gradients” [14]. Such terms cancel out for the
AOUP in Eq. (24), which then has the extended equilib-
rium solution e−Φ˜/Z, with Φ˜ = Φ + ǫ2(Φ′2/2− Φ′′). See
also Ref. [1].
2. Derivation of the probability current
The solutions ρ(j) of equations in the hierarchy (19)-
(23) are Gaussians in p times polynomials of degree j:
ρ(2j+ξ)(x, p;R) =
e−p
2/2
√
2π
j∑
n=0
A(2j+ξ)2n+ξ p2n+ξ, (25)
where ξ = 0, 1. Clearly for (19)-(23), the solvability con-
ditions yield
F (j) = −∂J
(j)
∂x
, J (j) =
∫
pρ(j)dp. (26)
Eq. (25) then implies that J (2j) = 0 and F (2j) = 0, which
I have used to suppress all such terms in the previous
hierarchy of equations. Note that, in order to find terms
of order ǫ5 in Eq. (24), I need to solve Eqs. (19)-(23), but
not higher order equations in the hierarchy.
Eqs. (15) and (26) agree with the continuity equation
(18). Using
L
(
p e−p
2/2
√
2π
)
= −p e
−p2/2
√
2π
, (27)
The solution of Eq. (19) that satisfies Eq. (16) is:
ρ(1) = −e
−p2/2
√
2π
p
(
Φ′R+
∂R
∂x
)
≡ −p e
−p2/2
√
2π
DR. (28)
Inserting this in Eq. (20), its solvability condition pro-
duces
F (1) = −∂J
(1)
∂x
,
J (1) =
∫
pρ(1)dp = −DR = −e−Φ ∂
∂x
(eΦR). (29)
Using
L
(
p2e−p
2/2
√
2π
)
= −e
−p2/2
√
2π
2(p2 − 1), (30)
∫
e−p
2/2
√
2π
p2dp = 1.
I find the solution of Eq. (20) that satisfies Eq. (16):
ρ(2) =
e−p
2/2
√
2π
(p2 − 1)A(2), (31)
A(2) = 1
2
(
∂2R
∂x2
+ 2Φ′
∂R
∂x
+Φ′2R
)
. (32)
Eq. (31) has the form of Eq. (25) with A(2)0 = −A(2)2 =
−A(2). Using
L
(
p3e−p
2/2
√
2π
)
=
e−p
2/2
√
2π
3p(2− p2), (33)
5I find the solution of Eq. (21) that satisfies Eq. (16):
ρ(3)=
p e−p
2/2
√
2π
(A(3)3 p2 +A(3)1 )
=
p e−p
2/2
√
2π
[A(3)3 (p2 − 3)+J (3)], (34)
A(3)3 = −
1
3
(DA(2) − Φ′′DR), (35)
A(3)1 =
(
D ∂
∂x
− 2Φ′′
)
DR + 6A(3)3 +(2Φ′ +D)A(2).(36)
The corresponding contribution to the probability cur-
rent is
J (3) = 3A(3)3 +A(3)1 =
(
D ∂
∂x
+Φ′′
)
DR − 2∂A
(2)
∂x
=⇒ J (3)= ∂
∂x
(Φ′′R). (37)
To find ρ(4), I follow the same procedure. The solution
of Eq. (22) with Eqs. (31) and (34) is Eq. (25) with
ρ(4)=
e−p
2/2
√
2π
[A(4)4 (p4 − 3) +A(4)2 (p2 − 1)], (38)
A(4)4 = −
1
4
(DA(3)3 +Φ′′A(2)), (39)
A(4)2 =
1
4
(
∂2
∂x2
+ 2Φ′
∂
∂x
+Φ′2
)
∂
∂x
DR+3
2
Φ′A(3)3
+
1
2
Φ′′A(2) − 1
2
DJ (3), (40)
A(4)0 = −3A(4)4 −A(4)2 , (41)
where I have used
L
(
p4e−p
2/2
√
2π
)
=
4p2e−p
2/2
√
2π
(3 − p2),
∫
e−p
2/2
√
2π
p4dp = 3. (42)
To find ρ(5), I insert Eqs. (28), (34) and (38) into
Eq. (23) and use the following formulas
L
(
p5e−p
2/2
√
2π
)
=
5p3e−p
2/2
√
2π
(4 − p2),
∫
p5e−p
2/2
√
2π
dp = 15. (43)
to solve the resulting equation. The result is Eq. (25)
with
A(5)5 =−
1
5
(DA(4)4 +Φ′′A(3)3 ), (44)
A(5)3 =−
4
3
∂
∂x
A(4)4 −
1
3
DA(4)2 +Φ′′
(
A(3)3 −
1
3
J (3)
)
− 1
3
δA(3)3
δR
DR, (45)
A(5)1 =
(
3Φ′ − 5 ∂
∂x
)
A(4)4 +
(
Φ′ − ∂
∂x
)
A(4)2
− D∂J
(3)
∂x
+
δA(3)3
δR
∂
∂x
DR − δJ
(3)
δR
∂
∂x
DR. (46)
The probability current of Eq. (26) that corresponds
to Eqs. (44)-(46) is
J (5) = 3
∂2
∂x2
A(3)3 + 3
∂
∂x
(Φ′′A(2))
−
(
δA(2)
δR
+
δJ (3)
δR
)
∂
∂x
DR. (47)
The resulting reduced equation for the probability den-
sity ρ is
∂R
∂(ǫt)
=
∂
∂x
[
RΦ′ +
∂R
∂x
− ǫ2 ∂
∂x
(RΦ′′)− ǫ4J (5)
]
+ O(ǫ6) ≡ −∂J
r
∂x
. (48)
Note that the reduced probability density evolves in a
slow time scale ǫt. Eq. (48) is a diffusion equation to
O(ǫ2) but J (5) contains derivatives of orders 3 to 5.
B. Equilibrium solution to O(ǫ2)
There is an equilibrium solution that solves the re-
duced equation (48) with Jr = 0 to order ǫ5 in the
Chapman-Enskog expansion. To find it, I insert the ex-
ponential form
ρeq = e
f˜eq−Φ˜, Φ˜(x; ǫ) = Φ(x) +
2∑
j=1
ǫ2jΦ(2j)(x), (49)
into Jr = 0 and find the Φ(2j). The free energy f˜eq
ensures that the normalization condition (17) is fulfilled.
To leading order, J (1) = 0 produces Φ˜ = Φ according to
Eq. (29). Keeping the ǫ2 term in Eq. (48), I get
−ǫ2
(
∂Φ(2)
∂x
+Φ′′′ − Φ′Φ′′
)
= O(ǫ4),
which yields
Req = e
f˜eq−Φ˜, Φ˜ = Φ + ǫ2
(
1
2
Φ′2 − Φ′′
)
+O(ǫ4). (50)
While Φ may be purely repulsive, the extra term in Φ˜ of
Eq. (50) may produce an attractive component that is re-
sponsible for the segregation phase transition observed in
6Ref. [1]. The equilibrium probability density of Eq. (50)
can be generalized to the case of N AOUPs as shown in
Appendix C. It coincides with Eq. (7) of Ref. [1].
For the term of order ǫ4, I get
∂Φ(4)
∂x
=
1
2
(
5Φ′′Φ′′′ − Φ′(Φ′′)2 − Φ′2Φ′′′ + 2Φ′ ∂
4Φ
∂x4
− ∂
5Φ
∂x5
)
.
Integrating this equation, I get
Φ(4) =
1
2
(
2
∂
∂x
(Φ′Φ′′)− Φ′2Φ′′ − 1
2
∂
∂x
(Φ′′)2 − ∂
4Φ
∂x4
)
+
1
2
∫
Φ′(Φ′′)2dx. (51)
The last term cannot be integrated in exact form. Thus,
I have shown that the equilibrium solution cannot be
extended to O(ǫ4).
C. Stationary solution of the FPE including O(ǫ3)
terms
Since I cannot find an equilibrium solution of the re-
duced equation for R that holds beyond O(ǫ2) terms, I
go back to the full FPE (11) and find its stationary so-
lution including terms beyond this order. Let me start
with the nondimensional version of Eq. (9) and try to
find an approximation to the stationary solution of the
FPE (11).
ρs =
1
Z
exp
[
−
(
p2
2
(1 + ǫ2Φ′′) + Φ +
ǫ2
2
Φ′2
)]
× [1 + ǫ2r(x, p; ǫ)]. (52)
I use the extra term ǫ2r(x, p; ǫ) to cancel the term propor-
tional to ǫ3p3Φ′′′ that precludes finding an equilibrium
solution to the full FPE, cf. section II. Inserting Eq. (52)
into Eq. (11), I obtain after some simplification,
ǫ2
(
∂2r
∂p2
− p∂r
∂p
)
+ ǫ3pΦ′′′
(
p2
2
− 1
)
−ǫ3
(
p
∂r
∂x
− Φ′ ∂r
∂p
)
= O(ǫ4). (53)
Assuming that r = a(x) + ǫb(x)p + ǫc(x)p3 + O(ǫ2),
Eq. (53) yields
ǫ3p(6c− b− a′) + ǫ3p3
(
Φ′′′
2
− 3c
)
= O(ǫ4)
=⇒ c = 1
6
Φ′′′, a′ + b = Φ′′′. (54)
A simple choice is b = 0, which produces the stationary
nonequilibrium probability density:
ρs(x, p; ǫ) =
1
Z
exp
[
−
(
p2
2
(1 + ǫ2Φ′′) + Φ +
ǫ2
2
Φ′2
)]
×
(
1 + ǫ2Φ′′ +
ǫ3
6
p3Φ′′′ +O(ǫ4)
)
. (55)
Selecting a = 3Φ′′/2, b = −ǫΦ′′′/2, yields
ρs(x, p; ǫ)=
exp
[
−
(
p2
2 (1 + ǫ
2Φ′′) + Φ + ǫ
2
2 Φ
′2
)]
Z
(
1 +
3ǫ2
2
Φ′′+
ǫ3(p3 − 3p)
6
Φ′′′+O(ǫ4)
)
=
1
Z
e−
p2
2
−Φ
(
1− ǫ
2
2
[Φ′2 + (p2 − 3)Φ′′] + ǫ
3(p3 − 3p)
6
Φ′′′+O(ǫ4)
)
, (56)
which, for one AOUP, is the approximate probability density in Eq. (6) of Ref. [1].
IV. CONCLUSIONS
For zero persistence time, active Ornstein-Uhlenbeck
particles become overdamped particles in contact with
a thermal bath. Thus, they reach equilibrium for long
times. There has been some controversy on whether
AOUPs under harmonic potentials may reach a time in-
variant equilibrium state for nonzero persistence times
[1, 5–8, 15]. For nonzero persistence time τ , AOUPs
reach an equilibrium state characterized by a probabil-
ity density that is invariant under time reversal if, and
only if, their interaction potential is quadratic (within the
class of smooth potentials). This can be shown by means
of a general formula for their time reversed Langevin-Ito
stochastic differential equation (the time reversal theo-
rem, [9]). Using path integrals, Fodor et al have con-
cluded that AOUPs reach equilibrium with zero produc-
tion of entropy [1], which agrees with the previous re-
sult. Mandal et al [5] have disputed this conclusion using
an incorrect time-reversed Langevin-Ito equation of the
AOUPs that is at odds with the time reversal theorem.
Their formulas for production of entropy and thermo-
dynamics arguments are based upon their time reversed
stochastic equation [5], and should be appropriately mod-
ified [7].
The active harmonic oscillator under an additional
thermal noise reaches a nonequilibrium stationary state
that is no longer invariant under time reversal, cf. Ref. [8]
and also Appendix E in this paper. Thus, the model of
the noisy overdamped particle in a harmonic potential
7is quite peculiar. It has an equilibrium probability den-
sity if the particle is subject to only one external noise,
either Ornstein-Uhlenbeck or thermal white noise (the
usual case for a purely passive particle), but it reaches
a nonequilibrium stationary state when both noises are
present. Other models for active colloidal particles in-
clude both translational thermal white noise and orien-
tational white noise for the active velocity, which render
the models thermodynamically consistent [15].
For general interaction potentials and in the limit of
small persistence time, AOUPs are close to an extended
equilibrium state. In this paper, the state of affairs is
made clear by using a Chapman-Enskog expansion in a
dimensionless parameter ǫ ∝ √τ . I have shown that
the AOUP probability density is asymptotic to a local
equilibrium in the momenta times a reduced probability
density R that depends on space and time. The continu-
ity equation for the latter contains a probability current
that depends on ǫ2. Its leading and first order terms de-
pend only on first and second spatial derivatives of R. To
O(ǫ2), there is an equilibrium solution R ∝ e−Φ˜ whose
probability current vanishes. The O(ǫ4) term in the prob-
ability current includes fifth order spatial derivatives of
R and there is no longer an equilibrium probability den-
sity [approximate to O(ǫ4)] that makes the current zero.
The overall momentum-dependent stationary probability
density has O(ǫ3) terms that are odd in the momenta [1].
Thus, this density is not invariant under time reversal.
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Appendix A: Time reversed diffusion process
Consider the system of Langevin-Ito equations
dXt = b(Xt, t) dt+ σ(Xt, t) dwt, (A1)
where Xt and b(Xt, t) take on values in R
n, t ∈ (0, tf ),
and σ(Xt, t) is a n × l matrix with l ≤ n. Under mild
hypothesis, there is a time reversed diffusion process
Xt = Xtf−t that satisfies the equations [9]
dXt = b(Xt, t) dt+ σ(Xt, t) dwt, (A2)
b
i
(x, t) = −bi(x, tf − t)
+
1
ρ(x, tf − t)
∂
∂xj
[aij(x, tf − t)ρ(x, tf − t)],
aij(x, t) = aij(x, tf − t), a(x, t) = σ(x, t)σ(x, t)T .(A3)
Here superscripts denote components of vectors, summa-
tion over repeated indices is implied, and ρ(x, t) is the
solution of the FPE corresponding to Eq. (A2):
∂ρ
∂t
+
∂
∂xi
[
bi(x, t)ρ− 1
2
∂
∂xj
(aij(x, t)ρ)
]
= 0. (A4)
The proof shows that the infinitesimal generator of the
time reversed process Xt is given by the coefficient func-
tions in Eq. (A3). This is done straightforwardly by us-
ing two test functions and integration by parts. Then
the resulting formulas are justified in the appropriate
functional spaces under mild conditions for the coeffi-
cient functions [9]. Stratonovich integration shows that
the noise wˆt = wtf−t satisfies
wˆit=w
i
t−witf−
∫ tf
t
ds
ρ(Xs, s)
∂
∂xj
[σji(Xs, s)ρ(Xs, s)],(A5)
cf. Remark 2.5 in Ref. [9]. Note that selecting dt =
d(tf − t) > 0, b(x, t) changes sign in Eq. (A2), which
is the same convention with positive differentials dt > 0
used in Refs. [10, 11] and elsewhere in the present paper.
Appendix B: Systems of active Ornstein-Uhlenbeck
particles
The AOUP equation of motion is [1]
r˙i = −µ∇iΦ+ vi, τ v˙i = −vi +
√
2Dηi(t). (B1)
where i = 1, . . . N , and ηi(t) is a zero-mean delta-
correlated white noise. From this equation and pi = r˙i,
it follows
p˙i = v˙i − µ
N∑
k=1
r˙k · ∇k∇iΦ
= −vi
τ
− µ
N∑
k=1
(r˙k · ∇k)∇iΦ+
√
2D
τ2
ηi(t).
In terms of pi, the system of equations is
r˙i = pi, (B2)
p˙i=−pi+µ∇iΦ
τ
−µ
N∑
k=1
(pk · ∇k)∇iΦ+
√
2D
τ2
ηi(t).(B3)
The corresponding FPE for the probability density
ρ(R,P, t) (in whichR = r1, . . . , rN , with a similar mean-
ing for P) is
8∂ρ
∂t
+
∂
∂riα
(piαρ)− ∂
∂piα
[(
piα
τ
+
µ
τ
(1 + τpjβ
∂
∂rjβ
)
∂
∂riα
Φ
)
ρ+
D
τ2
∂ρ
∂piα
]
= 0. (B4)
Here α = 1, 2, . . . , d are the components of the vectors ri and pi. In Eq. (B4), summation over repeated indices is
intended.
According to Eqs. (A2)-(A4) in Appendix A, the re-
verse time stochastic differential equations of Eqs. (B2)-
(B3) for dt > 0 are [9–11]
r˙i = pi, (B5)
p˙i = −
pi + µ∇iΦ(R)
τ
− µ
N∑
k=1
(pk · ∇k)∇iΦ(R)
−2D
τ2
∂ ln ρ
∂pi
+
√
2D
τ2
ηi(t). (B6)
In equilibrium, ρ = ρs(R,P) is invariant under time re-
versal. This means that the drift term of Eq. (B6) for
ρ = ρs is the same as the drift term of Eq. (B3) un-
der the time reversal transformation: t → −t, ri = ri,
pi = −pi:
−pi + µ∇iΦ
τ
− µ
N∑
k=1
(pk · ∇k)∇iΦ− 2D
τ2
∂ ln ρs
∂pi
=
pi − µ∇iΦ
τ
+ µ
N∑
k=1
(pk · ∇k)∇iΦ.
This yields
2D
τ2
∂ ln ρs
∂pi
= − 2
τ
[
pi + µτ
N∑
k=1
(pk · ∇k)∇iΦ
]
=⇒
ρs=exp
[
− τ
2D
N∑
i=1
[p2i+µτ(pi · ∇i)2Φ]+Λ(r1, . . . , rN )
]
.(B7)
I now insert this stationary probability density in the
FPE (B4) thereby finding
N∑
i=1

pi · ∇iΛ + µ
D
pi · ∇iΦ+ µ
2τ
D
N∑
j=1
(∇jΦ · ∇j)(pi · ∇i)Φ


×ρs − µτ
2ρs
2D
N∑
i=1
(pi · ∇i)3Φ = 0,
where the first term can be cancelled by choosing Λ =
− µDΦ− µ
2τ
2D
∑N
j=1 |∇jΦ|2 but not the second. Thus, there
is an equilibrium state
ρs =
1
Z
exp

− µ
D

Φ+ µτ
2
N∑
j=1
|∇jΦ|2

− τ
2D
N∑
i=1
[p2i + µτ(pi · ∇i)2Φ]

, (B8)
if and only if
∑N
i=1(pi · ∇i)3Φ = 0, which occurs for a
smooth quadratic potential. I conclude that the station-
ary solution of the FPE (with smooth potential Φ) is not
an equilibrium invariant under time reversal unless Φ is
quadratic.
Appendix C: Reduced probability density for a
system of N AOUPs
Here I nondimensionalize the model according to Table
II. The nondimensional FPE corresponding to Eq. (B4)
riα piα t Φ P
l = L√
N
√
D
τ
l
√
τ
D
D
µ
= T
√
τ
Dl2
TABLE II: Units for nondimensionalizing the equations
of the model. L2 is box area.
is
∂
∂piα
[(
piα +
∂
∂piα
)
ρ
]
= ǫ
[
∂ρ
∂t
+
∂
∂riα
(piαρ)− ∂Φ
∂riα
∂ρ
∂piα
− ǫ ∂
2Φ
∂riα∂rjβ
∂
∂piα
(pjβρ)
]
, (C1)
where summation over repeated indices is implied and
ǫ =
√
Dτ
l
=
√
Dτρ1/dn ≪ 1, ρn =
N
Ld
. (C2)
Assuming the diffusive length is much smaller than the
specific particle length l = (Ld/N)1/d corresponds to
9the limit
√
τ → 0 in Ref. [1]. Note that for the pa-
rameters listed in Fig. 1 of Ref. [1], ǫ is large, 17.89
(l = L/
√
N = 2.5) or 22.36 (l = 2, the range of the
repulsive potential), so that motility induced separation
occurs in the opposite limit of large particle density. For
ǫ = 0, R = (r1, . . . , rN ), P = (p1, . . . ,pN ), Eq. (C1) has
the solution
ρ(0)(R,P, t) =
e−p
2
iα/2
(2π)dN/2
ρ(R, t; ǫ), (C3)∫
P (0)(R,P, t) dP = ρ(R, t; ǫ).
The Chapman-Enskog ansatz is [12]
ρ(R,P, t; ǫ) =
e−p
2
iα/2
(2π)dN/2
R(R, t; ǫ)
+
∞∑
j=1
ǫjρ(j)(R,P;R), (C4)
∂R
∂t
=
∞∑
j=1
ǫjF (j)(R), (C5)
where ∫
ρ(j)(R,P;R) dP = 0 for j ≥ 1, (C6)∫
R(R, t; ǫ) dR = 1.
Integrating Eq. (C1) over the momenta, I obtain the ex-
act continuity equation
∂R
∂t
+
∂Jiα
∂riα
=0, Jiα(R, t; ǫ)=
∫
piαρ(R,P, t; ǫ)dP. (C7)
Insertion of (C3)-(C5) into (C1) produces the hierar-
chy of equations
Lρ(1) ≡ ∂
∂piα
(
piα +
∂
∂piα
)
ρ(1) =
e−p
2
jβ/2
(2π)dN/2
piα
(
∂Φ
∂riα
+
∂
∂riα
)
R, (C8)
Lρ(2) = e
−p2jβ/2
(2π)dN/2
[
F (1) + ∂
2Φ
∂riα∂rjβ
(piαpjβ − δijδαβ)ρ
]
+ piα
∂ρ(1)
∂riα
− ∂Φ
∂riα
∂ρ(1)
∂piα
, (C9)
Lρ(3) = piα ∂ρ
(2)
∂riα
− ∂Φ
∂riα
∂ρ(2)
∂piα
− ∂
2Φ
∂riα∂rjβ
∂(pjβρ
(1))
∂piα
+
δρ(1)
δR
F (1), (C10)
Lρ(4) = e
−p2jβ/2
(2π)
dN
2
F (3) + piα ∂ρ
(3)
∂riα
− ∂Φ
∂riα
∂ρ(3)
∂piα
− ∂
2Φ
∂riα∂rjβ
∂(pjβρ
(2))
∂piα
+
δρ(2)
δR
F (1), (C11)
Lρ(5) = piα ∂ρ
(4)
∂riα
− ∂Φ
∂riα
∂ρ(4)
∂piα
− ∂
2Φ
∂riα∂rjβ
∂(pjβρ
(3))
∂piα
+
δρ(1)
δR
F (3) + δρ
(3)
δR
F (1), (C12)
etc. The solvability conditions for the equations of this
hierarchy are that the integrals over momenta of their
right hand sides be zero. The solutions P (j) of the hier-
archy are Gaussians in piα times polynomials of degree
j:
ρ(2j+ξ)(R,P; ρ) =
e−p
2
zω/2
(2π)dN/2
×
j∑
n=0
A(2j+ξ)i1α1,...,i2n+ξα2n+ξ
2n+ξ∏
k=1
pikαk , (C13)
where ξ = 0, 1. Clearly for Eqs. (C8)-(C12), the solvabil-
ity conditions yield
F (j) = −∂J
(j)
iα
∂riα
, J
(j)
iα =
∫
piαρ
(j)dP. (C14)
Therefore, J
(2j)
iα = 0, F (2j) = 0,
which I have used this to suppress all such terms in the
previous hierarchy of equations. Eqs. (C14) agree with
the continuity equation (C7). Using
L
(
e−p
2
jβ/2
(2π)dN/2
piα
)
=− e
−p2jβ/2
(2π)dN/2
piα, (C15)
The solution of Eq. (C8) that satisfies Eq. (C6) is:
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ρ(1) = − e
−p2jβ/2
(2π)dN/2
piα
(
∂Φ
∂riα
+
∂
∂riα
)
ρ ≡ −piαe
−p2jβ/2
(2π)dN/2
Diαρ. (C16)
Inserting this in (C9), its solvability condition produces
F (1) = −∂J
(1)
iα
∂riα
, J
(1)
iα =
∫
piαρ
(1)dP = −DiαR, Diα = ∂Φ
∂riα
+
∂
∂riα
. (C17)
Using
L
(
e−p
2
jβ/2
(2π)dN/2
piαpjβ
)
=− e
−p2jβ/2
(2π)dN/2
2(piαpjβ − δijδαβ),
∫
e−p
2
jβ/2
(2π)dN/2
piαpjβdP = δijδαβ , (C18)
the solution of Eq. (C9) that satisfies Eq. (C6):
ρ(2) =
e−p
2
jβ/2
(2π)dN/2
(piαpjβ − δijδαβ)A(2)iα,jβ , (C19)
A(2)iα,jβ =
1
2
(
∂2R
∂riα∂rjβ
+
∂Φ
∂riα
∂R
∂rjβ
+
∂Φ
∂rjβ
∂R
∂riα
+
∂Φ
∂riα
∂Φ
∂rjβ
R
)
. (C20)
Eq. (C19) has the form Eq. (C13) with A(2) = −A(2)iα,iα.
Let me find ρ(3). Using
L
(
e−p
2
jβ/2
(2π)
dN
2
piαpjβpkγ
)
=
e−p
2
jβ/2
(2π)
dN
2
(2δijδαβpkγ + 2δikδαγpjβ + 2δjkδβγpiα − 3piαpjβpkγ), (C21)
I find the solution of Eq. (C10) that satisfies Eq. (C6):
ρ(3)=
piαe
−p2jβ/2
(2π)dN/2
(A(3)(iα,jβ,kγ)pjβpkγ+A
(3)
iα )=
piαe
−p2jβ/2
(2π)dN/2
[A(3)(iα,jβ,kγ)(pjβpkγ−3δjkδβγ)+J
(3)
iα ], (C22)
A(3)(iα,jβ,kγ) =
1
3
(A(3)iα,jβ,kγ +A(3)iα,kγ,jβ +A(3)jβ,kγ,iα), (C23)
A(3)iα,jβ,kγ = −
1
3
(
DkγA(2)iα,jβ −
∂2Φ
∂riα∂rjβ
DkγR
)
, (C24)
A(3)iα =
(
Diα ∂
∂rjβ
− ∂
2Φ
∂riα∂rjβ
)
DjβR− ∂
2Φ
∂r2jβ
DiαR+6A(3)(iα,jβ,jβ)+2
∂Φ
∂rjβ
A(2)iα,jβ+DiαA(2)jβ,jβ . (C25)
The corresponding contribution to the probability current is
J
(3)
iα = 3A(3)(iα,jβ,jβ) +A
(3)
iα =
(
Diα ∂
∂rjβ
+
∂2Φ
∂riα∂rjβ
)
DjβR− 2
∂A(2)iα,jβ
∂rjβ
=⇒
J
(3)
iα =
∂
∂rjβ
(
∂2Φ
∂riα∂rjβ
R
)
. (C26)
The solution of Eq. (C11) with conditions given Eq. (C6) has the form of Eq. (C13):
ρ(4)=
e−p
2
jβ/2
(2π)dN/2
{A(4)(iα,jβ,kγ,lδ)(piαpjβpkγplδ − δijδαβδklδγδ − δikδαγδjlδβδ − δilδαδδjkδβγ)
+A(4)iα,jβ(piαpjβ − δijδαβ)}, (C27)
A(4)iα,jβ,kγ,lδ = −
1
4
(
DiαA(3)(jβ,kγ,lδ) +
∂2Φ
∂riα∂rjβ
A(2)kγ,lδ
)
, (C28)
A(4)(iα,jβ)=
1
4
(
∂2
∂riα∂rjβ
+
∂Φ
∂rjβ
∂
∂riα
+
∂Φ
∂riα
∂
∂rjβ
+
∂Φ
∂riα
∂Φ
∂rjβ
)
∂
∂rkγ
DkγR
+
3
2
∂Φ
∂r(kγ
A(3)(iα,jβ,kγ)) −
1
4
(DiαJ (3)jβ +DjβJ (3)iα ), A(4) = −3A(4)(iα,iα,jβ,jβ)−A
(4)
iα,iα, (C29)
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to derive which I have used
L
(
e−p
2
jβ/2
(2π)
dN
2
piαpjβpkγplδ
)
=
2e−p
2
jβ/2
(2π)
dN
2
(δijδαβpkγplδ + δikδαγpjβplδ + δilδαδpjβpkγ
+δjkδβγpiαplδ + δjlδβδpiαpkγ + δklδγδpiαpjβ − 2piαpjβpkγplδ), (C30)∫
e−p
2
jβ/2
(2π)dN/2
piαpjβpkγplδdP = δijδαβδklδγδ + δikδαγδjlδβδ + δilδαδδjkδβγ . (C31)
After inserting Eqs. (C16), (C19), (C22) and (C27) into Eq. (C12), the latter becomes
Lρ(5) = e
−p2jβ/2
(2π)dN/2
{
piαDiα[A(4)jβ,kγ,lδ,mǫ(pjβpkγplδpmǫ − 3δ(jkδβγδlmδδǫ)) +A(4)jβ,kγ(pjβpkγ − δjkδβγ)]
−2piα ∂Φ
∂rjβ
(
2A(4)(iα,jβ,kγ,lδ)pkγplδ +A
(4)
(iα,jβ)
)
+
∂2Φ
∂riα∂rjβ
A(3)kγ,lδ,mǫ[piαpjβpkγ(plδpmǫ − 3δlmδδǫ)]
−
(
∂2Φ
∂r2lδ
A(3)iα,jβ,kγ + 3
∂2Φ
∂riα∂rlδ
A(3)jβ,kγ,lδ
)
piαpjβpkγ +
∂2Φ
∂riα∂rjβ
J
(3)
kγ (piαpjβpkγ − δijδαβpkγ
−δikδαγpjβ) +
δA(3)(iα,jβ,kγ)
δρ
∂
∂rlδ
(DlδR)piα(pjβpkγ − 3δjkδβγ) + piα δJ
(3)
iα
δρ
∂
∂rlδ
DlδR
−2 ∂Φ
∂riα
(2A(4)(iα,jβ,kγ,lδ)pjβpkγplδ −A
(4)
(iα,jβ)pjβ) +Diα
∂J
(3)
jβ
∂rjβ
piα
}
. (C32)
Its solution is Eq. (C13) with
A(5)iα,jβ,kγ,lδ,mǫ=−
1
5
[
DiαA(4)jβ,kγ,lδ,mǫ +
∂2Φ
∂riα∂rjβ
A(3)kγ,lδ,mǫ
]
, (C33)
A(5)iα,jβ,kγ=
1
3
[
10A(5)(iα,jβ,kγ,lδ,lδ)−DiαA
(4)
jβ,kγ+ 4
∂Φ
∂rlδ
A(4)(iα,jβ,kγ,lδ)
+
∂2Φ
∂r2lδ
A(3)iα,jβ,kγ + 3
∂2Φ
∂riα∂rlδ
A(3)(jβ,kγ,lδ)−
δA(3)iα,jβ,kγ
δρ
∂
∂rlδ
DlδR
]
, (C34)
A(5)iα =6A(5)(iα,jβ,jβ) −DiαA(4) + 2
∂Φ
∂rjβ
A(4)(iα,jβ) +
∂2Φ
∂riα∂rjβ
A(3)jβ
+
∂2Φ
∂r2jβ
A(3)iα −
δA(3)iα
δρ
∂
∂rjβ
DjβR +DiαF (3). (C35)
To find these coefficients, I have used the following formulas:
L
(
e−p
2
jβ/2
(2π)
dN
2
piαpjβpkγplδpmǫ
)
=
e−p
2
jβ/2
(2π)
dN
2
(2δijδαβpkγplδpmǫ + 2δikδαγpjβplδpmǫ + 2δilδαδpjβpkγpmǫ
+2δimδαǫpjβpkγplδ + 2δjkδβγpiαplδpmǫ + 2δjlδβδpiαpkγpmǫ
+2δjmδβǫpiαpkγplδ + 2δklδγδpiαpjβpmǫ + 2δkmδγǫpiαpjβplδ
+2δlmδδǫpiαpjβpkγ − 5piαpjβpkγplδpmǫ), (C36)
and ∫
e−p
2
jβ/2
(2π)dN/2
piαpjβpkγplδpmǫpnφdP = δijδαβδklδγδδmnδǫφ + δikδαγδjlδβδδmnδǫφ
+δilδαδδjkδβγδmnδǫφ + δimδαǫδjkδβγδlnδδφ + δinδαφδjkδβγδlmδδǫ + δimδαǫδjlδβδδknδγφ
+δinδαφδjlδβδδkmδγǫ + δilδαδδjmδβǫδknδγφ + δilδαδδjnδβφδkmδγǫ + δikδαγδjmδβǫδlnδδφ
+δijδαβδkmδγǫδlnδδφ + δijδαβδknδγφδlnδǫδ + δimδαǫδjnδβφδklδγδ + δikδαγδjnδβφδlmδδǫ
+δinδαφδjmδβφδklδγδ. (C37)
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The probability current that corresponds to ρ(5) is
J
(5)
iα = 72A(5)(iα,jβ,jβ,kγ,kγ)− 3DiαA
(4)
jβ,jβ + 2
∂Φ
∂rkγ
(6A(4)(iα,jβ,jβ,kγ) +A
(4)
(iα,kγ))
−DiαA(4)+ 3 ∂
2Φ
∂r2jβ
A(3)(iα,kγ,kγ) + 9
∂2Φ
∂riα∂rjβ
A(3)(kγ,kγ,jβ) +
∂2Φ
∂riα∂rjβ
A(3)jβ
+
∂2Φ
∂r2jβ
A(3)iα −Diα
∂J
(3)
jβ
∂rjβ
−
δ(3A(3)(iα,kγ,kγ) +A
(3)
iα )
δR
∂
∂rjβ
DjβR. (C38)
The resulting reduced equation for the probability density ρ is
∂R
∂(ǫt)
=
∂
∂riα
[
R
∂Φ
∂riα
+
∂R
∂riα
− ǫ2 ∂
∂rjβ
(
R
∂2Φ
∂riα∂rjβ
)
− ǫ4J (5)iα
]
+O(ǫ6) ≡ −∂J
r
iα
∂riα
. (C39)
Note that the reduced probability density evolves in a slow time scale ǫt.
Appendix D: Equilibrium solution
There is an equilibrium solution that solves the re-
duced equation with Jriα = 0 to order O(ǫ
2), with Jriα
given by Eq. (C39). I find it by inserting the exponential
form
ρeq = e
f˜eq−Φ˜, Φ˜(R; ǫ) = Φ(R)+
∞∑
j=1
ǫ2jΦ(2j)(R), (D1)
into Jriα = 0, and then finding Φ
(2j). The reduced free
energy f˜eq ensures that the normalization condition (C6)
is fulfilled. To leading order, J
(1)
iα = 0 produces Φ˜ = Φ
according to Eq. (C17). Keeping the ǫ2 term in Jriα given
by Eq. (C39), I get
−ǫ2
(
∂Φ(2)
∂riα
+
∂3Φ
∂riα∂r2jβ
− ∂Φ
∂rjβ
∂2Φ
∂riα∂rjβ
)
= O(ǫ4),
which yields
ρeq=e
f˜eq−Φ˜, Φ˜=Φ+ǫ2
[
1
2
(
∂Φ
∂riα
)2
− ∂
2Φ
∂r2iα
]
+O(ǫ4). (D2)
Appendix E: AOUP in a thermal bath
What happens in the AOUPs are placed in a thermal
bath? Dabelow et al claim that thermodynamic consid-
erations can only be made for AOUPs in a thermal bath
because the behavior of the active velocity v under time
reversal is ambiguous [8]. To elucidate this point, I con-
sider the simple case of an active harmonic oscillator in
a thermal bath and show that it evolves to a nonequi-
librium stationary state. Curiously, one can write this
stationary state as a Gaussian that satisfies the equipar-
tition theorem for appropriately defined momentum and
effective temperature, cf. Eq. (E6) below. The SDEs are
x˙ = −µκx+ v +
√
2Dx ηx(t), τ v˙ = −v +
√
2Dη(t), (E1)
where Dx = µT is the diffusivity due to the bath at
temperature T in units of energy. Firstly, consider the
nondimensional version of Eq. (E1) when units are de-
fined as in Table III. Eq. (E1) becomes
x v t
√
Dτ
√
D
τ
τ
TABLE III: Units for nondimensionalizing Eq. (E1).
x˙ = −kx+ v +
√
2d ηx(t), v˙ = −v +
√
2 η(t), (E2)
where k = µκτ , d = Dx/D, and the ηs are independent
zero mean Gaussian white noises with correlations δ(t−
t′). The stationary probability density for Eq. (E2) is
Gaussian, proportional to exp(−xTM−1x/2), in which
M is the matrix of the second order correlations and x =
(x, v). The correlation matrix is calculated by imposing
that LM +MLT = −2D, where L is the coefficient
matrix in Eq. (E2) and the diffusion matrix D is diagonal
with elements d and 1 [18]. The resulting correlations are
〈x2〉 = d
k
+
1
k(d+ k)
, 〈xv〉 = 1
1 + k
, 〈v2〉 = 1.(E3)
Straightforward computation produces the Gaussian den-
sity
ρs =
1
Z
e−βH, (E4)
βH = 1
2
(xTM−1x)
=
1 + k
1 + d(1 + k)2
(
1 + d+ kd
2
v2 − kxv + 1 + k
2
kx2
)
.(E5)
After some more simple algebra, I find the following nor-
mal form of the quadratic energy:
H= 1
2
1+d+kd
1+d(1 + k)2
(
v− kx
1+d+kd
)2
+
1
2
kx2
1+d+kd
,(E6)
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with β = 1 + k. In dimensional units, Eq. (E6) becomes
H = 1 + (1+µτκ)
Dx
D
1+(1+µτκ)2DxD
τp2
2µ
+
1
2
κx2
1+(1+µτκ)DxD
, (E7)
p = v − µκx
1 + (1 + µτκ)DxD
, Teff =
D
µ(1 + µτκ)
.(E8)
For Dx = 0, Eqs. (E7)-(E8) yield the previous formula of
Eq. (10).
Eqs. (E4)-(E6) have the form of an equilibrium sta-
tionary density for an effective temperature 1/β, and
a Hamiltonian that is even in the momentum p = v −
kx/(1 + d + kd). However, the AOUP subject to exter-
nal white noise is out of equilibrium. For Eq. (E2), the
stochastic area swept by the particle in the x-v plane
increases linearly with time, which indicates nonequilib-
rium [18]. In fact, the time average of the stochastic area
is
A = lim
t→∞
1
2t
∫ t
0
(vx˙ − xv˙) dt = (LM+D)12
= 〈xv〉 = (1 + k)−1 6= 0. (E9)
A system with detailed balance having an invertible dif-
fusion matrix satisfies LM+D = 0 [18]. Thus Eq. (E4)
is a nonequilibrium stationary probability density. This
argument does not apply to systems with non invert-
ible diffusion matrix, which is the case for the harmonic
AOUP with Dx = 0.
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