ABSTRACT. -We study the blow-up phenomenon for the porous-medium equation in R N , N 1,
Here w * (|x|) is the unique nontrivial, nonnegative compactly supported, radially symmetric solution of the equation w m + w m −
Introduction
This paper deals with the description of the blow-up phenomenon in the porousmedium equation in R N , N 1,
1)
u(x, 0) = u 0 (x) (1.2) where m > 1 and u 0 (x) is a compactly supported, not identically zero nonnegative function whose regularity will be specified later. The porous-medium equation u t = u m and its variations represent simple dissipative models for quantities which diffuse slowly. In fact this simple degenerate equation exhibits, unlike the heat equation, finite speed of propagation, which amounts in (1.1) to the fact that the support in space variable of the solution remains bounded at all times where the solution is defined. On the other hand, the presence of the superlinear term u m as a source makes possible finite time blowup, for instance the space-independent solution (m − 1) , as established in [12] , a generalization of the classical Fujita's result for m = 1 [10] . The power p = m is certainly special since diffusion and source share the same nonlinear growth. This gives rise to the interesting phenomenon of regional blow-up, meaning this blow-up taking place only in a compact set with nonempty interior. This is in sharp contrast with phenomena typically exhibited for other powers in the source term: In fact, while for p < m blow-up occurs in entire space, as established in [27] , for p > m blow-up is expected to occur only at a lower dimensional set, and generically only at isolated points. Fine knowledge is today available on the blow-up profiles of (1.3) when m = 1 and 1 < p < N+2 N−2 , a basic problem that has been the object of extensive study, see [9, 15, 16, 24, 25, 29] and the references therein. Of course if m = p = 1 no blow-up occurs at all, so that the phenomenon here described seems quite characteristic of porous-media type equations.
The purpose of this paper is to describe completely the blow-up in (1.1)-(1.2) in the following sense: we show that for any initial condition the solution u develops (exactly) a finite number of similar spherical hot spots: more precisely, there is a finite number of disjoint balls with common radii R * outside which the solution remains uniformly bounded, while inside each of them it develops a common self-similar radially symmetric profile (T − t)
, where r is the distance to the center of these balls and w * is a strictly positive function. Moreover, we show that one-ball blow-up is stable in the sense that for a given initial data leading to one-ball blow-up, all neighboring data exhibit the same phenomenon, with blow up taking place "approximately" in the same ball. While k-ball blow-up is in general unstable, it becomes stable within the class of initial data leading to blow-up with exactly k balls.
The presence of regional blow-up in this equation was first observed and studied in the case N = 1 in [11] . The elliptic problem found when searching by separation of variables a solution of the form u(x, t) = (T − t)
has been studied for radial symmetry in [1] [2] [3] 17] . This paper is a continuation of our previous work [4] where the following partial result was established: LetT > 0 be the time at which blow-up occurs. Let t n be any sequence t n ↑T . Then there is a subsequence of t n which we still denote t n , and a nontrivial compactly supported solution w(x) of the elliptic equation
uniformly. On the other hand, it was established in [2] that the components of the support of w are balls of the same radii and that the solution is radially symmetric inside each of them. This radially symmetric solution turns out to be unique, as established in [3] . Let BU(u 0 ) be the set of blow-up points of u, namely the set of points x for which there are sequences x n → x and t n →T such that u(x n , t n ) → +∞. It was also shown in [4] that this set is compact and it is precisely constituted by the union of the supports of all possible limiting w's. The important point unsolved in [4] was whether there is an actual unique blow-up profile, rather than oscillation between different limiting configurations. The question turns out to be rather subtle, and we answer it affirmatively in the following result. 
In light of this result, it is natural to ask for stability of the regional blow-up phenomenon. The one-ball blow-up turns out to be stable in the following sense. 
Then, given ε > 0, there exists a δ > 0 such that for any u 1 continuous, compactly supported in B(0, M) which besides satisfies
we have that
for some pointx 1 with |x −x 1 | < ε.
In [4] it is established that the solution u(x, t) is decreasing in the radial direction outside the smallest ball which contains the support of u 0 . From here and the fact that w * is radially decreasing, it follows that a sufficient condition for one-ball blow-up to occur is that this support lies inside a ball of radius less than R * . Instead, the two-ball blow-up is not stable as the following example shows. Let us fix points x 1 and x 2 with |x 1 − x 2 | > 2R
* . Then the function
solves Eq. (1.1) for 0 < t < min{T 1 ,T 2 }. IfT 1 =T 2 , then two-ball blow-up takes place, which however disappears as soon asT 1 andT 2 differ, no matter how close they are.
This example suggests that one-ball blow-up may actually hold for "generic" initial data. k-ball blow-up is however stable within the class of initial data leading to blow-up in k balls, class which may be conjectured to be a codimension k − 1 manifold. 
It is worthwhile mentioning the apparent analogy of this stability-unstability phenomenon with that for single and multiple-point blow-up in (1.
, analyzed in the works [9, 24, 25] .
Now that the blow-up set is fully characterized, further questions arise, for instance that of finding the exact behavior of the solution on the boundary of the balls determining the blow up. On the other hand, the solution remains bounded up to the blow-up instant outside these balls, so one may wonder whether the solution keeps evolving in some sense after blow-up occurs. The general question of "continuation after blow-up" has been treated for a class of related equations in [14] .
Next we describe the proof of the above results. Let us introduce the change of variables
It is readily checked that v satisfies the equation
From Proposition 4.1 in [4] , we know that given a sequence t n → +∞ there is a subsequence, which we denote in the same way, and a nontrivial, compactly supported solution of (1.4) so that
as n → ∞, both in uniform and H 1 -senses. Thus our task in establishing Theorem 1.1 is precisely to prove that the limit w(x) is actually the same along every sequence t n → +∞. A main feature of Eq. (1.6) is the presence of a Lyapunov functional for it, namely 
J v(·, t) = J (w).
Here and in what follows the integral symbol without limits specified means integration on the whole R N . The presence of this functional implies that limit points of the trajectory must be steady states. The problem of uniqueness of asymptotic limits in nonlinear heat equations under the presence of a Lyapunov functional has been analyzed in a number of works. A general result due to L. Simon [28] shows the uniqueness of the limit for uniformly parabolic equations in the case of uniform real analytic data on a compact manifold. Uniform analiticity cannot be lifted in general in this result, at least in the nonautonomous setting, as shown in [26] . Needless to say, the compactly supported setting we deal with makes our situation highly nonanalytic.
Other uniqueness results in parabolic problems, nondegenerate and degenerate, are contained in the works [5] [6] [7] [8] 13, 19, 18, 22] . In the latter work, a renormalization method based on L. Simon's ideas, used in classifying singularities in an elliptic problem in [20] was adapted to a semilinear heat equation. The general framework of this method is what we will use here. Alternative methods for degenerate equations of porous-medium type, in one and higher dimensions, have been devised in [7, 8] . Those techniques do not apply to the nonlinearity of Eq. (1.7), in particular those in [8] , based on analiticity, because of the presence of compactly supported steady states. This is explicitly commented in [8] and posed as an open question.
A main technical difficulty arises when the support of the limit w contains balls that are tangent, for this introduces a noise in the analysis which is rather delicate to get rid of.
In the next section we explain in further detail our method. In particular we derive the main results as corollaries of a more general fact, Theorem 2.1 whose proof is carried out by means of the renormalization approach mentioned above, whose basic scheme is set up by Proposition 2.1. The remaining sections of the paper are devoted to the proof of that intermediate result.
Proof of the main results
The theorems stated in the previous section will be direct consequences of the following result: 
Then the following holds: If w is a compactly supported steady state of (1.7) such that for some
The proof of this result is based on the following PROPOSITION 2.1. -There exist positive numbers T , δ, C and t * with the following property. Let v(x, t) be any solution of (1.7), defined in 0 < t < ∞ as in the statement of the above theorem. Consider points x 1 , . . . , x k and set
Then there exist pointsx i with |x i − x i | Cη such that
Let us see how Theorem 2.1 follows from this assertion.
Proof of Theorem 2.1. -Let ε be given and let us write w as
for points x i with |x i − x j | 2R * . Let δ 0 < δ, with δ the number predicted by Proposition 2.1. Assume that for some t 0 we have
where T is the number given by Proposition 2.1. We find then that there are points
where
Since η 2 η 1 /2 < δ, we can apply again Proposition 2.1 to find points x i2 with now
such that
Iterating this procedure we find a sequence
The following fact is easily checked: there exists a constant D > 0 depending only on m > 1 such that for all nonnegative numbers a, b, c one has
Now let t be any number greater than t 0 . Then t ∈ (t 0 + jT , t 0 + (j + 1)T ] for some j and
Now, we have that w * is uniformly Hölder continuous for any m > 1, hence
for some numbers a, C > 0. It follows that
for certain positive constants A, a. Finally,
from where it follows that
provided that δ 0 was chosen sufficiently small. This concludes the proof. ✷
Proof of Theorem 1.1. -From Proposition 4.1 in [4] , there is a sequence t n → ∞ such that v(x, t n + τ ) → w(x) for some nontrivial solution of (1.4), uniformly in x and for τ in bounded intervals. We recall that the space support of v is contained inside a ball independent of the time variable. It follows that, given ε > 0, there exists a number t 0 > 0 such that
where T and δ are the numbers given by Theorem 2.1. Thus,
< ε for all t t 0 . Since ε is arbitrary, we have actually established that , and with supports contained in some common ball. LetT n be the blow-up time for u n , the solution with initial condition u 0n andT that for u 0 . We claim thatT n →T . Let T * be a limit point forT n . After scaling, we end up with the following situation: There is a globally defined solutionṽ of (1.7) withṽ(0, x) = T * u 0 (x) which converges as t → ∞ to a nontrivial steady state. But this implies, scaling back, that the blow-up time for u cannot be other than T * . Hence T * =T . Assume now additionally that u n as well as u have k-ball blow-up for any n. Let v n be the solution of (1.7) defined as
SinceT n →T , we will have, on the one hand, v(x, t) close to w(x) for all t > t 0 , while we can also make, by continuity, v n (x, t) as close as we wish in compact intervals in time to v. As a consequence, v n will also be close to w in an interval of length T after t 0 , so that Theorem 2.1 applies in this situation as well, so proving the stated result. Finally, for Theorem 1.2 it suffices to observe that for k = 1 in the above situation, and an arbitrary sequence of initial conditions converging to u 0 , one has that if
J (w * ) for all sufficiently large n. It follows then that J (v n (·, t)) → J (w * ) as t → +∞, hence one-ball blow-up holds for any initial condition close to u 0 and Theorem 1.3 applies in this situation. ✷ The remaining of this paper will be devoted to the proof of Proposition 2.1. To do this, we will restate it in the next section in a more convenient form.
Preliminaries and a key inequality
Our task in what follows is to prove Proposition 2.1. After an indirect argument, it is easy to see that this result follows from the following PROPOSITION 3.1. -There exist positive numbers T and C such that ifṽ n is a sequence of solutions of Eq. (1.7) defined on 0 t < +∞, satisfying the constraints (2.1), (2.2), and such that for some sequence t n → +∞, setting
as n → ∞. Assume besides that for each n, 
for all n sufficiently large, and wherē
Let v n be a sequence as in the statement of the above result. Then we have that
In fact, the estimates leading to convergence up to subsequences to steady states derived in [4] depend only on bounds for the initial condition and on the radius of the smallest ball containing the initial condition (in fact the size support of the solution at all times turns out to depend only on this radius). For T > 0 fixed, which we will choose later, we use in what follows the following notation:
Then φ n satisfies the equation
Let us observe that, by definition of the number η n we have that
Notice also that z n is supported only near the boundary of the balls. Indeed, in the limit w n must converge (up to subsequences) to a steady state w of Eq. (1.4) , hence the distance between the centers x in must be in the limit no less than 2R * . These facts suggest that on interior sets of the support of the limit w(x) of the w n , which is the uniform limit of w n , we should see convergence in certain sense of φ n to a solution of the degenerate parabolic equation
The proof of Proposition 2.2 has as its key element the analysis of this convergence, and in particular in finding the form of its limit. Thus we assume in what follows the validity of the conditions of Proposition 2.2. We introduce some notation, and establish in Lemma 3.1 below an inequality which will play a crucial role in the analysis of the next sections. Following the notation of the previous section we write w in = w
Let us also consider the functions
It is easily checked the existence of constants C 1 and C 2 , depending only on m such that the following inequalities hold:
We observe that the already defined quantity
measures the "overlap" of the supports of the w in . We also note that there exists a constant C > 0, depending on k and m, such that
In particular 0 z n Cw n for another constant C.
The following relation among the above defined objects may be regarded as the key step in the proof of Proposition 2.2. 
Proof. -Let J be the Lyapunov functional for (1.6) given by (1.8). Let us set
J (w in ) .
Then I 0 and we have
After integrating by parts and using the equations we get
So we obtain, after recalling that η 
Since the functional J is nonincreasing along trajectories we obtain, after some algebraic manipulations and recalling the definition of H n and z n , that
It follows from Lemma A.1, in the appendix, that The result just proven plays an essential role in the analysis to follow in the next sections. In Section 4 we will obtain estimates which will lead in particular to convergence of φ n in a suitable sense in Section 5. An important step is to obtain a proper control on the size of η −1 n z n , which is measuring the degree of superposition of the balls constituting the support of w n . In Section 6 we will express the limit φ of the φ n 's in terms of eigenvalues and eigenfunctions of the elliptic operator in Eq. (3.6). The fact that the operator does not degenerate in the interior of the support of w yields strong smooth convergence there. However a finer understanding of the behavior of φ n near the boundary of the support of w is needed, and found in Section 7.
It should be remarked that a particularly delicate situation is the case that w has adjacent balls in their support, since the effect of superposition is in fact present up to the limit, and that has to been taken care of. This is perhaps the main difficulty overcame in this paper.
Further estimates
In this section we establish, as consequences of Lemma 3.1, some important estimates which will lead in particular to convergence of φ n in a suitable sense. Our first result provides a uniform control on the overlap of the supports of the w in by means of the following estimate for z n . Proof. -Integrating in time from 0 to T the inequality of Lemma 3.1 we obtain
Recalling now that, G n (x, t) C for all 0 t T and that H n CG n , we obtain
where the constant C depends now also in T . On the other hand,
Now, using (3.10) and (3.12), after an application of the mean value theorem we get From here the proposition immediately follows. ✷ Examining the above proof, now applied integrating between 0 and any t > 0, and using the result just proved we see that we have actually established the following bound.
COROLLARY 4.1. -We have that there is a constant C such that for all t > 0 one has
As a further consequence, we see that since G n (x, 0) C, and as we have said, |H n | CG n , the following fact holds. 
Convergence
We will use here the results of the previous section to establish convergence of the quantities ψ n and φ n in the appropriate sense. Let us note that ψ n defined by (3.7) 
Integrating (5.1) against ψ n , recalling that
, we obtain
Proof. -We have
where the last inequality holds by (3.12) . Now the lemma follows by Proposition 4.1. ✷ As a consequence of the above result, we can establish the following estimate (local in time) for ψ n , from where convergence in the appropriate sense of φ n will follow.
for all n.
Proof. -Let us recall that
Since the function v is bounded we see that |ψ n | C|φ n |. Hence, using (3.10), we get ψ 2 n CG n . Now integrating relation (5.2) in time, between s = 0 and s = t and using and the result is thus proven. ✷ As a consequence of the last result, the sequence ψ n can be assumed, after passing to a subsequence, weakly convergent in L 2 ((0, S); H 1 (R N )) for each S > 0. Let ψ(s, x) be this limit. Assume now that
so that the support of w is the union of disjoint balls B(
for each S > 0. In the next lemma we study further this convergence. 
Besides the map t → w m−1 (x)φ 2 (t, x) dx is continuous and
Proof. -We recall that φ n satisfies the equation . Then a n → mw m−1 uniformly. Hence over compacts of B the coefficient a n is uniformly positive and bounded, and z n ≡ 0 there for large n. The standard theory for quasilinear nondegenerate parabolic equations, see [21] , gives that this convergence is also uniform in the C 1 -sense over compacts of B, so that ∇a n is also bounded there. From Lemma 2.1, it follows that L 2 norm on any parabolic cube compactly contained in B. Again the theory for nondegenerate parabolic equations in [21] provides uniform estimates for C 1,α norms over compacts of B, from where C 1 convergence follows. Now, given δ > 0 let us consider a smooth cut-off 0 η(x) 1 compactly supported in A with η(x) = 1 if dist(x, A) > δ and |∇(x)| C/δ for all x. Let us integrate Eq. (5.7) against η 2 ψ n in space and in time between t = t 1 and t = t 2 to obtain
where ψ n and G n are defined in (3.7) and (3.8). Now we let n → ∞ and get Cδ on A δ . It follows that
Now, let us write
Since the function inside the integral is indeed integrable by construction, it follows that |II| → 0 as we let δ → 0. Let us recall that for each t > 0 G n (t, x) dx C(t), from where it follows that φ 2 (t, x)w m−1 (x) dx is finite. Then, letting δ go to zero in the above equality, relation (5.5) thus follows. The proof of the remaining assertion of the lemma is similar, so that we omit it. ✷
The spectral problem
In this section we will analyze the spectrum of the linear elliptic operator associated to Eq. (5.4) . The purpose of this is to find an expansion of φ in terms of eigenvalues and eigenfunctions of this operator. 
with ψ ∈ H where
Now we make the following observation: for a given λ 0, the set of distributional solutions ψ ∈ H of (6.2) is finite-dimensional. In fact, using ψη as a test function, where
Now, since w m−1 vanishes quadratically on ∂B, as the above lemma states, it follows that
. Letting δ → 0 we get
3)
It follows that the unit ball in L 2 -norm of the corresponding eigenspace is bounded in H 1 -norm, hence compact, so that the multiplicity of the eigenvalue is finite. Moreover, only a finite number of eigenvalues λ 0 may exist. In fact, if an infinite number of them exist, then one can construct an infinite orthonormal sequence of eigenfunctions that must converge producing a contradiction. Let N be the finite-dimensional vector space spanned by all eigenfunctions in H associated to nonpositive eigenvalues. Let us consider the number λ * given by
We claim that λ * > 0. In fact, assume λ * 0 and let ψ n be a minimizing sequence of the above quantity. It follows that ψ n is bounded in the space H . Let ψ be the weak limit in H of some subsequence. Then We observe also that λ = 0 is an eigenvalue and that 
for all i, j . Now let us consider the functioñ
Let us observe that
Clearlyφ(x, t) satisfies the equation where, we recall, λ * > 0 and η(0) 1. Finally, linear parabolic regularity implies that exponential decay at this rate forφ also holds uniformly on compact subsets of B.
We summarize the above considerations in the following proposition, which provides a description of the limiting function φ(t, x) inside A.
where θ(x, t) converges to zero as t → +∞, exponentially uniformly inside compact sets of the set A.
Analysis near the boundary
In the last two sections we have found the validity of convergence of φ n to φ essentially in the interior of the support of the limiting w. Here we will show estimates which provide control of φ n near the boundary of the support of w. As a by-product we shall establish that the exponentially increasing terms in the expansion (6.6) actually vanish identically, and as a further consequence that the contribution of the region near the boundary on the integral of G n is basically negligible.
The next result estimates the contribution near the boundary to the integral of G n in terms of a boundary integral for the limiting function. We should mention that here, the key estimate, Lemma 3.1, again plays a role. Proof. -Set
where C is independent of r 0 . Using relations (7.8), (7.9), (7.10), and (7.11) we get then that for certain constant C 
{|x−x i |>r 0 } G n (s, x) dx < ε.
Conclusion: the proof of Proposition 3.1
Now we are ready to prove Proposition 3. we see that our problem reduces to show that the minimum of the function F , over to the set S = {h | P (h) = 1, h 1 0, . . . , h k 0}, is greater than m. If a minimum of F over S
