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The purpose of this paper is to apply the methods of real analysis to the 
investigation of the asymptotic behavior of s-entropy of a compact positive 
operator for sufftciently small E > 0. The lower growth order about the s-entropy of 
a compact positive operator is characterized by the proper values associated with 
this operator. Moreover, about the s-entropy per unit time of convolution operators 
generated by a continuous, positive definite and Lebesgue integrable function, both 
the upper and the lower growth orders are characterized by the spectral density 
associated with this function. f: 1990 Academic Press, Inc. 
1. INTRODUCTION 
The concepts of s-entropy and s-capacity were investigated by 
Kolmogorov in his studies on information theory (cf. [ 1 I). Prosser applied 
these concepts to the analysis of continuous time-varying linear channels 
(cf. [5]). Using the techniques developed by Kolmogorov and Tihomirov 
(cf. [2]), he investigated the asymptotic behavior of the s-entropy of a 
Hilbert-Schmidt channel for sufficiently small E > 0 in terms of the proper 
values of the compact positive operator associated with this channel. In his 
studies (cf. [S, 7]), the concept of the upper growth order, which is 
discussed in real analysis (cf. [3]), plays an important role for his purpose. 
Moreover, Prosser and Root applied the concepts of s-entropy and 
E-capacity per unit time, which had been introduced by Kolmogorov 
(cf. Cl]), to the analysis of continuous time-invariant linear channels 
acting on a time interval of finite length (cf. [6]). They’investigated the 
asymptotic behavior of the e-entropy per unit time of such a channel for 
sufficiently small E > 0 in terms of the spectral density of the convolution 
kernel associated with this channel. Recently, we found that quantum 
&-entropy had been introduced by Ohya (cf. [4]) and his discussion is 
related to our study. 
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The purpose of this paper is to study the asymptotic behavior of 
s-entropy for sufficiently small E > 0 by the methods of real analysis. Two 
kinds of growth orders, that is, the upper growth order and the lower 
growth order, are introduced into the theory of s-entropy. Prosser charac- 
terized the upper growth order about the s-entropy of a compact positive 
operator by the non-increasing sequence of proper values associated with 
this operator. We characterize the lower one by such a sequence. Further- 
more, these concepts are applied to the investigation of the asymptotic 
behavior of s-entropy per unit time for sufhciently small E > 0. About 
the s-entropy per unit time of convolution operators generated by a 
continuous, positive definite and Lebesgue integrable function, we charac- 
terize both two growth orders by the spectral density associated with this 
function. 
2. GROWTH ORDERS OF E-ENTROPY 
Let Y? be a Hilbert space, U be the closed unit ball in X”, and K be a 
compact positive operator on 2”. Then the image under K of U, denoted 
by K(U), is a compact subset in X’. For any E > 0, we call a family of open 
balls with radius E whose union includes K(U) an s-covering of K(U). The 
s-entropy of K, denoted by S(K, E), is defined by the base-2 logarithm of 
the minimum number of elements of any s-covering of K(U). It is clear that 
S(K, E) r cc as E 10. Here, we can define two kinds of growth orders about 
S(K E) by 
D(K) = lim sup log S(K ~1 
C-+0 bic(l/E) ’ 
d(K) = lim inf log S(K, ~1 
E-+0 Wl/&) . 
(1) 
We call D(K) and d(K) the upper growth order and the lower growth order 
of S(K, E), respectively. Let {&} be the non-increasing sequence of proper 
values of K. Then the relation between D(K) and {I”,}, which was given by 
Prosser, is (cf. [S]) 
D(K) = lim sup 
log n 
ledl/~w) 
=inf r>O; f i;<cg . 
“+a, n= I 
Let M(E) be max { n; 1, > E}. If E >, 1,) then m(s) means 0. Here, we have 
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LEMMA 1. 
lim inf 1% m(E) ___ = lim inf 
log n 
E’O log(l/&) n-cc log(l/l,)’ (4) 
Proof Let GI and /I be the left side and the right side of (4), respectively. 
For any sufliciently small 6 > 0, there exists a positive integer n6 satisfying 
8-66 logn 
hdl/AJ 
n >n6. 
Inequality (5) implies that 1, > E holds for all n and E such that n > nd and 
s<(l/n) . “M-‘) Therefore, by the definition of m(s), we obtain 
m(c) 3 1/sPe6, (6) 
for all sufficiently small E > 0. It follows from (6) that c1> fi - 6 for all 6 > 0. 
This implies u 2 /I. We can obtain the converse inequality c( > /I the same 
way. Q.E.D. 
Here we can prove a relation between d(K) and (A,} like (3). 
THEOREM 2. The following equality holds: 
d(K) = lim inf 
log n 
n - cc log( l/A,)’ 
Proof: Owing to Lemma 1, we have only to prove that 
log m(E) d(K) = lim inf ~ 
s-0 log(l/&)’ 
We use the next results given by Prosser and Root (cf. [6]): 
46) mW2fi) 
1 log(&/&)<s(K,&)< 1 log[(4&)A,/s], O<&<A,. 
n=l n=l 
Hence, for any sufficiently small E > 0, we have 
mm) 
428) < C log(W) -c S(K, E). (8) 
n=l 
By (2) and (S), we obtain 
lim inf log m(4 - < d(K). 
E - 0 log( l/E) 
The converse inequality of (9) can be proved the same way as above. 
Q.E.D. 
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3. GROWTH ORDERS OF E-ENTROPY PER UNIT TIME 
Throughout this section, R means the set of all real numbers, ~1 means 
the Lebesgue measure on R, and L’(R) means the Banach space consisting 
of all Lebesgue integrable functions on R with norm 11. /I,. Let f be a 
continuous and positive definite function belonging to L’(R). Then it 
follows from Bochner’s theorem that f can be represented by the Fourier- 
Stieltjes transform 
where F, is a non-negative, non-decreasing, and bounded function on R. 
We can choose uniquely F, satisfying the above equality. Furthermore, it 
is known that F, has a spectral density; that is, there exists uniquely a non- 
negative function pr belonging to L’(R) satisfying the two conditions 
fW=?'", efw’pf(o) do, (10) 
oGP,w=P.+Q46 Ilfll,P~. (11) 
Under the above notations, we can prove the following two lemmas: 
LEMMA 3. 
lim sup l”g~({cu’pf(w)zE})=inf O” 
Proof Let CI and fi be the left side and the right side of (12), respec- 
tively. First we prove that c( d /?. For any 6 > 0, 
holds. Moreover, using the Stieltjes integral form, we can rewrite the left 
side of (13) by 
s 
ic 
~+)~+“dw=j-~= trc8+‘)dq(t), (14) 
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where q(t) = p( {w; p,(o) > l/t}). Using the integration by parts, for any 
r > 0, we have 
s 
r 
or- 
(B+a) &(t)= [t-(P+w cp(t)];,-j’rp(t)[-(j3+~)t-p+n+1)1 dt 
0 
= cp(rb -(8+ar+(p+S)S’(p(t)t-(B+a+‘)dt, (15) 
0 
because q(t) = 0 for all t satisfying 0 < t < 27r/l/fll r. Since (13) and (14) 
imply that the left side of (15) converges as r -+ co, both the positive terms 
in (15) 
cp(r)r-(“+“, (8+6+ 1) dt, 
are bounded for all r > 0. This implies that 
3c 
(p(t)t-(~+a+l)&O 
holds. While, we obtain 
(16) 
(P+Qjrn cp(t)t- 
I 
(“‘““)dt~(B+s)~(r)j~~ tp(B+s+l)dt 
= cp(r)reecBf6), (17) 
because cp( t) is monotone increasing. It follows from (16) and (17) that 
lim cp(r)rC(P+6)=lim ~({w;P~(o)>E})E~+~=~. 
T”X E’O (18) 
Equation (18) concludes the proof of CI d B. Next, we prove the converse 
a 2 /I. For any 6 > 0, there exists some t, > 0 satisfying 
q(t) < ta+6’2, t>t,. 
Therefore we obtain 
cm+&+ 1) dt < Go. 
Moreover, by the definition of ~1, we have 
lim sup q$r)r-(a+6)=0. 
r-cc 
(19) 
(20) 
E-ENTROPYOFA COMPACTOPERATOR 255 
It follows from (19), (20), and the equality 
i‘ 
r 
lim sup tr(a+6)dcp(t) 
r--r= 0 
= lim sup 
[ 
cp(r)r- ‘r+n)+(a+6)j’cp(t)r~‘b+“+1)dt 
r - IX 0 1 
that 
holds. Inequality (21) implies that CI > 8. Q.E.D. 
LEMMA 4. 
lim sup log cL( {w’ Pr(O) ’ ‘} ) = lim sup 
log 0 
1%(1/E) <u-J3 WllPfbN 
(22) 
e-0 
Proof: Let CI and j3 be the left side and the right side of (22), respec- 
tively. For any sufficiently small 6 > 0, there exists a positive number o6 
satisfying 
(23) 
Inequality (23) implies that ~~(0) d (1/0)“((+~) for all o> 06, and this 
fact and (11) imply that, for any sufficiently E > 0, 
~L({W;Pf(0)>E))~2.(1/&)B+6 (24) 
holds. Therefore, we obtain a < fi. The converse inequality a 2 p can be 
proved the same way as above. Q.E.D. 
Let T> 0 and L*[O, T] be the functional Hilbert space consisting of all 
square-integrable functions on the closed interval [0, T]. Then, using f, 
which is stated above, as a convolution kernel, we can define a convolution 
operator on L*[O, T] by 
(K+)(f) = job - s)x(s) & xeL*[O, T], O<t<T. 
Since f is positive definite, K, is positive and belongs to the 
Hilbert-Schmidt class of operators on L*[O, T], and moreover, by 
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Mercer’s theorem, it can be shown that K, belongs to the trace class of 
operators on L*[O, T]. Hence, the definition of the s-entropy of a compact 
operator can be applied to K,, therefore, the s-entropy per unit time of 
convolution operators generated by f is defined by 
S(f, E) = lim sup S(K,, E)/T. 
T-x 
(25) 
By the same way as (1) and (2) in the previous section, we can introduce 
the upper growth order D(f) and the lower growth order d(f) of S(f, E) 
by 
D(f) = lim sup log m E) 
E’O log(W) ’ 
and 
d(f) = limrtf ‘yagze;‘, 
respectively. Now, we can prove the same relation 
(3) in the previous section: 
THEOREM 5. D(f) can be characterized by 
log w 
i j 
00 
D(f) = lim sup 
W’cc log(l/p/(o)) = inf r’O; ~ 
mpf(W)rdu<O . 
1 
(28) 
(26) 
(27) 
between D(f) and pr as 
Proof: Concerning a relation between pr and S(f, E), it is known by 
Prosser and Root (cf. [6]) that 
and 
(1/2n) j 
S(.L 8) < (l/271) j{ ,* p,( )>E,4~) logC4 4 PvfWl~)l doJ 
0,x 0 
holds. Therefore we have 
1ogC2wf(~)/El do <log S(f, E) 
> 
(29) 
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and 
It follows from (29) and (30) that 
lim sup 1% w 6) = lim sup bw({~avfb)>~~) 
log( l/E) lotid l/E) 
(31) 
c-0 C+O 
holds. Lemma 3, Lemma 4, and (3 1) conclude the proof of Theorem 5. 
Q.E.D. 
Remarks. If we apply the methods in the proof of Theorem 2 to d(f), 
then we can obtain the same equality as Theorem 2: 
d(f) = lim inf 
log 0 
o- 30 logulPfb))’ 
Even if, as the definition of s-entropy per unit time of convolution 
operators generated by S, we use another type, 
_S(J E) = lim inf S(K,, E)/T, 
T-03 
instead of (25), analogous statements in this section hold. 
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