ABSTRACT. We study front propagation phenomena for a large class of nonlocal KPP-type reaction-diffusion equations in oscillatory environments, which model various forms of population growth with periodic dependence. The nonlocal diffusion is an anisotropic integro-differential operator of order α ∈ (0, 2).
INTRODUCTION
We study the long time/large space asymptotic behavior and front propagation for a class of models governed by reaction-diffusion equations of the form
The reaction nonlinearity f (x, u) is periodic with respect to x in the unit cube Q, and satisfies a KPP-type condition in u; see (2.1) and (2.2).
The diffusion L α belongs to the nonlocal class of singular integral operators given by with "mutation kernel" K that is positive, symmetric, 1-periodic in x and has a "thick tail" and is singular at y = 0 of order α; see (2.5) and (2.6). Such operators generalize the fractional Laplacian (−∆) α/2 .
We also require that the linearized reaction-diffusion operator L α − ∂ u f has a negative principal eigenvalue λ 1 ; see assumption (2.8).
The long-time/large-space behavior of the solution to (1.1) is characterized by the limiting properties and behavior as ǫ → 0 of u ǫ (x, t) = u( x|x| 1/ǫ , t/ǫ), (1.3) which solves
with initial datum
We assume (see (2.9) ) that u 0 has sufficient decay at infinity so that u ǫ (·, 0) converges to a "patch" function supported on the unit ball, that is, The rescaling (1.3) is motivated by the scaling strategy of Méléard and Mirrahimi [26] , which is used to study the behavior of the solution to
The arguments in [26] exploit the one-dimensional nature of the problem and the homogeneous in x nature of the nonlocal diffusion and the nonlinearity.
The results of this paper generalize to the much broader family of equations (1.1), which have a richer range of behaviors and require much more precise estimates.
A key step in our analysis is the exponential transformation Our first result concerns the behavior, as ǫ → 0, of v ǫ . Note that, in view of the spatially oscillatory behavior of (1.4), the v ǫ homogenizes in the limit. given by v(x, t) = min(0, |λ 1 |t − (d + α) log(|x|)).
(1.7)
Knowing the asymptotic behavior of the v ǫ 's, we obtain some concrete information about the u ǫ 's.
For this, we recall that (1.1) admits a positive periodic steady state solution
Although the existence of u + is classical, for completeness, we sketch a proof summary in the Appendix.
Our second result is: Theorem 1.2. Assume (2.1), (2.2), (2.5), (2.6), (2.8) , and (2.9). Then, as ǫ → 0 and locally uniformly,    u ǫ (x, t) → 0 in {(x, t) : |x| d+α > e |λ 1 |t }, u ǫ (x,t) u + ( x|x| 1/ǫ ) → 1 in {(x, t) : |x| d+α < e |λ 1 |t }.
(1.8)
It follows from (1.8) that, as ǫ → 0,
We remark that, since u + is in general non-constant, we cannot expect that u ǫ converges in the inner region.
Reaction-diffusion equations such as, for simplicity, the Fisher-KPP equation
have been studied extensively, going back to the original work of Fisher [16] and Kolmogorov, Petrovskii, and Piskunov [23] . We refer to Aronson and Weinberger [1] and [2] , Bramson [11] , Freidlin [18] , Evans and Souganidis [14] , and Majda and Souganidis [25] for the derivations as well as up to date methods to study the long time/largespace asymptotic behavior.
Equations such as (1.1) arise from mesoscopic processes involving Lévy flights seen in models of population dynamics and evolutionary ecology. For example, Jourdain, Méléard, and Woyczynski [22] show a rigorous derivation when modeling Darwinian evolution of phenotypic variation, treating the population as a stochastic point process; see also Fournier and Méléard [17] . When the probability distribution of mutations has a heavy tail and belongs to the domain of attraction of a stable law, the corresponding diffusion admits jumps (see Baeumer, Kovacs, and Meerschaert [3] and Hillen and Othmer [20] ) and, moreover, includes a spatial inhomogeneity. That is, the strength of the nonlocal diffusion realistically depends on the genetic or spatial landscape, which motivates the treatment of models with inhomogeneous reactions and diffusions.
It turns out (see [18] , [14] , and [25] ) that the asymptotic behavior of the solution to (1.9) is recognized by a hyperbolic scaling (x, t) → (x/ǫ, t/ǫ). This is consistent with the fact that the expected advancing level sets (the fronts) move with algebraic (in time) velocity. That is, for every h in the range of u and all t sufficiently large, the set {x : u(x, t) = h} is comparable in a quantified way to the set {|x| ≈ ct γ } for some c; see [18] , [14] , and [25] for the results for linear (γ = 1) growth, and the recent works of Berestycki, Mouhot, and Raoul [7] , Bouin, Henderson, and Ryzhik [10] , and Henderson, Perthame, Souganidis [19] for the superlinear (γ > 1) case.
Many physical models, like, for example, neutron emission in nuclear physics, fast migrations in biology, and convective heating in forest fires, use processes that run faster than what would be expected for Brownian motion, either due to a fundamental sparseness of the medium or a long-range dispersion effect in the measured physical quantity. As a result the nonlocal equations give rise to fronts moving with exponential (in time) velocities. This behavior, that was widely known in the applied literature, was first shown rigorously by Cabré and Roquejoffre [13] , who considered the front-propagation and asymptotic dynamics of the nonlocal homogeneous problem
with A the infinitesimal generator of a Feller semigroup and f of KPP-type as in (2.2), but independent of x.
In Cabré, Coulon, and Roquejoffre [12] , the authors study a simpler version of (1.1) with fractional Laplacian L α = (−∆) α/2 for α ∈ (0, 1) and f (x, u) = µ(x)u − u 2 , and give an estimate on the exponential (in time) propagation for the low-value level sets of u, that is, {u(x, t) = h} ≈ {|x| d+α = c λ exp(|λ 1 |t)} for all h sufficiently small depending on µ. For more general KPP-type nonlinearities, Roquejoffre and Tarfulea [27] further refine these estimates and show the level sets symmetrize and the solutions become asymptotically flat over time.
In this paper, we study the behavior of all level sets for general nonlocal anisotropic L α with no restriction on the order. In particular, the mutation kernel K need not be either translation invariant or homogeneous in y.
While completing this paper, we became aware of a recent work of Bouin, Garnier, Henderson, and Patout [9] that considers a locally uniform homogenization result for the class of equations
for kernels J that are nonsingular, homogeneous in x, and monotone. Although the assumptions of [9] allow for kernels with more general decay at infinity albeit one dimensional, our results are focused on kernels with potential singularity at the origin and in any dimension. This generalizes the fractional Laplacian as well as many other integrodifferential operators, and introduces significant technical difficulties, which we overcome here.
The proof of Theorem 1.1 is based on viscosity solution techniques originated in [14] , [15] , Barles, Evans, and Souganidis [4] and [25] . The main steps are (i) obtaining a priori L ∞ -bounds on the v ǫ 's, (ii) using the half-relaxed upper and lower limits in conjunction with the perturbed test function methods to obtain the equation satisfied by the limit (see [14] and Evans and Souganidis [15] ), and (iii) deriving the claimed limit properties for the u ǫ 's.
It turns out that steps (i) and (ii) above are connected with each other. Indeed, the obvious bounds implied by (2.9) (see Proposition 2.1 and Lemma 2.2) are not enough to yield the limiting equation. We go around this difficulty by an iterative (inductive) argument along which we improve at each step the upper and lower bounds (see Propositions 3.1 and 3.2), eventually obtaining the claimed result.
Organization of the paper. The rest of the paper proceeds as follows. In Section 2 we state all the relevant assumptions and prove a preliminary bound on the solution. In Section 3, we state in Proposition 3.1 and Proposition 3.2 the inductive arguments and give the proof of Theorem 1.1. Proposition 3.1 and Proposition 3.2 are shown, respectively, in Section 4 and Section 5. In Section 6 we give the proof of Theorem 1.2. We also include an Appendix that contains some useful preliminary calculations and context. In Appendix A we recall the definitions of viscosity sub-and super-solutions, as well as the half-relaxed upper and lower limits. In Appendix C we show the existence of a positive periodic first eigenfunction e g to the linearized operator L α − ∂ u f , as well as a positive steady state u + when the corresponding eigenvalue is negative. Finally, in Appendix C we prove a technical lemma used in Section 2.
Notation. We write Q and B r (x) respectively for the unit cube and the open ball of radius r and center x in R d . Given A, B ∈ R, A B means that there exists some constant c > 0, which is independent of the various parameters, such that A ≤ B. Throughout the paper, l denotes the sup-norm of a given bounded function l. We denote by E C the complement of E ⊂ R d .
Terminology.
A function which is periodic on the unite cube Q is referred to as 1-periodic. Throughout the paper sub-and super-solutions are understood in the viscosity sense.
ASSUMPTIONS AND PRELIMINARY RESULTS
For the reaction nonlinearity f , we assume that, for each u ∈ R, 1) and that there exists a constant M > 0, which is independent of x, such that, for all
Observe that, in view of (2.1) and (2.2), we may write
where µ(x) := ∂ u f (x, 0) and E(x, u) is an error term such that, for some M > 0 andm > 0,
As far as the mutation kernel K is concerned, we assume that K is positive, 1-periodic and C 2 in x, and symmetric in y, (2.5) and there exists C K > 0 such that, for K = K, |D x K|, |D 2 x K| and all x, y ∈ R d , C
The algebraic decay of the tail of K, seen in the upper and lower bounds of (2.6) for |y| large, will be very important. Indeed, this is the mechanism which produces exponential (in time) propagation of fronts.
We remark, however, that the proofs of our main results do not rely on K having a singularity as |y| → 0. As a matter of fact the symmetric singularity at y = 0 allowed by (2.6) is a technical obstacle which we overcome with careful estimates. Actually all the arguments in the proofs of Theorem 1.1 and Theorem 1.2 remain valid if, instead of (2.6), we assume C
The singular lower bound of (2.6) is only needed to prove the existence of a positive principal eigenfunction to the linearized operator, where we need to compare L α [u], u with a Sobolev norm; see (2.8) below and Lemma B.2.
The symmetry assumption on K allows us to write, after a change of variables,
Moreover, we assume that the bottom of the spectrum for the linearized stationary operator is negative, that is,
For L α defined as in (1.2), a positive (and unique) first eigenfunction e g always exists. For completeness, we include a sketch of the proof of this in the Appendix (Proposition B.1).
As for the role of the principal eigenvalue λ 1 of the linearized operator, we recall that, for (1.1) with L α the fractional Laplacian, Berestycki, Roquejoffre, and Rossi [8] show that the bottom of the spectrum of the operator (−∆) α/2 −∂ u f is the indicator to a drastic shift in the asymptotic behavior for (1.1). If λ 1 ≥ 0, the model exhibits extinction, that is, u(·, t) → 0 as t → ∞. On the other hand, if λ 1 < 0, the model exhibits invasion, that is, u converges, as t → ∞ uniformly on compact sets, to a unique positive steady solution. The sign of λ 1 therefore measures the strengths of the depletion and growing zones {x : ∂ u f (x, 0) ≤ 0} and {x : ∂ u f (x, 0) > 0} with respect to the ambient diffusion.
Since we wish to study the nontrivial asymptotic behavior of the solutions to (1.1), we must work with models that exhibit invasion; hence the need for assumption (2.8). Theorem 1.2 then extends the invasion results of [8] to a much larger class of models.
Lastly, we assume that u 0 ∈ C(R d ) and there exist positive constants c 1 and c 2 such that, for all
An immediate consequence of (2.1), (2.2), (2.5), (2.6), (2.8), and (2.9) are the bounds given in the next proposition. 
The estimate follows from the fact that, for some positive constants c, c ′ and c ′′ and all x and u,
Then Proposition 2.1 is shown by establishing that the lower and upper bounds of (2.10) are respectively sub-and super-solutions to (1.1).
To prove Proposition 2.1 and throughout the paper we will require the following technical lemma which is proved in Appendix C. 
Proof of Proposition 2.1: It follows from (2.9) that (2.10) holds at t = 0 for an appropriate choice of c 0 and C 0 .
Let W (x, t) = C 0 /(1 + e −B 0 t |x| d+α ) and w(x, t) = c 0 e −A 0 t /(1 + e −|λ 1 |t |x| d+α ). Since (1.1) satisfies a comparison principle, we show that W and w are in fact super-and sub-solutions to (1.1) for an appropriate choice of constants.
Set µ + := sup x µ(x) and µ − := inf x µ(x). We remark that µ + > |λ 1 | and that µ − might be negative. It follows from (2.3) and (2.4) that
which implies the upper bound of (2.10).
The lower bound follows, after choosing A 0 > |λ 1 |+D−µ − and c 0 < |λ 1 |/M sufficiently small so that w(·, 0) < u 0 , from the estimate
3. IMPROVEMENT ITERATION AND PROOF OF THEOREM 1.1
Although (2.10) implies the bound
this is obviously insufficient to obtain (1.7). It does, however, yield information about the half-relaxed upper and lower limits v * and v * .
If
. A similar analysis extends the lower bounds of (3.1) to v * . Putting it all together, we see that (3.1) yields
and, letting t → 0, we obtain
We remark that, in general, the half-relaxed upper and lower limits of solutions satisfy initial and boundary value conditions in a relaxed sense; see Barles and Perthame [6] , Ishii [21] , and [4] . However, the inequalities in (3.1) hold uniformly, so that we can extract (3.3).
We note for future use that, for any fixed M > 0, there exists a
Having established (3.2) as a base case, we now describe the following inductive procedure.
Let {A k } k≥0 and {B k } k≥0 be two monotone decreasing sequences in (0, ∞) with A 0 and B 0 given by the exponents seen in (2.10), A k → 0 and B k → |λ 1 |,
We will show that, if A k and B k are such that
then the same holds for A k+1 and B k+1 .
This is the conclusion of the following two propositions that establish appropriate variational inequalities for the half-relaxed upper and lower limits of v ǫ .
Proposition 3.1. Assume (3.5), (3.6), and let
Proposition 3.2. Assume (3.5), (3.6), and let
The proof of Theorem 1.1 is then completed with an argument by induction and the following technical lemma, which is an immediate consequence of the definition of viscosity solution.
respectively upper-and lower-semicontinuous. Assume that, for a fixed C > 0 and all
Then
The proof of Theorem 1.1. It follows from Lemma 3.3 that, for all (
This in fact shows that v ǫ has a locally uniform limit v, which is given by (1.7), and clearly satisfies (1.6).
PROOF OF PROPOSITION 3.1
Since the proof is long and technical, we begin with a general outline. Let ψ be a smooth test function that touches v * from above at a point (x 0 , t 0 ) ∈ R d × (0, ∞) and, arguing by contradiction, we assume that
and
2) Then we modify ψ into a new function ψ ǫ that converges uniformly as ǫ → 0 to ψ in a neighborhood of (x 0 , t 0 ), and we show that, for all ǫ sufficiently small, each ψ ǫ is a super-solution to (1.4) in a neighborhood of (x 0 , t 0 ) which is independent of ǫ. Using v ǫ as a test function will then show that v ǫ must remain a fixed distance away from ψ ǫ in the neighborhood of (x 0 , t 0 ). Therefore ψ(x 0 , t 0 ) is strictly larger than v * (x 0 , t 0 ), which contradicts the assumption.
Although the above gives an accurate summary of the scheme of the proof, for the actual argument we need to make a few technical modifications, which, however, do not change the overall strategy of the proof. Firstly, it is necessary to change ψ outside of a neighborhood of (x 0 , t 0 ). Secondly, we will not be able to test ψ ǫ against v ǫ directly, since we cannot assume that v ǫ ≤ v * . Instead, we must modify v ǫ outside of a large but fixed compact set K, and then appeal to the locally uniform subconvergence of v ǫ to v * ; see (A.1). Since (1.4) is nonlocal, this will create some error terms that must be bounded.
In proving that ψ ǫ is a super-solution, we will need a bound on the ratio between ψ ǫ at an "arbitrary" point and ψ ǫ near (x 0 , t 0 ). This is used to estimate the size of the nonlocal diffusion term, and employs (4.5) and (4.3). Then (4.1) acts as an impromptu (local) lower bound for ψ at (x 0 , t 0 ). The lower bound will then hold for ψ ǫ on a sufficiently small neighborhood, depending on ψ but not on ǫ. Combined with the global upper bounds of (3.6), the effect of the nonlocal diffusion is seen to decay to zero as ǫ → 0, provided (3.5) holds for B k+1 and B k .
Moreover, the estimates for the nonlocal diffusion will require two slightly different approaches depending on the value of α. To that end, we first prove a useful decomposition for the operator a → L α [a]/a.
In view of (2.3), if e g is the first eigenfunction for the linearized operator
In the former case, recalling (1.5), we find
and, hence,
where
is bounded above and below by positive constants uniformly in ǫ.
When α ∈ [1, 2), we need a stronger cancellation at y = 0 to handle the potential singularity of K. It follows from (2.7) that, for any R > 0,
The proof of Proposition 3.1. We assume that (3.5) and (3.6) hold for v * and the relevant constants and observe that (3.1) implies v * ≤ 0 independently of Proposition 3.1, that is, (3.7) trivially holds when |x| ≤ 1. As such, we only consider points (x, t) with |x| > 1 and t > 0.
Let ψ be a smooth function such that v * − ψ assumes a global maximum value of 0 at (x 0 , t 0 ) and
and, for some σ > 0,
Let r 0 = min(t 0 , |x 0 | − 1)/3 and consider the cylinder
We modify ψ outside a fixed neighborhood of (x 0 , t 0 ). Without loss of generality, in light of (3.6), we may assume that
Notice that, if δ and r 0 satisfy (4.9), then so do any δ ′ < δ and r ′ 0 < r 0 . We can therefore reduce the values of δ and r 0 without violating the above assumptions. Taking δ and r 0 smaller, depending on ψ and σ but not on ǫ, we construct a smooth function θ such that, for some C > 0 depending on r 0 , ψ, B k+1 , and B k but not on ǫ,
In light of (4.1) and the regularity of ψ, such a θ always exists; note that to satisfy (4.10)(iv) and (v) it may be necessary to reduce the size of r 0 from its initial value, but this only depends on ψ and not on ǫ.
Next we show that
Let ϕ be a smooth test function such that ψ ǫ − ϕ assumes a minimum value of 0 at (
Moreover, it follows from (4.10)(v) that
Using (4.11) and (4.12), for any R > 0, we find that, at (x,t),
e ψ ǫ .
(4.13)
Next we employ (4.3) and (4.5) with ψ ǫ in place of a to get, for any r = r(ǫ) > 0,
Take r(ǫ) = ǫ|x| 1/ǫ and recall (4.6). It follows from (4.10)(iv) that
For the rest of the proof, let
Since (4.10)(iii) and (4.8) hold for all (x, t) andt > t 0 − r 0 , we note that (3.4) implies that, for all
and proceed to estimate the last term of (4.14).
Recalling (4.9), and the facts that G ǫ is bounded uniformly in ǫ andt < t 0 + r 0 and |x| > |x 0 | − r 0 , we observe that, if e B k+1t ≥ |x| d+α , then h(y) < 2e 4δr 0 /ǫ and therefore
Otherwise, if e B k+1t < |x| d+α , we use the change of variables y = |x| 1/ǫ z to get
For the above inequalities, the first step used (2.6), the second employed Hölder's inequality, and in the third we made the implicit substitution
Notice that (4.9) and the fact that 3r 0 ≤ t 0 imply the exponent is negative. Therefore, in both cases, the last term of (4.14) becomes nonnegative as ǫ → 0.
It remains to show that lim 16) and for this we need to consider two cases depending on whether α ∈ [1, 2) or α ∈ (0, 1).
For the former we must estimate the function h and its derivatives near y = 0. To that end, observe the facts that
Next we need to compute a number of derivatives that enter in the argument below. Recall that, for
It follows that
and, for |y| ≤ r,
Combining all the above and using (4.10)(vi), we get
Note that
It follows from (4.15) that, for all y ∈ R d , 17) where the last inequality used that, for any (x,t) with |x| > 1 and for all ǫ sufficiently small,
Since the estimates above hold simultaneously, we can bound the ratio by their minimum. Using (4.5) we ontain
Observe that, since |x| > 1, |x| −1/ǫ r 2−α → 0 for all α ≥ 1.
It then follows from (4.18) and (4.17) that, for all ǫ sufficiently small and α ∈ [1, 2),
while using (3.5) and (4.9) we find uniformly for (x,t) ∈ D r 0 (x 0 , t 0 ) and ǫ > 0,
we have either
and, hence, lim
The proof of (4.16) when α ∈ (0, 1) follows almost immediately from the bounds computed above. Indeed, in light of (4.3), we have
Arguing as before and using (4.17), we now conclude.
We note that the decay of I ǫ,α and some of the estimates on h are dictated by the decay of |x| −1/ǫ and e −t/ǫ , which is not uniform for arbitrary (x,t). However, (x 0 , t 0 ) was fixed with |x 0 | > 1 and t 0 > 0, and r 0 ≤ min(|x 0 | − 1, t 0 )/3. Therefore, the decay of I ǫ,α to zero (and any bound on h) is in fact uniform for any (x,t) ∈ D r 0 (x 0 , t 0 ).
It follows that, if B k+1 ≥ |λ 1 |, then for all ǫ sufficiently small (and independent of ϕ) (4.13) becomes
which yields that ψ ǫ is a super-solution.
Next we derive a contradiction by comparing ψ ǫ and v ǫ . There is, however, an additional problem. Since we do not know that v ǫ ≤ ψ ǫ in R d × (0, ∞), we cannot use v ǫ in place of ϕ in definition (A.3). The inductive hypothesis (3.6) only holds for v * and v * . These are locally uniform one-sided limits, so the best we can obtain for v ǫ is (A.1) (one-sided limits that are uniform on compact sets).
Consider the compact set
Then, recalling (4.8), for all ǫ sufficiently small and all (x, t) ∈ K,
Given v ǫ , letv ǫ be a smooth function such that
Then, for all (x, t) ∈ D r 0 (x 0 , t 0 ) C , (4.10)(ii) implies
It follows that, if there ever comes a first timet ≤ t 0 + r 0 where min
However, in view of (1.4),
Observe that, for all ǫ sufficiently small depending on x 0 and t 0 ,
Since v ǫ andv ǫ are equal on S C ǫ , we would like to subtract the two equations above. This creates some error terms in the nonlocal piece, but R K is sufficiently large that the errors vanish as ǫ → 0. Subtracting (4.22) from (4.21) yields
The first integral term, however, is nonpositive. Moreover, by (3.1)
ǫ Kdy.
Then (3.4) and the choice of R
The middle inequality used the fact that | x| x| 1/ǫ − y| d+α ≥ |x| (d+α)/ǫ e (B 0 +4δ)(t 0 +r 0 )/ǫ on S ǫ , which becomes arbitrarily large as ǫ → 0.
It follows that the left side of (4.23) becomes nonpositive as ǫ → 0, yet the right side is at least σ/3. This is a contradiction, so we conclude that, for all t < t 0 + r 0 , all |x| > 1, and all ǫ sufficiently small,
This would imply that
. This shows that (4.2) cannot hold, thus proving (3.7) and Proposition 3.1.
PROOF OF PROPOSITION 3.2
We follow a strategy similar to the proof of Proposition 3.1. There are, however, some key differences, which we explain next.
Recall that, when |x| ≤ 1, v * (x, t) ≤ 0 for all t > 0 followed immediately from (3.2). The rest of the proof of Proposition 3.1 assumed that |x| > 1, which was crucial for bounding the nonlocal diffusion; see (4.18) and (4.19).
A similar bound will be used in the proof of Proposition 3.2 and will also assume that |x| > 1. However, (3.2) by itself does not yield an adequate lower bound on v * for |x| ≤ 1, so this case must be treated in a different way.
We first prove (3.8) on B C 1 × (0, ∞) without assuming an improved lower bound on v * in B 1 × (0, ∞). From this, we extract a lower bound for u, the solution to (1.1) in unscaled coordinates, which then lets us prove (3.8) in B 1 × (0, ∞) via a nonlocal maximum principle; see Lemma 5.1.
The proof of Proposition 3.2.
Assume that ψ is a smooth test function that touches v * from below at a point (x 0 , t 0 ) with |x 0 | > 1 and t 0 > 0. Arguing by contradiction, we assume that
2) We need to modify this test function outside of a neighborhood of (x 0 , t 0 ), but the analysis overall is simpler than for Proposition 3.1.
Let r 0 = min(t 0 , |x 0 | − 1)/3. and define D r 0 (x 0 , t 0 ) as before. Without loss of generality, in light of (3.6), we may assume that
Let δ > 0 be such that
notice that, if δ and r 0 satisfy (5.4), then so do any δ ′ < δ and r ′ 0 < r 0 . We can therefore reduce the values of δ and r 0 without violating (5.4).
Taking r 0 smaller, depending on ψ but not ǫ, we construct a smooth function θ satisfying, for some C > 0 independent of ǫ,
The existence of such a θ follows from (3.6) and the fact that ψ is strictly below v * away from (x 0 , t 0 ); note that it may be necessary to choose r 0 and δ smaller. We also remark that (5.5)(ii) and (5.3) yield that the upper bound (5.5)(iv) holds for all (x, t)
Recall that e g is the principal eigenfunction for the linearized operator and define
We show that, for all ǫ sufficiently small, depending on ψ, r 0 , x 0 , and t 0 , ψ ǫ is a sub-solution to (1.4) in the cylinder D r 0 (x 0 , t 0 ).
Let ϕ be a smooth test function such that ψ ǫ − ϕ assumes a maximum value of 0 at (x,t) ∈ D r 0 (x 0 , t 0 ) with |x| > 1. Since
in view of (5.5)(v) we have
Using (5.6) and (5.7) we find that, for any R > 0, at the point (x,t)
where r = r(ǫ) = ǫ|x| 1/ǫ and
Compared to the proof of Proposition 3.1, the situation here is much simpler. For instance, the direction of the inequality in (A.2) means we only need to bound the last term in (5.8) from above. Since the integrand is bounded above uniformly by K G ǫ , we conclude from (2.6) that
As for the short range, the formula for I ǫ,α above is identical to the one given after (4.14) of the previous section. As such, an identical analysis of I ǫ,α as done in the proof of Proposition 3.1 using Taylor's theorem yields that (4.18) and (4.19) still hold, respectively when α ∈ [1, 2) and α ∈ (0, 1).
To prove that lim ǫ→0 |I ǫ,α | = 0, the only remaining issue is to bound the size of sup |z|<r h(z), where
Using (5.3), (5.5)(iii), (5.5)(iv), and (3.5) we have, for all |y| < r,
It then follows from (4.18), (4.19) , and (5.9) that, for α ∈ (0, 2) and all ǫ sufficiently small,
If |x| d+α ≥ e |λ 1 |t/2 , then
and otherwise
where 0 < c 2 < c 1 < 1 and both constants are independent of ǫ.
Hence lim ǫ→0 H ǫ = 0, and, therefore, for all ǫ sufficiently small and independently of ϕ, (5.8) becomes
that is ψ ǫ is a sub-solution.
Next we derive a contradiction by comparing ψ ǫ with v ǫ . Let
It follows from (A.1) and (5.3) that, for all ǫ sufficiently small and all (x, t) ∈ K,
Letv ǫ be such that
Then, in light of (5.5)(ii), we see that, for all (x, t) ∈ D r 0 (x 0 , t 0 ) C and ǫ sufficiently small that ǫg ≤ δr 0 /2,
Ift ≤ t 0 + r 0 is the first time such that max
be a point in space where this maximum is achieved.
Thenv ǫ becomes an admissible test function and must satisfȳ
On the other hand,
Subtracting the last two equations yields, in light of (2.4),
Note that the first term in the left hand side of (5.11) is nonnegative, while, as before,
Hence, as ǫ → 0, J ǫ becomes nonpositive. Then, for all ǫ sufficiently small,
The left hand side of (5.12) is fixed and strictly positive. However, in view of (5.5)(iv) and the definition of ψ ǫ ,
so that e ψ ǫ (x,t)/ǫ e −A k+1 (t 0 −r 0 )/ǫ e 3δr 0 /ǫ . (5.13) In light of (5.4), the right hand side of (5.13) becomes arbitrarily small as ǫ → 0, a contradiction to (5.12). It follows that there is no such (x,t) in D r 0 (x 0 , t 0 ), and we conclude that, for all (x, t) ∈ D r 0 /2 (x 0 , t 0 ) and all ǫ sufficiently small,
Since θ = ψ on this set by (5.5)(i),
contradicting (5.1). This shows that (5.2) cannot hold, thus proving the variational inequality (3.8) for all (x, t) ∈ B C 1 × (0, ∞).
Next we establish an improved lower bound in B 1 × (0, ∞). Note that, since we have already proved Proposition 3.1 independently of the rest of this section, it follows that
Indeed, since the proof of Proposition 3.1 never used Proposition 3.2 or the lower bound of (3.6) for any k, the inductive argument of Section 3 shows that (5.14) holds independently.
Also, since the previous argument showed that (3.8) holds in B C 1 × (0, ∞), we use Lemma 3.3 (with U = B 1 (0) C ) to conclude that
Assuming the next lemma, we have now concluded the proof of Proposition 3.2.
Lemma 5.1. Assume (5.14) and (5.15). Then, for all (x, t) ∈ B 1 × (0, ∞), we have v * ≥ −A k+1 t.
Proof. Fix T > 0, let R = e 2|λ 1 |T /(d+α) and
Then, for any ν > 0, all (x, t) ∈ S R,T , and all ǫ sufficiently small, it follows from (A.1) that
which implies
Keeping in mind that the solution u is bounded above by a fixed constant for all time, it follows that there exists
Assume that v ǫ achieves its minimum on the set B 1 (0) × [T /2, T ] at (x 0 , t 0 ) and that, for some σ > 0, v ǫ (x 0 , t 0 ) = −A k+1 t 0 − σ. Then u achieves its minimum value on
and in view of (1.1) and (5.18),
Note
Using (5.16), (5.17) , and the size of R, we get that
Choosing ν < σ/2 and ǫ sufficiently small depending on σ and C 1 , we have
Moreover, since |y 0 | ≤ 1, we have |y 0 + z| ≤ |z| + 1, and, therefore, {2 < |z| d+α < e |λ 1 |s 0 /2} ⊆ {1 < |y 0 + z| d+α < e |λ 1 |s 0 } and {|y 0 + z| d+α ≥ e |λ 1 |s 0 } ⊆ {|z| d+α ≥ e |λ 1 |s 0 /2}. Lastly, because s 0 > T /(2ǫ), we know that e |λ 1 |s 0 → ∞ as ǫ → 0. Then, for all ǫ sufficiently small, there exists a fixed
Therefore, for all ǫ sufficiently small,
that is, the time derivative of u is positive at its minimum value on
This can only happen if s 0 = T /(2ǫ). Since σ > 0 was arbitrary, we conclude that, if v ǫ has a minimum on B 1 (0) × [T /2, T ] that lies below −A k+1 t, then this minimum must occur at time T /2.
It follows that the same must hold true for v * , which is lower semicontinuous, so it always has a minimum on compact sets. Also recall that T > 0 was arbitrary. If there is any time t 0 such that
then we apply the previous conclusion for the setB 1 (0) × [t 0 /2, t 0 ] and obtain that
Repeating this argument, we find that for all m ≥ 0
This is in clear contradiction to (3.6) . Therefore, v * ≥ −A k+1 t for all |x| ≤ 1 and t > 0.
PROOF OF THEOREM 1.2
The proof of Theorem 1.2. The first claim of (1.8) follows immediately from the Hopf-Cole transformation and (1.7). That is, if |x| d+α > e |λ 1 |t , then v ǫ converges locally uniformly to |λ 1 |t − (d + α) log(|x|) < 0, and so u ǫ = e v ǫ /ǫ converges locally uniformly to zero as ǫ → 0.
Let u be the solution to (1.1) and assume the conclusions of Theorem 1.1. Since both u and u + are positive, we write w = u/u + , and note that, throughout this section, w will always be in unscaled coordinates. Then, by (1.1),
that is,
We write
and note that K also satisfies (2.5), (2.6) with different constants.
It follows from (2.2) that N (x, w) is decreasing in w, negative when w > 1, and positive when 0 < w < 1. Since w decays at infinity like u, it follows that, for a given t ≥ 0, w(·, t) achieves its maximum value at somex ∈ R d .
Then, at (x, t), (6.1) implies that
and, for any σ > 0, if lim
then there exist c σ , t σ > 0 depending only on f , C 0 and the global upper bound for w, such that, for all (
that is, C 0 + (1 + σ)c σ (t σ − t) is a barrier from above for (6.1). This is an obvious contradiction to (2.10). Since σ > 0 was arbitrary, we conclude that lim
To complete the proof of (1.8), we essentially need the analog of (6.2) for the infimum of w. However, w decays to zero at infinity and lacks a global minimum. Instead, for ξ > 1 and M > 1, we consider the function h(x, t) := M + e −|λ 1 |t |x| ξ(d+α) .
Writing W = wh, it follows from (2.10) that W (·, t) must, for every t > 0, achieve a global minimum at some point x ∈ R d . Moreover, since ξ > 1, for all t sufficiently large depending on ξ, |x| ξ(d+α) < e |λ 1 |t . It follows from (6.1) that
For T > 0 and for B 0 given by (2.10), let
and choose ξ sufficiently close to 1 that the exponent above is positive.
Fix ν > 0. Then, for all ǫ sufficiently small, Theorem 1.1 implies that
that is, for some C 1 > 0 independent of x, t, or ǫ,
Recall that u + is bounded uniflormly from above and below. Hence, for a different constant C ′ 1 > 0,
Looking at the minimum (x,t) of w on
We now show that, for an appropriate choice of parameters, lim inf ǫ→0Ī ≥ 0. To do this, we split the domain of integration in the formula forĪ into three parts, that is, 6) where, for ρ := ǫe |λ 1 |t ,
(h(x,t) − h(x + y,t))w(x + y,t)K(x, y)dy ,
(h(x,t) − h(x + y,t))w(x + y,t)K(x, y)dy.
We proceed to estimateĪ 1 . This requires two slightly different treatments depending on the value of α.
When α ∈ [1, 2), a change of variables yields |y|≤ρ (h(x,t) − h(x + y,t))w(x + y,t)K(x, y)dy
Recall that w and Dw are bounded uniformly, and observe that, if |x| ξ(d+α) < e |λ 1 |t , then
It follows from (6.7), (6.8) , and Taylor's Theorem that
Sincet ∈ [T /ǫ, 2T /ǫ] and α ∈ [1, 2), it follows that the lower bound converges to zero as ǫ → 0.
When α ∈ (0, 1), the argument follows immediately from the calculations above. Indeed, using the first bound of (6. As before, the lower bound converges to zero for any α ∈ (0, 1), hence, in light of (6.9) and (6.10), we find lim inf ǫ→0Ī 1 ≥ 0.
Next, assume that |y| ξ(d+α) > ǫe |λ 1 |t . It follows from (2.6) that K(x, y) 1 ǫ 1/ξ e |λ 1 |t/ξ + |y| d+α , while (6.4) yields 
Recall that |x| < e |λ 1 |t/(d+α) . The integral term above is finite so long as ξ(d + α) − (d + α) < α, in which case it is also bounded by ǫ −1/ξ e (ξ−1)|λ 1 |t/ξ uniformly inx. If ν is sufficiently small depending on T but not on ξ, and ξ is sufficiently small depending on ν, we have
For the remaining term, we use (2.10) to conclude that
In light of the choice of R, the combined exponent above is negative and the lower bound converges to zero as ǫ → 0. It then follows from (6.6), (6.9), (6.10), (6.11), and (6.12) that
Note that in order to estimateĪ 3 we needed R to be substantially larger than e |λ 1 |t/(d+α) , depending on B 0 .
To conclude the proof, fix δ > 0 and choose M large enough such that
For all T > 0, all ǫ sufficiently small, and all t ∈ [T /ǫ, 2T /ǫ], we know that W (·, t) achieves its minimum at somē x ∈ R d . It follows from (6.5), (6.13), and (6.14) that
For any ξ > 1 and M > 0, h( x|x| 1/ǫ , t/ǫ) converges locally uniformly to M if |x| ξ(d+α) < e |λ 1 |t . Therefore,
Since δ > 0 was arbitrary and ξ can be taken arbitrarily close to 1, the second claim of (1.8) follows, and the proof is complete.
We remark that the previous arguments also establish the uniqueness of u + from the uniqueness of solutions to (1.1). Ifū + is another positive periodic steady state, the above argument would not be changed, and we would conclude that u ǫ (x, t)/u + ( x|x| 1/ǫ ) and u ǫ (x, t)/ū + ( x|x| 1/ǫ ) both converge locally uniformly to 1 for |x| d+α < e |λ 1 |t , which cannot happen if u + =ū + .
APPENDIX A. VISCOSITY SOLUTIONS AND GENERALIZED LIMITS
Here we recall the classical definition, as it applies in the context of this paper, for a viscosity solution to a variational inequality. 
Similarly, F is said to satisfy the variational inequality
We also recall the definition of generalized upper and lower locally uniform limits. Similarly, the half-relaxed lower limit is given by
The half-relaxed upper and lower limits are, respectively, upper-and lower-semicontinuous. As an immediate consequence of the definition, it follows that, on any compact set
Lastly, we recall the definitions for viscosity sub-and super-solutions used in Sections 4 and 5; see Barles and Imbert [5] . 
A lower semicontinuous function w 1 is a super-solution to (1. 
APPENDIX B. PRINCIPAL EIGENVALUE FOR THE LINEARIZED OPERATOR AND POSITIVE STEADY STATES
We show that the operator L α − µ has a positive periodic first eigenfunction. A similar claim is made in [8] for the case where L α = (−∆) α/2 , but the authors mainly show a Rayleigh-type formula for the principal eigenfunction. For completeness, we provide here a proof outline for the following claim:
Proposition B.1. For µ a smooth periodic function and L α as in (1.2) with a kernel K satisfying (2.5) and (2.6), the operator L α − µ has a unique positive periodic eigenfunction with eigenvalue λ 1 , that is
The eigenvalue λ 1 is simple in the algebraic and geometric sense, and is the bottom of the spectrum for L α − µ.
To handle the issue of periodicity, we construct this eigenfunction on the torus
K(x, y)(u(x) − u(x + y))dy = note that, in view of (2.6), the sum above converges for all x ∈ T d and y ∈ T d \ {0}.
It also follows from (2.5) and (2.6) that, for a constant C > 0, K = K, |D x K|, or |D 2 x K|, and all x and y, K is bounded from below, symmetric in y and C Proof. We appeal to the Krein-Rutman Theorem [24] . For X a Banach space and K : X → X a positive operator, if the spectral radius r(K) is strictly positive, then r(K) is an eigenvalue of K with a positive eigenfunction. We construct K as an inverse to L α after a suitable shift to gain coercivity.
We first show that L α satisfies a Gårding-type inequality. For u ∈ C ∞ (T d ), we write
where L 1 := K(x, y)(u(x) − u(x + y)) 2 dydx and L 2 := K(x, y)(u(x) − u(x + y))u(x + y)dydx.
It follows from (B.3) that 
We need to show that the remainder L 2 is bounded by u in L 2 (T d ). Changing variables and using (B.3) we find Since |y| 2−d−α is integrable on T d for all α ∈ (0, 2), we get that, for some fixed positive constants c, C, and D,
Then, for a constant µ 0 sufficiently large, the operator L := L α − µ + µ 0 is positive and satisfies the hypotheses of the Lax-Milgram theorem in H α/2 (T d ). Hence it is bijective and, by Sobolev embedding, has a compact everywhere defined inverse
By the Krein-Rutman Theorem, there exists a positive eigenfunction e g of K with eigenvalue r(K). Therefore,
This is precisely (B.4) with λ 1 = r(K) −1 − µ 0 . Evidently, λ 1 is the bottom eigenvalue for the spectrum of L α − µ.
When the principal eigenvalue is negative, we also find nontrivial steady states for (1.1). We sketch a proof of this fact in the context of the periodic and nonlocal model (1.1). Proof. Let M be the constant given in (2.2). Then u := M is a supersolution to (B.8). Since λ 1 < 0, there exists a sufficiently small δ > 0 so that µδe g + λ 1 δe g ≤ f (x, δe g ).
Then u := δe g is a positive subsolution.
Let N 0 = max x∈T d , u∈R (−∂ u f (x, u)) and note that N 0 > 0. We then take u 0 = u and obtain the sequence {u k } k∈Z by iteratively solving L α [u k+1 ] + N 0 u k+1 = f (x, u k ) + N 0 u k . (B.9) It follows from the maximum principle that u 1 ≥ u 0 . Arguing by induction and using the maximum principle we get that u k ≤ u and u k+1 ≥ u k for all k.
There must then exist a pointwise limit u + on T d which is bounded from below by u 0 , and, hence, is positive, smooth and satisfies L α [u + ] = f (x, u + ).
APPENDIX C. PROOF OF LEMMA 2.2
We prove here a robust bound on the size of the diffusion L α applied to a particular function, used in the construction of the relaxed upper and lower bounds of Proposition 2.1. Recall that h(x, t) = (1 + e −λt |x| d+α ) −1 .
The main observation is that the derivatives of h decay algebraically in |x|. That is, , and observe that As long as e −λt |x| d+α > 1, we have that R < |x|/2. Therefore, e −αλt/(d+α) 1 + e −λt |x| d+α .
The bounds above, combined with (C.2) establish (2.12), completing the proof.
