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Abstract
In this paper, we use the Mappings photoionization code to explore the phys-
ical parameters that impact on the measurement of electron temperature and
abundance in H ii regions. In the previous paper we presented observations and
measurements of physical properties from the spectra of seventeen H ii regions
in fourteen isolated dwarf irregular galaxies from the SIGRID sample. Here, we
analyze these observations further, together with three additional published data
sets. We explore the effects of optical thickness, electron density, ionization pa-
rameter, ionization source, and non-equilibrium effects on the relation between
electron temperature and metallicity. We present a standard model that fits the
observed data remarkably well at metallicities between 1/10 and 1 solar. We
investigate the effects of optically thin H ii regions, and show that they can have
a considerable effect on the measured electron temperature, and that there is ev-
idence that some of the observed objects are optically thin. We look at the role
of the ionization parameter and find that lower ionization parameter values give
better fits at higher oxygen abundance. We show that higher pressures combined
with low optical depth, and also κ electron energy distributions at low κ values,
can generate the apparent high electron temperatures in low metallicity H ii re-
gions, and that the former provides the better fit to observations. We examine
the effects of these parameters on the strong line diagnostic methods. We extend
this to three-dimensional diagnostic grids to confirm how well the observations
are described by the grids.
Subject headings: galaxies: dwarf — galaxies: irregular — H ii regions — ISM:
abundances
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1. Introduction
The term “electron temperature” in an H ii region usually refers to the apparent [O iii]
electron temperature, Te, derived from the [O iii] optical spectra of the nebula, using a simple
method based on the relative collisional excitation rates of the 1D2 and
1S0 levels of O
++
(see, e.g., Osterbrock & Ferland 2006; Nicholls et al. 2012). This (with similar measurements
for O+) is used as the basis for calculating the total oxygen abundance, when the electron
temperatures are available.
Spectra arising from collisional excitation in a particular region in the nebula will exhibit
the characteristics of the local electron temperature (or electron energy distribution) and
radiative environment of that region, but observed electron temperatures are only mean
electron temperatures, as they are calculated from emission lines averaged over a range of
zones in the nebula, and with a range of physical temperatures. The abundance of oxygen
is then determined from the integrated fluxes of [O iii] and [O ii], using the derived [O iii]
and [O ii] electron temperatures (see, e.g., Izotov et al. 2006). The apparent abundance
is, therefore, only approximately related to the true oxygen abundance. The matter is
complicated further if there are non-equilibrium electron energy distributions, as suggested
by Nicholls et al. (2012, 2013) and Dopita et al. (2013).
Due to the highly non-uniform physical structures in real H ii regions, no general pho-
toionization model is yet capable of precisely reproducing the observed spectral emissions.
The simplest approximation to an H ii region, is the uniform “single slab” model. This
is a poor approximation to the behavior of a real H ii region, as it assumes all the ionic
species are uniformly distributed and at the same physical temperature, and needs to
be corrected to reflect the true distribution of ions and temperatures. For example, the
[O ii] emission arises predominantly from the cooler (usually outer) regions of the nebula
whereas the [O iii] emission is more uniformly distributed. Assuming that the two ions
are emitting at the same temperature will overestimate the [O ii] flux (per atom) and thus
underestimate the [O ii] abundance in a real nebula. Empirical or theory-based correc-
tion factors are often applied (Garnett 1992; Lo´pez-Sa´nchez et al. 2012). Other ionization
states, for example, O+++ and O, occur in the highest and lowest excitation (usually inner-
most and outmost) regions of the nebula, respectively. Unobserved species such as O+++
which affect the populations of observed species are accounted for the so-called “ioniza-
tion correction factors”, discussed by many authors (see, for example, Peimbert & Costero
1969; Stasin´ska 1978; Aller 1984; Diaz et al. 1987; Izotov et al. 1994; Esteban & Peimbert
1995; Vilchez & Esteban 1996; Esteban et al. 2004; Stasin´ska 2005; Bresolin et al. 2005;
Izotov et al. 2006; Lo´pez-Sa´nchez & Esteban 2009).
Taking into account this three-dimensional structure, a more realistic model is the three
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dimensional “Stro¨mgren sphere”, with a stellar or star cluster excitation source at the centre,
a stellar-wind-evacuated central region, and radial zones of ionized gas at different physical
temperatures. These give rise to differing amounts of spectral emission from different ionic
species, the observed results of which are the integrated spectral emissions from all the radial
zones for each ionic species. The models can then be compared with the spectra observed in
real H ii regions. Current photoionization models such as Mappings IV (Dopita et al. 2013)
are based on this physical structure.
A still better approximation to real nebulae is to assume a spatially inhomogeneous tur-
bulent structure for the nebula (Sutherland et al., in progress, and earlier work, Bland-Hawthorn et al.
2011), but modeling this is significantly more computationally demanding. Indeed, one look
at the complexities of the Orion, M17 and 30-Doradus nebulae shows such variation in form
as to defy accurate modeling. While extra-galactic H ii regions appear unresolved in more
distant galaxies, they are very likely structurally as complex as the nearby nebulae, and at
best, even inhomogeneous and fractal models are only approximations to reality. Nonethe-
less, spherical models are very useful in exploring the effects of different physical parameters
on the observed spectra.
In this work we use the Stro¨mgren Sphere model, using the Mappings IV photoioniza-
tion code (see appendix for the details of changes in the current version of the code since
that described in Dopita et al. 2013)1. To obtain information on the oxygen abundance of
an observed but spatially unresolved H ii region, we need to identify the key physical param-
eters affecting the apparent electron temperature, and use these in the models to compare
with observations. From these we derive a relation between the intrinsic nebular oxygen
abundance and the apparent (i.e., volume and luminosity averaged) [O iii] mean electron
temperature. The models are then used to generate relationships between electron temper-
ature, Te, and oxygen abundance, 12 + log(O/H), for the model H ii region, to which the
observed apparent electron temperature of a real object may compared.
The electron temperatures that our models generate within an H ii region vary between
∼30,000K and ∼100K, with 10,000K being typical. The inner zones (at higher temperatures)
have smaller volumes, per unit thickness, than the outer zones. Measurements of the [O iii]
and [O ii] apparent electron temperatures from spectra reflect the average conditions in core
and outer regions of the nebula, respectively. The [O iii] temperature provides an average
over the bulk of the internal regions of an H ii region, and is the most useful (and most
1Mappings is a comprehensive modeling code capable of studying a wide range of possible astrophysical
nebular structures and physical phenomena, rather than a tailor-made model for specific objects. As such it
may be compared with other similar complex modeling codes, as described by Pe´quignot et al. (2001).
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widely used) single measurement of the conditions in the nebula. However, it is important
to recognize that this single value does not characterize the entire H ii region.
This work continues on from our previous paper (Nicholls et al. 2014, hereafter “paper
1”). The paper is structured as follows: in Section 2 we discuss the measurement of electron
temperatures and the calculation of oxygen abundances, relating the outputs from the Map-
pings photoionization model code to data from the SIGRID sample (Nicholls et al. 2011)
and Paper I, Sloan Digital Sky Survey (SDSS) data from Izotov et al. (2006) (Data Release
3 from York et al. 2000), low metallicity emission line galaxy data from Izotov et al. (2012),
and data for Wolf-Rayet galaxies from Lo´pez-Sa´nchez & Esteban (2009, 2010). These ob-
servations span a range of nebular metallicities between 1/50 and 1 solar. We examine the
calculation of the electron temperature and the chemical abundances. In Section 3 we con-
sider the electron temperature–chemical abundance relation. In Section 4 we examine the
effect of optical depth at the Lyman edge of hydrogen at 912A˚. In Section 5 we consider
the effect of the FUV spectral energy distribution of the central star cluster. In Section
6 we investigate the effects of pressure in H ii regions. In Section 7 we explore the role of
the ionization parameter. In Section 8 we look at the effects dust. In Section 9 we explore
the consequences of κ non-equilibrium electron energy distributions. In Section 10 we sum-
marize the effects of these parameters. In Section 11 we look at the use of diagnostic line
ratio grids from Dopita et al. (2013), and in Section 12 we extend this to examine the extra
information yielded by using three-dimensional grids. In Section 13 we discuss our findings,
and in Section 14 we present our conclusions.
2. Electron temperature and oxygen abundance
2.1. Calculating electron temperatures
Determining the electron temperature from [O iii] spectra from an H ii region has been
discussed many times in the literature. The simplest technique is to use a graph of the
4363A˚ and 5007+4959A˚ [O iii] lines, as shown in Osterbrock & Ferland (2006, Figure 5.1).
Other techniques have been proposed, such as the iterative method in Izotov et al. (2006),
which has its origin in work by Seaton (1975). Here we have used the formulae derived
from our Mappings photoionization models, presented in Nicholls et al. (2013), using the
O++ collision strength data from Palay et al. (2012) (see Equation 2, below). All methods
are based on the change of the relative populations of the 1D2 and
1S0 energy levels of O
++
with temperature. When using the same O++ collision strength data, the methods give very
similar results. The choice of collision strength data is important, as different data can lead
to electron temperatures differing by as much as 5% at an electron temperature of 15,000K
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(see Figure 2 in Nicholls et al. 2013). The Palay data tend to give lower [O iii] electron
temperatures than older data sets. The recent collision strength calculations by Storey et al.
(2013) tend to give higher electron temperatures, similar to those from Lennon & Burke
(1994). We have not been able to use these recent data in the Mappings photoionization
models as calculations for the upper level data needed by Mappings do not converge (Storey,
P, pers. comm.). For a detailed discussion of the effects of different collision strength data,
see Nicholls et al. (2013).
2.2. Limitations in electron temperature calculations
There is an important limitation in the methods used to measure the [O iii] electron
temperature, for very low metallicity H ii regions. For the observational data considered in
this paper, we have used the equations presented in Nicholls et al. (2013). These are derived
from the Mappings models in Dopita et al. (2013), and apply for metallicities between 1/20
and 1 solar. Alternative methods used by Izotov et al. (2006, 2012, and references therein)
have a longer history, and are based on the original work of Seaton (1975), for which fit
parameters were only calculated for electron temperatures between 5,000 and 20,000K. The
range restrictions in these methods limit the temperature ranges that can be calculated
reliably. Although both methods can generate values for the electron temperature> 20,000K,
such values are the result of extrapolation outside the range of application, and are therefore
not reliably based in physics. At higher temperatures the physics coming into play involves
processes that do not affect the results at lower temperatures. Models that do not allow for
the increasing importance of the higher temperature processes will necessarily be unreliable.
Any significant, unaccounted for, change in behavior outside the specified ranges will lead to
erroneous calculated temperatures. Consequently, extrapolation is problematic, and values
of Te & 20,000K cannot be considered reliable, if calculated using the methods discussed
here.
2.3. Oxygen abundance
Oxygen abundance is used as a proxy for total metallicity as it is the dominant heavy
element species observable in the optical spectrum, its spectral lines are present throughout
H ii regions, and it is produced in stellar nuclear reactions that give rise to the other major
heavy element components (e.g., C and N). It is present in H ii regions in five forms: O+++,
O++, O+, O0 and in dust. O+++ is present only in the highest ionization zones closest to the
stellar excitation source in H ii regions, and does not contribute significantly to total oxygen.
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O++ is the dominant form of oxygen in many low metallicity H ii regions where it occupies
much of the body of the H ii region. O+ is excited in the outer zones, or regions where
the higher energy photons have been depleted, and O0 is present only at the low-ionization
outer edges. However, some H ii regions have dominant O+ excitation (see, for example,
Esteban et al. 2009; Izotov et al. 2012). In the models presented here, we consider only a
simple spherically symmetric model with a central strongly ionizing star cluster.
Figure 1 illustrates these points, showing the ionic fractions for the gaseous oxygen
species calculated using the Mappings IV photoionization code, as a function of radius for
a spherical H ii region, from the minimum radius, Rmin, at which the Stro¨mgren sphere is
gas-filled, to the maximum, Rmax, defined as the radius at which the atomic hydrogen is
99% neutral. The parameters for this calculation are log(q)=7.5, 12+log(O/H)total=0.1solar,
optically thick, equilibrium electron energies, isobaric with log(P/k) = 5, and using the
Starburst99 excitation model as described in Section 3, below. It is clear that O++ is the
dominant ionic fraction over most of the volume of the nebula, O+ contributes mainly in the
outer regions, and O0 only at the outer edge or lowest excitation regions.
The ionization paramater, and the metallicity and oxygen abundance were defined in
Paper I, but it is useful to repeat these definitions here. The ionization parameter q (some-
times expressed as U = q/c, where c is the speed of light) is the ratio of the number of
ionizing source photons passing through a unit volume to the neutral hydrogen density. The
photon flux matches the number of new ions it produces, and as q has the dimensions of
velocity, it can be understood as the maximum speed at which the boundary of the ionized
region can move outwards (Dopita & Sutherland 2003). q is at its maximum at the inner
edge of the ionized region of an H ii region, and falls to zero at the outer edge of the ionized
nebula, where (if) the ionizing flux is fully depleted. A value of log(q) = 8.5 (corresponding
to log(U) = -1.98) is at the high end of values likely to be found in an H ii region (see, for
example, Yeh & Matzner 2012). A more typical value for H ii regions is log(q) = 7.5, and we
use these values as reference levels in this paper. In these models, the density is set by the
pressure and temperature, through the parameter log(P/k), discussed in detail in Section 6,
below. As a standard, we use log(P/k) = 5.0. The local value of the electron density set in
this way depends on both the log(P/k) value and the local electron temperature: the actual
electron density is ne ∼ 5 cm
−3.
The metallicity is usually expressed in terms of the total oxygen abundance, as oxygen
is the most prominent heavy element measurable in the optical spectrum, and is the most
numerous species in H ii regions after hydrogen and helium. It is defined in terms of numerical
values as 12+log(O/H) . An alternative method is to define metallicity in terms of solar
abundances. Here (and in the Mappings models) we use the solar data from Grevesse et al.
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(2010). Metallicity is also sometimes described using the parameter Z, but this is also used
as an abundance by mass, so we have not used it in this paper. A further point to note
is that the oxygen abundance measured from optical spectra is the gas-phase abundance,
and does not account for oxygen locked up in dust. In our models, we have assumed solar
depletion levels in dust, resulting in a difference of 0.07 dex between total oxygen abundance
and gas-phase abundance. See the detailed discussion in Section 8, below.
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Fig. 1.— Ionic fractions for oxygen species versus radius, from Mappings IV
2.4. Calculating the oxygen abundance
It is conventional to measure the apparent electron temperatures for O iii from the 4363,
4958 and 5007A˚ lines, and for and O ii using the 3726/9 and 7320A˚ region lines. In the
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observations reported in Paper I, however, we did not measure the NIR [O ii] lines, nor the
upper state [N ii] lines which provide an alternative measure, so we have calculated Te(O ii)
iteratively instead. A similar approach was taken by Izotov et al. (2006) for some of their
data, and by Lo´pez-Sa´nchez et al. (2012).
As we showed in Paper I, the number density of O++ ions to hydrogen ions (i.e., the
O++ abundance) can be expressed in terms of the flux ratio of O iii(1D2) to Hβ
2,
nO++
nH+
=
flux(Oiii)
flux(Hβ)
.g1.
√
Te.α
eff
B (Hβ).exp(E12/(kTe))× 115885.4/(E12.Υ12) (1)
where Te is the apparent electron temperature derived from the O iii line ratio, for which
there is a simple expression from Nicholls et al. (2013),
Te = a (−log10(R)− b)
−c, (2)
where the flux ratio for [O iii] is,
R =
j(λ4363)
j(λ5007) + j(λ4959)
, (3)
and a= 13205, b= 0.92506, and c=0.98062. These parameters have been revised slightly
from the earlier version, based on the latest outputs from the Mappings IV photoionization
code (version 4.12), but the electron temperatures are close to the earlier values. A similar
equation accommodates the effects of the electron density (Equation 35, Nicholls et al. 2013).
Similarly, from Paper I, the abundance of O+ can be expressed in terms of the observed
fluxes from the [O ii] λ3726 and λ3729 lines,
nO+
nH+
=
flux(Oii)
flux(Hβ)
.g1(OII).
√
Te.α
eff
B (Hβ).exp(E12(OII)/(kTe))× 115885.4/(E12(OII).Υ12(OII)),
(4)
where, in this case, Te is the apparent electron temperature derived from the [O ii] ratio (see
Nicholls et al. 2013) using the ratio of the 7320-30 A˚ lines to the 3726/9 A˚ lines. When
the NIR lines are not available, it is possible to derive an expression for the [O ii] electron
temperature from the Mappings photoionization models as a polynomial in terms of total
oxygen gas-phase abundance,
Te(Oii) = Te(Oiii)× (3.0794− 0.086924 ζ − 0.1053 ζ
2 + 0.010225 ζ3) (5)
2 Te is the electron temperature, g1 is the statistical weight of the transition ground state, k is the
Boltzmann constant, Υ12 is the net effective collision strength for collisional excitations from the ground
states to the upper state, E12 is the energy level of the upper state, and α
eff
B (Hβ) is the effective emissivity
for Hβ.
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where ζ=12+log(O/H) 3. This equation is used iteratively, as discussed in Paper I, starting
by using the O++ abundance as the total oxygen abundance. This process converges rapidly
in 5 iterations or less. Garnett (1992) and Lo´pez-Sa´nchez et al. (2012) have used a simpler
approach, expressing the low ionization zone temperature (effectively the [O ii] temperature)
in terms of the [O iii] temperature, which does not require iteration.
Equation 6 shows the expression used by Lo´pez-Sa´nchez et al. (2012):
Te(Oii) = Te(Oiii) + 450− 70× exp
[
(Te(Oiii)/5000)
1.22
]
(6)
Equation 6 gives total oxygen abundance values close to those from iterating Equation 5.
Values determined for oxygen abundances are not exact, because of the nature of the approx-
imations used, the calculated values for oxygen abundances depend on the photoionization
models used to build the models, and the use of a model derived from a single value of the
ionization parameter, q. We tested the two methods (Equations 5 and 6) against artificial
data from Mappings, and find that they generate total oxygen abundances within 1% of the
input values. The iterative approach (Equation 5) is marginally the more consistent of the
two over a range of ionization parameter values. Using the polynomial and exponential fits
to the parameters in these equations from Paper I (Equations 6-9) , we can calculate the
total gas-phase oxygen abundance from the observed NUV [O ii] and optical [O iii] lines.
2.5. Limitations due to estimates of the [O ii] temperatures and abundances
There are at least four sources of uncertainty in determining [O ii] electron tempera-
tures, and in general these are significantly less accurately measured than the [O iii] electron
temperatures. First, directly estimating the electron temperature requires measurements of
the 3726,9A˚ and 7320,30A˚ lines in the ultraviolet and infrared, which are not always avail-
able in any given set of observations—the SDSS, for example, does not measure the UV lines
unless they are red-shifted into the spectroscopic passband. Second, both sets of lines are
usually subject to signal-to-noise problems. Third, both Equations 5 and 6 depend on the
model parameters used. The models themselves depend on the computed collision strengths.
In the case of O ii, there are several collision strength data sets (McLaughlin & Bell 1998;
Pradhan et al. 2006; Tayal 2007; Kisielius et al. 2009) which are not in full agreement, re-
sulting in slightly different calculated electron temperatures. These propagate into the es-
timation of O ii abundance values, and thus into the total oxygen abundance. Finally, the
3Here we use ζ for the oxygen numerical abundance measured from spectra, to distinguish it from Z, the
oxygen abundance by mass
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electron temperature formula determined from single slab models varies with the ionization
parameter, log(q), which differs for each observed object. The observational problems for
[O ii] temperatures were also discussed by Kennicutt et al. (2003).
In this work we have used the following sources: in Mappings IV we use the Tayal 2007
collision strengths; the generic [O ii] electron temperature formula derived from single slab
Mappings IV models used in Dopita et al. (2013); and the iterative method to calculate total
oxygen abundance (Equation 5). Uncertainties arising from the flux measurements remain
the largest source of error.
2.6. Results from published data
Table 1 shows the data from Paper I for 16 objects from the SIGRID sample for which
oxygen abundances are available from both the direct Te method (Equations 1, 4 above) and
the strong line methods using the diagnostic grids from Dopita et al. (2013). We have used
the diagnostic grids for log(Nii/Sii) versus log(Oiii/Sii) and log(Nii/Sii) versus log(Oiii/Hβ)
as they provide the most consistent results, as noted in Paper I. Column 5 in Table 1 shows
the difference between the direct and strong line methods. In general the strong line methods
give higher oxygen abundances, with a mean excess of 0.149 dex. This is consistent with
the findings of Lo´pez-Sa´nchez et al. (2012). The primary source of this difference is that the
diagnostic grids we use here include the total oxygen content, that is, the gas-phase oxygen
plus the oxygen incorporated in dust grains, whereas the direct method yields only the gas-
phase oxygen. This contributes a difference of 0.07 dex, or half the observed amount. As we
will show below, there are other sources contributing to the observed differences.
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Table 1: Apparent electron temperatures, derived gas-phase oxygen abun-
dances, strong line abundances and abundance differences for SIGRID
objects, from Paper I
Object Te (K)
1 Direct Strong line2 delta3
J0005-28 14719 7.847 8.012 0.165
J1152-02A 12248 8.151 8.088 -0.063
J1152-02B 12722 8.094 7.981 -0.113
J1225-06s2 16560 7.499 7.929 0.430
J1328+02 14846 7.867 8.132 0.265
J1403-27 14021 7.939 8.013 0.074
J1609-04(2) 10431 8.345 8.055 -0.290
J1609-04(5) 14234 7.959 8.137 0.178
J2039-63A 14383 7.966 8.087 0.121
J2039-63B 13982 7.894 8.145 0.251
J2234-04B 14029 7.897 8.110 0.213
J2242-06 13626 7.921 7.983 0.062
J2254-26 12870 8.090 — —
J2311-42A 12582 8.091 8.176 0.085
J2311-42B 13451 8.011 8.122 0.111
J2349-22 13835 7.858 7.925 0.067
1 Te and 12+log(O/H) values from Paper I, Table 3
2 Strong line values are the average of the new grids involving the log(N ii/S ii)
and log(N ii/O ii) ratios, where available, from Paper I, Table 4
3 delta is the difference between columns 3 and 4.
3. The [O iii] electron temperature–abundance relation
Figure 2 is a plot of of the theoretical [O iii] electron temperature versus oxygen abun-
dance for Mappings isobaric model curves for log(q)=8.50, κ = ∞, for optically thick
nebulae, and an electron density of ∼7.5 cm−3 (log(P/k)=5). The figure shows the ob-
servational points derived from the SIGRID survey (yellow circles), selected SDSS DR3
data from Izotov et al. (2006) (black circles), Izotov et al. (2012) (small beige circles), and
Lo´pez-Sa´nchez & Esteban (2009) (blue circles). Mean error bars for each sample are shown.
Detailed error bars have been omitted for clarity, but are shown in Paper I and Izotov et al.
(2006). The effects of hydrogen optical depth, excitation sources, pressure, ionization param-
eter, dust, and κ non-equilibrium electron distributions are discussed in detail in Sections 4
through 9 (below). While the uncertainties in the plotted values are larger than the detailed
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trends in the data, nonetheless, the data points provide a useful basis for examining the
impact of different physical parameters on the behavior of an H ii region.
The 125 objects selected from the SDSS DR3 data in Izotov et al. (2006) exclude those
with large uncertainties and those without flux data for the [O ii] 3726 and 3729A˚ lines,
and oxygen abundances in the range for which the model curves apply: 7.32 < 12+log(O/H)
< 8.69. The data selected from Izotov et al. (2012) are those with error bars less that 15%
of the measurements, and oxygen abundances in the range for which the model curves apply.
The total gas-phase metallicities were calculated from the published data using the formulae
in Equations 1 and 4. We found that the spread of values using these equations is less than
the spread using the original formulae in Izotov et al. (2006), suggesting the new method
may give more reliable results, or that using the observed [O ii] 7320/30 A˚ fluxes is prone
to higher uncertainty, as suggested by Kennicutt et al. (2003). Note that the horizontal axis
is the gas-phase rather that the total (gas+dust) abundance, which differ by 0.07 dex.
The data from Izotov et al. (2006, 2012) were chosen because they are consistent sets
of data from single observational sources. The sparse low metallically coverage of the SDSS
data is augmented using data from Izotov et al. (2012). The two sets cover the range from
1/50 solar to 1 solar. This spans the range covered by the models used, 1/20 solar to 1 solar.
(The Izotov et al. (2006) data extends above 1 solar metallicity, but we have truncated the
selection for comparing with the models.) Additional data from Lo´pez-Sa´nchez & Esteban
(2009, 2010) were also investigated. The results are nearly identical. Using their published
line fluxes, there were 13 objects for which data was available to use the same methods
to calculate Te and 12+log(O/H) that we use here for the SIGRID and Izotov data. The
results of these calculations exactly overlie the other data. The mean error bars shown
were calculated from the flux errors in the original observations, propagated through the
temperature and abundance calculations, and are somewhat larger than those reported in
the source papers.
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Figure 2 shows a remarkable fit of the Mappings model to the observed data (notwith-
standing the size of the uncertainties), although the data points with lower oxygen abun-
dances (< 8.0) tend to lie increasingly above the model curve with lower abundance. An
analytical fit to the model curve is given in Equation 7, which applies for oxygen abundances
in the range 7.4 < 12+log(O/H) < 8.7. This equation provides a quick means of estimating
abundance once the [O iii] electron temperature has been measured.
ζ = 1.0324 + 30.364× t4 − 43.019× t4
2 + 25.694× t4
3
− 5.6791× t4
4 (7)
where ζ= 12+log(O/H), t4=Te/10000, with an average fit error in ζ of 0.004 dex. Note that
this fit should not be used for extrapolation outside the model limits.
Figure 2 shows two SDSS data points at low abundance and high temperature from
the Izotov et al. (2006) data. Both points refer to a single object (observed twice in SDSS),
HS0837+4717. This is an extraordinary object, with very high nitrogen abundance, and the
presence of over 100WN stars in the central cluster (Pustilnik et al. 2004; Pe´rez-Montero et al.
2011). The more recent IFU spectral analysis by Pe´rez-Montero gives a significantly lower
apparent electron temperature than the SDSS observations, although it is still high (see
Figure 4).
Figure 2 is key to exploring the factors influencing the behavior of electron temperature
with oxygen abundance, using the data from Izotov et al. (2006, 2012), Lo´pez-Sa´nchez & Esteban
(2009), and the SIGRID data from Paper I as guides to the actual behavior of H ii regions.
In the figure, it is clear that the model suggests the electron temperature falls below a lin-
ear trend as the oxygen abundance decreases. This can be understood by considering the
physical processes occurring in spherically symmetric “Stro¨mgren sphere” H ii regions. In
the (innermost) region of highest excitation, the temperature is highest, but the volume
is relatively small compared to cooler regions further from the excitation source. The ob-
served fluxes are the volume weighted averages. The larger volumes of cooler lower ionization
(outer) regions dilute the effect of the hotter inner regions. The net result is that for any
particular excitation source, there is a limit to the observed apparent electron temperature
that can be reached in a spherical model, no matter how low the oxygen abundance, and
this is lower than the temperature of the innermost ionized region. As a result, the apparent
electron temperature would be expected to fall below a simple linear trend as oxygen abun-
dance decreases, which is what our models show. The only variables are the slope of the
trend at higher metallicities, and the maximum apparent electron temperature that can be
reached. These geometric arguments apply to any H ii region, although the detailed averag-
ing processes in complex nebulae can only be approximated using simple spherical models.
This model also ignores other physical parameters that can increase the apparent electron
– 15 –
temperature. It should be noted that in real H ii regions or in models fitting such real re-
gions, the “central” regions may well not be the hottest (See, for example Stasin´ska 1978;
Stasin´ska et al. 2013; Esteban et al. 2009). However, for the purposes of this study which
explores the effects of individual physical parameters, we use models that are by definition
hottest at the centre.
This investigation was stimulated by the apparent inability of simple models to match
the observed Te—abundance data. The problem has been known for over a decade in the con-
text of low metllicity blue compact dwarf galaxies. It was explored by Stasin´ska & Schaerer
(1999) in the context of the complex nebulosity in I Zw18. However, the mismatch is not
confined to that object, but is generic to most low metallicity H ii regions. More recently,
Pe´quignot (2008) modeled the complex structures in I Zw 18 and concluded that simpler
models did not adequately account for small-scale gas density fluctuations, which can be
important when the collisional excitation of hydrogen contributes significantly to the cooling
of the gas. In this work we have taken a different approach, in part because the structures
in the H ii regions we consider are not resolved. The Mappings code takes detailed account
of all the excitation, ionization, heating, and cooling mechanisms and the effects of dust,
present in H ii regions, and their complex interactions, rather than attempting to taylor a
fit to indvidual objects. In this paper we use Mappings with a Stro¨mgren Sphere model
to explore separately the effects of several individual parameters. These include the optical
depth of hydrogen in the nebula, the pressure/density, the ionization parameter, the nature
of the ionizing radiation from the central star cluster, the effect of dust, and non-equilibrium
κ electron energy distributions. All of these affect the shape of the model curves for apparent
electron temperature versus oxygen abundance. We explore these effects and how well they
fit the observations in the following sections.
4. The effect of optical depth at the Lyman limit
The first important parameter is the optical thickness (at the Lyman limit in hydrogen
at 912A˚) in the H ii regions. In optically thin nebulae we find higher values for Te at
low metallicities than predicted for optically thick regions. We also identify parameters
that might indicate optically thin H ii regions. The question has been addressed by Ko¨ppen
(1979) in the context of clumpy nebulae with optically thin condensations, and more recently
by Pellegrini et al. (2012), who measured the optical depth of H ii regions in the Magellanic
Clouds.
With the present data, individual H ii regions are not resolved as well as the nearby
regions in the Magellanic Clouds, so a more general approach it necessary. Figure 3 shows
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three narrow-band images of the Rosette nebula (NGC 2237). The central star cluster and
stellar wind evacuated central region are clearly visible in the [O iii] and Hα images. There
is some suggestion that the area in the top left quadrant is optically thin, which lacks strong
[Sii] flux. An observer looking at this object from a distance sees some of the optical spectral
lines arising from regions within the ionized region (optically thin), and some from regions
where all the ionizing photons from the central star cluster have been absorbed (optically
thick). In our model nebulae, the brightness of the inner regions is significantly less than
from the outer regions, so that the net effect is to average over a range of optical depths,
but skewed in favor of the brighter, optically thick regions.
[OIII] 5007 H alpha [SII]
Fig. 3.— Rosette Nebula (NGC 2237) H ii region, in [O iii] 5007A˚, Hα, [S ii] 6716/31
A˚ narrow band images. The [O iii] is predominantly in the inner zone and the [S ii] in
the outer zone. The central star cluster and stellar-wind-evacuated core are apparent in the
[O iii] and Hα frames. There is also evidence of an optically thin region in the upper left
quadrant, where the [S ii] is not prominent. Image reproduced with permission from Steven
Coates (http://coatesastrophotography.com)
To illustrate the effect of an optically thin nebula, we use the Mappings code to gen-
erate the relation between observed apparent electron temperature and oxygen abundance,
taking an extreme case where the optical depth, τ=1. Figure 4 shows the same data as
in Figure 2, with the addition of the τ=1 model curve (dashed black), and the data from
Pe´rez-Montero et al. (2011) for the extreme object (HS0837+4717). It is clear that this op-
tically thin model (τ=1 and log(P/k)=5) is capable of explaining some (but not all) of the
observed higher values of Te in the observations.
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4.1. Nebular structure
Figure 5 shows the normalized fluxes of different ions as a function of radius, calculated
using the Mappings IV.1.2 photoionization code, with similar settings to Figure 1. The
4363A˚ line arising from the higher energy 1S0 O iii level is enhanced compared to the
5007A˚ line in the inner regions of the nebula where the electron temperature is higher, as
shown by the Te curve (black line). Similar diagrams have been published by other authors,
for example, Figure 1 in Pellegrini et al. (2012)
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Fig. 5.— Normalized fluxes and Te, versus radius, low metallicity (0.1 solar)
It is worth noting the the curve in Figure 4 for low optical depth (dashed black) falls
below the optically thick curve (red) with increasing metallicity. The physical origin of this
cross-over is the nature of the thermal balance inside an H ii region at different metallicities.
At low metallicity, as shown by the black curve in Figure 5, the temperature decreases
monotonically with increasing radius. Hydrogen and helium play the main role in absorbing
high energy photons from the central star cluster. They are more efficient at absorbing
the softer photons, so the spectral energy distribution hardens with increasing radius, and
some of the hard photons may leak out of the nebula. At higher metallicities, the heavier
elements start to play an important role in the heating and cooling in the outer regions
of the nebula. Due to their numerous energy levels, they are able to absorb the higher
energy photons in the harder SED more efficiently than hydrogen and helium. This causes
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additional heating in the outer regions of the nebula, leading to a rise in temperature, as
the heating and cooling processes balance and establish an equilibrium. Consequently, as
the metallicity increases, the temperature curve shown in Figure 5 starts to flatten out, and
can actually increase in the outer regions of the nebula at higher metallicities. For optically
thin nebulae, the outer regions of the nebula are truncated, so the hotter outer zones are
removed, and the apparent net temperature falls, leading to a greater decrease of apparent
temperature at higher metallicity with decreasing optical depth, compared to the behavior at
lower metallicity. Consequently the low optical depth curve falls away faster with increasing
metallicity than the optically thick curve, as shown in Figure 4.
4.2. Optical depth diagnostics
Figure 5 shows how the majority of the [N ii], [S ii] and—to a slightly lesser extent—
[O ii] emissions are confined to the outer regions of the nebula. If the nebula is optically
thin, the outer regions are truncated, and the total emissions from these outer species are
substantially reduced, whereas the [O iii] lines and Hβ are emitted throughout the body of
the nebula and are only gradually reduced by truncating the outer layers. This behavior—
the lack of bright [N ii] and [S ii] edges to H ii regions—was used by Pellegrini et al. (2012)
in analyzing the optical thickness of H ii regions in the Magellanic Clouds. This suggests
that spectral line ratios might be useful diagnostics of low optical depth in nebulae where
the edges of H ii regions are not well resolved. Candidate line ratios would be [Oii]/[Oiii],
[Nii]/[Oiii] and [Sii]/[Oiii].
Of these three opacity diagnostic options, the [Sii]/[Oiii] ratio appears to be the most
useful, for several reasons. The [S ii] lines are well resolved from the strong Hα Balmer line.
They are not subject to the nitrogen enrichment processes that cause an increasing spread
in [N ii] fluxes at low oxygen abundance. The [S ii] lines are almost invariably present in the
spectra of H ii regions at good signal-to-noise ratios, and the [S ii] emission region is more
strongly concentrated at the lower excitation outer edges of an H ii region than the [O ii].
To illustrate this diagnostic, Figure 6 shows log([Sii]/[Oiii4959]) versus oxygen abundance,
for Mappings models of several values of optical depth and log(q), and the observed values
of the SDSS objects from Izotov et al. (2006), the emission line galaxies from Izotov et al.
(2012) and the SIGRID objects from Paper I4.
It is evident that the majority of the observations fall above the optically thick line
4We use the [O iii4959] line in these calculations as the brighter [O iii5007] line fluxes are not reported in
Izotov et al. (2006).
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for log(q)=8.5, and roughly half fall above the same curve for log(q)=7.5, illustrating the
interaction of the line ratio interpretations with the ionization parameter. The error bars
are all smaller than the separation of the model curves. Thus it is not possible to distinguish
between the effect of the ionization parameter, log(q), and the optical thickness for borderline
objects. However, it is also clear that more extreme objects can be identified, such as J2254-
26 from the SIGRID list (red circle) and the SDSS double points for HS0837+4717 (purple
circles) (Pellegrini et al. (2012) did not obtain fluxes for the S ii lines due to its redshift).
The scarcity of objects with optical depth τ < 8 may be due to the flux weighting of the
contributions from parts of the nebular with different optical depths, which is dominated by
the brighter, more optically thick regions.
As a comparison, Figure 7 shows the same curves for log([Oii3727]/[Oiii4959]). The
theoretical curves for higher values of τ become degenerate, and while they show the same
general trend, the diagram is not in complete agreement with the log([Sii]/[Oiii4959]) and
implies lesser optical depth. Given the weighting from the brighter, thicker regions of the
model nebula, it is likely that the log([Oii]/[Oiii]) diagnostic underestimates the optical
depth. The twin SDSS points for HS0837+4717 (purple circles), the datum for this object
from Pellegrini et al. (2012), and SIGRID object J2254-26 (red circle) again stand out as
optically thin. It is also worth noting that the model curves are derived from a simple
Stro¨mgren Sphere model, whereas the observed data arise from more complex structures.
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4.3. Combining spectra from different optical depths
In real H ii regions, the emitted spectra are likely to arise from regions with different
optical depths. For distant objects where the individual regions are not resolved, the spectra
are hybrid, combining spectra from a range of optical depths. Figure 8 shows the behavior
of the [O iii] apparent electron temperatures from these hybrid sources. The solid curves
correspond to mixtures of spectra from optically thick regions with those from optically thin
regions where τ=1, in ratios between 1:8 and 8:1. The components of the composite spectra
are weighted according to the Hβ luminosity of each spectrum. In this diagram, the electron
temperatures computed from the combined spectra are normalized to the temperature curve
for optically thick regions. All models are for κ = ∞ and log(q)=8.5. Single optically thin
regions with τ=1, 2, and 4 are shown (dashed lines) for comparison. The hybrid spectra give
temperature/abundance curves that do not exactly match any single value of τ , but below an
oxygen abundance of ∼8.0, the curve for τ=2 corresponds quite closely to a mixture of 3.5:1
(thin to thick), and the curve for τ=4 to a mixture of 1.5:1 (thin to thick). The cross-over
point of the hybrid curves corresponds to that in Figure 4 and is the result of the changing
fluxes with increasing metallicity as generated by the models, and the normalization of the
averaged Te to the optically thick model.
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5. Effect of the UV Spectral Energy Distribution
The Mappings models used here are calculated for an oxygen abundance range from
0.05 to 1.0 solar, based on the Starburst99 code from Leitherer et al. (1999), with a Salpeter
initial mass function, dN/dm ∝ m−2.35, a lower mass cut-off at 0.1 M⊙ and an upper mass
cut-off at 120 M⊙, with continuous star formation (described in Dopita et al. 2000, 2013).
We use a stellar population of 106 M⊙ to avoid stochastic effects on the shape of the EUV
continuum. The Starburst99 code does not provide good coverage for very low metallicities
and hot star clusters, so we have used a blackbodies at 50,000K, 75,000K and 100,000K as
high temperature sources5. Figure 9 shows the Mappings model results for these sources,
compared to the Starburst99 model source. It is evident that while high temperature excita-
tion sources can generate higher apparent electron temperatures at low oxygen abundances,
the overall fit to the observed data for blackbodies is not as good as the Starburst 99 model.
However, for any particular object, such as HS0837+4717, a higher excitation source may
well contribute to a higher apparent electron temperature. We have also explored the effect
of single hot star models derived using the WMBasic code (Pauldrach et al. 2001, and related
papers), with results very similar to the blackbody models.
A problem we face in exploring the effects of the central ionization source is the lack of
spectral energy distribution models at low metallicities. There are two important deficiencies.
The first is the lack of evolutionary tracks for a range of massive low metallicity stars. As
a result, our models are limited to oxygen abundances at and above 0.05 solar. The second
matter that needs attention, once we have adequate low-metallicity stellar models, is to build
small-number statistical models for small star clusters likely to be found in small H ii regions.
The spread of nebular abundances at low metallicities (Figure 6, Tremonti et al. 2004) for a
given stellar mass, and a similar spread in log(N/O) values (see Paper I) for a given oxygen
abundance, which exceed the uncertainties in many cases, suggest that stochastic effects are
important in modeling stellar masses in small H ii regions in small galaxies.
Even with appropriate low metallicity stellar models, however, the energy distribution
from the cluster exciting the H ii region may not completely account for the excess [O iii]
4363A˚ fluxes observed in low metallicity nebulae. For example, Stasin´ska & Schaerer (1999)
found that, even taking into account extreme ionizing radiation sources, photoionization
models could not account for the 4363A˚ flux in I Zw 18. Our models are consistent with
this conclusion.
5For this work we used version 6 of Starburst99. Version, 7, just released, does include important new
atmospheres (Leitherer et al. 2014; Leitherer 2014), but not yet at the metallicities we need to take this work
to lower abundances.
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Fig. 9.— Mappings models using different excitation sources.
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6. Pressure effects
The electron density, ne, in an H ii region can have important effects on the emitted
spectrum. The parameter varies throughout the nebula, but it is useful to explore how
setting a global value for the ne×Te affects the electron temperature measurements. In our
Mappings simulations, we use an isobaric model (constant pressure) using the parameter
P/k (where P is the pressure and k is the Boltzmann constant). P/k = ntot×Te, where ntot
is the total particle number density, and ntot ≈ ne × 2.07 at low metallicities. Thus, for
isobaric models, the product of the total number density and the electron temperature is
constant. While the electron densities per se are not constant in these models, the log(P/k)
values, together with the electron temperatures, set the electron densities: e.g., if the electron
temperature is 10,000K and log(P/k)=6, the electron density is ∼48.4 cm−3.
Fixed pressure models are more physically realistic than fixed density (isochoric) models,
in part because they allow the density to increase near the ionization front. At typical
temperatures and densities, the sound crossing time for an H ii region is of the same order
as the lifetime of the region, so, in general, pressures will equilibrate. In the Mappings
code, for constant-pressure models, the density is a dependent parameter, set by P and Te.
The density structure emerges from the models, and the densities vary with the model. For
low metallicity (1/20 solar) and log(P/k)=5, model hydrogen (ionized and neutral) number
densities vary typically from 1.5 to 20 cm−3 at inner and outer zones. For higher metallicities
(1 solar), hydrogen number densities vary from 5 to 290 cm−3 at inner and outer zones. For
log(P/k)=6, the comparable figures are 15 to 150 cm−3 and 40 to 1700 cm−3.
Requiring the pressure to be fixed affects the ionization parameter, log(q), and at higher
densities, log(q) can increase significantly in the inner parts of the H ii region, to log(q) >
9.3 for an initial model setting (at the inner boundary of the H ii region) of log(q)=8.5, and
consequent significantly higher electron temperatures. Figure 10 shows the model results for
pressures of log(P/k)=5 and 6, corresponding approximately to electron densities of 5 cm−3
and 50 cm−3. These models use the same excitation sources as the other models in this work,
and therefore the same number and energy distribution of ionizing photons, except where
stated, as in Section 5. The higher electron density SIGRID objects (5 cm−3 < ρe < 100
cm−3), determined from the ratio of the 6716 and 6731A˚ S ii lines (see Paper I) are shown in
blue. They lie above the log(P/k)=5 model curve. It is clear that higher electron densities
can explain some apparent electron temperatures above the standard (log(P/k)=5) curve,
though not to the extent of the optically thin models. In particular, the measured electron
density for the low abundance SIGRD object, J1225-06s2 is < 10 cm−3, so its position on
the graph is most likely explained by it being optically thin.
The results for the object HS0837+4717 and several of the emission line galaxy data
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lie significantly above the model curves, which suggests that other factors such as optical
thinness also contribute to generating higher apparent electron temperatures. This is shown
in Figure 11, where the magenta curve takes into account both higher densities, correspond-
ing to log(P/k)=6, and optical thickness τ=1. This is an extreme case, and indicates a
likely upper limit for the apparent electron temperatures in the spherically symmetric model
H ii regions, assuming equilibrium electron energies. We will show later that higher electron
densities affect the strong line diagnostic grids, and improve the fit to observed data.
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7. Effect of the ionization parameter, q
The ionization parameter q is the ratio of the number of ionizing source photons passing
through a unit volume to the neutral hydrogen density, as discussed in Section 2.2, above.
The maximum value of q depends on the nature of the central star cluster and the size of
the evacuated region, and thus on the strength of the stellar winds from the central cluster.
The behavior of the ionization parameter, q, was analyzed in detail by Dopita et al.
(2006). They found that q decreases as an ionizing central star cluster ages: after 2 Myr,
q decreases rapidly due to the decrease in ionizing flux as massive stars evolve into red
supergiants, and the increase in the mechanical energy due to the stellar winds of Wolf-Rayet
stars. At ∼3.5 Myr, supernova explosions contribute further to the internal pressure of the
bubble. The ionization parameter depends strongly on the chemical abundance, through
two causes. First, at higher abundance, the stellar winds have a higher opacity and absorb
a greater fraction of the ionizing photons, thus reducing q. Second, stellar atmospheric
scattering of photospheric photons is more efficient at higher abundance, leading to more
efficient conversion of luminous energy to mechanical energy at the source of the stellar
winds, and leading to a reduction in q. Dopita et al. (2006) found that these factors lead
to a dependence of q on oxygen abundance of q ∝ Z−0.8. This dependence of q on oxygen
abundance is illustrated in Figure 12: the model curves at lower log(q) track the behavior
of the SDSS objects better as oxygen abundance increases. This trend was earlier noted for
SDSS galaxies by Dopita et al. (2006) and for H ii regions in general by Dopita et al. (2000).
A more realistic description (and the subject of future work) would be to plot a single
curve where the log(q) value varies continuously with oxygen abundance. This would more
accurately fit the observed data for 12+log(O/H) & 8.3.
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8. The effect of dust
As stars in galaxies evolve, older (AGB) stars, WR stars, and supernova ejecta enrich
the interstellar gas, and dust forms, locking up oxygen in silicates and carbonaceous grains.
This dust is an important component of the molecular clouds where star clusters form that
ionize new H ii regions. Dust is important in the thermal balance of present day H ii regions
(see, e.g., Dopita & Sutherland 2003). Dopcke et al. (2011) find that dust cooling affects the
fragmentation of very low-metallicity gas clouds and plays an important role in shaping the
stellar IMF even at very low metallicities.
The amount of oxygen present in dust is not readily measurable from the optical spectra,
but we estimate it here at ∼15% of the total. This corresponds to a contribution from dust
to the total oxygen abundance of 0.07 dex. In this work, we calculate the fraction of other
elements in dust grains with respect to oxygen using the abundance ratios from the solar
data from Grevesse et al. (2010). This is discussed in detail in Dopita et al. (2013).
The nature of the dust in H ii regions is poorly understood. van Hoof et al. (2004)
studied the effects of dust grain size on the observed features of H ii regions, using models
based on the CLOUDY spectral synthesis code. They found that grain size can have a sig-
nificant effect on the emitted spectrum. Unlike the CLOUDY code, Mappings fully resolves
the grain charge for all the grain sizes.6 Further, Groves et al. (2004) noted that several
of the observable properties of dust can be equally well reproduced by different theoretical
grain size distributions and compositions. Thus the observable properties of dust are not
especially sensitive to dust grain sizes, but the question obviously requires more work. As
a consequence, Mappings uses the simplest grain composition and grain size distribution
model that is consistent with the known properties of the dust in the solar neighborhood,
adopting the dust grain size power law model from Mathis et al. (1977). In Mappings, the
atomic depletion in dust is consistent with amount of dust formed.
Further, the amount of dust in a galaxy is quite variable. Re´my-Ruyer et al. (2014)
found that there is a large scatter in the gas-to-dust ratio in star-forming galaxies over a
2-dex range of metallicities. From FIR Herschel measurements, Fisher et al. (2014) suggest
6The energy of photoelectrons emitted by dust grains depends on the charge of the grain. In addition
to the work function absorbing the photoionizing energy, the grain charge creates a potential barrier that
affects the energy available to the ejected electron, which is then available to heat the surrounding medium.
The stronger the initial positive charge of the grain, the less the available heating from the ejected electron.
The grain potential is a function of grain size, as their absorption spectrum changes with grain size (e.g.
Draine & Lee 1984) so to compute the photoelectric heating due to dust, a spectrum of grain sizes needs to
be calculated and integrated to give the heating. A single average grain size does not replicate this.
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that dust may be rarer in low metallicity galaxies than previously thought, due to the lack
of heavier elements in low metallicity environments and dust destruction occurring in active
star forming regions. The latter is suggested by the presence of [Fe iii] lines in the spectra of
several of the observational data discussed here. Whatever is the case, the oxygen abundance
measured from optical spectra is the gas-phase oxygen abundance, and provides a lower limit
for total oxygen. As our models use the total oxygen abundance, the model curves plotted
in this paper have had the computed dust-phase oxygen subtracted to permit comparison
with the spectral data (a reduction of 0.07 dex in abundance). Dust is also not uniformly
distributed in real nebulae, but in the models we present here, we assume it is sufficiently
uniform to allow us to account for the dust physics with a uniform model.
Figure 13 shows the plot from Figure 2, with additional curves for dust-free models.
Dust depletion appears to cause a small reduction in [O iii] electron temperature between
1/20 and 1/5 solar metallicity, but the net effect is not large.
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9. Effect of non-equilibrium κ electron energy distributions
The effects of non-equilibrium electron energy distributions in H ii regions were explored
by Nicholls et al. (2012, 2013). The current version of the Mappings photoionization code
includes the capability to calculate the effect of κ electron energies (Dopita et al. 2013). κ-
distributions have a high energy power law tail and can readily affect the apparent electron
temperature. They can be generated by Alfve´n waves, magnetic re-connection, shocks,
super-thermal atom or ion heating (as in a stellar wind H ii region interaction zone), or by
fast primary electrons produced by photoionization with X-ray or EUV photons. These are
all sources of long-range injection of high energy electrons, distinct from the normal UV
photoionization effects from central star clusters.
Figure 14 shows the result of Mappings models for κ values of 4, 6, 10, 20, 50 and
infinity (equilibrium), with model curves plotted for total oxygen abundances between 1/20
and 1 solar7. At values of κ > 10 (i.e., close to Maxwell-Boltzmann equilibrium), the
effects are more obvious for higher metallicities, but for lower, more extreme departures
from equilibrium, these electron energy distributions appear capable of describing the excess
flux of [O iii] 4363A˚ observed in objects with low oxygen abundance. As before, we limit the
plotted observations to those with apparent electron temperatures < 20,000K, and oxygen
abundance > 1/20 solar, consistent with the limits to the model ranges. It is evident that
appropriate values of κ can describe the apparent electron temperature behavior, and at face
value, κ electron energies are an alternative explanation to optically thin nebulae at higher
pressures.
However, two important questions arise in interpreting Figure 14. The first is, ‘Can
such extreme departures from thermal equilibrium occur in H ii regions?’ At present the
only direct measurements we have as guides are from solar system plasmas. κ energy dis-
tributions appear almost universally in solar system plasmas, from the solar wind, through
planetary magnetospheres, to the heliosheath. In particular, proton energy distributions
where 1.6 . κ < 2.5 are observed directly in the heliosheath (Livadiotis & McComas 2011,
2012; Livadiotis et al. 2011). Using entropy considerations based on Tsallis q–nonextensive
statstics (Tsallis 2009), these authors argue that stable states can exist that are significantly
out of equilibrium. If the entropy-based arguments hold, it is possible that stable extreme κ
electron energy distributions occur in H ii regions.
The second question, if κ electron energy distributions are present, is, ‘Why does the
7The temperatures and oxygen abundances plotted are the values that one obtains by assuming emission
line fluxes from a Maxwell-Boltzmann equilibrium energy distribution (Nicholls et al. 2012)
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effect of more extreme distributions start to appear at oxygen abundances below 0.15 solar
(12+log(O/H)∼7.8)?’ Figure 14 suggests that the departure from the equilibrium model
(bottom, red) curve commences (for some but not all objects) at this oxygen abundance. If
this departure is caused, or contributed to in significant part, by extreme κ distributions,
there are evidently physical phenomena affecting the generation of κ distributions that come
into play at lower metallicities that are less important at higher metallicities. One may
speculate on two possible causes. The first is some form of “quenching” of kappa distributions
at higher metallicities. This may not be correct, if the conclusions of Dopita et al. (2013) are
correct, where they find that values of κ ∼ 20 explain the behavior of electron temperature
for observed data at higher metallicities, > 1 solar. This would imply the presence of κ
electrons at higher metallicities. Values of κ ∼ 50 may also explain the trend in electron
temperatures for 12+log(O/H) & 8.4.
A second possibility is if there are excitation mechanisms present in the stellar winds
around low metallicity H ii region star clusters that are less prevalent in stellar winds at
higher metallicities. With our current limited knowledge of the physics of low metallicity O–
and B–star winds, we can say no more than that this explanation is plausible.
Finally, if κ distributions are present in parts of H ii regions, the effect on the spectrum of
averaging over the whole H ii region, such as we have with the observed data here, may dilute
the observed non-equilibrium effects. The spatial variation in κ distributions, if present, is
likely to be more obvious in nearby H ii regions, where individual structures in the nebulae
can be distinguished.
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10. Summary of factors affecting the measurement of apparent electron
temperature
Using the Mappings photoionization code and a three-dimensional Stro¨mgren Sphere
model, we find that the ‘standard’ equilibrium model (log(q) = 8.5, τ = ∞, κ = ∞, Figure
2 and Equation 7) does a good job of fitting the majority of the observational data points
for oxygen abundances > 1/5 solar. There are a number of parameters that can be used
to explain divergences in temperature from the equilibrium model for lower metallicities.
Higher temperature objects that lie above the ‘standard’ curve can be explained by electron
density variations, higher energy excitation sources, dust, optically thin nebulae, and non-
equilibrium κ electron energy distributions. Low optical depth appears to make an important
contribution, and its contribution can be confirmed using diagnostics such as the [Sii]/[Oiii]
line ratio (Figure 6). Electron densities and high energy excitation sources also contribute
to higher electron temperatures. Dust appears not to make a major contribution, if it is
uniformly distributed. There is a considerable degree of degeneracy between these factors,
but the equilibrium model ‘standard’ curve provides a reliable first order basis for determining
total oxygen gas-phase abundance for a given measured O iii apparent electron temperature,
above 1/15 solar abundance. The error bars on the data are in some places larger than the
trends the data exhibit, but the trends nonetheless illustrate the effects of the physical
parameters we have discussed. For oxygen abundances below 1/15 solar in the spherical
H ii region model, high apparent electron temperatures can be explained by non-equilibrium
electron energy distributions, or a combination of higher pressure and low optical depth. The
former requires the additional explanation of why its effects are only apparent for oxygen
abundances below 0.15 solar.
Finally, the photoionization model assumptions are important. Mappings is a compre-
hensive modeling system, which uses the current best available atomic data. The code has
been revised in a few key areas since the earlier paper (Dopita et al. 2013) to give more
consistent results (see appendix), but the numerical results are not substantially changed,
with the exception of somewhat higher [O iii] apparent electron temperatures at low oxygen
abundance (+∼500K)8. The formulae used here and in Paper I are those derived from the
earlier paper. Errors arsing from collision strength uncertainties may amount to a difference
in gas-phase oxygen abundance of ∼ ±0.03, leading to uncertainties in the model curves that
are within the published uncertainties in the data. The most significant unknown is how well
a symmetric Stro¨mgren Sphere model is able to replicate the behavior of real H ii regions.
We plan to explore this further.
8We plan to make Mappings IV available as a web page application for real-time use in the near future.
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11. Diagnostic grids
11.1. Two-dimensional grids for different densities and Lyman limit optical
depths
The convention in strong line methods is to plot observed data values on a two-dimensional
grid of line ratios that will allow measurement of metallicities (e.g., Kewley & Dopita 2002;
Kewley & Ellison 2008). Dopita et al. (2013) presented new diagnostic strong line grids com-
puted using the Mappings code, for a range of values of oxygen abundance, 12+log(O/H),
the ionization parameter, log(q), and the non-equilibrium energy distribution parameter, κ,
for optically thick nebulae at low density. As shown in Paper I, some of the SIGRID data
points did not fit on these standard diagnostic grids, meaning it was not possible to use the
grids to measure abundances and ionization parameters. This led us to ask if some variation
in the grids would permit the measurement of 12+log(O/H) and log(q) for objects that did
not fit on the standard grids. Fortunately, it is a simple matter to compute grids with dif-
ferent physical parameters. Here we present grids for higher pressure (log(P/k)=6) than the
earlier published grids, and a range of values of the optical depth, τ and the non-equilibrium
energy parameter, κ.
Figure 15 compares two diagnostic grids, log([Oiii]/Hβ) versus log([Nii]/Hα) (upper
row), and log([Oiii]/Hβ) versus log(Nii/Sii) (lower row) for the standard lower pressure
(and thus density) case (log(P/k)=5, left column), and at higher pressure (log(P/k)=6, right
column). All but one SIGRID object can be accommodated on the grids for log(P/k)=6.
This is consistent with Figure 10, where the higher density objects tend to lie above the
standard Te versus 12+log(O/H) curve. The grids give similar values for oxygen abundance
for either value of log(P/k) for each observation, but the higher log(P/k) set give slightly
lower values for log(q). This can be understood from Figures 10 and 12—the boost in
log(P/k) is compensated for by a drop in log(q), which brings down the log(q) values for
outliers onto the diagnostic grid.
Figure 15 also shows two additional data sets. The red points, from Izotov et al. (2006),
show scatter, probably caused by measurement uncertainties. The abundance values between
the two sets of grids (upper and lower rows) are also somewhat discrepant. This is most likely
due to uncertainties in the measurements, the de-reddening, and in the collision strength data
used to create the grids. However, the abundances are in general much more consistent than
the older strong line methods. Of the two diagnostics, the lower row is least susceptible to
de-reddening errors and is the more reliable, as well as avoiding the degeneracy apparent in
the upper row for higher ionization parameters and abundances.
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Fig. 15.— Observational data (SIGRID, yellow; Izotov et al. (2006), red; and Izotov et al.
(2012), black) plotted on diagnostic grids for log(Oiii/Hβ) versus log(Nii/Hα), upper row,
and log(Oiii/Hβ) versus log(Nii/Sii), lower row, for low density, log(P/k)=5 (left column)
and higher density, log(P/k)=6 (right column). The error bars for the SIGRID objects
are given in Figures 10 and 12 of Paper I. The errors involving [Nii] fluxes are significantly
greater than those for [Oiii]. They have been omitted here to aid clarity.
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Figure 16 shows the grids for log(P/k)=6 (as in Figure 15, upper right panel) with
additional curves for a range of optical depths (left panel), and a range of values of κ (right
panel). It suggests that lower optical depths go some way to explaining the off-grid data
points, whereas grids involving lower κ values do not significantly improve the fit of the
observations onto the grids. In both cases, the τ– and κ–extended grids roll away from the
data points, in the case of κ, very rapidly, so that this diagnostic plot is degenerate for κ.
So κ does not provide information that will allow us to evaluate 12+ log(O/H) or log(q) for
points initially off the grid. Both panels suggest three-dimensional shapes for the grids, and
that plotting three diagnostic ratios on three orthogonal axes may provide new information.
We explore this below.
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Fig. 16.— SIGRID data plotted on diagnostic grids for log(Oiii/Hβ) versus log(Nii/Hα),
overlaid with plots for a range of values of optical thickness, τ=1, 2, 4, and 8, 16, 32 at
log(q)=8.5 (left pane), and for κ= 4, 6, 10, 20, and 50 at log(q)=8.5. The latter curves fold
behind the basic plot.
12. Investigating three-dimensional diagnostic graphs
The three-dimensional nature of the diagnostics is suggested in the two dimensional
grids, particularly in Figure 16. This invites us to plot three-dimensional figures to explore
the possibility further. Plotting and manipulation of three-dimensional graphs is not simple.
Vogt et al. (in press) have used Python routines to generate two-dimensional projections of
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three-dimensional graphs for high metallicity objects from the SDSS data, allowing them to
separate H ii regions from AGNs and LINERs. For this work we have used the GRAF appli-
cation written for OS X by one of the present authors (RSS), which provides a particularly
flexible tool for investigating the three-dimensionality of the diagnostics, although we have
not yet used it to generate 3-D PDF files9.
Figure 17 shows the outcome of this three-dimensional manipulation. We have combined
three diagnostic ratios for log(Nii/Hα), log(Oiii/Hβ) and log(Nii/Sii) on the x, y and z
axes respectively, and have rotated these about the y-axis to compare the location of the
observational data with respect to the diagnostic curves.
The main grid in both panels is for a range of oxygen abundance between 1/20 solar
and 1 solar, and a range of ionization parameters between 6.5 and 8.5 (log), for log(P/k)=6,
κ = ∞ and τ = ∞. The additional free standing arcs are the grid lines for the same
abundance range and P/k, for log(q)=8.5, for κ = ∞ and τ=8, 16, 32 and 64 (left panel);
and for τ =∞ and κ=6, 10 20 and 50 (right panel). We have only plotted the highest value
of log(q) for the non-equilibrium and optically thin cases, to make the plots easier to read.
The data from SIGRID observations and from Izotov et al. (2012) are plotted over
these curves. It is evident that the observational data are described better by the left panel
(optically thin and equilibrium energies) than by the right (optically thick and κ electron
energies). This illustrates how three-dimensional diagnostics may be used to discriminate
between two otherwise alternative two-dimensional descriptions.
While these results are preliminary in nature, they demonstrate the utility of three-
dimensional manipulation of three sets of diagnostic ratios in augmenting the standard two-
dimensional grids, to show which parameters can be used to fit the observations better to the
grids. Although we have not been able to demonstrate this in the present paper, manually
rotating the diagrams shows that the location of several of the observed data points are
better described by optically thin diagnostic grids than by the non-equilibrium grids.
9 3-dimensional projected diagrams displayed here were prepared using GRAF 4.7.3 (OS X) software
authored by R.S.S., available as (unsupported) beta software at http://miocene.anu.edu.au/graf/
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Fig. 17.— Left Panel: Three-dimensional projection of log(N ii/Hα) and log(N ii/S ii) versus
log(O iii/Hβ) diagnostic grids (Figures 15, 16, with log(P/k)=6), rotated about the y-axis
as indicated, showing the optically thick equilibrium diagnostic grids with the log(q)=8.50
grid lines for four values of the H i optical depth, τ . Right Panel: Similar grids, but with
the log(q)=8.5 grid lines for four values of the non-equilibrium parameter κ. Both figures
show the data for the SIGRID objects (larger circles) and from Izotov et al. (2012) (smaller
circles).
13. Discussion
Measured [O iii] electron temperatures reported in the literature using simple analysis
techniques only provide general guides to the physical conditions in an H ii region. No
H ii region is thermally uniform, so temperatures measured from the emitted spectra can
only be a volume and intensity weighted average of the internal conditions. In addition to
this averaging process, other parameters impact on the measured spectra. These include the
electron and hydrogen densities, the nature of the central ionizing radiation source, whether
the electron energies are in equilibrium or not, and possibly most important, whether the
nebula is optically thin.
Increasing attention has been paid in recent years to the possibility of optically thin
nebulae (Pellegrini et al. 2012, and references therein). Zastrow et al. (2013), for example,
find that H ii regions in their galaxy sample show evidence of optically thin pathways, pro-
vided the systems are old enough (&3 Myr) for mechanical feedback to have cleared optical
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thin paths, but young enough (.5 Myr) that the ionizing central star cluster is still present.
It appears likely that H ii regions may be optically thin much earlier than this. In the case of
the central UC1 cluster in M17, Hanson et al. (1997) studied 9 O-stars still on the zero-age
main sequence, suggesting an age for the cluster and the H ii region of 1 Myr or less. Using
JHK band photometry, Jiang et al. (2002) deduced an age for the central cluster of <3 Myr.
In the same cluster, discrete X-ray sources are present corresponding to individual stars,
as well as an extended diffuse X-ray field (Townsley et al. 2003). This ionizing radiation
is evidently escaping from the H ii region, indicating the region is optically thin. This was
also reported for the ultra-low abundance object, I Zw 18, by Pe´quignot (2008). Given the
H ii regions are inhomogeneous, it is plausible that parts of them may be optically thin as
soon as they are visible. So it is to be expected that some of the observations considered
here exhibit characteristics readily explained by low values of the optical depth, τ . As we
note, the radiation emitted from our optically thick model nebulae is brighter than from
otherwise similar optically thin nebulae. For a distant H ii region, given the likelihood that
some of a nebula will be optically thick and other parts optically thin, these regions will
not be resolved, and the resultant spectrum is a weighted mean of the two. The summed
or ‘hybrid’ result is skewed in favor of the brighter, optically thick contribution. Thus any
suggestion of optical thinness in the integrated spectra indicates a substantial fraction of
the nebula is optically thin. The effect on apparent electron temperatures of these hybrid
spectra are shown in Figure 8.
The next most important parameter affecting how well the model Te versus 12 +
log(O/H) curves fit the observations is log(P/k). The SIGRID observations for objects
whose electron densities, determined from the S ii line ratios, are >20 cm−3 lie consistently
above the standard model (log(q) = 8.5, τ =∞, κ =∞, log(P/k) = 5), and their positions
on the plot are therefore readily explained by higher pressure and consequent higher electron
densities (Figure 10).
The nature of the UV spectral energy distribution of the ionizing star cluster is also
of critical importance to the resulting nebular spectra, but it is one where the modeling
process is probably least well developed. The photoionization models depend on there being
reliable stellar spectral energy distribution models, and at low metallicities extensive stellar
models are lacking. We use the Starburst99 models that give reasonable high energy photon
fluxes, but we are limited to a minimum oxygen abundance of 0.05 solar. This is an area
where further work is important, to understand the behavior of low metallicity H ii regions
affected by strong starburst events. The data considered here are consistent with the findings
of Dopita et al. (2006) that the ionization parameter decreases with increasing metallicity.
Finally, our models suggest that κ non-equilibrium electron energy distributions can gen-
erate high apparent electron temperatures, but if this is correct, it is not clear why their
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effect only becomes apparent at low metallicity. The three-dimensional diagnostic grid plots
suggest that κ is a less satisfactory explanation for these high electron temperatures than a
combination of low optical depth and higher pressure.
14. Conclusions
In this paper we have explored the various parameters affecting the measurement of
apparent electron temperatures in H ii regions. We have used the data for the SIGRID obser-
vations from Paper I, the SDSS data from Izotov et al. (2006), low metallicity emission line
galaxy data from Izotov et al. (2012) and forWolf-Rayet galaxies from Lo´pez-Sa´nchez & Esteban
(2009, 2010) to demonstrate these effects. The standard equilibrium, optically thick model
with log(q)=8.5 fits the observations remarkably well. The deviations from the fit are slight
for metallicities above 1/5 solar, and can be explained by other physical parameters com-
ing into play. For the low metallicity objects considered here, the important parameters
are the ionization parameter, log(q), the optical thickness, τ , κ electron energies, and the
pressure/density, specified by log(P/k). The nature of the central ionization star cluster
source is also important, but the models available for spectral energy distributions at low
metallicity limit our exploration here. This is an important area for further investigation.
We have developed diagnostic plots to identify objects that are not optically thick, and
it is clear that some of the observations can be readily explained by this effect. Other objects
show clear evidence of the effects of higher electron densities. Together, these two factors
offer a plausible explanation of the observed data. While non-equilibrium κ electron energy
distributions may affect the observations, they require very low values of κ in some cases,
and an explanation for their disappearance at higher abundances.
We have used modeling of three-dimensional grids to augment the standard two-dimensional
diagnostics, and suggest that this is an area with considerable potential, given the right ma-
nipulative tools. We conclude that the highest measured electron temperatures that fall
within the bounds of the fitting approximations can be satisfactorily explained by a combi-
nation of pressure (log(P/k) & 6) and optically thin nebulae (8 < τ <∞).
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15. Appendix: Revisions to the Mappings photoionization modeling code
The current version of the Mappings photoionization modeling code is IV.1.4. As the
work described in this paper depends heavily on the Mappings code, it is useful to summarize
the major changes since the previous version (IV.0) (Dopita et al. 2013). A new integration
scheme has been implemented, along with improved equilibrium calculations, to achieve
a more precise balance of heating and cooling. The new code model performs better in
H ii regions and planetary nebula models when compared to the Lexington benchmarks
(Pe´quignot et al. 2001), with more consistent ionization state and temperature averages,
compared to previous Mappings versions. Photoelectric cross sections for C, N, O, He i
and He ii have been revised to take into account the latest experimental and model atomic
data. Hydrogen and helium charge exchange reactions for both recombination and ionization
have been updated, as are the ways in which these are handled. The hydrogenic free-
bound recombination calculations have been revised, with new coefficients, to ensure detailed
balance and energy conservation.
