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We consider the following problem: let A be a central hyperplane arrangement
over Z; equivalently, let V be an n-dimensional real vector space and Γ  V a
lattice of rank n. Denote the lattice dual to Γ over Z by   V . The integrality
condition says that each hyperplane H in the arrangement is given by a linear
form xH 2 . We will call a real hyperplane arrangement (HPA) with this extra
structure integral (IHPA). Of course, if it is convenient, one can restrict to the case
Zn =   V = Rn.
Some more notation: Let U = V n[A be the complement of the arrangement and
A = U \Γ. To avoid factors of 2
p
−1 in the formulas, introduce j = j=(2
p
−1).
Denote by RA the set of rational functions on V of non-positive total degree with
poles along the hyperplanes of A.











where t 2 V .
We will omit A from the notation whenever it does not cause confusion. At this
point we assume that these sums converge absolutely, although eventually we will
consider all functions in RA.
The rst few basic properties: clearly, Bf (t) is -periodic in t andBf (0) = Bf . It
is not hard to prove that V  has a chamber decomposition such that Bf (t) restricts
to a polynomial inside each chamber. Because of the periodicity, this decomposition
comes from one of T = V =. These polynomials are natural generalizations of the
classical Bernoulli polynomials, which correspond to the one-dimensional case (see
x2). Following Zagier [10] we named them multiple Bernoulli polynomials (MBP).
The motivation for considering such sums came from the work of Witten on
the intersection ring of the moduli spaces of G-bundles on Riemann surfaces [9, 4].
Here G is a compact connected Lie group; the arrangement is given by the coroot
hyperplanes in the dual of the Cartan subalgebra of G; the lattice Γ is the weight
lattice of the group. Some details are given in x5.
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Now I describe the shape of the result in general terms. The main goal is to give
residue formulas, a certain type of generating series, for these MBPs. The singular
locus of the MBPs are given by the -translates of the dual arrangement A in
V  formed by the one-dimensional faces of A. Thus for every f 2 RA and every
chamber  of A we have to nd a polynomial Bf (t) such that B

f (t) = Bf (t),
whenever t 2 .
The type of residues which appear naturally are the iterated residues dened in
x3. One of the features of our formula is that it is independent of f , i.e. for any
integral arrangement A and chamber , we construct a local residue form !A such
that whenever t 2  we have
Bf (t) = h!

A ; f exp(t)i:
The precise denition of the pairing h; i is given in (3.1). One can think of the
collection f!Ag as some sort of fundamental class of the IHPA A.
The existence of such ! in the Lie group case mentioned above was conjectured in
[7, Conjecture 4.2] in a weaker form. We will discuss the relevance of this statement
to the topology of the moduli spaces in a separate paper. The sketch of the proof
of this conjecture was given in [7] for G = SU(3), with the claim that the case of
SU(n) is analogous. This result was later used and extended in the works of Jerey
and Kirwan [2] (see also [5]). The Verlinde-type deformation of these formulas (cf.
[7]) for a detailed explanation) will be given in a future publication.
Naturally, besides the above, an explicit construction of ! is also useful since it
gives a simple, ecient calculus for the numbers Bf . A dierent approach to the
calculation of these numbers was given earlier by Zagier [10]. While the formulas in
[10] are not as compact as ours, there the multiplicative structure of these numbers
and even certain modular deformations of them are considered.
Acknowledgments. This paper was completed during my stay at the Mittag-
Leer Institute. I am most grateful to Lev Rozansky and Kefeng Liu whose help-
ful comments and interest made this work possible. I would like to thank Victor
Batyrev, Alexandr Varchenko and Andrei Zelevinski for their suggestions and en-
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2. Classical Bernoulli polynomials
Recall the denition of the classical Bernoulli polynomials. They can be de-
ned using the setup of the introduction as follows: V = R, Γ = Z; there is one
\hyperplane" { f0g, A = Znf0g.







This function is dened by a Fourier series, in particular, it is periodic. Properties:
1. From the Fourier series it is clear that Bk(t) is k − 2 times dierentiable.
2. The main point: d
dt
Bk(t) = Bk−1(t).
3. B0(t) = Z(t)− 1, where Z(t) is the sum of delta-function at all integers.
4.
R 1
0 Bk(t) dt = 0, by inspecting the Fourier series.
Now some quick conclusions:
5. From 1. and 2. Bk restricts to a polynomial of degree exactly k on each
interval (m;m+ 1), which will be denoted by Bmk . Together with Property 3.
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these polynomials are dened recursively and have rational coecients. The
polynomials B0k(t) are the Bernoulli polynomials up to a sign and a factor of
k!.
2.1. Residue formulas. The main goal of this paper is to obtain residue formulas
for Bk(t) and its generalizations. The basic technical tool is
Lemma 2.1. Let f be a rational function of degree  −2 on C and let P be the













Proof. Apply the residue theorem to a circle of radius L for odd integer L and let
L!1.
This immediately gives us a residue formula for the Bernoulli polynomials: de-




at least for k  2. In fact this formula also holds when k = 0; 1 because we can
take derivatives and use property 2. In other words,
Bmk (t) = Res
x=0
!mx−k;
where !m = exp(−mx) td(x). Note that !0 = td(x) and !−1 = td(−x). In the
next sections we generalize these formulas to higher dimensions.
3. Iterated Residues and Hyperplane Arrangements
3.1. Residue Forms. In this section, let A be a complex HPA in an n-dimensional
complex vector space VC. For every element H of A x a dening linear form xH
and denote the corresponding logarithmic dierential form by H = d log(xH) =
dxH=xH . Note that H only depends on H.
A residue or residue form is usually an object, naturally dual to the space of
meromorphic functions. Denote by MerA the space of meromorphic functions on VC
with poles along the hyperplanes of A. Let S = (H1; H2; : : : ; Hn) be an independent
ordered subset of A. We dene a linear operation ResS : MerA ! C as follows.
First note that there is a well dened notion of \the constant term at 0" of a
meromorphic function on a complex line (a C-torsor). Take an element g 2MerA
and consider the family of lines parallel to \n−1i=1 Hi. Each of these lines is a complex
line with 0 on Hn and the restriction of g onto them has a constant term. Thus
we obtain a new function ResHn g on Hn. This procedure can be iterated and one










We call this operation an iterated residue. A few important points:
Remark 3.1. 1. The operation ResS is a degree 0 operation with respect to the
C action on VC.
2. The operation ResS depends on the order of the hyperplanes.
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3. The notation ResHn g above is inconsistent since this operation actually de-
pends on the other Hi-s as well. There is one case, however, when this is not
so: when g is regular along H, then ResHn g = gjHn, the restriction of g onto
Hn.
Now we explain how this operation is related to the standard calculus of ho-
mology and cohomology of the complement of HPAs [6, 8]. Let OkA be the set of
ordered independent k-tuples of elements of A and let MkA be the free Z-module
generated by OkA. Any map m : O
k
A ! A to an Abelian groups A extends to a
map m : MkA ! A denoted by the same letter. Denote by Ω

A the graded algebra of
local meromorphic dierential forms on VC with poles along [A, and by OS
 the
Orlik-Salamon algebra, i.e. the graded subalgebra of ΩA generated by the forms
H , H 2 A. This algebra is canonically isomorphic with H(UA;Z) ([6]). Finally,
dene Fk = Hk(UA;Z), the homology of the complement of the HPA with integer
coecients.
There are two standard maps: os : OkA ! OS
k, which takes a k-tuple to the
corresponding product of the forms H , and the map FL : O
k
A ! Fk which takes
the k-tuple of which the ith element can be represented by a form xi to the k-torus
fjxij = "ig, where "1  "2      "k > 0. The map os only depends on the order
of the elements up to sign, i.e. it factors through
V
A, the antisymmetric algebra
generated by A, while the map FL only depends on the partial flag (\Hi; : : : ; Hk \




Ik : MkA ! Fk ⊗OS
k = End(Fk):
Denition 3.1. The iterated residue module is the graded subspace IRk = im(Ik) =
MkA= ker(I
k).
The motivate this denition dene a pairing between Fn ⊗ ΩnA and RA by





Proposition 3.1. Let S 2 OnA and f 2 RA. Then
Res
S
f = hI(S); fi:
The proof is straightforward.
3.2. The cohomology of hyperplane arrangements and broken circuit
bases. Here we review some basics of the theory of HPAs and broken circuit bases
with a small \non-commutative" renement. We restrict our attention to the com-
binatorial description of Hn(UA;Z) (cf.[6]).
A circuit C is a minimally dependent subset of A, i.e. C is dependent but





be described using circuits as follows: Let C be a circuit, assume that it is ordered
somehow and denote by C[i] 2 OjCj−1A the ordered set obtained by omitting the ith
element of C.
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Proof. Recall that os takes the k-tuple (H1; : : : ; Hk) to the form H1 ^    ^ Hk .
Since H = d log(xH) depends on xH only up to a scalar multiple, and using that
C is a circuit, we can assume that the relation among the elements of C is given
by
P
xi = 0. Then for 1  s; t  k we have ^i6=s dxi = (−1)s−t ^i6=t dxi; and after






This clearly vanishes since it reduces to
P
xi after multiplication by
Q
xi.
The full kernel of os is given by the ideal in
V
A generated by all relations relC
for all circuits.
There is a way to construct a basis of OS by \breaking" the relations given by
the circuits. We will demonstrate this construction for OSn only. Denote by jAj
the number of elements in A, and by jAj the set of integers from 1 to jAj.
Let  : A ! jAj be an ordering of the elements of A. We dene a subset
BCB  OnA, such that os(BCB) is a basis of OS
n. Below we will consider
elements B 2 OnA as functions B : f1; : : : ; ng ! A, and, when it does not cause
confusion, we will use H 2 B to say that H is one of the hyperplanes in B.
Denition 3.2. BCB consists of those elements of O
n
A ordered according to 
which do not contain \broken circuits":
BCB = fB 2 O
n
Aj(B(i)) < ((B(i + 1)); 1  i < n and
for anyH =2 B fHg [ fG 2 Bj(G) > (H)g is independentg (3.3)
Using BCBs one can construct bases of the Orlik-Solomon algebra [6, Theorem
3.43]:
Proposition 3.3. For any  the set os(BCB) is a Z-basis of OSn.
We introduce a stronger property of BCBs.





Then In(Id) = Id, where Id is the identity endomorphism of Fn. The analogous
statement holds for all k < n as well.
Proof. Let B;C 2 OnA, and for a permutation  2 Sn denote by B
 the n-tuple in
OnA with the same elements as B, but permuted by  . Then [8, x4]
hos(B);FL(C)i =
(
0; if FL(B ) 6= FL(C) for any  2 Sn
(−1)parity(); if FL(B ) = FL(C);
where h; i is the pairing between cohomology and homology. In particular, clearly
hos(B);FL(B)i = 1 for all B 2 OnA.
Combining this observation with the previous proposition, the statement reduces
to showing that there are no B;C 2 BCB and  2 Sn such that
FL(B ) = FL(C): (3.4)
Indeed, assume that such B;C;  exist. First, by the assumption (3.4) we have
B (n) = C(n); denote this element by H. Next, again because of (3.4) the triple
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B (n−1); C(n−1); H must be linearly dependent. Now if (B (n−1)) < (C(n−
1)), then this contradicts C 2 BCB, while (B (n−1)) > (C(n−1)) contradicts
B 2 BCB. Thus the only possibility is B (n − 1) = C(n − 1). Continuing
inductively we can show that B (j) = C(j) for j = 1; : : : ; n, which implies B =
C.
Corollary 3.5. The set FL(BCB) is a basis of Fn.
Let us give a name to the property introduced in Proposition 3.4:
Denition 3.3. A set DB  OkA (1  k  n) is a diagonal basis ifX
B2DB
Ik(B)
is the identity endomorphism of Fk.
Proposition 3.4 shows that any ordering  gives rise to a diagonal basis (BCB).
In x5 we will see an example of a diagonal basis which does not come from a BCB.
Note that Proposition 3.4 also shows, that Idk = Id
k
0 mod ker(I
k) for any two
orderings  and 0. This formally gives us jAj!− 1 relations in each ker(Ik) MkA.
Denote the set of these relations by Relk.
A few questions naturally arise regarding IRk which I formulate as conjectures.
Conjecture 3.6. 1. The map MkA=Rel
k ! IRk is an isomorphism.
2. IRn is isomorphic to End(Fn).
We will not need these statements in the paper.
Now, we check how BCBs behave under the standard deletion-contraction in A.
What follows is parallel to the arguments in [6].
We take advantage of the usual technique of a triple, basic in the theory of HPA
[6, Chapter 3]. For H 2 A the corresponding triple consists of A, AnH and AjH,
the arrangement induced on H by intersections with other elements of A. Thus
there is a natural surjection  : AnH ! AjH.
Pick an element H 2 A and x an ordering  : A ! jAj, such that H is last:
(H) = jAj. Note that such an ordering denes a lift l : AjH ! AnH which takes
an element H 0 2 AjH to the element H 00 2 AnH which satises (H 00) = H 0 and
has the smallest possible -value. Then  induces an obvious ordering nH on
AnH, and also an ordering jH on AjH via the lift l.
Lemma 3.7.
BCB(A) = BCBnH(AnH [ l(BCBjH(AjH)) H;
In words: the BCB of A is the BCB of AnH plus the set of elements of OnA obtained
by appending H to the end of the lifts of the BCB of AjH.
The proof is similar to that of the proposition and will be omitted.
4. Integral arrangements and the main result
Let A be an integral arrangement. In this section, we describe a deformation
of the constructions of the previous section, which uses the extra structure of inte-
grality.
We x some notation: A is the dual arrangement in V , consisting of the hyper-
planes dual to the one-dimensional faces of A;  will stand for an open chamber in
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the decomposition of V  generated by all the translates of these dual hyperplanes,
that is by  + [A. We will call a point t 2 V  in the complement of  + [A
regular, and denote by (t) the corresponding chamber.
Our goal is to nd an iterated residue form ! 2 Fn ⊗ ΩA such that for every
regular t 2  we have
Bf (t) = h!; exp(t)fi:
Here t denotes the linear function on V dened by t 2 V .
As a rst step, we construct a new map bos : OnA ! ΩA as follows. Let B 2 OnA,
and choose an (ordered) set forms x = (x1; : : : ; xn) so that xi 2  and xi denes
B(i). Let 2(x) be the unit cube
fz 2 V j z =
X
ixi; 0  i < 1g;









where t is a point in . Note that the sum in the denition contains vol(x) terms.
The denition is justied by the following
Proposition 4.1. The form bos(B) is independent of the representative forms xi
and only depends on B and .












To place this statement in the correct framework, it is convenient to introduce
the analogs of the spaces of rational functions and logarithmic dierentials in the
integral case.
Denition 4.1. Let C[] be the ring over C generated by fexp(x)jx 2 g, the
coordinate ring of the torus V=Γ. Let dOS(A) the graded C[]-subalgebra of ΩA
generated by the forms td(x), for x 2 , dening some hyperplane in A. A related
object is the C[]-algebra Rt(A) generated by the functions (1− exp(x))−1 for the
same set of x 2 .
There is a homomorphism of graded algebras h^ : dOS(A)! OS(A) taking td(x)
to d log(x) and exp(x) 2 C[] to 1 2 C.
Proof of Proposition 4.1 For any subset U  V  dene the function (U) =P
y2U\ exp(y) which will be called the character of U . Also, denote by d the
volume form on V  induced by , which is dened up to sign. The proof is based
on the following geometric interpretation of (4.1):bos(B) = d (−t+ Cone(x)); (4.2)
where Cone(x) is the character of the closed cone generated by the xi-s and the




The sign is determined by the orientation of x. The proof is complete using the
following
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for a linearly independent subset x  . Let x ;  2 Z be a nite collection of
linearly independent subsets of  and x 2 ;  2 Z such that the disjoint unionS
(x + Cone(x)) is invariant with respect to some translation y 2 . ThenX
2Z
exp(x)P (x) = 0: (4.3)
Proof. The character  (
S
(x + Cone(x))) is exactly the LHS of (4.3). Thus the
lemma follows from the fact that the character of a translation invariant set is a
distribution with support in codimension 1.
In fact one can say more:
Proposition 4.3. The map bos : Mn ! ΩA is compatible with the map bos :
Mn ! ΩA in the sense that ker(bos) = ker( bos). Thus bos and bos induce an
injection  : OS
n !dOSn.
We need to show that any relation in ker(bos) is also a relation in ker(bos). The
proof is modeled on the corresponding proof of the Orlik-Salamon relation described
in the previous paragraph. Indeed, using Lemma 4.1 we can again assume that the
relation is of the form
Pn+1
i=1 xi = 0 by taking if necessary suitable integer multiples
of the dening forms. Then the relation simply reduces to the sum of characters
of the n+ 1 cones generated by the the xi-s with vertex at −t. The union of these
cones is the the whole of V . Now the proposition follows from Lemma 4.2.
The Proposition allows us to extend the constructions of the previous section
as follows. We obtain special elements Id 2 Fn ⊗ ΩnA as Id
 = (1 ⊗ ) Id, and






Theorem 4.4. Let f 2 RA and t 2 V  regular element. Then
Bf (t) = hId; exp(t)fi: (4.4)
Proof. When jAj = n, i.e. A is elementary then the statement essentially follows
from the results of x2.1. Clearly, it would be sucient to show that (4.4) holds for
A if it holds for AnH and AjH, for some H 2 A.
Lemma 4.5. Let H 2 A, and assume that (4.4) holds for AnH and AjH. Then
(4.4) holds for A with f regular along H.
Proof. Let r be the restriction map from V  to H. Then for f 2 RA regular along
H we have
Bf;A(t) = Bf;AnH −Bf jH;AjH(r(t));
where f jH is the restriction of f onto H. Now the lemma follows from Lemma 3.7
and Remark 3.1(3).
What is left to show is that the special case of the theorem proved in this lemma
implies the general case. This follows from partial fraction decomposition in several
dimensions. A weak version of the decomposition theorem is sucient for us (cf.
[1].
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Lemma 4.6. The subset of those elements of RA which are singular along at most
n hyperplanes, span RA.
Since the formula (4.4) is additive in f , the two lemmas imply the theorem.
5. Calculations, applications
5.1. A more practical formula. Formula (4.4) is easy to implement in actual
computations. The best way to do this is to perform a change of variables, so that
for each element of the BCB, one obtains a new function, but the iterated residue
form stays the same.
Let z1; : : : ; zn be the standard coordinates on Cn, and let g be a meromorphic
function. Denote simply by Res g the operation introduced at the beginning of x3
taking S to be the sequence of coordinate planes in Cn:
Res g = Res
z1=0










Formula (4.4) consists of terms of the form
hFL(B) ⊗ bos(B); exp(t)fi;
for some B 2 OnA. Choose a set of representative forms x. Then under the sub-
stitution fxi = zi; i = 1; : : : ; ng, f is transformed into some function fx on Cn, t
becomes a vector ~tx and the set (2(x) − t) \  transforms into a set Sx of vol(x)
vectors with rational coecients. Then we have





exp(y  z)fx(z) exp(tx  z):
As B runs through the BCB the part Res Todd(z) remains unchanged in this for-
mula, while f and t change according to a set of linear transformations.
5.2. Example: the Lie arrangements. We mentioned in the introduction, that
our interest in this problem stems from an attempt to understand the formulas
of Witten for the volumes of parabolic moduli spaces of principal G-bundles over
Riemann surfaces. Denote the genus of the surface by g and consider the case of
one puncture. Then the relevant parameters of the problem are g, the genus, and
a conjugacy class ~t 2 G=AdG.
The volume formulas can be described as follows. Fix a Cartan subalgebra of the
Lie algebra of G, denote the set of roots by , the set of positive roots by + and let
(; ) be the basic invariant bilinear form. Let AG be the integral arrangement with
V the dual of the Cartan subalgebra, Γ the weight lattice; the arrangement is the





Up to a -shift and a constant this function gives the dimension of the irreducible
representation of G of highest weight γ, when γ is a dominant weight. Note that
W is Weyl-anti symmetric. According to [9, 4] the volume of the [g; ~t]-moduli space
(up to some normalization) is given by
Vol(g; ~t) = BW2g−1(t);
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where t is a dominant representative of ~t. A detailed study of this formula will be
given elsewhere. In this section we will concentrate on the general properties of
(4.4) for AG.
5.3. The SU(n) arrangement. Again let fzig be the standard coordinates on
Cn. The arrangement Dn is dened as follows: V is the hyperplane
P
zi = 0 in
Cn, Γ = V \ Zn and the hyperplanes Hij are given by the forms zij = zi − zj.
This arrangement is the Lie arrangement corresponding to the group SU(n) ; in
particular, it has a W = Sn symmetry (or Weyl-symmetry).
There are several natural orderings on this arrangement, but there is a special
diagonal basis BBn  OnA with some beautiful properties which is not a BCB. To
every  2 Sn−1 we associate an element B 2 OnA given by
B = (H(1)(2); : : : ; H(n−2)(n−1); H(n−1)n):
Then BBn = fB j  2 Sn−1g. It is easy to check that BBn is indeed a diagonal
basis. It comes with a canonically associated set of representative forms
x = (z(1)(2); : : : ; z(n−2)(n−1); z(n−1)n):
The existence of such a basis was pointed out in [1] and goes back to a construction
of Lidskii [3]. The most important property of BBn is that the Weyl group W acts
on it transitively. Applying the formulas of the previous paragraph we see that we
can take the action of the symmetric group Sn−1 as the set of linear substitutions.
Thus especially simple formulas appear if we consider a Weyl-symmetric function
f . For example, for such function, we have
Bf (0) = (n− 1)!hI(B1); fi: (5.1)
where B1 is the element of O
n
A corresponding to the trivial permutation. This
formula is only meaningful if the innite sum in the denition of Bf is absolutely
convergent because 0 is not a regular element. If we insert the t-dependence, the
formula becomes more complicated:




where ftg denotes the -translate of t which lies in the unit cube, dened by the
n-tuple x1. This equality reduces to
Bf (c) = (n− 1)!hI(B1); f exp(c)i; (5.3)









k − n− 1
n+ 1
; : : : ;
k − n− 1
n+ 1

; 1  k  n:
Formula (5.1) was rst published in [7] in a slightly dierent form. It was later
used and extended by other authors [2, 5], and we have incorporated some of their
improvements. In particular, formula (5.3) rst appeared in [2]. Note, however,
that (5.2) seems to be in contradiction with [2, Theorem 2.2].
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