Mesh Generation and Flow Simulation in Large Tridimensional Fracture Networks by Laug, Patrick & Pichot, Géraldine
HAL Id: hal-02102811
https://hal.inria.fr/hal-02102811v2
Submitted on 17 Dec 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Mesh Generation and Flow Simulation in Large
Tridimensional Fracture Networks
Patrick Laug, Géraldine Pichot
To cite this version:
Patrick Laug, Géraldine Pichot. Mesh Generation and Flow Simulation in Large Tridimensional
Fracture Networks. MASCOT2018 - 15th Meeting on Applied Scientific Computing and Tools, IMACS
Series in Computational and Applied Mathematics, Vol. 22, Oct 2018, Rome, Italy. ￿hal-02102811v2￿
MASCOT2018-IMACS Workshop Sapienza - Rome University, Italy
Mesh Generation and Flow Simulation in
Large Tridimensional Fracture Networks
Patrick Laug
Inria Saclay Île-de-France, Gamma3 team,
1 rue Honoré d’Estienne d’Orves, 91120 Palaiseau, France
patrick.laug@inria.fr
Géraldine Pichot
Inria Paris & Université Paris-Est, CERMICS (ENPC), Serena team,
2 rue Simone Iff, 75012 Paris, France
geraldine.pichot@inria.fr
Abstract
Fractures in the Earth’s subsurface have a strong impact in many phys-
ical and chemical phenomena, as their properties are very different from
those of the surrounding rocks. They are generally organized as multi-
scale structures, which can be modeled by Discrete Fracture Networks
(DFNs) that may contain hundreds of thousands of ellipses in the tridi-
mensional space. This paper presents our approach to generate meshes of
such large DFNs and to simulate single-phase flow problems using these
meshes.
Keywords: Geologic formation, Discrete Fracture Network (DFN), Surface
meshing, Large meshes, Flow simulation.
1. Introduction
Fractured rocks are commonly encountered under the Earth’s surface. Fractures
by themselves have a strong impact in many physical and chemical phenomena,
as their properties (in particular their permeabilities) are very different from
those of the surrounding rocks. They thus play a major role in diverse fields of
applications such as groundwater extraction, oil and gas exploitation, geother-
mal energy production, CO2 sequestration, etc. In this paper, we focus on
large Discrete Fracture Network (DFN) models and on efficient techniques to
mesh them and to carry out numerical single phase flow simulations, using the
generated meshes.
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2. Modeling and meshing large DFNs
This section describes the five successive steps for modeling and meshing large
DFNs. Subsections 2.1 to 2.4 present the modeling (steps 1 to 4 respectively)
and subsection 2.5 the meshing (step 5). All these steps present special diffi-
culties in our context with a large number of fractures with distances, lengths
and angles spanning over several orders of magnitude. The corresponding algo-
rithms have been implemented in BLSURF_FRAC software, which is a proprietary
software owned by Inria and University of Technology of Troyes.
2.1. Step 1: Read a DFN model and meshing parameters
In this first step, we assume here that a geometric model of a DFN has already
been generated, using stochastic methods based on experimental statistics (for
further details, see [1, 2, 3, 4]). In this model, each fracture is represented by a
disk, that is, a planar region bounded by a circle or more generally an ellipse.
Each tridimensional ellipse is defined by its center, its normal vector, its major
and minor axes. A representative sample may contain over one million disks,
over one million intersections between each other, and sizes ranging from one
meter or less to one kilometer or more.
In the following, the computational domain will be called the cube, although
it may more generally be a rectangular parallelepiped. Figure 1 shows the part
of a DFN contained in a cube.
Figure 1: Discrete Fracture Network (DFN) including 1,176,566 fractures and
2,410,537 intersections inside a cube (full view and close-up).
In addition to this geometric model, some parameters can also be given.
Classical parameters like the desired size of the elements control the mesh gen-
erator [5]. More specific parameters have been incorporated, as for instance:
• Lx, Ly, Lz: dimensions of the cube or more generally the parallelepiped-
shaped computational domain.
• conforming: boolean parameter indicating if the final mesh must be con-
forming (i.e., matching) or not at the intersection between fractures.
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• cube_faces: among the six faces of the cube, selection of those where
boundary conditions (BCs) are prescribed.
• qmin: minimum mesh quality required.
2.2. Step 2: Compute disk/disk and disk/cube intersec-
tions
In this second step, the intersections of the disks between each other must be
computed, as well as the intersections of the disks with each face of the cube. In
both cases, any intersection is a line segment. Disks that are completely outside
the cube are not involved and are thus eliminated for efficiency reasons.
For disk/disk intersections, a naive algorithm would consist of two nested
loops on the disks, which would be too costly if the number of disks is large.
Therefore, an “optimizing grid” is built beforehand. This grid is a regular
subdivision of the cube, where each cell of the grid points to a list of the disks
crossing the cell. The optimized algorithm consists of a loop on the cells, and
for each cell the intersections between its crossing disks, which is much faster.
To find the intersection between two disks D1 and D2, if it exists, first an
intersection of their containing planes Π1 and Π2 is calculated by solving a linear
system. If a solution exists, an equation P + V t, t ∈] −∞,+∞[ of a line L is
obtained, where P is a point and V a vector in R3. The intersection of line L
with a disk Di, i = 1, 2, is a line segment P +V t, t ∈ [ai, bi], where ai and bi are
the solutions (if they exist) of a second degree equation in plane Πi. Finally,
the intersection of disks D1 and D2 is the line segment P + V t, t ∈ [a, b] where
[a, b] = [a1, b1] ∩ [a2, b2] if it is not the empty set.
Computing the intersection between a disk and a face of the cube is similar,
the boundary of D2 becoming a rectangle instead of an ellipse.
2.3. Step 3: Select disks taking part in the numerical sim-
ulation
At this stage, we have a set D = {Di} of disks, or parts of disks, which are all
inside the cube (see Figure 1). It is useful to represent their connectivity by an
undirected graph G = (F,E) where F and E are the sets of nodes and edges of
graph G. The first set F = {Fi} is the set of geometric faces F = D ∪C where
C is the set of the six faces of the cube. The second set E = {Ei} is such that
each element Ei = {Fj , Fk} indicates the presence of an intersection between
faces Fj and Fk.
Searches can be optimized thanks to this graph. In particular, this third
step aims to keep disks taking part in the numerical simulation and to remove
all the others. For example, suppose that Dirichlet BCs are only given on two
faces C1 and C2 of the cube. The transitive closure of G (as defined in graph
theory) gives all the faces that can be reached from face C1. All the other faces
can be removed, as well as the edges of G involving these removed faces. This
provides a reduced graph G′ = (F ′, E′). Then, the transitive closure of this
reduced graph G′ gives all the faces that can be reached from face C2, providing
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an even more reduced graph G′′ = (F ′′, E′′). This algorithm can obviously be
applied for an arbitrary number of initial cube faces or disks (cf. parameter
cube_faces in Section 2.1).
2.4. Step 4: On each face, make a conforming model of the
intersections with other faces
At the beginning of this fourth step, all the relevant faces (disks or cube faces)
are known, as well as their intersections in the tridimensional space. Each
face Fi is simply a bidimensional domain containing line segments that are the
intersections of Fi with other faces. In turn, these segments can intersect each
other at some points, and then a conforming set of segments must be made before
meshing the domain. Like in Section 2.2, a bidimensional “optimizing grid” is
built at the beginning to optimize subsequent computations. Vertices are added
at the intersections of the segments, splitting segments into subsegments. Close
vertices (points within a given small distance) are merged. Also, topological
consistency between faces must be ensured: if a segment S is an intersection
between two faces Fi and Fj , the intersection points found on S for face Fi
must also be found when considering domain Fj . The whole algorithm must be
robust in the case of small distances between vertices or segments, small angles
between segments, and large numbers of segments. As an illustration, Figure 2
shows an initial set of line segments and the conforming model obtained.
Figure 2: Intersections of a face with others, before and after making a con-
forming model (one color per line segment or subsegment).
2.5. Step 5: Build the tridimensional mesh of the DFN
By now, our geometric model consists of a collection of connected faces. Each
face is the image of a bidimensional domain by an affine function. This is a
particular case of a CAD (computer-aided design) model, where a surface Σ
is defined by a collection of patches Σi in R3, fitted together in a conforming
manner, and verifying Σi = σi(Ωi), where Ωi is a parametric domain in R2 and
σi is a C1 continuous mapping. These CAD surfaces can be meshed by different
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strategies, in particular an indirect method [6, 7] whose general scheme is briefly
recalled hereafter:
(A1) build a discretization of each 3D curve (disk contours or face intersections);
(A2) project each 3D discretization to define the 2D discretized boundaries of
the corresponding parametric domains;
(A3) ensure that each parametric domain is well defined;
(A4) generate a mesh of each parametric domain Ωi from the discretization of
its boundary (obtained in the previous step);
(A5) map the mesh of each Ωi onto Σi;
(A6) make a surface mesh of Σ from meshes of Σi;
(A7) if necessary for the numerical simulation, make a volume mesh with this
surface mesh as input.
Step (A3) of this general scheme is particularly efficient in the present context.
Usually, for each parametric domain, it should be checked that each edge of the
discretized curves does not intersect another edge. Here, the set of discretized
subsegments at the intersections of faces is already conforming (cf. Section 2.4)
and the discretized set is necessarily correct. It is thus sufficient to check that
each vertex of this discretized set is inside the discretized contour of the disk. If
not, the incorrect edge of the contour is subdivided (with a new vertex on the
ellipse-shaped contour) and checks are restarted. In this process, an “optimizing
grid” (cf. Section 2.2) can also be used.
In this meshing process, nonconforming or conforming meshes can be made,
depending on the user-defined parameter conforming (cf. Section 2.1). Figure 3
shows two surface meshes with, for each patch Σi, a prescribed size hi of the
elements. The first method consists in meshing each patch regardless of adjacent
patches. Each element of a given patch Σi then has a size close to hi, including
around its boundaries. Although the subsegments of the geometric model are
conforming (cf. Section 2.4), the obtained mesh is nonconforming, as can be
seen on the left side of the figure. In a second method that is more conventional
in CAD environments, if a subsegment is at the intersection of two patches Σi
and Σj , it is discretized only once with a size hij between hi et hj . To avoid
excessive variation between hij and hi on Σi, and between hij et hj on Σj ,
which would affect the quality of the mesh, a size gradation is applied. The
right side of the figure shows a conforming mesh with gradation 1.2.
3. Flow simulation in large DFNs
We now propose to solve single phase flow problems in these large DFNs. Sec-
tion 3.1 recalls the governing equations, Section 3.2 presents the numerical
method, and Section 3.3 its implementation in NEF-Flow software, which is
a proprietary software owned by Inria and Cnrs.
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Figure 3: Nonconforming and conforming meshes.
3.1. Governing equations
We consider single phase flow problems within the network of fractures. The
rock matrix is assumed to be impervious. Let x be the local 2D coordinates of
fracture Di. Let N be the total number of intersections between fractures, Ik be
the kth intersection, k = 1, ..., N , and Fk be the set of fractures containing Ik.
In each fracture Di, we assume that the governing equations for the hydraulic
head scalar function p and for the flux per unit length function u are the mass
conservation equation and Poiseuille’s law [8]:
∇ · u(x) = f(x) for x ∈ Di , (1a)
u(x) = −T (x)∇p(x) for x ∈ Di . (1b)
The parameter T (x) is a given transmissivity field (unit [m2.s−1]). The func-
tion f ∈ L2(Di) represents the sources/sinks. Additionally, continuity of the
hydraulic head and continuity of the transversal flux apply at the intersections
between the fractures [9, 10]:
pk,i = pk on Ik, ∀i ∈ Fk , (2a)∑
i∈Fk
uk,i · nk,i = 0 on Ik , (2b)
where pk,i is the trace of hydraulic head on Ik in fracture Di, pk is the unknown
hydraulic head on the intersection Ik and uk,i · nk,i is the normal flux through
Ik coming from fracture Di, with nk,i the outward normal unit vector of the
intersection Ik with respect to the fracture Di.
BCs on the cube faces are of Dirichlet or Neumann type. For edges that belong
to the border of the fractures but not to a cube face, a homogeneous Neumann
BC is applied to express the imperviousness of the rock matrix.
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3.2. Mixed hybrid finite element method
Once a mesh of the network of fractures is built (see Section 2), the flow problem
(1a-2b) can be solved with a mixed hybrid finite element method [11, 12, 13]. For
lowest order Raviart-Thomas RT0 finite elements, the unknowns on each finite
element are the traces of hydraulic head, the mean head and the fluxes through
the edges. There are several advantages of the mixed hybrid formulation: (i)
there are unknowns on the edges which makes it easier to impose conditions
(2a)-(2b) at the intersections and boundary conditions; (ii) algebraically, for
conforming or nonconforming meshes [14, 15, 16, 17], a Schur complement sys-
tem is obtained for only the traces of hydraulic head. The matrix has an arrow
shape and is symmetric positive definite; (iii) this method guarantees local and
global mass conservation.
3.3. NEF-Flow software
The NEF-Flow software is written in Matlab and implements the mixed hy-
brid finite element method to solve single phase flow in large scale DFNs. NEF
stands for Numerical Experiments involving Fractures. NEF-Flow handles ei-
ther matching or nonmatching meshes at the intersection between fractures,
sink/source terms and contrasts in transmissivity. Loops are known to be very
costly in Matlab code. Matlab vectorization is used massively in NEF-Flow to
decrease the computational time. Whenever possible, operations are applied
simultaneously to a large set (or even all) triangles/edges. The following steps
are implemented in NEF-Flow:
(B1) Load the mesh and BCs. For efficiency purpose, in addition to the
“.mesh” file, several data structures are saved in files by the mesh gen-
erator. All those files are directly loaded in Matlab using the textscan
function (much more efficient than textread). The content of these files
are given in [2] together with an additional file to store, for each intersec-
tion, the fracture it belongs to and its list of edges with their global edge
indexes. It is useful for conforming and nonconforming meshes. As each
intersection is shared by two fractures, its index appears twice in this file.
(B2) Linear system numbering. To get the arrow shape of the Schur com-
plement matrix, inner edges are numbered first, followed by intersection
edges. For efficiency purpose, the correspondence between local number-
ing and global numbering is stored in a dedicated structure.
(B3) Build local matrices. Local matrices were originally built according to
RT0 finite element basis functions. Now P1 nonconforming finite elements
are preferred [18, 19] as the computation is less expensive. If the mesh is
nonconforming, coupling Mortar conditions are also computed (according
to the formula given in [16, 17]).
(B4) Linear system assembling. A sparse storage is used for the Schur
complement matrix and second member. The assembling contains two
steps: (i) local matrices are all assembled without taking the BCs into
account; (ii) then loops on boundary edges are done to add Neumann,
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Dirichlet and sink/sources terms conditions. Step (i) is done using two
loops on the edges of triangles (loops from 1 to 3) instead of costly loops
over the triangles. It follows algorithm 4.1 given in [20].
(B5) Solving the linear system. A Matlab direct solver is used to solve
the Schur complement system in order to compute the traces of hydraulic
heads on each triangle. As the matrix of the linear system is symmetric
positive definite, Cholesky factorization is preferred.
(B6) Compute mean hydraulic heads and fluxes on each triangle.
These computations can be done independently from one triangle to an-
other.
(B7) Check steps. Several tests are performed to check if the continuity con-
ditions on inner edges, local and global mass conservations and BCs are
satisfied, up to a user input tolerance.
4. Benchmark test cases
We extend the benchmark test case proposed in [1, 2] to DFNs generated with
the UFM framework [3, 4]. These DFNs are large scale DFNs where the fracture
size distribution matches the observations. Fractures are organized so that large
fractures inhibit the smaller ones, creating T-termination configurations. Two
PCs are used for the simulations: a MacBook Pro, 4 processors Intel Core i7
at 2.9 GHz, 16 GB RAM (referred to as Mac in the following) and a Dell PC
Intel Core i7 4 core CPU at 2.90 GHz, 32 GB RAM (referred to as Dell in the
following). The given user input tolerance in step 7 of Section 3.3 is 2e-07.
4.1. Description of the test cases and examples of compu-
tational time for the mesh generation
In the following, we consider a cubic domain, Lx = Ly = Lz = L. We consider
4 networks labeled DFN50, DFN100, DFN150 and DFN200 with cube size 50,
100, 150 and 200 respectively. Table 1 summarizes the test cases, and Table 2
gives examples of the computational time for the mesh generation. Memory






Table 1: Test cases.
Label #triangles Meshing PC
DFN50 28,856 0.044s Mac
DFN100 237,427 0.331s Mac
DFN150 8,112,299 15min53s Dell
(swapping)
DFN200 1,829,802 2.563s Mac
Table 2: Mesh generation.
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4.2. Computational time to solve the flow problem
For DFN150, the transmissivity is set as a constant for all fractures and equal
to 1 m2.s−1. For the other test cases, it has one given value per fracture in the
range [2.6e-06; 47.4] m2.s−1. Table 3 presents the results and the computational
time associated with the different steps of the algorithm described in subsection
3.3. Simulations are performed on the Dell PC. We impose a permeameter
boundary condition with a difference of hydraulic head ∆h = 10m in the x
direction. The equivalent permeability Kx [m2.s−1] [21] in the x direction is
computed. Figure 4 shows the mean hydraulic heads obtained for the test cases
DFN150 (left) and DFN200 (right). In these two cases, memory swapping was
observed in the solving of the linear system (see table 3).
Figure 4: Mean hydraulic heads computed for permeameter boundary conditions
in the x direction. Left, DFN100 (fine) test case. Right, DFN150 test case.
5. Conclusion
We have presented a workflow for mesh generation and flow simulation in large
tridimensional fracture networks. The geometric modeling and mesh generation
are implemented in BLSURF_FRAC software. The flow simulation is performed
by NEF-Flow software. Very promising results are obtained with this combina-
tion of software: robustness, efficiency, accuracy (up to hundreds of thousands
fractures). Recently, flow has been simulated in a dense case, with 1,176,566
of fractures, 2,410,537 of intersections and 18,755,684 of triangles, but this re-
Label #fractures #triangles Step (B1) Steps (B2)-(B7) Kx
DFN50 2,401 28,856 2.96s 1.52s 5.99e-03
DFN100 (coarse) 19,007 1,051,949 11.96s 36.28s 4.16e-03
DFN100 (fine) 19,007 12,214,867 64.54s 7min (swapping) 4.33e-03
DFN150 508,339 8,112,299 5min25s 21min (swapping) 1.07e-01
DFN200 146,487 1,829,802 42.89s 2min38s 3.61e-03
Table 3: Flow simulations using NEF-Flow. Steps (B1) to (B7) are described in
Subsection 3.3.
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quested more than one hour of computation. We are currently working on code
optimization (parallelization, iterative solvers to avoid memory swappings, ...).
We also started a work on volume meshing to consider the case of a pervious
rock matrix.
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