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Abstract
Wind turbines are a major trend in the current green energy market. Wind energy is abundant, and if utilized
properly, can result in signiﬁcant reductions in carbon emissions. Therefore, the development of wind power systems is
urgently required. However, wind turbines are mainly built in unmanned areas. Regular inspections require substantial
manpower and material resources, and doubts regarding the accuracy of the inspected data may occur. Therefore, it is
necessary to establish an automatic diagnostic method for determining the remaining useful life (RUL) of a wind turbine
to facilitate predictive maintenance. In this study, a multi-class support vector machine (SVM) and a convolutional
neural network (CNN) were employed for fault diagnosis and RUL prediction of the shaft bearings used in wind turbines. During the multi-SVM process, the vibration signal of the shaft bearings was converted into a 15-parameter
feature vector input for training and prediction; we achieved a resulting classiﬁcation accuracy of 95.33%. For the CNN
process, the spectrogram of the vibration signal from the wind turbine shaft bearings was used to train a CNN; here, we
achieved a resulting classiﬁcation accuracy of 100%.
Keywords: CNN, SVM, RUL, Machine learning

1. Introduction

E

nvironmental awareness, including carbon
emission restrictions, has increased in recent
years. The demand for electricity has increased with
industrial developments and additional power
plants are required to provide stable electricity. To
address the environmental impact, policies for
regulating air pollution and the use of nuclear
power have been implemented. In addition, countries are actively considering alternative energy
sources such as geothermal, hydraulic, tidal, solar,
and wind. Wind power has garnered signiﬁcant
attention and is an important source of global energy. Wind turbines are built on stable wind farms
and generally on unmanned land. In addition to the
difﬁculty of construction, equipment maintenance is

a challenge. The repair of failed equipment is time
consuming and a considerable amount of ﬁnancial
resources is spent on restoring power generation.
Therefore, it is extremely important to be aware if a
fault occurs in advance. Such faults were detected
manually in the early days. Recently, intelligent
fault diagnosis [11] and predictive fault diagnosis
[23]) have garnered signiﬁcant attention and can
reduce the manpower required to evaluate and
provide timely forecasts of impending malfunctions.
An increasing amount of research has been conducted on the damage prediction of rotating machinery, including bearings and gears. In early
machine learning, expert systems [6], artiﬁcial neural networks (ANNs) [1,16,20] and support vector
machines (SVMs) [9,19,29,31] were used for fault
diagnosis. However, it is necessary to manually
extract the characteristics of the data, such as time,
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frequency, or time-frequency domain features
[10,12]. These characteristics indicate the health of
the machine. Therefore, they are used as inputs to
the diagnostic model to predict whether the machine will continue to operate normally. Recently,
deep learning diagnostic models such as stacked
autoencoders [5,13,15], convolutional neural networks (CNNs) [28,30], and ResNet [17] have been
employed. Deep learning models can automatically
extract data characteristics, thereby signiﬁcantly
reducing human labor. In addition, providing
additional training data to the deep learning model
can improve model accuracy.
This study mainly uses a multi-SVM and deep
learning CNN model to develop a health status
diagnosis model. The vibration signals of the
damaged shaft bearings of a wind turbine with a 2
MW power output were collected. The data were
sampled at 97,656 Hz for 6 s per day. A total of ﬁfty
days of data were collected when the shaft bearings
failed on the last day [3]. The objective of our study
is to predict the remaining useful life (RUL) of the
shaft bearings of a wind turbine; for example, ﬁve
days of RUL before failure, given the collected vibration signals of a particular day (day 45). Lin [14]
applied a probabilistic neural network (PNN) to
predict the RUL of shaft bearings with an accuracy
of only 23%. By adding the sideband energy ratio
(SER) and sideband power factor (SBPF) in the
feature vector, the classiﬁcation accuracy attained
was 93.6%. In this study, we employed a multi-SVM
and deep learning CNN model to predict the health
status of the shaft bearings to enable easy deduction
of the RUL of the bearings.

2. Prediction model
2.1. Support vector machine
SVM is a binary classiﬁer. An optimal hyperplane
capable of accurately predicting the data was
investigated for the training data projected into a
high-dimensional feature space. Vapnik and Chervonenkis [22] developed the ﬁrst SVM model. Later,
Drucker et al. [4] published an SVM based on the
statistical learning theory; the SVM used only a
small dataset to produce a reliable prediction. In
addition, SVMs have been used by several scholars
to successfully classify faults in various mechanical
parts [26,27].
Furthermore, a multi-SVM, which is not limited to
dichotomy but can carry out multiple classiﬁcations,
has been proposed [25]. There are two methods for
applying SVMs to multiple classiﬁcations. The ﬁrst
is the one-vs-rest method. To sort the results, the

corresponding n SVMs are established. The data to
be classiﬁed are fed into n SVMs as the input.
Finally, the maximum value of the n SVM outputs is
used to determine the classiﬁcation to which the
data belongs.
The second method is the one-vs-one method.
From n classes of data, any two classes of data must
be chosen to conduct SVM training. This action is
repeated until all categories have corresponding
SVMs. Therefore, nðn 1Þ=2 SVMs are generated.
Finally, we feed the data to be classiﬁed into trained
models. The category with the highest score is
subsequently determined. In this study, we employ
the one-vs-one method for classifying the input
signal of shaft bearings corresponding to which day
it represents, namely from day 1 up to day 50.
2.2. Convolutional neural network
CNNs have two main layers: convolution and
pooling layers. A convolutional layer composed of
3  3, 5  5, or 7  7 ﬁlters is an important layer for
feature extraction. A convolution operation is
applied to the input image using a mask to obtain
the feature map of the image. The pooling layer is a
powerful tool used by a CNN to compress images
while retaining important information. The pooling
layer can select a different window size and typically
maximum pooling is employed.
CNNs have gained importance in recent years and
have achieved signiﬁcant performance in image
recognition. CNN debuted in 2012 at the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC),
where the championship model was AlexNet. Since
then, NfNet, VggNet, GoogleNet, and Microsoft
ResNet network models have been applied to image
classiﬁcation [8]. GoogleNet, used in this study, was
the champion model at the ILSVRC in 2014. It is
connected by a large number of inception structures, which can reduce the model parameters and
enrich the diversity of the learning characteristics. A
total of 27 layers of GoogleNet model [21] were
compared with a 122-layer ResNet model [7]; it was
found that the training time of GoogleNet was faster
than that of ResNet.

3. Feature extraction
Data from a 6-s vibration signal of a high-speed
shaft bearing of a 2 MW wind turbine were taken as
the training data each day (585,936) for a total of ﬁfty
days, as shown in Fig. 1. It is visible that the trend of
the vibration amplitude increases with time (day);
however, the amplitude does not monotonically increase and exhibits a deteriorating condition until
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585,936. The corresponding time and frequencydomain features for each group were then extracted.
A total of ﬁfteen feature values (eleven and four in
the time and frequency domain, respectively) were
obtained for each group and were fed into a multiSVM for training and prediction. The ﬁfteen feature
values that were chosen have been proved effective
in indicating complex bearing faults and are independent of shaft speeds and loads [14,18,24].
3.1.1. Time domain
All original data were in the time domain. Statistical features in the time domain can be used as the
basis for identifying the health index. The eleven
chosen feature values are listed in Table 1, where x
is the sampled vibration signal and N is the number
of sampled data points.

Fig. 1. Vibration signal in the time domain.

the last day of breakdown. The root-mean-square
(RMS) amplitude per day is illustrated in Fig. 2,
where the RMS amplitude and time (day) are not
one-to-one.
3.1. Vibration-related characteristics
During the operation of a wind turbine, the rotational speed is slightly time-varying and not in a
stable state. The measured vibration signals include
several characteristics. The fault signal is of an
extremely small amplitude during an early mechanical part malfunction and is easily masked by
surrounding noise. Therefore, it is important to
obtain the fault signal in the initial stages. The
characteristics of the vibration signal were extracted
in both time and frequency domains. Each day, the
measured vibration signal was sampled randomly
into ten groups, each with 400,000 data points out of
3.2

3.1.2. Frequency domain
In addition to the time-domain vibration features
listed in Table 1, it is extremely important to include
the frequency-domain features to improve the
effectiveness of fault detection. In this study, features related to the spectral kurtosis (SK) of the vibration signal x were added. The value of SK(f),
deﬁned in Eqn. (1), increases with the intensity of
the ﬂuctuations in the impulse amplitudes. Consequently, the value of SK can be used to indicate the
severity of the damage. The SK of a signal x(t) is
deﬁned as the kurtosis of its spectral components

Table 1. Statistical time-domain features.
Feature

Expression

Mean

N
1 X
xi
N i¼1
ﬃ
vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u
N
u 1 X
s ¼t
jxi  mj2
N  1 i¼1
vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u
N
u1 X
RMS ¼ t
jxi j2
N i¼1


ðx  mÞ3
E
s3


ðx  mÞ4
E
4
s
N
P
2
xi

Standard Deviation

Root Mean Square

3

Skewness
Amplitude (g)

2.8

Kurtosis

2.6

Energy

2.4

m ¼

i¼1

2.2

Peak to Peak
Crest Factor

2

Shape Factor

1.8
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Fig. 2. RMS amplitude of vibration signal.
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and can be deﬁned as a normalized fourth-order
spectral moment as:
  
  〈X 4 t; f 〉
SK f ¼    2  2;
ð1Þ
〈X 2 t; f 〉
where 〈,〉 represents the time-frequency averaging
operator, X 4 ðt; f Þ and X 2 ðt; f Þ are the fourth- and
second-order cumulants, respectively, of a bandpass ﬁltered signal x(t) around f [2,18].
Once SK(f) is obtained, its skewness, kurtosis,
average, and standard deviation can be calculated
and included in the feature vector to predict the
degradation of the wind turbine shaft bearings.
3.2. Spectrum plot
As shown in Fig. 2, the root-mean-square (RMS)
amplitude per day cannot be used alone to determine the health status of the bearings owing to nonmonotonicity. Here, a fast Fourier transform (FFT) is
used to obtain the frequency content of the vibration
signal. For each day, a total of thirty spectrograms
were generated, each with randomly chosen 500,000
data points for the FFT. A few samples of the
resulting spectrograms are shown in Fig. 3. In the
subsequent section, a trained CNN is employed to
predict the day that a particular spectrogram
represents.

4. Experimental results
4.1. Support vector machine
The multi-SVM input data is a feature vector.
Feature extraction was performed to obtain ﬁfteen
feature values for each sampled time signal, as
mentioned in Section 3.1. Seven out of the ten
groups on each day were used for multi-SVM
training. After completion of training, the remaining
three groups were tested each day. The classiﬁcation
accuracy achieved was 95.33% (143/150).
The confusion matrix is listed in Table 2, where
the recall rates of days 3 and 4 of the trained multiSVM are both zero. The precision rate for day 5 was
only 33.33% (3/9) because the health conditions on
days 3 and 4 were all misjudged as those of day 5;
this mainly accounts for the loss of accuracy. On day
36, the recall rate was only 66.67% (2/3) because one
health condition of day 36 was misjudged to that of
day 44. The precision rate on day 44 was 75% (3/4).
Note that only seven errors existed in the multiSVM predictions: three health conditions each of
day 3 and day 4 misclassiﬁed as that of day 5; one
day 36 health condition misclassiﬁed to that of day

Fig. 3. Spectrogram of vibration signals.

44. The predicted RUL values of these seven cases
were shorter than the true RUL values, which is
acceptable in terms of predictive maintenance. It
would be undesirable if the health condition of a
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Table 2. Confusion matrix of multi-SVM.

certain day is misjudged as that of an earlier day,
which is more likely to cause maintenance problems. However, this does not occur in proposed
multi-SVM model.
4.2. Convolutional neural network
2D images of the spectrogram, such as those displayed in Fig. 3, were used as the input for the CNN

model to predict the health status that it would
correspond to (with corresponding output labels as
Day 1, Day 25, and Day 50, respectively). Thirty
images per day were collected, resulting in a total of
1500 images as the dataset for the CNN. The GoogleNet model and transfer learning were employed
here for the ﬁfty days of classiﬁcation. 70% of the
images (1050 images) were used for training, and
the remaining 30% (450 images) were used for

Fig. 4. CNN training.
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testing. The training process run in the MATLAB
package is shown in Fig. 4; 100% accuracy was obtained for the training data. Finally, the accuracy
achieved of the testing images of the trained GoogleNet model was 100%. In other words, by transforming the measured vibration signal of any day to
a spectrogram using FFT, the GoogleNet model can
correctly identify the health condition of that speciﬁc day.

5. Conclusion
Both multi-SVM and GoogleNet CNN models
were used to successfully predict the health condition of wind turbine shaft bearings in terms of the
number of days for RUL. For the SVM model, an
accuracy of 95.33% was obtained from the classiﬁcation results. This result is superior to that achieved by Lin [14], who used a PNN model and
achieved an accuracy of 93.6%. CNN classiﬁers only
need to transform the measured time series data
into a spectrogram using FFT to classify the RUL
with 100% accuracy; whereas SVM and PNN models
require additional data preprocessing to extract
time and frequency characteristics. Hence, it is advantageous to use CNN. Moreover, compared to
PNN and SVM, CNN models are capable of
achieving improved accuracy and reliability for
wind turbine health identiﬁcation. The scope of our
future study involves the application of a long shortterm memory network (LSTM) to predict the RUL of
the shaft bearing by directly using the sampled time
series data as the input feature vector.
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