Abstract-This paper presents a semantic approach to custom management of IaaS (Infrastructure as a Service) resources in a cloud computing environment requiring minimal human intervention from both the cloud provider and the user. The proposal differs from other approaches by using autonomic computing and semantic web techniques together to provide a selfconfiguring and self-optimizing environment that aims to satisfy SLAs (Service Level Agreements). The approach monitors the virtualized resources to guarantee a customized and optimized use based on financial criteria and energy consumption policies. for different aims like financial (economic-based/marketingbased, return on investment, predictions, etc.), energy saving (Green Computing) and to avoid SLA violations (SLA-Aware). However, to provide an automatic resource management solution involving all these scopes and also customizing desired settings for both users and provider is an innovative approach.
I. INTRODUTION Nowadays, efficient management for Infrastructure as a Service (IaaS) resources is a challenge in the cloud computing context. The basic idea of resource management is to allocate appropriate resources to a service according to the SLAs (Service Level Agreements) agreed between cloud computing providers and cloud computing users. Providers typically offer virtualized infrastructure instead of real hardware directly. An example of IaaS services is Amazon Web Services (AWS) 1 with processing services (Elastic Compute Cloud -EC2) and storage (Simple Storage Service -S3) [1] .
Both providers and users would share the same management goals, for example, SLAs satisfaction. But they also would have different visions of an efficient management. For instance, while users would like to use as few machines-hours as possible, providers would like to have the maximum of tasks running in the mimimum of real machines to save energy and consequently increase profit.
There are several resource management approaches for cloud computing providing efficient solutions [2] [3] [4] [5] [6] for different aims like financial (economic-based/marketingbased, return on investment, predictions, etc.), energy saving (Green Computing) and to avoid SLA violations (SLA-Aware). However, to provide an automatic resource management solution involving all these scopes and also customizing desired settings for both users and provider is an innovative approach.
In this paper, we propose an efficient and customized management of IaaS resources through the use of Semantic Web and Autonomic Computing concepts and techniques. We use an ontology to represent an IaaS environment, storing relevant information about virtualized resources, SLAs and custom polices regarding financial, energy saving and Quality of Services (QoS). Mechanisms can Monitor the resources and store information in this ontology; Analyze this data; Plan actions; and Execute new reconfigurations in the infrastructure (self-configuration). To perform an efficient and custom management, optimization algorithms consider the providers' and users' information stored in the ontology (Knowledgement Base) (self-optimization). This MAPE-K 2 loop control is an Autonomic Computing concept [7] used to provide selfmanagement in computer systems. This paper is structured as follows: Section II presents a short review of the concepts involved in this study. In Section III the proposed framework is briefly described. Related work is discussed in Section III-D. Finally, Section IV presents the conclusions and future work.
II. BACKGROUND

A. Semantic Web
Semantic Web proposes a vision in which information is delivered explicitly allowing machines to process and integrate information more easily [8] . Ontologies facilitate the representation of semantic information, avoid redundancy of information and provide a formal representation of a knowledge base. The creation and use of computational agents that are able to interpret this information and make inferences is one of the great advantages of the Semantic Web. Inferences, e.g. based on existing rules in the ontology, make these agents capable of answering questions and making decisions.
B. Autonomic Computing
Autonomic Computing is a computing paradigm inspired by biological systems (e.g., autonomic nervous system) that aim to handle the administration of complex systems offering possibilities for self-management, minimizing the need for human intervention [9] . The autonomic computing concept defines four properties; Self-Configuration, Self-Optimization, Self-Healing and Self-Protection.
The autonomic computing theory also defines a MAPE-K loop control mentioned earlier in this paper. However, this theory does not describe what features or technologies must be used. At this point, we can use some features from the Semantic Web, for example, an ontology can be used as a knowledgement base and computional agents can use inference process and rules to plan, analyze and make decisions.
III. FRAMEWORK FOR IAAS RESOURCE MANAGEMENT
Although autonomic computing theory covers four properties, In the scope of this paper, focus on Self-Configuration and Self-Optimization. Self-Healing and Self-Protection are to be addressed in future work.
Our proposal uses an ontology to represent the knowledge. Monitors observe the cloud infrastructure to obtain relevant information that will be stored in the ontology. Next step, this information is recovered and by using inference mechanisms and custom rules we determine whether reconfiguration is necessary. Before executing any change in the infrastructure, optimization algorithms plan efficient utilization of the available resources. In the whole process the restrictions/constraints included in the rules by the providers or users are respected, enabling a customized configuration.
A. Ontology
The structure of an ontology should reflect the domain of its application in the real "world"; here the ontology should represent an IaaS infrastructure model. Using the Web Ontology Language (OWL) [8] it is possible to add create richer vocabularies to describe the classes, relationships between classes, comparison between classes, cardinality constraints and characteristics of the properties. An OWL class represents an element in the domain, for example, an instance of the class "Machine" would represent a machine. Also the "Machine" class has two subclasses ("Real" and "Virtual") and it can be related to another subclass from the "Resources" class like: "Compute", "Memory", "Network", "Storage" or "Volume".
The ontology (Figure 1 ) is an extention of an unified taxonomy for IaaS proposed by Dukaric and Juric [10] .
B. Mechanisms
Mechanisms to monitor, analyze, plan and execute tasks that ensure self-configuration and self-optimization of the infrastructure. 1) Self-Configuration: The self-configuration mechanism must have at least a purpose that can be governed by static or dynamic policies. As an example of static policies, we can consider the hibernation of an idle computer (less than 10% utilization) for resource savings or increasing memory when this feature become bottleneck (90% utilization or high execution of swapping). Static policies are set at design time, during configuration of the mechanisms by provider's administrators together with users of the system. Dynamic policies do not use fixed values for selfconfiguration, but rather use a stimulus requiring a selfconfiguration stating what needs to be reconfigured. This stimulus is usually part of other mechanisms that form the autonomous system, such as requiring a new configuration to increase performance (e.g., self-optimization).
The computional agents monitor the infrastructure resources continuously. The proposal for the agent development is to use JADE (Java Agent DEvelopment Framework) 3 which is a distributed framework that has support to implement multiagent systems. The initial prototype uses scripts that execute the Virsh Tool 4 to change the configuration of the resources.
As mentioned earlier, the mechanisms use semantic web resources to store information in an OWL ontology and make decisions using reasoners and rules (e.g., Pellet 5 or Hermit 6 and SWRL 7 respectively). 2) Self-Optimization: Self-optimization allows detecting ideal behaviors, adapting the system voluntarily for better configuration and is a very effective proposal to satisfy the user needs [11] .
Mechanisms for self-optimization such as policies and optimization techniques seek to satisfy certain requirements of the system efficiently. Policies indicate what should be optimized when this optimization should occur and additionally may include restrictions on optimization techniques that may assist in achieving the problem goal.
The mechanisms for self-optimization should initially maximize performance and minimize costs. For this, the policies involved should be related to the custom criteria (SLA, QoS, Financial and Energy saving). Optimization algorithms available in the literature (e.g., Ant Colony Optimization, Integer Linear Programming, Combinatorial and Allocation Optimization, etc.) provide suitable mechanisms.
C. Architecture
The proposed architecture is shown in Figure 2 . The mechanisms in this architecture provide the following functional steps: 1) The first step is the creation of a SLA between the cloud client and the cloud provider's administrator. This process is accomplished outside of the architecture, but the agreed parameters should be included in the next step; 2) The administrator will use a web application to create a client account, register the financial constraints, SLA and Energy parameters. The client can choose some custom policies regarding financial issues (e.g., restrictions and constraints about machine-hours consumption, limits on the number of online VMs or boost performance for special dates); 3) All configurations from step 2 are save in a database and transformed in static policies and parameters to be used in SWRL rules; 4) Using a web service, an API or a web application (Dashboard) the client will create an infrastructure. The users' client will use this infrastructure to consume services and the workload changes will be noted by the autonomic mechanisms (next steps); 5) Computational agents monitor the infrastructure constantly and collect information that is stored in the knowledge base (KB) (ontology); 6) The loop control will be executed from time to time, making inferences based on the data from the KB and SWRL rules; 7) The inference process classifies and relates the information from provider, clients, resources and polices to be used by the optimization algorithms. These algorithms should analyze the data and decide if a new reconfiguration is necessary. They also need to optimize the reconfiguration itself by scaling resources appropriately and respecting the custom policies; 8) Finally, mechanisms trigger the computational agents to promote the custom auto-scaling. The relevant contribution of this architecture and its mechanisms is the ability to create and apply new policies dynamically. For example, Amazon, one of the biggest players in cloud computing, simply offers a system for dynamic scaling based on load balancing that considers only three types of adjustments (AdjustmentTypes): ChangeInCapacity, ExactCapacity and PercentChangeInCapacity [12] and, basically, three kinds of instances (ondemand, reserved and spot) for billing [13] . Users need handling with both auto-scaling and billing to get a simple financial control which, sometimes, is not suitable to them.
The framework presented here offers mechanisms to the provider and user create personalized polices. There are three policies: Financial, Power and SLA.
The Financial policy should determine how much an user can spend and how the financial value is distributed among the contracted period.
The Power policy is more related to the provider side and it is supported by an optimization mechanism which deals with a combinational and allocation problem. The user can choose to agree or not with a Power policy. If the user agrees then their virtual machines may be migrate when necessary to save energy and consequently its SLA will be relaxed, but on the other hand the provider may offer a discount.
The SLA policy controls the service level agreed between user and providers, this policy uses the values of QoS attributes which were collected by the monitors in each virtual machine and composes all this information in a single QoS index for the entire user's infrastructure to determine if the SLA is been respected.
D. Related Work
Resource management in cloud computing has become a very interesting research topic because it involves other issues such as economic factors, rational use of energy, auto scaling, customization, etc.
In this section, we discuss some related work: [6] proposes an algorithm for energy efficiency in service centers. Although the authors have not mentioned the "cloud computing" term, the work applies in data centers and cloud providers. They propose an algorithm based on context awareness as a solution for energy efficiency at run time through self-adaptation based on autonomic computing. [2] proposes two self-configuration approaches for IaaS, one based on a predictive model (Holt-Winter) and the other on computational agents to monitor the VMs resources performance in real time. [3] presents an adaptive configuration resource management for cloud infrastructures with the aim to investigate SLA violations. To archive their objectives, the authors use two approaches one using CBR (Case-Based Reasoning) and other using semantic web (ontology) and rules, the results proved that the rule-based method is better than the CBR in respect to SLA and performance.
[4] provides a framework to manage tasks. The authors use semantic web concepts to disseminate context. However, that work does not directly address cloud computing, the focus is autonomous collaborative networks. [5] presents a proposal to provide self-managing applications for platforms of cloud computing (PaaS). The authors also use semantic web and autonomous computing concepts, presenting a new vision where cloud platforms are seen as networks of distributed data sources (sensor network).
Although these studies share ideas with our proposal, there are notable differences. For example, our focus is on the infrastructure layer (IaaS) and we offer custom management. Also, the approaches focus only on some management goals. Table I shows a summary of related work comparing to this paper. This paper proposes an semantic approach for automatic and customized management of IaaS resources in cloud computing. The archtecture and its mechanisms presented in this paper work according to autonomic computing concepts and use semantic web technologies to provide self-configuration and self-optimization features.
In our approach, providers and users are able to create and apply new customized policies dynamically with the aim of obtaining a more adequate resource management.
In future work, we intend to use the OpenStack, a cloud computing platform, instead of scripts and the Virsh tool. We will use the Openstack API to reconfigure the distributed infrastructure and take advantage of the benefits offered by this platform. In addition, we will conduct performance evaluations in our prototype. Finally, other autonomic computing concepts as Self-Healing and Self-Protection could be contemplated in the future.
