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NILSYSTE`MES D’ORDRE DEUX ET PARALLE´LE´PIPE`DES
BERNARD HOST & ALEJANDRO MAASS
Re´sume´. En topologie dynamique, une famille classique de syste`mes est celle
forme´e par les rotations minimales. La classe des nilsyste`mes et de leurs limites
projectives en est une extension naturelle. L’e´tude de ces syste`mes est ancienne
mais connaˆıt actuellement un renouveau a` cause de ses applications, a` la fois
a` la the´orie ergodique et en the´orie additive des nombres.
Les rotations minimales sont caracte´rise´es par le fait que la relation de
proximalite´ re´gionale est l’e´galite´. Nous introduisons une nouvelle relation,
celle de bi-proximalite´ re´gionale, et montrons qu’elle caracte´rise les limites
projectives de nilsyste`mes d’ordre deux.
Les rotations minimales sont lie´es aux suites presque pe´riodiques et de
meˆme les nilsyte`mes correspondent aux nilsuites. Ces suites introduites en
the´orie ergodique sont intervenues depuis dans certaines questions de the´orie
des nombres. De notre caracte´risation des nilsyste`mes d’ordre deux nous de´duisons
une caracte´risation des nilsuites d’ordre deux.
Les de´monstrations s’appuient d’une manie`re essentielle sur l’e´tude des
« structures de paralle´le´pipe`des » de´veloppe´e par B. Kra et le premier au-
teur.
Abstract. A classic family in topological dynamics is that of minimal rota-
tions. One natural extension of this family is the class of nilsystems and their
inverse limits. These systems have arisen in recent applications in ergodic the-
ory and in additive combinatorics, renewing interest in studying these classical
objects.
Minimal rotations can be characterized via the regionally proximal relation.
We introduce a new relation, the bi-regionally proximal relation, and show that
it characterizes inverse limits of two step nilsystems.
Minimal rotations are linked to almost periodic sequences, and more gener-
ally nilsystems correspond to nilsequences. Theses sequences were introduced
in ergodic theory and have since be used in some questions of Numer Theory.
Using our characterization of two step nilsystems we deduce a characterization
of two step nilsequences.
The proofs rely on in an essential way the study of “parallelepiped struc-
tures” developed by B. Kra and the first author.
1. Introduction
Un syste`me dynamique topologique (abre´ge´ en « syste`me ») (X,T ) est un espace
compact me´trisable X muni d’un home´omorphisme T : X → X . Ce syste`me est
transitif s’il existe au moins un point x ∈ X dont l’orbite {T nx ; n ∈ Z) est dense
dans X ; il est minimal si l’orbite de tout point est dense dans X . Cette proprie´te´
est e´quivalente a` la condition que les seuls ferme´s de X invariants par T sont X et
l’ensemble vide.
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1.1. Syste`mes e´quicontinus et nilsyste`mes. Une famille classique de syste`mes
minimaux est celle forme´e par les rotations minimales (ces syte`mes sont appele´s
syste`mes de Kronecker dans [Fu]). Dans ce cas, X est un groupe abe´lien compact
et la transformation T a la forme x 7→ αx, ou` α ∈ X est une constante telle que
{αn ; n ∈ Z} soit dense dans X .
Un syste`me minimal est e´quicontinu si et seulement si il est isomorphe a` une
rotation minimale. Ces syste`mes peuvent eˆtre caracte´rise´s au moyen de la relation
de proximalite´ re´gionale : pour chaque syste`me minimal (X,T ), cette relation est
une relation d’e´quivalence sur X et le syste`me est e´quicontinu si et seulement si
cette relation est l’e´galite´ [Au]. La de´finition et les proprie´te´s de cette relation sont
rappele´es dans la section 2.1.
Nous nous inte´ressons ici a` une famille plus ge´ne´rale de syste`mes, les nilsyste`mes.
L’e´tude de ces syste`mes est ancienne mais connaˆıt actuellement un renouveau a`
cause de ses application, a` la fois en the´orie ergodique (voir par exemple [CL1],
[CL2], [HK1], [BHK]) et en the´orie additive des nombres (voir [GT1], [GT2]). Nous
en donnons ici la de´finition, les proprie´te´s utiles sont rappele´es dans la section 5.1.
De´finition 1. Soient k ≥ 1 un entier, G un groupe de Lie nilpotent d’ordre k et Γ
un sous-groupe discret cocompact de G.
La varie´te´ X = G/Γ est appele´e une nilvarie´te´ d’ordre k.
Fixons t ∈ G et soit T : X → X l’application x 7→ t · x, ou` (g, x) 7→ g · x est
l’action a` gauche de G sur X . Alors (X,T ) est appele´ un nilsyste`me d’ordre k.
On rappelle qu’un nilsyste`me est minimal de`s qu’il est transitif.
Un nilsyste`me d’ordre 1 est une rotation sur un groupe abe´lien compact. Nous
ne conside´rons ici que les nilsyste`mes d’ordre 2, la ge´ne´ralisation de nos re´sultats a`
l’ordre supe´rieur restant une question ouverte.
Contrairement a` la famille des rotations minimales, la famille des nilsyste`mes
minimaux d’ordre deux n’est pas stable par limite projective (voir [Ru]). Il est donc
naturel de conside´rer la classe plus large des syste`mes qui sont des limites projectives
de nilsyste`mes minimaux d’ordre deux.
Le re´sultat principal de cet article (the´ore`me 2) est la caracte´risation des limites
projectives de nilsyste`mes minimaux d’ordre deux au moyen d’une nouvelle relation,
la relation de bi-proximalite´ re´gionale introduite dans la section 2.1 : Cette relation
est l’e´galite´ si et seulement si le syste`me est (isomorphe a`) une limite projective de
nilsyste`me d’ordre deux.
1.2. Application aux nilsuites. La notion de nilsuite (section 8.1) est une ge´ne´-
ralisation naturelle de celle de suite presque-pe´riodique, obtenue en remplac¸ant les
groupes abe´liens par des groupes nilpotents. Ces suites ont e´te´ d’abord introduites
en the´orie ergodique pour dans l’e´tude des corre´lations multiples ([BHK]) et elles
ont e´te´ ensuites utilise´es en the´orie des nombres pour l’e´tude des configurations
apparaissant dans les nombres premiers ([GT1, GT2]).
Dans la section 8 nous utilisons notre re´sultat principal pour donner une car-
acte´risation des nilsuites d’ordre deux en termes de re´gularite´ arithme´tique. Nous
pensons que cette caracte´risation pourrrait avoir des applications en dehors de la
dynamique. Au passage nous donnons aussi une caracte´risation des suites presque
pe´riodiques, facile a` montrer directement mais apparemment nouvelle.
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1.3. Facteur e´quicontinu maximal et nilfacteur d’ordre deux maximal.
En topologie dynamique, les quotients sont appele´s des facteurs. Nous en rappelons
la de´finition.
De´finition 2. Soit (X,T ) un syste`me. Un facteur de ce syste`me est la donne´e
d’un syste`me (Y, S) et d’une application p : X → Y , continue, surjective et ve´rifiant
S ◦ p = p ◦ T .
Par abus de langage, on dit brie`vement que Y est un facteur de X et l’application
p est appele´e l’application facteur.
Remarquons que tout facteur d’un syste`me minimal est minimal et que tout
facteur d’un syste`me minimal e´quicontinu est e´quicontinu.
Soit de´sormais (X,T ) un syste`me minimal. Les facteurs deX sont (partiellement)
ordonne´s de fac¸on naturelle : Si Y est un facteur de X et si Z est un facteur de Y
alors Z est un facteur de X et on dit alors que la facteur Y est plus grand ou au
dessus du facteur Z de X .
La famille des facteurs de X qui sont e´quicontinus est projective. Comme une
limite projective de syste`mes e´quicontinus est un syste`me e´quicontinu, cette famille
a un plus grand e´le´ment, le facteur e´quicontinu maximal. Cette notion est l’analogue
en topologie dynamique ce celle de facteur de Kronecker en the´orie ergodique.
Notation. Nous notons de´sormaisZ ou ZX le facteur e´quicontinu maximal de (X,T )
et π : X → Z ou πX : X → ZX l’application facteur.
Le facteur e´quicontinu maximal est de´termine´ par la relation de proximalite´
re´gionale : Cette relation est une relation d’e´quivalence ferme´e et invariante et Z
est le quotient de X par cette relation ([Au]).
Conside´rons maintenant la famille des facteurs de X qui sont des nilsyste`mes
d’ordre 2. Cette famille est projective (proposition 8), mais n’est pas stable par
limite projective.
De´finition 3. Le nilfacteur d’ordre 2 maximal de X est le plus grand facteur de
X qui est (isomorphe a`) une limite projective de nilsyste`mes d’ordre 2.
Notation. Nous notons de´sormais Z2 ou ZX,2 le nilfacteur d’ordre 2 maximal de
(X,T ) et π2 ou πX,2 l’application quotient.
Ainsi, Z2 est caracte´rise´ par les deux proprie´te´s :
i) Z2 est un facteur de X qui est isomorphe a` une limite projective de nil-
syste`mes d’ordre 2 et
ii) Tout facteur deX qui est isomorphe a` un nilsyste`me d’ordre 2 est un facteur
de Z2.
La notion de nilfacteur d’ordre 2 maximal est l’analogue en topologie dynamique
de l’alge`bre de Conze-Lesigne construite dans [CL1] et [CL2] puis dans [HK1] ou`
elle est note´e Z2.
Nous ne savons pas si en ge´ne´ral le nilfacteur d’ordre 2 maximal est le quo-
tient de X par la relation de bi-proximalite´ re´gionale, ni meˆme si cette relation est
d’e´quivalence. Cependant ces proprie´te´s sont vraies (the´ore`me 3) pour une classe
importante de syste`mes, les syste`mes distaux dont la de´finition est rappele´e dans
la section 3.4.
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1.4. Paralle´logrammes et paralle´le´pipe`des dynamiques. Soit (X,T ) un sys-
te`me minimal. Dans la section 2.2 nous construisons un sous-ensemble P de X4 et
un sous-ensemble Q de X8, appele´s respectivement l’ensemble des paralle´logrammes
et l’ensemble des paralle´le´pipe`des de X . Ce sous-ensembles ve´rifient une partie
importante des proprie´te´s stipule´es dans les de´finitions de [HK2] d’une structure
de paralle´logrammes et d’une structure de paralle´le´pipe`des, mais apparemment pas
toutes. La principale proprie´te´ manquante est la « transitivite´ » : Les huit points
obtenus en accolant deux paralle´le´pipe`des le long d’une face commune ne semblent
pas en ge´ne´ral former un paralle´le´pipe`de.
Cependant nous montrons (section 4) que dans le cas d’un syste`me distal, (P,Q)
est une structure de paralle´le´pipe`des au sens de [HK2]. Cela permet d’utiliser dans
ce cas tous les re´sultats de cet article. Pour traiter le cas ge´ne´ral il suffit alors de
remarquer (proposition 3) que si la relation de bi-proximalite´ re´gionale est triviale
alors le syste`me est distal.
1.5. Les de´monstrations s’inspirent de la construction de l’alge`bre de Conze-Lesigne
dans [HK1]. Cependant les me´thodes sont tre`s diffe´rentes, aucun des outils de base
de la construction ergodique (espe´rance conditionnelle, cocycles, e´quations fonc-
tionnelles, seminormes, . . .) n’ayant d’analogue en topologie dynamique.
Les outils « alge´briques » de [HK2] remplacent ici ces notions ergodiques, malgre´
la difficulte´ cause´e par le fait que Q n’est pas une vraie structure de paralle´le´pipe`des.
Il est naturel d’essayer d’e´tendre nos re´sultats aux ordres supe´rieurs : pour tout
syste`me minimal (X,T ) et pour chaque k ≥ 2 on peut de´finir une relation de
re´gionalement proximale d’ordre k sur X et un nilfacteur d’ordre k maximal de
X . On peut conjecturer qu’un syste`me est une limite projective de nilsyste`mes
d’ordre k si et seulement si la relation d’ordre k est l’e´galite´. Pour attaquer ce
proble`me il faudrait d’abord ge´ne´raliser les re´sultats alge´briques de [HK2] a` l’ordre
supe´rieur. Une des principales difficulte´s techniques est la meˆme que dans le cadre
de la the´orie ergodique : Les syste`mes a` conside´rer a` un niveau k ne sont pas
seulement les nilsyste`mes d’ordre k mais les limites projectives de tels syste`mes, ce
qui rend les re´currences beaucoup plus difficiles a` mettre en œuvre.
Par ailleurs, on peut se demander si la me´thode de cet article ne pourrait pas de
produire une de´monstration alternative et plus simple des re´sultats de [HK2].
2. Re´sultats
Dans ce qui suit, (X,T ) est un syste`me. X est muni d’une distance note´e d ;
pour x ∈ X et ǫ > 0, B(x, ǫ) de´signe la boule ouverte de centre x et de rayon ǫ.
2.1. La relation de double proximalite´ re´gionale. Rappelons la de´finition de
la relation de proximalite´ re´gionale, e´tudie´e par Auslander dans [Au].
De´finition 4. Deux points x, y ∈ X sont re´gionalement proximaux si pour tout
ǫ > 0 il existe x′, y′ ∈ X et n ∈ Z avec
d(x′, x) < ǫ ; d(y′, y) < ǫ et d(T nx′, T ny′) < ǫ .
On note RP cette relation et e´galement son graphe, c’est a` dire l’ensemble des cou-
ples (x, y) ∈ X2 tels que x et y soient re´gionalement proximaux. En cas d’ambigute´
on note RP(X) au lieu de RP.
On a :
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The´oreme 1 ([Au], chapitre 9). Supposons que le syste`me (X,T ) est minimal.
Alors la relation de proximalite´ re´gionale est une relation d’e´quivalence ferme´e sur
X et le quotient de X par cette relation est le facteur e´quicontinu maximal de X.
En particulier, un syste`me minimal est e´quicontinu si et seulement si la relation
de proximalite´ re´gionale est l’e´galite´.
Nous de´finissons :
De´finition 5. Deux points x, y ∈ X sont doublement re´gionalement proximaux si
pour tout ǫ > 0 il existe x′, y′ ∈ X et m,n ∈ Z avec
d(x′, x) < ǫ ; d(y′, y) < ǫ ;
d(Tmx′, Tmy′) < ǫ ; d(T nx′, T ny′) < ǫ et d(Tm+nx′, Tm+ny′) < ǫ.
On note RP2 (ou RP2(X)) cette relation et e´galement son graphe.
On remarque imme´diatement que cette relation est ferme´e et plus fine que la
relation de proximalite´ re´gionale (c’est a` dire que RP2 est inclus dans RP).
Notre re´sultat principal est :
The´oreme 2. Supposons que le syste`me (X,T ) est transitif. Alors (X,T ) est une
limite projective de nilsyste`mes d’ordre 2 si et seulement si la relation de double
proximalite´ re´gionale est l’e´galite´.
La plus grande partie de cet article est consacre´e a` la de´monstration de ce
the´ore`me, qui s’ache`ve dans la section 7.
Il est commode d’introduire une variante dissyme´trique de la relation RP2.
De´finition 6. Soient x, y ∈ X . On dit que ces points sont fortement doublement
re´gionalement proximaux si pour tout ǫ > 0 il existe x′, y′ ∈ X et m,n ∈ Z avec
d(x′, x) < ǫ ; d(y′, y) < ǫ ;
d(Tmx′, y) < ǫ ; d(T nx′, y) < ǫ ; d(Tm+nx′, y) < ǫ
d(Tmy′, y) < ǫ ; d(T ny′, y) < ǫ et d(Tm+ny′, y) < ǫ .
On note RP2
s
(ou RP2
s
(X)) cette relation et e´galement son graphe.
La relation RP2
s
est clairement plus fine que la relation RP2. Cependant, on
peut remplacer la relation RP2 par la relation RP2s dans le the´ore`me 2. En effet,
dans la section 4.3 nous montrons :
Proposition 1. Soit (X,T ) un syste`me transitif. Alors la relation RP2s est l’e´galite´
si et seulement si la relation RP2 est l’e´galite´.
The´oreme 3. Supposons que le syste`me (X,T ) est distal et transitif (et donc
minimal, voir la proposition 2). Alors la relation de bi-proximalite´ re´gionale sur X
est une relation d’e´quivalence ferme´e et le quotient de X par cette relation est le
nilfacteur d’ordre deux maximal de X.
De plus, la relation RP2
s
co¨ıncide avec la relation RP2.
Une partie de ce the´ore`me est montre´e dans la section 4.3, le reste e´tant de´duit
du the´ore`me 2 dans la section 5.3.
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2.2. Paralle´logrammes et paralle´le´pipe`des dynamiques. Les relations de prox-
imalite´ simple et double sont lie´es a` certains sous-ensembles de X4 et de X8 que
nous introduisons maintenant.
De´finition 7. L’ensemble des paralle´logrammes P de X est l’adhe´rence dans X4
de l’ensemble {
(x, Tmx, T nx, Tm+nx) ; x ∈ X, m, n ∈ Z
}
.
L’ensemble des paralle´le´pipe`des Q de X est l’adhe´rence dans X8 de l’ensemble
{
(x, Tmx, T nx, Tm+nx, T px, Tm+px, T n+px, Tm+n+px) ; x ∈ X, m, n, p ∈ Z
}
.
Si ne´cessaire on note P(X) et Q(X) au lieu de P et Q, respectivement.
Les relations RP,RP2 et RP2
s
sont lie´es aux ensembles P et Q par le lemme
facile suivant.
Lemme 1. Supposons que (X,T ) est transitif et soient x, y ∈ X.
i) (x, y) ∈ RP si et seulement si il existe a ∈ X avec (x, y, a, a) ∈ P.
ii) (x, y) ∈ RP2 si et seulement si il existe a, b, c ∈ X avec (x, y, a, a, b, b, c, c) ∈
Q.
iii) (x, y) ∈ RP2
s
si et seulement si (x, y, y, y, y, y, y, y) ∈ Q.
Remarque. Si le syste`me est minimal on montre facilement que lorsque x, y sont
re´gionalement proximaux on a (x, y, a, a) ∈ P pour tout a ∈ X .
De´monstration. Nous montrons seulement la deuxie`me affirmation, les preuves des
deux autres e´tant similaires et plus simples.
S’il existe a, b, c tels que (x, y, a, a, b, b, c, c) ∈ Q, les de´finitions entraˆınent imme´diatement
que (x, y) ∈ RP2.
Re´ciproquement, soit (x, y) ∈ RP2. Pour tout entier i ≥ 1 soient x′i, y
′
i,mi et ni
comme dans la de´finition 5 ou` on a pris ǫ = 1/i.
Soit u ∈ X un point d’orbite dense. Pour tout i, par densite´ de {T ku ; k ∈ Z}
et par continuite´ des applications Tmi, T ni et Tmi+ni il existe deux entiers ki et ℓi
avec
d(T kiu, x) < 2/i ; d(T ℓiu, y) < 2/i ; d(T ki+miu, T ℓi+miu) < 2/i ;
d(T ki+niu, T ℓi+niu) < 2/i et d(T ki+mi+niu, T ℓi+mi+niu) < 2/i .
En passant a` des sous-suites nous pouvons supposer qu’il existe a, b, c ∈ X tels que,
quand i→ +∞,
T ki+miu→ a, T ki+niu→ b et T ki+mi+niu→ c
d’ou` T ℓi+miu→ a, T ℓi+niu→ b et T ℓi+mi+niu→ c .
Pour tout i, en posant pi = ℓi − ki nous remarquons que
(T kiu, T ki+miu, T ki+niu, T ki+mi+niu, T ℓiu, T ℓi+miu, T ℓi+niu, T ℓi+mi+niu) ∈ Q
et, comme Q est ferme´ dans X8, nous avons (x, y, a, a, b, b, c, c) ∈ Q. 
2.3. Deux exemples. Des exemples plus significatifs (syste`mes distaux, nilsyste`mes
d’ordre 2) seront e´tudie´s dans les sections suivantes.
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2.3.1. Rotations minimales. Soit (X,T ) une rotation minimale. On rappelle que X
est un groupe abe´lien compact et que T est la multiplication par une constante. On
ve´rifie directement sur les de´finitions que P et Q concident avec les ensembles de
paralle´logrames et paralle´le´pipe`des de´finis dans les sections 2.3 et 3.5 de [HK2] :
P =
{
(x, sx, tx, stx) ; x, s, t ∈ X
}
;
Q =
{
(x, sx, tx, stx, ux, sux, stx, stux) ; x, s, t, u ∈ X
}
.
2.3.2. Syste`mes faiblement me´langeants. On rappelle qu’un syste`me minimal (X,T )
est faiblement me´langeant si son carre´ carte´sien est transitif et il s’ensuit que toute
puissance carte´sienne de (X,T ) est transitive. On en de´duit que, pour tout k ≥ 1,
tout ouvert non vide de Xk invariant par T × · · · × T est dense dans Xk.
Montrons que P = X4. Il suffit de montrer que qulelque soient les ouverts non
vides U0, . . . , U3 de X il existe un paralle´logramme dans U0×· · ·×U3. Comme X est
faiblement me´langeant il existe un entier n tel que (T×T )n(U0×U1)∩(U2×U3) 6= ∅.
Il existe donc x ∈ U0 et y ∈ U1 avec T nx ∈ U2 et T ny ∈ U3. Par continuite´ de
T n et minimalite´, il existe un entier m avec Tmx ∈ U1 et T
m+nx ∈ U3. Ainsi,
(x, Tmx, T nx, Tm+nx) appartient a` P∩(U0×· · ·×U3) qui est donc non vide. Notre
affirmation est de´montre´e.
Montrons maintenant que Q = X8. Soient U0, . . . , U7 huit ouverts non vides de
X . Il existe un entier p tel que T pUi ∩ Ui+4 6= ∅ pour 0 ≤ i ≤ 3. D’apre`s ce qui
pre´ce`de il existe x ∈ X etm,n ∈ Z avec x ∈ U0∩T−pU4, . . ., Tm+nx ∈ U3∩T−pU7.
On obtient ainsi un paralle´le´pipe`de dans U0 × · · · × U7, et notre affirmation est
de´montre´e.
D’apre`s le lemme 1, les relations RP,RP2 et RP2s sont toutes triviales (leur
graphe est X ×X).
2.4. Quelques questions ouvertes. Nous ne savons pas si dans le cas ge´ne´ral
la relation de double proximalite´ re´gionale est une relation d’e´quivalence, ni si
le quotient de X par cette relation est le nilfacteur d’ordre deux maximal. Ces
questions seraient plus faciles a` re´soudre si on pouvait montrer que cette relation
passe bien aux facteurs (voir la remarque apre`s le lemme 4).
Nous ne savons pas non plus si l’ensemble P est lie´ de fac¸on simple au fac-
teur e´quicontinu maximal (voir la remarque apre le lemme 3). On remarque facile-
ment que P et Q ve´rifient une grande partie des proprie´te´s de structures de par-
alle´logrammes et paralle´le´pipe`des de´finies dans [HK2], au moins dans le cas ou` le
syste`me est minimal. Cependant, nous ne savons pas si dans le cas ge´ne´ral P et
Q ve´rifient les proprie´te´s de « transitivite´ », ni non plus si Q ve´rifie en ge´ne´ral la
proprie´te´ de « fermeture des paralle´le´pipe`des » introduites dans [HK2].
Cependant toutes ces proprie´te´s sont satisfaites dans le cas des syste`mes dis-
taux(voir la de´finition dans la section 3.4), ce qui permet d’appliquer dans ce cas
les re´sultats de [HK2].
3. Pre´liminaires
3.1. Quelques proprie´te´s de P et de Q. Le lemme suivant est une application
imme´diate des de´finitions. Les termes « permutation euclidienne » et « face » sont
de´finis dans [HK2].
Lemme 2.
i) P est invariant sous les permutations euclidiennes du carre´.
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ii) Q est invariant sous les permutations euclidiennes du cube.
iii) Pour tout x ∈ P, (x,x) ∈ Q.
iv) Si x ∈ Q, toute face de x appartient a` P.
Si de plus (X,T ) est minimal nous avons :
i) Pour tout a, b ∈ X, (a, b, a, b) ∈ P.
ii) Soient x0, x1, x2 ∈ X. Il existe x3 ∈ X avec (x0, x1, x2, x3) ∈ P.
Lemme 3. Supposons que le syste`me (X,T ) est minimal. On rappelle que π : X →
Z est la projection sur le facteur e´quicontinu maximal. Pour tout x = (x0, x1, x2, x3) ∈
P on a π(x0)π(x1)
−1π(x2)
−1π(x3) = 1.
Remarque. Nous ne savons pas si la re´ciproque de ce lemme est vraie en ge´ne´ral.
De´monstration. En effet, cette proprie´te´ est vraie lorsque x = (x, Tmx, T nx, Tm+nx)
pour un certain x ∈ X et certains m,n ∈ Z. Elle est donc vraie pour tout par-
alle´logramme par densite´. 
Lemme 4. Soient (Y, S) un facteur de (X,T ) et φ : X → Y l’application facteur.
Alors :
i) P(Y ) est l’image de P(X) par l’application φ[2] := φ×φ×φ×φ : X4 → Y 4 ;
ii) Q(Y ) est l’image de Q(X) par l’application φ[3] := φ× · · · × φ : X8 → Y 8 ;
iii) Si x, y ∈ X sont re´gionalement proximaux alors φ(x) et φ(y) sont re´gionalement
proximaux ;
iv) si x, y ∈ X sont bi-re´gionalement proximaux (resp. fortement bi-re´gionalement
proximaux) alors φ(x) et φ(y) sont bi-re´gionalement proximaux (resp. forte-
ment bi-re´gionalement proximaux).
Remarque. En fait, on peut montrer que RP(Y ) est l’image de RP(X) par l’appli-
cation φ× φ. Nous ne savons pas si la proprie´te´ analogue est vraie pour la relation
de bi-proximalite´ re´gionale.
De´monstration. Les deux premie`res affirmations sont imme´diates d’apre`s les de´finitions.
Les deux suivantes s’en de´duisent imme´diatement graˆce au lemme 1. 
3.2. Comple´ments sur la relation de proximalite´ re´gionale. Le re´sultat suiv-
ant apparaˆıt dans [Au] comme un corollaire de la de´monstration du the´ore`me 1.
Corollaire ([Au], Chapitre 9, corollaire 10). Supposons que le syste`me (X,T ) est
minimal. Soit (x, y) ∈ RP. Pour tout ǫ > 0 il existe x′ ∈ X et n ∈ Z avec
d(x′, x) < ǫ, d(T nx′, x) < ǫ et d(T ny, x) < ǫ .
On en de´duit facilement :
Corollaire 1. Supposons que le syste`me (X,T ) est minimal. Soient (x, y) ∈ RP.
Pour tout ǫ > 0 et toute famille finie (z1, . . . , zk) de points de X il existe z
′
1, . . . , z
′
k ∈
X et n ∈ Z avec
d(T ny, x) < ǫ et, pour tout i ∈ {1, . . . , k}, d(z′i, zi) < ǫ et d(T
nz′i, zi) < ǫ
De´monstration. Par minimalite´, il existe pour tout i un entier ki avec x ∈ T kiB(zi, ǫ).
Choisissons δ avec 0 < δ < ǫ et B(x, δ) ⊂ T kiB(zi, ǫ) pour tout i. D’apre`s le corol-
laire pre´ce´dent, il existe x′ ∈ B(x, δ) et n ∈ Z avec d(T ny, x) < ǫ et d(T nx′, x) < δ.
L’entier n et les points z′i = T
−kix′ ve´rifient la condition de l’e´nonce´. 
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3.3. Couples proximaux, syste`mes distaux. Nous rappelons la de´finition et
les premie`res proprie´te´s des syste`mes distaux.
De´finition 8. Soit (X,T ) un syste`me. On dit que le couple (x, y) ∈ X × X est
distal si
inf
n∈Z
d(Tnx, T ny) > 0
et dans le cas contraire on dit que (x, y) est proximal.
On dit que le syste`me (X,T ) est distal si tout couple (x, y) ∈ X ×X avec x 6= y
est distal.
Proposition 2 ([Au], chapitres 5 et 7).
i) Le produit carte´sien d’une famille finie de syste`mes distaux est un syste`me
distal.
ii) (X,T ) est un syste`me distal et si Y est un sous-ensemble ferme´ de X in-
variant par T , alors (Y, T ) est distal.
iii) Si un syste`me est distal et transitif alors il est minimal.
iv) Tout facteur d’un syste`me distal est distal.
v) Soient (X,T ) un syste`me distal et p : X → Y un facteur. Supposons que Y
est minimal. Alors p est une application ouverte.
La proprie´te´ v) est de´montre´e dans [Au] (chapitre 7, the´ore`me 3) sous l’hypothe`se
supple´mentaire que X est minimal, mais il est tre`s facile d’en de´duire le cas ge´ne´ral.
De´monstration. Soient x ∈ X et V un voisinage de x dans X . Nous devons montrer
que p(V ) est un voisinage de p(x) dans Y .
Soit X ′ l’orbite ferme´e de x dans X . Muni de la restriction de T , X ′ est un
syste`me distal et transitif, donc minimal d’apre`s iii). La restriction de p a` X ′ est un
facteur. Ainsi, p(V ∩X ′) est un voisinage de p(x) dans Y , donc e´galement p(V ). 
Proposition 3. Soit (X,T ) un syste`me transitif tel que la relation RP2s soit
l’e´galite´. Alors ce syste`me est distal et minimal.
La conclusion reste clairement valable si on suppose que l’une des relationsRP ou
RP2 est l’e´galite´, puisque ces deux relations sont moins fines que la relation RP2s .
Pour montrer le the´ore`me 2 on peut donc sans perdre en ge´ne´ralite´ se restreindre
au cas des syste`mes distaux minimaux.
Nous commenc¸ons par un lemme.
Lemme 5. Soient (X,T ) un syste`me et (x, y) un couple proximal. Supposons que
l’orbite ferme´e de y est minimale sous la transformation T . Alors (x, y) ∈ RP2s .
Remarque. Un point dont l’orbite ferme´e est minimale est appele´ « almost peri-
odic » dans [Au], mais nous pre´fe´rons e´viter ce terme a` cause du risque de confusion
avec la notion de « suite presque pe´riodique » conside´re´e dans la section 8.
De´monstration du lemme 5. Par hypothe`se il existe une suite d’entiers (ki) telle
que d(T kix, T kiy) → 0. Quitte a` remplacer cette suite par une sous-suite on peut
supposer que les suites (T kix) et (T kiy) convergent toutes deux vers le meˆme point
z ∈ X . Comme z appartient a` l’orbite ferme´e de y et que cette orbite est minimale,
y appartient a` l’orbite ferme´e de z
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Soit ǫ > 0. Il existe un entier ℓ avec d(T ℓz, y) < ǫ/3. Par continuite´ de T ℓ, en
posant m = ki + ℓ pour i assez grand, on a
d(Tmx, y) < ǫ/2 et d(Tmy, y) < ǫ/2 .
Choisissons δ avec 0 < δ < ǫ tel que d(Tmw, Tmy) < ǫ/2 pour tout w ∈ B(y, δ).
En proce´dant comme pre´ce´demment on obtient un entier n tel que
d(T nx, y) < δ et d(T ny, y) < δ
d’ou` d(Tm+nx, Tmy) < ǫ/2 et d(Tm+ny, Tmy) < ǫ/2
et enfin d(Tm+nx, y) < ǫ et d(Tm+ny, y) < ǫ
ce qui ache`ve la de´monstration. 
De´monstration de la proposition 3. Comme (X,T ) est transitif, il existe un point
x ∈ X dont l’orbite est dense. D’apre`s le the´ore`me 10 du chapitre 6 de [Au] il existe
un point y ∈ X dont l’orbite ferme´e soit minimale et tel que (x, y) soit un couple
proximal. D’apre`s le lemme 5, (x, y) ∈ RP2s donc x = y par hypothe`se. L’orbite
ferme´e de y est donc e´gale a` X et (X,T ) est minimal.
Soit maintenant (w, z) un couple proximal. Comme X est minimal, l’orbite
ferme´e de z est e´gale a` X et est minimale sous T . Le lemme 5 entraˆıne que
(w, z) ∈ RP2
s
et on a donc w = z par hypothe`se. Le syste`me (X,T ) est donc
distal. 
3.4. Syste`mes distaux avec plusieurs transformations. Nous aurons besoin
de nous placer dans un cadre plus ge´ne´ral que celui conside´re´ jusqu’ici.
Soient X un espace compact muni d’une distance d, k ≥ 1 un entier et T1, . . . , Tk
des home´omorphismes de X qui commutent entre eux. Ces transformations in-
duisent une action de Zk sur X par home´omorphismes :
pour n = (n1, . . . , nk) ∈ Z
k on note Tn = T n11 . . . T
nk
k .
Le compact X muni des transformations T1, . . . , Tk sera appele´ un Z
k-syste`me, ou
simplement un syste`me.
Le syste`me (X,T1, . . . , Tk) est dit transitif s’il existe au moins un point x ∈ X
dont l’orbite {Tn ; n ∈ Zk} est dense dans X , et il est dit minimal si l’orbite de
tout point est dense.
Un facteur de (X,T1, . . . , Tk) est un la donne´e d’un syste`me (Y, S1, . . . , Sk) et
d’une application p : X → Y , continue et surjective, telle que p ◦ Ti = Si ◦ p pour
1 ≤ i ≤ k.
Les de´finitions de la section 3.3 s’e´tendent sans modification autre que de nota-
tions :
Soit (x, y) ∈ X ×X . On dit que le couple (x, y) est distal si
inf
n∈Zk
d(Tnx, Tny) > 0
et dans le cas contraire on dit que (x, y) est proximal. On dit que le syste`me
(X,T1, . . . , Tk) est distal si tout couple (x, y) ∈ X ×X avec x 6= y est distal.
Proposition 4 ([Au], chapitres 5 et 7). Les re´sultats de la proposition 2 sont
valables pour les Zk-syste`mes.
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3.5. Premie`res proprie´te´s de P et Q dans un syste`me minimal distal.
Notations. Soit (X,T ) un syste`me. On note T [2], T
[2]
1 et T
[2]
2 les transformations de
X4 donne´es par :
pour x = (x0, x1, x2, x3),
T [2]x = (Tx0, T x1, T x2, T x3) ;
T
[2]
1 x = (x0, x1, T x2, T x3) ;
T
[2]
2 x = (x0, T x1, x2, T x3) .
On note T [3], T
[3]
1 , T
[3]
2 et T
[3]
3 les transformations de X
[8] donne´es par :
pour x = (x0, x1, . . . , x7),
T [3]x = (Tx0, T x1, T x2, T x3, T x4, T x5, T x6, T x7) ;
T
[3]
1 x = (x0, x1, x2, x3, T x4, T x5, T x6, T x7) ;
T
[3]
2 x = (x0, x1, T x2, T x3, x4, x5, T x6, T x7) ;
T
[3]
3 x = (x0, T x1, x2, T x3, x4, T x5, x6, T x7) .
Par construction, P est invariant par les transformations T [2], T
[2]
1 et T
[2]
2 , et Q
est invariant par les transformations T [3], T
[3]
1 , T
[3]
2 et T
[3]
3 .
Lemme 6. Soit (X,T ) un syste`me distal minimal. Alors (P, T [2], T
[2]
1 , T
[2]
2 ) et
(Q, T [3], T
[3]
1 , T
[3]
2 , T
[3]
3 ) sont des syste`mes distaux et minimaux.
De´monstration. Nous montrons seulement la deuxie`me affirmation.
Comme (X,T ) est distal, il est imme´diat que X8 muni des transformations
T [3], T
[3]
1 , T
[3]
2 et T
[3]
3 est distal. Comme Q est un ferme´ de X
8 invariant par ces
transformations, (Q, T [3], T
[3]
1 , T
[3]
2 , T
[3]
3 ) est distal. Pour montrer que ce syste`me est
minimal il suffit donc de montrer qu’il est transitif.
Soit z ∈ X et posons z = (z, z, . . . , z) ∈ X8. Par de´finition, z ∈ Q. Nous montrons
que l’orbite de z est dense dans Q.
Soit x = (x0, . . . , x7) ∈ Q et ǫ > 0. Par construction, il existe x ∈ X et des
entiers m,n, p tels que chaque sommet de x soit a` une distance < ǫ/2 du sommet
correspondant de (x, Tmx, T nx, . . . , Tm+n+px). Par minimalite´ et continuite´ des
applications Tm, T n et Tm+n, il existe un entier k tel que T kz soit suffisamment
voisin de x pour que
d(T kz, x0) < ǫ, d(T
k+mz, x1) < ǫ, d(T
k+nz, x2) < ǫ, . . . , d(T
k+m+n+pz, x7) < ǫ .
Ainsi, chaque sommet de T [3]
k
T
[3]
1
m
T
[k]
2
n
T
[3]
3
n
z est a` une distance < ǫ du sommet
correspondant de x 
4. Le cas des syste`mes distaux
Nous continuons ici l’e´tude des paralle´logrammes et paralle´le´pipe`des dans les
syste`mes distaux, le re´sultat principal e´tant le the´ore`me 5 qui permet d’utiliser
dans la suite la machinerie de´veloppe´e dans [HK2].
Dans toute cette section, (X,T ) est un syste`me minimal distal. On rappelle que
π : X → Z est le facteur e´quicontinu maximal de X .
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4.1. Paralle´logrammes dans un syste`me distal.
The´oreme 4. Soit x = (x0, x1, x2, x3) ∈ X4.
i) Pour que x appartienne a` P il faut et il suffit que
π(x0)π(x1)
−1π(x2)
−1π(x3) = 1 .
ii) Pour que x appartienne a` P il faut et il suffit qu’il existe deux suites d’entiers
(mi) et (ni) avec
Tmix0 → x1, T
nix0 → x2 et T
mi+nix0 → x3 .
Ainsi, P est la « structure de paralle´logrammes » sur X associe´e a` la projection
π : X → Z ([HK2]).
Nous commenc¸ons par un lemme.
Lemme 7. Soient x0 ∈ X et K l’orbite ferme´e dans X4 de (x0, x0, x0, x0) pour les
transformations T
[2]
1 et T
[2]
2 .
Si (x0, x
′
1, x2, x3) ∈ K et si (x
′
1, x1) ∈ RP alors (x0, x1, x2, x3) ∈ K.
De´monstration du lemme 7. Soit ǫ > 0. Notons
Y = {(y2, y3) ∈ X
2 ; (x0, x
′
1, y2, y3) ∈ K} .
Alors K est un ferme´ de X×X contenant (x2, x3). Comme K est invariant par T
[2]
2 ,
Y est invariant par T ×T . Munissons Y de cette transformation. Alors l’application
(y2, y3) 7→ y3 est un facteur de (Y, T × T ) dans (X,T ). D’apre`s la proposition 4,
cette application est ouverte. Il existe donc δ > 0 tel que
pour tout y3 ∈ B(x3, δ) il existe y2 ∈ B(x2, ǫ) avec (x0, x
′
1, y2, y3) ∈ K .
Comme x′1 et x1 sont re´gionalement proximaux, d’apre`s le corollaire 1 il existe
y3 ∈ X et n ∈ Z avec
d(y3, x3) < δ, d(T
ny3, x3) < ǫ et d(T
nx′1, x1) < ǫ .
D’apre`s le choix de δ, il existe y2 ∈ X avec d(y2, x2) < ǫ et (x0, x
′
1, y2, y3) ∈ K.
Comme K est invariant par T
[2]
1 , (x0, T
nx′1, y2, T
ny3) ∈ K.
En faisant tendre ǫ vers 0 on obtient que (x0, x1, x2, x3) ∈ K. 
De´monstration du the´ore`me 4. La proprie´te´ ii) signifie que x appartient a` l’ensem-
ble K introduit dans le lemme 7. Cette proprie´te´ entraˆıne imme´diatement que x
appartient a` P, ce qui d’apre`s le lemme 3 entraˆıne la proprie´te´ i).
Supposons que x ve´rifie la proprie´te´ de i).
Choisissons deux suites d’entiers (ni) et (ki) telles que T
nix0 → x2 et T kix0 → x3
et posonsmi = ki−ni. En remplac¸ant les suites par des sous-suites on peut supposer
que la suite (Tmix0) converge dans X vers un point x
′
1.
Alors par construction (x0, x
′
1, x2, x3) appartient a` l’ensemble K de´fini dans
le lemme 7. En particulier, (x0, x
′
1, x2, x3) appartient a` P et donc π(x0)π(x
′
1)
−1
π(x2)
−1π(x3) = 1. L’hypothe`se entraˆıne alors que π(x
′
1) = π(x1) et donc que
(x′1, x1) ∈ RP. D’apre`s le lemme 7, (x0, x1, x2, x3) appartient a` K. La proprie´te´ ii)
est satisfaite. 
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4.2. Paralle´le´pipe`des dans un syste`me distal. Dans cette section nous sup-
posons encore que (X,T ) est un syste`me minimal distal et nous montrons :
The´oreme 5. (P,Q) est une structure de paralle´le´pipe`des sur X au sens de [HK2].
Nous identifions X8 et X4×X4 : pour x = (x0, x1, x2, x3) et y = (y0, y1, y2, y3) ∈
X4, (x,y) = (x0, . . . , x3, y0, . . . , y3) ∈ X8. Commenc¸ons par montrer :
Proposition 5. Q ve´rifie la « proprie´te´ de transitivite´ » :
Soient u,v et w ∈ P. Si (u,v) et (v,w) appartiennent a` Q alors (u,w) appar-
tient a` Q.
De´monstration de la proposition 5. Soit z ∈ X . Notons z = (z, z, z, z) ∈ X4 et z =
(z, z) = (z, z, . . . , z) ∈ X8. On a z ∈ Q. D’apre`s le lemme 6, (Q, T [3], T
[3]
1 , T
[3]
2 , T
[3]
3 )
est minimal et donc Q est l’orbite ferme´e de z pour ces quatre transformations.
Il existe donc quatre suites d’entiers (mi), (ni), (pi) et (qi) telles que
T
[3]
1
mi
T
[3]
2
ni
T
[3]
3
pi
T [3]
qi
(u,v)→ z dans X8 .
Ainsi,
T
[2]
1
mi
T
[2]
2
ni
T [2]
qi
u→ z et T
[2]
1
mi
T
[2]
2
ni
T [2]
pi+qi
v→ z dans X4 .
Quitte a` remplacer les suites par des sous-suites, on peut supposer que la suite
T
[2]
1
mi
T
[2]
2
ni
T [2]
pi+qi
w
converge dans X4 vers un point j ∈ P.
Pour tout i,
(
T
[2]
1
mi
T
[2]
2
ni
T [2]
pi+qi
v, T
[2]
1
mi
T
[2]
2
ni
T [2]
pi+qi
w
)
= T
[3]
1
mi
T
[3]
2
ni
T [3]
pi+qi
(v,w)
qui appartient a` Q, donc a` la limite (z, j) ∈ Q. Par ailleurs, pour tout i,
T
[3]
1
mi
T
[3]
2
ni
T
[3]
3
pi
T [3]
qi
(u,w) =
(
T
[2]
1
mi
T
[2]
2
ni
T [2]
qi
u, T
[2]
1
mi
T
[2]
2
ni
T [2]
pi+qi
w
)
qui converge vers (z, j) dans X8. Ainsi, (z, j) appartient a` l’orbite ferme´e de (u,w)
sous les transformations T
[3]
1 , T
[3]
2 , T
[3]
3 et T
[3].
Comme cette orbite est minimale, (u,w) appartient a` l’orbite ferme´e de (z, j)
sous ces transformations. Comme (z, j) appartient a` Q, (u,w) appartient a` Q. 
Le the´ore`me 5 se de´duit maintenant imme´diatement de la proposition suivante.
Proposition 6. Pour (x0, . . . , x6) ∈ X7 les proprie´te´s suivantes sont e´quivalentes.
i) (x0, x1, x2, x3), (x0, x1, x4, x5) et (x0, x2, x4, x6) appartiennent a` P ;
ii) il existe x7 ∈ X avec (x0, . . . , x6, x7) ∈ Q ;
iii) Il existe trois suites d’entiers (mi), (ni) et (pi) avec T
mix0 → x1, T nix0 →
x2, T
mi+nix0 → x3, T pix0 → x4, Tmi+pix0 → x5 et T ni+pix0 → x6.
Pour montrer cette proposition nous aurons besoin de deux lemmes.
Lemme 8. Soient x0 ∈ X et L l’adhe´rence dans X5 de l’ensemble
{
(Tmx0, T
nx0, T
m+nx0, T
px0, T
p+mx0) ; m,n, p ∈ Z
}
.
Soit (x1, . . . , x5) ∈ K et x′2, x
′
4 ∈ X tels que (x2, x
′
2) ∈ RP et (x4, x
′
4) ∈ RP. Alors
(x1, x
′
2, x3, x
′
4, x5) ∈ L.
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De´monstration du lemme 8. Montrons que (x1, x
′
2, x3, x4, x5) ∈ L. Soit ǫ > 0.
Posons
F =
{
(y1, y3, y5) ∈ X
3 ; (y1, x2, y3, x4, y5) ∈ L
}
.
Alors F est invariant par la transformation T × T × T et (F, T × T × T ) est distal.
L’application (y1, y3, y5) 7→ y3 est un facteur de ce syste`me sur (X,T ). Cette appli-
cation est donc ouverte et il existe δ > 0 tel que, pour tout y3 ∈ X , si d(x3, y3) < δ,
il existe y1, y5 ∈ X avec
(1) d(x1, y1) < ǫ, d(x5, y5) < ǫ et (y1, x2, y3, x4, y5) ∈ L .
Comme x3 et x
′
3 sont re´gionalement proximaux, il existe y3 ∈ X et n ∈ Z avec
d(x3, y3) < δ, d(T
ny3, x3) < ǫ et d(T
nx2, x
′
2) < ǫ .
Soient y1, y5 ve´rifiant (1). Alors (y1, T
nx2, T
ny3, x4, y5) ∈ L.
En passant a` la limite quand ǫ→ 0 on obtient que (x1, x
′
2, x3, x4, x5) ∈ L.
Par la meˆme de´monstration on obtient que (x1, x
′
2, x3, x
′
4, x5) appartient a` L. 
Lemme 9. Soient x0 ∈ X et K l’adhe´rence dans X6 de l’ensemble
{
(Tmx0, T
nx0, T
m+nx0, T
px0, T
p+mx0, T
p+nx0) ; m,n, p ∈ Z
}
.
Soit (x1, . . . , x6) ∈ K et x′6 ∈ X tel que x6 et x
′
6 soient re´gionalement proximaux.
Alors (x1, . . . , x5, x
′
6) ∈ K.
De´monstration du lemme 9. Fixons ǫ > 0.
Munissons X3 des trois transformations
S1 = Id×T × Id, S2 = Id× Id×T et S3 = T × T × T .
Alors (X3, S1, S2, S3) est distal et la minimalite´ de (X,T ) entraˆıne que ce syste`me
est minimal.
D’autre part, K est invariant par les trois transformations :
T1 : (y1, y2, y3, y4, y5, y6) 7→ (Ty1, y2, T y3, y4, T y5, y6) ;
T2 : (y1, y2, y3, y4, y5, y6) 7→ (y1, T y2, T y3, y4, y5, T y6) ;
T3 : (y1, y2, y3, y4, y5, y6) 7→ (y1, y2, y3, T y4, T y5, T y6) .
Le syste`me (K,T1, T2, T3) est distal et transitif donc il est minimal.
L’application p : (y1, y2, y3, y4, y5, y6) 7→ (y4, y5, y6) de K dans X3 est continue
et commute avec les transformations, elle est donc surjective par minimalite´ de X3,
et p est ainsi une application facteur de (K,T1, T2, T3) sur (X
3, S1, S2, S3). Cette
application est donc ouverte. Il existe donc δ tel que pour tous y4, y5 ∈ X avec
d(x4, y4) < δ et (x5, y5) < δ
il existe y1, y2, y3 ∈ X avec
(2) d(x1, y1) < ǫ, d(x2, y2) < ǫ, d(x3, y3) < ǫ et (y1, y2, y3, y4, y5, x6) ∈ K .
Comme x′6 et x6 sont re´gionalement proximaux, d’apre`s le corollaire 1 il existe
y4, y5 ∈ X n ∈ Z avec
d(x4, y4) < δ, d(T
ny4, x4) < ǫ, d(x5, y5) < δ, d(T
ny5, x5) < ǫ et d(T
nx6, x
′
6) < ǫ .
Soient y1, y2, y3 comme dans (2). Alors (y1, y2, y3, T
ny4, T
ny5, T
nx6) ∈ K.
Par passage a` la limite, (x1, . . . , x5, x
′
6) ∈ K. 
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De´monstration de la proposition 6. Supposons que la proprie´te´ i) est ve´rifie´e.
Soient (mi), (ki) et (ℓi) trois suites d’entiers telles que T
mix0 → x1, T kix0 → x3
et T ℓi → x5. Posons ni = ki−mi et pi = ℓi−mi. En remplac¸ant les suites donne´es
par des sous-suites on peut supposer que les suites (T nix0) et (T
pix0) convergent
dans X ; soient x′2 et x
′
4 leurs limites respectives.
Par construction, (x1, x
′
2, x3, x
′
4, x5) appartient a` l’ensemble L de´fini dans le
lemme 8. En particulier, (x0, x1, x
′
2, x3) ∈ P, et comme (x0, x1, x2, x3) appartient
aussi a` P, x′2 et x2 sont re´gionalement proximaux. De meˆme, x
′
4 et x4 sont re´gionalement
proximaux. D’apre`s le lemme 8, (x1, x2, x3, x4, x5) ∈ L.
Soit K l’ensemble introduit dans le lemme 9. Alors L est clairement l’image
de K par la projection (y1, y2, y3, y4, y5, y6) 7→ (y1, y2, y3, y4, y5). Il existe donc
x′6 ∈ X avec (x1, x2, x3, x4, x5, x
′
6) ∈ K. Comme (x0,2 , x4, x6) et (x0,2 , x4, x
′
6)
appartiennent a` P, x6 et x
′
6 sont re´gionalement proximaux. D’apre`s le lemme 9,
(x1, x2, x3, x4, x5, x6) appartient a` K. Par de´finition de K, la proprie´te´ iii) est
ve´rifie´e.
Supposons la proprie´te´ iii) ve´rifie´e et soient trois suites d’entiers (mi), (ni) et (pi)
comme dans cette proprie´te´. En remplac¸ant ces suites par des sous-suites on peut
supposer que la suite (Tmi+ni+nix0) converge vers un point x7. On a (x0, . . . , x7) ∈
Q, et la proprie´te´ ii) est ve´rifie´e.
Il est e´vident que la proprie´te´ ii) entraˆıne la proprie´te´ i). 
4.3. De´monstration de la proposition 1 et d’une partie du the´ore`me 3.
Soit (X,T ) un syste`me distal minimal. D’apre`s le the´ore`me 5, P et Q forment une
structure de paralle´le´pipe`des sur X . D’apre`s le lemme 1, les deux relations RP2
et RP2s concident avec la relation ≡
Q
introduite dans la section 3.3 de [HK2]. En
particulier, RP2 est une relation d’e´quivalence, et cette relation est clairement
ferme´e. Dans la section 5.3 on montrera que le quotient de X par cette relation est
le nilfacteur d’ordre 2 maximal, ce qui ache`vera la de´monstration du the´ore`me 3.
Nous montrons maintenant la proposition 1. Si la relation RP2 est l’e´galite´, la
relation RP2
s
qui est plus fine est e´galement l’e´galite´. Soit maintenant (X,T ) un
syste`me transitif et que la relation RP2s soit l’e´galite´. D’apre`s la proposition 3, ce
syste`me est distal et minimal et d’apre`s ce qui pre´ce`de les relations RP2 et RP2
s
concident. 
5. Le cas des nilsyste`mes
5.1. Rappels. Soient k ≥ 1 un entier et G un groupe de Lie nilpotent d’ordre
k. Soient Γ, X = G/Γ, t ∈ G et T comme dans la de´finition 1. Nous rappelons
quelques proprie´te´s classiques utiles dans la suite, dont la de´monstration se trouve
dans [AGH], [Pa] et [Le].
Proposition 7. La famille des nilsyste`mes d’ordre k est stable par passage aux
facteurs et par produit carte´sien.
The´oreme 6. Soit (X,T ) un nilsyste`me d’ordre k.
– (X,T ) est distal. En particulier, si (X,T ) est transitif alors il est minimal.
– Soit Y l’orbite ferme´e d’un point de X. Alors (Y, T ) est (isomorphe a`) un
nilsyste`me d’ordre k.
Une premie`re re´duction est utile avant d’e´noncer la proprie´te´ suivante.
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Soient G,Γ et t comme plus haut et supposons que le nilsyste`me (X,T ) est
minimal. Soient G0 la composante connexe de l’e´le´ment unite´ de G et G1 le sous-
groupe de G engendre´ par G0 et t. Alors G1 est un sous-groupe ouvert de G et sa
projection sur X = G/Γ est un ouvert de X , invariant par T donc e´gal a` X par
minimalite´. Posons Γ1 = Γ∩G1. Alors Γ1 est un sous-groupe discret et cocompact
de G1 et X s’identifie a` G1/Γ1. En remplac¸ant G par G1 et Γ par Γ1 nous pouvons
ainsi nous restreindre sans perdre en ge´ne´ralite´, au cas ou` G et t ve´rifie la proprie´te´ :
(H1) G est engendre´ par la composante connexe de son e´le´ment unite´ et t.
Notons G2 le groupe des commutateurs de G. On rappelle que G2 et G2Γ sont
des sous-groupes ferme´s de G. L’hypothe`se (H1) entraˆıne imme´diatement que G2
est connexe.
The´oreme 7 (voir [Le]). Supposons que le nilsyste`me (X,T ) est minimal et que
l’hypothe`se (H1) est ve´rifie´e. Alors le facteur e´quicontinu maximal de ce syste`me
est le quotient Z = G/G2Γ de X = G/Γ par l’action de G2.
Une deuxie`me re´duction sera utile dans la suite. Notons Z(G) le centre de G.
Alors Z(G) ∩ Γ est un sous-groupe distingue´ et ferme´ de G. En remplac¸ant G et Γ
par leurs quotients par ce sous-groupe on se rame`ne sans perdre en ge´ne´ralite´ au
cas ou` G et Γ ve´rifient la proprie´te´ :
(H2) L’intersection de Γ et du centre de G est triviale.
Notons que la proprie´te´ (H1) reste ve´rifie´e apre`s cette deuxie`me re´duction.
La proprie´te´ (H2) signifie simplement que l’action par translation de G sur X est
libre, c’est a` dire que G peut eˆtre conside´re´ comme un groupe de transformations
de X . Elle entraˆıne imme´diatement que Γ nilpotent d’ordre k − 1. En particulier,
si k = 2 alors Γ est abe´lien.
Des rappels pre´ce´dents on de´duit facilement :
Proposition 8. Soient (X,T ) un syste`me minimal et k ≥ 1 un entier. Alors
la famille des facteurs de X qui sont isomorphes a` des nilsyste`mes d’ordre k est
projective.
De´monstration. Soient p1 : X → X1 et p2 : X → X2 deux facteurs de X et sup-
posons que X1 et X2 sont des nilsyste`mes d’ordre k.
Soit Y ⊂ X1×X2 l’image de l’application p1×p2 : X → X1×X2. Alors Y est un
ferme´ de X1×X2, invariant par T1×T2. D’apre`s les rappels pre´ce´dents, (Y, T1×T2)
est un nilsyste`me d’ordre k.
De plus, (Y, T1×T2) est un facteur de (X,T ) par l’application facteur p1× p2 et
X1, X2 et les applications p1, p2 sont les compose´es de p1 × p2 par les projections
naturelles qui sont des applications facteur. Ainsi, Y est un facteur de X « au
dessus » de X1 et X2, et il est imme´diat que c’est le plus petit possible. 
5.2. La relation RP2 dans les nilsyste`mes d’ordre deux. Nous nous re-
streignons de´sormais aux nilsyste`mes d’ordre deux. On rappelle que le groupe G est
nilpotent d’ordre 2 si et seulement si son groupe des commutateurs G2 est inclus
dans son centre Z(G). Les hypothe`ses (H1) et (H2) entraˆınent que le groupe de Lie
abe´lien G2 est compact et connexe, c’est donc un tore de dimension finie.
Proposition 9. Soit (X,T ) un nilsyste`me minimal d’ordre deux. Alors la relation
de bi-proximalite´ re´gionale sur X est l’identite´. De plus, (P,Q) est une structure
de paralle´le´pipe`des forte sur X.
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De´monstration. Soit (X,T ) un nilsyste`me minimal d’ordre deux. Soient G, Γ, t et
T comme dans la de´finition 1 et supposons que les proprie´te´s (H1) et (H2) sont
ve´rifie´es.
Soit (PX ,QX) la structure forte de paralle´le´pipe`des sur X construite dans la
section 3.7 de [HK2] en prenant F = G2. Pour montrer la proposition, il suffit de
ve´rifier que PX et QX sont e´gaux aux ensembles P et Q de la de´finition 7.
Nous utilisons librement les notations et re´sultats de [HK2]. On rappelle que PX
est l’image de G[2,1]Γ[2] dans X4 = G[2]/Γ[2]. et que
PX = {(x0, x1, x2, x3) ∈ X
4 ; π′(x0)π
′(x1)
−1π′(x2)
−1π′(x3) = 1}
ou` π′ est la surjection naturelle de X = G/Γ sur le groupe G/G2Γ. D’apre`s le
the´ore`me 6, G/G2Γ est le facteur e´quicontinu maximal de X et π
′ concide avec
l’application facteur π. D’apre`s le the´ore`me 4, PX = P.
D’autre part, on rappelle que Γ[3,1] = Γ[3] ∩ G[3,1] et que QX est par de´finition
l’image de G[3,1]/Γ[3,1] dans X8 = G[3]/Γ[3] par l’inclusion naturelle. On ve´rifie
facilement que Γ[3,1] est cocompact dans G[3,1] et on en de´duit que QX est ferme´
dans X8.
Pour tout x ∈ X et tous m,n, p ∈ Z, (x, Tmx, T nx, . . . , Tm+n+px) appar-
tient a` QX par de´finition, donc Q ⊂ QX . Montrons l’inclusion oppose´e. Soit x =
(x0, . . . , x6, x7) ∈ QX . Alors (x0, x1, x2, x3), (x0, x1, x4, x5) et (x0, x2, x4, x6) ap-
partiennent a` PX donc a` P. D’apre`s la proposition 6, il existe x
′
7 ∈ X tel que
x′ = (x0, . . . , x6, x
′
7) appartienne a` Q. On a donc x
′ ∈ QX , et comme (PX ,QX) est
une structure forte de paralle´le´pipe`des et que x ∈ QX , x
′
7 = x7 et donc x ∈ Q. 
Remarque. Il est aussi possible de montrer la proposition 9 sans sans utiliser les
re´sultats de la section 4 (the´ore`me 4 et proposition 6) mais en de´crivant explicite-
ment P et Q.
Pour d’autres pre´sentations de PX et QX on pourra consulter la section 11
de [HK1] ou l’appendice E de [GT1].
Corollaire 2. Supposons que (X,T ) est une limite projective de nilsyste`mes min-
imaux d’ordre deux. Alors la relation de bi-proximalite´ re´gionale de X est l’e´galite´.
De´monstration. Soit (Xi) une famille projective de nilsyste`mes d’ordre 2 dont la
limite projective est X . Soient x, y ∈ X deux points bi-re´gionalement proximaux ;
D’apre`s le lemme 4, pour tout i les images de x et y dans Xi sont bi-re´gionalement
proximales et donc e´gales d’apre`s la proposition 9. On a donc x = y. 
5.3. De´monstration du the´ore`me 3 a` partir du the´ore`me 2. Soit (X,T )
un syste`me distal minimal. Nous avons vu que (P,Q) est une structure de par-
alle´le´pipe`des sur X . D’apre`s la section 3.3 de [HK2] , la relation de bi-proximalite´
re´gionale de X est donc une relation d’e´quivalence sur X . Soient Y le quotient de
X par cette relation et φ : X → Y l’application quotient.
Comme la relation de bi-proximalite´ re´gionale est ferme´e, Y peut eˆtre muni
d’une structure d’espace compact telle que φ soit continue et comme cette relation
est invariante par T , cette transformation induit une transformation de Y , encore
note´e T , telle que φ : X → Y soit un facteur.
D’apre`s la section 3.3 de [HK2], l’image de Q(X) par l’application φ[2] est une
structure de paralle´le´pipe`des forte sur Y . Par ailleurs, d’apre`s le lemme 4, cette
image est e´gale a` Q(Y ) qui est donc une structure forte.
18 BERNARD HOST & ALEJANDRO MAASS
On en de´duit que la relation de bi-proximalite´ re´gionale de Y est l’e´galite´. D’apre`s
le the´ore`me 2, Y est une limite projective de nilsyste`mes d’ordre 2.
Soit maintenant (W,T ) un nilsyste`me d’ordre 2 qui est un facteur de X , l’appli-
cation facteur e´tant note´e ψ. Soient x, y ∈ X deux points tels que φ(x) = φ(y) et
montrons que ψ(x) = ψ(y).
Par de´finition de φ, x et y sont bi-re´gionalement proximaux et il existe a, b, c ∈ X
tels que (x, y, a, a, b, b, c, c) ∈ Q(X). On a donc (ψ(x), ψ(y), ψ(a), ψ(a), ψ(b), ψ(b),
ψ(c), ψ(c)) ∈ Q(W ) donc ψ(x) et ψ(y) sont bi-re´gionalement proximaux dans W ,
donc e´gaux d’apre`s la proposition 9. Notre affirmation est de´montre´e.
Ainsi, l’application ψ se factorise a` travers φ : tout facteur de X qui est un
nilsyste`me d’ordre 2 est un facteur de W , qui est donc le nilfacteur d’ordre 2
maximal de X . 
6. Re´sultats topologiques
Dans cette section nous la de´butons la de´monstration du the´ore`me 2.
Nous supposons de´sormais :
(Hyp.) Le syste`me (X,T ) est transitif et la relation de bi-proximalite´ re´gionale
sur X est l’e´galite´.
Nous voulons de´montrer que le syste`me est une limite projective de nilsyste`mes
d’ordre deux. La de´monstration occupe le reste de cette section et toute la section
suivante. D’apre`s la proposition 3, le syste`me (X,T ) est distal et minimal. D’apre`s
le the´ore`me 5, (P,Q) est une structure de paralle´le´pipe`des sur X telle qu’elle a e´te´
de´finie et e´tudie´e dans [HK2], et cette structure est forte par hypothe`se.
Les structures de paralle´logrammes et de paralle´le´pipe`des ont e´te´ e´tudie´es dans
cet article dans un cadre « abstrait » et nous avons ici une structure « plus
riche » : D’une part, X , P, Q, . . . sont des espaces compacts. D’autre part, les
paralle´logrammes et paralle´le´pipe`des de X proviennent de la dynamique. Les struc-
tures topologiques et dynamiques sont bien suˆr intimement lie´es mais, pour la com-
modite´ de la lecture, nous se´parons les deux type d’arguments et commenc¸ons par
ceux de nature purement topologique.
Nous utilisons de´sormais librement les de´finitions, notations et re´sultats de [HK2].
6.1. Les groupes Ps et F . Nous e´tudions les proprie´te´s topologiques des groupes
et homomorphismes introduites dans la section 4 de [HK2]. Les de´monstrations
consistent essentiellement en arguments e´le´mentaires de compacite´ que nous ne
donnons que succinctement.
Rappelons que la classe d’un paralle´logramme x pour la relation d’e´quivalence
≈ est note´e [x] et que P est le quotient de P par cette relation.
On a Q = {(x,y) ; x,y ∈ P, x ≈ y}. Ainsi, le graphe de la relation ≈ est
le ferme´ Q. On peut donc munir P d’une structure d’espace compact telle que la
surjection naturelle P→ P soit continue.
On de´finit deux applications r, q : P → Z par
pour tout x ∈ P, r([x]) = π(x1)π(x0)
−1 et q([x]) = π(x2)π(x0)
−1 .
Ces deux applications sont continues. En particulier, pour tout s ∈ Z, le sous-
ensemble Ps = r
−1({s}) de P est ferme´, et la restriction qs de q a` Ps est continue.
Dans la section 4.1 de [HK2] on a muni chaque ensemble Ps d’une structure de
groupe abe´lien. Montrons :
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Lemme 10. Pour chaque s ∈ Z la multiplication de Ps est continue. Plus pre´cise´ment,
soit
P ×r P =
{
(α, β) ∈ P × P ; r(α) = r(β)
}
=
⋃
s∈Z
Ps × Ps .
Soit m : P ×r P → P l’application dont, pour tout s ∈ Z, la restriction a` Ps × Ps
est la multiplication. Alors m est continue.
De´monstration. De´finissons
K =
{
(x0, x1, x2, x3, x4, x5) ∈ X
6 ; (x0, x1, x2, x3) ∈ P et (x2, x3, x4, x5) ∈ P
}
.
Ainsi, K est une partie ferme´e de X6 et P ×r P est l’image de K par l’application
(x0, x1, x1, x3, x4, x5) 7→
(
[x0, x1, x2, x3] , [x2, x3, x4, x5]
)
.
L’application m de P ×r P dans P est caracte´rise´e par :
pour tout (x0, x1, x1, x3, x4, x5) ∈ R, m
(
[x0, x1, x2, x3] , [x2, x3, x4, x5]
)
= [x0, x1, x4, x5] .
Le graphe de cette application est ferme´ et elle est donc continue. 
Ainsi, pour tout s ∈ Z, Ps est un groupe abe´lien compact et qs : Ps → Z est un
homomorphisme continu de groupes. Le noyau Fs de cet homomorphisme est donc
un groupe compact.
Notons P1,1 l’ensemble paralle´logrammes verticaux, c’est a` dire dont les quatre
sommets ont la meˆme projection sur Z. On rappelle que F est forme´ des classes
d’e´quivalence des paralle´logrammes verticaux. Ainsi, F = F1 est un groupe com-
pact.
Lemme 11. L’action de F sur X est continue.
De´monstration. De´finissons un sous-ensemble K de X ×X × P1,1 par :
K =
{
(x, y, z) ; x, y ∈ X, z ∈ P1,1, π(x) = π(y) et (x, x, x, y, z ∈ Q
}
.
AlorsK est ferme´ dansX×X×P1,1 donc compact. Remarquons que si (x, y, z
)
∈ K,
si z′ ∈ P1,1 et si [z
′] = [z] alors (x, y, z′
)
∈ K. Ainsi, K induit un sous-ensemble
compact R de X ×X × F .
Par de´finition de l’action de F sur X , pour x ∈ X et u ∈ F , u · x est l’unique
e´le´ment deX tel que
(
x, u·x, u) appartienne a` R. Cette action est donc continue. 
Introduisons quelques notations supple´mentaires.
Notation. On note
L = q−1({1}) =
⋃
s∈Z
Fs ⊂ P
et j : L→ F l’application donne´e par
j(α) = js(α) si α ∈ Fs
Pour chaque s ∈ Z on note is : F → Fs l’application re´ciproque de js et i : Z×F →
L de´signe l’application de´finie par i(s, ξ) = is(ξ).
Lemme 12. Pour tout s ∈ Z, l’isomorphisme js : Fs → F est continu et plus
pre´cise´ment l’application j : L→ F est continue.
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De´monstration. Soit P·,1 l’ensemble des paralle´logrammes x = (x0, x1, x2, x3) ve´rifiant
π(x2) = π(x0) et donc aussi π(x3) = π(x1). Ainsi, L est l’image de P·,1 dans le quo-
tient P de P.
Tout paralle´logramme appartenant a` P·,1 peut s’e´crire d’une unique manie`re sous
la forme (a, b, u · a, v · b) avec a, b ∈ X et u, v ∈ F et on de´finit une application
j′ : P·,1 → F par j′(a, b, u ·a, v ·b) = vu−1. Cette application est continue. De plus, j
est l’application induite par j′ par passage au quotient, et j est donc continue. 
Remarquons que l’application i est la re´ciproque de l’application r × j : L →
Z × F . On a donc :
Corollaire 3. L’application i : Z × F → L est continue.
6.2. Le groupe de structure topologique.
De´finition 9. Le groupe de structure topologique de (X,T ), note´ Gtop ou Gtop(X),
est l’ensemble des home´omorphismes de X appartenant au groupe de structure G
de X .
Ainsi, Gtop est le groupe forme´ des home´omorphismes x 7→ g · x de X tels que
pour tout x ∈ P on ait g[2] · x ∈ P et g[2] · x ≡ x. On rappelle que
pour x = (x0, x1, x2, x3) ∈ P, g
[2] · x = (g · x0, g · x1, g · x2, g · x3) .
On munit Gtop de la topologie de la convergence uniforme sur X . Ainsi, Gtop est
un groupe polonais. Comme Gtop est un sous-groupe de G, il est nilpotent d’ordre
2 ([HK2], proposition 12).
Proposition 10. Le groupe Gtop agit transitivement sur X si et seulement si, pour
tout s ∈ Z la suite exacte
(3) 0 −→ F
is−→ Ps
qs
−→ B −→ 0
se scinde continuˆment, c’est a` dire qu’il existe un homomorphisme de groupes con-
tinu κs : Ps → F tel que κs ◦ js soit l’identite´ de F .
En particulier, si F est un tore de dimension finie alors Gtop agit transitivement
sur X.
De´monstration. Il suffit de ve´rifier que l’e´le´ment de G construit dans la preuve du
the´ore`me 2 de [HK2] est un home´omorphisme de X . 
Proposition 11. Supposons que Gtop agit transitivement sur X. Soit Γtop le sta-
bilisateur d’un point e de X et identifions X avec Gtop /Γtop de la fac¸on naturelle.
Alors Gtop est localement compact, Γtop est un sous-groupe discret de G, et
l’identification X = Gtop /Γtop est un home´omorphisme.
Avant la de´monstration de cette proposition, introduisons une notation utilise´e
dans toute la suite.
Notation. Si H,K sont deux groupes topologiques me´trisables, homc(H,K) de´signe
l’ensemble des homomorphismes continus de H dans K, muni de la topologie de la
convergence uniforme sur tous les compacts de H .
De´monstration. Pour alle´ger la typographie, dans la de´monstration nous e´crivons
G et Γ au lieu de Gtop et Γtop.
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6.2.1. Remarques pre´liminaires. Comme G est un groupe transitif de transforma-
tions de X et que Γ est le stabilisateur d’un point e, l’intersection de ce groupe et
du centre Z(G) de G est triviale. D’apre`s la proposition 15 de [HK2], F est inclus
dans Z(G) donc Γ∩F = {1}. Dans la section 5.3 de [HK2] on montre que le groupe
G2 des commutateurs de G est inclus dans F . On a donc Γ ∩ G2 = {1} et Γ est
abe´lien.
Par de´finition, Γ est un sous-groupe ferme´ de G. Comme F agit continuˆment sur
X , l’inclusion de F dans G est continue, et F est un sous-groupe compact de G.
6.2.2. Premie`re partie. On rappelle encore ([HK2], section 5.3) qu’il existe un ho-
momorphisme de groupes p : G→ Z, ve´rifiant
pour tout g ∈ G et tout x ∈ X , p(g) · π(x) = π(g · x) .
Par de´finition de l’identification X = G/Γ, le point e de X est l’image dans X de
l’e´le´ment unite´ 1 de G, donc π(e) est l’e´le´ment unite´ 1 de Z. Ainsi,
p(g) = π(g · e) pour tout g ∈ G .
Le graphe de l’application p est ferme´ et cet homomorphisme est donc continu.
Son noyau FΓ est donc ferme´ dans G. Comme G et Z sont des groupes polonais et
que p est surjectif, cet homomorphisme est une application ouverte et la topologie
de Z concide avec la topologie quotient de G/FΓ (voir [BK], chapitre 1).
La compacite´ de F entraˆıne alors facilement que l’application g 7→ g ·e est ouverte
de G dans X . Ainsi, l’identification X = G/Γ est un home´omorphisme et Γ est un
sous-groupe cocompact de G.
6.2.3. Deuxie`me partie. Nous montrons maintenant que Γ est un sous-groupe dis-
cret de G.
a) Soit γ ∈ Γ. Comme G est nilpotent d’ordre 2, l’application
fγ : g 7→ [γ, g]
est un homomorphisme de groupes de G dans G2 ⊂ F .
Comme l’application (h, g) 7→ [h, g] : G × G → G2 est continue, pour chaque
γ ∈ Γ l’homomorphisme fγ est continu et l’application γ 7→ fγ est continue de Γ
dans homc(G,F ).
Soit γ ∈ Γ. Comme F est contenu dans le centre de G, l’homomorphisme fγ est
trivial sur F . Comme Γ est abe´lien, la restriction de l’homomorphisme fγ a` Γ est
triviale. Ainsi, fγ induit un homomorphisme de groupes χγ de G/ΓF = Z dans F ,
et cet homomorphisme est continu.
On ve´rifie facilement que χγ 6= 1 pour tout γ ∈ Γ diffe´rent de 1. En effet, dans le
cas contraire on aurait fγ = 1 et γ appartiendrait au centre de G ce qui contredit
les remarques pre´liminaires.
b) Supposons que Γ n’est pas discret.
Il existe alors une suite (γn) dans Γ, convergeant vers 1 dans Γ et avec γn 6= 1
pour tout n.
On a donc χγn 6= 1 pour tout n. Comme Z et F sont des groupes abe´liens
compacts, le groupe homc(Z, F ) est discret et la suite (χγn) ne peut pas converger
vers 1 dans homc(Z, F ), c’est a` dire uniforme´ment sur Z.
Il existe donc une suite (zn) dans Z telle que la suite (χγn(zn)) converge dans
F vers un point u 6= 1. En replac¸ant la suite (γn) par une sous-suite on se ame`ne
au cas ou` la suite (zn) converge dans Z vers un certain point z. Comme p est une
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application ouverte, il existe une suite (gn) dans G avec p(gn) = zn pour tout n et
qui converge vers un point g de G avec p(g) = z.
Le sous-ensemble K = {gn ; n ≥ 1} ∪ {g} est un compact de G. Comme
l’application γ 7→ fγ est continue a` valeurs dans le groupe homc(G,F ) muni de
la topologie de la convergence uniforme sur tout compact, la suite (fγn(·)) converge
uniforme´ment vers 1 sur K et la suite (fγn(gn)) converge donc vers 1.
Comme pour tout n on a fγn(gn) = χγn(zn) on obtient la contradiction recherche´e.
6.2.4. Troisie`me partie. Nous montrons maintenant que G est localement compact.
Comme Γ est un sous-groupe discret deG, il existe un voisinage ferme´ syme´trique
K de 1 dans G avec (K ·K ·K) ∩ Γ = {1}. Ve´rifions que K est compact. Soit (gn)
une suite dans K et montrons que cette suite admet une sous-suite convergente.
Comme X est compact, quitte a` remplacer la suite donne´e par un sous-suite, on
peut supposer que la suite (gn · e) converge dans X . Comme l’application g 7→ g · e
est ouverte, il existe une suite (hn) dans G, convergente et ve´rifiant hn · e = gn · e
pour tout n. Pour tout n posons γn = g
−1
n hn. On a γn ∈ Γ.
Pour tous m,n assez grands, hmh
−1
n ∈ K donc γmγ
−1
n ∈ K · K · K et donc
γm = γn. Ainsi, la suite (γn) est constante a` partir d’un certain rang et la suite
(gn) converge. 
7. De´monstration du the´ore`me 2
Dans cette section nous terminons la de´monstration du the´ore`me 2. Nous sup-
posons toujours que
(Hyp.) La relation de bi-proximalite´ re´gionale sur X est l’e´galite´.
Nous commenc¸ons par une remarque pre´liminaire.
7.1. Passage au quotient. Soit F0 un sous-groupe ferme´ de F et Y l’espace
quotient de X sous l’action de F0.
Comme la transformation T appartient au groupe de structure de X et que F
est contenu dans le centre de ce groupe, l’action de F sur X commute avec T .
Ainsi T induit un home´omorphisme, encore note´ T , de Y et l’application quotient
φ : X → Y est un facteur.
Lemme 13. Soient F0 et Y comme plus haut. Alors :
i) la relation de bi-proximalite´ re´gionale sur Y est l’e´galite´ et
ii) le groupe des fibres de Y est isomorphe a` F/F0.
De´monstration. i) Soient y, y′ ∈ Y avec (y, y′) ∈ RP2(Y ). Alors d’apre`s le lemme 1
il existe a, b, c ∈ Y avec (y, y′, a, a, b, b, c, c) ∈ Q(Y ).
D’apre`s le lemme 4, Q(Y ) est l’image de Q(X) par φ[3] et il existe donc x =
(x0, . . . , x7) ∈ Q(X) avec
φ(x0) = y, φ(x1) = y
′, φ(x2) = φ(x3) = a, φ(x4) = φ(x5) = b et φ(x6) = φ(x7) = c .
Par de´finition de φ, il existe u, v, w ∈ F0 avec
x3 = u · x2, x5 = v · x4 et x7 = w · x6 .
D’apre`s la proposition 12 de [HK2] on a donc x1 = uvw
−1 ·x1 et donc par de´finition
de φ, φ(x1) = φ(x0) c’est a` dire y
′ = y, ce qui de´montre i).
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ii) L’image par l’application φ[2] : X [2] → Y [2] de l’ensemble des paralle´logrammes
verticaux de X est l’ensemble des paralle´logrammes verticaux de Y . Cette applica-
tion respecte l’e´quivalence des paralle´logrammes et donc elle induit une application
surjective φ∗ du groupe des fibres F de X sur le groupe des fibres de Y . φ∗ est
continue puisque φ[2] est continue et on ve´rifie imme´diatement que φ∗ est un ho-
momorphisme de groupes.
Nous remarquons aussi que φ∗ commute avec les actions des groupes de fibres
sur X et Y : pour tout x ∈ X et tout u ∈ F , φ(u · x) = φ∗(u) · φ(x). Le noyau de
φ∗ est donc l’ensemble de u ∈ F tels que φ(u · x) = φ(x) pour tout x ∈ X , c’est a`
dire F0. La proprie´te´ ii) est de´montre´e. 
7.2. Le cas ou` F est un groupe de Lie. Rappelons que le groupe abe´lien com-
pact F est un groupe de Lie si et seulement si il peut se repre´senter comme la
somme directe d’un tore de dimension finie et d’un groupe fini (chacun de ces deux
groupes pouvant eˆtre trivial).
Proposition 12. Supposons que le groupe F est un groupe de Lie. Alors le groupe
de structure topologique Gtop agit transitivement sur X.
De´monstration. D’apre`s la proposition 10 sommes ramene´s a` montrer que pour
tout s ∈ Z la suite exacte
(3) 0 −→ F
is−→ Ps
qs
−→ B −→ 0
est continuˆment scinde´e, c’est a` dire qu’il existe un homomorphisme continu κs : Ps →
F ve´rifiant
is ◦ κs = IdF .
La de´monstration comprend trois parties. Nous commenc¸ons par ve´rifier que cette
suite exacte est continuˆment scinde´e pour s = 1, puis pour tous les s dans un
voisinage W de 1 dans Z et enfin nous concluons par un argument de minimalite´.
7.2.1. Premie`re partie : le cas ou` s = 1.
Soient x, y, x′, y′ ∈ X avec π(y)π(x)−1 = π(y′)π(x′)−1. Alors (x, y, x′, y′) ∈
P et d’apre`s le lemme 9 de [HK2] les classes [x, x, y, y] et [x′, x′, y′, y′] des par-
alle´logramme (x, x, y, y) et (x′, x′, y′, y′) sont identiques. On peut donc de´finir une
application ρ : Z → P par
ρ(t) = [x, x, y, y] pour tout (x, y) ∈ X ×X tel que π(y)π(x)−1 = t .
Par construction, l’image de l’application ρ est contenue dans P1 et q1 ◦ ρ : Z →
Z est l’application identite´. L’application ρ est un homomorphisme de groupes
par de´finition de la multiplication dans P1. Son graphe est l’image de X ×X par
l’application continue
(x, y) 7→
(
π(y)π(x)−1, [x, x, y, y]
)
: X ×X → Z × P1
et est donc ferme´ dans Z ×P1. Cette application est donc continue et le groupe P1
est donc bien la somme directe topologique F et Z. La suite exacte (3) est donc
continuˆment scinde´e pour s = 1 et il existe un homomorphisme continu κ1 : P1 ◦ F
avec i1 ◦ κ1 = IdF .
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7.2.2. Deuxie`me partie : construction d’un voisinage de 1 dans Z.
Nous e´crivons F = Td × K, ou` d ≥ 0 est un entier et K un groupe fini. Pour
tout s ∈ Z, l’homomorphisme continu injectif is : T d ×K → Ps s’e´crit alors
is(u, ξ) = φs(u) · ψs(ξ)
ou` φs : T
d → Ps et ψs : K → Ps sont des homomorphismes continus injectifs avec
(4) φs(T
d) ∩ ψs(K) = {1} .
a) Pour tout s ∈ Z nous construisons un homomorphisme continu τs : Ps → T
d tel
que
(5) τs ◦ φs est l’identite´ de T
d et τs ◦ ψs : K → T
d est l’homomorphisme trivial.
Soit s ∈ Z. En composant φs avec l’application quotient on obtient un homomor-
phisme continu φ˜s : T
d → Ps/ψs(K), qui est injectif d’apre`s (4). Comme Td est un
groupe injectif, il existe un homomorphisme continu τ˜s : Ps/ψs(K) → Td tel que
τ˜s ◦ φ˜s soit l’identite´ de Td. En composant avec l’application quotient on obtient
un homomorphisme continu τs : Ps → Td ve´rifiant (5).
b) Nous construisons maintenant un voisinage W de 1 dans Z et pour tout s ∈W
un homomorphisme continu σs : Ps → K ve´rifiant
(6) σs ◦ ψs = IdK .
En composant κ1 avec la projection F = T
d ×K → K on obtient un homomor-
phisme continu σ1 : P1 → K ve´rifiant la proprie´te´ (6) pour s = 1.
Comme K est fini il existe un voisinage ouvert U de 1 dans Z et une application
continue σ : r−1(U) → K qui concide avec σ1 sur P1. Pour s ∈ U on note σs la
restriction de σ a` Ps.
Pour chaque sous-ensemble Y de Z notons
RY =
{
(α, β) ∈ r−1(Y )× r−1(Y ) : r(α) = r(β
}
=
⋃
s∈Y
Ps × Ps .
Ainsi, RY est inclus dans l’ensemble RZ = P ×r P conside´re´ dans le lemme 10.
Soit m : P ×r P → P l’application introduite dans ce lemme et de´finissons
f : RU → K par
f(α, β) = σ(m(α, β)) · σ(α)−1 · σ(β)−1 .
Ainsi, pour tout s ∈ U et tous α, β ∈ Ps,
f(α, β) = σs(αβ) · σs(α)
−1 · σs(β)
−1 .
Comme σ1 est un homomorphisme, f est e´gale a` 1 sur P1 × P1. La continuite´ de σ
et le lemme 10 entraˆınent que f est continue sur RU . Comme K est fini, il existe
donc un voisinage V de 1 dans Z avec V ⊂ U , tel que cette application soit e´gale
a` 1 sur RV . Ainsi, pour tout s ∈ V , σs est un homomorphisme continu de Ps dans
K.
Enfin, d’apre`s le corollaire 3, l’application (s, ξ) 7→ ψs(ξ) est continue de V ×K
dans r−1(V ) et donc l’application (s, ξ) 7→ σs ◦ ψs(ξ) est continue de V ×K dans
K. Comme K est fini et que σ1 ◦ψ1 est l’identite´ de K il existe un voisinage W de
1 dans Z, contenu dans V , tel que (6) soit ve´rifie´ pour tout s ∈W .
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c) Remarquons que comme Td est connexe et que K est fini, σs ◦ αs : Td → K est
trivial pour tout s ∈W . Pour tout s ∈W posons
κs = τs × σs : Ps → T
d ×K = F .
Alors κs est un homomorphisme continu et les relations (5) et (6) entraˆınent que
κs ◦ is = IdF pour tout s ∈ W .
La suite exacte (3) est continuˆment scinde´e pour tout s dans le voisinage W de
1 dans Z.
7.2.3. Troisie`me partie : Invariance par T .
Nous montrons maintenant que l’ensemble des s ∈ Z pour lesquels la suite ex-
acte (3) est continuˆment scinde´e est invariant par T , ce qui ache`vera la de´monstration
par minimalite´.
Soit s ∈ Z. Pour tout x = (x0, x1, x2, x3) ∈ Ps on a T
[2]
1 x = (x0, T x1, x2, T x3) ∈
PTs. L’application T
[2]
1 : Ps → PTs est clairement continue.
De plus, si x,y ∈ Ps ve´rifient x ≈ y alors (x,y) ∈ Q et (T
[2]
1 x, T
[2]
1 y) =
T
[3]
1 (x,y) ∈ Q donc T
[2]
1 x ≈ T
[2]
1 y. Ainsi, T
[2]
1 : Ps → Ps induit une application
continue, encore note´e T
[2]
1 , de Ps dans lui-meˆme. La de´finition de la multiplication
dans Ps et PTs entraˆıne imme´diatement que cette application est un homomor-
phisme de groupes. En remplac¸ant T par son inverse dans ce qui pre´ce`de on obtient
que cette application est un isomorphisme.
On ve´rifie imme´diatement sur les de´finitions que qTs◦T
[2]
1 = qs, que T
[2]
1 Fs = FTs
et que jTs ◦ T
[2]
1 = js donc T
[2]
1 ◦ is = iTs. On a donc un diagramme commutatif
0 −→ F
is−→ Ps
qs
−→ Z −→ 0yId
yT [2]1
yId
0 −→ F
iTs−→ PTs
qTs
−→ Z −→ 0
ou` les lignes horizontales sont les suites exactes (3) aux points s et Ts.
Si s appartient a` Z ′ la premie`re suite exacte est continuˆment scinde´e, donc aussi
la deuxie`me et donc Ts appartient a` Z ′. Ainsi Z ′ est invariant par T et contient
un voisinage de 1, il est donc e´gal a` Z par minimalite´ de la rotation (Z, T ), ce qui
ache`ve la de´monstration. 
7.3. Fin de la de´monstration du the´ore`me 2.
a) Re´duction au cas ou` F est un groupe de Lie. Comme F est un groupe abe´lien
compact, il peut s’e´crire comme limite projective d’une suite de groupes de Lie.
Cela signifie qu’il existe une suite de´croissante (Fn) de sous-groupes ferme´s de F ,
avec ∩nFn = {1} et telle que F/Fn soit un groupe de Lie pour tout n.
Soit Xn le quotient de X par l’action de Fn. Comme le syste`me X est la limite
projective de la suite (Xn) de syste`mes, il suffit de montrer que chacun d’entre eux
est limite projective d’une suite de nilsyste`mes d’ordre 2.
D’apre`s le lemme 13, la relation de bi-proximalite´ re´gionale de Xn est l’e´galite´ et
le groupe des fibres de Xn est isomorphe a` F/Fn. Ainsi, sans perdre en ge´ne´ralite´,
nous pouvons nous restreindre au cas ou` F est un groupe de Lie.
b) Comme F est un groupe de Lie, d’apre`s la proposition 12 le groupe Gtop agit
transitivement sur X . D’apre`s la proposition 11, Gtop est localement compact, le
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stabilisateur Γ de e est discret et X peut s’identifier a` Gtop /Γ. On rappelle que
Gtop est nilpotent d’ordre 2.
Le groupe localement compact Gtop peut s’e´crire comme limite projective de
groupes de Lie [MZ]. Plus pre´cise´ment, il existe une suite de´croissante (Kn) de
sous-groupes compacts de Gtop, contenus dans le centre de Gtop, avec ∩nKn = {1}
et telle que Gtop /Kn soit un groupe de Lie pour tout n.
Pour tout n, Gtop /KnΓ muni de la transformation induite par T est un nil-
syste`me d’ordre 2, et X est la limite projective de ces syste`mes. 
8. Application : une caracte´risation des nilsuites d’ordre deux
8.1. La de´finition. Soit (un ; n ∈ Z) une suite borne´e de nombres complexes.
On rappelle que cette suite est presque pe´riodique si la famille de ses translate´s
est relativement compacte pour la topologie de la convergence uniforme. Cette
proprie´te´ est satisfaite si et seulement si il existe une rotation minimale (X,T ), un
point e ∈ X et une fonction continue f : X → C avec un = f(T
ne) pour tout n ∈ Z.
La notion de nilsuite ge´ne´ralise la notion de suite presque pe´riodique. Nous
reproduisons la de´finition de [BHK].
De´finition 10. Soit k ≥ 1 un entier.
Une suite u = (un ; n ∈ Z) de nombres complexes est une nilsuite de base d’ordre
k s’il existe un nilsyste`me (X,T ) d’ordre k, un point e ∈ X et une fonction continue
f sur X tels que un = f(T
ne) pour tout n ∈ Z.
Une nilsuite d’ordre k est une limite uniforme de nilsuites de base d’ordre k.
Ainsi, les nilsuites d’ordre 1 sont les suites presque pe´riodiques.
Dans la de´finition d’une nilsuite de base on peut supposer sans perdre en ge´ne´ralite´
que le nilsyste`me (X,T ) est minimal : il suffit en effet de remplacer X par l’orbite
ferme´e de e, qui munie de T est un nilsyste`me d’ordre k (voir [Le]), transitif donc
minimal.
Lemme 14. Soit k ≥ 1 un entier. Pour que la suite u = (un ; n ∈ Z) de nombres
complexes soit une nilsuite d’ordre k il faut et il suffit qu’il existe un syste`me (Y, S)
minimal qui soit une limite projective de nilsyste`mes d’ordre k, un point a ∈ Y et
une fonction continue h sur X tels que un = h(S
na) pour tout n ∈ Z.
De´monstration. Si la suite u provient d’une limite projective de nilsyste`mes comme
dans l’e´nonce´, alors par approximation de la fonction h on obtient imme´diatement
que cette suite est une nilsuite d’ordre k.
Supposons maintenant que la suite u = (un ; n ∈ Z) est limite uniforme des
nilsuites de base u(i) ou` u(i) = (u
(i)
n ; n ∈ Z) pour tout i ≥ 1. Pour chaque i
choisissons un nilsyste`me minimal (Xi, Ti), un point ei ∈ X et une fonction continue
fi sur Xi avec
u(i)n = fi(T
n
i ei) pour tous i ≥ 1 et tous n ≥ 1 .
Pour tout i ≥ 1 soient Si la transformation T1 × · · · × Ti de X1 × · · · × Xi,
ai = (e1, . . . , ei) ∈ X1 × · · · × Xi et Yi l’orbite ferme´e de ai pour Si. Alors
(X1 × · · · × Xi, Si) est un nilsyste`me d’ordre k donc (Yi, Si) est un nilsyste`me
d’ordre k (voir [Le]), transitif donc minimal. Notons encore gi la restriction a` Yi de
la fonction (x1, . . . , xi) 7→ fi(xi) : X1 × · · · ×Xi → C. On a :
u(i)n = gi(S
n
i ai) pour tous i ≥ 1 et tous n ≥ 1 .
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Pour chaque i soit pi : X1×· · ·×Xi×Xi+1 → X1×· · ·×Xi la projection naturelle.
On a pi(ai+1) = ai et pi◦Si+1 = Si◦pi et par densite´ on en de´duit que pi(Yi+1) = Yi.
Ainsi, pi : (Yi+1, Si+1)→ (Yi, Si) est une application facteur.
Les syste`mes (Yi, Si) forment avec les applications pi un syste`me projectif. La
limite projective (Y, S) de ce syste`me est un syste`me minimal. Notons qi : Y → Yi
l’application naturelle, a le point de Y de´fini par qi(a) = ai pour tout i et hi la
fonction continue gi ◦ qi sur Y . Nous avons
u(i)n = hi(S
na) pour tous i ≥ 1 et tous n ≥ 1 .
Quand i→ +∞, u
(i)
n → un uniforme´ment, donc la suite de fonctions (hi) converge
uniforme´ment sur l’orbite {Sna ; n ∈ Z) de a. Comme cette orbite est dense dans
Y , la suite de fonctions (hi) converge uniforme´ment sur Y . Soit h la limite de cette
suite. h est une fonction continue sur Y et un = h(S
na) pour tout n. 
8.2. Une caracte´risation des nilsuites d’ordre deux.
The´oreme 8. Soit u = (un ; n ∈ Z) une suite borne´e de nombres complexes.
– Pour que la suite u soit presque pe´riodique il faut et il suffit que
pour tout ǫ > 0 il existe un entier M ≥ 1 et δ > 0 tels que pour tous(7)
k,m, n ∈ Z on ait :
si pour tout i ∈ [k −M,k +M ] on a |ui+m − ui| < δ et |ui+n − ui| < δ
alors on a |uk+m+n − uk| < ǫ .
– Pour que la suite u soit une nilsuite d’ordre deux il faut et il suffit que
pour tout ǫ > 0 il existe un entier M ≥ 1 et δ > 0 tels que pour tous(8)
k,m, n, p ∈ Z on ait :
si pour tout i ∈ [k −M,k +M ] on a
(*) |ui+m − ui| < δ, |ui+n − ui| < δ, |ui+m+n − ui| < δ, |ui+p − ui| < δ,
|ui+m+p − ui| < δ et |ui+n+p − ui| < δ
alors |uk+m+n+p − uk| < ǫ .
Ainsi, les suites presque pe´riodiques et les nilsuites d’ordre 2 sont caracte´rise´es
par des proprie´te´s de re´gularite´ arithme´tique des temps de retour. L’uniformite´ en
k,m, n, p dans (8) peut se traduire en termes topologiques, comme dans la de´finition
classique d’une suite presque pe´riodique, mais nous ne de´veloppons pas ces con-
side´rations ici.
De´monstration. Nous ne montrons que la deuxie`me affirmation, la preuve de la
premie`re e´tant similaire et plus simple.
a) Soient u = (un ; n ∈ Z) une suite borne´e et D ⊂ C un disque ferme´ contenant
un pour tout n. Muni de la topologie de la convergence simple, D
Z est un espace
compact me´trisable, par exemple au moyen de la distance d de´finie par
pour x = (xn ; n ∈ Z) et y = (yn ; n ∈ Z), d(x, y) =
∑
n∈Z
2−|n||xn − yn| .
Nous munissons DZ du de´calage T de´fini par
pour tout x ∈ DZ, (Tx)n = xn+1 pour tout n ∈ Z .
Ainsi, T est un home´omorphisme de X .
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Conside´rons la suite u comme un e´le´ment de DZ et soit X l’orbite ferme´e de u
sous la transformation T . Par construction, (X,T ) est un syste`me transitif.
b) Supposons maintenant que l’hypothe`se (8) est satisfaite.
Soient ǫ > 0 et M, δ comme dans (8). Soient N ≥ 0 un entier, k,m, n, p ∈ Z et
supposons que les conditions (*) sont vraies pour tout i ∈ [k−M −N, k+M +N ].
Alors, en appliquant l’hypothe`se aux entiers k + j avec |j| ≤ N on obtient que,
pour tout i ∈ [k −N, k +N ] on a |uk+m+n+p − uk| < ǫ.
Par de´finition de la distance sur DZ, cette proprie´te´ peut s’e´crire :
pour tout ǫ > 0 il existe δ > 0 tel que, pour tous k,m, n, p ∈ Z(9)
si d(T k+mu, T ku) < δ, d(T k+nu, T ku) < δ, d(T k+m+nu, T ku) < δ,
d(T k+pu, T ku) < δ, d(T k+m+pu, T ku) < δ et d(T k+n+pu, T ku) < δ
alors d(T k+m+n+pu, T ku) < ǫ .
Par densite´ de (T ku ; k ∈ Z) dans X et par continuite´ de T on obtient que
pour tout ǫ > 0 il existe δ > 0 tel que, pour tous m,n, p ∈ Z et tout x ∈ X ,(10)
si d(Tmx, x) < δ/2, d(T nx, x) < δ/2, d(Tm+nx, x) < δ/2
d(T px, x) < δ/2, d(Tm+px, x) < δ/2 et d(T n+px, x) < δ/2
alors d(Tm+n+px, x) < 2ǫ .
Par de´finition de Q nous obtenons que si (x, x, . . . , x, y) ∈ Q alors x = y. Le lemme 1
entraˆıne alors que la relation RP2s est l’e´galite´. D’apre`s le the´ore`me 2, le syste`me
(X,T ) est donc une limite projective de nilsyste`mes d’ordre 2.
L’application f qui a` chaque x = (xn ; n ∈ Z) ∈ X associe x0 est une fonction
continue, et on a f(T nu) = un pour tout n. La suite u = (un ; n ∈ Z) est donc une
nilsuite d’ordre 2.
c) Nous montrons maintenant que la proprie´te´ (8) est satisfaite par toute nilsuite
d’ordre deux. Comme cette proprie´te´ est stable par limite uniforme nous pouvons
nous restreindre au cas des nilsuites de base.
Soient (Y, S) un nilsyste`me minimal d’ordre 2, e ∈ Y et f une fonction continue
sur Y avec un = f(S
ny) pour tout n.
SoitD un disque ferme´ de C contenant toues les valeur de la fonction f . De´finissons
une application p : Y → DZ par
pour tout y ∈ Y et tout n ∈ Z,
(
p(y)
)
n
= f(T ny) .
Cette application ve´rifie clairement p ◦ S = T ◦ p et p(e) = u. Par densite´, l’image
de p est X et p est donc une application facteur de (Y, S) sur (X,T ). Ainsi, (X,T )
est un facteur d’un nilsyste`me d’ordre 2 et est donc aussi un nilsyste`me d’ordre
deux, transitif donc minimal.
La relation RP2s sur X est donc l’e´galite´. On en de´duit imme´diatement (10)
puis (9) et enfin (8). 
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