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RESUMEN 
Este trabajo comienza describiendo cómo se lleva a cabo el proceso de diseño en la ingeniería 
a través de métodos de pruebalerror y de reglas basadas en la exberiencia. Tras exponer 
casos que contradicen la común intuición de los proyectistas, recalca la necesidad de utilizar 
herramientas lógicas de diseño más racionales. La primera que se colenta son los análisis de 
sensibilidad, que logran guiar al diseñador en los cambios que deben realizarse para mejorar un 
diseño. A continuación se describen los métodos de optimización por asignación de criterios y los 
métodos de optimización local, entre ellos el novedoso método de Karmarkar para programación 
lineal. Esta primera parte del trabajo concluye con un método de optimización global que 
posibilita encontrar los habituales mínimos locales que existen en los firoblemas no lineales. 
1 
SUMMARY 1 
This work shows how engineering design has been carried out comm~nly, trhough triallerror 
techniques and experience based rules. Two examples are given to point out how very trustful 
rules may lead to wrong results, even in quite simple structures. Thus, the need to use 
more rational tools for modern engineering design is empahasized. Sensitivity analysis are 
first exposed and their ability to guide the designer to make design 'changes is emphasized. 
Then a complete landscape of optimality criteria methods and matliematical programming 
techniques is presented, including recent Karmarkar's linear programming method. Last, a 
global optimization approach that identifies every local minima arising:in non linear problems 
is described. l 
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El diseño de un sistema resistente en cualquier tipo de ingeniería consta de varias 
etapas que podrían ser resumidas en tres: Identificación de la lista de necesidades, 
selección y análisis de la tipología estructural y diseño de detalles estructurales. La 
etapa de definición y análisis de la estructuras es habitualmente la más complicada 
en estructuras reales, que suelen poseer gran complejidad. Las herramientas que un 
diseñador puede disponer son distintas dependiendo de su ámbito de trabajo y de su 
nivel de experiencia, pero en conjunto pueden ser agrupadas en: 
- Programas de análisis basados en elementos finitos o elementos de contorno. 
- Utilización generalizada de ordenadores electrónicos. 
- Amplia experiencia en las tipologías más usuales. 
- Técnicas experimentales de apoyo. 
El esquema en el que se realiza el proceso de 'diseño puede ser resumido en el cuadro 
que aparece en la Figura 1. 
Figura 1. Diagrama de flujo en diseño convencional de estructuras. 
Del esquema indicado se desprenden las siguientes preguntas: 
- Cómo elegir el diseño inicial. 
- Cómo mejorar cada diseño intermedio. 
- Cuándo dar por terminado el proceso. 
La bondad del diseño inicial será función de la intuición y práctica del ingeniero en 
cuestión y de su experiencia en el problema que esté considerando. Por tanto puede ser 
una decisión sencilla en problemas muy habituales y bastante complicado en aquellos 
casos que aparezcan por primera vez. 
El proceso suele darse por finalizado cuando un diseño satisface de manera 
suficientemente satisfactoria el plan de necesidades. El nivel del cumplimiento que 
se exige puede cambiar de unos casos a otros, y en ocasiones la premura de tiempo u 
otros factores ajenos pueden contribuir a dar por terminada la etapa de diseño. 
La modificación de un diseño a fin de mejorarlo exige que el ingeniero conozca 
de alguna forma cómo evoluciona la estructura en estudio ante cambios de sus 
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características mecánicas. En un proceso convencional de diseño esto suele concretarse 
en la existencia de reglas practicas que se han mostrado eficaces anteriormente. Dichas 
reglas pueden ser distintas para cada problema o tipología, al ser de carácter subjetivo 
pueden ser distintas para cada diseñador, y de acuerdo con su comportamiento en cada 
situación concreta puede ser necesario actualizarlas si los resultados que proporcionan 
así lo indican. 
Este tipo de reglas pueden tener una gran cantidad de ;asos resueltos que las 
avalen en problemas muy habituales, pero en problemas recientes puede ser necesario 
extrapolar criterios de otros tipos de problemas. 1 
La validez de una regla de diseño que no tenga justificdción racional debe ser 
cuestionada y a este respecto se va a comprobar el comportamiento de dos muy simples 
aplicándolas a un problema mucho más sencillo de lo que es habitual. 
El problema en cuestion es diseñar eficazmente la estructura' de tres barras indicada 
en la Figura 2 en las siguientes condiciones. l 
Figura 2. Ejemplo de estructura de tres barras. : 
La primera de las reglas podría ser enunciada como sigue. 
Cada elemento de una estructura deberz'a estar solicitado :al máximo valor de 
tensión admisible. l 
Su aplicación conduce al diseño definido por el criterio de agotamiento que 
corresponde a: 
Sin embargo es conocido que esta estructura fue la primera 4 la que se aplicaron 
los métodos de optimizaciónl y tiene un diseño de volumen mínirrio que es 
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2 1  = 0.788 ~2 = 0.41 V = 264 
En consecuencia esta regla produce buenos resultados pero puede ser mejorada. 
La segunda regla es: 
La forma de disminuir (aumentar) el nivel tensional en los elementos de una 
estructura es incrementar (reducir) la cantidad de material. 
Supóngase que el diseño inicial corresponde a los valores x l  = $2 = 1.0. A 
continuación se indican los valores obtenidos tanto en este caso, como al aumentar 
solamente una de las dos variables asociadas a las secciones tranversales de las barras. 
Tabla 1. 
De los resultados de la Tabla 1 se desprende que al aumentar la variable x l  las 
tensiones en todas las barras se reducen de acuerdo con lo que anticipa la regla 
propuesta. Sin embargo al incrementar x 2  la tensión en las barras 1,2 sigue el 
comportamiento previsto mientras que se incrementa la tensión en la barra 3. En 
consecuencia el nuevo diseño, incluso a pesar de poseer más peso, resulta más perjudicial 
para algún elemento. 
Los resultados anteriores muestran que estas reglas que aparecen adecuadas 
inicialmente no resultan siempre eficaces, incluso en estructuras sencillas. Por tanto su 
comportamiento en caso de estructuras complejas, o en aquellas en las que no se posea 
experiencia debe ser revisado cuidadosamente. 
La consecuencia que se extrae es que el diseño en la ingeniería debería estar 
basado en técnicas mucho más racionales, de modo que al aplicarlas se obtuviera una 
modificación del diseño que incrementara siempre la eficacia del anterior. Este tipo de 
técnicas son las que se van a describir a lo largo de este artículo. 
De acuerdo con lo expuesto anteriormente el diseño de sistemas estructurales 
debería estar basado en criterios racionales. De esa forma se conseguirían dos objetivos: 
el resultado final satisfaría en mayor grado las necesidades previstas por el ingeniero y 
los criterios de diseño de éste podrían estar basados en reglas justificadas teóricamente. 
En el esquema adjunto se indican un conjunto de técnicas en orden creciente de 
complejidad que proporcionan una magnífica ayuda al proceso de diseño, no solo 
en la ingeniería de estructuras sino también en cualquier campo de la tecnología. 
Estas técnicas extienden los métodos de Diseño Asistido por Computador (CAD) 
que constituyen actualmente la principal herramienta de diseño en la ingeniería. 
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Las distintas variantes que se presentan añaden métodos matemáticos para guiar al 
ingeniero a la solución óptima pero también requieren la participación del diseñador en 
el proceso. Por ello podrían denominarse técnicas de Diseño Optimo de Estructuras 
Asistido por Computador (CAOSD) y van a ser descritas a lQ largo de este trabajo. 
(ver Figura 3). I l 
1 
Figura 3. Técnicas de Diseño Optimo de Estructuras Asistid? por computador 
(CAOSD). 
TECNICAS DE DISENO DE 
ESIRUCI'URAS 
ANALISIS DE SENSIBILIDAD 1 
- 
Al hacer uso de los análisis de sensibilidad, el diagrama de  flujo del proceso de 
diseño indicado en la Figura 1 queda modificado de la siguiente 4anera. 






Figura 4. Diagrama de flujo de diseño de estructuras usando análisis de sensibilidad. 
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Considérese una estructura solicitada por unas cargas en las que tras el análisis 
correspondiente ya son conocidas el conjunto de movimientos de nudos, esfuerzos, 
etc.. Los análisis de sensibilidad de una respuesta estructural respecto a una o varias 
características mecánicas de la estructura proporcionan la tasa de variación de la 
respuesta estructural respecto a éstas. En esencia, los análisis de sensibilidad de una 
respuesta S, consisten en encontrar los valores de expresiones como las siguientes: 
Para la obtención de las expresiones anteriores pueden utilizarse las reglas de 
diferenciación, o aplicar unas técnicas asociadas a unas variables intermedias conocidas 
como variables adjuntas. Las referencias [2-31 contienen los textos más importantes 
sobre estudios de este tema y en la referencia [4] se describe el significado matemático 
de las variables adjuntas. 
La aplicación de los análisis de sensibilidad permite anticipar el comportamiento 
de la estructura ante modificaciones. Para explicarlo supóngase que la variación de la 
derivada da; /dxj  de la tensión en la barra i-ésima respecto al área de la barra j-ésima 
sea: 
da; da; da; 
a ) - > O  b)- = O c)- < O 
dxj  d x j  d x j  
El caso a) significa que un incremento positivo de la variable xj  aumentará la 
tensión en la barra citada; en b) es decir si da; /dxj  = O no se producirá variación en 
el valor de la tensión; finalmente si la situación es del tipo c) la tensión en la barra 
disminuirá. Analogamente se expresarían las consecuencias de disminuir el valor de x j .  
La importancia cuantitativa del cambio vendrá marcada por el módulo de la derivada. 
Como ejemplo de aplicación puede utilizake la estructura de tres barras de la Figura 
2. La respuesta estructural a considerar será el valor absoluto de las tensiones en cada 
uno de los elementos y va a estudiarse su variación respecto a la sección de las barras. 
Las expresiones que se obtienen5 son: 
Supóngase que se parte del diseño inicial atl = x2 = 1 como se ha indicado en 
el primer apartado. Si se quiere estudiar la variación de las tensiones respecto a una 
de'las variables, cada uno de los componentes de los vectores de las expresiones (1,2) 
pueden particularizarse para el valor de la variable que no se modifica. Si es x2 la que 
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se mantiene constante se obtienen las curvas de la Figura 5, y en elias se observa que 
d abs al los vdores de q ( i  = 1, ..., 3) son negativos. Por tanto d aumentar la variable 
x 1 
xl las tensiones en las tres barras disminuyen, como se había {omprobado en la Tabla 
1. 1 
Figura 5. Sensibilidad del valor absoluto de la tensión en las b a r r l  con respecto a la 
variable 11. 
Si se mantiene constante la variable xl, se obtendría de forma análoga la Figura 6. 
Figura 6. Sensibilidad del valor absoluto de la tensión en las barras: con respecto a la 
variable 22. I 
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Se observa que mientras los valores de -(i = 1, '2) son negativos, sucede 
- 
10 contrario en -1. Esto justifica los resultados obtenidos en la Tabla 1, y por 
tanto puede concluirse que la utilización de los análisis de sensibilidad previene sobre 
aquellas modificaciones que no mejoran el diseño existente. 
La optimización de estructuras conduce al diagrama de flujo de la Figura 7. 
DEEÑO FINAL 
ESTRUCTURAL 
Figura 7. Diagrama de flujo del diseño óptimo de estructuras. 
El diseño de una estructura queda definido de la siguiente manera: 
X vector de variables de diseño. 
p vector de parámetros fijos. 
gj(X, p) conjunto de condiciones. 
F (X ,  p) función objetivo. 
Habitualmente el problema puede escribirse 
min o max F (X,  p) 
sujeto a 
Las técnicas de optimización pueden agruparse en los tres grandes bloques 
siguientes: 
- Técnicas de optimización por asignación de criterios. 
- Técnicas de programación matemática. 
- Técnicas de aproximación. 
A continuación se realiza una descripción breve de cada uno de los grupos. 
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Técnicas de optimización por asignación de criterios 
Tradicionalmente estas técnicas asumen a priori los criterios que definen la 
estructura óptima, aunque no exista justificación teórica par& ello. En consecuencia 
no siempre conducen a los resultados correctos, aunque su eficacia resulta adecuada en 
general. Dentro de ellas pueden establecerse las siguientes variantes. 
l 
a) Criterio de agotamiento 1 1 
Esta técnica asume que en una estructura solicitada por: C estados de carga, el 
diseño óptimo es aquel que produce la máxima tensión en cada elemento para, al 
menos, un estado de carga. La expresión resultante es 1 
o;,(X) = a, 1 = 1, ..., L 1 5 L 5 C 1 (4) 
Existen también criterios similares para los valores de ios movimientos de la 
estructura. 1 
b) Criterio de la energía de deformación 1 l 
Este criterio, propuesto por Venkayya7 plantea que el dise$o óptimo era aquel en 
el que la energía de deformación de cada elemento representaba el mismo porcentaje de 
su energía de deformación máxima. Aunque el criterio se establdcía para cualquier tipo 
de estructura, en el caso de elementos solicitados a esfuerzo axilJla expresión resultante 
era: l 
N,? 1 l 
- -  
1 
 
x;2(0;,)2 V2 l 
siendo O < V < 1. Cuando V = l  este criterio es idéntico al criteiio de agotamiento. 
1 
c) Técnicas basadas en los multiplicadores de Lagrange 
Partiendo del subconjunto J de condiciones que se asumen activas en el óptimo 
este método plantea la obtención del lagrangiano siguiente: 
l 
sujeto a las condiciones l 
l 
También existen otros procedimientos que no asumen inicialbente el subconjunto 
condiciones activas. Dan lugar a procesos iterafivos y en cada etapa utilizan las 
condiciones de Kuhn-Tucker para identificar los multiplicadores asbciados a condiciones 
activas. En ciertos casos producen problemas de convergencia si el)grupo de condiciones 
activas tiene bastantes cambios a lo largo del proceso. l 
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d) Técnicas basadas en la teoría de la información 
Este método, desarrollado por Templemane es un planteamiento probabilista de las 
técnicas de asignación de criterios. Parte del hecho de que llamando Pj a la probabilidad 
que existe de que una condición gj sea activa en el óptimo se cumplirá en cada condición 
que: 
dado que si la condición es activa gj = O, y en caso contrario se anula el valor Pj. 
De esta manera el problema asociado a la optimización de estructuras definido en (3) 
queda sustituido por: 
min F ( X )  ( 8 4  
sujeto a 
La obtención del vector de probabilidades P se hace de forma absolutamente' 
objetiva. Como al comienzo del proceso no existe información los componentes del 
vector P en la primera etapa serán 
y a partir de esos valores se resuelve el problema definido en (8) .  
Para actualizar el vector P en las siguientes iteraciones, y a fin de hacerlo sin sesgo 
alguno, se utiliza el formalismo de la entropía máxima enunciado por Jayneslo, que 
establece que los valores que deben asignarse a cada probabilidad Pj en un proceso 
aleatorio, sin introducir ninguna subjetividad y por tanto contando únicamente con la 
información existente son lo que resultarían de la resolución del problema siguiente 
sujeto a 
La función S es la entropía de la información definida por Shannonl1 y ~ k + l  es un 
parámetro positivo asociado a cada iteración que debe anularse al final del proceso. 
Tras resolver (10)  se vuelve al problema ( 8 )  y así sucesivamente hasta que se alcanza 
la convergencia. 
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Métodos de programación matemática l 
l 
Estos métodos abordan el problema de la optimización de estructuras en la .forma 
indicada por las expresiones (3). Los algoritmos matemáticos existentes son muy 
variados y su aplicación al diseño óptimo de estructuras puede encontrarse en las 
referencias12-14. A modo de resumen podrían -agruparse en: 
- Programación lineal. 
- Programación cuadrática. 
- Direcciones eficientes. 
- Función penalty. 
- Programación dinámica. 
- Programación geométrica. 
- Métodos dudes. 
Mientras la mayoría de estos métodos están bien dkscritos en los textos 
especializados existe una técnica de resolución de problemaslineales propuesta por 
Karmarkar15 que, a juicio de su autor presenta ventajas compiitacionales, respecto al 
conocido método simplex1° y por ello merece una descripción dás detallada. 
Se recordará que la formulación más habitual del método s:mplex se escribe como: 
min cT X l (1l.a) 
l 
sujeto a I 
Por el contrario el método propuesto por Karmarkar resuelde el problema definido 
l por: 
min F = cT X l (12.a) 
l 
sujeto a I 
En el óptimo el valor de la función objetivo es nulo. l 
Como la formulación asociada al diseño óptimo de estructuras es más similar a 
la que resuelve el método simplex, resulta necesario definir una forma de llegar a 
la formulación de Karmarkar. Para ello se plantea el siguiente problema lineal que 




introduciendo vectores de variables de holgura X', Y' y condensando la escritura puede 
llegarse a la expresión: 
min ET Y (14.a) 
sujeto a 
siendo 
A continuación se elige un diseño inicial Yl y se define un sistema de coordenadas 
y;(j = 1, ..., N + 1) que cumplen: 
y se realiza la transformación 
introduciendo (17)  en el problema de (14)  se llega a 
ej  yij Y; 
min 
Yk+l 
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sujeto a l 
1 
y ( i 2 0  j = 1, ..., N + l  l (18.d) 
Como la función objetivo de (18.a) se anulará en el óptim< puede prescindirse del 
denominador, en las restantes expresiones se define: l 
k;N+l = -di' 1 1 
1 
y finalmente queda 1 
min ElTY' (20.a) 
que es idéntica a (12). 1 1 
Las condiciones de (20.b) y (20.c) pueden escribirse conjuntamente como: 
1 
La obtención del óptimo del problema definido por (20) se, realiza como sigue: 
l 
1. Se proyecta el vector E' en el núcleo del espacio vectorial defimido por la matriz W 
2. El nuevo diseño Yt2 será de la forma 
1 
siendo IE1,l el módulo del vector E', y los parámetros a, r I 
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3. A partir de (23) el diseño Y2  en el espacio de las variables iniciales será de la forma 
Los valores de las funciones objetivo proporcionados por Y2,  Yt2 son inferiores a los 
anteriores. El proceso se continua a partir de (18) y (19) hasta alcanzar la convergencia. 
Técnicas basadas en resolución de problemas simplificados 
Estas técnicas aproximan el problema definido por (3), que es generalmente no 
lineal, en problemas más sencillos. Como la solución obtenida es únicamente una 
aproximación de la real se itera el proceso nuevamente hasta alcanzar la convergencia. 
Las técnicas más habituales son: 
a) Secuencia de problemas lineales 
El problema (3) se resuelve mediante una serie de problemas lineales que en la 
interación i-ésima será como el siguiente: 
min F E F(Xi) + VFT(Xi)(X - X;) (26.a) 
sujeto a 
b) Secuencia de problemas cuadráticos 
En este caso la función objetivo contiene una aproximación cuadrática. 
1 
min F E F(X;) + VFT(Xi)(X - X;) + I(X - X i ) T H ( ~ i ) ( X  - X;) (27.a) 
sujeto a 
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c) Aproximación a problemas convexos I 
Aunque existen diferentes variantes, es muy eficaz la dehominada aproximación 
hlírida. 1 
sujeto a I 
donde los sumatorios en m1 y m2 se han definido para agrupar1 a las variables respecto 
a las cuales el gradiente es positivo y negativo respectivamentel. 
d) Secuencia de problemas lineales con variables inter*edias 
La formulación habitual definida por (26) para la secuencia de problemas lineales 
puede producir variaciones muy bruscas en los valores de las vahables entre iteraciones 
consecutivas y elimina zonas del espacio de diseño donde puede iencontrarse la solución. 
Para eliminar estos inconvenientes el problema definido en ( 3 )  puede aproximarse 
linealmente utilizando variables que varíen más suavemente a lolargo del proceso, en el 
caso concreto de optimización de estructuras los esfuerzos en los lementos suelen poseer e 
esta característica". Por ello, una vez definido un vector Z de variables intermedias y 
habiéndose establecido en cada etapa la relación entre variabled. 
el problema real se aproxima en la iteración i-ésima a I 
l l 
min F  = F ( Z i )  + V F ~ ( Z ; ) ( Z  - 2;) (30.a)  
l sujeto a 
l 
METODOS DE OPTIMIZACION GLOBAL 
Es bien conocido que la optimización de estructuras ocasiona problemas de tipo 
no lineal cuya región de diseño en muchas ocasiones no es convexa. A consecuencia 
de ello pueden existir varios mínimos locales en un problema1' y el menor de ellos es 
la solución del problema. En la Figura 8 aparece un ejemplo sencillo de optimización 
de peso de un emparrillado sujeto a condiciones tensionaleslg, y el espacio de diseño 
conteniendo los dos mínimos locales que resulta en un caso concreto. 
Figura 8a. Emparrillado simple y cargas actuantes. 
106 SANTIAGO HERNANDEZ 
j X) 15 X1 
Figura 8b. Región de diseño resultante. 
Otra dificultad existente es la aparición de regiones de diseño disjuntas entre sí, 
circunstancia que aparece en problemas con cargas y condiciones de tipo dinámico. En 
la Figura 9 pueden observarse las regiones de diseño en el caso de un pórtico simple 
sujeto a una carga distribuida y un movimiento del terreno de tipo senoidal 2 0 .  
- - - 
- 
l 
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1 5' f. 3 9 a  
Figura 9a. Pórtico solicitado por una Figura 9b. Región he diseño dividida en 
carga distribuida y un movi- dos sub egiones. 
miento senoidal del terreno. 'i 
Los métodos de optimización descritos hasta ahora solo karantizan la obtención 
de un mínimo local dentro de la subregión de diseño en la, que se encontraba el 
diseño inicial. A fin de solucionar esta limitación el pr'ocedimiento habitual solía ser 
iniciar el problema con diseños iniciales muy distintos a fin de intentar identificar los 
posibles mínimos locales. Una alternativa más eficaz debe venir a través de métodos 
de optimización global, que se encuentran en estos momentos &uy poco desarrollados; 
buena parte de ellos son índole probabilista e intentan encontar la posición de cada 
mínimo local mediante procedimientos estocásticosZ1, en base a los valores de la función 
objetivo en diversos puntos del espacio de diseño. Un método determinista que ha 
presentado buenos resultados hasta el momento es el método de tunelizaciónzZ cuyo 
funcionamiento aparece indicado en la Figura 10 y en el que trds elegir el diseño inicial 
Xi ,  se itera un proceio constituido por dos fases. I 
a) Fase de minimización. Su objetivo es encontrar un mí imo local. 7 b) Fase de obtención del diseño equivalente. Se intenta encontrar un diseño que 
proporciona el mismo valor de la función objetivo, sin qpe sea un mínimo local. 
El diagrama de flujo correspondiente al proceso de opti~ización global será el 
indicado en la Figura 11. 
La fase a) puede realizarse por cualquiera de los métodos iddicados en el apartado 
4. En la fase b) a partir de un mínimo local X*, el diseño equivalente no se obtiene en 
la función objetivo inicial, sino en una función llamada de tunehzación y definida por 
l 
T(X,  Xf ,t;) = F ( X )  - F ( X f )  
[(X - xf ) T ( ~  - xf )] t i  1 
El valor de parámetro t i  debe calcularse previamente por pr~~cedimientos numéricos 
y es el orden de la raiz del numerador de la expresión (31) en el punto Xf .  El diseño 
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x; = xc 
> ~ .. 




Figura 11. Diagrama de flujo en optimización global usando el método de tunelización. 
equivalente X;+l será una raiz de la función T(X, Xf, t;). Puede ocurrir que el nuevo 
punto sea también un mínimo local, es decir X;+i = Xi;, como se observa en la Figura 
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12. En este caso se define en Xkl  una función de tunelizaciób ampliada 
F ( X )  - F ( X f )  ' 
T(X,  Xf ,  ti, Xf+,) = 
((X - Xf)T(X - ~ f ) ) "  ((x - x,,iT(x - x,,))~~ (31) 
Figura 12. 
1 2 3 4 5 X 
Función con dos mínimos locales conseuctivos del mismo 
objetivo. I 
valor función 
En esta nueva función debe evaluarse únicamente el val03 del parámetro ti+,, y 
se prosigue seguidamente el proceso. La función de tunelización puede ampliarse con 
nuevos términos en el denominador si se repite el caso anterior! 
El método indicado maneja únicamente problemas sin condiciones, por ello una 
manera de utilizarlo en la optimización de estructuras es combi~arlo con las técnicas de 
función penalty, que crean un problema incondicionado al indicado por (1.3) mediante 
la expresión: I 
siendo r un parámetro que varía a lo largo del proceso. Ejemplds de aplicación pueden 
encontrarse en H e r n á n d e ~ ~ ~ .  I 
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