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RESUME 
Les communications sans-fil connaissent un developpement considerable depuis 
une vingtaine d'annees. Les utilisateurs de ces technologies ont des demandes de plus en 
plus elevees. En particulier, les attentes en termes de debit et de Qualite de Service ont 
significativement augmente. Ces problematiques sont l'objet de nombreux travaux de 
recherche recents. 
Ces dernieres annees ont vu naitre une solution innovatrice au probleme souleve 
par la limitation du spectre de frequences disponibles : il s'agit du MIMO (Multiple-
Input-Multiple-Output), une technologie utilisant simultanement plusieurs antennes 
d'emission et de reception. Elle introduit la dimension spatiale dans les communications 
sans-fil pour ameliorer l'efficacite spectrale des systemes. Ainsi, le debit de transmission 
et la qualite du signal regu sont ameliores. 
L'objectif de ce memoire est d'analyser la qualite de service (QoS) dans les 
systemes de communications sans-fil utilisant la technologie MIMO et d'exploiter la 
dimension spatiale pour differencier la QoS. Des techniques permettant d'offrir 
simultanement differentes QoS a plusieurs flots de donnees transmis sur un lien point-a-
point MIMO seront proposees et analysees. Ces flux de donnees sont appeles Classes de 
Service (CoS) et a chaque CoS correspond un certain nombre de criteres de QoS (taux de 
transmission, delai, taux d'erreur,...). 
Des techniques de transmission sans-fil utilisant a la fois les dimensions spatiale 
et temporelle seront detaillees. Ainsi, nous analyserons tout d'abord la transmission des 
CoS par multiplexage temporel, puis par multiplexage spatial. Nous nous pencherons 
VI 
alors sur les differences de performance entre ces deux techniques et sur les criteres de 
choix de l'une ou de l'autre. Dans un deuxieme temps, nous etudierons la transmission 
des donnees grace a une methode utilisant simultanement les deux dimensions. Nous 
comparerons alors les resultats aux precedents. 
L'objectif est de maximiser le taux de transmission pouvant etre alloue au flux le 
moins prioritaire. Nous chercherons done a optimiser la transmission de deux flux 
differents en termes de debit tout en respectant les contraintes de QoS. Nous montrerons 
qu'en effectuant un compromis entre les deux methodes de multiplexage, e'est-a-dire en 
utilisant une technique faisant varier les deux dimensions simultanement, nous sommes 
capables d'atteindre le niveau de QoS requis tout en maximisant le debit de transmission. 
Nous detaillerons les criteres de selection permettant de comparer les differentes 
techniques. Ces dernieres seront implementees dans le logiciel Matlab et seront analysees 
a l'aide des resultats de simulation. 
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ABSTRACT 
Wireless communication has had a considerable development in the past few 
years. Huge efforts in research have been made to maintain the Quality of Service and the 
increasing demands of users. 
Over the past few years, a novel technology has been proposed to solve the 
problem of limited radio-spectrum: it is known as MIMO (Multiple-Input-Multiple-
Output), which uses several antennas for transmission and reception. It allows an 
improvement of the systems spectral efficiency, and takes advantage of the spatial 
dimension. As a consequence, data rates and quality of the received signal are increased. 
The purpose of this thesis is to analyze the Quality of Service (QoS) of wireless 
communication systems using MIMO. Techniques offering various QoS in the same time 
to several flows of data transmitted through a MIMO point-to-point channel will be 
proposed and analyzed. These flows will be known as Classes of Services (CoS) and for 
each CoS there are some criteria of QoS (data rate, delay, error rate...). 
Techniques using spatial and temporal dimension to offer QoS will be detailed. 
Thus, we will analyze the transmission of the different CoS by temporal multiplexing, 
then by spatial multiplexing. The differences between the two techniques will be 
explained and the criteria of selection of the best transmission method will be defined. In 
a second time, a method using simultaneously the two dimensions will be detailed. The 
results will be compared with the previous ones. 
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The objective of the study is to maximize the data rate while respecting the QoS 
constraints. We will show that we can provide QoS using a compromise between the two 
methods of multiplexing and optimize the data rate of transmission. The selection criteria 
to compare the different techniques will be explained. The methods described in this 
work will be implemented with Matlab, and analyzed with the simulation results. 
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MIMO ET QUALITE DE SERVICE 
Les reseaux sans fil connaissent une tres forte croissance depuis leur mise en 
service dans les annees 1980 [1-3]. Aujourd'hui, ils offrent toute une serie de services 
multimedias, avec des dispositifs de plus en plus petits. Cette tendance a vouloir 
transmettre toujours plus et toujours plus vite a contraint les operateurs telephoniques a 
trouver de nouvelles solutions, puisque la capacite limite intrinseque a ces systemes etait 
atteinte. 
Depuis quelques annees, une nouvelle technologie appelee a revolutionner le 
sans-fil fait de plus en plus parler d'elle : le MIMO {Multiple Input Multiple Output). 
Cette technologie permet d'ameliorer 1'efficacite spectrale des systemes sans-fil. D'autre 
part, la notion de Qualite de Service (QoS) reste capitale et est essentielle pour satisfaire 
aux exigences des utilisateurs. 
L'objectif de ce memoire est d'analyser la QoS dans les systemes de 
communications sans-fil utilisant la technologie MIMO a multiples antennes de 
transmission et multiples antennes de reception. Differentes methodes de transmission de 
deux flux de donnees distincts seront analysees. Le but est d'optimiser le debit de la 
transmission tout en respectant un certain nombre de contraintes de QoS. 
Pour debuter ce memoire et placer ce travail de recherche dans son contexte, nous 
allons tout d'abord introduire les technologies de reseaux locaux sans-fil, la technique 
MIMO et les notions de QoS. 
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1.1. Mise en contexte : les reseaux locaux sans-fil 
En 1999, les premieres technologies sans fil grand public apparaissent sur le 
marche. Elles sont alors basees sur deux normes fixees par LIEEE : la 802.11a et 
802.11b. La premiere annonce un taux de transmission maximal de 54Mbps (en utilisant 
des frequences autour de 5 Ghz), et la deuxieme jusqu'a 11Mbps (sur une fourchette de 
transmission se situant dans les 2,4 Ghz). Le 802.11b, etant une solution moins chere et 
offrant une meilleure portee, s'impose rapidement sur ce marche emergeant. 
Pourtant, en pratique les debits reels sont equivalents, au mieux, a 50 ou 60% de 
la bande passante theorique. De plus, les portees sont assez aleatoires, car elles dependent 
de maniere excessive de l'environnement, et le moindre obstacle diminue serieusement la 
couverture du reseau. A 1'epoque, cela restait suffisant pour des communications legeres 
entre des terminaux, notamment du partage de connexion Internet, mais tout gros 
transfer! de fichiers devenait vite difficile. 
Une nouvelle norme de transmission, la 802.11 g, fait alors son apparition. En 
effet, il existe une reelle demande de la part des utilisateurs qui souhaitent s'affranchir 
des reseaux filaires tel que TEthernet. Cette norme propose un taux de transmission 
maximal de 54Mbps, et elle est compatible avec le 802.1 lb car elle utilise la meme plage 
de frequence. On assiste a partir de ce moment a une democratisation importante du sans-
fil, due a l'introduction du 802. llg, ajoutee a une baisse continue des prix et a une 
relative simplification de mise en oeuvre. 
II existe alors une forte croissance des debits de connexion a Internet et une 
augmentation sans cesse plus importante des exigences des utilisateurs : ils veulent par 
exemple pouvoir ecouter de la musique ou regarder de la video de la maniere la plus 
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confortable possible, en se souciant le moins possible des distances et obstacles qui 
composent leur environnement. 
Voila pourquoi une nouvelle norme a ete de nouveau mise en chantier en Janvier 
2004: le 802.1 In. Une premiere ebauche a ete validee en mars 2006. Elle apporte comme 
principale evolution la technologie connue sous le nom de MIMO, dont le principe 
essentiel est d'utiliser simultanement plusieurs antennes de transmission et de reception. 
1.2. Le MIMO (Multiple-Input-Multiple-Output) 
Voici quelques-unes des etapes jalons du developpement du MIMO : 
• 1984 : un brevet est depose par Jack Winters du Bell Laboratories pour les 
communications sans-fil utilisant des antennes multiples. 
• 1985 : Jack Salz publie un article sur le MIMO base sur les travaux de 
Jack Winters [4]. 
• De 1986 a 1995 : nombreuses publications dans le domaine des systemes a 
antennes multiples [5-6]. 
• 1996 : Greg Rayleigh et Gerard J.Foschini proposent la technique du 
multiplexage spatial qui permet d'accroitre 1'efficacite du MIMO. II est demontre que la 
capacite du MIMO augmente avec le nombre d'antennes de facon proportionnelle [6]. 
Les technologies sans fil se basent sur le principe de 1'envoi et de la reception de 
donnees sous forme d'ondes electromagnetiques. Ces ondes sont emises a des frequences 
precises (pour la norme 802.llg, la plage de frequence utilisee va de 2,400Ghz a 
2,497Ghz). II faut savoir que les systemes sans-fil evoluent en fonction d'une contrainte 
principale qui reside dans la nature meme des ondes [1][7]. Leur comportement avec 
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1'environnement constitue un handicap majeur. elles sont victimes de rebonds, 
d'absorption et d'attenuation suivant les obstacles et les distances parcourues. Ces 
phenomenes entrainent une baisse importante de la qualite de la transmission (attenuation 
du signal transmis) et reduisent a la fois portee et debits. C'est sur ce point que se 
concentrent les innovations technologiques telles que le MIMO afin d'obtenir les 
meilleures performances possibles en reduisant au maximum l'influence de 
1'environnement. 
Le principe de base du MEVIO est simple. Au lieu d'envoyer un signal unique sur 
une seule frequence, plusieurs signaux sont envoyes simultanement. Le but est a la fois 
d'augmenter le debit et la portee du reseau. 
L'utilisation simultanee de plusieurs antennes emettrices et receptrices constitue 
la caracteristique principale du MIMO. L'algorithme qui le gere decoupe Tinformation a 
transmettre puis la fait transiter parmi tous les emetteurs a sa disposition. A Tautre bout, 
le peripherique receveur, ayant plusieurs antennes, utilise un algorithme reciproque et est 
capable de reorganiser les donnees qu'il recoit. Un peripherique MIMO est ainsi equipe 
de 2 a 8 antennes (voire plus), chacune emettant ou recevant un signal different. II a ete 
demontre que plus elles sont nombreuses, plus les debits augmentent [6]. 
La technologie du MIMO a pour particularite de pouvoir composer avec les 
obstacles rencontres. Chaque signal emis, qui est une onde, passe par un chemin different 
pour atteindre sa destination. Chacun reagit done differemment a 1'environnement 
rencontre et permet d'accroitre la diversite et done la qualite du signal re5u, ainsi que le 
debit de transmission. 
Ainsi, nous constatons l'importance de cette innovation technologique et cette 
mise en contexte nous permet de placer notre travail dans un cadre d'interet evident. 
5 
1.3. La Qualite de Service (QoS) 
Nous avons etabli la pertinence de l'etude des systemes MIMO. Dans cette partie 
introductive a la notion de Qualite de Service, le but est de mettre en evidence les 
grandeurs qui nous serviront ensuite a l'etude de ces systemes en particulier [8-9]. 
La qualite de service est definie de facon generique dans [10] comme "I'effet 
global de la performance du service qui determine le degre de satisfaction de I 'usager de 
ce service". La motivation principale a l'introduction de la notion de QoS est d'assurer a 
tout utilisateur respectant un certain nombre de contraintes donnees, que les performances 
qu'il a reclamees seront effectivement satisfaites par le reseau. 
II existe ainsi deux types de parametres QoS: 
• des contraintes utilisateurs telles que le debit maximum et le debit moyen 
• des performances obtenues telles que le temps de reponse et le delai de 
transfert. 
Cette definition peut etre percue suivant quatre points de vue differents: 
• QoS reclamee par le client, 
• QoS offerte par le fournisseur, 
• QoS realisee par le fournisseur, 
• QoS percue par le client. 
Le but etant que le dernier point concorde au maximum avec le premier, ce qui 
s'avere parfois plus difficile que prevu (voir aspect humoristique a la Figure 1.1 [11]). 
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Les besoins QoS du client sont souvent exprimes dans un langage non-technique, 
alors que la QoS offerte par le fournisseur est decrite par 1'intermediate de parametres 
(que Ton tente done de rendre aussi intelligibles que possible pour l'utilisateur, afin de 
faciliter la comprehension entre les deux parties). Ces parametres QoS forment done un 
langage commun permettant de relier les parametres de performance specifiques aux 
reseaux (protocoles, configurations) et les parametres de performance specifiques aux 
utilisateurs (applications, besoins). 
Deux criteres de performance seront utilises dans ce memoire : la vitesse (delai et 
debit de transfert d'information) et la precision (probabilite d'erreur de transfert 
d'information). Nous etudierons plus precisement le taux d'erreur par bit et le taux de 
transmission (relie au debit de transfert d'information). 
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Figure 1.1. Illustration de la subjectivite de la notion de Qualite de Service [11] 
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1.4. Objectifs et contributions 
L'objectif de ce travail est de satisfaire differents niveaux de QoS requis pour la 
transmission de plusieurs flux de donnees dans un systeme de communications sans-fil 
MIMO. Nous analysons des techniques permettant d'offrir simultanement differentes 
QoS a plusieurs CoS. Nous supposons dans ce travail que nous voulons transmettre deux 
CoS : un flux de donnees numeriques pures (appele data) et un flux de donnees audio 
(appele voix). Chaque flux possede des contraintes qui lui sont propres : le taux d'erreur 
cible pour chacun et le debit a la source du flux de la voix. Ces criteres de QoS doivent 
etre respectes, tout en optimisant la transmission de telle sorte que le debit du flux data 
soit maximal. 
Le but de ce memoire est de definir clairement les techniques de transmission 
sans-fil MIMO utilisant a la fois les dimensions spatiale et temporelle. Dans un premier 
temps, nous detaillons la transmission des deux CoS par multiplexage temporel (variation 
du temps de transmission pour chaque flux), puis par multiplexage spatial (variation de la 
puissance allouee a chaque flux, par une technique similaire au Waterfilling [12-22] [47-
50]). L'objectif est de trouver un critere de choix precis quant a l'utilisation de l'une ou 
1'autre technique, afin de maximiser le taux de transmission du flux de data. Une 
methode permettant de prendre en compte simultanement les deux dimensions est ensuite 
detaillee. Le but est de faire varier a la fois le temps alloue a chaque flux pour la 
transmission, ainsi que la puissance. Nous demontrons qu'en effectuant un compromis 
judicieux entre ces deux methodes de transmission, alors elle est optimale, c'est-a-dire 
que le debit de transmission est maximal tout en satisfaisant le niveau de QoS requis pour 
chaque CoS. 
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Les principales contributions des travaux presentes dans ce memoire sont: 
Modelisation d'un modele theorique pour la transmission de donnees sur un canal 
sans-fil MIMO avec decodeur Zero-Forcing. Validation de ce modele par la 
simulation. 
- Caracterisation du multiplexage temporel et du multiplexage spatial en termes de 
QoS offerte. Choix de la methode optimale en fonction du SNR (Rapport Signal 
sur Bruit) du canal : evolution des grandeurs caracteristiques de la QoS lors de la 
transmission, maximisation du taux de transmission. 
Caracterisation d'une methode d'optimisation a deux dimensions : algorithme 
permettant de transmettre les deux flux de donnees en respectant les criteres de 
QoS, et la maximisation du taux de transmission. 
1.5. Organisation du memoire 
Le Chapitre 2 est consacre a un rappel des principes de base des systemes de 
communication sans-fil. Nous y presentons les modeles de canaux existant. Dans le 
Chapitre 3, nous nous penchons sur la detection et la modulation des signaux. Le 
Chapitre 4 permet de detailler la performance des systemes MIMO. Nous y etablirons 
l'equation reliant le taux d'erreur en fonction du SNR du canal. Enfin, dans le Chapitre 5, 
nous presenterons nos principales contributions, en nous attardant tout d'abord sur la 
caracterisation precise du multiplexage temporel puis du multiplexage spatial. Nous 
presenterons ensuite une methode generalised prenant en compte les deux dimensions 
simultanement. Elle nous menera a 1'optimisation du probleme de transmission avec un 
respect des criteres de QoS. Finalement, ce memoire se conclura avec le Chapitre 6, ou 
nous proposerons des ouvertures possibles de recherche dans ce domaine. 
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CHAPITRE 2 
MODELISATION D'UN CANAL DE COMMUNICATION 
2.1. Modelisation d'un canal 
2.1.1. Systeme avec entrees /sorties 
On definit un systeme de maniere basique par une unite comportant au moins une 
entree x(t) et une sortie y(t), cette derniere correspondant a 1'entree ayant subi une ou 
plusieurs modifications. 
*• sortie y(t) entree x(t) 
Figure 2.1 : Modelisation d'un systeme 
Un systeme peut etre lineaire ou non, a memoire ou pas, et avoir d'autres 
proprietes particulieres, mais il se schematise toujours de maniere la plus simple par la 
Figure 2.1. 
2.1.2. Systeme de communications 
Un systeme de communications peut etre represents par un ensemble de sous-
systemes simples tels que presentes ci-dessus. La Figure 2.2 donne le schema-type d'un 
systeme de communication point-a-point, encore appele chaine de transmission. 
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Decodage Decodage i 
D e s t i n a t a i r e < Source * Canal « Demodulation k 
Figure 2.2 : Schema type d'un systeme de communications 
2.1.3. Le canal de transmission 
Un canal de communications est un medium physique qui est utilise pour la 
transmission d'un signal a partir d'un transmetteur ou emetteur jusqu'au recepteur. Dans 
les communications sans-fil, cette transmission se fait grace a des ondes 
electromagnetiques. Quelque soit le mode de transmission, des perturbations aleatoires 
non previsibles viennent affecter le signal transmis avant sa reception. 
Le canal de communications est modelise par des processus stochastiques [23]. 
Cette methode permet de prendre en compte les incertitudes inherentes au processus. La 
presence des bruits additifs se revele etre un des problemes recurrents; ils ont diverses 
causes, notamment le bruit thermique des composants constituant l'appareil recepteur. 
L'effet du bruit peut etre attenue par l'augmentation de la puissance du signal transmis. 
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La bande passante disponible est egalement une limitation majeure, non 
seulement due aux composants electroniques, mais aussi aux restrictions legislatives et a 
la demande tres elevee pour cette ressource limitee. 
2.1.4. Canal avec bruit additif blanc et Gaussien (Added White Gaussian Noise 
AWGN) 
Le canal avec bruit additif blanc et Gaussien est le plus simple des modeles. Dans 
cette situation, le signal re<ju r(t) est la resultante du signal original s(t) avec 1'ajout de 
bruits modelises par un processus aleatoire ayant une fonction de densite de probabilite 
Gaussienne et une fonction d'autocorrelation 8(t). 
s(t) • ( ? ) • r(t) 
n(t) 
Figure 2.3. Modele d'un canal 
AWGN 
Dans les communications sans-fil, le bruit provient en majorite des interferences 
et des imperfections des composants electroniques utilises. II y est souvent modelise par 
un bruit blanc Gaussien [3] [23]. Sa densite spectrale est done une constante et son 
amplitude est representee par une variable aleatoire Gaussienne de moyenne nulle et de 
variance No/2. 
Ce modele, bien que physiquement non reel (car il impliquerait une puissance 
infinie pour le bruit) est neanmoins valable si la largeur de bande du systeme est 
beaucoup plus petite que celle du bruit. Ce sera le cas pour les systemes que nous 
etudierons. 
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Ainsi, dans la suite de ce travail, nous considererons pour le modele en bande de 
base un bruit blanc, de moyenne nulle, circulaire, symetrique et Gaussien : ce modele est 
appele ZMCSCG {Zero Mean Circularly Symmetric Complex Gaussian). 
Ce canal AWGN est utilise pour modeliser une communication directe ou en visee 
(ligne directe) entre l'emetteur et le recepteur. L'information a transmettre utilise un seul 
chemin. On rencontre ce type de canal dans les communications satellitaires. 
2.1.5. Le canal a evanouissements de Rayleigh 
Dans une communication sans-fil, on definit l'evanouissement comme une 
attenuation de la puissance du signal percue au recepteur. Nous classons les causes de ce 
phenomene en deux categories [24] : 
1- Evanouissements a grande echelle : 
-> la perte de puissance en chemin due a la distance parcourue : il s'agit 
de la perte de puissance inherente a la propagation d'un signal electromagnetique 
dans l'espace. 
-> l'ombrage : il est du a la presence d'obstacles fixes dans le chemin de 
propagation d'un signal radio (batiments par exemple). 
2- Evanouissements a petite echelle : 
II se compose d'effets combines de multiples parcours de propagation, de 
mouvements rapides de l'emetteur et/ou du recepteur, et enfin, des reflecteurs [25-27]. 
Cet evanouissement decrit les fluctuations rapides de 1'amplitude du signal recu sur une 
courte periode de temps ou une courte distance. Ce phenomene est cause par 
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1'interference constructive ou destructive d'au moins deux versions du signal transmis qui 
arrivent au recepteur avec un leger decalage temporel. 
Dans ce memoire, nous allons nous attarder sur les effets des evanouissements a 
petite echelle. Les attenuations a grande echelle seront simplement caracterisees par le 
rapport signal sur bruit (SNR) moyen autour duquel se produiront les evanouissements 
rapides. 
Un signal recu sans bruit et transmis sans modulation peut etre represente par : 
r(t) = I > ; ( t ) . c o s ( 2 7 r / c ( t - r , ( t ))) (2.1) 
ou (Xi(t) est le facteur d'attenuation dans le temps pour le iieme signal avec delai de 
propagation. La puissance est de distribution exponentielle et est independante de la 
phase qui suit une distribution uniforme./c est la frequence de la porteuse et rt(t) le delai 
dans le temps. Lorsque ces delais sont plus petits que T, la periode d'un symbole, ces 
delais sont a l'origine de l'evanouissement rapide. 
Pour un grand nombre de trajets independants, 1'enveloppe du signal recu sera 
modelisee a l'aide de la loi de Rayleigh : 
/(x)= ^-.e~.u(x) (2.2) 
ou a est la puissance moyenne re§ue et u(x) est un echelon unitaire. 
2.1.6. La selectivity 
Nous avons vu que le signal dans le canal subissait differents effets tels que des 
interferences, de la dispersion, ou l'effet du bruit. Nous pouvons representer un message 
transmis par x(t), le message envoye par s(t), le message recu par r(t), et 1'enveloppe du 
message regu par a>(t). 
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Nous avons alors: 
s(t) = R{x(t)e;'27r/ct} (2.3) 
r(t) = E{o)(t)eJ'27r/ct} (2.4) 
oil fc est la frequence de la porteuse. 
Nous supposons qu'il existe plusieurs parcours, et que le systeme considere est 
lineaire (la reponse impulsionnelle du canal pourra etre representee a l'aide d'une 
fonction Gaussienne complexe g(t, K)). L'expression de l'enveloppe est done : 
^(0 = $12 *& - h)g(t, h) dh (2.5) 
et le canal apres transformee de Fourier s'exprime comme suit: 
G(f, t) - f^g(t, h)e~2^h dh (2.6) 
Dans la suite de ce memoire, nous considererons le canal de communication 
comme quasi-stationnaire, e'est-a-dire pratiquement stationnaire dans un tres petit 
intervalle de temps. 
• Canal selectif en frequence : 
Un canal avec evanouissements ne possedant aucune correlation pour des 
frequences espacees est appele canal selectif en frequences [1][3]. La largeur de bande 
coherente est definie comme etant la largeur de bande d'un signal recu pour lequel 
l'evanouissement sera hautement correle. 
• Canal selectif en temps : 
Un canal avec evanouissements ne possedant pas de correlation pour un espace 
temporel suffisamment grand est appele canal selectif en temps. Le temps de coherence 
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est defini comme l'intervalle de temps du signal recu pour lequel l'evanouissement sera 
hautement correle. 
• Canal non selectif: 
Bien plus simple et commun, ce type de canal est represente par l'equation 
suivante : 
r ( t ) = v 4 . K { 6 ) ( t ) e ^ ^ t - 0 ) } (2-7) 
ou A et 9 sont des variables aleatoires statistiquement independantes et invariantes dans 
le temps. A est une variable aleatoire qui suit une distribution de Rayleigh et 9 est une 
variable aleatoire qui suit une distribution uniforme entre - n et n. Ce type de modele a 
une bande passante tres inferieure a la bande passante coherente et un temps de coherence 
infini. Nous utiliserons ce modele dans ce memoire. 
2.2. Les differents types de canaux 
Dans cette partie, le but est de modeliser le canal de communication, du systeme 
SISO (Single Input Single Output) au systeme MEVIO [27]. Nous nous interesserons 
egalement a l'echantillonnage du signal, utile pour la modelisation discrete. 
Nous avons vu precedemment que le canal pouvait etre considere comme un filtre 
lineaire. En effet, si h(r) represente la reponse impulsionnelle a travers le canal jusqu'au 
filtre adapte du recepteur, T est le temps ecoule depuis le depart du message, et t le temps 
alors le signal regu r(t) s'ecrit: 
r(t) = h(r) * s(t) (2.8) 
ou s(t) est le signal transmis. II s'agit d'un produit de convolution entre le canal et le 
signal transmis. 
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2.2.1. Le modele SISO (Single Input Single Output) 
Le modele le plus simple et largement repandu est le modele SISO (Figure 2.4) : 
les bases d'emission et de reception possedent toutes deux une seule antenne chacune. II 
n'y a done qu'un seul canal h(r) entre l'emetteur et le recepteur, et la reponse a une 
entree s(t) est donnee par la formule ci-dessus (2.8). 
Figure 2.4. Systeme de communication SISO 
2.2.2. Le modele MIMO (Multiple Input Multiple Output) 
Cette fois, les stations emettrice et receptrice possedent toutes les deux plusieurs 
antennes, comme le montre la Figure 2.5. On note Mt le nombre d'antennes a la station 
emettrice et Mr celui a la station receptrice. II y done Mt x Mr canaux differents entre 
l'emetteur et le recepteur dans ce systeme [34][37]. 
Soit hij(j,i) (avec i £ [1, ...,Mr] et j E [l,...,Mt]) le canal entre l'antenne 
emettrice j et l'antenne receptrice /. Si on note ritj (t) la sortie du canal, alors nous 
avons : 
rtij(t) = htJ(j) * sj(t) (2.9) 
ou Sj(t) est 1'entree du canal. 
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U est possible de donner une representation matricielle du canal. En effet, soit 
H(T) une matrice de dimension MrxMt: 
/ I U ( T ) ... h1Mt(r) 
H(T,t) 
^ M r , l (
T ) — ^ M r / M t (
T ) 
(2.10) 
s(t) le vecteur de dimension Mt x 1 a 1'entree du canal: 
s ( t ) = [s1(t)52(t).. .sMt(t)]
5 (2.11) 
et r(t) le vecteur de dimension Mr x 1 a la sortie du canal 
2 j n = i








Alors nous avons la relation suivante : 
r( t) = H(T) * s(t) (2.13) 
Nous avons done maintenant une relation vectorielle et matricielle entre 1'entree 
et la sortie du canal, dans le cas d'un systeme MIMO. 
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Figure 2.5. Systeme de communication MIMO 
2.2.3. Les modeles SIMO (Single Input Multiple Output) et MISO (Multiple Input 
Single Output) 
II s'agit de modeles mixtes qui sont des cas particuliers de modele MIMO. En 
effet, une des stations est equipee seulement d'une antenne : si Mt = 1, il s'agit du 
modele SIMO, et si Mr = 1, il s'agit du modele MISO. 
2.2.4. Echantillonnage 
Le traitement du signal se faisant numeriquement, il est necessaire d'expliciter le 
modele discret en bande de base que nous utiliserons par la suite. 
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• Systemes SISO: 
Soit Es/Mt l'energie transmise par symbole par antenne. Nous travaillons avec 
des entrees normalisees telles que E{sH(t)s(t)} = Mt, ou E represente l'esperance 
mathematique. L'entree du canal s'exprime done par yj Es/Mt. s(t) [29]. 
Soit la frequence d'echantillonnage 1/TS, avec 1/TS ~ B ou B est la bande de 
frequence utilisee pour la transmission. Si h(r) est la reponse impulsionnelle du canal, et 
s(t) le signal a transmettre, alors le signal recu r(t) peut etre vu comme la somme des 
echantillons retardes de s(t) ponderes par h(r). 
Le canal modelise comme une ligne a retard s'ecrit: 
/ i ( T ) = Y h [ f l 5 ( T - f . T s ) (2-14) 
t 
Or nous savons que pour un canal SISO, nous avons : 
r(t) = /I(T) * s(t) (2.15) 
Done, il vient que : 
r(t) = ^(T)*V^s(0 
= Z/h[fl6(T-^.Ts)*V^s(t) 
= l£JTsh[-e]s(t--e.Ts) 
Finalement, nous avons que : 
r[k] = Zty/E~sh[f]s((k - ^)TS) = ZtJfyhWslk - -e] (2.16) 
pour k £ M. 
21 
Pour un canal plat en frequence, le canal se comporte comme un simple « gain ». 
On obtient done la relation entree-sortie suivante : 
r[k] = V^h[0]s[k] (2.17) 
• Systemes MIMO : 
Dans ce cas, on a Mt le nombre d'antennes a la station emettrice et Mr celui a la 
station receptrice. Le vecteur s[k] de dimension Mt x 1 vaut s[k] = s(kTs), et le vecteur 
r[k] est de dimension Mr x 1. D'apres les resultats precedents (2.17), nous obtenons la 
relation entree-sortie suivante : 
r[/c]= JgH[0]s[k] (2.18) 
ou H[0] represente le canal MIMO a l'instant ou se fait la transmission (echantillon de la 
matrice de dimension Mr x Mt). 
2.3. Modelisation du canal de communication 
Dans notre travail, nous considerons que le canal de communication est aleatoire 
(exhaustivement presente dans [30]). Dans certaines applications, il est en effet possible 
que la periode Tc soit superieure a la periode de chaque symbole : on a T<TC. Dans ce cas, 
il peut etre considere comme constant pendant un certain nombre de symboles. Ce 
principe est mis en application dans le modele des evanouissements en blocs ou bloc 
fading [31-32]. Le canal sera represente, apres chacune de ces periodes, par une autre 
realisation independante de la precedente : canal quasi-statique. Suivant le milieu dans 
lequel se fait la communication sans-fil, nous presentons ci-dessous deux modeles en 
bande de base [26] [36]. 
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2.3.1. Milieu riche en diffusions 
Dans ce premier cas, le modele de Rayleigh est utilise lorsque le milieu est riche 
en diffusions. Le canal est represents par la matrice Hw, dont les coefficients sont 
ZMCSCG, de variance unitaire, et independants. HM(x,y) est l'element a la position 
(x,y) de la matrice Hw. Nous supposons trois hypotheses fondamentales : 
• Les evanouissements sont centres, on a done : 
e{HO)(x,y)} = 0 (2.19) 
• Le canal n'amplifie pas le signal en moyenne, on a done : 
£{|Hw(x,y)|
2} = l (2.20) 
• Et enfin, les diffusions sont supposees non-correlees, d'ou : 
e{H(0(x,y)H(Jl)(w,z)} ^Osix^wety^z (2.21) 
Chaque coefficient de la matrice de canal va etre modelise de la maniere 
suivante : 
H^,y) = a(X'y)f(X'y) (2.22) 
ou a(x,y) et P(x,y) sont des variables aleatoires Gaussiennes independantes et 
identiquement distribuees, telles que a(x,y)~N(0,l). La matrice HW ainsi definie est de 
rang mm(Mr,Mt). Des modeles plus complexes prenant en compte l'etalement Doppler 
existent [33], mais dans le cadre de ce memoire, nous modeliserons les coefficients de la 
matrice de canal grace a l'equation (2.22). 
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2.3.2. Correlation spatiale 
Dans le paragraphe precedent, l'une des trois hypotheses fondamentales est que 
les coefficients ne sont pas correles entre eux. Si ce n'est pas le cas, Hw ne peut pas etre 
ecrite comme dans (2.22), et nous dirons qu'il y a correlation spatiale au recepteur et/ou 
a l'emetteur. 
Soit Rt (de dimension Mt x Mt) et Rr (de dimension Mr x Mi) les matrices de 
correlation a l'emetteur et au recepteur. La matrice H de dimension Mr x Mt representant 
le canal correle et H^ la matrice de canal definie ci-dessus, nous avons alors [34]: 
H = V R X V * ^ (2-23) 
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CHAPITRE 3 : 
PERFORMANCES D'UN SYSTEME MIMO 
Dans cette partie, nous detaillons le systeme de communication utilise pour notre 
modelisation: tout d'abord, nous analysons la modulation utilisee (modulation 
d'amplitude en quadrature), puis nous expliquons le principe d'un decodeur lineaire. 
Nous serons alors en mesure d'etablir la relation reliant le SNR en sortie des antennes de 
reception au SNR dans le canal, puis entre le taux d'erreur par bit et le SNR du canal. 
Nous verifierons alors ce modele theorique par la simulation. 
3.1. Modulation d'amplitude en quadrature 
Nous introduisons la notion de modulation comme etant le processus par lequel le 
signal est transforme de sa forme initiale en une forme adaptee au canal de transmission 
[23][35-39]. 
Dans notre travail, la modulation utilisee est la modulation d'amplitude et phase 
en quadrature (Quadrature Amplitude Modulation ou QAM). Cette methode consiste a 
modifier l'amplitude et la phase de la porteuse elle-meme et egalement celles d'une onde 
en quadrature (dephasee de 90° avec la porteuse) selon 1'information transported par deux 
signaux d'entree. Elle est tres populaire en raison de son debit eleve et de son efficacite. 
Elle est utilisee pour la modulation de signaux dans plusieurs systemes de 
communications sans-fil. 
II s'agit done, en utilisant une notation complexe, d'une modulation d'amplitude 
et phase d'une onde, exprimee en complexe, par un signal, exprime en complexe. 
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L'amplitude et la phase de la porteuse sont done simultanement modifiees en fonction de 
l'information a transmettre. 
Le principe est de coder chaque symbole dans l'espace de Fresnel associe a la 
frequence de la porteuse fc. Nous pouvons done ecrire la base des fonctions orthogonales 
permettant de trouver tous les signaux modules sm(t): 
? i ( 0 = Jcos(27r / c t ) (3.1) 
/ 2( t ) = ^s in(27i / c t ) (3.2) 
Nous remarquons que grace a 1'expression de cette base, le codage peut se faire a 
la fois sur la phase et sur l'amplitude. D'une fagon generate, les signaux modules peuvent 
alors etre mis sous la forme : 
sm(t) = R{Xmg(t)e
2^t] (3.3) 
ou g(t) est une fonction definie sur [0,T] qui permet d'ajuster le spectre du signal 
transmis, et Xm un nombre complexe. 
Nous distinguons alors differents cas, suivant la complexite de la constellation 
utilisee : 
Si tous les Xm sont reels, la modulation porte simplement sur l'amplitude (PAM, 
Pulse Amplitude Modulation) 
Si les Xm sont situes sur le cercle unite, la modulation porte sur la phase, on parle 
alors de PSK (Phase-Shift Keying) 
Dans un cas plus general, les Xm sont le plus souvent repartis sur une grille 
rectangulaire, comme on peut le voir sur la Figure 3.1. 
26 
-1 -0.5 0 0.5 1 1.5 
+ + ' + + 
0.5 
+ + ; + + 
-1 -0.5 0 0.5 1 
+ + + + 
-0.5 
+ + ... + + 
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Figure 3.1. Quelques constellations QAM classiques, 
normalisees en energie moyenne par symbole 
Le nombre de valeurs discretes pouvant etre assume par Xm est appele le nombre 
de points dans la constellation et est denote par MQAM. Le nombre de bits pouvant etre 
modules dans un symbole est k = log2 MQAM. 
Dans le cas d'un canal parfait, nous pourrons done transmettre beaucoup plus 
d'information a bande passante egale si la complexity de la constellation augmente a 
l'infini. Dans une situation reelle, par contre, le bruit introduit par le canal provoquera 
d'autant plus d'erreurs de detection que la modulation est complexe. 
L'expression du Taux d'Erreur par Bit (Bit Error Rate ou BER) correspondant a 
cette modulation s'exprime comme suit [40] (Figure 3.2): 
BER = 4. log2M ^ VJM-1"JVO/J 
(3.4) 
pour un bruit blanc et Gaussien, ou M est le facteur de modulation, P la puissance du 
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Figure.3.2. Courbes de BER en fonction du SNR pour la modulation QAM, 
pour un canal AWGN, sans codage 
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3.2. Calcul des Rapports Signal/Bruit en sortie d'un systeme MIMO 
Nous allons etudier ici l'utilisation des decodeurs MIMO Zero-Forcing et 
Minimum Mean-Square Error, qui sont des systemes lineaires. Le but etant de connaitre 
F expression du SNR en sortie du systeme pour chacun de ces deux decodeurs [26] pour 
ensuite calculer le BER pour une modulation QAM a Faide de 1'expression (3.4). 
3.2.1. Introduction 
Afin de reduire la complexite de decodage des recepteurs, nous utilisons un filtre 
lineaire qui separe les flux de donnees transmis, puis decode independamment chaque 






5 M T 
Figure 3.3. Schema d'un recepteur lineaire permettant de separer les 
flots de donnees transmis sur un canal MIMO 
Nous allons voir les cas du decodeur Zero-Forcing (ZF) et du decodeur Minimum 
Mean-Square Error (MMSE). Bien que les decodeurs ZF pour les canaux SISO et SIMO 
aient ete construits au depart pour annuler les interferences entre symboles, nous les 
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utiliserons ici afin de supprimer les interferences provoquees pas les differents flux de 
donnees. 
3.2.2. Decodeur Zero-Forcing (ZF) 
La matrice de Zero-Forcing qui separe le signal recu en ses composantes 
transmises en flux s'ecrit : 
GZF = H
+ If- (3.6) 
oil GZF est une matrice Mr x MR qui inverse tout simplement le canal. H
+ est la matrice 
pseudo-inverse de H definie par : H+ = (H*H)-1H* et H* est la transposed conjuguee de 
H. 
La sortie du recepteur ZF est donnee par : 
z = s+ I^.H+.n (3.7) 
ou on suppose que MR > MT et que H est une matrice de rang plein. H est la matrice de 
canal de dimension MR X MT, S est le vecteur de signal transmis de dimension Mr x 1 et 
ou n est le bruit ZMCSCG de dimension MR X 1 et de matrice de covariance egale a 
Le decodeur ZF decouple la matrice de canal en MT canaux scalaires paralleles 
avec bruit additif. Le bruit est clairement augmente par cette methode. En outre, le bruit 
est correle entre tous les canaux. Chaque canal scalaire est decode independamment en 
ignorant le bruit de correlation. Le decodeur ZF reduit la complexite du decodage, mais 
est sous-optimal. Pourtant, ce sera ce modele que nous utiliserons par la suite car sa mise 
en oeuvre est tres simple et il est couramment utilise. 
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En ce qui concerne la performance de ce modele, nous pouvons exprimer grace a 
l'equation (3.7) la puissance du bruit pour le kieme flux de donnees en sortie (k = 1, 2, ..., 
MT): 
_JAJ_ H H)-ij ( 3 8 ) 
Hli SNRcanal
 LK y J*>* V ' 
ou SNRcanal = ^ . 
Cette puissance nous fournit le SNR correspondant: 
ciun — SNRcanai 1 
o W / v i . — • •- - • . (3.9) 
Cette expression est celle que nous utiliserons par la suite dans toute notre etude 
pour exprimer les SNR a la sortie de chaque antenne de reception. On se place dans le cas 
ou MT = 2. 
3.2.3. Decodeur Minimum Mean-Square Error (MMSE) 
Le decodeur ZF elimine completement les interferences dues aux differents flux 
de donnees aux depends de 1'augmentation du bruit. Le decodeur MMSE etablit un 
compromis entre la diminution des interferences et 1'augmentation du bruit, tout en 
minimisant l'erreur totale : 
GMMSE = a rgminfd lCy-s l l 2 } (3.10) 
u 
ou E designe l'esperance mathematique et avec y le vecteur de signal recu, qui s'exprime 
par: 
y = /J^Hs + n (3.11) 
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D'apres l'equation (3.11) et le principe d'orthogonalite [23], on en deduit 
1'expression de la matrice du decodeur MMSE : 
GMMSE = J | * (HH * H + 1 ^ - * I M T ) _ 1 * H« (3.12) 
La performance d'un tel systeme donnee par le rapport signal sur bruit plus 
interferences sur le kieme flot decode s'exprime alors par: 
SINRk = • 
1 




3.2.4. Comparaison entre un decodeur Zero-Forcing et un decodeur MMSE 
Pour un canal de Rayleigh, nous tragons le BER en sortie du systeme pour chacun 
des deux decodeurs. Nous obtenons ces resultats par simulation (Figure 3.4). 
Nous observons alors que le taux d'erreur lie au decodeur MMSE est legerement 
inferieur a celui lie au decodeur ZF, cette difference tendant a devenir negligeable lorsque 
le facteur de modulation augmente. Ainsi, pour M = 64, la difference entre les deux 
recepteurs n'est pas significative. C'est pourquoi, dans la suite de ce travail, nous 
utiliserons le decodeur ZF, car sa mise en oeuvre est plus simple et les resultats tout aussi 
pertinents. 
10"1-
ZF :DATAM=16 | 
ZF :VOIXM=4 
MMSE: DATA M=16 ! 
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SNR du canal (dB) 
(a) Recepteur ZF et recepteur MMSE, Mdata = 16et Mvoix = 4 
I •-•— ZF : DATA M=64 \ 
\ -H- ZF:VOIXM=16 
• B ::, , ' - • MMSE : DATA M=64 
• - - • :Z- - I — » - ^ g ..„„ i " • MMSE : VOIX M=16 
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10"1[ - r, » . m 
- * • 
m • • . • 
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SNR du canal (dB) 
(b) Recepteur ZF et recepteur MMSE, Mdata - 64 et Mvoix = 16 
Figure 3.4. Probabilite d'erreur par bit obtenue par simulation pour un recepteur Zero-
Forcing et un recepteur MMSE, pour un canal de Rayleigh, dans le cas ou Mdata = 16 et 
MVOix = 4 (a) et dans le cas ou Mdata = 64 et Mvoix = 16 (b) 
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3.3. Relation entre le taux d'erreur par bit et le SNR dans le canal 
Nous envisageons ici le cas d'un recepteur Zero-Forcing et d'une modulation 
QAM. D'apres l'equation (3.4) on a, pour un bruit blanc et Gaussien [41]: 
d'ou: 
Or nous avons que: 
et d'apres(3.10): 
II vient que : 
BER=A_^\Q(fjri) 
\og2M [






MT • [( / /»* H)-i]k>fc 







Finalement, pour une realisation de canal h, nous obtenons : 
f i—) 
1 log 2 M 
n i l 3 SNRcanal y 1 \ (3.18) 
Le BER (la probability d'erreur) en sortie des deux antennes de reception est done 
une fonction du SNR dans le canal. A noter que nous avons fait ici l'hypothese que le 
bruit a la sortie du recepteur ZF etait Gaussien, ce qui n'est pas tout a fait exact. 
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3.4. Validation du modele theorique par la simulation 
Le but de cette partie est de verifier par la simulation la formule du BER 
developpee dans la section precedente. 
Nous nous plagons dans le cas ou MT = 2 et MR = 2. On suppose que nous avons 
un canal AWGN, done H = \MR. Enfin, nous utilisons un decodeur Zero-forcing. 
Nous etablissons alors une comparaison entre les courbes obtenues par simulation 
(comptage direct des bits en erreur apres leur passage dans le canal bruite) et par theorie 
(d'apres 3.18) pour differents facteurs de modulation (M = 4, 16 et 64). Ces resultats sont 
observes dans le cas d'un canal AWGN (Figure 3.5) et d'un canal de Rayleigh (Figure 
3.6). 
Ainsi, le modele propose dans la partie 4.2 est valide et va nous permettre pour 
toute la suite de ce memoire de travailler directement avec la formule de BER proposee 
en 3.18. Cela nous evitera de longues simulations fastidieuses et nous donnera des 
resultats d'autant plus rigoureux. 
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(a) BER en fonction du SNR du canal pour M = 4 
BERTHEORIQUEM = 16 
BER SIMULATION M = 16 
10 12 14 16 18 20 
SNR 
(b) BER en fonction du SNR du canal pour M - 16 
F - ^ BER th^orique M = 64 | ^ ^ B E R par simulation M =_64j! 
10 r 
(c) BER en fonction du SNR du canal pour M = 64 
Figure 3.5. Probabilite d'erreur par bit pour un canal AWGN en fonction du SNR du 
canal: theorique et par simulation, dans le cas ou M = 4 (a), M = 16 (b) et M = 64 (c) 
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Figure 3.6. Probability d'erreur par bit pour un canal de Rayleigh en fonction du SNR du 
canal: theorique et par simulation, dans le cas ou M = 4 
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CHAPITRE 4 : 
QUALITE D E SERVICE (QoS) ET CLASSES D E SERVICE (CoS) 
4.1. Transmission de differents flux 
4.1.1. Introduction 
Rappelons le but initial de ce travail : nous voulons transmettre un certain nombre 
de flux de donnees sur un canal MIMO, tout en considerant la notion de Qualite de 
Service, afin de satisfaire des contraintes donnees. L'idee de satisfaction d'une Qualite de 
Service est primordiale pour les systemes sans-fil, et elle a ete etudiee dans de nombreux 
travaux [25] [28] [42-46]. 
Dans ce chapitre, nous allons modeliser cette transmission et chercher a 
l'optimiser en introduisant deux methodes differentes. Nous supposons dans toute la suite 
de ce memoire que notre but est de transmettre deux flux distincts : par exemple des 
donnees pures (notees data) et des fichiers audio (notes voix). Ces deux flux 
correspondent a deux Classes de Services (CoS), auxquelles il est possible d'attribuer des 
priorites. Ainsi, nous considerons que notre CoS prioritaire est la voix : elle doit etre 
transmise a tout prix, et les contraintes la concernant doivent etre obligatoirement 
verifiees. Par contre, le flux de data sera transmis en best effort, c'est-a-dire que nous 
ferons du mieux possible pour respecter les contraintes posees, mais pas en priorite. 
Ces deux Classes de Service vont etre transmises dans le systeme par deux 
methodes differentes que nous allons detailler dans une premiere partie : le multiplexage 
temporel et le multiplexage spatial. Nous detaillerons par la suite les contraintes de 
Qualite de Service pouvant etre imposees au systeme, et leur evolution selon la methode 
de transmission choisie. 
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4.1.2. Multiplexage temporel 
Nous considerons un systeme MIMO 2x2 dans lequel nous voulons transmettre un 
flux de data (matrice binaire de dimension 2xLd) et un flux de voix (matrice binaire de 
dimension 2xLv). L'idee du multiplexage temporel est d'envoyer, a puissance constante, 
les deux flux l'un apres 1'autre dans le canal (ce qui revient mathematiquement a 
concatener les deux matrices binaires, puis a multiplier le resultat de cette concatenation 
par la matrice de canal H). 
La Figure 4.1 presente le schema de modelisation de la transmission des deux flux 
de donnees a travers le systeme en multiplexage temporel. 
Puissance 
constante Tdata + Tvoix = Tslot 
< • < * • 
•l data -t voix 
< • 
•I slot 
Figure 4.1. Modelisation des deux flux de donnees a transmettre en 
multiplexage temporel 
La variable Tsu>t correspond au temps alloue a la transmission pour un utilisateur. 
Pour notre etude, nous avons arbitrairement utilise Tsu„ = 1ms. Le temps alloue pour la 
transmission de tous les utilisateurs sera note Tdumyde- La dimension qui va varier est 
temporelle : les deux variables T^ata et TVOiX vont evoluer au fur et a mesure de la 
transmission, mais nous aurons toujours la contrainte suivante : 
Tdata + Tvoix = Tslot (4.1) 
Flux 1 : DATA 
rO 1 l i 
Ll 0 oJ 
Flux 2 : VOIX 
rl 0 l i 
Lo o iJ 
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En multiplexage temporel, les deux flux vont se repartir sur les deux antennes 
d'emission, comme nous l'observons sur la Figure 4.2. 
Xi = [ 0 1 1 101] 
X2 = [ 1 0 0 0 0 1] 
• SNRr 





Figure 4.2 : Schema du systeme de transmission des deux flux de donnees en 
multiplexage temporel 
Les probabilites d'erreur en sortie du systeme sont calculees grace a la formule 
(3.18): pour chaque antenne de sortie, on a un BER pour le flux data et un BER pour le 
flux voix, qui dependent du SNR dans le canal, du facteur de modulation pose et de la 
matrice de canal. 
A l'antenne 1, nous avons : 
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et a 1'antenne 2, nous avons: 
i - x 
n0 _ , V ]
Mdata'I \n ( I 3 SNRcanal , 1 \\ 
He2'data ~ 4- log2MdQta • IV ^ ^ ^ I • Mr [(H«.H)-i]2,JJ
 ( 4 " 4 ; 
voix' n I I ?_ SNRcanai 1 \ I (A c \ 
' r l ^ w t o - i ' Mr [(H"*H)-1]2 .2/J 
PP., = 4 
2 'v o l x log2M, 
Nous effectuons ensuite la moyenne sur chacune des deux valeurs pour obtenir les 
probabilites d'erreur par bit finales en sortie du systeme en multiplexage temporel: 
n _ Peldata + Pe2data (A Z:\ 
redata ~ 2
 K } 
P A- P 
n elvoix e2volx (A *j\ 
reV0ix~ ?
 y ' 
Dans le cas d'un canal AWGN, nous avons: H = IMRet dans le cas d'un canal de 
Rayleigh, les coefficients de HM sont modelises selon 2.22. 
Nous observons les deux probabilites d'erreurs en sortie du systeme en fonction 
du SNR de canal, pour differents couples de facteurs de modulation data/voix. A noter 
que le BER ne depend pas de Tdata ou Tvoix. Les resultats sont presentes a la Figure 4.3 
pour le cas ou Mdata = 16 et Mvojx = 4, et aux Figures 4.4 et 4.5 pour le cas ou M^ata = 64 et 
Mvoix = 16. 
Dans le cas ideal d'un canal AWGN, le taux d'erreur diminue beaucoup plus 
rapidement que dans le cas d'un canal de Rayleigh. Ce dernier est neanmoins beaucoup 
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(a) Canal AWGN, Mdata = 16 et Mwix = 4 
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(b) Canal de Rayleigh, Mdaw = 16 et Mvoix - 4 
Figure 4.3. Probabilite d'erreur par bit pour une transmission en multiplexage temporel, 
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(b) Canal de Rayleigh, Mdala = 64 et Mvoix - 16 
Figure 4.4. Probabilite d'erreur par bit pour une transmission en multiplexage temporel, 
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Figure 4.5. Probabilite d'erreur par bit pour une transmission en multiplexage temporel, 
dans le cas ou Mdaa = 64 et Mv„ix = 16, comparaison entre un canal AWGN et un canal de 
Rayleigh 
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4.1.3. Multiplexage spatial 
Dans cette configuration, la dimension exploitee pour offrir differentes QoS aux 
CoS n'est plus temporelle mais spatiale. Les deux flux de donnees sont envoyes en meme 
temps, et cette fois c'est un facteur de puissance allouee a chacun qui va evoluer lors de 
la transmission. Nous observons le schema de la modelisation de la transmission des deux 
flux a la Figure 4.6. 
Mathematiquement, cela revient a concatener horizontalement la premiere ligne 
de la matrice de DATA avec la deuxieme ligne de la matrice DATA (envoye sur la 
premiere antenne d'emission) et la premiere ligne de la matrice VOK avec la deuxieme 
ligne de la matrice VOIX (envoye sur la deuxieme antenne d'emission), comme le 













"data + t*voix = constante 
T. slot 
Figure 4.6. Modelisation des deux flux de donnees a transmettre en 
multiplexage temporel 
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Autrement dit, dans le cas du multiplexage spatial, tout le flux de data est envoye 
avec la premiere antenne d'emission, alors que tout le flux de voix est envoye avec la 
deuxieme (Figure 4.7). 
v u 
X, = [ 0 1 1 1 0 0 ] - Canal de 
Rayleigh 
X2 = [10 1 0 0 1]-
** SNR|l N Peda 
»- SNR2l N Pe 
Figure 4.7 : Schema du systeme de transmission 
des deux flux de donnees en multiplexage spatial 
Nous observons alors les deux probabilites d'erreur par bit Pedum et Pevoix en 
fonction du SNR du canal. 
Pour cela, nous nous plagons dans le cas du decodeur Zero-Forcing, avec un canal 
de Rayleigh. Nous avons, en sortie des deux antennes receptrices, l'expression du SNR 
suivante (k = 1 ou 2): 
1 cum ^NKcanai 
SNRk = * [(//" * //)-l] f e ,k 
(4.8) 
Dans le cas du multiplexage spatial, nous allons faire varier la puissance assignee 
a chaque flux (data ou voix) grace a l'introduction d'un facteur multiplicatif jouant sur le 
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SNR de sortie. Ainsi la puissance sera ajustee de fagon a repondre aux exigences de 
Qualite de Service. 
Soit la matrice de repartition de la puissance y : 
Pi 0 
0 P2 
1 1 _ [ 2 * a 0 I f adata 0 1 ( 4 9 ) 
J [ 0 2 * ( l - a ) J [ 0 avo 
Avec 0 < a < 1 , 0 < adata < 2 et 0 < avoix < 2, et Pi + P2 = PT- Le facteur 2 
est introduit de telle sorte que pour MT = 2, l'energie totale transmise -
1- + -L—^- soit 
normalisee a 1. 
Nous avons ainsi, pour chacune des deux antennes de reception : 
5 N R l = 2 . a . £ ^ . _ _ L _ _ (4.10) 
™2 = ,a_a,^._i_ 
Ou encore : 
SNR, = ̂ ,a.S^^.^~ (4.12) 
SNR2 = a v o t e . ^ . _ _ i _ _ (4.13) 
Nous remarquons que si a = - , c'est-a-dire adata = 1 = avoix , il n'y a pas 
d'influence des facteurs sur le systeme. 




PP • = 4 
rcvoix ^- i„„ M . 
'n( \
 3 T SNRcanal _ 1 ^] 
Ainsi, nous exprimons le facteur de puissance en fonction du SNR dans le canal, 
du facteur de modulation, et de la probabilite d'erreur. Pour le flux de data, nous avons 
done : 
^ ^ • = - K « 8 ^ - V [ c i ^ - l o f c ^ - ^ | (4-16) 
et pour le flux de la voix, nous avons : 
^ ^ . ^ ^ / / r ^ - H (4-17) 
Les probabilites d'erreur (Pedata et Pevoix) intervenant dans les deux expressions 
ci-dessus correspondent aux BER cibles a atteindre pour satisfaire le niveau de Qualite de 
Service requis. 
Nous nous demandons a present comment evoluent les courbes de probabilites 
d'erreur en fonction du SNR de canal lorsque ces facteurs de repartition de puissance 
varient. 
Soit adata = 2 a et avoix = 2(1 — a) , avec 0 < a < 1. Nous faisons varier le 
facteur commun a entre 0 et 1, done nous faisons varier la puissance allouee a chacun des 
deux flux en entree. Le but est de voir 1'influence de la variation de a sur la probabilite 
d'erreur en sortie du systeme. 
20 25 
SNR tin canal <dB) 
(a) a - 0,2 
: - t i - DATA 1 
1 15 20 
SNR du canal |dB) 
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(d) a = 0,9 
Figure 4.8. Caracterisation de revolution de la probability d'erreur en fonction du SNR 
du canal lorsque le facteur de repartition de puissance varie, dans le cas d'un canal de 
Rayleigh, pour Mdata = 16 et Mvoix = 4 : 
a = 0,2 (a), a = 0,5 (b), a = 0,7 (c) et a = 0,9 (d) 
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Nous observons qu'a partir de a = 0,5 environ, les courbes de BER de la voix et 
de la data de la Figure 4.8. se croisent (nous ne presentons ici que certaines valeurs de a). 
Avant cette valeur, la courbe correspondant au flux de data (Mdata - 16) etait au-dessus 
de celle correspondant au flux de voix {Mvoix = 4). Elles vont par la suite avoir tendance a 
s'inverser lorsque a augmente. Finalement, lorsque a = 0,9, la courbe de la voix est au-
dessus de celle de la data. 
Nous pouvons caracteriser la position du croisement entre BERdata et BERvoix, 
selon la valeur de a. Nous remarquons que pour a < 0.5, les deux courbes ne se croisent 
pas et nous avons BERdata > BERvoix. Pour 0.5 < a < 0.78, les deux courbes de BER se 
croisent pour une valeur de SNR qui croit avec a. 
Finalement, pour a > 0.78, les deux courbes ne se croisent plus et nous avons 
BERvoix > BERdata. 
La Figure 4.9 permet de voir revolution du SNR de croisement entre 
BERvoix etBERdata, en fonction de a. Ce point d'intersection augmente lorsque a 

















0.55 0.6 0.65 0.7 
alpha 
0.75 0.8 
Figure 4.9. Caracterisation de revolution du croisement entre Pedata et 




4.2. Contraintes de Qualite de Service 
4.2.1. Introduction 
Nous avons caracterise les deux types de modeles de transmission utilises : d'une 
part, le multiplexage temporel des deux flux, et d'autre part, leur multiplexage spatial. A 
present, le but est d'introduire une idee de satisfaction de Qualite de Service, comme 
nous l'avons explique dans l'lntroduction de ce memoire. Nous allons nous demander 
quelle est la methode de transmission la plus interessante selon les contraintes a respecter. 
Dans notre probleme, nous supposons que les contraintes de QoS a respecter 
sont: 
Pour la voix : un certain taux d'erreur BERciblevoix et un taux de 
transmission RSOUrce,voix-
Pour la data : un certain taux d'erreur BERcibledata. 
La question que Ton se pose est alors : a quel taux de transmission maximal 
pouvons-nous transmettre le flux de la data, de telle sorte que les trois contraintes 
donnees ci-dessus soient respectees ? 
Nous allons tout d'abord etudier 1'evolution des grandeurs caracteristiques de la 
transmission dans les deux types de multiplexage : les facteurs de modulation (Mdata et 
MVOix), la longueur des paquets transmis (Ldata et Lvoix), le temps de transmission (Tdata 
et Tvoix), et enfin le taux de transmission (Rdata
 e t Rvoix)-
Nous travaillons sur un systeme MIMO avec deux antennes a remission et deux 
antennes a la reception, et nous nous placons dans le cas d'un canal de Rayleigh. 
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4.2.2. Etude des grandeurs caracteristiques de la transmission en Multiplexage 
Temporel 
Nous etablissons ici les relations fondamentales qui nous permettent d'acceder a 
toutes les grandeurs citees au paragraphe precedent. 
Nous supposons que la transmission de toutes les trames de tous les utilisateurs se 
fait pendant un temps de dutycycle note Tdc, qui est pris egal a 20ms. Le temps alloue a 
un utilisateur sera note Tslot , et il sera pris egal a 1ms. La largeur de bande du canal, 
notee Rcanah
 s e r a quant a elle fixee a 1MHz. 
Nous rappelons que dans le cas du Multiplexage Temporel, les flux de data et de 
voix sont transmis les uns apres les autres, a puissance constante (Figure.4.2). 
Tout d'abord, nous pouvons relier la longueur d'un paquet pour la voix puisque 
nous connaissons RSOurce,voix> impose par les contraintes. Nous avons : 
voix — * Toe (4.18) 
Nous en deduisons done le temps de transmission correspondant pour la voix : 
7 ^ = i^w^ (4-19) 
Ce temps de transmission depend de la modulation utilisee, que nous ne 
connaissons pas encore. II faut done tout d'abord calculer le facteur de modulation de la 
voix. Pour cela, nous utilisons l'equation demontree en (3.18) et l'equation (4.7): 
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BERr 
- R 1 
^cible.voix 
1 
^ ) A y/Mvoix Q ( j 3.SNRcanal "\1 
2 | l0g2MV0iX L V X | v - T O U - ' •—1 -LV " - ' 1 M / J M 00"> 
4 VMvoix n ( \ 3SNRcanal X\ ' 
' log2 Mvote " [
V V̂J (MVOjZ-l).mT.t(H
H*//)-i]2 2//J j 
qui nous permet de relier le BER cible de la voix et le facteur de modulation, selon le 
SNR du canal. Nous obtenons la valeur de Mvoix qui verifie cette equation, et nous 
remarquons que pour un SNRcanal trop faible, un tel coefficient ne pourra pas etre 
trouve : la transmission sera alors impossible. 
De plus, par definition, nous avons (d'apres la section 4.1): 
MVoiX = 1
kvoix (4.21) 
Nous en deduisons le nombre de bits par symbole transmis kvoix et ainsi, nous 
avons acces aux dernieres grandeurs recherchees : 
^voix.canal ^voix- ^canal.^T (4 .22) 
lvoix - z (4.23) 
Ainsi pour chaque SNR du canal, nous pouvons calculer les grandeurs 
caracteristiques du flux de la voix qui repondront aux contraintes de depart: la longueur 
des paquets, le temps de transmission et le facteur de modulation. 
Par ailleurs, puisque Ton se trouve dans le cas du multiplexage temporel: 
Tdata — Tslot ~ Tyoix ( 4 .24 ) 
Une fois que Tdata connu, nous en deduisons le facteur de modulation pour la data 
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De meme que precedemment, 1'experience prouvera que le coefficient Mdata ne 
peut pas verifier cette equation pour un SNRcanai faible. 
Une fois le coefficient Mdata connu, nous en deduisons les autres grandeurs : 
'-•data = Tdata- ^data- ^canal (4.26) 
Rdata,source ~ ~ ^ " • MT (4.27) 
Cette derniere valeur Rdata.source e s t celle qui nous interesse le plus, il s'agit du 
taux de transmission atteignable pour la data sous les contraintes imposees. Le but est de 
maximiser ce debit. 
Nous allons effectuer les calculs precedents dans le cas d'une seule realisation du 
canal (la matrice de canal est constante), et dans le cas de plusieurs realisations de canal, 
en moyennant ensuite sur le nombre de canaux. 
Nous imposons les contraintes suivantes : 
™voix,source = " ^ KupS 
BERcible,data = 1 " 
Ces ordres de grandeurs sont realistes pour un systeme sans-fil dans un 
environnement indoor (canal de Rayleigh). De plus, les taux d'erreur pour les deux flux 
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sont assez eleves car nous ne considerons pas de codage dans notre systems. Notons qu'il 
serait possible d'utiliser un codage Turbo ou LDPC pour le flux des donnees, ce qui 
ameliorerait grandement le BER. Au contraire, pour le flux de voix (plus difficile a 
coder), le codeur utilise serait moins puissant: par exemple, un codeur convolutionnel. 
Les resultats observes pour les grandeurs caracteristiques de la Qualite de Service 
sont presentes aux Figures 4.10 et 4.11 dans le cas d'une seule realisation de canal, et aux 
Figures 4.12 et 4.13 dans le cas de n = 4000 realisations de canal. 
Dans le cas d'une seule realisation de canal, le comportement des grandeurs 
etudiees est discret, puisque k prend comme valeurs 2, 4, 6 ou 8 : ainsi nous observons 
des paliers sur les Figures 4.10 et 4.11. 
Lorsque le SNR du canal croit, la constellation permise pour transmettre la data 
augmente (Figure 4.10 (b)). En effet, nous voulons conserver le BER egal a une valeur 
constante, done lorsque le SNR augmente, M augmente de 4 a 256. 
Jusqu'a SNR = 6dB, la transmission n'est pas possible pour la data, et jusqu'a 
14dB, elle n'est pas possible pour la voix (Figure 4.11) (exigences de BER plus elevees 
pour la voix). En fait, dans ce cas, nous ne pouvons pas trouver de facteurs de 
modulations repondant aux exigences de BER, done M est pose egal a 0. Lorsque la 
transmission devient possible pour la data (alors qu'elle n'est pas encore possible pour la 
voix), le temps de transmission de la data passe brusquement de 0 a 1ms (qui correspond 
au Tstot) (Figure 4.10 (c)). Le pic observe a 14dB pour la longueur des paquets et le taux 
de transmission (Figure 4.10 (a) et Figure 4.11) est du a un autre changement brutal de la 
valeur du temps de transmission, au moment ou la transmission pour la voix devient 
possible. Par la suite, le temps de transmission de la voix diminue pour laisser augmenter 
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celui de la data, sachant que la somme de ces deux temps fait toujours 1ms (Figure 4.10 
(c)). 
Cette premiere etape nous permet de comprendre comment vont evoluer les 
grandeurs liees a la Qualite de Service dans un canal, lorsque trois contraintes sont 
imposees lors de la transmission. II est neanmoins plus interessant de travailler avec un 
grand nombre de canaux, afin d'observer le comportement moyen des variables. Ces 
dernieres permettront en effet une etude plus pertinente lors de la comparaison entre 
multiplexage temporel et spatial. 
Ainsi nous observons les memes evolutions pour n realisations que pour une 
realisation de canal. Nous remarquons que la transmission n'est pas toujours possible 
pour la voix. La caracteristique du taux de transmission du flux de la data qui permet de 
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Figure 4.10. Grandeurs caracteristiques de la transmission en multiplexage temporel, 
dans le cas d'une seule realisation de canal, avec les contraintes : RVOiX,source
 = 
64 Kbps, BERcibl6iV0ix = 1(T
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Figure 4.11. Taux de transmission lors de la transmission en multiplexage temporel, dans 
le cas d'une seule realisation de canal, avec les contraintes : R voix.source 64 Kbps, 
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Figure 4.12. Grandeurs caracteristiques de la transmission en multiplexage temporel, 
dans le cas de n = 4000 realisations de canal, avec les contraintes : RVOix,source — 
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ure 4.13. Taux de transmission lors de la transmission en multiplexage temporel, dans 
cas de n = 4000 realisations de canal, avec les contraintes : R 
BERcible.voix = 1 0 > e t BERcibledata = 10" 
voix.source 64 Kbps, 
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4.2.3. Variation des contraintes imposees aii systeme dans le cas du Multiplexage 
temporel 
Dans ce paragraphe nous nous interrogeons sur les consequences d'un 
changement des contraintes fixees sur les grandeurs etudiees en 4.2.2. Les observations 
sont faites dans le cas de n realisations de canal avec comme hypotheses : Rcanai ~ 
1MHz, 
Tduty cycle — 20 ms (temps alloue pour tous les utilisateurs), et Tsiot — 1 ms 
(temps alloue au total pour la transmission pour un seul utilisateur). Nous nous placons 
dans le cas du flat fading, done on a Bc oc /jd, ou Bc est la bande passante du canal et 
rd le delai d'etalement (spread delay). Ce delai est habituellement de l'ordre de 10ns, 
done il est realiste de prendre une bande passante de 50MHz 
Nous allons etudier la variation de chacune des contraintes, lorsque les deux 












Tableau 4.1. Variation des contraintes de QoS pour le Muli 
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• Variation de RVOix,source '•
 n o u s supposons que BERciblevoix = 10
 2 et 
BERcibledata — 10
- 1 . Nous observons les caracteristiques des facteurs de modulation, 
des temps de transmission et des taux de transmission pour 
Rvoix,source = 64Kbps, 32Kbps et 16Kbps, qui sont donnees a la Figure 4.14. 
Lorsque le taux de transmission impose a la voix diminue, nous remarquons que 
les facteurs de modulation permettant de respecter les contraintes ne varient pas puisque 
le BER cible est le meme. Cependant, Tvoix va diminuer permettant une augmentation de 
la longueur des paquets et done du taux de transmission pour le flux de data. 
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Figure 4.14. Evolution des caracteristiques de la transmission en multiplexage temporel, 
pour n realisations de canal, lorsque RVOiX,SOurce — 64Kbps, 32Kbps et 16Kbps 
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• Variation de BERcibievoix : nous supposons que RVoix,source — 64 Kbps 
et BERcibiedata = 10
- 1 . Nous observons les caracteristiques des facteurs de 
modulation, des temps de transmission et des taux de transmission pour BERciblevoix = 
10~2 et 10 - 1 , qui sont donnees a la Figure 4.15. 
Lorsque la contrainte de BER fixee pour la voix est plus large (c'est-a-dire 
lorsque le BERcibievoix augmente), la transmission devient possible pour un SNR plus 
faible. Ainsi, la transmission est maintenant possible sur plus faible SNR pour 
BERcibievoix = 10
_ 1 , ce qui n'etait pas le cas pour BERcibievoix = 10~
2. Par ailleurs, 
lorsque le BERcibievoix est moins eleve, le taux de transmission atteignable pour le flux 
de data est plus eleve pour des SNR compris entre 10 et 35dB (Figure 4.15(c)). Enfin, le 
facteur de modulation correspondant a un BERcibievoix plus faible augmente plus 
lentement (pour des SNR plus eleves) (Figure 4.15 (b)). 
Les observations faites dans ce memoire qui concernent des SNR eleves (au-dela 
de 30dB) permettent d'analyser des tendances et de comparer des comportements 
differents. 
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Figure 4.15. Evolution des caracteristiques de la transmission en multiplexage temporel, 
pour n realisations de canal, lorsque BERciblevoix = 10
- 2 et 10 _ 1 
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• Variation de BERcibiedata : nous supposons que RVOiX,source
 = 64 Kbps 
et BERcibLevoix = 10~
2. Nous observons les caracteristiques des facteurs de modulation, 
des temps de transmission et des taux de transmission pour 
BERcWledata = 10
- 1 et 10~2, qui sont donnees a la Figure 4.17. 
Le temps de transmission pour la voix ne change pas lorsque BERcibiedata varie. 
Par contre, le temps mis par le flux de data pour etre transmis augmente moins 
brutalement a faible SNR lorsque BERcibieidata = 10~
2. 
En fait, nous remarquons la presence d'une «decrochement» sur la 
caracteristique du temps de transmission de la data lorsque BERcibledata = 10
_ 1 . En 
effet, toutes les courbes de temps sont censees etre translates dans les SNR lorsque 
BERcibledata varie, mais il nous faut egalement prendre en compte deux autres 
phenomenes : la somme de Tdata et Tvoix est constante et egale a Tslot, et la transmission 
du flux de la voix n'est pas toujours possible a faible SNR. Ainsi, lorsqu'elle devient 
possible, Tvoix augmente alors que Tdata a deja commence a augmenter, done Tdata ne 
peut que diminuer, d'ou le decrochement. Par ailleurs, Rdata
 e s t plus eleve a meme 
SNR lorsque BERcibledata augmente : moins la contrainte sur BERcibledata est forte, et 
plus nous allons pouvoir transmettre le flux de data a un taux de transmission eleve. 
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Figure 4.17. Evolution des caracteristiques de la transmission en multiplexage temporel, 
pour n realisations de canal, lorsque BERcn,ie(^ata = 10~
2 et 10"1 
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4.2.4. Etude des grandeurs caracteristiques de la transmission en Multiplexage 
Spatial 
Le probleme est le raeme mais nous nous placons cette fois dans le cas du 
multiplexage spatial: les deux flux sont transmis en meme temps sur le canal, et c'est la 
repartition de puissance allouee a chacun d'entre eux qui va varier (Figure 4.7). 
Les constantes apparaissant dans les calculs sont identiques au paragraphe 4.2.2 : 
nous supposons : Rcanai = 1 MHz, Tdutycycle = 20 ms, et Tslot = 1 ms. 
Nous faisons l'hypothese que les contraintes a respecter sont les memes que dans 
la section 4.2.2., c'est-a-dire, on veut respecter lors de la transmission : 
^voix.source ~ t>4 AopS 
"^"cible,voix ~ •*-" 
BERcible.data ~ 10 
La encore, les valeurs de BER sont assez elevees car nous considerons qu'il n'y a 
pas de codage lors de la transmission. La question que nous nous posons est alors : quel 





cas du multiplexage spatial, 
T • 
' VOIX 
nous avons : 
= 'slot 
'-'voix == ^source,voix * ' dc 










Grace a ces grandeurs, nous trouvons le facteur de repartition de puissance 
correspondant a la voix, par la relation : 
avotx = {Mv°lx~1} MT l(.HH * W ) _ 1 ] 2 2 [<T
a ( - # & * log2 Mvotx * EhiMi^ii)]
2 
VOlX 3 SNRcANAL iA V V V " ^ - 1 4 / . 
(4.32) 
Si avoix n'est pas compris entre 0 et 2, alors la transmission n'est pas possible 
sous les contraintes fixees. Par ailleurs, on sait que theoriquement, nous devrions avoir : 
adata,theorique — £ ~ Ot vo[x (4.33) 
mais aussi : 
„ _ (Mrfnto-1) Mr rruH „ L A - l l \n-l ( <JMdata „. i . » ,. BERcible,dataX\ 
c« " 3 SNRcANAL W * V ]x,X [Q ( ^ g — * l0g2 Mdata * j j 
(4.34) 
Le but est done de trouver le facteur de modulation Mdata maximal permettant de 
verifier simultanement ces deux equations, tout en validant: 
0<adata<2 (4.35) 
Pour un SNRCanai inferieur a une certaine valeur, on ne peut pas transmettre les 
deux flux de donnees en multiplexage spatial tout en respectant les contraintes fixees ci-
dessus. Nous verrons que cela va dependre du BER cible a respecter pour la data : moins 
il est faible et plus on peut transmettre a faible SNR. 
Dans le cas du multiplexage spatial, nous avons, lorsque la transmission est 
possible : 
Tdata = Tslot (4.36) 
Une fois que nous connaissons la valeur de Mdata , nous pouvons done en deduire 




Kdata.source ~ ~ \f*.5o) 
Nous observons alors le comportement de ces differentes valeurs en fonction du 
SNR du canal, pour n = 4000 realisations de canal. Les resultats sont presentes a la Figure 
4.18 pour la longueur des paquets (a), le facteur de modulation QAM (b) et le temps de 
transmission (c). L'evolution du taux de transmission en fonction du SNR dans le canal 
est quand a elle presentee a la Figure 4.19. 
Nous constatons que le facteur de modulation de la voix Mvoix est constant et egal 
a 4 des que la transmission est possible, alors que Mdata varie de 4 a 256. Par ailleurs, les 
temps de transmission evoluent de 0 a 1ms (Figure 4.18 (b) et (c)). Nous observons de 
plus que la transmission sous les contraintes posees n'est pas possible pour la data 
lorsque le SNR du canal est inferieur a 15dB environ (Figure 4.19). 
Pour comprendre ce phenomene de maniere plus precise, nous etudions 
revolution des facteurs de repartition de puissance avoix et a d a t a . Pour cela, nous 
trac,ons, d'apres les formules 4.32, 4.33 et 4.34, les trois coefficients avoix, 
adata,theorique> e*- adata,calcule (Figure 4.2U). 
Nous cherchons, comme detaille dans la demarche presentee ci-dessus, les valeurs 
de Mduta de telle sorte que adata 
,theoriquei e^ adata,calculi SOient les plus proches 
possibles. Nous remarquons que pour des SNR trop faibles, il sera impossible de trouver 
une telle constellation qui repond a la contrainte du BER pour la data. Dans ce cas, on 
arrive seulement a respecter les contraintes imposees sur la voix (c'est pourquoi le facteur 
de modulation commence a augmenter avant celui de la data). II n'est pas possible de 
trouver une constellation ayant une valeur de adata qui soit inferieure a 2, et qui soit 
proche de celle que nous sommes censes trouver grace a la valeur connue de avoix. 
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Comme on le voit sur la Figure 4.20, pour SNRcanai > 20dB, les valeurs des 
facteurs de puissance sont pertinentes et sont comprises entre 0 et 2. Les valeurs de a data, 
theorique et adataxakuie tendent a etre egales pour SNRcanai > 32dB et tendent vers 2, alors que 
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Figure 4.18. Grandeurs caracteristiques de la transmission en multiplexage spatial, dans 
le cas de n = 4000 realisations de canal, avec les contraintes : RVOiX,source — 64 Kbps, 
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Figure 4.19. Taux de transmission lors de la transmission en multiplexage spatial, dans le 
cas de n = 4000 realisations de canal, avec les contraintes : RVOiX,source — 64 Kbps, 
BERcible.voix = 10 , et BERcibledata = 10 
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Figure 4.20. Evolution des facteurs de repartition de puissance en multiplexage spatial, 
lorsque BERcible4ata = 10
_ 1 
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4.2.5. Variation des contraintes imposees au systeme dans le cas du multiplexage 
spatial 
Dans ce paragraphe nous nous interrogeons sur les consequences d'un 
changement des contraintes fixees sur les grandeurs etudiees en 4.2.2, selon le Tableau 
4.2. Les observations sont faites dans le cas de n realisations de canal, avec comme 
hypotheses: 
Rcanal = 1 MHz 
* duty cycle ~ ^ " ^ ^ 









10 - 2 
16 Kbps 
Tableau 4.2. Variation des contraintes de QoS pour le Multiplexage Spatial 
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• Variation de RVoix,source '• nous supposons que BERcibieV0iX — 1(T
2 et 
BERcibledata = 10
_ 1 . Nous observons les caracteristiques des facteurs de modulation, 
des temps de transmission et des taux de transmission pour 
Rvoix,source - 64Kbps,32Kbps et 16Kbps. 
II n'y a aucune modification de Tdata, Tvoix, Mdata et #datalorsque RVOiX,source 
varie en multiplexage spatial. Ceci est du au fait que dans tous les cas Mvoix = 4. 
• Variation de BERcibievoix : nous supposons que RVOiX>source
 = 64 Kbps 
et BERcibieidata — 10
_ 1 . Nous observons les caracteristiques des facteurs de 
modulation, des temps et des taux de transmission et des facteurs de repartition de 
puissance pour BERciblevoix = 10~
2 et 10_ 1 . Les resultats sont donnes dans la Figure 
4.21. 
Lorsque le BER cible pour la voix passe de 10 - 2 a 1 0 - 1 dans les contraintes, il va 
y avoir peu de consequences importantes. Nous remarquons toutefois que le temps de 
transmission pour la voix va etre plus faible a SNR egal lorsque BERcibievoix = 10~
2 
(Figure 4.21(a)). La modification de cette contrainte va modifier les valeurs de a data et a 
v„iX theoriques, cependant la valeur de a data, caicuu
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• Variation de BERcibiedata : nous supposons que RVOiX,source
 = 64 Kbps 
et BERciblevoix = 10~
2. Nous observons les caracteristiques des facteurs de modulation, 
des temps et des taux de transmission et des facteurs de repartition de puissance pour 
BERcibledata = 1 0
- 1 et 10 - 2 . Les resultats sont donnes dans la Figure 4.22. 
Lorsque la contrainte sur le BER cible de la data est modifiee, cela va engendrer 
des variations seulement sur les grandeurs se rapportant au flux de data. Ainsi, le temps 
de transmission de la data est plus eleve lorsque BERcibiedata = 10
_ 1 , pour un meme 
SNR de canal (Figure 4.22(a)). 
De meme, le facteur de modulation Mdata va croitre pour des SNR plus faibles 
lorsque BERcible4ata = 10
_1 . Ainsi, pour BERcible4ata = 10
_ 1 , Mdata = 225, alors que 
pour BERcibiedata = 10~2, Mdata = 100, lorsque SNR = 30dB (Figure 4.22(b)). 
II en resulte que plus BERcibledata est eleve, plus le taux de transmission pour le 
flux de la data va etre eleve (Figure 4.22(c)). Lorsque BERcibledata augmente, la 
transmission va etre possible pour des SNR plus faibles. Ainsi, comme le montre la 
Figure 4.22(d), pour BERcibiedata = 10
_ 1 , la difference entre les facteurs ocdatacalcul£ et 
^data.theorique est inferieure a 0.2 des SNR = 33dB, alors que pour BERcibleidata = 
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gure 4.22. (a) et (b) Evolution des caracteristiques de la transmission en multiplexage 
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4.3. Choix entre Multiplexage Tempore! et Multiplexage Spatial pour 
l'optimisation de la transmission 
La question initiate que nous nous posons est de savoir a quel taux de 
transmission, au maximum, nous sommes capables de transmettre le flux de la data, tout 
en respectant les contraintes fixees. 
Le but est de trouver la methode de transmission qui maximise le taux de 
transmission alloue au flux de data. Nous comparons done le multiplexage temporel et le 
multiplexage spatial pour differentes contraintes. 
Nous rappelons les etapes principales de resolution du probleme pour chacune des 
deux methodes. 
En multiplexage temporel, nous avons la relation fondamentale I T +T =T , 
data voix slot 
-> Grace a R nous calculons L 
voix.source voix 
-> Pour chaque SNR de canal, nous deduisons de BER la constellation pour la 
cible,voix 
voix correspondante: M 
voix 
-> De L et M , nous deduisons T et doner 
voix voix voix data 
-^ Nous deduisons M correspondant 
data 
-> Nous en deduisons R 
data, source 
En multiplexage spatial, nous avons la relation fondamentale h + a =2 
y fe F rdata voix ' 
-> Nous deduisons de R et J la constellation pour la voix : M 
soun;e,voix slot voix 




•$ Nous pouvons en deduire a et on calcule M correspondant 
data data 
-> Nous en deduisons R 
data, source 
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• Dans un premier temps, nous supposons que : 
Kvoix,source ~ OH-KopS 
BERcible,voix = 10 
BERcible.data = 10 
Le debit de transmission possible pour les deux methodes est presente a la Figure 
4.23. 
Nous en concluons que pour respecter au mieux les contraintes donnees ci-dessus, 
il vaudra mieux transmettre en multiplexage temporel jusqu'a SNR = 25dB, et en 
multiplexage spatial pour des SNR plus eleves. Ce resultat peut s'expliquer par le fait que 
le phenomene de diversite est present dans le multiplexage temporel, or elle est moins 
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gure 4.23. Taux de transmission en Multiplexage Temporel et en Multiplexage spatial 
lorsque RVOiX,source
 = 64 Kbps, BERcWlevoix = 10 , et BERcibledata = 10~ . 
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• Nous supposons dans un deuxieme temps que : 
"voix,source " ^ ^OpS 
"^^ cible,voix ~ *•** 
BERcible.data = 1 0 
Le BER cible pour le flux de data est plus faible que dans notre premiere 
resolution. 
Les debits de transmission sont compares a la Figure 4.24. Nous en concluons que 
pour respecter au mieux les contraintes donnees ci-dessus, il vaudra mieux transmettre en 
multiplexage temporel de SNR = 7dB a SNR = 35dB, et en multiplexage spatial pour des 
SNR plus eleves. Nous notons que le BER cible a respecter pour le flux de data est plus 
faible. Nous observons que dans ce cas, le multiplexage spatial est optimal a partir d'un 
SNR plus eleve. 
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Figure 4.24. Taux de transmission en Multiplexage Temporel et en Multiplexage spatial 
lorsque Rvoix,Source = 64 Kbps, BERcibleiVOix = 10~
2, et BERcible>data = 10
- 2 . 
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4.4. Optimisation du probleme de transmission en double dimension 
(spatiale et temporelle simultanement) 
4.4.1. Principe de l'algorithme 
Nous supposons toujours que nous avons les expressions suivantes pour les SNR 
en sortie des antennes de reception : 
ciwn n SN Re ANAL 
SNRX = 2. a. 
SNR2 = 2. (1 - a). 
SNRCANAL 1 
MT • [(//" * H)-i]2 i 2 
Le but de cette partie est d'utiliser les deux dimensions (temporelle et spatiale) 
lors de la resolution de notre probleme de transmission. Au lieu de considerer d'une part 
une variation du temps alloue a chaque flux, et d'autre part une variation de la puissance, 
nous introduisons un nouveau facteur de repartition temporelle /?, qui nous permettra de 
prendre en compte simultanement les deux dimensions. 
Le schema de la Figure 4.25 permet de mieux comprendre cette nouvelle 















1 - A data 
Figure 4.25. Schematisation de la transmission lorsque les deux dimensions varient 
(spatiale et temporelle) 
Nous en deduisons les relations suivantes: 
^data •" &voix ^ (4.39) 
adata,l + adata,2 ~ adata 
&voix,l ' ^voix,2 ~ &voix 
(4.40) 
(4.41) 
et nous avons : 
adata,l + avoix,2 ~ 1 
adata,2 ' avoix,l = *• 
0 < Pdata < 1 






A l'antenne receptrice 1, nous pouvons exprimer le BER pour chaque flux en 










t>tHVOiXi — Pvoix-^- i„„ M • v „ i-
avoix,l-
\og2Mvoix i \-\jMVOiX-l 
SNRcanal 
MT [ ( W ^ H ) "
1 ] ! , ! 
(4.46) 
De meme, a l'antenne receptrice 2, nous avons : 
BERdata2 = 
V jMdatJ rs P A ^ JMdata' \ n ( \ 3 ~ 









et nous avons 
BERdata,calcule ~ BERdatal + BERdata2 
"EKvoix.calcule ^^^voix,! ' ^^"voix,2 
(4.49) 
(4.50) 
Ces deux taux d'erreur doivent etre les plus proches possibles des BER cibles de 
la data et de la voix. 
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Nous pouvons inverser Jes equations (4.45) a (4.48) pour obtenir les expressions 
des facteurs de repartition de puissance en fonction des BER cibles a atteindre. 
A l'antenne 1, nous obtenons : 
adata,l 









KH» * / / ) - i ] w . [Q-
1 ( - ^ L . l o g 2 M w t e . ^ * i ) f (4.52) 
et a l'antenne 2 : 
O W a - 0 Mr 
adata,2 
3 " SNRcanal • [w'-w-^-M^-'<*»*<«.-;^r 
(4.53) 
"•yoix,2 
( M w t e - i ) M r 
3 SNRcanal 
.[C*».ff)- ']„.[Q-(;$|;. io f c*, 
BER,, 
P O O f " 4 - ( l - / » p o t r ) 
(4.54) 
Lorsque /?„0i* = 0 ou 1 (done /?d a t a = 1 ou 0 respectivement), nous retrouvons le 
cas du multiplexage spatial etudie dans la partie 4.2.4. 
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Le principe de l'algorithme construit pour resoudre le probleme de transmission 
sous les contraintes posees se deroule comme suit pour chaque realisation du canal: 
lere etape : nous cherchons le facteur de modulation pour la voix qui 
verifie la contrainte sur RVOix,source-
Pour pvolx variant entre 0 et 1 nous effectuons les deux etapes suivantes : 
2eme etape : nous cherchons tous les couples (ocvoixl,ccvoiX}2) qui verifient 
la contrainte sur le BERvoixcibie. 
En effet, nous avons, grace aux equations 4.46,4.48 et 4.50 : 
"£Kvoix,calcule B^^voix,! ' "'-''^voix,2 














 m - MT [(H» * H)-i)2,2 
A cette etape, le but est de trouver le plus petit couple (ocvoixl,ccvoix2) qui 
minimise l'ecart entre BERvoiX:Caicu^ et BERvoixcible. Nous connaissons done a la fin de 
cette etape ocvoix &voix,i "•" QCvoix,2-
3eme etape : nous en deduisons les valeurs calculees (theoriques) des 
facteurs de repartition de puissance grace a 4.39, 4.42 et 4.43 : 
^data,theorique ^ ^voix 
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(Xdata,l,th.eorique *- &voix,2 
&data,2,theorique *• ^voix,l 
Le but est alors de trouver le facteur de modulation pour la data qui minimise 
l'ecart entre les valeurs theoriques et experimentales des facteurs de repartition de 
puissance. 
Nous calculons les valeurs experimentales grace aux formules 4.51 et 4.53 : 
_ (Mdata - 1) MT 
^data.l.calcule o - r - * i r > • L v . " 




data , . . BERdata,l 
— Aog2Mdata. 
data 4. P, data 
_ (Mdata - 1) MT 






^ Mdata ~ 1 
data , , . BERdata2 
log2Md a t a . -
2 
4.(l-jffdataL 
Nous minimisons successivement \adataXtMorique - adataXcalculi\ et 
\adata,2,theorique ~ adata,2,calcule\- NOUS o b t e n o n s les v a l e u r s d e CLdata.l.calcule e t 
adata,2,caicuie qui s o n t les plu s proches des valeurs theoriques. 
Nous pouvons done ensuite calculer adata,caicuie =
 adata,i,caicuie + 
adata,2,caicuie- La valeur minimale de \<xdata,theorique ~
 adata,caicuie\ correspond 
finalement au facteur de modulation optimal. 
Enfin, nous en deduisons le taux de transmission de la data. 
4eme etape : les trois etapes precedentes sont realisees pour RV0{X variant 
de 0 a 1 (au sens strict): pour chacune de ces valeurs, et pour chaque SNR, on trouve un 
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taux de transmission maximum. Nous cherchons alors la valeur de pvoix qui maximise 
cette serie de Rdata,source > & u n SNR donne pour la moyenne de toutes les iterations des 
canaux. Ainsi, pour chaque SNR de canal, nous effectuons la moyenne (sur le nombre de 
canaux) des valeurs de Rdata,source trouvees par les etapes 1 a 3. Nous obtenons un 
tableau contenant les neuf valeurs de Rdata,source > P o u r chaque PVOiX (variant de 0,1 a 
0,9), et pour chaque SNR, comme le montre le Tableau 4.3. 
Nous choisissons alors le maximum des taux de transmission, qui est associe a 
une valeur optimale de (3VOiX. Les resultats sont presentes dans le Tableau 4.4. Nous 
retrouvons les valeurs choisies a l'etape precedente. Nous avons done trouve la valeur du 
facteur de repartition de temps qui maximise le taux de transmission pour le flux de data, 











































































Tableau 4.3. Exemple : valeurs maximales de Rdata,.wurce pour pvoix variant de 0,1 
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Tableau 4.4. Exemple : valeur optimale de Rdata,sowce et de PVOiX correspondante 
pour SNR variant de 0 a 50dB. 
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4.4.2. Resultats 
Nous utilisons l'algorithme decrit dans la partie precedente, pour n = 200 
iterations de canal. Nous supposons que : Rcanai = 1 MHz, Tdutycycle = 20 ms, et 
Tsiot = lms. 
Dans un premier temps, nous faisons l'hypothese que les contraintes a respecter 
sont les memes que dans la section 4.2.2., c'est-a-dire, on veut respecter lors de la 
transmission : 
Kvoix,source ~ " ' * "• OpS 
BERcible.voix = 1 0 
BERcible,data = 1 0 
Les resultats sont presentes aux Figures 4.26 et 4.27. La Figure 4.26 nous montre 
revolution du taux de transmission optimal pour le flux de la data. Grace a la Figure 
4.27, nous observons que le taux de transmission trouve grace a cette methode est 
largement meilleur que celui correspondant au multiplexage spatial et au multiplexage 
temporel, des que le SNR est superieur a 8dB. Rdata, source & tendance a tendre vers 
400kbps pour des SNR superieurs a 35dB, ce qui etait deja observable pour les 
multiplexages temporel et spatial. 
Les deux methodes etudiees en 4.2.2 et 4.2.4 (multiplexage temporel et 
multiplexage spatial), prises separement, formaient des cas extremes du probleme de 
transmission etudie, et le fait de les considerer en meme temps dans la resolution 
ameliore grandement les resultats. Nous avons etabli une methode double-dimensionnelle 
qui permet d'optimiser le choix des grandeurs reliees a la transmission. Cette methode 
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forme un compromis entre les deux methodes etudiees au prealable ou nous maximisons 
a la fois le facteur de repartition de puissance et celui de temps. 
U en resulte que nous sommes capables de transmettre les deux flux de donnees, 
en respectant les contraintes fixees, et en optimisant le taux de transmission a la source 
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Figure 4.26. Taux de transmission du flux de data et de voix en fonction du SNR de 
canal, dans le cas de la resolution a deux dimensions (spatiale et temporelle), pour 
R voix.source 64 Kbps, BERcibievoix — 10 et BERcibiedata — 10" 
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RESOLUTION A 
3.5: DEUX DIMENSIONS 
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Figure 4.27. Taux de transmission du flux de data et de voix en fonction du SNR de 
canal: comparaison entre la resolution a deux dimensions (spatiale et temporelle), le 
multiplexage spatial et le multiplexage temporel. Cas ou RVOix,source
 = 64 Kbps, 
BERcibievoix = 10 et BERcmedata = 10 . 
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Dans un deuxieme temps, nous supposons que les contraintes a respecter lors de la 
transmission sont: 
R-voix.source ~ ^^ "• ®VS 
BbKcible.voix = 10 
BERcible.data = 10 
Le BER a atteindre pour la data est done plus faible que dans le cas precedent, et 
nous nous demandons quelle influence cela aura sur nos resultats. Les resultats sont 
presentes aux Figures 4.28. et 4.29. La Figure 4.28 nous montre 1'evolution du taux de 
transmission optimal pour le flux de la data. La Figure 4.29 nous fournit les memes 
renseignements que la Figure 4.27 : le taux de transmission trouve grace a cette methode 
est largement meilleur que celui correspondant au multiplexage spatial et au multiplexage 
temporel, pour tous les SNR. Rdata, source a tendance a tendre vers 400kbps pour des SNR 
superieurs a 35dB (ce qui, cette fois, n'etait pas le cas pour les multiplexage temporel). 
Nous comparons alors les resultats pour les BER cibles differents. lis sont donnes 
dans la Figure 4.30. Elle permet de comparer le taux de transmission du flux de data 
optimal trouve dans les deux cas. Nous en concluons que pour un BER cible moins 
faible, le taux de transmission atteignable sera plus eleve. Ainsi, pour SNR = 20dB, 
Rdata | BERcWle4ata=o.oi = 332Kbps et Raata | BERcible4ata=o.i = 361Kbps, soit une 
amelioration de 29Kbps. Pour SNR = 24dB, 1'amelioration est de 36.2Kbps, puisque 
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Figure 4.28. Taux de transmission du flux de data et de voix en fonction du SNR de 
canal, dans le cas de la resolution a deux dimensions (spatiale et temporelle), pour 
et BERciMedata = 10" . "volx,source ~ "4- KDpS, t>l^^cible,voix •*•" 
, x 1 0 
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Figure 4.29. Taux de transmission du flux de data et de voix en fonction du SNR de 
canal: comparaison entre la resolution a deux dimensions (spatiale et temporelle), le 
multiplexage spatial et le multiplexage temporel. Cas ou RVOix,source ~ 64 Kbps, 
BERcible.voix = 10 et BERcibledata = 10 . 
, x 10 
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Figure 4.30. Taux de transmission du flux de data en fonction du SNR de canal 
comparaison entre le cas ou BERciMeidata = 10





Dans ce memoire, nous avons analyse la transmission de deux flux de donnees 
distincts a travers un canal MIMO sans-fil: nous avons considere un flux de donnees 
pures (appele data) et un flux de donnees audio (appele voix). En posant une contrainte 
de taux d'erreur admissible pour chacun de ces flux, et un taux de transmission a la 
source pour le flux de la voix, nous avons reussi a caracteriser la transmission de ces 
deux Classes de Service en termes de satisfaction de la Qualite de Service. 
Nous avons etudie trois methodes differentes pour la transmission. La premiere, le 
multiplexage temporel, consiste en l'envoi des deux CoS l'une apres l'autre. Le 
multiplexage spatial permet d'envoyer les flux en meme temps, a puissance variable. Ces 
deux methodes sont les cas extremes de la troisieme, ou nous considerons les deux 
dimensions (spatiale et temporelle) simultanement. 
Nous avons montre que le multiplexage temporel sera meilleur que le 
multiplexage spatial a bas SNR: le taux de transmission que Ton peut assigner a la 
source au flux de data est en effet superieur a celui du multiplexage spatial, pour des SNR 
faibles. Ce dernier se revele optimal pour des SNR plus eleves. La valeur du SNR pour 
lequel le multiplexage spatial devient la methode de transmission optimale depend 
essentiellement du BER cible impose pour le flux de data (plus il est grand, plus le 
multiplexage spatial devient meilleur pour de faibles SNR). 
Nous avons egalement prouve que la methode de resolution a double dimension 
etait optimale et permettait d'atteindre un taux de transmission pour le flux de data 
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superieur aux deux methodes precedentes. Nous arrivons toujours a trouver des facteurs 
de repartition spatiale et temporelle qui optimisent cette valeur de Rdata,.wun-e-
Nous avons done resolu le probleme souleve au debut de ce memoire : nous 
sommes capables de transmettre deux flux de donnees differents en respectant un certain 
nombre de contraintes fixees par l'utilisateur (liees a la Qualite de Service), tout en 
optimisant la transmission. 
Lors de cette etude, nous sommes arrives progressivement a 1'elaboration de la 
resolution du probleme en double dimension. Au depart, la validation du modele 
theorique nous a amene naturellement a 1'etude separee du multiplexage temporel puis 
spatial. Le probleme souleve etait alors de se demander dans quelle mesure nous etions 
encore capable d'ameliorer l'optimisation de la transmission. 
Differentes ouvertures sont envisageables dans le cadre de ce memoire. Ces 
methodes sont generalisables pour un plus grand nombre de Classes de Service : donnees 
ftp, audio, images... Nous pourrions imaginer donner des priorites plus ou moins 
importantes a tous ces flux. Par ailleurs, une etude pour plusieurs utilisateurs du reseau 
est possible. Nous nous sommes concentres sur une transmission point-a-point qui 
n'impliquait pas de choix d'utilisateur prioritaire. Enfin, les memes developpements 
pourraient etre realises pour d'autres types de canaux et de configuration MIMO 
(notamment un nombre differents d'antennes a remission et a la reception). 
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Tableau A. 1 : Valeurs de Rdata.dbie P o u r SNR variant de 1 a 50dB, dans le cas du 
multiplexage temporel, lorsque RVOiX,source = 64 Kbps, BERcibleiVOix = 10
- 2 et 









































































































Tableau A.2 : Valeurs de Rdata.dbie P o u r SNR variant de 1 a 50dB, dans le cas du 
multiplexage temporal, lorsque RvoiXiSOurce = 64 Kbps, BERcibleiVoix = 10~
2 et 
BERcible.data = 10 • 
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Annexe B : 









































































































Tableau B.l : Valeurs de Rdata.cibie P o u r SNR variant de 1 a 50dB, dans le cas du 
multiplexage spatial, lorsque RVOix,source =
 6 4 KbPS, BERciblevoix = 10~
2 et 










































































































Tableau B.2 : Valeurs de Rdata.cibie P o u r SNR variant de 1 a 50dB, dans le cas du 
multiplexage spatial, lorsque RvoiXiSOUrce = 64 Kbps, BERciblevoix = 10"
2 et 
BERcible.data = 10 • 
Annexe C : 









































































































Tableau C.l : Valeurs de Rdata.cMe P o u r SNR variant de 1 a 50dB, lorsque 









































































































Tableau C.2 : Valeurs de 
Pvoix Pour SNR variant de 1 a 50dB, lorsque RVOiX,Source = 64 Kbps, BERcible: 
10~ etBER c i b l e d a t a = 10" . 
