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SOUND FIELD REPRODUCTION
by Filippo Maria Fazi
This thesis is concerned with the problem of reproducing a desired sound ﬁeld with
an array of loudspeakers. A theory based on functional analysis and the theory of
integral equations is developed for the study of this problem. An attempt is made to
develop a mathematical framework that can be adopted as a generalized theory of sound
ﬁeld reproduction. The reproduction problem is formulated as an acoustical inverse
problem, in which the target sound ﬁeld is given on the boundary of a control volume
located in the interior of the loudspeaker array, while the loudspeaker signals required
for the reproduction of the desired ﬁeld are to be determined. The loudspeaker array
is initially modeled as a continuous distribution of secondary sources, mathematically
represented by a single layer potential, whose density is to be determined. The singular
value decomposition of the integral operator involved is proposed as a method for solving
the inverse problem. Closed form expressions are derived for the singular system for the
cases of secondary sources arranged on a sphere and on a circle. An attempt is also
made to extend the calculation to unbounded geometries, such as an inﬁnite line and a
plane. The inverse problem under consideration is in general ill-posed, and the existence
and uniqueness of its solution are studied in relation to sound ﬁelds of practical interest.
It is shown that an exact and unique solution exists for a large family of sound ﬁelds.
Strategies are proposed for overcoming the problem of nonexistence and nonuniqueness
of the solution, arising in cases such as the reproduction of focused sources or when the
operating frequency corresponds to one of the Dirichlet eigenvalues of the control region.
An important analogy is also drawn between the problem of sound ﬁeld reproduction
and the theory of acoustic scattering. In a later part of this work, the assumptions of a
continuous layer of secondary sources and of a single operating frequency are removed,
and the resulting consequences are analyzed. The experimental validation of some of the
theoretical results is described in the ﬁnal part of the thesis. A large spherical loudspeaker
array is used in an attempt to reproduce the sound ﬁeld generated by a single virtual
source, located in the exterior of the array. Experimental results are in good agreement
with the theoretical results over a wide range of frequencies.A mia nonna Alina ed a mio padre Maurizio,
dai quali non ﬁnirò mai di imparare.
[To my grandmother Alina and to my father Maurizio,
from whom I shall never stop learning.]Da chimico un giorno avevo il potere
di sposare gli elementi e farli reagire,
ma gli uomini mai mi riuscì di capire
perché si combinassero attraverso l’amore
aﬃdando ad un gioco la gioia e il dolore.
...
Primavera non bussa lei entra sicura
come il fumo lei penetra in ogni fessura
ha le labbra di carne, i capelli di grano.
Che paura, che voglia che ti prenda per mano.
Che paura, che voglia che ti porti lontano.
Ma guardate l’idrogeno tacere nel mare
guardate l’ossigeno al suo ﬁanco dormire:
soltanto una legge che io riesco a capire
ha potuto sposarli senza farli scoppiare.
Soltanto la legge che io riesco a capire.
[ As a chemist, I once had the power
to marry the elements and make them react,
but people I could never get to understand
why they’d combine together through love
entrusting their joy and their pain to a game.
...
Spring doesn’t knock, she boldly steps in,
like smoke she diﬀuses through every gap.
Her lips are all ﬂeshy, her hair is like wheat.
How scary, how tempting that she’ll take your hand.
How scary, how tempting that she’ll take you away.
But look at the hydrogen quiet in the sea!
look at the oxygen asleep at its side!
only a law which I comprehend
allowed them to marry and not to explode.
Only that law that I comprehend.]
(Fabrizio De André, Un Chimico
translated by M.Orsi, A.Simmonds,
M.Danby and F.Fazi)Contents
Declaration of authorship viii
Acknowledgements x
Table of symbols xii
1 Introduction 1
1.1 Background and scientiﬁc contribution of the thesis . . . . . . . . . . . . . 1
1.2 Brief overview of previous work . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Wave Field Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Ambisonics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Other methods for sound ﬁeld reproduction . . . . . . . . . . . . . 9
1.2.4 Functional analysis, integral equations and inverse problems in
acoustics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Overview of the method and summary of the thesis . . . . . . . . . . . . . 11
2 Mathematical preliminaries 22
2.1 Notation and deﬁnitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.1.1 Vectors and matrices . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.2 Integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.3 Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.4 Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Special functions and distributions . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Fourier series and Fourier transform . . . . . . . . . . . . . . . . . . . . . 32
2.3.1 Fourier series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2 Fourier transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Integral representation of wave ﬁelds . . . . . . . . . . . . . . . . . . . . . 37
2.4.1 Single layer potential . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.2 Green’s second theorem and the Kirchhoﬀ-Helmholtz integral . . . 39
2.5 Spectral decomposition and SVD . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.1 Spectral theorem for a self adjoined, compact linear operator . . . 40
2.5.2 Singular Value Decomposition of a compact linear operator . . . . 42
2.5.3 On the existence, uniqueness and expression of the solution . . . . 43
3 Sound ﬁeld reproduction as an inverse problem 45
3.1 Mathematical formulation of the problem . . . . . . . . . . . . . . . . . . 45
3.2 Acoustic single layer potential and the inverse problem . . . . . . . . . . . 47
3.3 The Dirichlet problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
ivCONTENTS v
3.4 The integral equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Singular Value Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.1 The compactness of S, S∗ and S∗S . . . . . . . . . . . . . . . . . . 52
3.5.2 Singular system and SVD of S . . . . . . . . . . . . . . . . . . . . 53
3.5.3 Separable geometries and representation of the single layer potential 56
3.5.4 Solution of the inverse problem . . . . . . . . . . . . . . . . . . . . 57
4 Solution for special geometries 59
4.1 Concentric spheres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.1 Properties of the singular system . . . . . . . . . . . . . . . . . . . 62
4.1.2 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.1.3 The integral operator as a low-pass spatial ﬁlter . . . . . . . . . . . 70
4.2 Concentric circles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3 Parallel inﬁnite planes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.1 Propagating and evanescent plane waves . . . . . . . . . . . . . . . 76
4.3.2 Derivation of σκ, aκ(y), pκ(x) . . . . . . . . . . . . . . . . . . . . 77
4.3.3 Properties of σκ, aκ(y), pκ(x) . . . . . . . . . . . . . . . . . . . . 82
4.3.4 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.4 Inﬁnite parallel lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 The ill-posedness of the inverse problem 92
5.1 The deﬁnition of an ill-posed problem . . . . . . . . . . . . . . . . . . . . 93
5.2 Picard ﬁrst condition and the denseness of the range of S . . . . . . . . . 95
5.3 Picard second condition and the nonexistence of the solution . . . . . . . . 98
5.4 Ill-conditioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Uniqueness of the solution and Dirichlet eigenvalues . . . . . . . . . . . . 102
5.5.1 Dirichlet eigenvalues of Λ . . . . . . . . . . . . . . . . . . . . . . . 103
5.6 Examples with spherical and linear geometry . . . . . . . . . . . . . . . . 103
5.6.1 Monopole source and concentric sphere arrangement . . . . . . . . 104
5.6.1.1 Existence of the solution - ﬁrst Picard condition . . . . . 105
5.6.1.2 Existence of the solution - second Picard condition . . . . 106
5.6.1.3 Analytical expression of the solution . . . . . . . . . . . . 107
5.6.1.4 Uniqueness of the solution . . . . . . . . . . . . . . . . . 111
5.6.2 Line source and parallel line arrangement . . . . . . . . . . . . . . 115
5.7 Summary of parameters aﬀecting the ill-posedness of the problem . . . . . 121
6 Methods for dealing with the ill-posedness 123
6.1 Regularization methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.2 Focused sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.2.1 Parallel line geometry . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.2.1.1 Time Reversal Mirror . . . . . . . . . . . . . . . . . . . . 133
6.2.2 Parallel plane geometry . . . . . . . . . . . . . . . . . . . . . . . . 138
6.2.3 Concentric sphere geometry . . . . . . . . . . . . . . . . . . . . . . 141
6.3 Strategies for overcoming the nonuniqueness of the solution . . . . . . . . 149
6.3.1 Changing the shape of the control region . . . . . . . . . . . . . . . 149
6.3.2 CHIEF points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.3.3 Scattering object . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150CONTENTS vi
6.3.4 Impedance boundary condition . . . . . . . . . . . . . . . . . . . . 152
6.4 Analogy with NAH and with the theory of acoustic scattering . . . . . . . 153
6.4.1 Sound ﬁeld reproduction and Near-Field Acoustical Holography . . 153
6.4.2 Jump relation and simple source formulation . . . . . . . . . . . . 154
6.4.3 Equivalent scattering problem . . . . . . . . . . . . . . . . . . . . . 155
6.4.4 High frequency scattering and the Kirchhoﬀ approximation . . . . 157
7 Towards the practical realization of a sound ﬁeld reproduction system160
7.1 Discretization of the driving function . . . . . . . . . . . . . . . . . . . . . 161
7.1.1 Sampling scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.1.2 Quadrature of S and sampling of a(y) . . . . . . . . . . . . . . . . 162
7.1.3 Spatial aliasing and sampling reproduction error. . . . . . . . . . . 163
7.1.3.1 Orthogonality matrix . . . . . . . . . . . . . . . . . . . . 164
7.1.3.2 Modal cross-eﬃciency . . . . . . . . . . . . . . . . . . . . 167
7.1.3.3 Spatial aliasing . . . . . . . . . . . . . . . . . . . . . . . . 168
7.1.4 Spectral truncation and truncation error . . . . . . . . . . . . . . . 169
7.1.5 Pre-aliasing and post-aliasing . . . . . . . . . . . . . . . . . . . . . 170
7.1.6 Reproduced ﬁeld and total reproduction error . . . . . . . . . . . . 171
7.1.7 Separable geometries . . . . . . . . . . . . . . . . . . . . . . . . . . 172
7.1.8 Reproduction error for spherical geometry . . . . . . . . . . . . . . 173
7.1.9 Reproduction error for linear geometry . . . . . . . . . . . . . . . . 184
7.1.9.1 Uniform sampling . . . . . . . . . . . . . . . . . . . . . . 186
7.1.9.2 Example with plane waves . . . . . . . . . . . . . . . . . 188
7.2 Numerical solution of the integral equation . . . . . . . . . . . . . . . . . . 194
7.2.1 Sampling of ∂V , spatial aliasing and geometry of the control volume196
7.2.2 Singular Value Decomposition of matrix S . . . . . . . . . . . . . . 198
7.3 Sound ﬁelds with broadband frequency content and ﬁlter design . . . . . . 199
7.3.1 Digital ﬁlters for a virtual point source . . . . . . . . . . . . . . . . 200
7.3.2 Source signals and digital ﬁlters for spherical geometry . . . . . . . 201
7.3.2.1 Digital ﬁlters for virtual point source in the free ﬁeld . . . 203
7.3.3 Source signals and ﬁlters for circular geometry . . . . . . . . . . . 215
7.3.4 Source signals and ﬁlters for linear and planar geometry . . . . . . 217
8 Experiments 221
8.1 Experimental arrangement . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
8.1.1 The anechoic chamber . . . . . . . . . . . . . . . . . . . . . . . . . 222
8.1.2 The loudspeakers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
8.1.3 The supporting structure . . . . . . . . . . . . . . . . . . . . . . . 228
8.1.4 Acoustic source for the reference ﬁeld . . . . . . . . . . . . . . . . . 231
8.1.5 The microphone array . . . . . . . . . . . . . . . . . . . . . . . . . 231
8.1.6 The signal processing apparatus . . . . . . . . . . . . . . . . . . . . 236
8.2 Measurement procedure and digital signal processing . . . . . . . . . . . . 238
8.2.1 Digital ﬁlter design . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
8.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
8.3.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
9 Conclusions 267CONTENTS vii
Appendices 270
A Singular value decomposition of a matrix 270
B Proofs of some theorems 272
C Spherical cavity and scattering by a sound soft sphere 276
D Solution for a focused source in the concentric sphere geometry 279
E Coordinates of the loudspeaker layout 283
Bibliography 284Declaration of authorship
I, Filippo Maria Fazi, declare that the thesis entitled
Sound Field Reproduction
and the work presented in it are my own. I conﬁrm that:
• this work was done wholly or mainly while in candidature for a research degree at
this University;
• where any part of this thesis has previously been submitted for a degree or any
other qualiﬁcation at this University or any other institution, this has been clearly
stated;
• where I have consulted the published work of others, this is always clearly at-
tributed;
• where I have quoted from the work of others, the source is always given. With the
exception of such quotations, this thesis is entirely my own work;
• I have acknowledged all main sources of help;
• where the thesis is based on work done by myself jointly with others, I have made
clear exactly what was done by others and what I have contributed myself;
• parts of this work have been published as:
- Filippo M. Fazi and Philip A. Nelson, A theoretical study of sound ﬁeld recon-
struction techniques. 19th International Congress on Acoustics, Madrid, 2007.
- Filippo M. Fazi and Philip A. Nelson, Application of functional analysis to the
sound ﬁeld reconstruction. 23rd Conference on Reproduced Sound of the Institute
of Acoustics, Newcastle, 2007.
- Filippo M. Fazi and Philip A. Nelson, The ill-conditioning problem in sound ﬁeld
reconstruction. 123rd International Convention of the Audio Engineering Society,
New York, 2007.
viiiDeclaration of authorship ix
- Filippo M. Fazi, Philip A. Nelson, Roland Potthast and Jeongil Seo, The study
of sound ﬁeld reconstruction as an inverse problem. Institute of Acoustics Spring
Conference Reading, 2008.
- Filippo M. Fazi, Philip A. Nelson, Jens E. N. Christensen and Jeongil Seo, Sur-
round System Based on Three-Dimensional Sound Field Reconstruction. 125th
International Convention of the Audio Engineering Society, San Francisco, USA,
2008.
- Filippo M. Fazi, Philip A. Nelson, Roland Potthast and Jeongil Seo, An intro-
duction to a generalised theory for sound ﬁeld reproduction. 24th Conference on
Reproduced Sound of the Institute of Acoustics, Brighton, 2008.
- Filippo M. Fazi, Philip A. Nelson, Roland Potthast and Jeongil Seo, Application
of the theory of integral equations to the design of a multi-channel reverberation
simulator. 35o Convegno Nazionale dell’Associazione Italiana di Acustica Milano,
Italy, 2008.
- Filippo M. Fazi, Philip A. Nelson and Roland Potthast, Analogies and diﬀerences
between three methods for sound ﬁeld reproduction. Ambisonics Symposium 2009,
Graz, Austria, 2009.
Signed: ..................
Date: ..................Acknowledgements
My doctoral training has been undoubtedly one of the best and most rewarding periods
of my life. The ﬁrst person I would like to thank for this, both on a professional and a
personal level, is my supervisor Prof. Philip Nelson. He has been greatly supportive at
every stage of my Ph.D. His scientiﬁc skills have been an irreplaceable guidance during
my studies and his professional conduct has been a constant source of inspiration. He has
always provided encouragement and has consistently motivated me to keep my scientiﬁc
interests alive. Indeed, I feel very lucky for having had Prof. Nelson as my supervisor!
I would also like to thank Dr. Roland Potthast, who spent many hours working with
me on the mathematics of inverse problems and integral equations. His irreplaceable
guidance has helped me gain a better understanding of functional analysis thus giving a
fundamental contribution to the scientiﬁc value of this thesis.
A big "thank you" to Dr. Keith Holland, whose professional expertise and guidance have
been immensely valuable during the experimental part of my work.
A special acknowledgment should be awarded to Dr. Kyeongok Kang and Dr. Jeongil
Seo of the Electronics and Telecommunications Research Institute (ETRI - Korea) for
their consistently valuable scientiﬁc input throughout our collaboration.
I would like to thank my friends and colleagues Dr. Lara Harris, Dr. Mincheol Shin, Dr.
Mun-Hum Park, Dr. Jung-Woo Choi and all the academic and administrative staﬀ of
ISVR, especially Sue Brindle, Maureen Mew and James Sturgess. They have all been
very kind and helpful in the course of my Ph.D.
I am much obliged to Peter Otto, Toshiro Yamada and Suketu Kamdar, with whom I
have been working during my wonderful stay at the University of California, San Diego.
Many thanks to Jack Oclee-Brown and Mark Dodd of KEF Audio for their support and
for their valuable scientiﬁc contribution.
I would like to acknowledge all the contributors of the Sursound mailing list for the many
enjoyable on–line discussions on Ambisonics and multi–channel audio.
Special thanks to Wikipedia, which has proven to be an extremely useful source of
knowledge (which unfortunately is not citable in the list of references!).
xAcknowledgements xi
On a more personal level, my deepest gratitude goes to my family: my father Maurizio
and my nonna Alina (to whom this thesis is dedicated), my mother Prassede, my brother
Federico and my zia Gianna. They have always been immensely supportive and have
never doubted my ability to complete this body of work. Living far away from them
during these years has been a challenge.
A huge "thank you" to Varvara for all her love, for her precious support and for never
showing any signs of disappointment despite all the long hours I have dedicated to my
work and to this thesis. Bol~xoe spasibo, Kisa mo!
Many thanks to my housemates (Liz, Matt, Rita, Remy, Mirko, Siphiwe, Claudia and
Victoria) and to all my friends in Southampton. Thank you for the wonderful time we
spent together. A special thank to my "brother" Francesco, with whom I shared some
of the best moments of my life, and to Chris (Caned), for carrying the burden of being
my friend for so many years.
Thank you all! Indeed, this has been a wonderful chapter of my life.Table of symbols
Operators and other mathematical symbols
i imaginary unit (i =
√
−1)
(·)∗ complex conjugate of a complex number or adjoint operator
arg(·) argument of a complex number (z = |z|eargz, z ∈ C)
d·e ceiling operator (rounding up to next integer)
⊗ convolution
⊕ direct sum of two sets
\ diﬀerence of two sets (A\B = {x : x ∈ A,x / ∈ B})
(·)⊥ orthogonal complement
∂ · boundary of a set
(·) closure of a set
| · | absolute value and Cartesian norm
|| · ||(D) L2 norm
h·|·i(D) scalar product
(the optional subscript D refers to the domain of integration for the L2 product)
span span of a set of functions
:= deﬁnition
∀ ... for all... (Universal quantiﬁer)
∈ ...is in... / ...belongs to...
⊂ ...is a subset of...
: ... such that...
{x : ···} deﬁnition of a set by stating the properties of its elements x
{ ·, ·, ···} deﬁnition of a set by a list of its members
∇n normal derivative operator (∇n := ˆ n · ∇)
F, F−1 direct and inverse Fourier transform
Ft, F−1
t direct and inverse Fourier transform for time domain functions
˜ F Fourier transform for both space and time
S acoustic single layer potential (in general referred to its restriction to ∂V )
σn singular values of an operator
an(·), pn(·) singular functions of an operator
PD orthogonal projection operator onto D
xiiTable of symbols xiii
Sets, vectors and matrices
V control region
Λ reproduction region
∂V control boundary (boundary of V )
∂Λ secondary source layer (boundary of Λ)
ΩR sphere of radius R (ΩR := {x ∈ Rm : |x| = R})
Ω unitary sphere (sphere with R = 1)
BR ball of radius R (BR := {x ∈ Rm : |x| < R})
N the set of the natural numbers (including zero)
Z the set of integer numbers
Q the set of rational numbers
R the set of real numbers
Rm the m−dimensional Euclidean space, (Rm := {x = (x1,x2,··· ,xm) : x1,x2,··· ,xm ∈ R})
C the set of complex numbers
L2(D) The set of square integrable functions deﬁned on the domain D
x position vector of a point on ∂V
y position vector of a point on ∂Λ
z position vector of a point in Rm, m = 2,3
ˆ n unitary vector normal to a surface (usually pointing towards the exterior)
q location of a virtual point source
diag{...} diagonal matrix
I Identity Matrix (Iij = δij)
R orthogonality matrix
E aliasing matrix
Special functions
δ(D)(x − y) Dirac delta function
δnm Kronecker delta
Jν(·) ν-th order Bessel function of the ﬁrst kind
Yν(·) ν-th order Bessel function of the second kind (Neumann function)
Jν(·) ν-th order Bessel function
H
(1)
ν (·) ν-th order Hankel function of the ﬁrst kind
(the superscript (1) is sometimes omitted)
H
(2)
ν (·) ν-th order Hankel function of the second kind
jν(·) ν-th order spherical Bessel function
jν
0(·) ﬁrst derivative of the ν-th order spherical Bessel function
h
(1)
ν (·) ν-th order spherical Hankel function of the ﬁrst kind
(the superscript (1) is sometimes omitted)
h
(2)
ν (·) ν-th order spherical Hankel function of the second kind
Pν(·) Legendre polynomial of order ν
P
µ
ν (·) associated Legendre function
Y
µ
ν (·) spherical harmonics of order ν and mode (or degree) µ
sinc(·) sinc function
csinc(·) circular sinc function
X(·) comb function
Π(·) rectangular functionTable of symbols xiv
Other functions and physical entities
p(x) target sound ﬁeld or pressure proﬁle [Kg m s−2]
ˆ p(x) reproduced sound ﬁeld [Kg m s−2]
a(y) secondary sources strength density [Kg s−2 m−2] or [Kg s−2 m−1]
¨ m secondary source strength [Kg s−2]
G(x,y) Green function of the Helmholtz equation[ m−1]
v(z) particle velocity [ m s−1]
I(z) time averaged acoustic intensity [Kg s−3]
W acoustic power [Kg m2 s−3]
c speed of sound propagation [ m s−1]
k wave number [rad m−1]
qvol volume ﬂow [ m3 s−1]
t time [s]
ρ0 static density of the ﬂuid [Kg m−3]
ω angular frequency [rad s−1]Chapter 1
Introduction
1.1 Background and scientiﬁc contribution of the thesis
This thesis addresses the problem of reproducing a desired sound ﬁeld with an array of
loudspeakers. This problem is of relevance for many practical engineering applications.
The design of multi-channel audio systems, which allow for an accurate rendering of
the spatial detail of a sound scene, is probably the most obvious application. Other
ﬁelds in which the reproduction of a desired acoustic ﬁeld may be of relevance include
the active control of sound and the design of loudspeaker or hydrophone arrays for
telecommunications, public address systems, underwater arrays and sonar technologies or
military applications. The general subject of multi-channel systems and array technology
has received increasing interest during the last decade. This fact is probably due to
the recent advancement in electronics and telecommunication technologies, which have
allowed for the realization and commercial diﬀusion of a variety of aﬀordable products
capable of sophisticated and simultaneous real time digital processing of a large number
of signals.
The main contribution of this thesis consists of the development of a rigorous theoretical
study of the problem of sound ﬁeld reproduction. An attempt is made to develop an
analytical framework which can be adopted as a generalized theory of sound ﬁeld repro-
duction. Other reproduction methods, such as for example Wave Field Synthesis, High
Order Ambisonics and other techniques reported below, can be derived from the general
theory proposed here and can be interpreted as special cases of the latter.
The starting point of this work is the mathematical formulation of the problem of sound
ﬁeld reproduction as an inverse problem. The corresponding direct or forward problem
consists of the determination of the sound ﬁeld generated by a given array of loudspeakers,
for which the signal driving each loudspeaker is known. This problem is simply solved
by creating a suitable physical model of the array. The solution of the inverse problem
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requires the answer to the following question: given a desired sound ﬁeld, deﬁned within
a bounded region of the space, and given a loudspeaker array, what are the loudspeaker
signals which allow for the array to reproduce that desired ﬁeld? In many cases, an exact
answer to this question might not exist, but it is possible to give an answer, which is
as accurate as possible. In other words, it is possible to compute loudspeaker signals
allowing for an acoustic ﬁeld to be reproduced, which is as similar as possible to the
target ﬁeld (later, we will see what is meant by as similar as possible).
The backbone of the approach developed relies on the assumption that the loudspeaker
array can be modeled as a continuous distribution of ideal omnidirectional acoustic point
sources (secondary sources). The assumption of a continuous distribution implies the use
of an ideally inﬁnite number of loudspeakers and is therefore clearly unrealistic, but this
nevertheless proves extremely useful for developing a solid and rigorous theory of sound
ﬁeld reproduction. In Chapter 7 of this thesis, this ideal assumption is removed and the
eﬀects of the discretization of the array are studied in detail. It is clear from the outset,
however, that the ideal assumption above is a good approximation to reality when the
number of loudspeakers is such that the average distance between neighboring units is
small in comparison to the wavelength of the sound to be reproduced. In Chapter 7, an
alternative solution method is presented, which involves directly the discretization into
a ﬁnite number of secondary sources of the integral operator adopted as a model of the
loudspeaker array.
The assumption of a continuous distribution of secondary sources allows for the loud-
speaker array to be modeled as an integral operator, and more speciﬁcally as a single layer
potential. This crucial step leads to the fundamental connection between the problem
of sound ﬁeld reproduction and the branch of mathematics know as functional analysis,
more speciﬁcally to the theory of integral equations, thus opening the door to a vast
source of mathematical tools and results, which can be used to analyze and solve the
inverse problem under consideration. Functional analysis has been developed mainly
during the last century, and has been successfully applied to the study of a variety of
problems of relevance for physics and engineering, including the study of acoustical in-
verse problems such as scattering of sound and acoustic holography. To the author’s
knowledge, the problem of sound ﬁeld reproduction has not hitherto been formulated
within this framework, and this is therefore believed to be a relevant scientiﬁc contribu-
tion of this thesis.
The philosophical motivation behind the eﬀort spent developing a theory of sound ﬁeld
reproduction on the basis of functional analysis, apparently adding an extra layer of
mathematical complexity, is probably summarized well by the following citation of E.
Kreyszig, Introductory functional analysis with applications [Kre78, p.1]:
Mathematicians observed that problems from diﬀerent ﬁelds often enjoyed related fea-
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problems, the uniﬁcation being obtained by the omission of unessential details. Hence
the advantage of such an abstract approach is that it concentrates on essential facts, so
that these facts become clearly visible since the investigator’s attention is not disturbed by
unimportant details. In this respect the abstract method is the simplest and most econom-
ical method for treating mathematical systems. Since any such mathematical system will,
in general, have various concrete realizations (concrete models), we see that the abstract
method is quite versatile in its application to concrete situations. It helps to free the
problem from isolation and creates relations and transitions between ﬁelds which have at
ﬁrst no contact with one another.
The above refers to the use, in general, of abstract mathematical models for the study of
diﬀerent problems, which share underlying logical properties, but suits very well the issue
under consideration. In fact, the study of sound ﬁeld reproduction in the framework of
functional analysis not only allows for the formulation of a general theory, from which
other speciﬁc approaches can be derived, but it also reveals hidden and yet enlightening
analogies between the problem addressed and other apparently unrelated subjects such
as acoustic scattering and Near-ﬁeld Acoustical Holography, as shown in Chapter 6 of
this thesis.
In the theoretical framework adopted, the acoustic ﬁelds and the functions representing
the loudspeaker signals are elements of abstract spaces of functions (more speciﬁcally,
Hilbert spaces). The loudspeaker array, as mentioned above, is modeled as an integral
operator and the mathematical properties of this operator are analyzed. This brings
to light the fact that the inverse problem under consideration is, by its very nature,
an ill-posed problem, thus implying that the solution to the problem might not exist,
might be non unique, or might be unstable. Existing mathematical results are deployed
and new results are derived, which indicate the sound ﬁelds that can be reproduced and
the degree of accuracy with which this can be accomplished. For several ideal array
geometries, explicit expressions for the solution of the problem are derived, in most of
cases by means of the singular value decomposition of the integral operator involved.
In the cases when an exact solution of the inverse problem does not exist, approximate
solutions are derived by applying regularization techniques. The validity of the results
derived for ideal continuous loudspeaker arrays is then analyzed for the case of arrays
including a ﬁnite number of units, and the eﬀects due to spatial aliasing are studied in
detail. The computation of the loudspeaker signals for the reproduction of sound ﬁelds
with broad-band spectral content leads to the deﬁnition of digital ﬁlter design strategies.
These can be implemented in digital signal processing algorithms for practical sound
ﬁeld reproduction systems.
Finally, an important contribution of this work, on which the last chapter of this thesis
is focussed, is the experimental validation of some of the theoretical results presented.
This shows that the utility of the abstract models developed is demonstrated by their
application to real situations. The experiments discussed in this thesis represent anChapter 1 Introduction 4
initial step, which may pave the way to further development and practical applications
of the theory.
Although no explicit connection to other branches of acoustics is made here, it is the
hope of the author that some of the theoretical results developed within this work may
prove useful not only for the speciﬁc subject of sound ﬁeld reproduction but also for
other acoustical problems such as sound radiation, acoustic source reconstruction and
identiﬁcation, acoustic holography, active control of sound, acoustic imaging and acoustic
scattering.
It is important to emphasize that several results presented in this thesis, and especially
those discussed in Chapter 7, are not novel and are reported also in the literature ded-
icated to other sound ﬁeld reproduction techniques, such as Wave Field Synthesis and
High Order Ambisonics. However, consistent with the intent of presenting a general-
ized theory, the deliberate choice has been made of deriving these results following the
general analysis developed in this thesis, rather than introducing them by referring to
other speciﬁc and established techniques. Therefore, with respect to these results, the
originality of the scientiﬁc contribution lies in the fact that several results arising in dif-
ferent methods, are here derived within the framework of a uniﬁed general approach to
the problem.
One ﬁnal, yet relevant, aspect of the problem that should be considered from the very
beginning is that this thesis deals with the physical reproduction of a desired sound
ﬁeld, rather than with the accurate rendering of its spatial attributes in terms of human
perception. The relation between the accuracy of the reproduction of the physical char-
acteristics of the desired ﬁeld, such as acoustic pressure and acoustic intensity, and the
human perception of the spatial attributes of the reproduced sound scene is beyond the
objective of this thesis and may be the subject of future eﬀorts.
Some of the results and concepts presented in this thesis are also reported in the following
publications:
• Filippo M. Fazi and Philip A. Nelson, A theoretical study of sound ﬁeld reconstruc-
tion techniques. 19th International Congress on Acoustics, Madrid, 2007 [FN07c].
• Filippo M. Fazi and Philip A. Nelson, Application of functional analysis to the
sound ﬁeld reconstruction. 23rd Conference on Reproduced Sound of the Institute
of Acoustics, Newcastle, 2007 [FN07a].
• Filippo M. Fazi and Philip A. Nelson, The ill-conditioning problem in sound ﬁeld
reconstruction. 123rd International Convention of the Audio Engineering Society,
New York, 2007 [FN07b].Chapter 1 Introduction 5
• Filippo M. Fazi, Philip A. Nelson, Roland Potthast and Jeongil Seo, The study
of sound ﬁeld reconstruction as an inverse problem. Institute of Acoustics Spring
Conference Reading, 2008 [FNPS08c].
• Filippo M. Fazi, Philip A. Nelson, Jens E. N. Christensen and Jeongil Seo, Sur-
round System Based on Three-Dimensional Sound Field Reconstruction. 125th
International Convention of the Audio Engineering Society, San Francisco, USA,
2008 [FNCS08].
• Filippo M. Fazi, Philip A. Nelson, Roland Potthast and Jeongil Seo, An intro-
duction to a generalised theory for sound ﬁeld reproduction. 24th Conference on
Reproduced Sound of the Institute of Acoustics, Brighton, 2008 [FNPS08b].
• Filippo M. Fazi, Philip A. Nelson, Roland Potthast and Jeongil Seo, Application
of the theory of integral equations to the design of a multi-channel reverberation
simulator. 35o Convegno Nazionale dell’Associazione Italiana di Acustica Milano,
Italy, 2008 [FNPS08a].
• Filippo M. Fazi, Philip A. Nelson and Roland Potthast, Analogies and diﬀerences
between three methods for sound ﬁeld reproduction. Ambisonics Symposium 2009,
Graz, Austria, 2009 [FNP09].
1.2 Brief overview of previous work
The problem of reproducing a desired sound ﬁeld with an array of loudspeakers has
been the subject of scientiﬁc research for many years, and several approaches have been
proposed in order to provide a practical solution to this problem. Most of these meth-
ods are grounded on a solid mathematical and physical basis, and the implementation
of these techniques into practical systems, especially for audio purposes, has increased
progressively during the last decade. In what follows, several of these techniques are
brieﬂy described. Following this, some references are provided to work relating to the
application of functional analysis and of the theory of integral equations to acoustics.
1.2.1 Wave Field Synthesis
One the most well-known sound ﬁeld reproduction techniques is Wave Field Synthesis.
This technique was initially conceived by A.J. Berkhout and presented in 1988 in a
highly cited paper [Ber88]. After that, much research was undertaken, especially at
the Delft University of Technology, in order to develop further this technique. Many
authors contributed to this eﬀort and a large number of scientiﬁc publications on Wave
Field Synthesis is now available: [BdS97], [BDV93], [Sta97], [Ver97], [Vog93], [dV96],Chapter 1 Introduction 6
[Boo04], [BVv94], [SRA08], [SR06], [Spo07], [SA09], [AS07], [CPKR08], [Cor07], [Cor06],
[MLdV05] and [PRP+08] , among others.
The theory of Wave Field Synthesis is based on the well-known Huygens-Fresnel principle,
whose ﬁrst formulation appeared in 1690 in Huygens’ Traité de la lumière (see for example
[Huy66]). This principle states that each point of a propagating wave front may be
regarded as a center of a new disturbance and the source of a new secondary wave,
and that the principal propagating wave may be regarded as the sum of all the these
secondary waves. This simple but fundamental principle laid the foundations for the so-
called Green’s representation theorem [CK83], allowing for the representation of a ﬁeld p,
which satisﬁes the homogeneous Helmholtz equation in a bounded set D, by the following
integral
Z
∂D
G(x,y)
∂p(y)
∂ˆ n(y)
−
∂G(y)
∂ˆ n(y)
p(y) dS(y) =

 
 
p(x) if x is inside D
p(x)/2 if x is on ∂D
0 if x is outside D
where ∂D is the boundary of D, G(x,y) is the Green function and ˆ n(y) is the unitary
vector orthogonal to ∂D at y and directed toward its exterior (see chapters 2 and 3 for
more detail). In the literature on acoustics, the formula above is usually referred to as
the Kirchhoﬀ-Helmholtz integral (or Helmholtz integral) [Wil99].
The practical implication of this relevant result is that a given sound ﬁeld can be repro-
duced, in the interior of a bounded region of the space, by a continuous distribution of
dipole-like and monopole-like secondary sources, arranged on the boundary of this region.
The strength of these secondary sources is given by the value of the acoustic pressure
ﬁeld and of its derivative, respectively, evaluated at the location of the secondary source
under consideration. The sound ﬁeld reproduced in the exterior of D is identically zero.
As will be shown in Chapter 6 of this thesis, in the special case when ∂D is an inﬁnite
plane or an inﬁnite line, the integral representation above can be substituted by the ﬁrst
Rayleigh integral (or alternatively to the second Rayleigh integral), which reads
p(x) =
Z
∂D
G(x,y) 2
∂p(y)
∂ˆ n(y)
dS(y)
In this formulation, secondary sources of one kind only are required (monopole-like
sources for the ﬁrst Rayleigh integral and dipole like sources for the second). This
representation formula is the basis of Wave Field Synthesis: an array of equally spaced
loudspeakers is used to reproduce a desired ﬁeld, and the loudspeaker signals are derived
directly from the normal derivative of the desired acoustic pressure ﬁeld, evaluated or
measured at the location of each loudspeaker. Reproduction artifacts derived from the
ﬁnite size of the array and from the discretization of the ideally continuous distribution
of secondary sources are well known and are discussed in the literature. This techniqueChapter 1 Introduction 7
applies rigorously to planar arrays, but eﬀective methods have been derived in order to
extend it to arrays of diﬀerent shape. Of special relevance is the so called 2.5 operator,
derived from a stationary phase approximation of the three dimensional free ﬁeld Green
function and applied to two dimensional arrays (see for example [Sta97]).
Adaptive methods have been applied to Wave Field Synthesis, as is discussed in the
works, among others, of S. Spors et al. [Spo06], [SBRH07] and P.A. Gauthier et al.
[GBW05], [GB06], [GB08b], [GB08a].
1.2.2 Ambisonics
Another well-known and widely used technique for sound ﬁeld reproduction is Ambison-
ics. This method was invented by M.A. Gerzon and its principles were presented in a
series of publications, the ﬁrst of which, [Ger72], was presented in 1972. Some of these
papers are: [Ger73], [Ger74], [Ger75], [Ger77c], [Ger77b], [Ger77a], [Ger80], [Ger85],
[GB92], [Ger97] and [GB98]. It should be mentioned that Gerzon often refers to psy-
choacoustical principles in relation to the theory of Ambisonics. In [Ger80] two local-
ization theories are mentioned, namely Makita theory and the Energy vector theory, but
Gerzon also proposed his own theory of auditory localization [Ger74], [Ger92], intended
as a theoretical tool for designing strategies for surround sound systems.
In spite of the fact that Gerzon’s theory was valid for systems of arbitrary order, for a
long period of time after its invention the practical applications of Ambisonics involved
only ﬁrst order systems (the order refers to the truncation order of the spherical har-
monic series described below). The works of J.S. Bamford and J. Vanderkooy [Bam95],
[BV95] and the series of publications by J. Daniel, R. Nicol and S. Moreau [Dan00],
[DRP98], [Dan03], [Nic99], [NE99], [NE98], [DNM03], [Mor06] contributed to the further
development of the theory and applications of Ambisonics. Much attention has been
dedicated to the extension of Ambisonic systems to orders higher than the ﬁrst. Some
of this work emphasizes the capabilities of Ambisonics for reproducing a desired sound
ﬁeld. Furthermore, much eﬀort has been dedicated to the study of analogies and diﬀer-
ences between Ambisonics and Wave Field Synthesis. The use of the term High Order
Ambisonics has become increasingly popular in the literature when referring to this new
evolution of Ambisonics. An extensive literature is now available on the theory and ap-
plications of Ambisonics. Some of the relevant publications are, among others, [Fel75],
[CG77], [Mal99], [Cot02], [Wig04], [SS06], [Sol08], [HS09], [AS08a], [AS08b], [AS08c],
[SA08], [MAA07], [ZPF09], [SH01], [NMSH03], [FU98] and [HLB08]
In the work of Daniel et al. [DNM03] it is reported that Ambisonics is based on the
representation of the ﬁeld by means of spherical harmonics. More speciﬁcally, a given
ﬁeld p, satisfying the homogeneous Helmholtz equation in the interior of a sphere ofChapter 1 Introduction 8
radius R, can be expressed by
p(x,ω) =
∞ X
n=0
injn
ω
c
x
 n X
m=−n
Y m
n (ˆ x)Bm
n (ω), x < R
where jn are spherical Bessel functions and Y m
n are spherical harmonics (see Chapter 2
for more detail). The coeﬃcients Bm
n (ω) of the series constitute an inﬁnite and countable
set of complex numbers, which fully describe the sound ﬁeld in the interior of the sphere
of radius R. The series above is then approximated by applying a truncation to a given
order N.
The so-called Ambisonic encoding process consist, in mathematical terms, of the de-
termination of a given number of coeﬃcients Bm
n (namely the coeﬃcients with n ≤ N
and −n ≤ m ≤ n) from the knowledge of the target ﬁeld p, which is either expressed
mathematically or measured. The use of the so-called sound ﬁeld microphone is very
popular for Ambisonic recordings. The set of signals generated by the encoding process
are referred to as B-format signals and correspond to the Fourier transform, from the
frequency domain (ω) to the time domain, of the coeﬃcients Bm
n (ω).
Given an array of L loudspeakers, arranged ideally uniformly around the listener on a
circle or on the surface of a sphere surrounding the listener, the Ambisonic decoding
process generates from the B-format signals the loudspeaker signals allowing for the
reproduction of the desired ﬁeld. It can be shown that the reproduced sound ﬁeld ˆ p can
be expressed as follows
ˆ p(x,ω) =
∞ X
n=0
injn
ω
c
x
 n X
m=−n
Y m
n (ˆ x) ˆ Bm
n (k)
=
L X
`=1
S`(ω)
∞ X
n=0
injn
ω
c
x

rn
ω
c
y
 n X
m=−n
Y m
n (ˆ x)Y m
n (ˆ y`)∗
where the vectors y` = yˆ y` indicates the position of the loudspeakers and S`(ω) are the
loudspeaker signals (expressed as functions of the frequency). The frequency dependent
coeﬃcients rn
 ω
c y

depend upon the chosen acoustic radiation model of the loudspeak-
ers, and they all equal 4π if each loudspeaker is assumed to generate a single propagating
plane wave. Substituting the coeﬃcients ˆ Bm
n (ω) with the coeﬃcients Bm
n (ω), describing
the target ﬁeld, and deploying the orthogonality of the spherical harmonics (see Chapter
2), the formula above leads to the solution of the following system of linear of equations:
Bm
n (ω) =
L X
`=1
S`(ω) rn
ω
c
y

Y m
n (ˆ y`)∗,
n = 0,1,...N, −n ≤ m ≤ n
The solutions of this linear system, that can be exact or approximated, provides the
loudspeaker signals S`(ω). If rn
 ω
c y

does not depend on the frequency, the solutionChapter 1 Introduction 9
of the system above is particularly simple and the loudspeaker signals can be computed
directly in the time domain by a simple linear combination of the B-format signals.
The decoding procedure discussed above is usually referred as basic decoding. Other
decoding strategies have been proposed, such as the in-phase decoding or the energy
vector maximization decoding (see for example [Dan00]). These strategies are supposed
to provide better psychoacoustical performance. In terms of signal processing, these
alternative strategies simply include the multiplication of the B-format signals by a set
of given scaling factors before solving the linear system above.
1.2.3 Other methods for sound ﬁeld reproduction
Several other methods and techniques for sound ﬁeld reproduction have been proposed,
especially during the last decade. New theories, which are also based on the spherical
(or cylindrical) harmonic decomposition of the sound ﬁeld, have been proposed by M.A.
Poletti [Pol96], [Pol00], [Pol05], [Pol07], by T.D. Abhayapala, D.B. Ward, T. Betlehem
and Y.J. Wu [WA01], [BA05],[WA09] and by J. Hannemann and K.D. Donohue [HD08].
P.A. Nelson, O. Kirkeby et al. [NOBH96], [KN93] proposed approaches, which rely on
the numerical solution of an acoustical inverse problem. The underlying principles shares
signiﬁcant analogies with the theory of active control of sound (see, for example, [NE92])
and can be simplistically summarized as follows:
• A target sound ﬁeld is deﬁned on a set of given locations. These data are repre-
sented by the vector p.
• A matrix H of acoustical transfer functions is computed between the elements of
a given loudspeaker array and the locations above. The reproduced ﬁeld at these
locations is therefore given by ˆ p = Ha, where a is the vector of loudspeaker signals
(in practice, as discussed in Chapter 7, these are coeﬃcients of digital ﬁlters).
• The loudspeaker signals are computed by minimizing a cost function, given by
|Ha − p|2. A modeling delay is usually included in order to preserve the causality
of the digital ﬁlters. This operation typically involves the inversion of the matrix
H, which can be performed by applying various techniques, either in the time
or frequency domain, and requires in general the use of regularization techniques
(discussed in Chapter 6).
Other methods have been proposed, whose formulation includes the Kirchhoﬀ-Helmholtz
equation and the theory of inverse problems and acoustic holography (see, for example,
[Ise99] and [CIB08]). Another relevant technique, very popular among the community of
audio engineers, is the so-called Vector Based Amplitude Panning, proposed by V. Pulkki
[Pul97]. In spite of its reduced DSP computational load (real gains applied to threeChapter 1 Introduction 10
loudspeakers for reproducing a virtual source), this method features good capabilities of
reproducing some physical attributes of the desired sound ﬁeld. J.W. Choi’s and Y.H.
Kim’s acoustic contrast maximization method [CK02] is also of relevance to the subject
of sound ﬁeld reproduction. This technique aims at the creation of so-called acoustically
bright and dark zones with an array of loudspeakers.
Finally, several hybrid methods have been proposed: among the others, R. Nicol and
M. Emerit [NE99] suggested a combination of Ambisonics and Holophony (an approach
analogous to Wave Field Synthesis), while A. Farina et al. [FGAT01] suggested a com-
bination of Ambisonics with binaural systems.
1.2.4 Functional analysis, integral equations and inverse problems in
acoustics
In this thesis, mathematical concepts and techniques such as spaces of functions, integral
equations and the singular value decomposition of an operator are applied to the problem
of sound ﬁeld reproduction. As mentioned above, these theoretical tools belong to the
ﬁeld of functional analysis. This branch of mathematics has been widely developed,
especially during the last century, and its fundamentals are presented in a variety of
texts, such as [Kre78], [Now81], [CK83], [Pot07].
Functional analysis has been successfully applied to the study of a variety of physical
problems. A remarkable example is represented by quantum mechanics, but also several
other branches of physics and engineering have made good use of many results from this
discipline. Functional analysis has been used, for quite some time, to also tackle acousti-
cal problems. An extensive mathematical literature exists, dedicated to the application
of integral equation to direct and inverse acoustic scattering problems (see for example
[CK92]). Integral equations have also been widely used in the study of acoustic radia-
tion problems (see, for example, the work of L.G. Copley [Cop68] and of H.A. Schenck
[Sch68]), and are at the basis of the boundary element methods (BEM) [VW04]. The
singular value decomposition of integral operators has been deployed for the study of
sound radiation and acoustic source reconstruction problems. In that respect, relevant
contributions were given by G.V. Borgiotti et al. [Bor90], [BSWS90], [BJ93] and more
recently by C. Maury et al. [ME05], [MB08].
As will become clear later, the mathematical formulation of the sound ﬁeld reproduc-
tion problem as an inverse problem shares many similarities with the problem of acous-
tic source reconstruction and Near-Field Acoustical Holography (see, among the others,
[VM89], [MWL85], [BSWS90], [Wil99], [WA79], [Sar05], [NY00], [YN00],[KN03],[WW97],
[WY98], [Hal09]), Inverse Boundary Element Methods (see for example [VW04]) and ac-
tive control of sound [NE92], [EF07]. All the techniques mentioned above have in common
the fact that, from the knowledge of a portion of a given sound ﬁeld, they aim at solving aChapter 1 Introduction 11
similar mathematical inverse problem, in order to either reconstruct the acoustic pressure
and particle velocity ﬁelds near the source (acoustic holography), to identify the sources
of sound generating a given ﬁeld (source reconstruction) or to deﬁne the signals driving
an array of secondary sources for canceling sound (active noise control) or synthesizing
a given sound ﬁeld (sound ﬁeld reproduction).
The work presented in this thesis has been signiﬁcantly inspired by the literature dedi-
cated to all the techniques for sound ﬁeld analysis and reconstruction mentioned above.
It is therefore the hope of the author that the results shown here, although developed in
the framework of sound ﬁeld reproduction, may be also useful for further developments
and comparative analysis between these techniques.
1.3 Overview of the method and summary of the thesis
In what follows an overview is given of the approach developed throughout this thesis
and of the underlying assumptions. The aim is to provide the reader with a general and
intuitive understanding of the subject, in order to facilitate the reading of the theoretical
core of this thesis, in which the mathematical formalism may sometimes hide the physical
and practical meaning of the results developed.
A preliminary chapter has been included, Chapter 2, which presents the mathematical
formalism used in this thesis. Some important mathematical concepts and results are
recalled, and some other less widely known concepts are reported from the literature.
No eﬀort is made in this preliminary chapter to explain the physical interpretation of
the concepts introduced or their usefulness to the problem under consideration, as this
is the objective of the subsequent chapters of the thesis.
Chapters 3 and 4: The inverse problem and its solution
The starting idea includes the reproduction of a sound ﬁeld over a given region of space.
A generic sound ﬁeld can be characterized by the acoustic pressure. The latter can
be mathematically represented by a scalar ﬁeld, that is a function which describes the
acoustic pressure as a function of the space and time. The sound ﬁeld is therefore
represented by the function p(z,t), where z is a vector representing a position in space
and t is the time. For reasons which will become clear later, it is preferable to describe
the acoustic ﬁeld as a function of the frequency ω or equivalently of the wave number
k, rather than of the time. This is simply achieved by applying the well-known Fourier
transform, with respect to the variable t, to the function describing the sound ﬁeld.
A region of the space is deﬁned, over which an attempt is made to reproduce the desired
ﬁeld. This region is referred to as the control region, and is indicated in Figure 1.1 byChapter 1 Introduction 12
Figure 1.1: Two-dimensional diagrammatic representation of the control region, of
the reproduction region and of the secondary sources (the black dots).
the letter V . The reproduction region can be a subset of either the three dimensional
space R3 or of the two dimensional space R2. The diagram in Figure 1.1 represents a
two dimensional setting, in order to simplify the visualization. It is assumed that the
target sound ﬁeld satisﬁes the homogeneous wave equation within the control region. In
practical terms, this means that the control region should be free of sources of sound or
scattering objects.
An attempt is made to reproduce the target acoustic ﬁeld with an array of loudspeakers.
The latter includes a limited number of electroacoustical transducers (represented by
the black dots in Figure 1.1), which radiate sound in the space when fed by an electrical
signal. Clearly, the sound ﬁelds generated by the diﬀerent units of the array combine and
produce a complex pattern of constructive and destructive acoustic interferences. The
resulting ﬁeld is referred to as the reproduced ﬁeld ˆ p(z,ω). The loudspeakers of the array
are also referred to as the secondary sources. These are driven by electrical signals, which
are referred to as secondary source signals or secondary source strength (the diﬀerence
between the two terms is clariﬁed later). The assumption is made, that the loudspeakers
are arranged on the boundary of a region of the space Λ, the reproduction region, which
contains the control region V in its interior, as shown in Figure 1.1.
In order to deploy some relevant mathematical properties (more precisely, the compact-
ness of the integral operator involved), useful to the solution of the acoustical inverse
problem, the reproduction region Λ and the control region V should be bounded regions,
meaning that they should have ﬁnite extension in the space. In spite of that, in ChapterChapter 1 Introduction 13
4 of this thesis an attempt is made to extend the approach developed also to cases when
Λ and V are not bounded.
The objective is to deﬁne the secondary source signals, which allow for a reproduced
ﬁeld that is as similar as possible to the target ﬁeld. As mentioned previously, this is the
essence of the acoustical inverse problem addressed by this thesis.
A crucial step, which allows the link of the problem under consideration to the theory
of integral equations, lies in the model of the loudspeaker array. The latter includes the
following ideal assumptions:
• The number of loudspeakers (secondary sources) is inﬁnite and these are continu-
ously arranged on the boundary of Λ;
• Each loudspeaker (secondary source) radiates sound as an ideal omnidirectional
point source (an acoustic monopole) for the three dimensional case, or as an ideal
inﬁnite line source (perpendicular to the plane considered) for the two dimensional
case.
The ﬁrst assumption is clearly unrealistic and has the drawback of completely neglecting
the relevant problem know as spatial aliasing. This is directly related to the sampling the-
ory and to the well-known aliasing phenomenon arising in the reproduction of a sampled
function of time. This problem arises when approaches developed under the assumption
of an ideally continuous distribution of loudspeakers are applied to real arrays with a
ﬁnite number of transducers and has the eﬀect of degrading the sound ﬁeld reproduction
performance of a system, especially at high frequencies. An extensive section of Chapter
7 is dedicated to the detailed analysis of the consequences of this assumption. For the
time being, it suﬃces to say that the analytical results presented in what follows can be
safely applied to real cases, provided that the operating wavelength is larger than the
maximum distance between neighboring loudspeakers.
The second assumption is quite mild for the three dimensional problem, especially if
the wave length of the sound to be reproduced is large in comparison the size of the
single loudspeakers. For the two dimensional case the loudspeakers are assumed to
be inﬁnite line sources. This represents a less realistic assumption, due to the fact
that traditional, compact loudspeakers exhibit a spherical spreading of acoustic energy,
instead of the cylindrical decay typical of a line source. This problem is widely discussed
in the literature on Wave Field Synthesis, and strategies have been developed to take
this aspect into consideration (see for example [Sta97] for the 2.5 operator based on
the stationary phase approximation). Other characteristics of real loudspeakers, such as
diﬀraction of the loudspeaker cabinet, frequency response and non-linear distortion have
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A further relevant assumption is made, that the loudspeakers radiate sound in the free
ﬁeld. In principle, this assumption could be removed and the approach developed may be
extended to reverberant environments, but this would superpose, in a way, the problem
of sound ﬁeld reproduction with the problem of active room correction.
The ideal model of the loudspeaker array introduced above allows for the expression of
the reproduced sound ﬁeld at the location z and for a given frequency ω as an integral
of the form
ˆ p(z,ω) =
Z
∂Λ
G(z,y,ω)a(y,ω)dS(y)
where the function G(z,y,ω) represents the acoustical transfer function between the
secondary source arranged at y and the location z, and under the assumptions above
corresponds to the so-called free ﬁeld Green function. The form a(y,ω) is a complex
valued function (having magnitude and phase), proportional to the strength of the sec-
ondary sources. The integral above is know in the literature as the acoustic single layer
potential and is one of the fundamental mathematical entities occurring in this thesis.
The objective is now to compute a function a(y,ω), that is the solution of the inverse
problem, such that the reproduced ﬁeld is as similar as possible to the target sound ﬁeld.
In the ideal case, we would be able to deﬁne a source strength a(y,ω), such that the left
hand side of the single layer potential above is the target ﬁeld p(z,ω).
In Chapter 3, the following important concept is introduced (the uniqueness of the Dirich-
let problem): if the desired sound ﬁeld satisﬁes the homogeneous wave equation in V , the
knowledge of the acoustic pressure on the boundary of V (and not of both the pressure
and its normal derivative) uniquely deﬁnes the sound ﬁeld in the interior of V . This
is always valid, except for a countable set of wave numbers identiﬁed by the resonance
frequencies of V . In Chapter 6 it is explained that the solution of the inverse problem
involved is non unique at these frequencies, and some simple strategies are illustrated for
avoiding this problem. The control of the sound ﬁeld can be therefore restricted to the
boundary of the control region. The function representing the restriction of the target
ﬁeld to this boundary is referred to as the pressure proﬁle. The unknown source strength
a(y,ω) can therefore be determined from the knowledge of the target sound ﬁeld on
the boundary of the control volume. Since the unknown of the problem appears as a
member of the argument of an integral, an integral equation is involved, more speciﬁcally
a Fredholm integral equation of the ﬁrst kind, .
Some fundamental question arise: Does a solution of this integral equation exists? And
does it exists for any desired sound ﬁeld or just for some families of ﬁelds? If the solution
exists, is it possible to calculate it? How? Is the solution unique or do multiple solutions
exist? And if the solution does not exists, is it possible to ﬁnd an approximate solution?
In order to give a rigorous answer to these questions, we need to dip into the mathematics
and make use of the tools and results of functional analysis. This analysis is presented in
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well-known in the literature. Unfortunately, such equations represent so called ill-posed
problems. This implies, in short, that no guarantee is given about the existence of a
solution, and even when this exists it might not be unique, or its computation could be
severely compromised by the presence of errors in the data associated with the problem.
All the concepts introduced above are presented rigorously in the ﬁrst half of Chapter
3. The following logical step would be to discuss under what conditions the solution of
the problem exists and is unique. However, the choice is made to assume initially that
a solution exists and is unique, and to focus the attention on how to calculate this solu-
tion analytically. For this purpose, the singular value decomposition of a compact linear
operator is introduced and applied to the integral operator in question. This powerful
mathematical tool plays a crucial role in the development of most of the results derived in
this thesis. It should be highlighted that the singular value decomposition of a compact
linear operator is related though not identical to the singular value decomposition of a
matrix, the former requiring for its derivation advanced mathematical concepts of func-
tional analysis. One section of Chapter 2 is dedicated to the mathematical fundamentals
of the singular value decomposition, while the second half of Chapter 3 illustrates the
application of this technique to the speciﬁc problem under consideration.
Particular attention is given to the concepts of secondary source modes and acoustic
pressure modes, which can be summarized as follows: the sound ﬁeld generated by the
array on the boundary of the control region (the pressure proﬁle) can be decomposed into
a usually inﬁnite series of orthogonal functions (namely, independent from one another),
referred to as the acoustic pressure modes. Each of these modes is generated by one and
only one secondary source mode, that can be interpreted as a special combination of
signals of the secondary sources. Each pressure mode is independent from all secondary
source modes other than the one corresponding mode. The acoustic pressure modes and
secondary source modes are represented in mathematical terms by the singular functions
of the operator. The relation between the magnitude of the secondary source modes and
of the corresponding acoustic pressure modes is expressed by a set of positive scalars
called the singular values of the operator, which can be interpreted as a measure of the
modal eﬃciency.
At the end of Chapter 3 a general analytical solution of the inverse problem under
consideration is derived by means of the singular system of the operator, that is the set
of all the singular functions and singular values of the integral operator. However, in
spite of the generality of this solution, explicit expressions for the functions constituting
the singular system depend strongly on the speciﬁc geometry of the array and of the
control region, and their computation is in general non-trivial.
In Chapter 4 singular systems for some speciﬁc geometries of continuous arrays are
derived, as well as explicit expressions of the secondary source strength. The case of
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related to the spherical harmonics, while the expression of the singular values includes
spherical Hankel and Bessel functions, whose arguments are the wave number k and the
radii of the control region and of the array. The singular system and the solution are then
derived for the corresponding 2D problem, namely the circular geometry. It is shown
that the singular functions are related to complex exponential functions and the singular
values to Hankel and Bessel functions.
An attempt is then made to extend the approach to the case of loudspeaker arrays includ-
ing a continuous distribution of secondary sources on an inﬁnite plane or on a line. These
arrangements violate the requirement of the reproduction region Λ being a bounded set.
As it is mentioned at the beginning of Section 4.3, the violation of this assumption gener-
ates some mathematical diﬃculties (for example, the integral operator is not compact),
which add several layers of complexity to the problem. However, some simplifying as-
sumptions are made in order to go around these issues. This eﬀort is rewarded by the
ﬁnding of some interesting results: the secondary source modes are expressed by com-
plex exponential functions, which generate either propagating or evanescent plane waves.
The eﬃciency of each mode is put into relation with the evanescent or propagating na-
ture of the corresponding plane wave, and in the second case also with the direction of
propagation of the wave.
Chapters 5 and 6: The ill-posedness of the problem
The expressions of the singular systems derived in Chapter 4 prove to be useful for the
analysis undertaken in Chapter 5. The latter is dedicated to the study of the ill-posedness
of the problem under consideration. This is probably the part of this work, which is most
dedicated to the underlying mathematics of the problem. The concept of ill-posedness is
explained, and it is put into direct relation with the singular value decomposition of the
integral operator involved. More precisely, it is shown that the ill-posedness is related to
the decay of the singular values of the operator. In fact, the expression of the solution
includes the inverse of the singular values, and it is clear that if one or more singular
values are very small or close to zero, the amplitude of the solution will tend to inﬁnity.
This is a fundamental concept of the problem addressed here.
Attention is then focussed on the properties that the target sound ﬁeld should posses
in order for the solution of the inverse problem to exist. The so-called Picard theorem
plays a central role in this study. The latter is introduced at the end of Chapter 2.
This theorem deﬁnes two conditions, which the target sound ﬁeld must satisfy in order
for a solution to exist. Some theorems are presented and proved, which show ﬁrstly
that the ﬁrst Picard condition (relating the target ﬁeld with the nullspace of the adjoint
operator S∗) is satisﬁed for all sound ﬁelds satisfying the conditions imposed at the
outset (the target ﬁeld satisﬁes the homogeneous wave equation in V ). Secondly, it is
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the orthogonal projection of the target ﬁeld onto the singular functions) is not satisﬁed
by a restricted family of ﬁelds. It is demonstrated that the second Picard condition is
satisﬁed by all ﬁelds generated by source of sound (or scattering objects) lying outside
of the reproduction region, that is outside of the speaker array. Conversely, sound ﬁelds
due to sources lying outside of the control region V but within the reproduction region
Λ (see Figure 1.1) do not admit an exact solution, that is they can not be reproduced by
the continuous loudspeaker array. On the other hand, it is shown that it is possible to
compute solutions such that the reproduced ﬁeld is an arbitrarily good approximation
of the target ﬁeld (this result arises from the denseness of the range of the operator
S). However, the better the approximation the larger is the amplitude of the secondary
source strength and the more the solution is unstable.
Subsequently, the concept of ill-conditioning and robustness of the solution against errors
is addressed and again put into relation with the singular system of the operator. The
uniqueness of the solution is then analyzed, and it is shown that the latter is strictly
related to the so-called Dirichlet eigenvalues of V . These are introduced in Chapter
3 when discussing the uniqueness of the Dirichlet problem, and are identiﬁed by the
resonance frequencies of a cavity with the shape of V and pressure release boundary
conditions. It is shown that when the wave number k corresponds to one of the Dirichlet
eigenvalues, the inverse problem has an inﬁnite number of solutions allowing for an exact
reproduction of the pressure proﬁle (the ﬁeld on the boundary of V ), but only one of
these solutions leads to an exact reproduction of the sound ﬁeld in the interior of the
control region.
In the remainder of Chapter 5, the concepts above are demonstrated for spherical and
linear array geometries, for the case of target ﬁelds due to ideal omnidirectional point
sources or line sources, respectively, which are referred to as virtual sources.
In Chapter 6 several strategies are presented for overcoming the diﬀerent diﬃculties
arising from the ill-posedness of the inverse problem. The concept of regularization is
introduced and several regularization schemes are presented, such as spectral truncation,
spectral damping and Tikhonov regularization. The method know as time reversal mirror
is also taken into consideration as a regularization method. These techniques are dis-
cussed especially in relation with the singular system of the integral operator involved,
and it is shown that their application has the eﬀect of preventing the undesirable ef-
fects arising from the inversion of small singular values, often at the price of partially
reducing the accuracy of the reproduced ﬁeld. The application of regularization tech-
niques is applied to the computation of stable and robust solutions. Special attention
is dedicated to so-called focused sources. This term refers to sound ﬁelds generated by
point or line sources lying in the exterior of the control region V but in the interior of
the reproduction region Λ. As mentioned above, this family of sound ﬁelds does not
allow for an exact solution, but the application of regularization techniques allows for
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for linear, planar and spherical geometry. The ﬁrst two examples are of special rele-
vance, since they highlight the relation between the ill-posedness of the inverse problem
and the attempt to reproduce the so-called pseudo-evanescent component of the target
ﬁeld. The latter is the component of the desired pressure proﬁle, which is generated by
pressure modes corresponding to evanescent waves (but does not necessarily represent
the evanescent component of the target ﬁeld). The interesting result arises, that the time
reversal method provides an exact representation of the pseudo-propagating part of the
target ﬁeld, but leads to the generation of the pseudo-evanescent ﬁeld due to a virtual
source located at a mirrored position with respect to the linear or planar array.
In the second half of Chapter 6 the relevant analogy is drawn between the problem
of sound ﬁeld reproduction and the theories of scattering of sound and of Near-Field
Acoustical Holography. This analogy is an important outcome of the application of
functional analysis to sound ﬁeld reproduction. The analysis begins with the discussion
of the fact that the ill-conditioning of the problem is greatly aﬀected by the distance
between the boundary of the control volume and the boundary of the reproduction region,
the latter corresponding to the layer of secondary sources. The larger this distance, the
more severe are the eﬀects of ill-conditioning of the problem. This phenomenon is well
known in Near-Field Acoustical Holography, and it is shown that the ill-posed nature of
acoustic holography is very similar, though not identical, to the problem of sound ﬁeld
reproduction, and the theories behind these two subjects beneﬁt from some common
mathematical similarities.
In light of the considerations above, the special case is considered when the control region
V and the reproduction region Λ coincide, namely when the layer of secondary sources
coincides with the boundary of the control region. It is shown that in this case the prob-
lem is only mildly ill-posed (the decay of singular values is linear rather than exponential)
and can be solved by a straight-forward application of the so called jump relation, intro-
duced in Chapter 2. Consequently, it is shown that the sound ﬁeld reproduction problem
can be reformulated in the form of an equivalent scattering problem. More speciﬁcally,
the determination of the source strength a(y) is equivalent to the determination of the
normal particle velocity of the total ﬁeld originating from the scattering of the target
ﬁeld by an object with the shape of the reproduction region and pressure release bound-
aries (also referred to as a sound soft object). It is shown that, in the case of planar
and linear geometry, the single layer potential reduces to the well-known ﬁrst Rayleigh
integral formula. This important analogy allows for an explicit connection between the
theory of acoustic scattering and sound ﬁeld reproduction.
A relevant outcome of the above consists of the application of the so called Kirchhoﬀ
approximation, well-known in the study of scattering phenomena, to the solution of the
reproduction problem. This approximation is typically applied when the wavelength of
the sound to be reproduced is short in comparison to the characteristic dimension of
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the normal derivative of the desired ﬁeld (evaluated on a portion of the boundary of the
reproduction region). As mentioned at the end of the chapter, the result above allows
for a rigorous interpretation of some techniques commonly used in Wave Field Synthesis
and sheds light on the relation of the latter with High Order Ambisonics.
Chapters 7 and 8: Practical realization and experiments
The ﬁrst section of Chapter 7 is dedicated to the study of the eﬀects and undesired arti-
facts arising from the application of the result derived under the assumption of a contin-
uous distribution of secondary sources to arrays including a ﬁnite number of elements.
For this purpose, a sampling theory is discussed, in order to provide a mathematical
explanation of the issues above. The phenomenon known as spatial aliasing is studied in
detail, especially in relation to the singular system of the integral operator in question.
The concepts of pre- and post-aliasing are deﬁned and their diﬀerence explained. It is
shown that the technique referred to as spectral truncation can be applied in order to re-
duce the undesired eﬀect of pre-aliasing (but not post-aliasing!). In short, this technique
involves the truncation of the series arising in the expression of the solution by means of
the singular system of the integral operator. The aliasing matrix is deﬁned and is used
in order to provide a greater insight into the computation of the sampling reproduction
error. The relevant conclusion is made that spatial aliasing always occurs (except in a
few very special cases), and its eﬀect can at most be reduced or might be negligible, but
can never be completely removed.
The results above are demonstrated for the case of spherical and linear geometry, and
explicit expressions for the aliasing error are derived. In the former case the eﬀect is
demonstrated of two diﬀerent choices of the truncation order (representative of the num-
ber of terms included in the series expression of the solution). The case of linear geometry
is studied with special attention to the case of uniform sampling and of reproduction of
a plane wave. It is shown that under given conditions on the attributes of the desired
plane wave, the eﬀect of spatial aliasing can be limited to the near ﬁeld of the array.
If these conditions are violated, the reproduction artifacts eﬀect also the far ﬁeld. In
the worse case, the reproduction of an evanescent plane wave can generate an undesired
aliased plane wave which propagates to the far ﬁeld.
In the second Section of Chapter 7 an alternative method for the solution of the acousti-
cal inverse problem addressed is presented. This method involves the numerical solution
of the integral equation involved, which implies the discretization of the functions repre-
senting the pressure proﬁle and the source strength. This method can be regarded as a
boundary element method. Attention is drawn to the fact that spatial aliasing can occur
also from the discretization of the pressure proﬁle. This is not the case for the other
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for which the pressure boundary is supposed to be known at all locations on the con-
trol boundary. The numerical methods involves the creation and inversion of a matrix
(S), which can be regarded as the inversion of the discretized version of the single layer
potential introduced above. It is shown that the singular value decomposition of this
matrix, in the limiting case when its two dimensions are both inﬁnity and for spherical
geometry, gives singular vectors and singular values, which coincide with the singular
system generated by the singular value decomposition of the integral operator discussed
in the previous chapters.
At the beginning of Chapter 3 the time dependency of the sound ﬁeld is substituted
with the dependency on the frequency ω, or equivalently on the wave number k, and
the choice is made to study the problem for a single wave number. This is equivalent to
the assumption that the target ﬁeld is monochromatic. In the last section of Chapter 7
this hypothesis is removed and attention is focused on target sound ﬁelds with a broad
band spectral content. The problem is addressed of deriving the source signals, which
are required for the reproduction of such ﬁelds. Special attention is dedicated to the
computation of ﬁlters, which can be applied to generate the loudspeaker signals for the
reproduction of a large family of sound ﬁelds, such as those generated by a motionless,
single source (either in the free ﬁeld or in a reverberant environment). These ﬁlters are
expressed both as functions of time and of frequency, and can be practically implemented
as FIR digital ﬁlters (one ﬁlter for each loudspeaker of the array).
Results are derived for the speciﬁc cases of spherical, circular, planar and linear geome-
tries. Much attention is dedicated to the case of spherical geometry, since this geometry
is chosen for the experiments presented in Chapter 8: The ﬁlters for a single virtual
source in the free ﬁeld are derived, and the eﬀects of the distance of the source and of
the choice of the truncation order are illustrated. It is shown that the ﬁlters exhibit a
high frequency asymptotic behavior, corresponding to a so called panning function. The
latter can be eﬀectively adopted as a high frequency or far ﬁeld approximation of the ﬁl-
ters, and includes simple, frequency -independent scalars, implementable as simple gains
rather than complex ﬁlters. Remarkable analogies can be drawn between this panning
function and elements of High Order Ambisonics theory.
For the case of linear and planar geometries, it is shown that the loudspeaker signals
for a single virtual source in the free ﬁeld can be computed mainly by applying a set of
simple delays and gains to a pre-processed single (mono) signal, these delays and gains
depending on the reciprocal location of the virtual source and of the secondary sources.
The connection of this result with Wave Field Synthesis theory is highlighted.
Chapter 8 describes the design and realization of experiments for validating part of the
theoretical results presented in this thesis. Firstly, the experimental arrangement is
discussed. This includes a spherical array of forty loudspeakers, which was built in the
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single virtual source. A translating linear array of microphones was used to measure the
target and reproduced ﬁelds, the former being generated by a single loudspeaker arranged
in the location of the virtual source. Secondly, the measurement procedure is presented,
followed by a discussion of the design of the speciﬁc digital ﬁlters, which were used
for the generation of the loudspeaker signals. The design follows the theoretical results
derived in the previous chapters of the thesis, with the addition of practical solution for
the speciﬁc processing of low and high frequencies (below 100 Hz and above 1.5 kHz,
respectively). Finally, the experimental results are presented and their consistency with
the theoretical analysis is shown.Chapter 2
Mathematical preliminaries
In this Chapter the mathematical notation used throughout this thesis is presented, and
some mathematical concepts and results relevant to this work are recalled. Special atten-
tion is dedicated to the introduction of several special functions and of some elements of
set theory. The fundamentals of the Fourier series and Fourier transform are reviewed.
In the ﬁnal part of this chapter the mathematical fundamentals are presented of the
integral representation of sound ﬁelds and of the singular value decomposition of a com-
pact operator. The application to physical processes of these more advanced subjects, as
well as their relevance to the problem under consideration, are discussed in the following
chapters of this thesis.
2.1 Notation and deﬁnitions
In this thesis, lower case boldface letters are used to represent vectors and lower case
italic letters generally represent scalars, functions or scalar ﬁelds. Upper case boldface
letters represent matrices and upper case italic letters generally represent operators, sets
or functions of time (while the related functions of frequency are represented by the
corresponding lower case letters).
The superscript ∗ represents, for a scalar, the complex conjugate and for an operator its
adjoint. The symbol i =
√
−1 is the imaginary unit, and δnm is the Kronecker delta
(δnm = 1 if n = m, δnm = 0 if n 6= m). The notation x ∈ X indicates that x is in the
set X, meaning that x is an element of X. The notation x := ··· has the meaning that
the symbol x is deﬁned by the given expression (for example, x := a + b). The symbol
∀ is the universal quantiﬁer symbol. For example, the expression ∀n ∈ N,2n > 0 means
that for all elements n of N, 2n > 0.
Let D be a bounded subset of the three dimensional or two dimensional space, with
boundary ∂D. ˆ n(z) is the unitary vector perpendicular to ∂D at z ∈ ∂D, pointing
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towards the exterior of D. When there is no risk of ambiguity, the short notation ˆ n is
used. The normal derivative ∇nf(z) of the function f(z) is deﬁned by
∇nf(z) := ∇f(z) · ˆ n(z) =
∂f(z)
∂ˆ n(z)
(2.1)
2.1.1 Vectors and matrices
The norm and the direction of a given vector x = [x1,x2,x3] are respectively represented
by
x = |x| :=
v u u
t
3 X
n=1
|xn|2, ˆ x :=
x
|x|
(2.2)
The relation between Cartesian and polar co-ordinates deﬁning the position vector x is
x = [x1, x2, x3] = [xcosφx sinθx, xsinφx sinθx, xcosθx] (2.3)
Given two vectors x,y ∈ Rn, their scalar product is deﬁned by
hx|yi = x · y :=
N X
n=1
x∗
nyn (2.4)
It holds that
x · y = (y · x)∗ (2.5)
The superscript H represents the Hermitian transpose (complex conjugate transpose) of
a matrix or of a vector.
2.1.2 Integrals
Given the set D, the integration of an integrable function f(x) over the boundary ∂D is
represented by Z
∂D
f(x)dS(x) (2.6)
where dS(x) represents the inﬁnitesimal fraction of the boundary ∂D, with the appropri-
ate parametrization. For example: if D = R (the set of real numbers), then dS(x) = dx
(in this case, dS(x) might be substituted by dx), if D is a circle of radius R, then
dS(x) = R dφ, if D is a sphere of radius R then dS(x) = R2 sinθ dφ dθ and so on. In
general, if D is a subset of R then dS(x) is an inﬁnitesimal line segment, while if D ⊆ R2,
dS(x) is an inﬁnitesimal surface. In the case of integration over a volume, dS(x) is an
inﬁnitesimal volume and might be substituted by dV (x).Chapter 2 Mathematical preliminaries 24
2.1.3 Sets
A set D is usually deﬁned either by an explicit list of its elements, that is
D := {x1,x2,···} (2.7)
or by expressing the properties that its elements x must satisﬁes, as for example
D := {x ∈ R : x > a} (2.8)
(i.e. D is the set of all elements x of R such that x is greater than a).
The following lists some of the sets used in this thesis1:
N the set of natural numbers (including zero)
Z the set of integer numbers
Q the set of rational numbers
R the set of real numbers
Rm the m-dimensional Euclidean space, {x = (x1,x2,··· ,xm) : x1,x2,··· ,xm ∈ R}
C the set of complex numbers
ΩR sphere of radius R, {x ∈ Rm : |x| = R}
Ω unitary sphere (sphere with radius R = 1)
BR ball of radius R, {x ∈ Rm : |x| < R}
L2(D) The set of square integrable functions deﬁned on the domain D,

f(x) :
R
D |f(x)|2dS(x) < ∞
	
Given two sets A and B, the notation A ⊂ B indicates that A is a subset of B (the
notation A ⊆ B indicates that A may also coincide with B). For example, we have that
N ⊂ Z ⊂ Q ⊂ R ⊂ C.
We deﬁne
D = A ⊕ B := {x = a + b : a ∈ A, b ∈ B} (direct sum)
D = A\B := {x ∈ A : x / ∈ B} (subtraction)
(2.9)
For a given open set D, the symbol ∂D represents the boundary of D and the symbol
D represents the closure of D, that is the union of D with its boundary (or equivalently
the union of D with the set of its accumulation points [Kre78]). A given set D is said to
be closed if it contains its boundary (D = D).
1A more rigorous deﬁnition of L
2 includes the concept of completion of a normed space or quotient
space [Kre78], which are not discussed in this thesis.Chapter 2 Mathematical preliminaries 25
Given two square integrable functions f and g deﬁned on D, their scalar product is
deﬁned by 2
hf|giD :=
Z
D
f(x)∗g(x)dS(x) (2.10)
and the L2 norm of f is
||f||D :=
sZ
D
|f(x)|2dS(x) =
p
hf|fiD (2.11)
The subscripts D can sometimes be omitted.
f is said to be orthogonal to g if
hf|giD = 0 (2.12)
Given a subspace Ψ ⊂ L2(D), the orthogonal complement of Ψ is deﬁned by
Ψ⊥ := {pΨ⊥(x) ∈ L2(D) : ∀pΨ(x) ∈ Ψ,hpΨ|pΨ⊥iD = 0} (2.13)
Given p(x) ∈ L2(D) and the relation
p(x) = pΨ(x) + pΨ⊥(x), pΨ(x) ∈ Ψ, pΨ⊥(x) ∈ Ψ⊥ (2.14)
the function pΨ(x) is referred to as the orthogonal projection of p(x) onto the subspace Ψ.
The orthogonal projection operator PΨ maps p(x) ∈ L2(D) into its orthogonal projection
onto Ψ. This means that, with reference to the equation above, (PΨp)(x) = pΨ(x) (refer
to the discussion of operator notation below).
The span of a set constituted by the N functions pn(x) ∈ Ψ ⊆ L2(D) is given by all
possible linear combinations of these functions, that is
span{pn} :=
(
p(x) : p(x) =
N X
n=1
anpn(x), an ∈ C
)
(2.15)
The set of functions pn(x) ∈ Ψ ⊆ L2(D) is said to be a complete set or complete system
for Ψ if the closure of its span equals Ψ, that is
span{pn} = Ψ (2.16)
In this case, span{pn} is said to be dense in Ψ.
More generally, a set X ⊆ Ψ is said to be dense in Ψ if
X = Ψ (2.17)
2Formula (2.10) deﬁnes the scalar product usually adopted for L
2 spaces in connection with the L
2
norm (2.11). The reader can refer to [Kre78] for a more general deﬁnition of scalar product.Chapter 2 Mathematical preliminaries 26
that is if for any function p(x) ∈ Ψ and for any  > 0, a function p(x) ∈ X exists, such
that
||p − p|| ≤  (2.18)
An orthonormal set of functions {pn(x)} is deﬁned as a set of functions which have
unitary norm and are orthogonal to one another. This implies that for any function
pn,pm of that set, the following relation holds:
hpn|pmi = δnm (2.19)
From the results presented above it follows that, if the set of the N orthonormal functions
pn(x) is a complete set for Ψ, then any function p(x) ∈ Ψ can be expressed as the sum
of its orthogonal projections (Pnp)(x) onto the orthogonal subspaces spanned by each
function pn(x). Therefore, in view of the deﬁnition of the scalar product (2.10), it is
possible to write 3
p(x) =
N X
n=1
(Pnp)(x) =
N X
n=1
hpn|piΨ pn(x) (2.20)
where N equals the dimension of the space Ψ. This might take the value of inﬁnity or
might be a ﬁnite number. The series above corresponds to a generalized Fourier series
of the form (2.69) discussed below.
2.1.4 Operators
A given operator S acting between two normed spaces A and P is introduced as follows:
S : A → P
Given two function a(y) ∈ A and p(x) ∈ P, the following notation is used throughout
this thesis:
(Sa)(x) = p(x)
or equivalently
Sa = p or

Sa(·)

(κ) = p(κ)
This notation, widely used in the mathematics literature, is slightly diﬀerent from the
notation adopted in the engineering literature, in the fact that the variable appearing
in the left hand side, x, is the variable belonging to the domain of the function p(x) ∈
P. For example, if the operator considered is the Fourier Transform F (see Section
3The equality is valid in the sense of the metric associated to the normed space under consideration
(L
2 norm in this thesis).Chapter 2 Mathematical preliminaries 27
2.3), which transforms the function a(y) into the function p(κ), the notation adopted is
(Fa)(κ) = p(κ), while other authors prefer the notation F [a(y)] = p(κ).
Given the operator S : A → P and two functions a ∈ A and p ∈ P the adjoint operator
S∗ of S, sometimes also referred to as Hilbert adjoint operator [Kre78], is deﬁned to be
such that
hSa|pi∂V = ha|S∗pi∂Λ (2.21)
If S∗ = S, then S is said to be self adjoint.
The range S(A) of the operator S acting from the space A into the space P is the subset
of P containing all the functions, which can be generated by S acting on the functions
in A. It is deﬁned by
S(A) := {p = Sa, a ∈ A} (2.22)
The nullspace N(S) of the operator S acting from the space A into the space P is the
subspace of A containing those functions, on which the action of S gives zero as a result.
It is deﬁned by
N(S) := {a ∈ A : Sa = 0} (2.23)
2.2 Special functions and distributions
Dirac delta function
The Dirac delta function 4 δ(x) can be deﬁned by the following properties [NE92, p.45]
δ(x) = 0, x 6= 00 (2.24)
Z ∞
−∞
δ(x)dx = 1
The Dirac delta function has the following properties:
Z ∞
−∞
δ(x − x0)dx = 1 (2.25)
Z ∞
−∞
f(x)δ(x − x0)dx = f(x0) [sifting property] (2.26)
where the function f(x) is continuous at x = x0. For the integration over a bounded,
open interval (−L,L) it holds that
Z L
−L
f(x)δ(x − x0)dx = f(x0), x0 ∈ (−L,L) (2.27)
4The Dirac delta function is usually regarded as a generalized function, and can be formally deﬁned
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It is possible to extend the deﬁnition of the Dirac delta function to a bounded or un-
bounded multi-dimensional domain D. It holds that
Z
D
δD(x)dS(x) = 1 (2.28)
Z
D
f(x)δD(x − x0)dS(x) = f(x0), x0 ∈ D (2.29)
where f(x) is assumed to be continuous at x = x0. In this thesis, when no risk of
confusion arises, the subscript D may be omitted.
The comb function
The comb function X(x/a) is a series of Dirac delta functions and is deﬁned by
X
x
a

:= |a|
∞ X
n=−∞
δ(x − na) (2.30)
This function has the remarkable property that its Fourier transform is also a comb
function [Wil99], namely
Z
R
X
x
a
 e−iκx
√
2π
dx =
√
2π
∞ X
n=−∞
δ

κ − n
2π
a

(2.31)
For this identity, it holds that F−1X = FX. This equality holds only for the deﬁnition
of direct and inverse Fourier transform given by equations (2.74) and(2.75), respectively.
The following relation holds [Wil99]
X
x
a

=
∞ X
n=−∞
ei2πnx/a (2.32)
This is often referred to as the Poisson sum formula.
Spherical Bessel and Hankel functions
The spherical Bessel functions of the ﬁrst and second kind are deﬁned respectively by
[Wil99]
jν(x) :=
 π
2x
1/2
Jν+1/2(x) (2.33)
yν(x) :=
 π
2x
1/2
Yν+1/2(x) (2.34)Chapter 2 Mathematical preliminaries 29
where Jν and Yν are Bessel functions of the ﬁrst and second kind, respectively [GR65].
ν is an natural number. It holds that
∂jν(kr)
∂r
= kj
0
ν(kr) (2.35)
where the j
0
ν represents the ﬁrst derivative of the corresponding Bessel function.
The spherical Hankel functions of ﬁrst and second kind are deﬁned respectively by [Wil99]
h(1)
ν (x) := jν(x) + iyν(x) (2.36)
h(2)
ν (x) := jν(x) − iyν(x) (2.37)
The following Wronskian relation holds [Wil99]
jν(x)h0
ν(x) − j0
ν(x)hν(x) =
i
x2 (2.38)
The high order approximations of the spherical Bessel and Hankel function are given by
[CK92], [Wil99]
jν(x) =
xν
(2ν + 1)!!
ν → ∞ (2.39)
h(1)
ν (x) =
(2ν − 1)!!
ixν+1 ν → ∞ (2.40)
where
(2ν + 1)!! := 1 · 3 · 5···(2ν − 1) · (2ν + 1) (2.41)
The large argument approximations of these functions is given by [CK92], [Wil99]
jν(x) =
1
x
sin

x −
νπ
2

x → ∞ (2.42)
h(1)
ν (x) = (−i)νh
(1)
0 (x) = (−i)ν+1eix
x
x → ∞ (2.43)
Legendre polynomials and spherical harmonics
The Legendre polynomial Pν of degree ν is deﬁned by [GR65], [Wil99]
Pν(x) :=
1
2νν!
d
dxν
 
x2 − 1
ν (2.44)
where ν is a natural number. The following orthogonality relation holds [Wil99]:
Z 1
−1
Pν(x)Pν0(x)dx =
Z π
0
Pν(cosθ)Pν0(cosθ)sinθdθ =
2
2ν + 1
δν,ν0 (2.45)Chapter 2 Mathematical preliminaries 30
the completeness relation for the Legendre polynomials is given by [Wil99, p.214]
∞ X
ν=0
2ν + 1
2
Pν(x)Pν(y) = δ(x − y), x,y ∈ [−1,1] (2.46)
The Christoﬀel summation formula reads as follows [GR65, p.986], formula 8.915.1:
N X
ν=0
(2ν + 1)Pν(x)Pν(y) = (N + 1)
Pν(x)Pν+1(y) − Pν(y)Pν+1(x)
y − x
(2.47)
If y = 1, for Pν(1) = 1,ν ∈ N we have that [Raf04]
N X
ν=0
(2ν + 1)Pν(x) = (N + 1)
PN(x) − PN+1(x)
1 − x
(2.48)
The associated Legendre function P
µ
ν (x) is deﬁned by [Wil99], [GR65, p.974]
Pµ
ν (x) := (−1)µ(1 − x2)µ/2dµPν(x)
dxµ (2.49)
Where Pν(x) is the Legendre polynomial of degree ν.
From [GR65, p.966, eq.8.737.2] we have that, when ν,µ ∈ Z,
Pµ
ν (−x) = cos[(ν + µ)π]Pµ
ν (x) (2.50)
The spherical harmonic Y
µ
ν (ˆ x) is given by [Wil99]
Y µ
ν (ˆ x) = Y µ
ν (θx,φx) :=
s
(2ν + 1)(ν − µ)!
4π(ν + µ)!
Pµ
ν (cosθx)eiµφx (2.51)
The spherical harmonics are orthonormal, that is [Wil99]
Z
Ω
Y µ
ν (ˆ x)Y
µ0
ν0 (ˆ x)dS(ˆ x) =
Z 2π
0
dφx
Z π
0
Y µ
ν (θx,φx)Y
µ0
ν0 (θx,φx)sinθxdθx =
= δνν0δµµ0 (2.52)
where Ω represents the unitary sphere.
The summation formula for the spherical harmonics is [CK92, p.27]:
ν X
µ=−ν
Y µ
ν (ˆ x)Y µ
ν (ˆ y)∗ =
2ν + 1
4π
Pν(cosϕxy) (2.53)Chapter 2 Mathematical preliminaries 31
where ϕxy is the angle between the vectors x and y. The following relations holds:
cosϕxy =
x · y
xy
= sinθx sinθy cos(φx − φy) + cosθx cosθy (2.54)
The following equation represents the completeness relation for the spherical harmonics:
∞ X
ν=0
ν X
µ=−ν
Y µ
ν (ˆ x)Y µ
ν (ˆ x0)∗ = δΩ(ˆ x − ˆ x0) (2.55)
The Jacobi-Anger expansion reads as follows [CK92, p.32]
eik·z =
∞ X
ν=0
iν(2ν + 1)jν(kz)Pν(ˆ z · ˆ k) (2.56)
=
∞ X
ν=0
4πiνjν(kz)
ν X
µ=−ν
Y µ
ν (ˆ x)Y µ
ν (ˆ z)∗
Sinc functions
The unnormalized sinc function is deﬁned by
sinc(x) :=
sin(x)
x
(2.57)
The circular sinc function is deﬁned by [Pol96]
csincN(x) :=
sin(Nx/2)
sin(x/2)
(2.58)
The circular sinc is periodic with period 2π and its zeros are at x = ±2πn/N, n = 1,2,...
The following relation holds
N X
n=−N
einx = 2
N X
n=0
cos(nx) − 1 =
sin
  
N + 1
2

x

sin
 x
2
 = csinc(2N+1)(x) (2.59)
where we have used equation (1.342.1) of [GR65, p.37]. In view of this result and of the
Poisson sum formula (2.32), we obtain
lim
N→∞
csinc(2N+1)(ax) = X
 a
2π
x

=
2π
a
∞ X
n=−∞
δ

x −
2πn
a

, a ∈ R+ (2.60)Chapter 2 Mathematical preliminaries 32
The following passages show that the circular sinc (for N odd) can be expressed as a
series of sinc functions
csincN(x) =
N−1
2 X
n=− N−1
2
einx =
Z
R


eiκx
N−1
2 X
n=− N−1
2
δ(κ − n)


dκ (2.61)
=
Z
R
eiκxX(κ)Π
 κ
N

dκ =
∞ X
n=−∞
δ(x − 2πn) ⊗ N sinc

x
N
2

= N
∞ X
n=−∞
sinc

(x − 2πn)
N
2

where we have used formula (2.59), the property (2.26) of the Dirac delta function,
the convolution theorem (2.93) and the properties of the comb function X and of the
rectangle function Π, given by equations (2.31) and (2.63), respectively.
Rectangular function
The rectangular function Π(x/a) is deﬁned by
Π
x
a

=

 
 
1, |x| < a/2
1/2, |x| = a/2
0, |x| > a/2
(2.62)
Its Fourier transform is given by [Wil99]
Z
R
Π
x
a
 e−iκx
√
2π
dx =
a
√
2π
sin(κa/2)
κa/2
=
a
√
2π
sinc

κ
a
2

(2.63)
Since Π(x/a) is a real-valued, even function, we have that F−1Π = F Π. This equality
holds for the deﬁnition of direct and inverse fourier transform given respectively by
equations (2.74) and(2.75), discussed below.
2.3 Fourier series and Fourier transform
2.3.1 Fourier series
Any integrable function a(y), deﬁned in the interval (−π,π), can be represented by an
inﬁnite series of the form
a(y) =
∞ X
n=−∞
cneiny (2.64)Chapter 2 Mathematical preliminaries 33
at any point y ∈ (−π,π) where a(y) is diﬀerentiable. The right hand side of this equa-
tion is known as Fourier series [Kre78, p.160]. The coeﬃcients cn, in general complex
numbers, are referred to as Fourier coeﬃcients. They can be computed with the formula
cn =
1
2π
Z π
−π
a(y)e−inydy =
hein|ai(−π,π)
2π
(2.65)
where the symbol h·|·i represents the scalar product deﬁned by (2.10).
Any integrable periodic function, that is any integrable function a(y) such that a(y+∆) =
a(y), can be also be expressed in the form of a Fourier series, again at any point y where
a(y) is diﬀerentiable. In this case, the coeﬃcients are computed from
cn =
1
2∆
Z ∆
−∆
a(y)e−i
nyπ
∆ dy (2.66)
The series (2.64) can be extended to points y where a(y) is not continuous (and therefore
not diﬀerentiable) but has right-hand and left-hand derivative. We have that [Dav63,
p.94]
∞ X
n=−∞
cneiny = lim
h→0+
1
2
[a(y + h) + a(y − h)] (2.67)
The meaning of the Fourier series is that the complex exponential functions einx with
−∞ < n < ∞ represent a complete set of orthogonal functions for L2(−π,π). Therefore,
in view of relation (2.20), it is possible to express any square integrable function a(y)
deﬁned over (−π,π) by
a(y) =
∞ X
n=−∞
hein|fi(−π,π)
2π
einy (2.68)
at any point y where a(y) is continuous, otherwise the convergence holds in the sense of
L2 norm (2.11) (convergence in the mean square). It should be noticed that the complex
exponential functions are not orthonormal, but ||ein||(−π,π) =
√
2π. Therefore the set of
functions einy/
√
2π, −∞ < n < ∞ deﬁnes a complete orthonormal set for L2(−π,π).
Generalized Fourier series
It is possible to extend the concept of Fourier series to other orthogonal sets of functions
and to functions deﬁned over subsets of Euclidean spaces with more than one dimension.
Let the set of orthonormal functions an(y) be a complete set for L2(D), with D being
a bounded subset of Rm. Then any function a(y) ∈ L2(D) can be expressed by the
following series, often referred to as generalized Fourier series [Now81]
a(y) =
∞ X
n=0
cnan(y) (2.69)Chapter 2 Mathematical preliminaries 34
where again the convergence is to be intended in the L2 sense. The Fourier coeﬃcients
cn are given by
cn =
Z
D
a(y)an(y)∗dS(y) = ha|aniD (2.70)
This formula is analogous to (2.66).
Parseval relation
Given the generalized Fourier series (2.69) and formula (2.70), the following relation,
known as the Parseval relation, holds [Kre78, p.170]:
∞ X
n=1
|han|aiD|2 = ||a||2 (2.71)
Spherical spectrum
The spherical harmonics Y
µ
ν (ˆ x), deﬁned (2.51), with ν = 1,2,...∞ and |µ| ≤ ν, represent
a complete orthonormal system for L2(Ω) [CK92]. A given function f(ˆ x) ∈ L2(Ω) can
be represented by the following generalized Fourier series
f(ˆ x) =
∞ X
ν=0
ν X
µ=−ν
χνµY µ
ν (ˆ x) (2.72)
at any ˆ x where f(ˆ x) is continuous (otherwise the convergence is valid in the mean square
sense). The coeﬃcients χνµ represent the spherical spectrum of f(ˆ x) and are calculated
from
χνµ :=
Z
Ω
f (ˆ x)Y µ
ν (ˆ x)∗dS(ˆ x) (2.73)
2.3.2 Fourier transform
The Fourier transform F of a function a(y), deﬁned for −∞ < y < ∞, is given by
(Fa)(κ) :=
1
√
2π
Z ∞
−∞
e−iκya(y)dy (2.74)
The inverse Fourier transform F−1 is deﬁned by
(F−1A)(y) :=
1
√
2π
Z ∞
−∞
eiκyA(κ)dκ (2.75)
It should be noticed that these deﬁnitions are slightly diﬀerent from the conventional
deﬁnitions of direct and inverse Fourier transform (see, for example, [Wil99]), in the factChapter 2 Mathematical preliminaries 35
that the kernels of both integrals include here the δ-function normalization factor
√
2π,
so that the following orthogonality relations hold:
Z
R
eiκy
√
2π
e−iκ0y
√
2π
dy =
heiκ|eiκ0
iR
2π
= δ(κ − κ0) (2.76)
Z
R
eiκy
√
2π
e−iκy0
√
2π
dκ =
heiy|eiy0
iR
2π
= δ(y − y0) (2.77)
It can be easily shown that, for the deﬁnition above, the following relations hold true:
(F−1a)(κ) = (Fa∗)(κ)∗ = (Fa)(−κ) =
 
Fa(− · )

(κ) (2.78)
Identical relations hold if the roles of the direct and inverse transforms are interchanged.
Parseval relation
As for the Fourier series, the following Parseval relation holds:
Z
R
|a(x)|2dx =
Z
R
|(Fa)(κ)|2dκ (2.79)
Fourier transform of the derivative of a function
Given the diﬀerentiable, square integrable function f(x), we have that

F
df
dx

(κ) = iκ(Ff)(κ) (2.80)
This result is a consequence of the following relation:
df
dx
(x) =
d
dx

1
√
2π
Z
R
eiκx(Ff)(κ)dκ

=
1
√
2π
Z
R
iκ eiκx (Ff)(κ)dκ (2.81)
=

F−1 ( (i ·) Ff )

(x)
Two dimensional Fourier transform
The two dimensional Fourier transform (Fa)(κ) of a function a(y), deﬁned over R2, and
the inverse transform F−1 are deﬁned by
(Fa)(κ) :=
1
2π
Z ∞
−∞
Z ∞
−∞
e−i(κ1y1+κ2y2)a(y1,y2)dy1dy2 (2.82)
(F−1A)(y) :=
1
2π
Z ∞
−∞
Z ∞
−∞
ei(κ1y1+κ2y2)A(κ1,κ2)dκ1dκ2 (2.83)Chapter 2 Mathematical preliminaries 36
Using a more compact and general notation, the deﬁnitions above can be rewritten in
the following form:
(Fa)(κ) :=
1
2π
Z
R2
e−iκ·ya(y)dS(y) (2.84)
(F−1A)(y) :=
1
2π
Z
R2
eiκ·yA(κ)dS(κ) (2.85)
By analogy with the one dimensional case, a δ-function normalization factor 2π has been
introduced, as a consequence of the following orthogonality relations:
Z
R2
eiκ·y
2π
e−iκ0·y
2π
dS(y) =
heiκ|eiκ0
iR2
4π2 = δ(κ − κ0) (2.86)
Z
R2
eiκ·y
2π
e−iκ·y0
2π
dS(κ) =
heiy|eiy0
iR2
4π2 = δ(y − y0) (2.87)
Similarly to the Fourier series, the direct and inverse Fourier transform can be interpreted
as the representation of a square integrable function a(y) in term of the sum of its
orthogonal projection onto the complete set of orthogonal functions. In fact, given the
function a(y) ∈ L2(R2) and considering the deﬁnition of scalar product (2.10), it is
possible to write for the two dimensional transforms
a(y) = [F−1(Fa)](y) =
Z
R2
eiκ·y
2π


eiκ|a

R2
2π
dS(κ) (2.88)
at any y where a(y) is continuous, otherwise the equality is valid in the mean square
sense. The same holds for the one dimensional case. It can be observed that this
expression is analogous to (2.20), with the relevant diﬀerence that the summation over
n has been replaced by an integration over κ.
Fourier transform in the time domain and time convention
Given a function of time P(t), its temporal Fourier transform is
(FtP)(ω) :=
1
√
2π
Z ∞
−∞
P(t)eiωtdt (2.89)
It should be emphasized that the kernel of this integral is the complex conjugate of
the kernel included in the deﬁnition of direct Fourier transform (2.74). The choice of
the kernel e−iκx for the spatial direct Fourier transform and of the kernel eiωt for the
temporal direct Fourier transform implies that a function of the kind ei(κx−ωt) represents a
propagating plane wave traveling in the positive x direction. This choice is deﬁned as the
time convention e−iωt, and is frequently used in the mathematical and physical literature.
This convention is adopted throughout this work. The reason for this will become clear inChapter 2 Mathematical preliminaries 37
Section 4.3.1: in fact, a function of the kind ei(ζ(κ)x−ωt) with ζ(κ) =
√
k2 − κ2 represents
a propagating wave when κ < k, and an evanescent wave decaying in the positive x
direction when κ > k and therefore iζ(κ) = −|ζ(κ)|.
Another mathematically equivalent choice, more often used in the engineering literature,
is the time convention eiωt (or ejωt). In this case, the kernel of the integrals (2.74) and
(2.89) should be substituted with their complex conjugate, and the function ei(ωt−κx)
represents a wave traveling in the positive x direction.
Although the direct Fourier transform in the time domain is mathematically identical
to the inverse Fourier transform (2.75), in order to avoid any confusion we will use the
notation Ft for to the transform (2.89). Analogously, we will use the symbol F−1
t for the
inverse transform. Hence it holds that
p(ω) = (FtP)(ω) (2.90)
P(t) = (F−1
t p)(t) (2.91)
Convolution
Let f(x) and g(x) be two square integrable functions deﬁned on R. The convolution of
these two functions is deﬁned by
f(x) ⊗ g(x) :=
Z
R
f(x0)g(x − x0)dx0 (2.92)
The well-known convolution theorem reads as follows:
f(x) ⊗ g(x) = F−1[
√
2π (Ff) (Fg) ](x) (2.93)
Analogously, it holds that
F(f1 · f2 ···fN)(κ) = (2π)− N−1
2 (Ff1)(κ) ⊗ (Ff2)(κ) ⊗ ···(FfN)(κ) (2.94)
2.4 Integral representation of wave ﬁelds
In this section some integral formulae are introduced, which are of relevance to this work.
These formulae are presented following the material reported in [CK83], [CK92], [Pot07]
and [Wil99].
It is recalled that a function u(z) is said to satisfy the homogeneous Helmholtz equation
in the domain D if
∇2u(z) + k2u(z) = 0, z ∈ D (2.95)Chapter 2 Mathematical preliminaries 38
2.4.1 Single layer potential
Given the bounded domain Λ 5 and the integrable function a(y), the integral
u(z) :=
Z
∂Λ
G(z,y)a(y)dS(y), z ∈ Rm\∂Λ, m = 2,3 (2.96)
is called acoustic single layer potential with density a (not to be confused with the
acoustic energy density function). G(z,y) is the fundamental solution of the Helmholtz
equation, that will be introduced in Chapter 3 and which is given by (3.6) and (3.7) for
the three-dimensional and one-dimensional case, respectively.
Having deﬁned
u+(z) := u(z) z ∈ Rm\Λ (2.97)
u−(z) := u(z) z ∈ Λ (2.98)
we have that both u+(z) and u−(z) satisﬁes the homogeneous Helmholtz equation in the
exterior and in the interior of Λ, respectively.
If the function a(y) is continuous, then the acoustic single layer potential is continuous
throughout Rm. We have that
u(z) =
Z
∂Λ
G(z,y)a(y)dS(y), z ∈ ∂Λ (2.99)
Given the unitary vector ˆ n(x), normal to ∂Λ at z and directed towards the exterior of
Λ, we deﬁne the right and left derivative of the single layer potential as:
∇nu+(z) := lim
h→+0
ˆ n(z) · ∇(z + hˆ n) (2.100)
∇nu−(z) := lim
h→+0
ˆ n(z) · ∇(z − hˆ n)
The normal derivative of the single layer potential is discontinuous at the boundary.
Considering the right and left derivatives introduced above, the following relevant relation
holds (see, for example, [CK92, p.39]):
∇u±(y) =
Z
∂Λ
∂G(x,y)
∂ˆ n(y)
a(x) dS(x) ∓
1
2
a(y), y ∈ ∂Λ (2.101)
This results leads to:
∇nu−(y) − ∇nu+(y) = a(y) y ∈ ∂Λ (2.102)
5The set Λ must have boundary ∂Λ of class C
2 (two times diﬀerentiable with continuous second
derivative) and simply connected exterior.Chapter 2 Mathematical preliminaries 39
These formulae are referred to as the jump relation for the acoustic single layer potential,
and have the relevant meaning that the density of the potential is given by the diﬀerence
(jump) between its left and right normal derivative on the boundary ∂Λ.
We have u+(z) and u−(z) are both solutions of the homogeneous Helmholtz equation
in the respective domains, they are continuous on ∂Λ (if the density is continuous) but
their normal derivatives have a discontinuity on ∂Λ. Hence u+(z) and u−(z) can be
understood as two diﬀerent sound ﬁelds, representing the solutions of an exterior and
interior Dirichlet problem, respectively (see Section 3.18). From these considerations,
given two sound ﬁelds p+(z) and p−(z), that are solutions of the homogeneous Helmholtz
equation in the exterior and interior of Λ, respectively, they can be represented by
p(z)± =
Z
∂Λ
G(x,y)(∇np−(y) − ∇np+(y))dS(y) =
(
p+(z) z ∈ Rm\Λ
p−(z) z ∈ Λ
(2.103)
it is clear that p+(z) = p−(z), y ∈ ∂Λ. This result is often referred to as the Simple
Source Formulation [Wil99, p.267] 6.
2.4.2 Green’s second theorem and the Kirchhoﬀ-Helmholtz integral
Given two functions u(z) and v(z), which are of class C2 on Λ (two times diﬀerentiable
with continuous second derivative) and continuous on ∂Λ, it holds that
Z
Λ
u(z)∇2v(z) − v(z)∇2u(z)dV (z) =
Z
∂Λ
u(y)∇nv(y) − v(y)∇nu(y)dS(y) (2.104)
This result is often referred to as the second Green’s theorem [CK83, p.68].
If the ﬁeld p−(z) satisﬁes the homogeneous Helmholtz equation in any open and bounded
set that contains Λ and its boundary ∂Λ, then it holds that [Wil99, p.256]
Z
∂Λ
G(z,y)∇np−(y) − ∇nG(z,y)p−(y)dS(y) =

 
 
p−(z) z ∈ Λ
p−(z)/2 z ∈ ∂Λ
0 z ∈ Rm\Λ
(2.105)
where
∇nG(z,y) :=
∂G(z,y)
∂ˆ n(y)
(2.106)
A function p(z) is said to satisfy the Sommerfeld radiation condition [Wil99, p.261] if
lim
z→∞z

∂p(z)
∂z
− ikp(z)

= 0 (2.107)
6In [Wil99] the role of the left and right derivatives in equation (2.103) is exchanged. This is due to
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This condition implies that the sound ﬁeld p(z) vanishes when |z| tends to inﬁnity.
If the sound ﬁeld p+(z) is a solution of the homogeneous Helmholtz equation in the
smallest open set containing the exterior of Λ and the boundary ∂Λ, and if p+(z) satisﬁes
the Sommerfeld radiation condition, then the following result, similar to equation (2.105),
holds [Wil99, p.261]:
Z
∂Λ
∇nG(z,y)p+(y) − G(z,y)∇np+(y)dS(y) =

 
 
0 z ∈ Λ
p+(z)/2 z ∈ ∂Λ
p+(z) z ∈ Rm\Λ
(2.108)
Equations (2.105) and (2.108) are usually referred to as the Helmholtz integral or as the
Kirchhoﬀ-Helmholtz integral. They represent a powerful tool for the representation of
sound ﬁelds, which are solutions of an interior or an exterior problem, respectively.
A relevant diﬀerence between the Simple Source Formulation (2.103) and the Kirchhoﬀ-
Helmholtz integral is that in the former the density of the potential is given as a function
of the normal derivatives on ∂Λ of both the exterior and interior ﬁelds p+(z) and p−(z),
while equations (2.105) and (2.108) require the knowledge of either the interior sound
ﬁeld p−(z) or of the exterior ﬁeld p+(z), respectively, but both the value of the considered
ﬁeld and its normal derivative on ∂Λ must be known.
2.5 Spectral decomposition and SVD
The mathematical derivation of the singular value decomposition (SVD) of the operator
S is brieﬂy reported here, following a procedure analogous to that described in [CK92]
and [Pot07].
2.5.1 Spectral theorem for a self adjoined, compact linear operator
Let S be a linear compact7 operator, acting between two normed spaces A and P. Its
adjoint operator S∗ is also compact and the composite operator S∗S is compact and self
adjoined ([Kre78]).
The eigenfunctions an(y) and the eigenvalues µn of S∗S are given by the solutions of the
eigenvalue problem
(S∗San)(y) = λnan(y) (2.109)
They have the following properties see [Kre78, p.420 and p.461]:
7The discussion of the concept of compactness of an operator is beyond the scope of this work. The
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• The eigenvalues λn are real (from S self-adjoined);
• The eigenvalues λn are countable (from S compact);
• The only possible accumulation point for the eigenvalues is 0 (from S self-adjoined);
• Eigenfunctions associated with diﬀerent eigenvalues are orthogonal (from S self-
adjoined);
• The dimension of the eigenspace associated to any non-zero eigenvalue is ﬁnite
(from S compact).
All non-zero eigenvalues are ordered as
|λ1| ≥ |λ2| ≥ |λ3| ≥ ··· ≥ |λN| (2.110)
where each eigenvalue is repeated according to its multiplicity. N, the total number
of eigenvalues, can be either ﬁnite or inﬁnite. In what follows, we will assume that
N = ∞. The eigenfunctions an(y) can be chosen to be such that ||an|| = 1. This
property, together with the orthogonality relation, implies that the eigenfunctions are
orthonormal (see (2.19)), that is
han|ami∂Λ = δn,m ∀n,m = 1,2,3... (2.111)
The determination of the eigenfunctions is in general not unique, due to the possible
presence of one or more degenerate eigenvalues. Such an eigenvalue has multiplicity
8 µ > 1, and is associated to an eigenspace with the same dimension. The set of
eigenfunctions, which span this eigenspace, are not uniquely deﬁned.
The hearth of the SVD is the application spectral theorem for compact and self adjoined
linear operators to S∗S. The derivation and discussion of this powerful theorem is beyond
the scope of this thesis, and the reader can refer to standard textbooks on functional
analysis such as [Kre78], [Pot07] and [Kre99] for a better insight. The main results of
this theorem, for the case of the operator S∗S, is that
• any function a(y) ∈ L2(∂Λ) can be expressed as
a(y) =
∞ X
n=1
an(y)han|ai + (PN(S∗S)a)(y) (2.112)
where the operator PN(S∗S) represents the orthogonal projection onto N(S∗S), the
nullspace of S∗S. The latter equals N(S) [CK92, p.91] and is deﬁned by (2.23).
8The algebraic and numeric multiplicity of the eigenvalue are assumed to be equal.Chapter 2 Mathematical preliminaries 42
• The action of S∗S on a(y) can be expressed as
(S∗Sa)(y) =
∞ X
n=1
an(y)λnhan|ai (2.113)
If S is injective, that is if
∀f(y),g(y) ∈ L2(∂Λ), f(y) 6= g(y) → (Sf)(x) 6= (Sg)(x) (2.114)
then the set of orthogonal functions an(y) is a complete set for L2(∂Λ). This means (see
(2.15)) that any function a(y) ∈ L2(∂Λ) can be expressed by a series of the eigenfunctions
an(y).
The meaning of equation (2.113) is that a self adjoined and compact linear operator
can be diagonalized following a procedure analogous to the eigenvalue decomposition
of a normal matrix, although for the analogy to hold the matrix must have inﬁnite
dimensions.
2.5.2 Singular Value Decomposition of a compact linear operator
The singular values σn of the compact operator S are deﬁned as the square roots of the
non-zero eigenvalues λn of S∗S, ordered with decreasing magnitude.
The functions pn(x) are generated by letting the operator S act on the diﬀerent functions
an(y):
pn(x) =
1
σn
(San)(x) (2.115)
In view of the orthogonality of the functions an(y) and of the deﬁnition of the adjoint
operator (2.21), it can be easily proven that the functions pn(x) are mutually orthogonal
and of unitary L2 norm, namely
hpn|pmi∂V =
1
σnσm
hSan|Sami∂V =
1
σnσm
han|S∗Sami∂Λ (2.116)
=
σ2
m
σnσm
han|ami∂Λ = δn,m
The functions pn(x) and an(y) are called the left and right singular functions of S,
respectively, and together with the singular values σn constitute a singular system of the
operator S. As in the case of the determination of the eigenfunctions of S∗S, the choice
of the singular system is not unique, due to the potential degeneracy of the singular
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The singular system {σn,an(y),pn(x)} has the following properties [Pot07], [CK92]:
(San)(x) = σnpn(x) (2.117)
(S∗pn)(y) = σnan(y) (2.118)
(S∗San)(y) = σ2
nan(y) (2.119)
The action of the operators S, S∗ and S∗S can be expressed as:
(Sa)(x) =
∞ X
n=1
pn(x)σnhan|ai∂Λ (2.120)
(S∗p)(y) =
∞ X
n=1
an(y)σnhpn|pi∂V (2.121)
(S∗Sa)(y) =
∞ X
n=1
an(y)σ2
nhan|ai∂Λ (2.122)
Each function p(x) ∈ L2(∂V ) can be expressed as
p(x) =
∞ X
n=1
pn(x)hpn|pi∂V + (PN(S∗)p)(x) (2.123)
where the operator PN(S∗) represents the orthogonal projection onto the nullspace of S∗.
Note that the series p(x) is an orthonormal and complete system for L2(∂V ) only if the
nullspace of S∗ is trivial (namely, if S∗p = 0 implies that p = 0).
2.5.3 On the existence, uniqueness and expression of the solution
Let S be a linear compact operator acting between two normed spaces A and P. Following
[CK92, p.89], it can be shown that the nullspace of S∗ is the orthogonal complement of
the range of S, and that the closure of the range of S equals the orthogonal complement
of the null-space of its adjoint. This means that
N(S∗) = S(L2(∂Λ))⊥ (2.124)
S(L2(∂Λ)) = N(S∗)⊥ (2.125)
The following inverse problem is addressed:
p(x) = (Sa)(x) (2.126)
where the function p(x) ∈ P is given and the function a(y) ∈ A has to be determined,
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Theorem 2.1. Picard theorem [CK92, p.91] Given the problem p(x) = (Sa)(x) de-
scribed above, the solution a(y) exists if and only if the following two conditions hold:
p(x) ∈ N(S∗)⊥ (2.127)
∞ X
n=1
|hpn|pi|2
σ2
n
< ∞ (2.128)
In order to seek a solution of the integral equation (3.19), which has the same form of
(2.126) and will be introduced in Chapter 3, the following results are applied:
p(x) = (Sa)(x) (2.129)
hpn|pi = hpn|Sai = hS∗pn|ai = σnhan|ai
han|ai =
1
σn
hpn|pi
As a consequence of this result and using the relation (2.112), if one solution a(y) exists,
this is given by
a(y) =
∞ X
n=1
an(y)
1
σn
hpn|pi (2.130)
This solution is, in general, not unique. In fact, if a(y) given by (2.130) is a solution
for Sa = p and if the nullspace of S is non trivial, then any function a(y) + ˜ a(y) with
˜ a(y) ∈ N(S) is also a solution.
It can be observed that, because of the deﬁnition of nullspace, any function ˜ a(x) ∈ N(S)
does not contribute to generating p(x).
Note that condition (2.128) implies that the solution a(y) must have ﬁnite norm. In fact,
considering equations (2.113) and (2.115), the orthogonality of an(y), the deﬁnition of
σn and the Parseval relation (2.71), it holds that
∞ >
∞ X
n=1
|hpn|pi|2
σ2
n
=
∞ X
n=1
|hSan|Sai|2
σ2
n
= (2.131)
=
∞ X
n=1
|hS∗San|ai|2
σ2
n
=
∞ X
n=1
λn
σ2
n
|han|ai|2 = ||a||2Chapter 3
Sound ﬁeld reproduction as an
inverse problem
In this chapter the problem of sound ﬁeld reproduction is mathematically formulated in
the form of an acoustical inverse problem. Firstly, the main assumption and the general
framework of the problem are formulated, starting from the wave equation. Secondly,
mathematical entities and results such as the acoustic single layer potential and the
Dirichlet problem, relevant to this work, are introduced. The acoustical inverse problem
under consideration is then formulated as an integral equation of the ﬁrst kind. Con-
sequently, the singular value decomposition of the integral operator is introduced and
used as a tool for solving the integral equation. These concepts represent the theoretical
basis of the entire thesis, and are crucial for the development of the results presented
in the rest of this work. An eﬀort has been made to provide a physical interpretation,
in the framework of the acoustical problem considered, of the mathematical concepts
introduced. Special attention is dedicated to the physical interpretation of the singular
system of the integral operator arising in the formulation of the problem.
3.1 Mathematical formulation of the problem
Let V and Λ be two simply connected subsets of the three dimensional space, such that
V ⊆ Λ ⊂ Rm, m = 2,3 and that their boundaries ∂V and ∂Λ are smooth (of class C2).
Most of the arguments presented here hold for both two-dimensional and three-dimensional
problems. Hence, unless diﬀerently speciﬁed, Rm is either R2 or R3, respectively, depend-
ing on the problem considered. In what follows, V and Λ are referred to as the control
region and the reproduction region, respectively, while ∂V is referred to as the control
boundary. A given choice of V and Λ deﬁnes a geometrical arrangement. Figure 3.1
shows an example of a generic geometrical arrangement. For the sake of clarity we use
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Figure 3.1: Generic three dimensional geometrical arrangement.
the notation z for any vector identifying a location in Rm, while the vectors x and y
identify locations in ∂V and ∂Λ, respectively.
It is assumed that a sound ﬁeld p(z,t), hereafter referred to as the target sound ﬁeld,
is deﬁned over V (namely over the closure of V ) and satisﬁes the homogeneous wave
equation 1
∇2p(z,t) −
1
c2
∂p(z,t)
∂t
= 0, z ∈ V (3.1)
where c is the speed of sound. The fact that this equation is homogeneous, that is
that the right-end side of the equation is zero, implies that no sources of sound and no
scattering objects are contained in V . Hence, p(x) can represent a physical sound ﬁeld
generated by sources located in the exterior of V (but not necessarily in the exterior of
Λ). The one dimensional Fourier transform (2.89) with respect to the time variable t
is applied to the right side of equation (3.2). As a result the latter reduces, for a given
frequency ω, to the homogeneous Helmholtz equation
∇2p(z,k) + k2p(z,k) = 0, z ∈ V (3.2)
where k = ω/c is the wave number and the time convention e−iωt has been chosen. It is
assumed that the sound propagates in a non dispersive and homogeneous medium (c is
independent of z and ω). In the following passages the operating frequency ω is assumed
to be ﬁxed, and the dependence of p and other functions from k is omitted for brevity.
1The assumption is made that ∇
2p exists on the boundary ∂V . More rigorously, it can be said that
equations (3.1) and (3.2) are satisﬁed in the smallest open set containing V .Chapter 3 Sound ﬁeld reproduction as an inverse problem 47
The function p(x), x ∈ ∂V , is the restriction of the sound ﬁeld p(z) to the control
boundary ∂V , and is hereafter referred to as the pressure proﬁle.
The set ΨV is now deﬁned as the set of all pressure proﬁles p(x), which are of interest
for the sound ﬁeld reproduction problem addressed here. These are the restrictions to
∂V of all target sound ﬁelds satisfying equation (3.2). Formally
ΨV := {p(x)|∂V : ∇2p(z) + k2p(z) = 0, z ∈ V } (3.3)
3.2 Acoustic single layer potential and the inverse problem
The assumption is made now that a continuous distribution of monopole-like sources is
arranged on the boundary ∂Λ. These sources are referred to as secondary sources and
∂Λ is therefore referred to as secondary source layer.
The sound ﬁeld py(z) due to a single secondary source, located at y ∈ ∂Λ, is assumed
to satisfy the inhomogeneous Helmholtz equation [KF62]:
∇2py(z) + k2py(z) = iωρ0qvol δ(z − y), z ∈ Λ (3.4)
where ρ0 is the static density of the ﬂuid and qvol is the volume ﬂow generated by
the secondary source. This implies that the secondary sources radiate sound as an
ideal monopoles for the three dimensional problem and as an ideal inﬁnite line sources,
perpendicular to the plane considered, for the two dimensional problem.
We deﬁne
¨ m = −iωρ0qvol (3.5)
This can be interpreted as the volume acceleration of the secondary source, multiplied
by the static density ρ0 of the ﬂuid [KN93]. This product can in turn be interpreted
as the time derivative of the mass ﬂow due to the secondary source considered. In this
sense, each secondary source can be interpreted either as a simple source which pulsates
(alters its volume) with an acceleration of ¨ m/ρ0, or equivalently as a device which locally
injects and subtract mass into and from the system, and ¨ m represents the second time
derivative of this mass variation process. ¨ m is hereafter referred to as the source strength
2 and has dimensions of [Kg s−2].
The solution of the inhomogeneous Helmholtz equation (3.4) with ¨ m = 1 is given by
the Green function G(z,y), and the ﬁeld given by the secondary source located at y is
therefore given by py(z) = ¨ mG(z,y). The assumption is made that the sound propagates
2In the literature [Wil99],[KF62], the term source strength is usually referred to the volume velocity
qvol, as the inhomogeneous wave equation is solved for the velocity potential Φ = p/(iωρ0) rather than
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in the free ﬁeld, then G(z,y) satisﬁes the Sommerfeld radiation condition (2.107) and
corresponds to the free ﬁeld Green function [Wil99], [CK92]
G(z,y) =
eik|z−y|
4π|z − y|
, z 6= y if Λ ⊂ R3 (3.6)
G(z,y) =
i
4
H
(1)
0 (k|z − y|), z 6= y if Λ ⊂ R2 (3.7)
H
(1)
0 (·) is the zero order Hankel function of the ﬁrst kind. If the assumption of free
ﬁeld propagation is removed, as for the case of a reverberant environment, most of the
results presented in this work will still hold, but all of the equations involving or derived
from a series or integral representation of the free ﬁeld Green function (as for example
in Chapter 4) will need to be calculated again using a diﬀerent (and not always simple)
representation of the Green function.
The relation between pressure p and particle velocity v of the ﬁeld is given by Euler’s
equation [Wil99]
− ∇p(z) = ρ0
∂v(z))
∂t
(3.8)
which for ﬁxed frequency ω reduces to
∇p(z) = iωρ0v(z) (3.9)
For the case of a secondary source radiating sound as an acoustic monopole, we observe
that ∇p(z) = ˆ z∂p(z)/∂z. Consequently, for the free ﬁeld case, we have the following
expression for the pressure p, particle velocity v and (time averaged) intensity I of the
acoustic ﬁeld due to a secondary source and of the acoustic power W generated by it
[Wil99]:
p(z) = ¨ m
eikz
4πz
(3.10)
v(z) = ¨ m
1
ρ0c
eikz
4πz

1 +
i
kz

ˆ z =
p(z)
ρ0c

1 +
i
kz

ˆ z (3.11)
I(z) =
1
2
Re[p(z)v(z)∗] =
¨ m2
32π2z2ρ0c
ˆ z =
|p(z)|2
2ρ0c
ˆ z (3.12)
W =
¨ m2
8πρ0c
=
|p(z)|2
2ρ0c
4πz2 (3.13)
The last expression highlights the fact that the acoustic power generated by a secondary
source is proportional to the square of ¨ m.
Given a continuous distribution of secondary sources on ∂Λ, the source strength can be
substituted by the source strength density a(y), which represents the strength ¨ m per
unit of area (or unit of length for the two dimensional problem), thus given by
a :=
d¨ m
dS
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Clearly, a(y) has the dimensions of [Kg s−2 m−2] (for the 3D problem). In what follows,
when there is no risk of confusion, we will for simplicity refer to a(y) as source strength,
omitting the word density. It should be clear, however, that the term source strength is
referred to ¨ m.
Let ˆ p(z) be the sound ﬁeld generated by the continuous distribution of secondary sources
mentioned above. The pressure ﬁeld ˆ p(z) is hereafter referred to as the reproduced sound
ﬁeld and it is due to the linear superposition of the ﬁelds generated by the layer of
secondary sources. It can be described by the following integral:
ˆ p(z) =
Z
∂Λ
G(z,y)a(y)dS(y), z ∈ Rm, m = 2,3 (3.15)
This integral is called the acoustic single layer potential [CK83, p.46]. The function a(y)
is also referred to as the density of the potential [CK92] and represents, as discussed
above, the strength of the secondary sources per unit of area or unit of length.
We deﬁne 3 also the operator S as the restriction of the single layer potential (3.15) to
the boundary ∂V :
(Sa)(x) :=
Z
∂Λ
G(x,y)a(y)dS(y), x ∈ ∂V (3.16)
For compactness of notation, the symbol S is used in the rest of this work also for
the restriction of the single layer potential (3.15) to a diﬀerent domain, provided that
the latter is clearly speciﬁed. For example, the notation (Sa)(z), z ∈ V deﬁnes the
restriction of (3.15) to the interior of V , while the notation (Sa)(z), z ∈ Rm identiﬁes
the single layer potential deﬁned by (3.15).
The operator S deﬁned here should not be confused with the integral (2.103) involved
in the Simple Source Formulation [Wil99], for which the control region V and the repro-
duction region Λ coincide.
The sound ﬁeld reproduction problem addressed in this work consists of determining the
density a(y), such that the reproduced sound ﬁeld ˆ p(z) is the best approximation, in
an L2 sense, of the target ﬁeld p(z) in V . In other words, the aim is to determine the
density a(y) which minimizes the norm

 

 
Z
∂Λ
G(·,y)a(y)dS(y) − p

 

 
V
(3.17)
3Note that the deﬁnition of the operator S provided here diﬀers from that often used in the literature
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3.3 The Dirichlet problem
A relevant aspect of the problem under consideration is that, under given conditions, the
target sound ﬁeld p(z) in the interior of V is uniquely determined from a knowledge of its
value on the boundary of the control region, that is from the knowledge of the pressure
proﬁle.
In order to illustrate this concept, we proceed as follows: given the continuous function
f(x) deﬁned on ∂V , representing the pressure proﬁle, we seek the solution of the so
called Dirichlet problem
(
∇2p(z) + k2p(z) = 0, z ∈ V
p(x) = f(x), x ∈ ∂V
(3.18)
where the second equation represents the Dirichlet boundary condition. This is a well
known mathematical problem and in [CK83] and [CK92] is shown that it has a unique
solution, apart from the case when k is one of the so called Dirichlet eigenvalues. These
are deﬁned as the set of wave numbers kn such that the problem (3.18) with homogenous
Dirichlet boundary condition f(x) = 0 admits at least one non-trivial solution pn(z). In
the case of V being a bounded set, it can be shown that the negative Laplacian is a com-
pact linear operator and for this reason the set of the Dirichlet eigenvalues kn constitutes
an inﬁnite but countable set. In physical terms, the problem (3.18) corresponds to the
modal decomposition of the sound ﬁeld in a cavity with the geometrical shape of V and
pressure release boundary conditions (p(x) = 0, x ∈ ∂V ), and the set of wave numbers
kn correspond to the inﬁnite number of resonance frequencies of that cavity.
In the case of k being one of the Dirichlet eigenvalues, the solution of (3.18) is not
unique. This can be easily proven: assume that k = kn and pn(z) is the corresponding
eigenfunction (the eigenvalue is assumed to be non degenerate). Given a solution p(z)
of (3.18), the function ˜ p(z) = p(z) + mpn(z),m ∈ R is also a solution. In this case
only the Dirichlet boundary condition is not suﬃcient for solving (3.18), but it is nec-
essary to impose boundary conditions both on the ﬁeld and on its gradient (a Cauchy
boundary condition). In Section 5.5, we will see that this nonuniqueness problem of the
interior Dirichlet problem has some consequences for the uniqueness of the sound ﬁeld
reproduction problem.
In what follows, unless speciﬁed diﬀerently, the assumption is made that k 6= kn. Under
this condition, what has been discussed proves that the sound ﬁeld p(z) in V is uniquely
deﬁned by its value on ∂V , and this also implies that if the target sound ﬁeld is reproduced
exactly on ∂V , then it is reproduced exactly also in V .
Using arguments related to the analytical continuation of ˆ p(z), it can be shown that the
condition ˆ p(x) = p(x) on ∂V implies that the ﬁeld is accurately reconstructed also in
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in Λ\V ), provided that p(z) still satisﬁes the homogeneous Helmholtz equation in that
region.
3.4 The integral equation
The discussion above leads to the conclusion that, under the conditions described above,
the sound ﬁeld reproduction problem can be reformulated in terms of the reconstruction
of the pressure proﬁle on ∂V , at frequencies other than those identiﬁed by the Dirichlet
eigenvalues kn. Consequently, the optimal reconstruction (always in terms of the L2
norm) of the target sound ﬁeld is given by a potential Sa, whose density a(y) is the
solution of
p(x) = (Sa)(x) =
Z
∂Λ
G(x,y)a(y)dS(y), x ∈ ∂V (3.19)
The latter is an integral equation of the ﬁrst kind [Pot07], [Pot01], [Kre99] (sometimes
referred to as Fredholm equation of the ﬁrst kind [Kre78]), and is one of the central
concepts of this work. For a thorough presentation of the subject of integral equations,
the reader can refer to the extensive literature dedicated to this wide topic (see, for
example, [Kre78], [CK83] or [Pot07]).
It is important to underline that the left hand side of equation (3.19) diﬀers from the
function ˆ p(z) in equation (3.15), the former being the pressure proﬁle, deﬁned on ∂V , the
latter the reproduced sound ﬁeld in the entire space Rm, m = 2,3. In fact, (3.15) deﬁnes
the acoustic single layer potential, while (3.19) is an integral equation with unknown
function a(y).
As will become clear later, equation (3.19) represents an inverse problem, and because of
its nature of an integral equation of the ﬁrst kind, it represents an ill-posed problem. This
implies that the solution of (3.19) could either not exist, be non-unique or be unstable
(does not depend continuously on the data). These concepts are discussed further in
Chapter 5, that is dedicated to the problem of ill-conditioning.
It is therefore not possible, in general, to compute an exact solution of an ill-posed
problem. However, as it is shown later, it is usually possible to compute an approximate
solution by using a regularization scheme.
3.5 Singular Value Decomposition
The inverse problem (3.19) can be tackled with diﬀerent methods (see, for example,
[CK92] for other solution methods). Some of these include the singular value decompo-
sition (SVD) of the operator S. This powerful method is discussed in what follows and
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The analytical SVD used here, involving a compact linear operator acting on a func-
tion, can be simplistically understood as an extension of the more popular discrete
SVD, performed on a matrix acting on a vector, to the more general case of abstract
spaces of functions such as, for example, Hilbert spaces [Kre78]. The discrete SVD has
been widely used in acoustical problems related to analysis and control of sound ﬁelds
and source reconstruction (see for example [VM89], [NY00],[KN03], [WHH03], [Spo06],
[SS06], [GBW05], [GB08b]). A simple explanation of the discrete SVD and its interpre-
tation in the context of sound ﬁeld reproduction is reported in Appendix A (the reader
can also refer to [FN07b]). The extension of the SVD to operators is probably due to E.
Schmidt ([Sch07], published in 1907), who introduced the inﬁnite dimensional analogous
of the SVD, and used it to approximate operators [Ste93]. The use of the SVD of oper-
ators for radiation problems was proposed by W.A. Veronesi and J.D. Maynard [VM89]
for the case of planar geometry. G.V. Borgiotti et al. also used this technique in the for
conformal holography and acoustic radiation [Bor90], [BSWS90], [BJ93], and C. Maury,
S.J. Elliott and T. Bravo [ME05], [MB08] recently proposed some analytical formula-
tion of the singular system of the radiation operator in terms of prolate spheroidal wave
functions [ME05]. The SVD of an integral operator is also frequently used in acoustic
scattering problems (see, for example, [CK92]).
A short review of the main mathematical passages involved in the derivation of the SVD
and some of its relevant properties are reported in Section 2.5. A better insight into the
mathematics of the SVD can be found, for example, in [CK92] and [Pot07]. Some of
the properties of the operator S and its adjoint operator, which will be useful later in
this paper, are brieﬂy discussed here. An important property is the compactness of S.
Despite the relevance of this concept in respect to the SVD, an exhaustive presentation
of this subject is not brief and no attempt has been made to describe the details here.
The reader is referred to [Kre78] or [Pot07] for more detail.
3.5.1 The compactness of S, the adjoint operator S∗ and the composite
operator S∗S
The compactness of S is crucial to the validity of the following arguments. We are
not concerned here with the physical interpretation of compactness of an operator, but
we need to make sure that the operator S is compact in order to apply some relevant
properties that compact operators possess. In [CK83, p.5] (among others) the proof is
given that under the assumptions introduced above, S is a linear and compact operator,
since its kernel is continuous (or weakly singular if Λ = V ) and since the domain of
integration ∂V is bounded. It should be noticed that if the domain of integration ∂V is
not bounded, then S is not compact. This case is considered in Section 4.3.Chapter 3 Sound ﬁeld reproduction as an inverse problem 53
Considering the deﬁnition of an adjoint operator (2.21), it can be easily seen that S 6= S∗,
that is S is not self adjoined. The adjoint operator S∗ is
(S∗p)(y) =
Z
∂V
G(y,x)∗p(x)dS(x), y ∈ ∂Λ (3.20)
The operator S∗ does not have a real physical meaning, but it could be interpreted as
a time reversed single layer potential. We can imagine that a continuous distribution
of monopole-like sources, with source strength equal to p(x), is arranged on ∂V . The
sound ﬁeld generated by this source layer is reversed in time; this arises from the fact that
the kernel of S∗ is the complex conjugate of G(y,x) and considering that (F−1
t p∗)(t) =
(F−1
t p)(−t)∗ (see formula (2.78)). Equivalently, the sources on ∂V could be interpreted
as sources of incoming sound, which have of course no reasonable physical meaning.
(S∗p)(y) is actually this time reversed ﬁeld measured on ∂Λ. A similar interpretation
was suggested by Tanter et al. [TAG+01].
As shown in [Kre78, p.416], if S is compact then S∗ is also compact. The composed
operator S∗S is expressed by
(S∗Sa)(y) =
Z
∂V
G(y,x)∗
Z
∂Λ
G(x, ˆ y)a(ˆ y)dS(ˆ y)

dS(x), y ∈ ∂Λ (3.21)
This operator is compact and self adjoined. As explained in Section 2.5, these two
properties imply relevant consequences for the spectral decomposition of the operator
S∗S, on which the SVD of S is grounded.
Following the interpretation of S∗ proposed above, the composite operator S∗S could be
ﬁguratively understood as follows: an acoustic ﬁeld is generated by the secondary sources
on ∂Λ with strength a(y). This ﬁeld, (Sa)(x), is measured on ∂V and the pressure proﬁle
p(x) is used to deﬁne the strength of a second layer of sources, this time arranged on ∂V .
These sources generate a second ﬁeld, which is time reversed and measured on ∂Λ. The
function describing the acoustic pressure of this time reversed ﬁeld on ∂Λ is (S∗Sa)(y).
3.5.2 Singular system and SVD of S
Following the passages reported in Section 2.5, it is possible to compute a singular
system {σn,an(y),pn(x)}, where σn are the singular values of S, while pn(x) and an(y)
are respectively its left and right singular functions. The latter represent two sets of
orthonormal functions, deﬁned on ∂V and ∂Λ, respectively, and are analogous to the
singular vectors in the case of the SVD of a matrix. One of the most powerful features
of the SVD is that any function a(y) ∈ L2(∂Λ) and any function p(x) ∈ L2(∂V ) can be
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a(y) =
∞ X
n=1
an(x)han|ai∂Λ +
 
PN(S)a

(y) (3.22)
p(x) =
∞ X
n=1
pn(x)hpn|pi∂V +
 
PN(S∗)p

(x) (3.23)
PN(S) and PN(S∗) are the orthogonal projection operators onto the nullspace of S and
S∗ respectively (see (2.14) for the deﬁnition of orthogonal projection operator). If S
is injective 4 , its nullspace is trivial (contains only 0), and the functions an(y) are a
complete set of functions for L2(∂Λ) (see Section 2.5). The same holds for S∗, and the
set of functions pn(x) in L2(∂V ), respectively.
The equalities above are valid only at points where the functions are continuous. It
should be noticed, however, that the presence of removable or jump discontinuities is not
relevant for the physical problem under consideration. In fact, since p(x) is solution of the
homogeneous Helmholtz equation (3.2), it is diﬀerentiable and is therefore continuous.
On the other hand, given the functions a(y) and a0(y) that are identical apart from a
countable set of points where a0(y) is discontinuous. we observe that Sa = Sa0. As a
matter of fact, in an L2 sense, the two functions are identiﬁed.
The result above implies that (in the case of S and S∗ injective) any square integrable
function p(x), representing the sound ﬁeld on ∂V , can be expressed as a series of the
singular functions pn(x). Analogously, any square integrable function a(y) deﬁning the
source strength on ∂Λ can be expressed as a series of an(y). In this setting, equations
(3.22) and (3.23) can be interpreted as a generalized Fourier series for a(y) and p(x)
respectively, with han|ai∂Λ and hpn|pi∂V being the Fourier coeﬃcients. From a slightly
diﬀerent perspective, equations (3.22) and (3.23) could be interpreted as the modal de-
composition of the source strength a(y) and of the pressure proﬁle p(x), respectively.
The scalar product han|ai∂Λ can be interpreted as the component of the source strength
with respect to the modal function or modal shape an(y) (and analogously for hpn|pi∂V ).
The action of the operator S on a(y) can be expressed by
(Sa)(x) =
∞ X
n=1
pn(x)σnhan|ai∂Λ (3.24)
This result represents the SVD of S, and has as the following meaning: given the source
strength a(y), the reproduced sound ﬁeld can be computed by
4An operator S : A → Ψ is injective if any two distinct element a and a
0 of A are associated with
two distinct elements p and p
0 of Ψ, such that Sa = p and Sa
0 = p
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1. Calculating the set of scalars han|ai∂Λ obtained from the scalar product of the
source strength a(y) with the singular functions an(y) (this operation is analogous
to the computation of the coeﬃcients of a Fourier series);
2. Multiplying each coeﬃcient han|ai∂Λ by the corresponding singular value σn;
3. Modulating the singular functions pn(x) by the coeﬃcients obtained in the previous
passage. This operation gives an inﬁnite set of scaled orthogonal functions;
4. Synthesizing the target sound ﬁeld by summing the scaled orthogonal functions.
It is interesting to observe that, even if the problem formulation includes an integral
operator (instead of a matrix), the singular functions and singular values are countable,
that is they can be associated with natural numbers n = 1,2,.... This property is a
consequence of the compactness of S (see Section 2.5). If this was not the case, the series
in (3.22),(3.23) and (3.24) would become integrals, and the series of singular values a
function (the spectrum of S). An analogous argument can be used to interpret the
diﬀerence between a Fourier series and a Fourier integral.
It can be noticed that, in the special case when the set of left and right singular functions
are the same, the passages described above deﬁne a convolution operation. Original
approaches to the sound ﬁeld reproduction in terms of spatial convolutions, which share
some analogies with the approach discussed here, have been proposed by Nicol and
Emerit [NE99] and by Ahrens and Spors [AS08d], [AS08a].
Another possible understanding of the SVD is the so called mode matching approach,
as proposed by Poletti [Pol05],[Pol00]. In this interpretation, every mode pn(x) of the
pressure proﬁle is matched to one mode an(y) of the source strength. The latter could
be described as a given combination of strengths of the secondary sources. One example
of source mode is the typical case of all secondary sources acting in-phase (very often
corresponding to the ﬁrst mode a1(y)). Consistently with this interpretation, the singular
functions pn(x) and an(y) are hereafter also referred to as acoustic pressure modes and
secondary source modes (or array modes), respectively.
It is important to emphasize that, as a consequence of the orthogonality of the singular
functions, each pressure mode pn(x) is controlled by one and only one secondary source
mode an(y). Furthermore, the amount of energy transferred between one mode an(y)
and one mode pn(x) is related to the corresponding singular value σn, which is always a
positive value. In other terms, from (3.24) and from the orthonormality of the singular
functions we can easily derive the relation
σn =
|hpn|ˆ pi|
||an||
=
||San||
||an||
(3.25)
This means that the singular values are representative of the eﬃciency (in energetic
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required for the mode pn(x) of the reproduced pressure proﬁle, the corresponding sec-
ondary source mode an(y) must be driven with a small amount of energy if σn is large,
or oppositely with a large amount of energy (sometimes very large!) if σn is small. As
will become clear in Chapter 5, this phenomenon is one of the main reasons for the ill
conditioning of the inverse problem (3.19). In view of this interpretation, the singular
values are also referred to here as modal eﬃciency.
The actions of the operators S∗ and S∗S can be expressed analogously to the case of S
in equation (3.24):
(S∗p)(y) =
∞ X
n=1
an(y)σnhpn|pi∂V (3.26)
(S∗Sa)(y) =
∞ X
n=1
an(x)σ2
nhan|ai∂Λ (3.27)
As will become clear in Chapter 4, the integral operator S acts as a spatial low-pass
ﬁlter, which has in general the eﬀect of smoothing out the rapid spatial variations when
transforming a(y) into p(x). This can be intuitively interpreted with the fact that
the low eﬃciency modes are generally associated with rapid spatial variations of the
pressure proﬁle, which are therefore hard to reproduce. This concept is demonstrated
more rigorously in Section 4.1.
3.5.3 Separable geometries and representation of the single layer po-
tential
It must be emphasized that the expression (3.24) of the operator S by means of its
singular system {σn,an(y),pn(x)} provides an expression for the single layer potential
(3.15) only on the boundary ∂V of the control region, but generally not in its interior
or in Λ. The singular system of S is clearly determined by the choice of both Λ and V ,
and if one of these two sets varies, the functions σn,an(y),pn(x) will be diﬀerent.
However, in the special case when ∂Λ and ∂V represent the separation surfaces [MF53]
of geometries in which the Helmholtz equation can be solved by separation of variables
(such as spheres, circles, planes, etc.), it will be shown that simple analytical relations
exist between the singular system of S deﬁned for diﬀerent ∂V and ∂Λ corresponding
to diﬀerent separation surfaces. Consequently, the representation of S by means of its
singular system can be extended to the single layer potential in the interior of Λ (and
by applying further analytical relations, also to its exterior). This concept will become
clear in Chapter 4, where the formulation of the singular systems of S for some separable
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3.5.4 Solution of the inverse problem
If an exact solution to the integral equation (3.19) exists, this is given by (see Section
2.5)
a(y) =
∞ X
n=1
an(y)
1
σn
hpn|pi∂V (3.28)
This meaningful result provides an expression of the source strength function a(y) in
terms of singular functions and singular values of S. Assuming that these are known, the
SVD gives the following important insight into the problem of sound ﬁeld reproduction:
• The scalar product hpn|pi reveals how much of a given mode pn(x) is present in the
target pressure proﬁle p(x). It must be remembered that this analysis is performed
on the boundary ∂V of the control region.
• Each singular function an(y) describes what combination of strength of the sec-
ondary sources is required to generate a given mode pn(x) of the target pressure
proﬁle
• The singular values σn indicate how eﬃciently each source mode an(y) transfers
the acoustic energy to the related acoustic pressure mode pn(x). It should be
emphasized that the singular values σn depend only on the operator S, and not on
the target sound ﬁeld. In other words, the singular values are inﬂuenced only by
the geometry of the secondary source layer ∂Λ and of the control region V , and
by the function G(x,y), representing the acoustical transfer function between the
secondary sources and any point on ∂V .
• The factor hpn|pi/σn deﬁnes how much of each secondary source mode an(y) is
required for the reproduction of the pressure proﬁle p(x). This factor depends on
both the system conﬁguration (Λ,V and G(x,y)) and on the characteristics of p(x).
From (3.28) and in view of the Parseval relation (2.71), the following relation can be
easily derived :
||a||2 =
∞ X
n=1
|hpn|pi|2
σ2
n
(3.29)
This equation deﬁnes the relation between the norm of the source strength function a(y),
proportional to the total amount of acoustic energy generated by the secondary sources,
the contribution of each single mode pn(x) to the target pressure proﬁle and the related
eﬃciency σn. As discussed in Section 5.3, the ﬁrst Picard condition (5.2) for the existence
of the solution a(y) imposes that the series in (3.29), and hence the total energy ||a||2,
must be less than inﬁnity.
If we assume that the expression of the target pressure proﬁle includes a single low
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energy generated by the secondary sources (proportional to |hpn|pi|2/σ2
n) will largely
exceed the total energy of the acoustic ﬁeld on ∂V (proportional to |hpn|pi|2). The main
physical reason behind the small eﬃciency of a mode is given by the fact that the ﬁelds
generated by the diﬀerent secondary sources interfere destructively on ∂V .
But the small singular value σn does not give any information about the acoustic energy
of the sound ﬁeld in other regions of the space, diﬀerent from ∂V . This energy is likely
to be also very large if ||a|| is large.
It has been shown that equation (3.28) provides a powerful method for the computation
of a solution to the inverse problem (3.19). However, some optimistic assumptions have
been made: the solution exist and is unique and the singular system {σn,an(y),pn(x)}
for the given operator S is known. However, the existence and uniqueness of the solution
need to be veriﬁed, and the singular system of S must be calculated, depending on the
geometry Λ, V and on G(x,y). The next two chapters are dedicated to these subjects.Chapter 4
Solution for special geometries
The computation of the singular functions pn(x) and an(y) and of the singular values
σn is in general not a simple task. Their determination in a closed analytical form is
relatively simple for some special geometries of Λ and V , while for arbitrary geometries
a numerical approach is often the only option. In this chapter, some singular systems
are studied in the case of some speciﬁc but important geometries. The assumption of
free ﬁeld propagation holds for all the cases dealt with here.
The cases are studied where ∂Λ and ∂V are concentric spheres and concentric circles,
respectively. The analysis is then extended to the case of ∂Λ and ∂V being inﬁnite
parallel planes and parallel lines, respectively. The study of the latter two geometries
requires some further mathematical assumptions, since the operator involved is no longer
compact. This additional eﬀort is justiﬁed by the fact that the functions arising from
the decomposition of the integral operator can be simply interpreted as propagating
and evanescent plane waves, and a greater insight is provided into the problem under
consideration and into the solution technique adopted.
The results presented in this chapter show very clearly the relation of the sound ﬁeld
reproduction problem to Acoustical Holography (discussed in more detail in Section
6.4.1) and, more generally, to other acoustical inverse problems.
All the derivations begin from the expansion of the free ﬁeld Green function, given by
equation (3.6) and (3.7), in terms of orthogonal functions which suit the given geometry.
The notation used in the following derivations is recalled here. Thus, with respect to the
vector x
x := |x| ˆ x := x/x
x = [xcosφx sinθx, xsinφx sinθx, xcosθx]
(4.1)
59Chapter 4 Solution for special geometries 60
and the spherical harmonics are written as
Y m
n (ˆ x) = Y m
n (θx,φx)
Analogous relations hold for the position vector y. The symbol d·e denotes rounding up
to the next integer.
4.1 Concentric spheres
Figure 4.1: Geometrical arrangement with concentric spheres.
The case is considered where Λ and V are two concentric spheres with radius RΛ and
RV , respectively. The condition V ⊆ Λ is simply satisﬁed by imposing RV ≤ RΛ. It
follows that |x| = RV , x ∈ ∂V and |y| = RΛ, y ∈ ∂Λ .
The free ﬁeld Green function (3.6) can be expressed by [Wil99]
eik|x−y|
4π|x − y|
=
∞ X
ν=0
ikh(1)
ν (ky)jν(kx)
ν X
µ=−ν
Y µ
ν (ˆ x)Y µ
ν (ˆ y)∗, y > x (4.2)
The following orthogonality relations follow from the orthonormality of the spherical
harmonics (2.52)
Z
∂V
Y µ
ν (ˆ x)Y
µ0
ν0 (ˆ x)dS(x) = R2
V δνν0δµµ0 (4.3)
Z
∂Λ
Y µ
ν (ˆ y)Y
µ0
ν0 (ˆ y)dS(y) = R2
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For this geometry, we have that dS(x) = R2
V cos(θx)dφxdθx and dS(y) = R2
Λ cos(θy)dφydθy.
The factors R2
V and R2
Λ on the right hand sides of these equations result from performing
the integrations on ∂V and ∂Λ, respectively, instead of on the unitary sphere as in (2.52).
In view of these orthogonality relation, it is possible to substitute the kernel of the inte-
grals (3.19), (3.20) and (3.21) with equation (4.2) and rearrange the order of summation
and integration in order to obtain
(Sa)(x) =
∞ X
ν=0
iRV RΛkh(1)
ν (kRΛ)jν(kRV )
ν X
µ=−ν
Y
µ
ν (ˆ x)
RV
hY
µ
ν |ai∂Λ
RΛ
(4.4)
(S∗p)(y) =
∞ X
ν=0
−iRV RΛkh(2)
ν (kRΛ)jν(kRV )
ν X
µ=−ν
Y
µ
ν (ˆ y)
RΛ
hY
µ
ν |pi∂V
RV
(4.5)
(S∗Sa)(y) =
∞ X
ν=0
R2
V R2
Λk2|hν(kRΛ)jν(kRV )|
ν X
µ=−ν
Y
µ
ν (ˆ y)
RΛ
hY
µ
ν |ai∂Λ
RΛ
(4.6)
Note that h·|·i∂Λ = h·|·iΩR2
Λ and h·|·i∂V = h·|·iΩR2
V , where Ω is the unitary sphere.
Comparing these results with equations (3.24), (3.26) and (3.27), expressing the ac-
tions of the three integral operators above in terms of elements of the singular system
{σn,an(y),pn(x)} of S, the following choices can be made
σn = kRV RΛ|hν(kRΛ)jν(kRV )| (4.7)
an(y) =
1
RΛ
Y µ
ν (ˆ y) (4.8)
pn(x) =
γν
RV
Y µ
ν (ˆ x) (4.9)
γν = exp
h
i

arg(hν(kRΛ)jν(kRV )) +
π
2
i
(4.10)
ν = d
√
n − 1e, µ = n − 1 − ν − ν2 (4.11)
From equations (4.4),(4.5) and (4.6) it follows that this singular system satisﬁes the
relations (2.120), (2.121) and (2.122) reported in Section 2.5.
The factor γν is a complex scalar of unitary norm, and represents the change of phase
experienced by the corresponding modes in the propagation from ∂Λ to ∂V . It has been
introduced into the formulation of pn(x) since the singular values are constrained to be
real by deﬁnition.
The two indices ν and µ, playing the role of the single index n, are due to the degen-
eracy of the singular values, often arising in eigenvalue problems in which symmetrical
geometries such as cylinders or spheres are involved. In fact, a singular value related to
a given coeﬃcient ν has multiplicity of 2ν + 1 , and is associated with 2ν + 1 singular
vectors an(y) and with 2ν + 1 singular vectors pn(x). The relation between n and ν,µ
is given by (4.11) and is shown in Table 4.1.Chapter 4 Solution for special geometries 62
n 1 2 3 4 5 6 7 8 9 10 ···
ν 0 1 1 1 2 2 2 2 2 3 ···
µ 0 −1 0 1 −2 −1 0 1 2 −3 ···
Table 4.1: Relation between the index n of the elements of the singular system
{σn, an(y), pn(x)} and the spherical harmonic and Hankel function indices ν and µ.
However, this indexing method might not be adequate, since the singular values are by
deﬁnition ordered by decreasing magnitude (see section 2.5), and therefore they might
need to be re-ordered (and accordingly the singular functions).
The constant factors RV and RΛ have been introduced into the formulation of the singular
values and of the singular functions in order for pn(x) and an(y) to have unitary norm,
with respect to the integrations (4.3), since these are performed on the non-unitary
spheres ∂V and ∂Λ, respectively.
Summarizing, it can be stated that for the case of two concentric spheres, the singular
values are functions of the wave number k (and hence of the frequency) and of the radii
of the two spheres. Their expression includes the absolute value of a combination of
spherical Hankel and Bessel functions, with arguments kRΛ and kRV , respectively.
4.1.1 Properties of the singular system
Figure 4.2 and Figure 4.3 represents the spherical Bessel and Hankel functions, respec-
tively. It is very important to notice that absolute value of the Hankel functions is always
larger than zero, while this is not true for the Bessel functions. As a consequence, the
singular values given by (4.7) can theoretically equal zero for given values of the product
kRV (in which case they would no longer be regarded as singular values, by deﬁnition).
As shown in Appendix C, the frequencies ωn such that jn(RV ωn/c) = 0 identify the
resonance frequencies of a sphere with radius RV and pressure release boundaries, and
the corresponding wave numbers kn are the Dirichlet eigenvalues for the domain V (see
Section 3.3). As will be explained in Chapter 5, the Dirichlet eigenvalues of Λ do not
play any role here.
It can be observed that, for small arguments and high orders, the Hankel functions tend
to diverge, while the Bessel functions tend to zero (apart from the order ν = 0). The high
order approximations of the spherical Bessel and Hankel function are given by equations
(2.39) and (2.40), respectively, which are reported below
jν(x) =
xν
(2ν + 1)!!
ν → ∞ (4.12)
h(1)
ν (x) =
(2ν − 1)!!
ixν+1 ν → ∞ (4.13)Chapter 4 Solution for special geometries 63
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Figure 4.2: Spherical Bessel functions of order n = 0 to n = 6).
where
(2ν + 1)!! := 1 · 3 · 5···(2ν − 1) · (2ν + 1) (4.14)
The high order approximation of the singular values is therefore
σn =
RV
2ν + 1

RV
RΛ
ν
n → ∞ (4.15)
This result is a consequence of the behavior of the Bessel and Hankel functions for high
order or small arguments. Since it has been assumed that RV ≤ RΛ, it is clear that the
asymptotic expression above tends to zero as n (and thus ν) tends to inﬁnity.
Decay of the singular values Figure 4.4 shows the singular values of S as expressed
by equation (4.7), with k = 15RΛ, 0 ≤ ν ≤ 40 and diﬀerent values of RV . The degenerate
singular values are not repeated according to their multiplicity. The continuous line
represents the asymptotic decay given by equation (4.15). It can be observed that,
if RV < RΛ, the asymptotic decay of the singular values for n → ∞ is dominated
by the term (RV /RΛ)ν. This decay becomes steeper as the diﬀerence becomes larger
between the radii of the two concentric spheres. As a consequence of this exponential
decay, the inverse problem addressed is said to be severely ill-posed. In the limiting case
when RV = RΛ, the asymptotic decay of the singular values is dominated by the term
RV /(2ν + 1). In this case, the singular values exhibit a linear decay, the slope of which
does not depend on the geometrical arrangement. The linear decay of σn implies that
the inverse problem is mildly ill-posed [CK92, p.92].Chapter 4 Solution for special geometries 64
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Figure 4.3: The magnitude and phase of the spherical Hankel functions of the ﬁrst
kind of order n = 0 to n = 6.
The large argument approximation of these functions are given respectively by equations
(2.42) and (2.43), reported here
jν(x) =
1
x
sin

x −
νπ
2

x → ∞ (4.16)
h(1)
ν (x) = (−i)νh
(1)
0 (x) = (−i)ν+1eix
x
x → ∞ (4.17)
Consequently, the high frequency or large wave number approximation of the singular
values σn deﬁned by (4.7) is given by
σn =
1
k
sin

kRV −
νπ
2

k → ∞ (4.18)Chapter 4 Solution for special geometries 65
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Figure 4.4: Singular values σn, computed with k = 15RΛ and a range of values of
RV . The degenerate singular values are not repeated according to their multiplicity.
The continuous line shown represents the asymptotic decay given by the high order
expansion of the Bessel and Hankel functions.
This means that the high frequency approximations of the singular values correspond to
a 1/k factor with a sinusoidal modulation. It is relevant to note that the radius of ∂Λ
does not contribute to the expression above.
The left and right singular functions an(y) and pn(x) are identical, apart from a constant
factor, and are represented by spherical harmonics. These have the relevant property of
being independent of the frequency ω. It can also be observed that the representation
of the operator S given by (4.4) can be extended to the expression of the single layer
potential (3.15) in all the reproduction region Λ. This can be simply achieved by substi-
tuting x ∈ ∂V with z ∈ Λ in equation (4.4) and in the expression of the singular system,
equations (4.7)-(4.11). The functions (San)(z), z ∈ Λ can be interpreted as standing
spherical waves in the interior of Λ. Figures 4.5-4.10 show the horizontal cross-section
of the acoustic ﬁeld due to several secondary source modes, corresponding to diﬀerent
spherical harmonics Y
µ
ν , and for diﬀerent values of k. On the right hand side of each
ﬁgure, a plot of the real part of the corresponding spherical harmonic is illustrated (the
red and blue color correspond to positive and negative sign, respectively, while the radial
coordinate represents the absolute value of the real part of the function).
Each spherical wave (San)(z) is characterized, in the interior of Λ, by nodal surfaces
deﬁned by spheres of radius Rn such that jν(kRn) = 0. It is clear that if ∂V corresponds
to one of these nodal surfaces, that is if RV = Rn for a given n, then the corresponding
singular function (San)(x) = 0, x ∈ ∂V . This implies that all function identiﬁed by theChapter 4 Solution for special geometries 66
spherical harmonics Y
µ
ν (y), corresponding to the given order n, are in the nullspace of
S, deﬁned by (2.23). Strictly speaking, these spherical harmonics do not deﬁne singular
functions. However, they might be interpreted as secondary source modes with zero
eﬃciency. It should be emphasized that if (San)(x) = 0 for all x in ∂V , this deﬁnitely
does not imply that (San)(z) = 0 for all points z ∈ Λ\∂V . This fact is associated with
the problem of nonuniqueness of the solution discussed in Chapter 5.
Figure 4.5: Acoustic ﬁeld due to the secondary source mode Y 0
0 (ˆ y)/RΛ, for k = 9/RΛ.
Figure 4.6: Acoustic ﬁeld due to the secondary source mode Y 1
1 (ˆ y)/RΛ, for k = 9/RΛ.Chapter 4 Solution for special geometries 67
Figure 4.7: Acoustic ﬁeld due to the secondary source mode Y
−6
6 (ˆ y)/RΛ, for k =
9/RΛ.
Figure 4.8: Acoustic ﬁeld due to the secondary source mode Y 2
4 (ˆ y)/RΛ, for k = 9/RΛ.Chapter 4 Solution for special geometries 68
Figure 4.9: Acoustic ﬁeld due to the secondary source mode Y 0
6 (ˆ y)/RΛ, for k =
18/RΛ.
Figure 4.10: Acoustic ﬁeld due to the secondary source mode Y
−3
3 (ˆ y)/RΛ, for k =
18/RΛ.Chapter 4 Solution for special geometries 69
The analytical SVD of S for this geometrical arrangement can be compared with the
traditional discrete version (expressing any matrix H = UΣVH). It can be argued
that the role of the unitary matrices U and VH is here played by a generalized Fourier
series (2.69) and by the determination of the Fourier coeﬃcients (2.70), respectively. The
orthonormal functions of the generalized Fourier series are closely related to spherical
harmonics. The diagonal matrix Σ corresponds here to the set of singular values σn.
4.1.2 Solution
The solution of the integral equation (3.19) is given, if it exists and is unique, by equation
(3.28) in combination with the results shown above. This leads to
a(y) =
∞ X
ν=0
ν X
µ=−ν
Y
µ
ν (ˆ y)
ikR2
V R2
Λh
(1)
ν (kRΛ)jν(kRV )
hY µ
ν |pi∂V (4.19)
The assumption has been made, that jν(kRV ) 6= 0 ∀ν = 0,1,...∞. If this is not the
case, the expression given above represents one of the inﬁnite possible solutions to (3.19).
This special case is discussed in detail in Chapter 5.
Not surprisingly, results analogous to the above arise in the literature dedicated to spher-
ical microphone arrays [Raf04], [Raf05] and High Order Ambisonics [DNM03], [AS08a].
Equation (4.19) can also be obtained as follows. Equation (3.19) is rewritten by substi-
tuting the kernel of the integral with the series (4.2), thus obtaining
p(x) =
∞ X
ν=0
ikh(1)
ν (ky)jν(kx)
ν X
µ=−ν
Y µ
ν (ˆ x)hY µ
ν |ai∂Λ, x ∈ V (4.20)
Both sides of the equation above are multiplied by Y
µ0
ν0 (ˆ x)∗/RV and integrated over ∂V .
Rearranging the order of integration we obtain
Z
∂V
p(x)
Y
µ0
ν0 (ˆ x)
RV
∗
dS(x) =
∞ X
ν=0
iRV RΛkh(1)
ν (ky)jν(kx) (4.21)
×
ν X
µ=−ν
Z
∂V
Y
µ
ν (ˆ x)
RV
Y
µ0
ν0 (ˆ x)
RV
∗
dS(x)
hY
µ
ν |ai∂Λ
RΛ
In view of the deﬁnition of scalar product (2.10) and of the orthogonality relation (4.3)
the equation above can be rewritten as
hY
µ0
ν0 |pi∂V
RV
=
∞ X
ν=0
iRV RΛkh(1)
ν (ky)jν(kx)
ν X
µ=−ν
δνν0δµµ0hY
µ
ν |ai∂Λ
RΛ
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This, after substituting the dummy variables ν0 and µ0 with ν and µ, leads to
hY
µ
ν |pi∂V
RV
= iRV RΛkh(1)
ν (ky)jν(kx)
hY
µ
ν |ai∂Λ
RΛ
(4.23)
Assuming that jν(kx) 6= 0 it is possible to write
1
iRV RΛkh
(1)
ν (ky)jν(kx)
hY
µ
ν |pi∂V
RV
=
hY
µ
ν |ai∂Λ
RΛ
(4.24)
The spherical harmonics Y
µ
ν (y) constitute a complete set of functions for L2(∂Λ) [CK92,
p.24]. That is, any square integrable function a(y) deﬁned on ∂Λ can be represented,
at any point where this function is continuous, by a linear combination of spherical
harmonics. As a consequence it is possible to compute the solution a(y) to (3.19), if this
exists, in the form of
a(y) =
∞ X
ν=0
ν X
µ=−ν
Y
µ
ν (y)
RΛ
hY
µ
ν |ai∂Λ
RΛ
(4.25)
In view of this result, and if both sides of equation (4.24) are multiplied by Y
µ
ν (y)/(RΛ)
and summing over ν,µ, one obtains
∞ X
ν=0
ν X
µ=−ν
Y
µ
ν (y)
iR2
V R2
Λkh
(1)
ν (ky)jν(kx)
hY µ
ν |pi∂V = a(y) (4.26)
This result is identical to (4.19), as expected.
An example of solution for the target ﬁeld due to a virtual point source is presented in
Section 5.6.1.
4.1.3 The integral operator as a low-pass spatial ﬁlter
We have seen that both p(x) and a(y), assuming that they are square integrable func-
tions, can be represented by a generalized Fourier series of the form (2.73), at any point
where they are continuous (otherwise the equality holed as mean square). The Fourier
coeﬃcients are given by the spherical spectrum (2.73) and, if the nullspaces of S and S∗
are trivial, it holds that
a(y) =
∞ X
n
χa
ν,µY µ
ν (ˆ y) =
∞ X
ν,µ
han|ai∂Λ
RΛ
Y µ
ν (ˆ y) (4.27)
p(x) =
∞ X
n
χp
ν,µY µ
ν (ˆ x) =
∞ X
ν,µ
γν
hpn|pi∂V
RV
Y µ
ν (ˆ x) (4.28)
These formulae clearly show that the spherical spectra of a(y) and p(x) are equal to the
scalar products han|ai and hpn|pi, apart from the constants RΛ and RV and the phase
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Equation (3.28) shows that the spherical spectrum of a(y) is related to that of p(x) by
the relation
χp
ν,µ =

σnγn
RΛ
RV

χa
ν,µ =

ikhν(kRΛ)jν(kRV )R2
Λ

χa
ν,µ (4.29)
The function within the square brackets in the equation above can be interpreted as a
spatial ﬁlter, which transforms a(y) into p(x) and provides an alternative representation
of the action of the operator S.
Equation (4.15) shows that the singular values exhibit an exponential decay, governed
by the ratio RV /RΛ. This decay can be interpreted as a spatial low-pass ﬁltering that
the spherical spectrum of a(y) undergoes after the action of the operator S. As a
consequence, p(x) will be in general smoother than a(y), and this is not surprising as
the former is obtained after an integration (which is generally associated with a low-pass
ﬁlter). It is clear that the inverse problem is associated with a spatial ﬁlter which boosts
the high orders of the spherical spectrum of p(x).
What has been discussed justiﬁes what has been qualitatively discussed in Section 3.5:
the low eﬃciency modes are associated with rapid spatial variations (here with respect
of angular coordinates) of the pressure proﬁle p(x) and of the source strength a(y).
This leads to the consequence that the reproduction of pressure proﬁles with very rapid
angular variations is problematic, and can lead to instability of the system. This will be
discussed in more detail in Chapter 5.
4.2 Concentric circles
We consider the two dimensional case of Λ and V being two concentric circles, with
radius RΛ and RV , respectively (RV ≤ RΛ). This geometrical arrangement is shown in
Figure 4.11. The starting point of the analysis is the following translation (or summation)
theorem [CK92, p.66]:
H
(1)
0 (k|x − y|) = H
(1)
0 (ky)J0(kx) + 2
∞ X
n=1
H(1)
n (ky)Jn(kx)cos(n(φx − φy)) (4.30)
The two dimensional free ﬁeld Green function (3.7) can therefore be expressed by
G(x,y) =
i
4
∞ X
n=−∞
H
(1)
|n| (ky)J|n|(kx)ein(φx−φy), y > x (4.31)Chapter 4 Solution for special geometries 72
Figure 4.11: Geometrical arrangement with concentric circles.
the following orthogonality relations hold
Z
∂V
einˆ xein0ˆ xdS(x) = 2πRV δnn0 (4.32)
Z
∂Λ
einˆ yein0ˆ ydS(y) = 2πRΛδnn0 (4.33)
where dS(x) = RV dφx and dS(y) = RΛdφy.
Equation (4.31) is used to express the kernel of the integrals (3.19), (3.20) and (3.21).
After rearranging the order of integration and summation the following results can be
obtained:
(Sa)(x) =
iπ
√
RV RΛ
2
∞ X
n=−∞
H
(1)
|n| (kRΛ)J|n|(kRV )
einˆ x
√
2πRV
he−inˆ y|ai∂Λ √
2πRΛ
(4.34)
(S∗p)(y) =
−iπ
√
RV RΛ
2
∞ X
n=−∞
H
(2)
|n| (kRΛ)J|n|(kRV )
einˆ y
√
2πRΛ
he−inˆ x|pi∂V √
2πRV
(4.35)
(S∗Sa)(y) =
π2RV RΛ
4
∞ X
n=−∞

 H
(1)
|n| (kRΛ)J|n|(kRV )

 
einˆ y
√
2πRΛ
he−inˆ y|ai∂Λ √
2πRΛ
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n 1 2 3 4 5 6 ···
ν 0 −1 1 −2 2 −3 ···
Table 4.2: Relation between the index n of the elements of the singular system
{σn, an(y), pn(x)} and the number ν.
Comparing these results with equations (3.24), (3.26) and (3.27), a singular system
{σn,an(y),pn(x)} can be deﬁned by
σn =
π
2
p
RV RΛ
 
H
(1)
|ν| (kRΛ)J|ν|(kRV )
 
 (4.37)
an(y) =
1
√
2πRΛ
eiνˆ y (4.38)
pn(x) =
γν √
2πRV
eiνˆ x (4.39)
γν = exp
h
i

arg

H
(1)
|ν| (kRΛ)J|ν|(kRV )

+
π
2
i
(4.40)
ν = (−1)(n−1)

n − 1
2

(4.41)
It can be easily proven that this singular system satisﬁes the relations (2.120), (2.121)
and (2.122).
The index ν takes into account the double multiplicity of all singular values σn, n > 1.
The relation (4.41) is shown in Table 4.2. The singular values might need to be re-ordered
with decreasing value.
As in the case of the concentric spheres, the constant
√
2πR has been introduce for the
normalization of the singular functions and the complex factor γn is required for the
singular values to be real.
As for the previous geometrical conﬁguration, the singular values depend on the wave
number k and on the two radii, and include a combination of Hankel and Bessel functions
(but in this case not spherical Hankel and Bessel functions). The left and right singular
functions are frequency independent and are closely related to complex exponentials,
apart from a constant normalization factor. The properties of the singular system are
analogous (although not identical) to those of discussed in the case of the concentric
spheres.
If the comparison is made with the discrete SVD, the role of the unitary matrices U and
VH is played this time by the traditional Fourier series (2.64) and by the determination
of the Fourier coeﬃcients (2.65), respectively.
If a solution to the integral equation (3.19) exists, this is given by
a(y) =
∞ X
ν=−∞
eiνˆ y
iπ2RV RΛH
(1)
|ν| (kRΛ)J|ν|(kRV )
heiνˆ x|pi∂V (4.42)Chapter 4 Solution for special geometries 74
as a consequence of equation (3.28). Analogously to (4.19), it has been assumed that
Jν(kRV ) 6= 0 ∀ν = 0,1,...∞.
An alternative way to arrive at the same result is to perform mathematical operations
analogous to those described for the case of concentric spheres.
4.3 Parallel inﬁnite planes
Figure 4.12: Geometrical arrangement with parallel planes.
Attention is now focused on the special case that occurs when ∂Λ and ∂V correspond to
two parallel inﬁnite planes, separated by a distance d, as shown by Figure 4.12. In this
case, Λ and V correspond to two half-spaces, with V ⊆ Λ. It is assumed that the origin
of the co-ordinate system is on ∂Λ.
This geometrical arrangement can be interpreted as a degeneration of the case when Λ
and V are two hemispheres with an ideally inﬁnite radius (a similar philosophy is used
in the theory of Wave Field Synthesis for the domain of integration of the Kirchhoﬀ-
Helmholtz integral [Sta97]).
This special geometry implies some severe mathematical diﬃculties related to the integral
operator (3.16), whose deﬁnition now includes two unbounded sets. These issues have
been already observed and studied, in relation also to acoustic scattering problems, as
reported for example in [CWHP06]. In this publication it is argued that two main
diﬃculties arise: the ﬁrst is due to the unboundedness of S, caused by the slow decay atChapter 4 Solution for special geometries 75
inﬁnity of the kernel (3.6) (the 3D free ﬁeld Green function). This implies that (Sa)(x)
is not well deﬁned for all densities a(y) ∈ L2(∂Λ). The second diﬃculty is related to
the loss of compactness of S and S∗, due to ∂Λ and ∂V being unbounded. This implies
that S does not have the useful properties of compact operators described in Section
2.5 and this problem is a severe barrier to establishing the existence of the solution
of the integral equation considered. Furthermore, the singular value decomposition of
compact operators discussed in Section 2.5 should be revisited in view of the spectral
decomposition of linear non-compact operators, which involves a more complex theory
(see for example [Kre78]). One of the relevant consequences of S not being compact is
that its eigenvalues are, in general, not countable.
A thorough discussion of these two issues and the formulation of techniques to overcome
them is the subject of ongoing mathematical research and is far beyond the scope of this
work.
It can be brieﬂy mentioned, without going into the detail, that an elegant way to overcome
the ﬁrst diﬃculty described above consists in adding a small imaginary part to the wave
number k, that is k = (1 + i)ω/c. The imaginary part mimics the physical decay
with distance of any radiating acoustic wave, due to viscous losses occurring during the
propagation of the wave in the medium. This is closely related to the minimum absorption
principle mentioned in [CWHP06]. As explained by Maury and Bravo [MB08], the factor
eikx = e−xω/ceixω/c determines an exponential decay of the fundamental solution (3.6),
which allows for S being bounded.
Despite the mathematical diﬃculties mentioned above, the case of two parallel inﬁnite
plane (and lines in the next section) is worth of consideration since it has some interesting
peculiarities that provide further insight into the sound ﬁeld reconstruction problem.
More speciﬁcally, we will see that the kernel of the operator S can be decomposed
into evanescent and propagating waves. The resulting expression of S is believed to
provide a better understanding of the problem of ill-conditioning, and especially of its
physical interpretation. This subject is discussed in Chapter 5. This special case also
serves to emphasize the strong relation between sound ﬁeld reproduction and Near-
Field Acoustical Holography, especially with the well-established planar holography. This
subject is discussed further in Section 6.4.1.
In order to go around the two issues above, the very strong assumptions are made that
the solution a(y) of the inverse problem S exists and is such that S is bounded. With
this premise, intended to justify a possible lack of mathematical rigor for the sake of a
better understanding of the problem, we begin the analysis.Chapter 4 Solution for special geometries 76
4.3.1 Propagating and evanescent plane waves
A propagating plane wave of frequency ω = ck and unitary amplitude, traveling in the
direction ˆ r, can be described by the expression [Wil99],[WA01]
pp.p.w.(z) = ei(z·ˆ rk+ϕ) = ei(z·k+ϕ), z ∈ R3 (4.43)
where ϕ is an arbitrary phase and k is referred to as the wave vector. It has the magnitude
of k and the direction of the propagating plane wave, and is deﬁned by
k := kˆ r = [k1, k2, k3] (4.44)
Given the usual unitary vector ˆ n, perpendicular to ∂Λ and directed as shown in Figure
4.12, it is possible to express the wave vector k as the sum of two orthogonal vectors κ
and kn deﬁned by:
kn := (ˆ n · k)ˆ n (4.45)
κ := k − kn (4.46)
The term ζ(κ) is now deﬁned as the component of k in the direction identiﬁed by −ˆ n.
This is given by
ζ(κ) := −ˆ n · k (4.47)
It can be observed that the dependance of ζ on κ is expressed by the following relation:
ζ(κ) = ±
p
k2 − κ2, κ ≤ k (4.48)
ζ(κ) is positive if the acoustic energy carried by the plane wave ﬂows from the half plane
R3\Λ into the half plane Λ, that is if the plane wave is traveling from R3\Λ to Λ (this is
the case considered in what follows).
The notation introduced above allows also for the description of evanescent waves [Wil99]
in the half space identiﬁed by Λ. An evanescent plane wave 1 decaying in the direction
−ˆ n, that is when moving away from the surface ∂Λ, and traveling in a direction parallel
to ∂Λ, can be represented by (4.43), with the only diﬀerence that ζ(κ) is a positive
imaginary number (or analogously that the component of ˆ r in the direction identiﬁed by
−ˆ n is a positive imaginary number).
From (4.45) and (4.47), it is obvious that kn = −ζ(κ)ˆ n. As the origin of the co-ordinate
system has been assumed to lie on ∂Λ, the product (z · ˆ n) is always negative if z ∈ Λ.
Hence, for an evanescent wave, the product i(z·kn) = −iζ(κ)(z· ˆ n) is real and negative.
1Often in the literature [Wil99], the term plane is referred to propagating waves only.Chapter 4 Solution for special geometries 77
An evanescent wave can therefore be described by the expression
pe.p.w.(z) = ei(z·k+ϕ) = ei(z·kn+z·κ+ϕ) = e−|ζ(κ)z·ˆ n|ei(z·κ+ϕ), z ∈ R3 (4.49)
Here ζ(κ) is given here by equation (4.47) modiﬁed for the particular case of an evanescent
wave:
ζ(κ) =
p
k2 − κ2 = i
p
κ2 − k2, κ > k (4.50)
The value −i
√
κ2 − k2 does not have any physical meaning for ζ(κ), as it represents a
wave whose amplitude increases exponentially with distance from ∂Λ [Wil99].
It can be observed that any restriction of a plane wave to the plane ∂Λ can be expressed
by eiκ·x, x ∈ ∂Λ, and corresponds to a wave propagating in Λ if κ < k and ζ(κ) is real
and positive. On the contrary, if κ > k and ζ(κ) is purely imaginary, the exponential
form corresponds to an evanescent wave decaying in Λ with increasing distance from ∂Λ
. The special case of κ = k deﬁnes a plane wave propagating in a direction parallel to
∂Λ.
A better understanding of the notation introduced above is given by the special case
when ∂Λ = {z : z3 = 0} and ˆ n = [0, 0, −1]. In this case Equations (4.43) and (4.49)
become
pp.p.w.(z) = ei(z1k1+z2k2+z3k3+ϕ), z ∈ R3 (4.51)
pe.p.w.(z) = e−|k3|z3ei(z1k1+z2k2+ϕ), z ∈ R3 (4.52)
respectively.
Figure 4.13 and Figure 4.14 represent the acoustic ﬁelds due to a propagating plane wave
and to an evanescent plane wave, respectively.
4.3.2 Derivation of σκ, aκ(y), pκ(x)
The so called Weyl integral 2 [Wil99, p.35], [MW95, p.120-124] expresses the free ﬁeld
Green function (3.6) as a superposition of plane waves, both propagating and evanescent:
eik|x−y|
4π|x − y|
=
i
8π2
Z ∞
−∞
Z ∞
−∞
ei[k1(x1−y1)+k2(x2−y2)]eik3|x3−y3|
k3
dk1dk2 (4.53)
This can be rewritten in the following more generic formulation:
eik|x−y|
4π|x − y|
=
i
8π2
Z
R2
eiζ(κ)|(x−y)·ˆ n|
ζ(κ)
eiκ·(x−y)dS(κ) (4.54)
2See also [CWHP06] for an elegant derivation of an analogous result in terms of the Funk-Hecke
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Figure 4.13: Acoustic ﬁeld due to a propagating plane wave, with κ = k/2.
Figure 4.14: Acoustic ﬁeld due to an evanescent plane wave, with κ = 1.1k. The
imaginary component of k is not represented.Chapter 4 Solution for special geometries 79
With reference to Figure 4.12, it is recalled that x ∈ ∂V and y ∈ ∂Λ, and that the origin
of the coordinate system is on ∂Λ. It is clear that |(x − y) · ˆ n| = d. This leads to
eik|x−y|
4π|x − y|
=
Z
R2
ieiζ(κ)d
2ζ(κ)
eiκ·x
2π
e−iκ·y
2π
dS(κ) (4.55)
It is recalled that ζ(κ) is either real and positive if κ < k, and the acoustic energy is
ﬂowing from y to x, or purely imaginary with positive imaginary part if κ > k. The
integrand in (4.55) has a singularity for κ = k, which is anyway integrable except for
|x − y| = 0 [MW95] (for which the Green function (3.6) is not deﬁned). 3
The ﬁrst fraction in the integral above can be expressed as the product of a real, non
negative function σκ and of a complex function γκ of unitary absolute value. Thus
ieiζ(κ)d
2ζ(κ)
= σκγκ (4.56)
σκ =
e−Im(ζ(κ))d
2|ζ(κ)|
(4.57)
γκ = exp
h
i

Re(ζ(κ))d − arg(ζ(κ)) +
π
2
i
(4.58)
Inserting equation (4.55) in the deﬁnition (3.16) of S and considering the deﬁnition (2.10)
of the scalar product we obtain the following expression for the operator S:
(Sa)(x) =
Z
R2
σκγκ
eiκ·x
2π
heiκ|ai∂Λ
2π
dS(κ), x ∈ ∂V (4.59)
It can be observed that the value of σκ tends to inﬁnity for κ → k. This is a consequence
of the integrable singularity arising in the Weyl integral and is in turn strictly related
to the fact that S is not well deﬁned for all a(y) ∈ L2(∂Λ), as it has been discussed at
the beginning of this section. As shown in [CWHP06], if the free ﬁeld Green function
G(x,y) is integrated over a disk By(R) deﬁned by
By(R) := {x ∈ ∂V : (x1 − y1)2 + (x2 − y2)2 < R2}
and we let the radius R tend to inﬁnity, we have that
lim
R→∞
Z
By(R)
|G(x,y)|2dS(x) = lim
R→∞
Z 2π
0
dφ
Z R
0
1
16π2(r2 + d2)
r dr (4.60)
= lim
R→∞
1
16π
ln

R2 + d2
d2

= ∞
where r :=
p
(y1 − x1)2 + (y2 − x2)2.
3The author would like to acknowledge Dr. Earl Williams for having stimulated the study of the
singularity arising in the Weyl integral in relation to the unboundedness of the integral operator S.Chapter 4 Solution for special geometries 80
However, if as discussed above the wave number is such that k = (1 + i)ω/c and
r ≥ 0,d 6= 0, we see that
0 ≤
e−2 ω
c 
√
r2+d2
r2 + d2 r ≤
e−2 ω
c r
d2 r, r ≥ 0 (4.61)
Therefore, applying a simple comparison test, we can prove that G(x,y) with modiﬁed
k is square integrable on By(R):
lim
R→∞
Z
By(R)
|G(x,y)|2dS(x) = lim
R→∞
Z 2π
0
dφ
Z R
0
e−2 ω
c 
√
r2+d2
16π2(r2 + d2)
r dr (4.62)
≤ lim
R→∞
1
8π
Z R
0
e−2 ω
c r
d2 rdr =
1
8πd2
1
 
2ω
c
2 < ∞ (4.63)
Some attention should be paid for the case when d = 0. In this case the integral above
diverges, but this is due to the pole-like singularity of the Green function at x = y rather
than to the slow decay of G(x,y) at inﬁnity.
From equation (4.55) it is possible to compute the complex conjugate of the free ﬁeld
Green function (3.6). This is given by
 
eik|x−y|
4π|x − y|
!∗
=
Z
R2
−ie−iζ(κ)∗d
2ζ(κ)∗
eiκ·y
2π
e−iκ·x
2π
dS(κ) (4.64)
=
Z
R2
σκγ∗
κ
eiκ·y
2π
e−iκ·x
2π
dS(κ)
In view of this result the following expression for the adjoint operator S∗ can be derived:
(S∗p)(y) =
Z
R2
σκγ∗
κ
eiκ·y
2π
heiκ|pi∂V
2π
dS(κ), y ∈ ∂Λ (4.65)
Combining these results it is possible to apply the following steps:
(S∗Sa)(y) (4.66)
=
Z
R2
σκγ∗
κ
eiκ·y
2π
"Z
∂V
eiκ·x
2π
 Z
R2
σκ0γκ0
eiκ0·x
2π
heiκ0
|ai∂Λ
2π
dS(κ0)
!
dS(x)
#
dS(κ)
We rearrange the order of integration and use the orthogonality relation (2.86) to give
(S∗Sa)(y) (4.67)
=
Z
R2
σκγ∗
κ
eiκ·y
2π
 Z
R2
δ(κ − κ0)σκ0γκ0
heiκ0
|ai∂Λ
2π
dS(κ0)
!
dS(κ)Chapter 4 Solution for special geometries 81
In view of the property of the Dirac delta function (2.29) and observing that γκγ∗
κ =
1, ∀κ ∈ R2, we obtain the following expression for the composite operator S∗S
(S∗Sa)(y) =
Z
R2
σ2
κ
eiκ·y
2π
heiκ|ai∂Λ
2π
dS(κ) (4.68)
All the results above can be rewritten in terms of Fourier transforms, such that
(Sa)(x) =

F−1 
σκγκ(Fa)

(x) (4.69)
(S∗p)(y) =

F−1 
σκγ∗
κ(Fp)

(y) (4.70)
(S∗Sa)(y) =

F−1 
σ2
κ(Fa)

(y) (4.71)
We deﬁne now the following orthogonal functions
aκ(y) =
1
2π
eiκ·y, y ∈ ∂Λ (4.72)
pκ(x) =
γκ
2π
eiκ·x, x ∈ ∂V (4.73)
From an analogy with the previous geometrical arrangements considered, these functions
might be regarded as secondary source modes and pressure modes, respectively (although
these functions are not countable). Note that these functions are not orthonormal, since
hpκ|pκi = haκ|aκi = δ(κ) and their norm is therefore is unbounded (strictly, these
functions do not belong to L2(R2)), but they can be regarded as δ-function normalized.
The results presented above and the orthogonality relations (2.86) lead to the following
relations:
(Saκ)(x) = σκpκ(x), x ∈ ∂V (4.74)
(S∗pκ)(y) = σκaκ(y), y ∈ ∂Λ (4.75)
(S∗Saκ)(y) = σ2
κaκ(y), y ∈ ∂Λ (4.76)
where σκ is given by formula (4.57).
It can be observed that the set of functions σκ,aκ(y),pκ(x) have the same properties
of the singular system described in Section 2.5, apart from aκ(y) and pκ(x) being δ-
function normalized and orthogonal instead of orthonormal. However, it has been said
that for this special geometrical arrangement the operator S is not compact and is not
well deﬁned for all densities a(y) ∈ L2(R2). As a consequence, the set of functions
σκ,aκ(y),pκ(x) can not be rigorously deﬁned as a singular system.
One of the main diﬀerences is that σκ is a function, and not a countable set of numbers
as in the cases discussed above. This is due to the fact that the eigenvalues of S∗S, and
hence the singular values of S, are countable when S is compact (see Section 2.5). WeChapter 4 Solution for special geometries 82
will not discuss this issue any further, but the reader can consider the relevant analogy
between the Fourier series and the Fourier transform of a function f(x) deﬁned over
D ⊆ R. When D is bounded, it is possible to express f(x) by the Fourier series (2.64),
and the Fourier coeﬃcients deﬁne a countable set. On the contrary, if D is unbounded,
f(x) can be expressed in the form of the integral (2.88) instead of a series, and the
countable set of Fourier coeﬃcients is substituted by the function (Ff)(κ).
4.3.3 Properties of σκ, aκ(y), pκ(x)
We discuss now some of the properties of the functions σκ,aκ(y),pκ(x). Firstly, it can
be easily observed that the functions aκ(y) and pκ(x) represent two-dimensional plane
waves deﬁned on ∂Λ and on ∂V , respectively.
Secondly, it can be noticed that σκ and γκ assume diﬀerent forms depending whether
κ < k or κ > k. In fact
σκ =
1
2|ζ(κ)|
, γκ = iei|ζ(κ)|d, κ < k (4.77)
σκ =
1
2|ζ(κ)|
e−|ζ(κ)|d, γκ = 1 , κ > k (4.78)
Figure 4.15 shows the value of σκ and of the phase of γκ as a function of |κ|/k and for
diﬀerent values of d. It can be noticed that σκ = 1/2 (−6.0206 dB) for κ = 0 and that
σκ tends to inﬁnity for κ = k. The jump discontinuity of γκ at κ = k (from π/2 to 0)
is due to σκγκ changing from a purely imaginary value to a purely real value. As we
will see soon, this jump identiﬁes the passage from the propagating mode region to the
evanescent mode region.
As in the case of the spherical geometry, the expressions (4.59) and (4.69) of the integral
operator S can be extended to the expression for the single layer potential in all R3 by
simply substituting d with |(z· ˆ n)| into the deﬁnitions of σκ, γκ, equations (4.56)-(4.58),
and x ∈ ∂V with z ∈ R3 in equations (4.59) and (4.73).
The argument of the exponential eiζ(κ) highlights the diﬀerence between propagating and
evanescent modes aκ,pκ. In fact when κ > k the corresponding function (Saκ)(z), z ∈ Λ
represents a propagating wave in Λ. The factor γκ, included in the deﬁnition of pκ(x),
represents the change in phase that the plane wave undergoes in the propagation from
the surface ∂Λ to the surface ∂V . This depends on the distance d between the two planes
and on the direction of propagation of the plane wave (Saκ)(z), z ∈ Λ, identiﬁed by the
vector ˆ rκ. The function ζ(κ) can be directly related to the angle between the normal
vectors ˆ n and ˆ rκ. Considering the expressions (4.45), (4.46), (4.47) and (4.50) it holds
that
− ˆ n · ˆ rκ =
ζ(κ)
k
, κ < k (4.79)Chapter 4 Solution for special geometries 83
0 1 2 3 4 5
−30
−20
−10
0
10
|κ|/k
σ
κ
[
d
B
]
 
 
d=0
d=0.1k
d=k
0 1 2 3 4 5
0
0.5
1
1.5
2
2.5
3
|κ|/k
γ
κ
[
r
a
d
]
 
 
d=0
d=0.1k
d=k
Figure 4.15: Values of σκ (dB scale) and phase of γκ as a function of |κ|/k.
This scalar product obviously corresponds to the cosine of the angle between the two
vectors considered. The case of κ = 0 corresponds to (Saκ)(z), z ∈ Λ being a plane
wave propagating in the direction −ˆ n, while the limiting case of κ = k deﬁnes a wave
propagating in a direction parallel to ∂Λ.
On the contrary, when κ > k, then (Saκ)(z), z ∈ Λ represents an evanescent wave,
decaying exponentially in the direction −ˆ n. The complex exponential eiζ(κ)d represents
now a positive real number smaller than unity, which is proportional to the decrease in
amplitude of the evanescent wave on the plane ∂V with respect to its amplitude on ∂Λ.
Figures 4.16-4.20 show the horizontal cross-section of the ﬁelds (Saκ)(z) for diﬀerent
values of κ. The comparison of these ﬁgures with ﬁgures 4.13 and 4.14 can help make
the analogy with propagating and evanescent waves more clear. It can be observed that
for |κ| < k (ﬁgures 4.16 to 4.18) the amplitude of the ﬁeld increases with increasing |κ|,
as a consequence of the factor 1/ζ(κ). This phenomenon is reversed for |κ| > k (ﬁgures
4.19 and 4.20) but it is not evident, for the amplitude of the ﬁeld is dominated by the
exponential energy decay.Chapter 4 Solution for special geometries 84
Figure 4.16: Horizontal cross-section of the acoustic ﬁeld due to (Saκ)(z), with
κ = [ 0, 0].
Figure 4.17: Horizontal cross-section of the acoustic ﬁeld due to (Saκ)(z), with
κ = [0.5k, 0].Chapter 4 Solution for special geometries 85
Figure 4.18: Horizontal cross-section of the acoustic ﬁeld due to (Saκ)(z), with
κ = [0.9k, 0].
Figure 4.19: Horizontal cross-section of the acoustic ﬁeld due to (Saκ)(z), with
κ = [1.05k, 0].Chapter 4 Solution for special geometries 86
Figure 4.20: Horizontal cross-section of the acoustic ﬁeld due to (Saκ)(z), with
κ = [1.5k, 0].
In Section 2.5 the concept of degenerate eigenvalues has been mentioned, in the case when
S is compact. A singular value is said to be degenerate when more than one singular
function is associated with it, and these singular functions span a space of functions with
dimension equal to the geometrical multiplicity of that eigenvalue. In the special case
described here, a single pair of aκ0(y) and pκ0(x) is associated with a given vector κ0,
but an inﬁnite number of modes are associated with the same value of σκ0. Figure 4.21
shows a colored plot of values of σκ in a so-called k-space diagram [Wil99]. The latter
is constituted by a plane representing all the values that κ can assume. All functions
aκ(y) and pκ(x) are identiﬁed by one point in this plane. In the ﬁgure, the ﬁve blue
crosses identify the ﬁve modes illustrated by ﬁgures 4.16-4.20. It can be understood
that the points representing all functions aκ0(y) and pκ0(x) associated with the same
value of σκ0 deﬁne a circle with radius κ0. The circle with radius k (the dashed line
in the ﬁgure) is the so called radiation circle. In fact, all functions corresponding to
propagating modes in Λ are represented on the k-space diagram by points lying within
this circle. All points in its exterior are associated with evanescent modes. Many of
these considerations are well known in other branches of physics and engineering such
as optics and Near-Field Acoustical Holography (see, for example, [MW95] and [Wil99]).
The arguments presented here show the meaningful link of the problem of sound ﬁeld
reproduction to these other disciplines.
It can be observed that, both for the case of propagating and evanescent modes, the
magnitude of (Saκ)(x) reduces by a factor 1/(2|ζ(κ)|). This factor depends only on κ
and is not related to the distance between the two planes ∂Λ and ∂V . As will be shownChapter 4 Solution for special geometries 87
Figure 4.21: Representation of the value of σκ in the k-space, with d = 0.1k. The
dashed line represents the radiation circle, while the ﬁve blue crosses identify the modes
illustrated in the ﬁgures 4.16-4.20.
in Section 6.4, this is related to the fact that the determination of a(y) is implicitly
connected to an operation of partial derivation of the ﬁeld in the direction −ˆ n, which is
in turn related to a multiplication by a factor iζ(κ).
Decay of σκ In light of what has been discussed, if d 6= 0 the asymptotic behavior
of the function σκ for κ → ±∞ is dominated by the factor e−|ζ(κ)|d, as illustrated by
Figure 4.15. If an analogy is drawn with the cases of the other geometrical arrangements
described above, this behavior of σκ could be interpreted as an exponential decay of the
eﬃciency of the source modes aκ(y). It is recalled, however, that S is not compact and
consequently σκ is not a countable set. Henceforth, the deﬁnition of aκ(y) and pκ(x) as
modes is probably not rigorous. As for the case of the concentric spheres, the decay of
σκ becomes steeper as d becomes larger, which represents the distance between ∂Λ and
∂V . For what has been said, the inverse problem addressed can be referred to as being
severely ill-posed. In the limiting case of d = 0, it can be noticed that the asymptotic
behavior of σκ is dominated by the factor 1/(2|ζ(κ)|, which determines a linear decay.
This implies that the inverse problem in that case is mildly ill-posed.
4.3.4 Solution
We seek now a solution of the integral equation (3.19). The latter can be expressed in
the form (4.59), substituting the left hand side (Sa)(x) with the target pressure proﬁleChapter 4 Solution for special geometries 88
p(x). We multiply both sides of the equation by e−iκ0x/(2π) and integrate over ∂V .
After having rearranged the order of integration of the right hand side we obtain:
Z
∂V
p(x)
e−iκ0·x
2π
dS(x) =
Z
R2
σκγκ
 Z
eiκ·x
2π
e−iκ0·x
2π
dS(x)
!
heiκ|ai∂Λ
2π
dS(κ) (4.80)
We apply the orthogonality property (2.86) and the property of the Dirac delta function
(2.26), and in view of the deﬁnition of the scalar product (2.10) we obtain
heiκ|pi∂V
2π
= σκγκ
heiκ|ai∂Λ
2π
(4.81)
where the dummy variable κ0 has been renamed in terms of κ. This equation corresponds
to a mode matching method, where the secondary source modes and the acoustic pressure
modes are two-dimensional plane waves on ∂Λ and on ∂V , respectively.
Assuming that σκ 6= 0, it is possible to divide both sides by σκγκ, multiply by eiκ·y/(2π)
and integrate over R2. This leads to
Z
R2
γ∗
κ
σκ
eiκ·y
2π
heiκ|pi∂V
2π
dS(κ) =
Z
R2
Z
∂Λ
eiκ·y
2π
eiκ·y0
2π
a(y0)dS(y0)dS(κ) (4.82)
The scalar product heiκ|ai∂Λ has been re-expanded and eiκ·y0
has been brought inside the
second integral. We now rearrange the order of integration on the right hand side, apply
the orthogonality relation (2.87) and the property of the Dirac delta function (2.26).
This operation allows the two integrals on the right hand side to vanish. Finally, we
obtain the following expression for the solution a(y), which is given by:
a(y) =
Z
R2
1
σκ
eiκ·y
2π
hγκeiκ|pi∂V
2π
=
Z
R2
−iζ(κ)
eiζ(κ)d
eiκ·y
2π2 heiκ|pi∂V dS(κ) (4.83)
It should be emphasized that no proof has been derived of the existence of the solution,
and it might be the case that the expression above does not give a bounded function
(this is the case for example of a focused source, introduced in Chapter 6). However, if
a bounded solution exists, this can be computed with the expression above.
Considering the deﬁnitions of aκ(y) and pκ(x), the result above can be rewritten as
a(y) =
Z
R2
aκ(y)
σκ
hpκ|pi∂V dS(κ) (4.84)
This expression is analogous to equation (3.28), which gives the solution of the integral
equation considered in terms of a singular system of the operator S. The diﬀerence is,
again, that the series in (3.28) is substituted here by an integral.Chapter 4 Solution for special geometries 89
Finally, the same result can be expressed by means of direct and inverse Fourier trans-
forms, namely
a(y) = F−1

(Fp)
σκγκ

(y) (4.85)
4.4 Inﬁnite parallel lines
Figure 4.22: Geometrical arrangement with parallel lines.
The two-dimensional case is now considered in which ∂Λ and ∂V are two inﬁnite lines
with distance d, as illustrated by Figure 4.22. This is analogous to the previous case of
two parallel planes, with the diﬀerence that the kernel of S is now the two dimensional
Green function (3.7).
As in the previous case, Λ and V are unbounded sets. This implies that the S is not
compact, with all of the same implications discussed above. The problem of S being
unbounded holds here too, due to the slow decay of the kernel of S. For the sake of
completeness, it can be mentioned that this problem is less severe than for the previous
three-dimensional case, as discussed in [CWHP06]. However, we will not discuss these
problems any further here.
We start as before with the expansion of the free ﬁeld Green function in terms of plane
waves. In order to keep the notation simple, we assume that
∂Λ := {y ∈ R3 : y2 = 0, y3 = 0} (4.86)
∂V := {x ∈ R3 : x2 = 0, x3 = d} (4.87)Chapter 4 Solution for special geometries 90
The two-dimensional free ﬁeld Green function (3.7) corresponds to an inﬁnite line source.
This can be expressed as an inﬁnite distribution of point sources arranged on a straight
line, perpendicular to the plane where ∂Λ and ∂V lie. This is expressed mathematically
by the following integral [GR65, p.915 equation 8.421.11]
i
4
H
(1)
0 (kx) =
Z ∞
−∞
eik
√
x2+y2
4π
p
x2 + y2dy (4.88)
This result can be combined with the Weyl integral (4.53) with x2 = 0 in order to obtain
i
4
H
(1)
0 (k|x−y|) =
i
8π2
Z ∞
−∞
Z ∞
−∞
Z ∞
−∞
e−ik2y2dy2

ei[k1(x1−y1)]eik3|x3−y3|
k3
dk1dk2 (4.89)
where the order of integration has been rearranged. The integral within brackets equals
2πδ(k2) [Wil99]. Integrating with respect to k2 and applying the property (2.25) of the
Dirac delta function leads to the plane wave expansion of the two-dimensional free ﬁeld
Green function. This is given by
i
4
H
(1)
0 (k|x − y|) =
i
4π
Z ∞
−∞
eik1(x1−y1)eik3|x3−y3|
k3
dk1 (4.90)
In order to use a notation consistent with that used in the previous section, we deﬁne
κ = k1 (4.91)
ζ(κ) =
p
k2 − κ2 (4.92)
and we rewrite equation (4.90) in the following form:
i
4
H
(1)
0 (k|x − y|) =
Z
R
eiκ(x1−y1)
2π
ieiζ(κ)d
2ζ(κ)
dκ (4.93)
An alternative derivation of this result can be obtained by performing the Fourier trans-
form of H0(k|x − y|) and considering equations 6.677.1 and 6.677.2 in [GR65, p.722]. It
should also be understood that the Fourier transform of H0(k|x − y|) is not deﬁned for
κ = k.
We deﬁne σκ and γκ and the orthogonal functions aκ(y) and pκ(x) as follows:
σκ =
e−Im(ζ(κ))d
2|ζ(κ)|
(4.94)
γκ = exp
h
i

Re(ζ(κ))d − arg(ζ(κ)) +
π
2
i
(4.95)
aκ(y) =
1
√
2π
eiκy1 (4.96)
pκ(x) =
γ(κ)
√
2π
eiκx1 (4.97)Chapter 4 Solution for special geometries 91
The deﬁnition σκ and γκ above is identical to the case of parallel planes, equations (4.57)
and (4.58), while the deﬁnition of aκ(y) and pκ(x) is analogous to equations (4.72) and
(4.73), respectively. The properties of these functions are therefore analogous to those
described in Section 4.3.
Equation (4.93) can be substituted into the integral equation (3.19) and, performing
operations identical to those described above, we obtain the following results:
(Sa)(x) =
Z
R
σκpκ(x)haκ|ai∂Λdκ, x ∈ ∂V (4.98)
(S∗p)(y) =
Z
R
σκaκ(y)hpκ|pi∂V dκ, y ∈ ∂Λ (4.99)
(S∗Sa)(y) =
Z
R
σ2
κaκ(y)haκ|ai∂Λdκ, y ∈ ∂Λ (4.100)
As for the case of two parallel planes, these results can be expressed by means of direct
and inverse Fourier transforms (see (4.69),(4.70) and (4.71)).
If a solution a(y) to the integral equation (3.19) exists, this is given by
a(y) =
Z
R
−i2ζ(κ)
eiζ(κ)d
eiκy1
2π
heiκx1|pi∂V dκ (4.101)
As for the case of the parallel planes, this result can be expressed also by the following
formulae:
a(y) =
Z
R
aκ(y)
σκγκ
hpκ|pi∂V dκ (4.102)
a(y) = F−1

(Fp)
σκγκ

(y) (4.103)
These results are almost identical to equations (4.83),(4.84) and (4.85) and were obtained
with the same procedure. The main diﬀerence in that the integrals on the right hand
side of (4.101) and (4.102) are performed over R instead of R2. Consequently, the Fourier
transform in (4.103) is one dimensional.
An example of solution for the target ﬁeld due to a virtual point source is presented in
Section 5.6.2.Chapter 5
The ill-posedness of the inverse
problem
In the previous chapters expressions have been derived for the solution of the integral
equation (3.19), under the relevant assumption that this solution exists and is unique.
But this assumption is not valid for a general case. In Section 3.4 it was brieﬂy mentioned
that equation (3.19) is an integral equation of the ﬁrst kind. The so called Fredholm
alternative, described in [Kre78] and [CK83] provides powerful mathematical tools to
prove the solvability of integral equations of the second kind and these are of great
relevance to the solution of many inverse problems. However, this theoretical approach
does not apply to integral equations of the ﬁrst kind, such as that arising in the sound
ﬁeld reproduction problem addressed here. The inverse problem represented by equation
(3.19) is actually ill-posed, and is therefore generally not solvable.
The reader might ﬁnd it strange that some eﬀort has been dedicated to deriving expres-
sions for a solution, whose existence was taken for granted, when we now state that this
solution does in general not exist. The subject of this chapter is to provide a detailed
mathematical analysis of the solvability of the integral equation (3.19). In view of this
analysis we will be able to deﬁne those assumption regarding the target sound ﬁeld and
the geometrical arrangement for which an exact solution exists, and if this solution is
or is not unique. We will see that a large category of sound ﬁelds of practical interest
allow for the computation of an exact solution. In this sense, things are not as bad as
the nature of the inverse problem addressed would suggest on ﬁrst examination.
It will be shown that even when the solution exists it may not be stable and the repro-
duced ﬁeld can be severely aﬀected by the presence of small errors. If this is the case, or
if the inverse problem is not solvable, it is always possible to compute an approximate
solution, which can be eﬀective for practical purposes. This is the subject of the next
chapter.
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The concept of ill-posedness of a problem is discussed in detail in what follows. The
mathematical concept of ill-posedness is presented, and then the causes of this prob-
lem are analyzed. The solvability of the inverse problem is studied in relation to the
characteristics of the target sound ﬁeld considered. The results obtained in the previous
chapters are used to clarify these arguments with speciﬁc examples.
The arguments presented in this chapter lead to the important consideration that while
the existence of the solution depends on the secondary source layer ∂Λ and on the
target ﬁeld, the uniqueness of the problem depends on the control boundary and on the
operating frequency of the target ﬁeld.
5.1 The deﬁnition of an ill-posed problem
The mathematical analysis of an ill-posed problem presented here follows the deﬁnition
introduced by Hadamard [Had23], [CK92]. An elegant link between this theory and its
meaning in relation to engineering applications is described by Deschamp and Cabayan
[DC72].
Given an operator S from a normed space A into a normed space Ψ, (such as for example
L2(∂Λ) and L2(∂V ) introduced above), an equation of the form Sa = p is said to be
well-posed or properly posed if S is bijective1 and if its inverse S−1 is continuous. This
means that, for any function p ∈ Ψ one and only one function a ∈ A exists, such that
Sa = p, and this solution depends continuously on the data p. If one of these conditions
does not hold, then the problem Sa = p is said to be ill-posed or improperly posed.
Three diﬀerent kind of ill-posedness are possible, corresponding to the cases where, for
at least one function p ∈ Ψ,
1. no function a ∈ A exist, such that Sa = p (nonexistence);
2. more than one function a ∈ A exists, such that Sa = p (nonuniqueness);
3. the solution a ∈ A does not depend continuously on the data p (instability).
In the framework of sound ﬁeld reproduction, the ill-posedness of the problem involved
can be interpreted as follows. We ﬁrstly choose A to be the set of square integrable
functions on ∂Λ. This choice is maintained throughout this work. We deﬁne then a
geometrical arrangement and a given set Ψ of target pressure proﬁles deﬁned on the
control boundary ∂V . We then pose the following question: Is it possible, for any
pressure proﬁle p(x) ∈ Ψ, to calculate the strength of the secondary sources a(y) ∈ A,
such that the operator (Sa)(x) allows the reproduction of the target pressure proﬁle? If
1An operator S : A → Ψ is bijective if every element p of Ψ is associated with one and only one
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the answer to this question is negative, then we are in the presence of the ﬁrst kind of
ill-posedness.
Furthermore, if a(y) exists, can it be deﬁned uniquely or does more than one source
strength exist, such that Sa = p on ∂V ? If the answer is the latter, then we are faced
with the second kind of ill-posedness. It must be clearly emphasized that even if we
have multiple possible choices for the source strength a, such that Sa gives an exact
reproduction of the pressure proﬁle, that is of the sound ﬁeld on the control boundary
∂V , this does not imply that all these possible choices of source strength provide an
accurate reproduction of the target ﬁeld in the interior of the control region V (and
possibly in the rest of the reproduction region Λ). On the contrary, there is in general
only one exact choice of a(y), which allows for an accurate reproduction of the ﬁeld in
all V . As shown below, this fact is directly related to the non-uniqueness of the Dirichlet
problem, discussed in Section 3.3.
Finally, it is also possible that even if an exact solution a(y) exists, this might lead to a
system which is not stable. This means that the presence of very small errors, such as a
small amount of noise in the data describing the target pressure proﬁle, might result in a
disastrous degradation of the reproduced sound ﬁeld. In this case, a(y) can be classiﬁed
as an unstable solution. This is the third kind of ill-posedness, which is sometimes also
known in numerical analysis as the problem of ill-conditioning.
In general, for a given operator S and sets A and Ψ, the three kind oﬀ ill-posedness co-
exist. For example, if the attempt is made to solve the ill-posed inverse problem discussed
above for all possible functions p(x) ∈ L2(∂V ), we should expect that for some target
functions p(x) the problem has no solution, and for some other functions the solution is
either non-unique, unstable or both.
As explained in [CK92], the ill-posedness of a problem does not depend only on the
operator involved, but also on the spaces A and Ψ.2 This suggests that, if a problem is
ill-posed for a given data space Ψ, it might be possible to restore stability by limiting
the data space to a subset Ψ0 ⊂ Ψ. It could also be possible, in principle, to deﬁne for
which subset Ψ ⊆ L2(∂V ) the problem is solvable, and for which subsets the solution is
non-unique or unstable.
It is also of considerable relevance, especially for practical purposes, to identify those
physical parameters of the given problem which determine its ill-posedness. For example,
it is important to understand if a way around the problem of ill-posedness could be found
by modifying the shape of the control region or of the control volume or both. Later in
this chapter, we will assume that the target sound ﬁeld is due to a monopole-like source,
and we will study how the location of this point source can aﬀect the solvability of the
problem.
2The ill-posedness of S depends also on the norms deﬁned on the spaces A, and Ψ, here chosen to be
the L
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In what follows, the three type of ill-posedness are studied separately, and the causes by
which they are determined are analyzed.
5.2 Picard ﬁrst condition and the denseness of the range of
S
The ﬁrst type of ill-posedness relates to the existence of the solution of the integral
equation (3.19), which is repeated here:
(Sa)(x) = p(x), x ∈ ∂V
One can expect that a condition for the solution a(y) to exists is that the function p(x)
is in the range of S (see deﬁnition (2.22)). In other words, one can expect that a solution
exists if the target proﬁle p(x) belongs to the set of functions obtained by letting S act
on all functions a(y) ∈ L2(∂Λ).
This intuitive concept is expressed more rigorously by the Picard theorem (2.1). This
states that a solution a(y) exists if and only if
p(x) ∈ N(S∗)⊥ (5.1)
∞ X
n=1
|hpn|pi|2
σ2
n
< ∞ (5.2)
The ﬁrst of the two conditions above requires the function p(x) to be in the closure of
the range of S. In fact, the result expressed by equation (2.125) states that S(L2(∂Λ)) =
N(S∗)⊥, that is the closure of the range of S corresponds to the orthogonal complement
to the nullspace of S∗.
It is useful to underline that conditions (5.1) requires that p(x) is in the closure of the
range of S, and not strictly in its range. Hence, the ﬁrst Picard condition alone does not
guarantee the solvability of the integral equation. We will come back to this important
point later in this chapter.
Recalling the deﬁnition (2.115) of the singular functions pn(x), we repeat here equation
(3.23)
p(x) =
∞ X
n=1
pn(x)hpn|pi∂V +
 
PN(S∗)p

(x)
which implies that the target pressure proﬁle p(x) can be expressed as a series of sin-
gular functions plus a function belonging to the nullspace of S∗. This concept can be
reformulated as follows
ΨV ⊆ span{pn} ⊕ N(S∗) = S(L2(∂V )) ⊕ N(S∗) (5.3)Chapter 5 The ill-posedness of the inverse problem 96
It can be noticed that the two expressions above are consistent with condition (5.1). The
implication of (5.3) is that if p(x) has a non-zero orthogonal projection on the nullspace
of S∗, then this target pressure proﬁle can not be reproduced by the operator S. More
speciﬁcally, the component of the target pressure proﬁle which belongs to the nullspace
of S∗ can not be generated by S.
An intuitive explanation of the nullspace of S∗, can be provided following the ﬁgurative
interpretation of S∗ given in Section 3.5.1. If a continuous distribution of monopole-
like sources with strength p(x) is arranged on ∂V , and S∗p is the time reversed3 ﬁeld
generated by these sources, then N(S∗) is the set of the functions pN(S∗)(x) such that
(S∗pN(S∗))(y) = 0, y ∈ ∂Λ.
We will study now under what circumstances the pressure proﬁles p(x) ∈ ΨV satisfy
the ﬁrst Picard condition (5.1). The reader familiar with radiation problems might have
already understood that if S∗pN(S∗) vanishes on ∂Λ, then the corresponding potential
R
∂V G(y,x)∗pN(S∗)(x)dS(x) equals zero on all Rm\V, m = 2,3 (the exterior of V ),
including the boundary ∂V . As shown in Appendix B, this is derived from the uniqueness
of the exterior Dirichlet problem. However, this fact does not imply that the ﬁeld is zero
also in the interior of V . This arises from the non-uniqueness of the interior Dirichlet
problem, and suggests that there might be a relation between the nullspace of S∗ (and
hence the range of S) and the solutions of the Dirichlet problem (3.18) with homogeneous
boundary conditions. The latter deﬁnes a ﬁeld equal to zero on ∂V , but not zero in V .
This is formally proven in what follows.
Let DV be the linear space deﬁned by 4
DV :=

∇nu(x)|∂V : ∇2u(z) + k2u(z) = 0 z ∈ V, u(x) = 0 x ∈ ∂V
	
(5.4)
This means that DV contains the normal derivative of any function u(z) that is a solution
of the homogeneous interior Dirichlet problem in V and that is restricted to ∂V .
Theorem 5.1. The nullspace of the operator S∗ coincides with the set DV , that is
N(S∗) = DV (5.5)
The proof of this theorem is given in Appendix B and is based on arguments inspired
by the discussion on the solvability of the Dirichlet and Neumann problems presented in
[CK83].
The theorem above, equation (2.125) and the deﬁnition of orthogonal projection (2.14)
lead to the following result
3The concept of time reversal is not relevant for the deﬁnition of N(S
∗) as (S
∗pN(S∗))(y) =
(S
∗p
∗
N(S∗))(y)
∗ = 0 and both pN(S∗)(x) and pN(S∗)(x)
∗ belong to N(S
∗)
4The assumption is made that the normal derivative of ∇ˆ nu exists on ∂V , in the sense described by
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Corollary 5.2. A function p(x) ∈ L2(∂V ) is in the closure of the range of S if and only
if
h∇nu|pi∂V = 0 (5.6)
for all functions ∇nu(x) ∈ DV , where DV is deﬁned by (5.4).
This important result states that any function p(x), which has zero orthogonal projection
on the set DV , is in the closure of the range of S. When k 6= kn, where kn is one of
the Dirichlet eigenvalues introduced in Section 3.3, the homogeneous interior Dirichlet
problem is solved only by the function p(z) = 0, ∀z ∈ V . As a consequence, DV contains
only the function identically equal to zero and the condition (5.6) is trivially satisﬁed for
all p(x) ∈ ΨV . This leads to the following result:
Corollary 5.3. If the wave number k is not one of the Dirichlet eigenvalues for V , then
any function p(x) ∈ ΨV is in the closure of the range of S.
The existence of the solution also for the case of k = kn is a direct consequence of the
following theorem:
Theorem 5.4. Any function p(x) ∈ ΨV is in the closure of the range of S.
The proof is given in Appendix B. This important result indicates that all the target
pressure proﬁles of interest for the sound ﬁeld reproduction problem addressed here have
zero projection on the nullspace of S∗, including the case when k = kn.
What has been discussed in this section means that any pressure proﬁle p(x) of interest
for the sound ﬁeld reproduction problem considered here is in the closure of the range of
S. Consequently, equations (3.23) and (5.3) can be respectively reformulated as follows:
p(x) =
∞ X
n=1
pn(x)hpn|pi∂V (5.7)
ΨV ⊆ span{pn} = S(L2(∂Λ)) (5.8)
Equation (5.8) indicates that the range of S is dense in ΨV (see deﬁnition (2.16) of a
dense set). In other words, given any target pressure proﬁle p(x) ∈ ΨV and any  > 0, a
source strength a(y) exists such that
||Sa − p||∂V ≤  (5.9)
This means that any pressure proﬁle in ΨV can be reproduced by the secondary source
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5.3 Picard second condition and the nonexistence of the
solution
It can be noticed that the existence of a solution of the inverse problem Sa = p, p ∈ ΨV
implies that the inequality (5.9) is substituted by
||Sa − p||∂V = 0 (5.10)
If this is the case, the statement that S(L2(∂Λ)) is dense in ΨV is substituted by the
stronger proposition ΨV ⊆ S(L2(∂Λ)). In other words, all elements of ΨV are in the
range of the operator S.
Two cases can be now analyzed: the case when the target pressure proﬁle belongs to
the range of S, and the case when p(x) does not belong to S(L2(∂Λ)) but belongs to
its closure. In the ﬁrst case, an exact solution a(y) of the inverse problem (3.19) exists,
while this is not true for the second case.
As described above, if the two Picard conditions (5.1) and (5.2) are satisﬁed, then the
solution a(y) exists. It has been shown that the ﬁrst Picard condition (5.1) holds if
p is in the closure of the range of S and is always satisﬁed by any pressure proﬁle of
interest. The addition of the second condition (5.2) corresponds to the requirement of
p(x) being in the range of S, and not simply in its closure. In order to provide a more
intuitive explanation of this concept, we proceed as follows. Equations (5.7) and (5.8)
denote that any pressure proﬁle p(x) ∈ ΨV can be expressed as a linear superposition of
sound pressure modes pn(x). As we have seen, this is a consequence of p(x) being in the
closure of the range of S. The indication of how much a given pressure mode contributes
to the target pressure proﬁle is given by the scalar product hpn|pi∂V . In Section 3.5 it
is explained that a given pressure mode is related to one and only one secondary source
mode an(y) and to a modal eﬃciency σn by the relation
hpn|pi∂V = σnhan|ai∂Λ, n = 1,2,...N
It is clear that, given the n-th Fourier coeﬃcient hpn|pi of the target pressure proﬁle, the
required energy of the corresponding secondary source mode an(y) is given by
|han|ai|2 =
|hpn|pi|2
σ2
n
(5.11)
From this formula, it is obvious that this modal energy is larger the smaller is the modal
eﬃciency σ2
n. In Section 2.5 it is reported that the eigenvalues of S∗S, and hence the
singular values σn of S, accumulate at zero. As an example, it is possible to consider the
high order approximation of the singular values in the spherical geometrical arrangement
expressed by equation (4.15). It is clear that the singular values decay exponentially (if
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high order modes are characterized by decreasing eﬃciency. Consequently, the larger is
the contribution of high order pressure modes to the target pressure proﬁle, the larger
is the energy of the signal driving the secondary sources for reconstructing the target
pressure proﬁle. The total energy generated by the secondary sources is given by ||a||2.
The latter, in view of the orthogonality of the source modes and of equation (5.11), is
given by
||a||2 = lim
N→∞
N X
n=1
|hpn|pi|2
σ2
n
(5.12)
The series above must converge in order for a bounded solution a(y) to exists. It can be
observed that the absolute value of the Fourier coeﬃcients hpn|pi should decay to zero
much more rapidly than the singular values σn in order for the total source energy to be
ﬁnite. This condition is actually represented by the second Picard condition (5.2). For
example, if the singular values of S exhibit the asymptotic decay α−n, n → ∞, α ∈ R+,
then the Fourier coeﬃcients hpn|pi should exhibit a steeper asymptotic decay β−n, with
β > α, in order for the geometric series
P
(α2/β2)n to converge.
If the target pressure proﬁle p(x) ∈ ΨV does not satisfy the second Picard condition
(5.2), but satisﬁes the ﬁrst condition (5.1) discussed in the previous section, then the
given pressure proﬁle does not belong the range of S (just to its closure), and an exact
solution to the inverse problem (3.19) does not exist. This case corresponds to the ﬁrst
kind of ill-posedness.
A topological analysis of the latter case shows that if p is not in the range of S but is in
its closure, then p is a limit point for S(L2(∂Λ)) (the converse implication is not true).
This means that, for any  > 0, there is at least one point p0 ∈ S(L2(∂Λ)) such that
||p−p0|| < . This is analogous to the concept of denseness discussed above, and implies
that even if the desired pressure proﬁle can not be generated by the single layer potential
S, it is possible to generate a proﬁle which is arbitrarily close to it (in the sense of L2
distance).
In order to make this concept more clear, an intuitive example is provided: assume that
the target proﬁle p is the one-dimensional Dirac function (2.24), and that the operator
S is a low-pass ﬁlter, which attenuates high frequencies with constant roll-oﬀ. We want
to deﬁne the signal a which, after the low-pass ﬁltering due to S, corresponds to a Dirac
delta function. It is clear that the latter has a spectrum, that exhibits the same energy
for all frequencies. On the other side, the operator S is responsible of the attenuation of
high frequencies. Therefore, in order to compensate for this attenuation, the function a
should have an ideally inﬁnite amount of energy at high frequencies. This is equivalent
to the fact that the inverse ﬁlter of the low-pass ﬁlter S, that is the inverse operator
S−1, should cause an inﬁnite high frequency boost. For this reason, it is clear that no
bounded function a exists, such that Sa = p. It is however possible to compute a function
˜ a with ﬁnite amount of energy at high frequencies, which generates after the low-pass
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a regularization scheme, discussed in the next chapter. It can be seen that the larger the
high frequencies content of ˜ a, the better the approximation of p.
This conceptual analysis can be applied, with the required modiﬁcations, to the sound
ﬁeld reproduction addressed here. In fact, in view of equation (2.120), we see that the
decay of the singular values of the single layer potential acts as a low-pass ﬁlter for
the generalized Fourier series representing the density a. In other words, S generates
a function which is smoother than the potential a. The second Picard condition (5.2)
actually requires that the Fourier coeﬃcients representing p exhibit a steeper decay than
the decay of the singular values σN. If this was not the case, an inﬁnite amount of energy
would be required for the higher orders of the Fourier series representation of a in order
to generate p. In Section 6.2 we will see that, even when an exact solution does not
exist, it is possible to determine an approximate solution, which allows to some extent
an accurate reproduction of the target ﬁeld.
5.4 Ill-conditioning
We move now to the case when the target pressure proﬁle belongs to the range of S
(both Picard conditions are satisﬁed) and therefore an exact solution a(y) to the inverse
problem considered exists . In Section 3.5 it has been shown that the solution is of the
form given by equation (3.28), which is again reported here:
a(y) =
∞ X
n=1
an(y)
1
σn
hpn|pi∂V
In the previous section, it has been argued that the decay of the singular values of S
is responsible for very large values of ||a||, which might lead to the nonexistence of the
solution for some pressure proﬁles. It is shown here that this behavior of the singular
values is responsible also for the third kind of ill-posedness. In order to do that, we ﬁrst
generate a perturbed version of the pressure proﬁle deﬁned by
˜ p(x) = p(x) + δp(x) (5.13)
where the perturbation δp(x) is a function representing, for example, small errors in the
data describing the target pressure proﬁle. For simplicity, we assume that the pertur-
bation can be described by one pressure mode only, that is δp(x) = ||δp||pn(x). We
also assume that the perturbation is small in respect to the pressure proﬁle, that is
||δp||  ||p||. Since the problem is linear, the solution with perturbed data is given by
˜ a(y) = a(y) +
||δp||
σn
an(y) (5.14)Chapter 5 The ill-posedness of the inverse problem 101
From this expression it can be deduced that if the mode pn(x) is a high order mode,
associated with a very small singular value σn  ||δp||, then the eﬀect of the perturba-
tion is signiﬁcantly ampliﬁed. This might lead to a very large ||a||, corresponding to an
unreasonably large amount of energy generated by the secondary sources. This error am-
pliﬁcation corresponds to the third kind of ill-posedness, also known as ill-conditioning.
In mathematical terms, it is said that the solution a(y) does not depend continuously on
the data. In fact, as we have seen, a very small variation δp of the data, which has a non
zero orthogonal projection onto high order modes, might lead to a meaningless solution.
The discussion above suggests also that, for engineering purposes, the line deﬁning the
existence of the solution is not so well deﬁned, or equivalently that the problems of
nonexistence and ill-conditioning are closely related. The singular functions pn(x) and
an(y) associated with very small singular values could be considered, in practical terms,
as belonging to the nullspace of S∗ and S, respectively. In mathematical terms, given a
small  > 0 and recalling that ||an|| = ||pn|| = 1, we see (with some lack of rigor) that
 ≥ σn ≈ 0 →  ≥ ||σnan(y)|| = ||(S∗pn)(y)|| ≈ 0 → pn ∈ N∗(S) (5.15)
This implies that the pressure mode pn(x) can not be reproduced and an exact solution
for the inverse problem addressed does not exist if the pressure proﬁle has a non-zero
orthogonal projection on that mode.
In numerical calculations, the parameter  in the expression above is imposed by the
numerical resolution limit, while if the data describing the pressure proﬁle are acquired
with measurement,  is given by the measurement error and noise and by the dynamic
range of the system, and can be quite large (in comparison with the largest singular
value σ1) if the measurement system is not adequate. The measurements are the most
critical and delicate link in the chain, as far as the ill-conditioning problem is concerned.
Measurement noise from diﬀerent microphones is generally uncorrelated, and the function
δp(x) describing this noise potentially has a large orthogonal projection on high orders
pn(x), thus leading to large error ampliﬁcation.
On the reproduction side (that is to say if no error is made in the determination of hpn|pi)
the eﬀect of a non-robust solution might arise, for example, from inaccurate positioning
of the secondary sources or variation of the speed of sound. It can be observed that this
eﬀect is largely dependent on the energy distribution of the Fourier coeﬃcients hpn|pi∂V
of the pressure proﬁle, and therefore on the sound ﬁeld to be reproduced. If most of
the energy of the pressure proﬁle p(x) is concentrated in the low orders, the solution
tends to be well-behaved. On the other hand, if much energy is contained in the high
order coeﬃcients, the norm of a(y) becomes large and relevant destructive interference
phenomena occurs between the pressure ﬁelds generated by the secondary sources. This
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tends to instability. If too much energy is contained in the high orders, then the second
Picard condition (5.2) is not satisﬁed and the solution does not exist.
5.5 Uniqueness of the solution and Dirichlet eigenvalues
In the previous sections the study of the existence of the solution of the inverse problem
(3.19) has been addressed, but no discussion has been presented on whether the solution
is unique or more than one solution exists. It is shown in this section that the solution of
the inverse problem, assuming it exists, is unique if the wave number k is not one of the
Dirichlet eigenvalues kn. On the contrary, if k = kn, the solution of the integral equation
is not unique. This subject completes the study of the integral equation (3.19).
The proof of the uniqueness of the solution of (3.19) is equivalent to the proof of the
injectivity of S, that is for any two functions a(y),a0(y) ∈ L2(∂Λ) with ||a−a0|| = 0 (they
are equal in L2 sense), we have that Sa 6= Sa0 [Kre78, p.614]. This is in turn equivalent to
the proof that the nullspace of S is trivial, that is (Sa)(x) = 0 → a(y) = 0. This second
equivalence can be simply justiﬁed as follows: since S is a linear operator, if its nullspace
is non-trivial, that is to say if the non-trivial function a0(y) ∈ L2(∂Λ) exists such that
(Sa0)(x) = 0, then for any function a(y) ∈ L2(∂Λ) it holds that Sa = S(a + a0), hence
S is not injective. Similarly, if S is not injective then two functions a0,a ∈ L2(∂Λ), ||a−
a0|| 6= 0 exist such that (Sa)(x) = (Sa0)(x). Consequently,
 
S(a − a0)

(x) = 0, which
implies that the non-trivial function (a − a0)(y) belongs to the nullspace of S.
Theorem 5.5. Given p(x) ∈ ΨV , where ψV is deﬁned by (3.3), if the wave number k is
not one of the Dirichlet eigenvalues for V , then the solution a(y) of the inverse problem
Sa = p is unique.
The proof is given again in Appendix B.
The theorem above also implies that if k is one of the Dirichlet eigenvalues for V , then
the solution a(y) is in general not unique. In fact, given the solution (3.28) in terms of
a singular system of S, any solution of the form a(y) + a0(y), where a0 ∈ N(S), is also
a solution. This case corresponds to the second type of ill-posedness.
Recalling what has been discussed in Section 3.3, if k = kn the Dirichlet problem (3.18)
is not uniquely solvable and the knowledge of the pressure proﬁle p(x), x ∈ ∂V alone
is not enough to determine the ﬁeld in the interior of V . This suggests that even if the
solution of the integral equation (3.19) is not unique, only one of these solutions is such
that (Sa)(z) = p(z), ∀z ∈ V . In other words, even if the integral equation has an inﬁnite
number of exact solutions, only one of these solutions allows for the exact reproduction of
the target ﬁeld in the interior (and possibly in the exterior) of the control region. In the
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Assuming that this concept could be extended also to the case when ∂V is unbounded,
as in the cases described in sections 4.3 and 4.4, it can be deduced that the problem of
nonuniqueness does not arise as the homogeneous Dirichlet problem has only the trivial
solution (intuitively, an open space does not have acoustic resonance frequencies).
5.5.1 Dirichlet eigenvalues of Λ
It is interesting to note that the Dirichlet (and Neumann) eigenvalues k
0
n for the repro-
duction region Λ do not play any role with respect to the solvability and uniqueness
of this inverse problem. It is useful however to notice that the reproduced sound ﬁeld
has the following interesting peculiarity when the wave number is one of the Dirichlet
eigenvalues for Λ. Let DΛ be the linear space of the normal derivatives of the solution of
the homogeneous Dirichlet problem for Λ, restricted to ∂Λ. DΛ is deﬁned analogously
to DV by
DΛ :=

∇nu(y)|∂Λ : ∇2u(z) + k2u(z) = 0, z ∈ Λ, u(y) = 0, y ∈ ∂Λ
	
(5.16)
If the secondary sources are driven by a source mode an(y), which lies completely on
DΛ, then we have that
(San)(z) = 0, z ∈ Rm\Λ, an(y) ∈ DΛ (5.17)
which means that the acoustic ﬁeld generated by San vanishes in the exterior of Λ.
This can be shown using the same arguments used with respect to the uniqueness of
the exterior Dirichlet problem, which are presented in Appendix B. Figure 5.1 shows
the reproduction of the mode Y −3
5 (y)/RΛ by a continuous distribution of sources on the
sphere ∂Λ = ΩRΛ. The wave number k considered is one of the Dirichlet eigenvalues for
Λ, more speciﬁcally j5(kRΛ) = 0. It can be observed that the ﬁeld in the exterior of the
sphere is zero, while this in not the case for the ﬁeld in the interior.
The result shown above can be extended to any general source strength a(y): the ﬁeld
generated by the orthogonal projection of a(y) onto DV is zero in the exterior of the
reproduction region.
5.6 Examples with spherical and linear geometry
The results discussed in the previous sections of this chapter are now illustrated with
some examples. A representative and didactically interesting case is given by the three-
dimensional target sound ﬁeld due to a single monopole-like source, hereafter referred to
as virtual source. In fact, any sound ﬁeld of practical interest, which is due to sources
contained in a bounded region, can be represented by the linear superposition of theChapter 5 The ill-posedness of the inverse problem 104
Figure 5.1: Sound ﬁeld generated by a continuous distribution of sources on the
sphere ∂Λ. The secondary source strength a(y) is given by the function Y
−3
5 (y)/RΛ,
and j5(k
0
nRΛ) = 0 (k
0
n is one of the Dirichlet eigenvalues of Λ).
ﬁelds generated by a ﬁnite or inﬁnite number of monopole-like sources. The equivalent
of such a source for a two dimensional problem is the line source. In this section the
problems are addressed of the reproduction of the three-dimensional sound ﬁeld due to
a monopole source with secondary sources arranged on a sphere and the reproduction of
the ﬁeld due to a line source with secondary sources on a line.
5.6.1 Monopole source and concentric sphere arrangement
The ﬁeld generated by a monopole source with unitary strength ¨ m, that is with volume
velocity qvol = (−iρ0ck)−1, was discussed in Section 3.2 and can be described by the
free ﬁeld Green function (3.6). This equation can be expressed in the form given by
equation (4.2). It is assumed that the monopole generating the target ﬁeld is located at
q ∈ R3\V . The pressure proﬁle due to that monopole is hence given by
p(x) =
eik|x−q|
4π|x − q|
=
∞ X
ν=0
ikh(1)
ν (kq)jν(kRV )
ν X
µ=−ν
Y µ
ν (ˆ x)Y µ
ν (ˆ q)∗, x ∈ ∂V (5.18)
In view of the orthogonality relation for the spherical harmonics (4.3), we have that
hY µ
ν |pi∂V = R2
V ikhν(kq)jν(kRV )Y µ
ν (ˆ q)∗ (5.19)Chapter 5 The ill-posedness of the inverse problem 105
The representations (4.4) and (4.5) of S and S∗, respectively, are given by
(Sa)(x) =
∞ X
ν=0
iRV RΛkh(1)
ν (ky)jν(kx)
ν X
µ=−ν
Y
µ
ν (ˆ x)
RV
hY
µ
ν |ai∂Λ
RΛ
(S∗p)(y) =
∞ X
ν=0
−iRV RΛkh(2)
ν (ky)jν(kx)
ν X
µ=−ν
Y
µ
ν (ˆ y)
RΛ
hY
µ
ν |pi∂V
RV
5.6.1.1 Existence of the solution - ﬁrst Picard condition
Given the wave number kn such that jn(knRV ) = 0, it can be observed that all functions
of the kind
∇nun(z) = akj
0
n(knRV )Y m
n (ˆ x), |m| ≤ n, a ∈ R, x ∈ ∂V (5.20)
are in the nullspace of S∗. In fact, it holds that
(S∗un)(y) =
∞ X
ν=0
−iRV RΛknh(2)
ν (knRΛ)jν(knRV ) (5.21)
×
ν X
µ=−ν
Y m
n (ˆ y)
RΛ
(δnνδmµknj
0
n(knRV )RV ) = 0
Comparing equation (5.20) with the solution of the homogeneous interior Dirichlet prob-
lem for a sphere given by equation (C.2), it can be noticed that span{∇nun}, that is
the linear space spanned by all functions ∇nun(x), corresponds to the set DV deﬁned
by equation (5.4).
It can be also observed that, given the wave number kn and the function ∇nun(x) ∈ DV ,
the orthogonal projection pressure of the proﬁle (5.18) onto the subspace DV is always
zero. It holds that
hun|pi∂V =
∞ X
ν=0
iknh(1)
ν (knq)jν(knRV )
ν X
µ=−ν
Y µ
ν (ˆ q)∗j
0
n(knRV )hY m
n |Y µ
ν i∂V = 0 (5.22)
for any function un ∈ DV . Hence the pressure proﬁle due to a monopole source located
at any position q ∈ R3\V is in the closure of the range of S. These results are consistent
with what has been discussed in Section 5.2.Chapter 5 The ill-posedness of the inverse problem 106
5.6.1.2 Existence of the solution - second Picard condition
We consider the singular system given by equations (4.7) to (4.11). Recall that the
expressions of the singular values σn and of the singular functions pn(x) are given by
σn = kRV RΛ|hν(kRΛ)jν(kRV )|
pn(x) =
γν
RV
Y µ
ν (ˆ x)
It is now possible to obtain the following expression for the second Picard condition
(2.128)
N X
n=1
|hpn|pi∂V |2
σ2
n
=
1
R2
Λ
∞ X
ν=0
 
 
hν(kq)
hν(kRΛ)
 
 
2 ν X
µ=−ν
|Y µ
ν (ˆ q)|2 < ∞ (5.23)
This series must converge in order for the second Picard condition to be satisﬁed.
Considering that |Y
µ
ν (ˆ q)|2 = Y
µ
ν (ˆ q)Y
µ
ν (ˆ q)∗ , from the spherical harmonic summation
formula (2.53) we obtain
ν X
µ=−ν
|Y µ
ν (ˆ q)|2 =
 
 
2ν + 1
4π
Pν(1)
 
  =
2ν + 1
4π
(5.24)
The last equality is due to the fact that Pν(1) = 1, ν = 1,2,... [Wil99, p.187]. The high
order asymptotic approximation of the Hankel functions (2.40) leads to
lim
ν→∞
hν(kq)
hν(kRΛ)
=

RΛ
q
ν+1
(5.25)
Hence we have that
lim
n→∞
|hpn|pi∂V |2
σ2
n
=
2ν + 1
4πq2

RΛ
q
2ν
(5.26)
Given a generic series
P
an, the ratio test for the convergence of a series [WW27] states
that if the limit
R := lim
n→∞
an+1
an
(5.27)
exists, then the series above converges if R < 1 and diverges if R > 1. We observe that
lim
n→∞
|hpn+1|pi∂V |2
σ2
n+1
σ2
n
|hpn|pi∂V |2 = lim
ν→∞
2(ν + 1) + 1
2ν + 1

RΛ
q
2
=

RΛ
q
2
(5.28)
and the ratio test indicates that the series 5.24 converges if q > RΛ, and it diverges if
q < RΛ.
This very important result indicates that the sound ﬁeld due to a monopole source can be
reproduced by the layer of secondary sources on ∂Λ only if the virtual monopole source
is located in the exterior of Λ. If the virtual source is located in the exterior of V but
in the interior of Λ, then the pressure proﬁle p(x) is still in the closure of the range ofChapter 5 The ill-posedness of the inverse problem 107
S, but the series (4.19), which should represent the strength of the secondary sources,
diverges. It is clear that in the special case when the virtual source is on the boundary
of Λ, that is if q ∈ ∂Λ, we have that a(y) = δ∂Λ(y − q).
5.6.1.3 Analytical expression of the solution
The combination of equation (5.19) with equation (4.19) leads to the following expression
for the source strength:
a(y) =
∞ X
ν=0
hν(kq)
R2
Λhν(kRΛ)
ν X
µ=−ν
Y µ
ν (ˆ y)Y µ
ν (ˆ q)∗ (5.29)
Applying the summation formula of the spherical harmonics (2.53) we obtain
a(y) =
∞ X
ν=0
2ν + 1
4πR2
Λ
hν(kq)
hν(kRΛ)
Pν(cosϕqy) (5.30)
where cosϕzy = ˆ q · ˆ y is the cosine of the angle between the vectors q and y and can
be calculated using equation (2.54). If one of these expression of a(y) is inserted in the
expression (4.4) of S, we obtain the equation (5.18), which represents the target ﬁeld.
This conﬁrms that the solution is correct and that (Sa)(x) = p(x).
The fact should be highlighted that the control volume V does not appear in the expres-
sion of the solution. This is due the fact that the latter is computed from the analytic
description of the target ﬁeld, rather than from data on ∂V .
Figure 5.2 represents the horizontal cross-section of the sound ﬁeld p(z) generated by an
omnidirectional point source (an acoustic monopole), located at [rq,θq,φq] = [2.5 m,80◦,140◦]
and with the wave number k = 6 rad/m. Figure 5.3 shows the reproduced ﬁeld ˆ p(z) for
a virtual source at the same location, with a secondary source layer ∂Λ corresponding
to a sphere of radius RΛ = 1.5 m. The reproduced ﬁeld ˆ p has been calculated from the
expression (4.4) of S, with the density a(y) given by the series (5.29), truncated to the
order N = 13. Figure 5.4 represents the normalized reproduction error N(z), deﬁned as
follows:
N(z) :=
|p(z) − ˆ p(z)|2
|p(z)|2 100 (5.31)
It can be appreciated that the normalized reproduction error is close to zero (apart from
the approximation due to the truncation of (5.29)) in the entire reproduction region Λ.Chapter 5 The ill-posedness of the inverse problem 108
Figure 5.2: Horizontal cross-section of the sound ﬁeld due to an omnidirectional
point source (red dot) located at [rq,θq,φq] = [2.5 m,80◦,140◦]. The wave number is
k = 6 rad/m.
Figure 5.3: Horizontal cross-section of the reproduced sound ﬁeld for a virtual source
(red dot) located at [rq,θq,φq] = [2.5 m,80◦,140◦]. The wave number is k = 6 rad/m
and the radius of the sphere is RΛ = 1.5 m.Chapter 5 The ill-posedness of the inverse problem 109
Figure 5.4: Horizontal cross-section of normalized reproduction error (%) for a virtual
source (red dot) located at [rq,θq,φq] = [2.5 m,80◦,140◦]. The wave number is k =
6 rad/m and the radius of the sphere is RΛ = 1.5 m.
We have seen that in the case of q < RΛ the series given above diverges. This fact
has the physical meaning that if an attempt is made to generate a sound ﬁeld with a
singularity at q, in the interior of the reproduction region Λ, then the secondary sources
should generate an inﬁnite amount of energy. The sound ﬁeld generated by these would
interact destructively in order to generate the target pressure proﬁle p(x), represented
by a bounded function.
In the limiting case when q ∈ ∂Λ, the ratio of Hankel functions in equations (5.29)
and (5.30) equals unity. Hence, for the completeness relation of the spherical harmonics
(2.55), we obtain
a(y) =
∞ X
ν=0
1
R2
Λ
ν X
µ=−ν
Y µ
ν (ˆ y)Y µ
ν (ˆ q)∗ =
δΩ(ˆ y − ˆ q)
R2
Λ
(5.32)
Given an arbitrary square integrable function f(ˆ y) deﬁned on the spherical surface ∂Λ,
the property (2.26) of the Dirac delta function can be rewritten in this case as
Z
∂Λ
f(ˆ y)
δΩ (ˆ y − ˆ q)
R2
Λ
dS(y) =
Z
Ω
f (ˆ y)
δΩ(ˆ y − ˆ q)
R2
Λ
R2
ΛdS(ˆ y) = f(ˆ z) (5.33)
where f(ˆ y) is assumed to be continuous at ˆ y = ˆ z. This shows that δ∂Λ(y − q) =
δΩ(ˆ y − ˆ q)/R2
Λ. Hence we observe that, consistently with what was argued above, when
q ∈ ∂Λ we have that a(y) = δ∂Λ(y − q)Chapter 5 The ill-posedness of the inverse problem 110
Equation (5.29) could be regarded as a low-pass ﬁltered spherical Dirac delta function.
It has been shown that
δ∂Λ(y − q) =
1
R2
Λ
∞ X
ν=0
ν X
µ=−ν
Y µ
ν (ˆ y)Y µ
ν (ˆ q)∗ (5.34)
This expression can be interpreted as a generalized Fourier series for the Dirac delta
function. The spatial ﬁlter Ξν is deﬁned by
Ξν =
hν(kq)
hν(kRΛ)
(5.35)
Equation (5.29) can be therefore rewritten as follows:
a(y) =
1
R2
Λ
∞ X
ν=0
Ξν
ν X
µ=−ν
Y µ
ν (ˆ y)Y µ
ν (ˆ q)∗ (5.36)
This illustrates that a(y) is obtained by modulating the Fourier coeﬃcients of δ∂Λ(y−q)
by the ﬁlter coeﬃcients Ξν.
Figure 5.6 represents the absolute values of Ξν for diﬀerent distances q of the virtual
source and RΛ = 1 m, k = 1 rad/m.
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Figure 5.5: Magnitude of the coeﬃcients of the spatial ﬁlter Ξν (spherical arrange-
ment) for diﬀerent distances q and RΛ = 1 m, k = 1 rad/m
In the case of q > RΛ, the high order terms of the series are damped by Ξν. The function
a(y) is smoother the steeper is the decay of the magnitude of its Fourier coeﬃcients.
This implies that the main lobe of the source strength function a(y), which is inﬁnitely
narrow for the case when q = RΛ, becomes broader the further away the virtual source is
from the reproduction region. The limiting case is when q tends to inﬁnity. In this case,
considering the large argument asymptotic approximation (2.43) of the Hankel functions,Chapter 5 The ill-posedness of the inverse problem 111
we have that
Ξν = lim
q→∞(−i)ν h0(kq)
hν(kRΛ)
(5.37)
If the magnitude decay and change of phase are compensated for by multiplying by a
factor 4πqe−ikq the target ﬁeld, the latter corresponds to a plane wave and the spatial
ﬁlter above becomes
Ξν =
4π(−i)ν
ikhν(kRΛ)
(5.38)
What has been discussed is demonstrated by Figure 5.6, which shows the absolute value
and phase of a(y) (computed with series (5.30) truncated at the order N = 100) as a
function of the angle ϕqy, for diﬀerent distance q of the virtual source and RΛ = 1 m,
k = 1 rad/m.
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Figure 5.6: Magnitude and phase of the density a(y) (spherical arrangement) for
diﬀerent distances q and RΛ = 1 m, k = 1 rad/m.
This has the meaningful consequence that the closer is the virtual source to ∂Λ, the more
the majority of the energy ||a||2 is concentrated in the vicinity of the location identiﬁed
by the direction ˆ q on ∂Λ.
5.6.1.4 Uniqueness of the solution
Applying the operator S, represented by (4.4), to the solution (5.29), it can be observed
that the target sound ﬁeld is reproduced exactly in the entire reproduction region, that isChapter 5 The ill-posedness of the inverse problem 112
(Sa)(z) = p(z), z ∈ Λ. As discussed above, this holds as long as q / ∈ Λ. Equation (5.29)
determines a unique solution, which allows for the exact reproduction of the target ﬁeld
in the entire volume Λ. The expression of this solution is completely independent of the
control region V .
It has been mentioned that, in the case under consideration, the calculation of the so-
lution has been computed from the analytical expression (5.18) for the target pressure
proﬁle. In the more general case, however, the calculation of (4.19) is computed from
a set of data describing the acoustic pressure on the control boundary ∂V . This might
lead to a nonuniqueness problem. In order to demonstrate this, we assume that the
wave number is one of the Dirichlet eigenvalues kn for the domain V . As shown in
Appendix C, this implies that jn(knRV ) = 0 for a given n. In this case the functions
Y m
n (ˆ y)/RΛ, |m| ≤ n could be interpreted as zero eﬃciency modes. They are not singular
functions of S, they span its nullspace. This implies that the series (4.19), representing
the general solution, does not include the terms with ν = n. Therefore equation (4.19)
represents in this case one of the exact solutions to the integral equation (3.19), but all
solutions of the form
a(y) =
∞ X
ν=0
n6=ν
ν X
µ=−ν
Y
µ
ν (ˆ y)
ikR2
V R2
Λh
(1)
ν (kRΛ)jν(kRV )
hY µ
ν |pi∂V +
n X
m=−n
αmY m
n (ˆ y), αm ∈ C
are also correct solutions. It can be noticed that the last sum represents an element in
the nullspace of S.
Formula (4.19) does not give in this case the correct source strength for the reproduction
of the target ﬁeld in the interior of V , but only on its boundary. It can be actually seen
that (4.19) does not allow for the computation of the term
2n + 1
4πR2
Λ
hn(knq)
hn(knRΛ)
Pn(cosϕqy)
in the series (5.30) for the given n, which identiﬁes the Dirichlet eigenvalue kn.
It is important to emphasize that this nonuniqueness problem is due only to an unlucky
combination of the radius RV and the wave number. Assuming that the operating
frequency is given, only the size of the control region V is responsible for this problem.
These relevant considerations are in perfect agreement with the results presented in
Section 5.5.
As an example, we assume that the target ﬁeld, generated by a monopole source in q, is
measured on the sphere ∂V with radius RV such that j0(kRV ) = 0 (k = 4 rad/m,RV =
0.7854 m). This arrangement is illustrated in Figure 5.7. The pressure proﬁle is given
by the usual expansion (5.18). We observe that the ﬁrst term of the series, ν = 0, equals
zero: this implies that the function Y 0
0 (y), y ∈ ∂Λ is in the nullspace of S, and is not
one of its singular functions. Figure 5.8 shows the ﬁeld (ampliﬁed by a factor 4 for betterChapter 5 The ill-posedness of the inverse problem 113
visualization) given only by the term ν = 0 of series (5.18), that is
p0(z) = ikh0(kq)j0(kz)Y 0
0 (ˆ x)Y 0
0 (ˆ q)∗, z ∈ R3, z < q (5.39)
It can be noticed that ∂V corresponds to a nodal surface of the ﬁeld, namely p0(x) =
0, x ∈ ∂V . Nevertheless p0(z) 6= 0 in most of the other locations in Λ. A solution a(y) is
computed from equation (4.19) (truncated to the order N = 7). Clearly, the series does
not include the ﬁrst term. The orthogonal projections hpn|pi∂V have been computed via
numerical integration on the sphere V . The latter is performed as described in Chapter
7. V is divided into 144 Dirichlet cells, following the sampling scheme proposed by
Fliege [Fli], [FM96]. The ﬁeld (Sa)(z) and the normalized reproduction error are shown
in ﬁgures 5.9 and 5.10, respectively. Not surprisingly, the error approaches zero in the
vicinity of ∂V , but it is large in the rest of Λ.
Figure 5.7: Horizontal cross-section of the ﬁeld generated by an omnidirectional point
source (red dot) located at [rq,θq,φq] = [2.5 m,80◦,140◦]. The sphere represents the
control boundary ∂V . The wave number is k = 4 rad/m and the radius of the sphere
is RV = 0.7854 m.Chapter 5 The ill-posedness of the inverse problem 114
Figure 5.8: Horizontal cross-section of the ﬁeld (SY 0
0 )(z). The two spheres represent
the control boundary ∂V (smaller sphere) and the secondary source layer ∂Λ. The
wave number is k = 4 rad/m and the radii of the spheres are RV = 0.7854 m and
RΛ = 1.5 m, respectively.
Figure 5.9: Horizontal cross-section of the reproduced ﬁeld for a virtual source located
at [rq,θq,φq] = [2.5 m,80◦,140◦]. The density a(y) was computed with series (4.19),
without the terms with ν = 0. The two spheres represent the control boundary ∂V
(smaller sphere) and the secondary source layer ∂Λ. The wave number is k = 4 rad/m
and the radii of the spheres are RV = 0.7854 m and RΛ = 1.5 m, respectively.Chapter 5 The ill-posedness of the inverse problem 115
Figure 5.10: Horizontal cross-section of normalized reproduction error (%) for a vir-
tual source (red dot) located at [rq,θq,φq] = [2.5 m,80◦,140◦]. For better visualization,
the color scale is clipped at 10% and is diﬀerent from that used in Figure 5.4. The
two spheres represent the control boundary ∂V (smaller sphere) and the secondary
source layer ∂Λ. The wave number is k = 4 rad/m and the radii of the spheres are
RV = 0.7854 m and RΛ = 1.5 m, respectively.
5.6.2 Line source and parallel line arrangement
The case is now considered when the secondary sources are arranged on an inﬁnite line
∂Λ ∈ R2, as shown in Figure 4.22, and it is assumed that the virtual source is a line
source with unitary amplitude, located at q = [q1, 0, q3] and perpendicular to the plane
identiﬁed by ∂Λ and ∂V , as shown in Figure 5.13. The pressure proﬁle due to a line
source is described by equation (3.7). This equation can be expressed in the following
form, analogous to equation (4.93):
p(x) =
i
4
H
(1)
0 (k|x − q|) =
Z
R
eiκ(x1−q1)
2π
ieiζ(κ)d0
2ζ(κ)
dκ, x ∈ ∂V (5.40)
where d0 is the distance between q and the line ∂V . As discussed in Chapter 4, the
expression above gives the representation of the ﬁeld due to a line source by means of
propagating and evanescent plane waves. In this case, the operator S is not a compact
operator, as Λ and V are unbounded domains. We can not therefore apply the criteria
introduced in this chapter for solving the integral equation considered. We can however
provide an expression for the solution in the form of equation (4.102), and then discussChapter 5 The ill-posedness of the inverse problem 116
this result. We ﬁrstly recall the following expressions from Section 4.4:
a(y) = F−1

(Fp)
σκγκ

(y)
σκγκ =
ieiζ(κ)d
2ζ(κ)
ζ(κ) =
p
k2 − κ2
It can be observed that, in view of the orthogonality relation (2.76) and of the property
of the Dirac delta function (2.26), the following equation holds:
(Fp)(κ) =
ieiζ(κ)d0
2ζ(κ)
e−iκq1
√
2π
(5.41)
Inserting this result into the expressions for a(y) and σκγκ given above, and considering
that d0 − d = −q3, we obtain
a(y) =
"
F−1
 
ei[−ζ(κ)q3−κq1]
√
2π
! #
(y) (5.42)
This solution can be expressed explicitly as follows
a(y) =
Z
R
e−iζ(κ)q3 eiκ(y1−q1)
2π
dκ (5.43)
As for the case of the spherical geometry, the solution does not depend on the control
boundary ∂V , since a(y) has been computed from the analytical expression of the target
ﬁeld.
Alternatively, the solution can be computed using a convolution approach, and deﬁning
the spatial ﬁlter
Ξ(κ) := eiζ(κ)(d0−d) (5.44)
(5.45)
one obtains
a(y) = (F−1Ξ)(y) ⊗
δ(y1 − q1)
√
2π
(5.46)
The spatial ﬁlter Ξ(κ) is a complex exponential with unitary absolute value for |κ| < k
and is an exponential with real argument when |κ| > k. If d0 > d, that is if the virtual
source is more distant from ∂V than ∂Λ, then the spatial ﬁlter decays exponentially
with increasing κ. Conversely Ξ(κ) increases exponentially if d0 < d. In the limiting
case when d0 = d, we have that Ξ(κ) = 1 and a(y) = δ(y1 − q1).Chapter 5 The ill-posedness of the inverse problem 117
Figure 5.11 shows the absolute value and the phase of the spatial ﬁlter Ξ(κ) for diﬀerent
values of d0−d = −q3 and k = 1 rad/m. It can be observed that, as discussed in section
4.3.1, the values for |κ/k| < 1 corresponds to propagating plane waves (in two dimen-
sions), characterized by zero magnitude and non-zero phase. Conversely, the values for
|κ/k| > 1 correspond to evanescent waves, with zero phase and exponentially decreasing
magnitude.
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Figure 5.11: Magnitude and phase of the spatial ﬁlter Ξ(κ) (linear geometry), for
diﬀerent values of −q3 = d0 − d
Figure 5.11 shows a plot of magnitude and phase of a(y), computed with equation (5.43)
for diﬀerent values of d0 − d = −q3 and k = 1 rad/m. The integration was performed
−100k < κ < 100k and dκ = 0.1k.
What has been shown here is analogous to the case of the spherical geometry discussed
above. In fact, the source strength function can be interpreted as a spatially ﬁltered
Dirac delta function. If d0 > d, the spatial spectrum of the solution a(y) exhibits the
decay imposed by the exponentially decaying spatial ﬁlter Ξ(κ). Henceforth, a(y) is
smoother the further away the virtual source is from ∂Λ and its main lobe gets broader.
If q ∈ ∂Λ, then a(y) corresponds to a Dirac delta function and its spatial spectrum is
ﬂat. If d0 < d, that is if q ∈ Λ\V , the spatial ﬁlter Ξ(κ) increases exponentially with
κ, thus leading to a divergent solution. It can be therefore deduced, that the inverse
problem addressed is not solvable for d0 < d.Chapter 5 The ill-posedness of the inverse problem 118
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Figure 5.12: Magnitude and phase of the density a(y) (linear geometry) for diﬀerent
values of −q3 = d0 − d
In view of the orthogonality relation (2.76) and of the property of the Dirac delta function
(2.26) we can observe that
haκ|ai∂Λ =
Z
∂Λ
1
√
2π
e−iκy1
Z
R
eiζ(κ0)(d0−d)eiκ0(y1−q1)
2π
dκ0 dy1 (5.47)
=
Z
R
eiζ(κ0)(d0−d)e−iκ0q1
√
2π
Z
∂Λ
1
2π
ei(κ0−κ)y1dy1

dκ0
= eiζ(κ)(d0−d)e−iκq1
√
2π
Substituting this result into the expression (4.98) for the operator S, we obtain
(Sa)(x) =
Z
R
σκpκ(x)haκ|ai∂Λdκ =
Z
R
σκpκ(x)eiζ(κ)(d0−d)e−iκq1
√
2π
(5.48)
=
Z
R
ieiζ(κ)d0
2ζ(κ)
eiκ(x1−q1)
2π
=
i
4
H
(1)
0 (k|x − q|), x ∈ ∂V
where the last equality follows from equation (4.93). This shows that the expression
(5.43) for a(y) gives the correct solution of the inverse problem under consideration.
This equation can be extended to any z ∈ R2 by simply substituting d0 = x3 − q3 with
|z3| − q3.
Figure 5.13 shows the ﬁeld due to a line source located at [q1,q3] = [ 0 m,−0.5 m]. The
wave number is k = 10 rad/m. Figure 5.14 shows the reproduced ﬁeld for a virtual
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line ∂Λ. The ﬁeld has been computed using the deﬁnition of single layer potential
(3.15) with the 2D kernel (3.7). The inﬁnite line has been approximated by a 20 m
long segment (the plotting area is 16 m2), discretized into 128 secondary sources with
0.1571 m spacing. The source strength a(y) has been computed by applying equation
(5.43). The integral over R has been approximated by a ﬁnite integral from κ = 10k to
κ = −10k, and computed using a quadrature with uniform sampling with (dκ = 0.01k.
Figure 5.15 reports a plot of the normalized reproduction error N(z) (%), deﬁned by
equation (5.31). It can be observed that the reproduced ﬁeld is symmetric with respect
to ∂Λ, and that it reproduced perfectly (apart from approximation errors) the target
pressure proﬁle in the entire Λ.
Figure 5.13: Pressure ﬁeld generated by a line source (vertical black line) located at
[q1,q3] = [ 0 m,−0.5 m]. The wave number is k = 10 rad/mChapter 5 The ill-posedness of the inverse problem 120
Figure 5.14: Reproduced ﬁeld for a virtual source located at [q1,q3] = [ 0 m,−0.5 m].
The wave number is k = 10 rad/m
Figure 5.15: Normalized reproduction error (%) for a virtual source located at
[q1,q3] = [ 0 m,−0.5 m]. The wave number is k = 10 rad/mChapter 5 The ill-posedness of the inverse problem 121
5.7 Summary of parameters aﬀecting the ill-posedness of
the problem
The ill-posedness of the inverse problem given by the integral equation (3.19) is a math-
ematical property of the operator S and of the normed spaces between which it is acting
(here L2(∂Λ) and ΨV ), and represents a sever barrier to the determination of a sensi-
ble solution. We have seen that the eﬀect of the three diﬀerent types of ill-posedness
arises for diﬀerent typologies of sound ﬁelds to be reproduced and of the geometrical
arrangement of the problem. More precisely, we have shown that:
• when the desired sound ﬁeld is given by a virtual source located in the region Λ\V ,
in the exterior of the control region but within the reproduction area, an exact and
bounded solution a(y) does not exist (nonexistence);
• when the operating frequency of the desired sound ﬁeld corresponds to one of those
identiﬁed by kn, the Dirichlet eigenvalues of V , the solution of the inverse problem
is not unique, but only one of the solutions allows an accurate reproduction in the
interior of V (nonuniqueness);
• if the data describing the target ﬁeld are contaminated by errors, these might
severely compromise the determination of an accurate solution of the inverse prob-
lem, leading to very large errors in the reproduced ﬁeld (instability).
It is important to emphasize the fact that these eﬀects of ill-posedness of the inverse
problem depend mainly on the relation between the sound ﬁeld to be reproduced and
the sets Λ and V .
The theorems proving the existence of the solution can be simply reformulated by the
following intuitive proposition:
A sound ﬁeld due to a virtual source in the exterior of the reproduction
area Λ can be perfectly reproduced by an array with an inﬁnite number of
secondary sources, independently of the operating frequency ω
or equivalently, the sound ﬁeld can be represented by the single layer potential (3.15)
in Λ. This implies that the feasibility of the ﬁeld reproduction depends only on the
geometry of the array and on the location of the virtual source, but it does not depend
on the geometry of the control region V . This is conﬁrmed by the analytical expressions
(5.30) and (5.43) of the secondary source strength a(y) for a monopole-like virtual source.
These expressions do not include any reference to the control region. In other words,
if we have complete knowledge of the target sound ﬁeld, the latter can be reproduced
under the condition above.Chapter 5 The ill-posedness of the inverse problem 122
A diﬀerent matter is the determination of the strength of the secondary sources a(y),
provided that we are sure of its existence. When the target pressure proﬁle is described
by data, this process is strongly dependent on the geometry of the control region V
and on its location in respect to Λ. We have seen in Section 4 that the asymptotic
exponential decay of the singular values of the integral operator S, responsible of the
ampliﬁcation of errors, is controlled by the distance between the boundaries ∂Λ and ∂V ,
for all geometrical arrangements considered. This is analogous to a Near-Field Acoustical
Holography problem, as we need to back-propagate the sound ﬁeld from V to ∂Λ. In the
limiting case when V = Λ, the problem is mildly ill-posed (the linear decay of the singular
values is due to an operation of derivation).
We have also seen in Section 5.4 that the problem of ill-conditioning is related to the
presence of large amount of energy in the high order components of the Fourier series
hpn|pi∂V representing the pressure proﬁle. In view of the results presented in Section
5.6, we see that the eﬀect of ill-conditioning on the reproduction side is larger, the closer
the virtual source is to Λ (the best case, in that sense, is represented by a plane wave).
The considerations above can be summarized by the following proposition:
The stability of the solution is governed by the distance between the bound-
aries ∂V and ∂Λ and by the decay of the Fourier coeﬃcients hpn|pi∂V repre-
senting the pressure proﬁle.
In Section 5.5 it has been shown that the uniqueness of the solution is determined by
the Dirichlet eigenvalues kn of V (hence the solution is unique for unbounded V ), and
not by the Neumann or Dirichlet eigenvalues of Λ. Therefore it can be stated that
The nonuniqueness of the solution depends only on the geometry of the con-
trol region V and on the operating frequency ω. The problem arises only for
bounded control regions and at an inﬁnite but countable number of frequen-
cies.
In the cases considered in Section 5.6, we have seen that when the solution can be
computed analytically from the explicit expression of the target ﬁeld, the nonuniqueness
problem does not arise. In these circumstances, the parameters related to the control
region V are not included in the expression of the solution. Henceforth its stability does
not depend on V .Chapter 6
Methods for dealing with the
ill-posedness
In the previous chapter, the ill-posedness of the inverse problem represented by the
integral equation (3.19) has been thoroughly studied. This analysis has clariﬁed that,
although an exact solution exists for the majority of the cases of interest, the solution of
the inverse problem can be severely aﬀected by the problem of ill-conditioning and can
be therefore unstable.
We have also seen that there is a category of sound ﬁeld of practical interest, for which
an exact solution does not exist. This is the case for sound ﬁelds generated by a source
located within the reproduction region. A virtual source lying within this region is
usually referred as a focused sources [AS08c], [Men09].
In all of these circumstances, it is possible to use some strategies to minimize the eﬀect
of the problems described above (instability and nonexistence), at the price of achieving
an approximate reproduction of the desired ﬁeld. These strategies usually include the
modiﬁcation of the operator S or of the target ﬁeld (these operation provide in many
cases equivalent results). More speciﬁcally, some actions are undertaken in order to avoid
or limit the attempt to reproduce those modes pn(x) of the pressure proﬁle, which are
related to small singular values σn. These high order modes have been shown to be
responsible for both the problem of nonexistence and of instability. The ﬁrst part of this
chapter introduces these strategies, many of which are well known regularization meth-
ods. Their application is discussed in relation to the sound ﬁeld reproduction problem
addressed here, concentrating initially on the problem of instability and then on that of
nonuniqueness and focused sources. Examples are provided for diﬀerent geometries of
secondary source layer.
The second part of this chapter is focussed on a remarkable analogy, which links the
problem of sound ﬁeld reproduction to an equivalent acoustic scattering problem. This
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analogy arises from the speciﬁc circumstance, in which the control and reproduction
region coincide (V = Λ). This case has been demonstrated in the previous chapters
to correspond to a mildly ill-posed problem. The solution of the equivalent scattering
problem deﬁnes an alternative method, although equivalent, for computing a solution
to the ﬁeld reproduction problem, reducing at the same time the potential eﬀect of ill-
conditioning to its minimum (hence the motivation for including this subject in this
chapter). The relevant analogy to Near-Field Acoustical Holography, which we have
begun to draw in the course of the previous chapters, is also discussed here.
6.1 Regularization methods
We have seen in Section 5.4 that the reason for the ill-conditioning of the inverse problem
addressed is mathematically represented by the inversion of very small singular values,
which correspond to non-eﬃcient array modes and which determine the ampliﬁcation of
errors in the data. One might therefore arbitrarily decide non to attempt the reproduc-
tion of these low-eﬃciency pressure modes. This choice might on one hand degrade the
accuracy of the reproduced ﬁeld for an ideal error-free case, but on the other hand it
makes the solution robust with respect to the eﬀect of data errors.
The strategy discussed above is mathematically described by the spectral cut-oﬀ of the
operator S. This technique corresponds to the truncation of the series (3.28), giving
an expression for the solution, to a given order N. The approximate solution ˜ as.t.(y) is
therefore given by
˜ as.t.(y) =
N X
n=1
an(y)
1
σn
hpn|pi∂V (6.1)
It is recalled that the singular values are ordered with decreasing magnitude. The smaller
singular values are therefore excluded from the computation of the series above, thus
avoiding the error ampliﬁcation associated with their inversion.
The spectral cut-oﬀ is one of the regularization schemes that are often used in the solution
of inverse problems. This technique is to some extent applied automatically when the
computation of the series is performed numerically (as its order must be ﬁnite), and is
often adopted as a consequence of the discretization of the single layer potential into
an array including a ﬁnite number of secondary sources. In fact, as will be discussed in
Section 7.1, it is reasonable (although not mandatory) to truncate the series to an order
N which is less or equal to the number of secondary sources included in the array.
We have seen that the inversion of the small singular values might be responsible for large
values of ||a(y)|| (related to the acoustic energy generated by the secondary sources), as
a consequence of the attempt to reproduce low eﬃciency modes. The spectral cut-oﬀ,
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acoustic energy generated by the array. This is obviously beneﬁcial with respect to the
robustness of the system and to its performance in non-anechoic environments.
The sharp spectral cut-oﬀ described above could be smoothed by applying to the singular
values of S a tapering window wn , such as
wn =

 
 
1, n ≤ N
an, N < n < N + N0
0, n ≥ N + N0
(6.2)
where an is a monotonically decreasing sequence with 0 < an < 1 and N0 is an arbitrary
integer. Clearly the case of an = 0 corresponds to the sharp spectral cut-oﬀ described
above. The series (3.28) could be therefore approximated by
˜ as.d.(y) =
∞ X
n=1
an(y)
wn
σn
hpn|pi∂V (6.3)
The tapering window above is one of the many possible choices. Diﬀerent kind of windows
and their properties have been widely studied (see for example [CBG10, p.281-303] and
[Har78]). In the case of spherical geometry, this smooth damping technique corresponds
in some measure to the diﬀerent decoding criteria for High Order Ambisonics (such as
the Max rE or the In-phase criterion), although the derivation is very diﬀerent. As
shown for example in [DRP98], these criteria include the use of weights applied to the
encoded signals, in a similar fashion to the weights wn that might be applied to the
Fourier coeﬃcients hpn|pi.
The spectral cut-oﬀ and damping techniques introduced above are two of the various
regularization techniques, which are extensively discussed in the scientiﬁc literature.
A very good tutorial explanation of the link between the mathematical and physical
meaning of the regularization is given by Deschamp and Cabayan in [DC72].
We mention here what is probably the most widely used regularization technique, known
as Tikhonov regularization (see, for example, [KNHOB98], [CK92] and [DC72]), named
after the Russian mathematician Andrey N. Tikhonov. This method can be explained
with respect to the reformulation of the inverse problem in terms of the minimization of
the following function:
||Sa − p||2 + β||a||2 (6.4)
where β is referred to as the regularization parameter. This approach attempts to mini-
mize the L2 distance ||Sa−p|| between the target and reproduced ﬁeld, requiring at the
same time the solution a(y) to have a small norm. This will in turn have a bounding
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problem leads to the following modiﬁcation of series (3.28) [CK92]:
˜ aT.(y) =
∞ X
n=1
an(y)
σn
β + σ2
n
hpn|pi∂V (6.5)
Instead of completely avoiding the reproduction of the low eﬃciency modes, as in the case
of the spectral cut-oﬀ, a reduced energy version of the latter is generated by the array.
The Tikhonov regularization technique has the disadvantage of aﬀecting the reproduction
of all pressure modes, as the regularization parameter β is added to all singular values.
However, if the choice of β is made wisely, the eﬀect of the regularization parameter on
the reproduction of the high eﬃciency modes is negligible.
The regularization techniques described here can be used in order to reduce the eﬀect of
ill-conditioning, by ﬁnding an approximate solution, which is more stable and robust with
respect to errors and noise, even though an exact solution might exist in ideal error-free
conditions.
Figure 6.1 shows the horizontal cross-section of the sound ﬁeld due to an acoustic
monopole located at [rq,θq,φq] = [2.5 m,80◦,140◦] and with k = 6 rad/m. The ﬁeld
is virtually measured on ∂Λ, a sphere of radius RV = 0.5 m. The measured values
have been perturbed with uncorrelated noise, with mean magnitude equal to 10% of
the maximum of the magnitudes of the measured values. A solution a(y) of the inverse
problem has been computed by applying equation 4.19 (the series is truncated to the
order N = 10). The orthogonal projections hpn|pi∂V have been computed as described in
sections 5.6.1.4 and 7.1.2 (V is uniformly sampled at 144 locations [Fli], [FM96] and the
integral is solved numerically using a quadrature method). Figures 6.2 and 6.3 represent
the reproduced ﬁeld and the normalized reproduction error deﬁned by (5.31). The sec-
ondary source layer is represented by the larger sphere, having a radius RΛ = 1.5 m. It
can be observed that the secondary sources generate a large amount of acoustic energy,
and their ﬁelds interfere mainly destructively in order to reproduce the target ﬁeld, which
is accurate only in the vicinity of the center of the array.
A second solution was computed applying the Tikhonov regularization scheme, described
by equation (6.5). The regularization parameter chosen is β = 10−5 ≈ 10−4σ1. The
reproduced ﬁeld generated by the regularized solution and the related normalized repro-
duction error are shown in Figure 6.4 and Figure 6.5, respectively. As a consequence
of the regularization, the eﬀect of ill-conditioning has been reduced: not only has the
region characterized by a small reproduction error become larger, but also the acoustic
energy generated by the secondary sources and the amplitude of the ﬁeld in the exterior
of Λ are much smaller when compared to the non-regularized case.
As discussed in Section 6.2, a regularization scheme may be used also for ﬁnding an
approximate reproduction of a sound ﬁeld, for which an exact solution does not exist.Chapter 6 Methods for dealing with the ill-posedness 127
Figure 6.1: Horizontal cross-section of the ﬁeld generated by an omnidirectional
point source (red dot) located at [rq,θq,φq] = [2.5 m,80◦,140◦]. The sphere represents
the control boundary ∂V .
Figure 6.2: Horizontal cross-section of the reproduced ﬁeld for a virtual source located
at [rq,θq,φq] = [2.5 m,80◦,140◦]. The density a(y) was computed with series (4.19),
without applying any regularization. The two spheres represent the control boundary
∂V (smaller sphere) and the secondary source layer ∂Λ.Chapter 6 Methods for dealing with the ill-posedness 128
Figure 6.3: Horizontal cross-section of normalized reproduction error (%) for a virtual
source located at [rq,θq,φq] = [2.5 m,80◦,140◦], and for a non-regularized solution.
The two spheres represent the control boundary ∂V (smaller sphere) and the secondary
source layer ∂Λ.
Figure 6.4: Horizontal cross-section of the reproduced ﬁeld for a virtual source
located at [rq,θq,φq] = [2.5 m,80◦,140◦]. The density a(y) was computed applying the
Tikhonov regularization,equation (6.5), with β = 10−5. The two spheres represent the
control boundary ∂V (smaller sphere) and the secondary source layer ∂Λ.Chapter 6 Methods for dealing with the ill-posedness 129
Figure 6.5: Horizontal cross-section of normalized reproduction error (%) for a virtual
source (red dot) located at [rq,θq,φq] = [2.5 m,80◦,140◦], and regularized solution.
The two spheres represent the control boundary ∂V (smaller sphere) and the secondary
source layer ∂Λ.
6.2 Focused sources
The inverse problem (3.19) involving the reproduction of a sound ﬁeld due to a virtual
source located within the reproduction region has been proven not to have a solution. It
is however possible to come to a compromise and attempt an approximate reproduction.
This objective can be achieved in diﬀerent ways, some of which are illustrated in what
follows. Although the strategies presented can be regarded as regularization schemes,
they are not applied directly to the operator and to its singular values, but rather act
on the target sound ﬁeld, transforming it into a similar ﬁeld, for which a solution of the
inverse problem exists.
As previously mentioned, the (approximate) reproduction of the ﬁeld due to a virtual
source located within the reproduction region is referred to as focused source in the
literature on Wave Field Synthesis [AS08c].
In Section 5.3 it has been shown that the nonexistence of the solution is related to the
decay of the Fourier coeﬃcients hpn|pi∂V , which must be steeper than the decay of the
singular values σn. When this is not the case, the series (3.28) diverges. An intuitive
strategy to prevent this happening is to truncate or damp the series, as illustrated by
the regularization techniques discussed in the previous section.Chapter 6 Methods for dealing with the ill-posedness 130
With reference to equations (6.1), (6.2) and (6.3), we see that the reproduced sound ﬁeld
is given by
˜ ps.d.(x) =
∞ X
n=1
wnpn(x)hpn|pi∂V (6.6)
and the reproduction error on ∂V (not necessarily in its interior) is therefore
s.d.(x) =
∞ X
n=1
(1 − wn)pn(x)hpn|pi∂V (6.7)
which becomes, in the special case of sharp spectral cut-oﬀ (wn = 1 if n ≤ N and wn = 0
if n > N)
s.t.(x) =
∞ X
n=N+1
pn(x)hpn|pi∂V (6.8)
It is now shown how these and other related strategies can be applied to some of the
speciﬁc geometrical arrangements introduced in the previous chapters.
6.2.1 Parallel line geometry
We consider the extension of the spectral damping method to the case of linear un-
bounded domains Λ and V , as described in Sections 4.4. Analogous conclusions can
be drawn for the case of planar geometrical arrangement described in Section 4.3. For
simplicity, we report here equations (4.56), (4.98) (extended to R2) and (5.43) repre-
senting, for the linear geometry, the function σκ (analogous to the singular values for S
compact), the representation of S and the expression of the solution for a virtual point
source. These are respectively given by
σκ =
e−Im(ζ(κ))d
2|ζ(κ)|
(6.9)
(Sa)(z) =
i
2π
Z
R
eiζ(κ)|z3|
2ζ(κ)
eiκz1heiκ|ai∂Λdκ, z ∈ R2 (6.10)
a(y) =
Z
R
e−iζ(κ)q3 eiκ(y1−q1)
2π
dκ (6.11)
The integral (6.10), evaluated at z = x ∈ ∂V , can be split into one part, Sprop., rep-
resenting a superposition of propagating waves (|κ|/k ≤ 1 and Im(ζ(κ)) = 0), and a
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Re(ζ(κ)) = 0). This concept is expressed by the following relations:
(Sa)(x) = (Sprop.a)(x) + (Sevan.a)(x) (6.12)
(Sprop.a)(x) :=
i
2π
Z k
−k
ei|ζ(κ)|d
2|ζ(κ)|
eiκx1heiκ|ai∂Λdκ (6.13)
(Sevan.a)(x) :=
1
2π
Z ∞
k
e−|ζ(κ)|d
2|ζ(κ)|
eiκx1heiκ|ai∂Λdκ (6.14)
+
1
2π
Z −k
−∞
e−|ζ(κ)|d
2|ζ(κ)|
eiκx1heiκ|ai∂Λdκ
Considering the results and the discussions reported in sections 4.4 and 4.3, it can be
observed that the inverse operator of Sprop. is always bounded, as ||ei|ζ(κ)|d/|ζ(κ)|||−1 =
|ζ(κ)| is ﬁnite for −k < κ < k.
It is now possible to deliberately choose to attempt the reproduction of just that com-
ponent pprop.(x) of the pressure proﬁle p(x), which has an orthogonal projection on
the subspace spanned by eiκx1, |κ| ≤ k, that is the component of p(x), which can be
represented by the integral (6.13).
The corresponding source strength ˜ as.t.(y) (assuming again that the origin of the coor-
dinate system lies on ∂Λ) can be expressed similarly to equation (4.101) by
˜ as.t.(y) =
Z k
−k
−i2ζ(κ)
eiζ(κ)d
eiκy1
2π
heiκ|pi∂V dκ (6.15)
Inserting this result in equation (6.10) and considering the orthogonality relation (2.76)
it can be easily seen that the reproduced ﬁeld is
(S˜ as.t.)(z) = pprop.(z) =
1
2π
Z k
−k
ei[κz1+ζ(κ)(|z3|−d)]heiκ|pi∂V dκ, z ∈ R2 (6.16)
Note that this solution is also valid for the half space z3 < 0, as (Sa)(z1,z3) = (Sa)(z1,−z3)
for this special geometrical arrangement.
Analogously, the reproduction error is given by
s.t.(z) = pevan.(x) =
1
2π
Z ∞
k
e−|ζ(κ)|(z3−d)eiκz1heiκ|pi∂V dκ (6.17)
+
1
2π
Z −k
−∞
e−|ζ(κ)|(z3−d)eiκz1heiκ|pi∂V dκ, z ∈ V
Pseudo-evanescent and pseudo-propagating ﬁelds. 1 It is important to clarify
that pprop. does not physically represent the propagating part of the desired sound ﬁeld,
it rather represents the component of the target ﬁeld, which can be represented by a
1The author would like to acknowledge Dr. Dylan Menzies for having brought up this important
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linear superposition of plane waves in the half space deﬁned by z3 ≥ q3. Similarly, pevan.
does not represent the physical evanescent or non-propagating component of the target
ﬁeld, but instead it gives the component of p, which can be expressed, in the same half
space z3 ≥ q3, by a superposition of evanescent waves. A clarifying example is given by
the Weyl integral representation of a monopole ﬁeld, equation (4.54): although the ﬁeld
of a monopole does not have any evanescent component, its Weyl integral representation
includes both propagating and evanescent waves. In order to avoid any confusion, we will
refer to pprop.(z) and pprop.(z) as the pseudo-propagating and pseudo-evanescent ﬁelds,
respectively.
Equations (6.15) and (6.16) can also be obtained with a κ-space ﬁltering process: ˜ as.t.(y)
and pprop.(x) can be computed by convolving a(y) (when this is bounded) and p(x),
respectively, by a spatial ﬁlter, representing a rectangular window Π(κ/(2k)) in the κ
domain. The expression of the rectangular function Π(·) and of its Fourier transform are
given by equation (2.62) and (2.63), and are reported here:
Π
 κ
2k

=

 
 
1, |κ| < k
1/2, |κ| = k
0, |κ| > k
(6.18)

F−1Π
 ·
2k

(x1) =
2k
√
2π
sin(kx1)
kx1
=
2k
√
2π
sinc(kx1) (6.19)
Therefore, from the convolution theorem (2.94), we have that
˜ as.t.(y) = a(y1,0) ⊗
k
π
sinc(ky1) (6.20)
pprop.(x) = p(x1,x3) ⊗
k
π
sinc(kx1) (6.21)
We consider now the case of a focused virtual source, located at z ∈ (Λ\V ), at a distance
q3 < d from ∂Λ. In view of equation (6.11), the approximate solution ˜ a(y)s.t. is given by
˜ as.t.(y) =
Z k
−k
e−iζ(κ)q3 eiκ(y1−q1)
2π
dκ (6.22)
For the case of a focused source, the following relations hold for the reproduced and error
ﬁeld:
(S˜ as.t.)(z) = pprop.(z) =
i
2π
Z k
−k
eiζ(κ)(|z3|−q3)
2ζ(κ)
eiκ(z1−q1)dκ, z ∈ R2 (6.23)
s.t.(z) = pevan.(z) =
1
2π
Z −k
−∞
e−|ζ(κ)|(z3−q3)
2|ζ(κ)|
eiκ(z1−q1)dκ (6.24)
+
1
2π
Z ∞
k
e−|ζ(κ)|(z3−q3)
2|ζ(κ)|
eiκ(z1−q1)dκ, z ∈ VChapter 6 Methods for dealing with the ill-posedness 133
The sum of the reproduced ﬁeld and of the error clearly gives the ﬁeld due to a line
source at q, as expressed by equation (4.90).
Figure 6.6 shows the sound ﬁeld generated by a line source located at [q1,q3] = [ 0 m,0.5 m],
in the interior of Λ. The wave number is k = 10 rad/m and the distance between ∂Λ
and ∂V is d = 1 m. Figures 6.7 and 6.8 represent the reproduced ﬁeld and the nor-
malized reproduction error, deﬁned by (5.31). The source strength was computed with
equation (6.15). The integral was solved numerically, applying a uniform discretization
(dκ = 0.010002) of the domain of integration [−k,k] and a quadrature formula. The
ﬁeld has been computed using the deﬁnition of single layer potential (3.15) with the 2D
kernel (3.7). The inﬁnite line has been approximated by a 40 m long segment (the plot-
ting area is 16 m2), discretized into 255 secondary sources with 0.1572 m spacing. It can
be observed that the reproduction error decreases with distance from ∂Λ. A comparison
with Figure 4.14 highlights the fact that the error is due to the pseudo-evanescent ﬁeld,
as indicated by equation (6.24).
The method presented here is analogous to the spectral cut-oﬀ described in the previous
section. It is also possible to attempt an approximate reproduction of the target ﬁeld, by
applying a regularization method such as the smooth spectral damping or the Tikhonov
scheme to the expression (5.43) of the solution. It is recalled that, without the use of
a regularization technique, this integral would diverge for a focused virtual source. The
application of these techniques (spectral damping and Tikhonov regularization) leads to
the following expression for the approximate solution:
˜ as.d.(y) =
Z
R
w(κ)e−iζ(κ)q3 eiκ(y1−q1)
2π
dκ (6.25)
˜ aT.(y) =
Z
R
e−iζ(κ)q3
1 + β4|ζ(κ)|2eIm(ζ(κ))d0
eiκ(y1−q1)
2π
dκ (6.26)
(6.27)
where β > 0 is the regularization parameter and w(κ) is a smooth tapering window with
w(κ) = 1 for |κ| < k, 0 ≤ w(κ) ≤ 1 for k ≤ |κ| ≤ kN and w(κ) = 0 for |κ| > kN > k.
6.2.1.1 Time Reversal Mirror
A technique widely used for the reproduction of a ﬁeld generated by a focused sound
sources is represented by the so called Time Reversal mirror. This technique was initially
developed in the framework of ultrasonic imaging by Fink et al. [Fin92], [WTF92],
[TAG+01] and its use has been later extended to audio engineering purposes [YTF03b],
[YTF03a], [Ver97].
The basis of this technique consists of driving the secondary sources with the time re-
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measured on ∂Λ [Ver97]. We study in what follows the detail of this technique for the
case of linear geometrical arrangement.
First, we rewrite equation (4.90) for a point source located at q and for the case of
y ∈ ∂Λ and
i
4
H
(1)
0 (k|y − q|) =
i
4π
Z ∞
−∞
eiκ(y1−q1)
ζ(κ)
eiζ(κ)|q3−y3|
dn
dκ (6.28)
We see that q3 < 0 if q / ∈ Λ, and q3 > 0 if q ∈ Λ\V , the latter being the case considered
here. It is reminded that k = ω/c for the dispersion relation. Considering that we
have assumed that ˆ n = [0,0,−1], y3 = 0 and q3 > 0, the approximate solution ˜ at.r.(y)
computed with the Time Reversal mirror technique is given by
˜ at.r.(y) := 2

d
dˆ n(y)

i
4
H
(1)
0 (k|y − q|)
∗
(6.29)
=
"
i
2π
Z ∞
−∞
eiκ(y1−q1) 1
ζ(κ)
lim
dn=0
eiζ(κ)(q3−dn) − eiζ(κ)q3
dn
dκ
#∗
=
"
i
2π
Z ∞
−∞
eiκ(y1−q1)eiζ(κ)q3
ζ(κ)
(1 − iζ(κ)dn) − 1
dn
dκ
#∗
=
1
2π
Z ∞
−∞
e−iκ(y1−q1)e−iζ(κ)∗q3dκ
Using the usual orthogonality relation (2.76) and the property of the Dirac delta function
(2.26) and considering that ζ(−κ) = ζ(κ), we obtain
heiκ|˜ at.r.i∂Λ =
1
2π
Z ∞
−∞
Z ∞
−∞
e−iκy1e−i˜ κy1dy1

ei˜ κq1e−iζ(˜ κ)∗q3d˜ κ (6.30)
=
Z ∞
−∞
δ(˜ κ + κ)ei˜ κq1e−iζ(˜ κ)∗q3d˜ κ = e−iκq1e−iζ(κ)∗q3
In view of this result, substituting this expression to the density in equation (6.10) leads
to the following result
(S˜ at.r.)(z) =
i
2π
Z
R
ei[ζ(κ)|z3|−ζ(κ)∗q3]
2ζ(κ)
eiκ(z1−q1)dκ, z ∈ R2 (6.31)
As discussed in the previous section, we can split this integral in two parts
(S˜ at.r.)(z) = pprop.t.r.(z) + pevan.t.r.(z) (6.32)
pprop.t.r.(z) =
i
2π
Z k
−k
eiζ(κ)(|z3|−q3)
2ζ(κ)
eiκ(z1−q1)dκ, z ∈ R2 (6.33)
pevan.t.r.(z) =
1
2π
Z −k
−∞
e−|ζ(κ)|(|z3|+q3)
2|ζ(κ)|
eiκ(z1−q1)dκ (6.34)
+
1
2π
Z ∞
k
e−|ζ(κ)|(|z3|+q3)
2|ζ(κ)|
eiκ(z1−q1)dκ, z ∈ R2Chapter 6 Methods for dealing with the ill-posedness 135
A comparison of these results with equations (6.23) and (6.24) shows that the reproduced
ﬁeld (S˜ at.r.)(z) is the sum of a ﬁrst ﬁeld pprop.t.r.(z), which is the pseudo-propagating
component of the desired ﬁeld, generated by a line source at q, and of a second ﬁeld
pevan.t.r.(z), which is not the pseudo-evanescent component of the desired ﬁeld, but it is
the pseudo-evanescent ﬁeld of a virtual mirrored-source in respect to the line ∂Λ (namely
located at qmirr = [q1,q2,−q3]). This is quite a remarkable result, which sheds some
light on the reproduction error given by the time reversal technique for focused sources.
This method allows a simpler calculation of the driving function relative to the method
described in the previous section, and could be also regarded as a regularization method.
Analogous results can be derived with similar passages for the three dimensional problem
and a geometrical arrangement with inﬁnite planes.
Figures 6.9 and 6.10 report the reproduced ﬁeld and the normalized reproduction error,
respectively, for a focused source in the location [q1,q3] = [ 0 m,0.5 m], in the interior of
Λ. The wave number is k = 10 rad/m and the distance between ∂Λ and ∂V is d = 1 m.
The source strength was computed with equation (6.29). The numerical integrations for
the computing a(y) and ˆ p(z) have been performed with the same method used for Figure
6.7.
Figure 6.6: Pressure ﬁeld generated by a line source (vertical black line) located at
[q1,q3] = [ 0 m,0.5 m]. The wave number is k = 10 rad/mChapter 6 Methods for dealing with the ill-posedness 136
Figure 6.7: Reproduced ﬁeld for a focused source located at [q1,q3] = [ 0 m,0.5 m].
The wave number is k = 10 rad/m and the distance between ∂Λ and ∂V is d = 1 m.
The source strength was computed with equation (6.15).
Figure 6.8: Normalized reproduction error (%, clipped at 10%) for a line source
located at [q1,q3] = [ 0 m,0.5 m]. The wave number is k = 10 rad/m and ∂V is
d = 1 m. The source strength was computed with equation (6.15).Chapter 6 Methods for dealing with the ill-posedness 137
Figure 6.9: Reproduced ﬁeld for a focused source located at [q1,q3] = [ 0 m,0.5 m].
The wave number is k = 10 rad/m and the distance between ∂Λ and ∂V is d = 1 m.
The source strength was computed with the time reversal technique, equation (6.29).
Figure 6.10: Normalized reproduction error (%, clipped at 10%) for a line source
located at [q1,q3] = [ 0 m,0.5 m]. The wave number is k = 10 rad/m and ∂V is d = 1 m.
The source strength was computed with the time reversal technique, equation (6.29).Chapter 6 Methods for dealing with the ill-posedness 138
6.2.2 Parallel plane geometry
Results analogous to those presented for the parallel line geometry can be obtained for
the three dimensional case, with the inﬁnite plane geometry introduced in Section 4.3.
The most relevant diﬀerence is that the integral (4.84), which gives the solution, should
be limited to the disk Bk := {κ ∈ R2 : |κ| < k} rather than to the interval [−k,k].
With mathematical passages analogous to the case of the linear geometry, we derive the
following solution for a focused virtual source in 3D:
˜ as.t.(y) =
Z
Bk
e−iζ(κ)q3 eiκ·(y−q)
4π2 dS(κ) (6.35)
where the simplifying assumption has been made that ∂Λ = {y ∈ R3 : y3 = 0}. The
reproduced ﬁeld is given by inserting this equation into expression (4.59) for S, thus
obtaining
(S˜ as.t.)(z) =
i
8π2
Z
Bk
eiζ(κ)(|z3|−q3)
ζ(κ)
ei[κ1(z1−q1)+κ2(z2−q2)]dS(κ), z ∈ R3 (6.36)
This expression clearly resembles the Weyl integral (4.53), with the relevant diﬀerence
that the integration is now limited to |κ| < k.
Figure 6.11 represents the sound ﬁeld due to a monopole source at the location [q1,q2,q3] =
[0, 0, 0.5 m]. The square plotting area has a side length of 2 m and the distance be-
tween ∂Λ and ∂V (the latter drawn for reference only) is d = 2 m. The wave number
is k = 12 rad/m. Figures 6.12 and 6.13 show the reproduced ﬁeld and the normalized
reproduction error (5.31), respectively, for a focused virtual source in the same location
q. The density ˜ as.t.(y) was computed from equation (6.35). The integration was limited
to the ball |κ| ≤ k−0.10002 (in order to avoid the singularity at |κ| = 0), and performed
by applying a quadrature formula, with a regular sampling of dκ1 = dκ2 = 0.10002.
The ﬁeld has been computed using the deﬁnition of the single layer potential, equation
(3.15), having limited the integration to the square of size [−5 m,5 m]×[−5 m,5 m] and
applied a discretization dy1 = dy2 = 0.176 m.
A comparison of the reproduction error in Figure 6.13 with the analogous plot for a
linear geometry, Figure 6.8, highlights the presence in the former ﬁeld of an elongated
area of inaccurate reproduction, perpendicular to ∂Λ and directed towards q. This error
was absent in the 2D case. In fact, the reproduction error is given by
s.t.(z) =
i
8π2
Z
|κ|>k
eiζ(κ)(|z3|−q3)
ζ(κ)
ei[κ1(z1−q1)+κ2(z2−q2)]dS(κ), z ∈ Λ (6.37)Chapter 6 Methods for dealing with the ill-posedness 139
The error along the half line ` := {z ∈ R3 : z1 = q1,z2 = q2,z3 ≥ q3}, orthogonal to ∂Λ
directed towards q, can be expressed applying to the integral above the substitution
− iζ(κ) = −i
p
k2 − κ2 = t,
κ =
p
k2 + t2,
κ dκ = t dt,
dS(κ) = κ
dκ
dt
dt dφκ = t dt dφκ
leading to
s.t.(z) =
1
8π2
Z 2π
0
dφκ
Z ∞
0
e−t(|z3|−q3)dt (6.38)
= −
1
4π
e−t(|z3|−q3)
|z3| − q3

 
 
∞
0
=
1
4π(|z3| − q3)
, z ∈ `
This result was derived by Menzies [Men09], who also pointed out that this error has the
same decay with distance (1/r) of the fundamental solution. Therefore, unlike the two
dimensional case, the error can not be regarded as being limited to the near-ﬁeld of the
secondary sources. The analysis of the error on ` shows that the latter may be reduced by
increasing the radius of the integration disk Bk, thus including some evanescent modes
in the computation of a(y).
Figure 6.11: Pressure ﬁeld generated by an omnidirectional point source located at
[q1,q2,q3] = [ 0 m, 0 m,0.5 m]. The wave number is k = 12 rad/mChapter 6 Methods for dealing with the ill-posedness 140
Figure 6.12: Reproduced ﬁeld for a focused source located at [q1,q2,q3] =
[ 0 m, 0 m,0.5 m]. The wave number is k = 12 rad/m and the distance between ∂Λ
and ∂V is d = 2 m. The source strength was computed with equation (6.35).
Figure 6.13: Normalized reproduction error (%, clipped at 50%) for a focused source
located at [q1,q2,q3] = [ 0 m, 0 m,0.5 m]. The wave number is k = 12 rad/m and ∂V
is d = 2 m. The source strength was computed with equation (6.35).Chapter 6 Methods for dealing with the ill-posedness 141
6.2.3 Concentric sphere geometry
The case is now considered of a focused source for the arrangement of concentric spheres
discussed in Section 4.1. We consider the target sound ﬁeld due to a virtual point source
located at q ∈ Λ\V . As mentioned previously, no exact solution exists for this target
ﬁeld, but it is possible to seek an approximate solution. One attempt can be made by
applying the spectral cut-oﬀ described by equation (6.1). In this case, considering the
results shown in Section 5.6.1, the approximate solution ˜ a, the reproduced ﬁeld (S˜ a)(z)
and the error e(z) are given respectively by
˜ as.t.(y) =
N X
ν=0
hν(kq)
R2
Λhν(kRΛ)
2ν + 1
4π
Pν(ˆ y · ˆ q) (6.39)
(S˜ as.t.)(z) =
N X
ν=0
ikhν(kq)jν(kz)
2ν + 1
4π
Pν(ˆ z · ˆ q), z ∈ Λ (6.40)
s.t.(z) =
∞ X
ν=N+1
ikhν(kq)jν(kz)
2ν + 1
4π
Pν(ˆ z · ˆ q), z ∈ Λ, z < q (6.41)
This technique is implicitly used in High Order Ambisonics, since the order of the series
above is ﬁnite. It is not always well understood that the nonexistence of the solution
and to the second Picard condition are actually related to what is sometimes referred
to as the bass boost eﬀect for focused sources. This phenomenon corresponds to a large
amount of energy generated by the secondary sources at low frequencies and to severe
reproduction artifacts in the region Λ\V (see ﬁgures 6.16 and 6.17). The denseness of the
range of S, discussed in Section 5.2, ensures the fact that an arbitrary small error can be
achieved on ∂V (and consequently in its interior, but not in its exterior) by letting the
order N become arbitrarily large. This has the side eﬀect of increasing the norm of a(y)
and making the system more and more unstable, with serious reproduction artifacts in
the exterior of V .
A similar method includes the smooth damping of the spectrum of the operator, as shown
by equation 6.3. This leads to
˜ as.t.(y) =
∞ X
ν=0
wν
hν(kq)
R2
Λhν(kRΛ)
2ν + 1
4π
Pν(ˆ y · ˆ q) (6.42)
(S˜ as.t.)(z) =
∞ X
ν=0
wνikhν(kq)jν(kz)
2ν + 1
4π
Pν(ˆ z · ˆ q), z ∈ Λ (6.43)
s.t.(z) =
∞ X
ν=0
(1 − wν)ikhν(kq)jν(kz)
2ν + 1
4π
Pν(ˆ z · ˆ q), z ∈ Λ, z < q (6.44)
As already mentioned, the smooth spectral damping technique is widely used in Am-
bisonics, although the use of this technique for focused sources has been suggested only
recently by Adriaensen, in the form of private communications.Chapter 6 Methods for dealing with the ill-posedness 142
Results analogous to equations (6.39)-(6.44) can be obtained from the equations shown
in Section 4.2 for the concentric circle geometry.
Figures 6.18 and 6.19 show the reproduced ﬁeld for a focused virtual source, located at
[rq,θq,φq] = [1 m,90◦,0◦]. The boundary ∂Λ is a sphere of radius RΛ = 1.5 m and the
wave number is k = 12 rad/m. The density of the potential was computed with equation
(6.42) and a tapering window wν such that
wν =

 
 
1, ν < 5
1
5(10 − ν), 5 ≤ ν ≤ 10
0, ν > 10
(6.45)
A diﬀerent method for calculating an approximate solution can be obtained from the
expression of the ﬁeld due to a monopole-like source given by the Weyl integral 4.54,
with the integration domain limited to |κ| ≤ k, similarly to the linear geometry shown
above. An analogous idea was recently developed by Ahrens and Spors [AS08c] for the
circular array geometry. The extension is shown here to the case of spherical arrays.
Results analogous to those presented here can be found in a recent work by Menzies
[Men09], which has been of signiﬁcant inspiration in the derivation of what is presented
here.
We consider a source located at q = [0,0,−d] and the half space Γ−d := {z ∈ R3 : z3 ≥
−d}, as illustrated by Figure 6.14.
Figure 6.14: Horizontal cross-section of Λ, illustrating the source location q and the
half space Γ−d.Chapter 6 Methods for dealing with the ill-posedness 143
We have seen that the ﬁeld due to a point source can be expressed in Γ−d by the Weyl
integral 4.54, reported below for clarity
G(z,q) =
eik|z−q|
4π|z − q|
=
i
8π2
Z
R2
eiζ(κ)(z3+d)
ζ(κ)
eiκ·zdS(κ), z3 ≥ −d (6.46)
The domain of integration is now limited to the disc
Bk := {κ ∈ R2 : |κ| < k} (6.47)
thus obtaining
˜ G(z,q) =
i
8π2
Z
Bk
eiζ(κ)(z3+d)
ζ(κ)
eiκ·zdS(κ), z ∈ R3 (6.48)
As observed above, this ﬁeld is due to a superposition of propagating plane waves, and
this is the ﬁeld we want to reproduce. ˜ G(z,q) is deﬁned in all R3, but it gives an
approximation on Γ−d of the ﬁeld due to a monopole source at q. Following the passages
illustrated in Appendix D, we obtain the exact solution a ˜ G(y) for the inverse problem
(3.19) with ˜ G(z,q) as the target ﬁeld. This is given by
a ˜ G(y) =
∞ X
ν=0
 
ik
4π
∞ X
n=0
injn(kd)(2n + 1) ˘ Pnν
!
iν(2ν + 1)
ikR2
Λhν(kRΛ)
Pν(cosθy) (6.49)
where
˘ Pnν :=
Z 1
0
Pν(α)Pn(α)dα =

   
   
1
2ν+1 [ν = n]
0 [ν − n is even,ν 6= n]
(−1)
1
2 (ν+n−1)ν!n!
2ν+n−1(ν−n)(n+ν+1)[(
n
2)! (
ν−1
2 )!]
2 [n even, ν odd]
(6.50)
or equivalently (see Appendix D)
a ˜ G(y) =
∞ X
ν=0

ik
4π
Z 1
0
eikdxPν(x)dx

iν(2ν + 1)
ikR2
Λhν(kRΛ)
Pν(cosθy) (6.51)
This solution has been derived for rq = d, θq = π, but it can be extended to any other
virtual source location by substituting Pν(cosθy) with Pν(−ˆ y·ˆ q) and jn(kd) with jn(kq).
This leads to
a ˜ G(y) =
∞ X
ν=0
 
ik
4π
∞ X
n=0
injn(kq)(2n + 1) ˘ Pnν
!
iν(2ν + 1)
ikR2
Λhν(kRΛ)
Pν(−ˆ q · ˆ y) (6.52)
A comparison of this result with expression (6.42), giving the approximate solution ob-
tained with the smooth spectral damping technique, shows that a ˜ G could be also in-
terpreted as an approximate solution obtained with the same technique and a distanceChapter 6 Methods for dealing with the ill-posedness 144
dependent tapering window wν(d) given by
wν(d) :=
1
iνhν(kd)
∞ X
n=0
injn(kd)(2n + 1) ˘ Pnν (6.53)
In view of the spherical harmonic summation formula (2.53), we observe that
hY µ
ν |a ˜ Gi∂Λ =
 
ik
4π
∞ X
n=0
injn(kd)(2n + 1) ˘ Pnν
!
4πiνY
µ
ν (−ˆ q)∗
ikhν(kRΛ)
(6.54)
=

ik
4π
Z 1
0
eikdxPν(x)dx

4πiνY
µ
ν (−ˆ q)∗
ikhν(kRΛ)
Note that from the Jacobi-Anger expansion (2.56) we have that
4πiνY µ
ν (−ˆ q)∗jν(k) = hY µ
ν |eikˆ q·xiΩ (6.55)
which corresponds to the coeﬃcients of a plane wave traveling in the direction ˆ q. From
this result and from expression (4.4) of S, we obtain
(Sa ˜ G)(z) =
∞ X
ν=0
ikh(1)
ν (kRΛ)jν(kz)
ν X
µ=−ν
Y µ
ν (ˆ z)hY µ
ν |a ˜ Gi∂Λ (6.56)
=
∞ X
ν=0

ik
4π
Z 1
0
eikdxPν(x)dx

4πiνjν(kz)
ν X
µ=−ν
Y µ
ν (ˆ z)Y µ
ν (−ˆ q)∗
=
∞ X
ν=0

ik
4π
Z 1
0
eikdxPν(x)dx

iνjν(kRV )(2ν + 1)Pν(−ˆ q · ˆ x)
This result shows that the reproduced ﬁeld can be interpreted as the ﬁeld due to a plane
wave traveling in the direction ˆ q (again, see the Jacobi-Anger expansion (2.56)), whose
Fourier coeﬃcients have been modulated by the term in the brackets in the equation
above.
Figure 6.15 represents the ﬁeld due to an acoustic monopole located at [rq,θq,φq] =
[1 m,90◦,0◦], in the interior of Λ. Figures 6.16-6.21 report the reproduced ﬁeld and
the normalized reproduction error (5.31) for a focused virtual source located at q. The
source strength functions have been calculated with the diﬀerent methods discussed
above, namely equations (6.39), (6.42) and (6.52). In all cases, the series were truncated
to the order N = 20, although the smooth spectral damping solution can be regarded
as truncated to the order N = 10 for the eﬀect of the smoothing window (6.45). The
boundary ∂Λ, reported in the ﬁgures, is a sphere with radius RΛ = 1.5 m, while the wave
number is k = 12 rad/m.
It can be observed that the simple spectral cut-oﬀ (ﬁgures 6.16 and 6.17) allow for a very
accurate reproduction within the ball Bq := {z ∈ Λ : z < q, while the reproduction errorChapter 6 Methods for dealing with the ill-posedness 145
is very large in the exterior of this region. The large amplitude of the reproduced ﬁeld
indicates that the secondary sources generate a very large amount of acoustic energy.
The smooth spectral damping (ﬁgures 6.18 and 6.19) allows for the computation of a
much more stable solution, which also leads to a smaller error in the exterior of Bq. On
the other hand, the normalized reproduction error is larger within Bq. Finally, ﬁgures
6.20 and 6.21 illustrate the performance of the method given by equation (6.52). The
average error is small in the majority of the half space Γ−d, but the reproduction is
inaccurate in a long and narrow region through the center of the array. This result is in
accordance with what has been discussed in section 6.2.2 and in [Men09].
Figure 6.15: Horizontal cross-section of the ﬁeld generated by an omnidirectional
point source (red dot) located at [rq,θq,φq] = [1 m,90◦,0◦]. The wave number is
k = 12 rad/m. The sphere represents ∂Λ and has a radius RΛ = 1.5.Chapter 6 Methods for dealing with the ill-posedness 146
Figure 6.16: Horizontal cross-section of the reproduced ﬁeld for a focused virtual
source located at [rq,θq,φq] = [1 m,90◦,0◦]. The source strength a(y) was computed
with equation (6.39).
Figure 6.17: Horizontal cross-section of normalized reproduction error (%) for a
virtual source located at [rq,θq,φq] = [1 m,90◦,0◦]. The source strength a(y) was
computed with equation (6.39).Chapter 6 Methods for dealing with the ill-posedness 147
Figure 6.18: Horizontal cross-section of the reproduced ﬁeld for a focused virtual
source located at [rq,θq,φq] = [1 m,90◦,0◦]. The source strength a(y) was computed
with equation (6.42).
Figure 6.19: Horizontal cross-section of normalized reproduction error (%) for a
virtual source located at [rq,θq,φq] = [1 m,90◦,0◦]. The source strength a(y) was
computed with equation (6.42).Chapter 6 Methods for dealing with the ill-posedness 148
Figure 6.20: Horizontal cross-section of the reproduced ﬁeld for a focused virtual
source located at [rq,θq,φq] = [1 m,90◦,0◦]. The source strength a(y) was computed
with equation (6.52).
Figure 6.21: Horizontal cross-section of normalized reproduction error (%) for a
virtual source located at [rq,θq,φq] = [1 m,90◦,0◦]. The source strength a(y) was
computed with equation (6.52).Chapter 6 Methods for dealing with the ill-posedness 149
6.3 Strategies for overcoming the nonuniqueness of the so-
lution
In Section 5.5 we have studied the problem of nonuniqueness of the solution, which might
arise when solving the integral equation (3.19). We have seen that this problem arises
when the operating wave number k corresponds to one of the Dirichlet eigenvalues kn of
the control region V (not of the reproduction region Λ). In fact, it has been shown that
in this case the nullspace of S is non-trivial, and given a solution a(y) of the integral
equation under consideration, the function a(y) + a0(y) is also a solution, where a0(y)
can be any function belonging to the nullspace of S. On the other hand, only one of
these solution allows for the reproduction of the target ﬁeld in the interior of V (recall
that, in view of the uniqueness of the interior Dirichlet problem discussed in Section 3.3,
the sound control eﬀort has been restricted to the boundary of the control region).
In what follows, several strategies are brieﬂy presented, which allow the uniqueness
problem to be overcome. As an example, we will consider the simple case of spherical
geometry (the control region is a sphere of radius RV ) and the wave number equal to
the Dirichlet eigenvalue k0, that is k = k0 and j0(k0RV ) = 0. In view of the results
presented in Section 5.6.1.4, we see that all functions of the form
a(y) =
∞ X
ν=1
ν X
µ=−ν
Y
µ
ν (ˆ y)
ikR2
V R2
Λh
(1)
ν (kRΛ)jν(kRV )
hY µ
ν |pi∂V + αY 0
0 (ˆ y), α ∈ C (6.57)
are solutions of the integral equation under consideration, but the reproduced ﬁeld equals
the target ﬁeld in the interior of V for only one choice of the parameter α.
6.3.1 Changing the shape of the control region
Since the nonuniqueness problem is associated with the Dirichlet eigenvalues of V , and
since these depend in turn on the shape of V , it is reasonable to change the shape of
this region in order to overcome the nonuniqueness issue (see [BR07] for related method
applied to spherical microphone arrays). Clearly, this technique can be applied only in a
limited number of cases, namely when the shape of the control region is not imposed by
physical constraints (such as the shape of a microphone array). On the other hand, this
simple strategy proves to be very eﬀective when the solution of the problem is computed
from numerically simulated data.
In the example above, we can modify the control region and choose a sphere of radius
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with the usual formula (4.19), reported here in the form
a(y) =
∞ X
ν=0
ν X
µ=−ν
Y
µ
ν (ˆ y)
ik ˜ R2
V R2
Λh
(1)
ν (kRΛ)jν(k ˜ RV )
hY µ
ν |pi∂V (6.58)
6.3.2 CHIEF points
Another method, frequently used in applications of the Boundary Element Method, con-
sists of including some additional control points in the interior of V . The determination
of the number and location of these so-called CHIEF points depend on the problem un-
der consideration. This method was introduced by Schenck, who proposed in 1967 the
so-called Combined Helmholtz Integral Equation Formulation (CHIEF) for the solution
of radiation problems [Sch68].
In the case of the example above, an additional control point is introduced at the center
of the coordinate systems, and the target ﬁeld has at this location the value p(0). Using
the results presented in Chapter 4 and especially equation (4.4), it can be shown that
p(0) = ikj0(0)h0(kRΛ)hY 0
0 |ai∂Λ (6.59)
Recall that jν(0) = 0 if ν 6= 0. Combining this result with the expression (6.57) for the
solution a(y), we have that
α =
p(0)
ikR2
Λj0(0)h0(kRΛ)Y 0
0 (0)
(6.60)
6.3.3 Scattering object
A further strategy is given by introducing (physically or by simulation) a scattering
object in the interior of the control region, and by formulating the inverse problem using
the sum of the target and scattered ﬁeld (namely, the total ﬁeld) in place of the target
ﬁeld only. This leads to the following equation
pT(x) = (Sa)(x) + ps(x), x ∈ ∂V (6.61)
where ps(x) is the ﬁeld scattered by the object in the interior of V and measured on ∂V ,
and pT(x) = p(x) + ps(x) is the total ﬁeld. If this object is such that we can compute
the scattered ﬁeld for a given incident ﬁeld, it is possible to calculate the source strength
a(y) from the equation above.
We assume that, in the case of the example above, we introduce a rigid (sound-hard)
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that the reproduced ﬁeld ˆ p(x) = (Sa)(x) can be expressed by the form
(Sa)(x) =
∞ X
ν=0
ikh(1)
ν (kRΛ)jν(kRV )
ν X
µ=−ν
Y µ
ν (ˆ x)hY µ
ν |ai∂Λ (6.62)
=
∞ X
ν=0
jν(kRV )
ν X
µ=−ν
AµνY µ
ν (ˆ x)
With the manipulations presented in [Wil99], analogous to those reported in Appendix
C for the sound-soft sphere, it can be shown that the scattered ﬁeld is given by
ps(x) =
∞ X
ν=0
−
jν
0(kRs)
hν
0(kRs)
hν(kRV )
ν X
µ=−ν
Aµν(ω)Y µ
ν (ˆ x) (6.63)
Combining the three equations above, the inverse problem under consideration is refor-
mulated by
pT(x) =
∞ X
ν=0

jν(kRV ) −
jν
0(kRs)
hν
0(kRs)
hν(kRV )
 ν X
µ=−ν
Aµν(ω)Y µ
ν (ˆ x) (6.64)
=
∞ X
ν=0
ik
 
jν(kRV )hν
0(kRs) − jν
0(kRs)hν(kRV )
 hν(kRΛ)
hν
0(kRs)
ν X
µ=−ν
hY µ
ν |ai∂ΛY µ
ν (ˆ x)
Following mathematical manipulations analogous to those presented in Chapter 4, we
obtain the following expression for the solution
a(y) =
∞ X
ν=0
ν X
µ=−ν
hν
0(kRs)Y
µ
ν (ˆ y)hY
µ
ν |pTi∂V
ikR2
V R2
Λ (jν(kRV )hν
0(kRs) − jν
0(kRs)hν(kRV ))hν(kRΛ)
(6.65)
It can be observe that despite j0(kRV ) = 0, the denominator of the fraction above does
not equal zero for ν = 0.
In the special case when Rs = RV , we can apply the Wronskian relation (2.38) to
equation (6.65), thus obtaining
a(y) =
∞ X
ν=0
ν X
µ=−ν
−
k hν
0(kRV )Y
µ
ν (ˆ y)
R2
Λhν(kRΛ)
hY µ
ν |pTi∂V (6.66)
This technique is often used for microphone arrays, in which the capsules are ﬂush
mounted on a rigid structure. A typical case is represented by spherical microphone
arrays mounted on rigid spheres (see for example [Pol05]).
The method presented above can be also applied to scattering objects with diﬀerent
boundary conditions (such as sound soft objects or with impedance boundary conditions
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6.3.4 Impedance boundary condition
It is also possible to describe the target sound ﬁeld on ∂V by a linear combination of the
pressure ﬁeld p(x) and of its normal derivative ∇np(x). This represents an impedance
boundary condition [CK83, p.97]. The inverse problem under consideration becomes
f(x) = p(x) + iη∇np(x) = (Sa)(x) + iη
∂(Sa)(x)
∂ˆ n(x)
, x ∈ ∂V (6.67)
In view of the deﬁnition (3.16) of the operator S, the equation above is rewritten by
f(x) =
Z
∂Λ

G(x,y) + iη
∂G(x,y)
∂ˆ n(x)

a(y)dS(y), x ∈ ∂V (6.68)
It can be easily understood that the function p(x) can be interpreted, in practical terms,
as the target ﬁeld measured by a continuous distribution of ideal omnidirectional mi-
crophones arranged on ∂V . Analogously, the function f(x) = p(x) + iη∇np(x) can be
regarded as the measurement of the target ﬁeld with a continuous distribution of ideal
directional microphones. In fact, directional microphones can be regarded as devices
capable of measuring a combination of the pressure ﬁeld and of its spatial derivative in
a given direction.
For the example with spherical geometry considered above, using equation (4.4) we can
rewrite equation (6.68) as
f(x) =
∞ X
ν=0
ikh(1)
ν (kRΛ)(jν(kRV ) + iηkjν
0(kRV ))
ν X
µ=−ν
Y µ
ν (ˆ x)hY µ
ν |ai∂Λ, x ∈ ∂V (6.69)
Applying again manipulations analogous to those presented in Chapter 4, we obtain the
following expression for the solution
a(y) =
∞ X
ν=0
ν X
µ=−ν
Y
µ
ν (ˆ y)
ikR2
V R2
Λ (jν(kRV ) + iηkjν
0(kRV ))hν(kRΛ)
hY µ
ν |fi∂V (6.70)
As in the previous case, although j0(kRV ) = 0, the denominator of the fraction above
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6.4 Analogy with NAH and with the theory of acoustic scat-
tering
6.4.1 Sound ﬁeld reproduction and Near-Field Acoustical Holography
In Section 5.7 it has been argued that the stability of the solution a(y) depends also
upon the distance between the boundaries ∂V and ∂Λ. More precisely, the larger is the
distance between the two surfaces (or contours for the 2D problem), the steeper is the
decay of the singular values σn of the integral operator S.
A further insight into this phenomenon is provided by an analogy with Near-Field Acous-
tical Holography (NAH). We assume that we want to determine the normal particle ve-
locity ˙ w(y) of the acoustic ﬁeld on ∂Λ from a set of measurement of the ﬁeld p(x) on
∂V . It is assumed here that a continuous measurement of the pressure ﬁeld on ∂V is pro-
vided. As described by Williams [Wil99], this operation can be achieved by constructing
an inverse velocity propagator. This operation is expressed explicitly for the spherical
and planar geometry respectively by 2 :
˙ w(y) =
1
iρ0ck
∞ X
ν=0
kj0
ν(kRΛ)
R2
V jν(kRV )
ν X
µ=−ν
Y µ
ν (ˆ y)hY µ
ν |pi∂V (6.71)
˙ w(y) =
1
iρ0ck
F−1

(Fp)
iζ(·)
eiζ(·)d

(6.72)
We want to compare now these equations with the expression for the solution a(y)
provided by (4.19) and (4.85), respectively. It can be observed that, apart from the term
iρ0ck arising from the Euler’s equation (see, for example, [Wil99, p.19]), equations (4.85)
and (6.72) diﬀer only for the factor 2 (which hides, as we will see later, a very important
meaning).
The term (ikR2
Λhν(kRΛ))−1 in equation (4.19) is substituted in equation (6.71) by the
term kj0
ν(kRΛ). Considering the high order expansion of spherical Bessel and Hankel
functions given by equations (2.39) and (2.40), respectively, we observe that
kj0
ν(kRΛ) = k
d
d(kRΛ)

(kRΛ)ν
(2ν + 1)!!

= ν
(kRΛ)ν
RΛ(2ν + 1)!!
, ν → ∞ (6.73)
1
ikR2
Λh
(1)
ν (kRΛ)
=
1
ikR2
Λ
i(kRΛ)ν+1
(2ν − 1)!!
= (2ν + 1)
(kRΛ)ν
RΛ(2ν + 1)!!
, ν → ∞ (6.74)
2In comparison with Equation (7.13) in [Wil99], the factor R
2
V in the denominator of (6.71) has been
added, as h·|·iΩ = h·|·i∂V /R
2
V , where Ω is the unitary sphere. Also, the factor kz appearing in Equation
(3.4) in [Wil99] has been substituted by ζ(κ) and the argument of the exponential ikz(z − zh) has been
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We observe that the asymptotic expression for the radial term in equation (6.71), after
having removed the singular functions normalization factor(RΛRV )−1, is given by
kj0
ν(kRΛ)
R2
V jν(kRV )
=
ν
RV

RΛ
RV
ν
ν → ∞ (6.75)
This compares well (although it is not identical!) with the inverse of the large order
approximation of the singular values given by equation (4.15) and that is repeated here:
1
σn
=
2ν + 1
RV

RΛ
RV
ν
ν → ∞ (6.76)
These considerations shows that the ill-conditioning of the sound ﬁeld reproduction prob-
lem addressed here, determined by the decay of the singular values of S, is analogous,
though not identical, to the ill-conditioning of the Near-Field Acoustical Holography
problem of determining the normal particle velocity on ∂Λ from measurements on ∂V .
More speciﬁcally, if we consider the forward velocity propagator to be an operator, we
can observe that its singular values exhibit an exponential decay identical to the singular
values of the inverse operator S−1, and this exponential decay is governed by the distance
between ∂V and ∂Λ. It should be noticed that the linear part of the two decays is diﬀer-
ent: in the spherical geometry, we have 1/ν for the velocity propagator and 1/(2ν + 1)
for S, while for the planar geometry we have |ζ(κ)| and 2|ζ(κ)|, respectively.
In view of these considerations, it is reasonable to address the following problem: what
happens when the control region and the reproduction region are the same (V = Λ)? In
this case, the asymptotic decay of the singular values is dominated by a linear factor,
and the problem is therefore said to be mildly ill-posed. As is clear from the holography
problem discussed above, the linear decay of the singular values is due to the operation
of taking the derivative of the ﬁeld in order to obtain its normal derivative.
At this point, it could be intuitively argued that the source strength a(y) and the normal
derivative of the ﬁeld on ∂Λ are strictly related. This is not surprising, if we consider
the ﬁrst Rayleigh integral (see equation (6.88) or [Wil99]). We will see that a relation
actually exists, but it is not an identity.
6.4.2 Jump relation and simple source formulation
We consider the case when V = Λ. In chapter 5 it has been shown that any sound ﬁeld
due to a source outside the reproduction region can be reproduced exactly, or in other
words it can be represented by the single layer potential (3.15) in ∂Λ. We deﬁne the
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region Rm\Λ, m = 2,3 the exterior ﬁeld pe(z). In mathematical terms this reads
pi(z) := (Sa)(z), z ∈ Λ (6.77)
pe(z) := (Sa)(z), z ∈ R3\Λ (6.78)
If the density a(y) is continuous, the single layer potential (3.15) is continuous throughout
Rm, m = 2,3 [CK92], implying that
pi(y) = pe(y), y ∈ ∂Λ (6.79)
pi and pe represent two diﬀerent ﬁelds, deﬁned on diﬀerent domains and each with a
diﬀerent physical nature. Even though the two ﬁelds have the same value on ∂Λ, the
values of their normal derivatives ∇npi and ∇npe are in general diﬀerent. The diﬀerence,
or jump, between the normal derivatives is physically due to the presence of the layer of
secondary sources on ∂Λ, which determine a discontinuity in the gradient of the single
layer potential (3.15). This diﬀerence is given by the jump relation (2.102), which is
reported again here in the form
a(y) = ∇npi(y) − ∇npe(y), y ∈ ∂Λ (6.80)
If we choose the interior ﬁeld pi(z) to be equal to the desired sound ﬁeld p(z) in Λ, then
the jump relation provides the expression for the secondary source strength function a(y),
which allows a perfect reproduction of the desired ﬁeld in Λ. It is therefore possible to
write the following expression
p(z) =
Z
∂Λ
G(z,y)[∇npi(y) − ∇npe(y)]dS(y), z ∈ Λ (6.81)
This result is perfectly consistent with the Simple Source Formulation presented in
[Wil99]. The arguments presented here represent a diﬀerent method for obtaining the
same result. In order to obtain the source strength from the complete knowledge of
the desired sound ﬁeld, we need to compute the normal derivative of the exterior ﬁeld,
∇npe(y).
6.4.3 Equivalent scattering problem
We assume now that ∂Λ does not represent anymore the secondary source layer, but
it represents instead the boundary of an impenetrable scattering object. If the de-
sired sound ﬁeld p(z) impinges on this scattering object, a scattered sound ﬁeld ps(z)
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representing the solution to an exterior problem. The sum of the (incident) ﬁeld p(z)
and of the scattered ﬁeld ps(z) gives the total ﬁeld pT(z).
The scattering object Λ is assumed to be a sound soft object, or in other words an idealized
object with pressure release boundaries. In mathematical terms, this corresponds to the
following boundary condition:
pT(y) = 0, y ∈ ∂Λ (6.82)
This means that the acoustic pressure of the total sound ﬁeld equals zero on the boundary
of the scattering object. As we have seen, this condition is referred to as the homogeneous
Dirichlet boundary condition.
Under these assumptions and given a target/incident ﬁeld p(z), it can be easily seen that
ps(y) = −p(y), y ∈ ∂Λ (6.83)
Recalling the deﬁnition of the exterior ﬁeld given above, in view of equation (6.79) and
of the uniqueness of the exterior Dirichlet problem [CK83], it can be easily seen that
ps(z) = −pe(z), x ∈ Rm\Λ, m = 2,3 (6.84)
In view of this result and of the deﬁnition of pT(z) given above, it is possible to rewrite
equation (6.81) as follows
Z
∂Λ
G(z,y)∇npT(y)dS(y) =
(
p(z), x ∈ Λ
−ps(z), x ∈ R3\Λ
(6.85)
This meaningful result can be summarized by the following sentence:
Given a desired ﬁeld p(x) and a continuous distribution of monopole-like
sources on ∂Λ, we wish to compute the function a(y), representing the strength
of these sources, which allows for an exact reproduction of the desired ﬁeld
in Λ. This function is equal to the normal derivative of the total ﬁeld pT(y)
on ∂Λ, which is generated by the scattering of the desired ﬁeld by a sound
soft object with the shape of Λ.
This result completes the discussion on the analogy with Near-Field Acoustical Holog-
raphy, since it shows that the source strength a(y) is not exactly equal to the normal
derivative of the target ﬁeld on Λ, but it is rather equal to the normal derivative of the
total ﬁeld (incident+scattered) on Λ.
Equation (6.85) represents also an important result with respect to the exterior ﬁeld:
The sound ﬁeld generated by the layer of secondary sources in the exterior
region Rm\Λ, m = 2,3 equals to the scattered ﬁeld, with phase shifted of 180◦.Chapter 6 Methods for dealing with the ill-posedness 157
For the case of Λ being a sphere with radius RΛ, the total scattered ﬁeld on ∂Λ is derived
in appendix C and is given by
∇npT(y) =
∞ X
ν=0
ν X
µ=−ν
Aµν
ikR2
Λhν(kr)
Y µ
ν (ˆ y) (6.86)
where, assuming that jν(kRΛ) 6= 0 (namely, k in not one of the Dirichlet eigenvalues for
V ), Aµν is given by [Wil99]
Aµν =
hY
µ
ν |pi∂Λ
R2
Λjν(kRΛ)
(6.87)
As expected, this expression coincides with the expression for a(y) given by equation
(4.19) for the case of RV = RΛ.
We consider the case of ∂Λ being an inﬁnite plane and we study the acoustic scattering
by a pressure release inﬁnite plane ∂Λ. We assume that the incident ﬁeld is due to
a monopole source with strength ¨ m at a distance d, say, from the plane. It can be
seen that the scattered sound ﬁeld is equivalent to that generated by a mirror source,
specular in respect to the scattering plane to the monopole source generating the incident
ﬁeld, but with phase-reversed strength −¨ m. This scattered ﬁeld satisﬁes the pressure
release boundary condition pT = 0 on the scattering plane. From simple geometrical
considerations it follows that the normal derivative of the scattered acoustic ﬁeld equals
the normal derivative of the incident ﬁeld. Therefore, the normal derivative of the total
pressure ﬁeld, ∇npT, equals twice the normal derivative of the incident ﬁeld. This
argument can be extended to any sound ﬁeld of interest. If this result is substituted
into the jump relation (6.80), we see that the single layer potential reduces to the ﬁrst
Rayleigh integral formula [Wil99]:
p(x) =
Z
∂Λ
G(x,y)2∇np(y)dS(y) (6.88)
This result is perfectly consistent with the expression of a(y) given by equation(4.85).
In view of equation (6.72) and assuming that ˆ n = [ 0, 0,−1], we can indeed observe that
2∇np(y) = −2(iρ0ck) ˙ w(y) = −2F−1

(Fp)
iζ(·)
eiζ(·)d

(y) = a(y) (6.89)
where the last equality is due to equation (4.85).
6.4.4 High frequency scattering and the Kirchhoﬀ approximation
The result derived for the inﬁnite plane proves to be useful also for diﬀerent geometries
involving a compact and convex set Λ when the wave length considered, λ = 2π/k, is
much smaller than the characteristic dimension of Λ. The characteristic dimension can
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In this high frequency case, as suggested by Colton and Kress [CK92, p.54], it is possible
to solve the scattering problem using the Kirchhoﬀ approximation of the total ﬁeld. As
a ﬁrst step, we divide the boundary ∂Λ into the so called illuminated region ∂Λ− and
the shadow region ∂Λ+. They correspond to the portions of ∂Λ which are illuminated
and not illuminated, respectively, by the incident ﬁeld. For example, in the case of an
incident plane wave traveling in the direction k, these two regions correspond respectively
to [CK92]
∂Λ− = {y ∈ ∂Λ : y · k < 0} (6.90)
∂Λ+ = {y ∈ ∂Λ : y · k ≥ 0} (6.91)
In the speciﬁc case of Λ being a sphere, these two regions correspond to two hemispheres.
Two relevant approximation are made:
• In the shadow region ∂Λ+, the total ﬁeld pT(y) and its normal derivative ∇npT(y)
equal zero.
• In the illuminated area ∂Λ−, the scattering object can be considered locally as a
plane. Therefore, as shown in Section 6.4.3, the normal derivative of the total ﬁeld
∇npT(y) equals twice the normal derivative of the incident ﬁeld ∇npi(y).
These approximations can be expressed mathematically as follows:
∇npT(y) =
(
2∇np(y), y ∈ ∂Λ−
0, y ∈ ∂Λ+
(6.92)
Inserting these formulae in equation 6.85, we obtain the following result:
p(x) ≈
Z
∂Λ−
G(x,y)2∇np(y)dS(y), x ∈ Λ (6.93)
In practical terms, this meaningful result implies that:
If the wavelength is much smaller than the size of the reproduction region,
the solution of the sound ﬁeld reproduction problem can be computed by
applying the Kirchhoﬀ approximation. This implies that only the secondary
sources in the illuminated region are active, and that their strength equals
twice the normal derivative of the target ﬁeld.
This result is analogous to the Wave Field Synthesis approach with an analytical sec-
ondary source selection criterion, proposed by Spors [Spo07], derived from the Kirchhoﬀ-
Helmholtz integral.
As mentioned above, this result is a high frequency approximation of the more general
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desired ﬁeld when the wavelength considered is comparable to the size of Λ. On the
other hand, this approach allows for an explicit and simple computation of the source
strength function a(y) in terms of the normal derivative of the incident ﬁeld, with no
need to solve a (usually non trivial) scattering problem.Chapter 7
Towards the practical realization of
a sound ﬁeld reproduction system
The theoretical results presented in the previous chapters have been derived under two
relevant assumptions, namely:
• An inﬁnite number of secondary sources is continuously distributed on the bound-
ary of the reproduction area.
• The operating frequency ω and therefore the wave number k are ﬁxed.
Although these two assumptions have proved useful for deriving the results shown in the
previous chapters, they need to be removed when these theoretical results are applied
to real multi-channel audio systems. Such systems clearly include a ﬁnite number of
secondary sources, and they usually operate on a broad range of audio frequencies.
In the ﬁrst section of this chapter the consequences are studied of the discretization of
the secondary source distribution. It is clear that the use of a ﬁnite number of secondary
sources instead of a continuous distribution generates reproduction artifacts. These
artifacts are studied in detail, with special attention to the problem of spatial aliasing.
This and other phenomena described below are well-known and discussed also in the
literature dedicated to sampling theory (see for example, [Hig96] and [Mar01]). The
cases of spherical and linear geometry are analyzed with a greater level of detail.
The second section of this chapter is dedicated to an alternative method for solving the
sound ﬁeld reproduction problem under consideration. This technique may be regarded
as a Boundary Element Method and involves directly the discretization of the single layer
potential S, which assumes the form of a matrix, and of both the source strength a(y)
and the pressure proﬁle p(x), which are therefore represented by vectors. The solution
of the problem involves a matrix inversion. It is demonstrated that in the limiting case
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of a continuous distribution of sampling points on ∂V and ∂Λ, this method is equivalent
to the solution of the integral equation discussed in the previous chapters of this thesis.
The last section of this chapter is concerned with the extension of the sound ﬁeld re-
production problem to sound ﬁelds characterized by a broad-band frequency content
rather than by a single frequency. This analysis leads to the formulation of time domain
functions, corresponding to the signals driving the loudspeakers of a real sound ﬁeld re-
production system. In some special cases, such as the reproduction of the ﬁeld generated
by a single motionless source, these signals can be obtained by convolving a single signal
with a set of FIR ﬁlters, one for each loudspeaker. Explicit expressions for these ﬁlters
are derived for the special cases of spherical, circular, linear and planar geometry.
7.1 Discretization of the driving function
We assume now that the continuous distribution of secondary sources on ∂Λ is substituted
by an array of L < ∞ secondary sources on ∂Λ. This passage implies that the single
layer potential (3.15) is substituted by the following sum
ˆ p(z) =
L X
`=1
G(z,y`) ¨ m`, z ∈ R2,3 (7.1)
Recalling the deﬁnition of ¨ m given in Section 3.2, we observe that the ¨ m` is the strength
of the `-th secondary source, located at y` ∈ ∂Λ, and plays here the role that a(y)dS(y)
plays in the single layer potential (it is recalled that a(y) is actually deﬁned as the source
strength density). Equation (7.1) clearly represents the linear superposition of the sound
ﬁeld generated by the L secondary sources.
7.1.1 Sampling scheme
We refer to the arrangement of the L secondary sources on ∂Λ, that is the set of locations
y`, as the sampling scheme. Assuming ∂Λ bounded, it is possible to associate to the
sampling scheme a partitioning of ∂Λ into Dirichlet (or Voronoi) cells D`. These are
deﬁned by [SK97]
D` := {y ∈ ∂Λ : ||y − y`||∂Λ = min
1≤j≤L
||y − yj||∂Λ}, ` = 1,2,...L (7.2)
where ||y − y`||∂Λ deﬁnes the distance on ∂Λ between y and y`. It holds that [SK97]
L [
`=1
D` = ∂Λ
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These expressions mean that the regions D` cover all ∂Λ and that they do not overlap.
Each D` has a surface (or length, for the 2D problem) equal to ∆S`. It is clear that
L X
`=1
∆S` =
Z
∂Λ
dS (7.3)
This formula represents the area or length of ∂Λ.
7.1.2 Quadrature of S and sampling of a(y)
Expression (7.1) can be interpreted as a quadrature formula of the integral representing
the single layer potential. In order to show this, we subdivide the surface ∂Λ into the L
Dirichlet cells deﬁned above. We then assume that
Z
D`
G(z,y)a(y)dS(y) ≈ G(z,y`)a(y`)∆S`, ` = 1,2,...L, z ∈ Λ (7.4)
If this approximation is accurate, we see that the single layer potential (3.15) can be
rewritten in the following form:
(Sa)(z) =
Z
∂Λ
G(z,y)a(y)dS(y) ≈
L X
`=1
G(z,y`)a(y`)∆S` (7.5)
A comparison of this expression with equation (7.1) leads to the following result:
¨ m` = a(y`)∆S` (7.6)
which shows a possible expression of the source strength ¨ m` as a function of the source
strength density a(y) and of the sampling scheme adopted.
We can derive the same expression using the single layer potential (3.15), but substituting
the density a(y) with the sampled density as(y) given by
as(y) =
L X
`=1
a(y)δ∂Λ(y − y`)∆S` (7.7)
Using this formula as the density of the single layer potential S and in view of the
property (2.29) of the Dirac delta function we obtain the following result:
(Sas)(z) =
Z
∂Λ
G(z,y)as(y)dS(y) =
L X
`=1
G(z,y`)a(y`)∆S` (7.8)
This shows that substituting the density a(y) with its sampled version as(y) is equivalent
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If the single layer potential Sa with continuous density provides an exact reproduction
of the desired ﬁeld, this is generally not the case for the single layer potential Sas, with
sampled density. As we have seen, the accuracy of the reproduction depends on the
accuracy of the approximation given by equation (7.4). This is a very critical step of the
quadrature method, which might or might not lead to a sensible approximation of the
target ﬁeld. The validity of the approximation (7.4) depends clearly on the functions a(y)
and G(z,y) and on the sampling scheme adopted. It is possible that the approximation
is accurate for some cells D` and/or for some locations z ∈ Λ, while it might not be
accurate for others (this is usually the case for strongly non-uniform sampling schemes).
If this approximation is very inaccurate, serious reproduction artifacts might occur.
The approximation given by equation (7.4) can be justiﬁed by arguments analogous to
those presented, for example, by Rayleigh [Ray97]: if the characteristic dimension of D`
is small in comparison to the operating wave length λ = 2π/k and in comparison to the
distance |y`−z|, then the kernel of the integral in the left hand side of (7.4) can be taken
out of the integral, thus obtaining
Z
D`
G(z,y)a(y)dS(y) ≈ G(z,y`)
Z
D`
a(y)dS(y) (7.9)
where y` is assumed to coincide with the centroid of the cell D` (this assumption is
accurate for a uniform sampling scheme). This expression can be further reduced to
(7.4) under the assumption that a(y) is almost uniform over D`. This clearly depends
on the smoothness of the function a(y), which is in turn related to the wave number k
(and hence to ω) and to the characteristics of the target ﬁeld - as it has been observed
in Section 5.6, a(y) is smoother the farther is the location q of the virtual source. These
considerations lead to the intuitive consequence that the accuracy of the approximation
depends largely on the operating frequency ω as well as on the denseness of the sampling
scheme adopted (that is the number of cells per unit of area or length).
7.1.3 Spatial aliasing and sampling reproduction error.
We have seen that the discretization of the single layer potential, or equivalently the
sampling of its density, might lead to reproduction artifacts. In what follows, the analysis
of these errors is presented.
We deﬁne the sampling reproduction error s(z) as the diﬀerence between the target and
reproduced sound ﬁeld:
s(z) = p(z) − ˆ p(z) = (Sa)(z) − (Sas)(z), z ∈ Λ (7.10)Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 164
We want to express this error by means of the singular system σn,an(y),pn(x) of the
operator S. In Section 3.5.3 it has been shown that the representation
(Sa)(x) =
∞ X
n=1
pn(x)σnhan|ai∂Λ (7.11)
(corresponding to equation (3.24)) is generally valid only for x ∈ ∂V . It can however be
extended to Λ for arrangements including separable geometries, such as those discussed
in Chapter 4, for which the Helmholtz equation can be solved by separation of variables.
We will consequently limit the error analysis to the pressure proﬁle p(x), x ∈ ∂V for
the general case, and will extend the study to the entire reproduction region Λ for some
special geometries.
As a ﬁrst step, we consider the sampled version of the solution given by equation (3.28),
which is given by
as(y) =
L X
`=1
δ∂Λ(y − y`)
 
∞ X
n=1
an(y)
1
σn
hpn|pi∂V
!
∆S` (7.12)
We are assuming that a continuous description of the target pressure proﬁle is provided
(p(x) is not sampled). The scalar product of as with the singular function an is therefore
given by
han|asi∂Λ =
Z
∂Λ
an(y)∗as(y)dS(y) (7.13)
=
∞ X
m=1
1
σm
hpm|pi∂V
L X
`=1
Z
∂Λ
δ∂Λ(y − y`)an(y)∗am(y)dS(y)

∆S`
=
∞ X
m=1
1
σm
hpm|pi∂V
L X
`=1
an(y`)∗am(y`)∆S`
where the last equality has been derived by applying the property (2.29) of the Dirac
delta function.
7.1.3.1 Orthogonality matrix
We deﬁne the orthogonality matrix R as follows:
Rn,m :=
L X
`=1
an(y`)∗am(y`)∆S` (7.14)
It can be noticed that this formula is the discretized version of the orthogonality relation
(2.111) of the singular functions, that is han|ami∂Λ = δn,m. We can observe that R
is Hermitian, since Rn,m = R∗
m,n, and that both of its dimensions are inﬁnite. This
matrix contains the information on whether the sampled singular functions preserveChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 165
their orthogonality or not. More speciﬁcally, the elements of R can be interpreted as
the scalar products of one sampled mode am,s with a non-sampled mode an. In fact, we
observe that
am,s(y) =
L X
`=1
am(y)δ∂Λ(y − y`)∆S` (7.15)
han|am,si∂Λ =
Z
∂Λ
an(y)∗
L X
`=1
am(y)δ∂Λ(y − y`)∆S` dS(y) (7.16)
=
L X
`=1
an(y`)∗am(y`)∆S` = Rn,m
If R is an identity matrix, then the orthogonality of the modes is preserved. On the
contrary, the presence of non-zero oﬀ-diagonal terms Rn,m 6= 0, n 6= m indicates the
lack of orthogonality between sampled modes. In simple terms, the modes can no longer
be controlled independently of one another. This phenomenon is hereafter referred to
as modal leakage. As we will see soon, this is strictly connected with the phenomenon
known as spatial aliasing. The matrix R is sometimes referred to as the modal correlation
matrix. Clearly, R depends strongly on the sampling scheme adopted.
n →
m↓
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Figure 7.1: First 40x40 elements of the orthogonality matrix. ∂Λ is a circle sampled
at 10 uniformly arranged locations and kRV < 1.35.
Figure 7.1 represents the example of an orthogonality matrix, with ∂Λ being a circle
sampled at 20 uniformly distributed samples, and kRV < 1.35 (without this condition,
the singular values and functions may need to be re-ordered). The singular functions areChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 166
given by equation (4.38), that is
an(y) =
eiνnˆ y
RΛ
√
2π
(7.17)
νn = (−1)n−1

n − 1
2

(7.18)
The very regular pattern of R suggests that some sampled modes have a unitary orthog-
onal projections on a given set of diﬀerent modes. This can be seen by inserting the
deﬁnition (7.17) of the singular functions into the deﬁnition (7.14) of R and observing
that ∆S` = 2πRΛ/L and y` = [RΛ cosφ`,RΛ sinφ`], where φ` = (`−1)2π/L. This yields
Rn,m =
1
2πRΛ
L X
`=1
ei(νm−νn)ˆ y`∆S` =
1
L
L−1 X
`=0
ei(νm−νn) 2π
L ` (7.19)
This is a geometric series, whose sum gives
Rn,m =
1
L
1 − ei(νm−νn)2π
1 − ei(νm−νn) 2π
L
=
1
L
1 − ei(νm−νn)2π
1 − ei(νm−νn+aL) 2π
L
(7.20)
=
(
1, νn = νm + aL
0, νn 6= νm + aL
, a ∈ Z (7.21)
The same arguments can be used in order to prove the well-known periodicity of the
Discrete Fourier Transform, which clearly shares with the problem considered here the
very same mathematics. In view of (7.18), we observe that
νn =
(
n−1
2 , n is odd
−n
2, n is even
(7.22)
The combination of the results above leads to
Rn,m =
(
1, n = m + 2aL or n = −m + 2aL + 1, a ∈ Z
0, otherwise
(7.23)
This relation describes the regular aliasing pattern shown in Figure 7.1.
Figure 7.2 represents the absolute values of the elements of the orthogonality matrix for
a spherical surface and a sampling scheme given by the 20 vertices of a regular dodecahe-
dron. The singular functions an(y) are given by equation (4.8) and are proportional to
spherical harmonics. The condition kRV < 1.9 is imposed, in order to avoid reordering
the singular values. In this case, no simple derivation of the values of the matrix element
is derived. Indeed, the sampling theory for functions deﬁned on a sphere is a complex
topic, whose detailed presentation lies beyond the scope of this thesis. Much research
eﬀort has been dedicated to the determination of sampling schemes for a sphere, with
the aim of obtaining the largest number of independent modes for a given number ofChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 167
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Figure 7.2: Absolute values of the ﬁrst 40x40 elements of the orthogonality matrix.
∂Λ is a spherical surface and the sampling scheme adopted corresponds to the 20 vertices
of a regular dodecahedron, and kRV < 1.9.
sampling points. The reader can refer, for example, to [SK97], [RWB07], [Raf05] and
[Zot09] for a greater insight into this subject.
We can observe that in the orthogonality matrices of both the circle and the sphere
there is a square sub-matrix which equals an identity matrix. This is identiﬁed by the
red dashed contour line and corresponds to low orders n,m. This indicates that no modal
leakage occurs between low order modes, which are therefore independent of one another
(but they are not orthogonal to higher order modes). This situation is usual for regular
or almost regular sampling schemes. The number of independent modes is related to the
number of sampling points. We observe that for the circle, the number of independent
modes equals the number L of the secondary sources. For the spherical geometry we have
that the number of independent modes is less than the number of secondary sources.
7.1.3.2 Modal cross-eﬃciency
We go back to the expression of the sampling reproduction error s and we insert equation
(7.13) in the expression (7.11) of S with sampled density as, thus obtaining
(Sas)(x) =
∞ X
n=1
∞ X
m=1
pn(x)hpm|pi∂V
σn
σm
Rn,m (7.24)Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 168
Given the expression (7.11) of Sa with continuous density, and assuming that (Sa)(x) =
p(x), we obtain the following expression for the reproduction error:
s(x) =
∞ X
n=1
∞ X
m=1
pn(x)hpm|pi∂V
σn
σm
(δn,m − Rn,m) (7.25)
The term σn/σm represents the ratio between the eﬃciency of the mode an(y) and the
mode am(y), and is thus referred to as modal cross-eﬃciency. This ratio modulates the
energy of the modal leakage, given by matrix R. As the singular values are ordered with
decreasing magnitude, we see that the contributions which are most likely to generate
large errors correspond to those elements of the series with small index n and large index
m.
The modal cross-eﬃciency does not depend on the sampling scheme adopted, but on
the geometrical arrangement. We see that the spread of the singular values σn, which
is the reason for the generation of a large modal cross-eﬃciency, is also responsible of
the ill-conditioning of the problem. In light of the results presented in Chapter 6, it can
be argued that the values of σn/σm are closer to unity when Λ and V coincide and the
problem is mildly ill-conditioned. For example, in the spherical geometrical arrangement
(Section 4.1), the modal cross-eﬃciency has the following asymptotic value (see equation
(4.15))
σn
σm
=
2νm + 1
2νn + 1

RΛ
RV
νm−νn
, νn,νm → ∞ (7.26)
When the control and reproduction region coincide (RV = RΛ), this approximation
reduces to νm/νn: in this case the modal cross eﬃciency is large for large νm and small
νn (although the singular values may need to be reordered with decreasing magnitude).
Analogously, in the case of planar and linear geometry (sections 4.3 and 4.4), in view of
equation (4.57) we observe that
σκ
σκ0
=
 
 
ζ(κ0)
ζ(κ)
 
 e[Im(ζ(κ0))−Im(ζ(κ))]d (7.27)
This is the exact value (not asymptotic). If V = Λ and therefore d = 0, the above
expression clearly reduces to |ζ(κ0)| / |ζ(κ)|.
The modal cross-eﬃciency is therefore representative of a given choice of ∂Λ and ∂V .
Its value does not describe the reproduction error in the interior of Λ, but only on the
boundary ∂V , also in the case of separable geometries.
7.1.3.3 Spatial aliasing
The loss of orthogonality of the sampled modes discussed above is known as spatial
aliasing, from the Latin word alius (other, among many). As we have seen, the aliasingChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 169
error (used here as an equivalent term for the sampling error) actually represent the fact
that, when attempting the reproduction of a given pressure mode pν, several modes other
than the desired mode are unintentionally reproduced.
The expression for the sampling reproduction error can be reformulated after having
introduced the aliasing matrix E, deﬁned by
En,m :=
σn
σm
(δn,m − Rn,m) (7.28)
As for matrix R, the dimensions of E are both inﬁnite, but in contrast to R, matrix E
is not Hermitian.
An alternative deﬁnition of the aliasing matrix might not include the factor σn/σm, in
which case the aliasing matrix would correspond to the diﬀerence between the identity
matrix and the orthogonality matrix R.
Equation (7.25) can therefore be rewritten as follows:
s(x) =
∞ X
n=1
∞ X
m=1
pn(x)hpm|pi∂V En,m (7.29)
Figure 7.3 represents the absolute values of the aliasing matrix, in a logarithmic scale
(dB), for the same spherical geometry and sampling scheme adopted for Figure 7.2.
The radii of the reproduction and control regions are RΛ = 1.5 m and RV = 0.1 m,
respectively, while the wave number k = 6 rad/m. It can be noticed that the elements
with larger magnitude correspond to small values of the index n and large value of m,
as mentioned above. Clearly, this conﬁguration of the aliasing matrix depends upon the
given choice of RV , RΛ and k.
7.1.4 Spectral truncation and truncation error
A common strategy to limit artifacts due to spatial aliasing lies in the exclusion of the
high orders modes from the computation of the secondary source strength. This can
be achieved by truncating the series of Fourier coeﬃcients hpm|pi∂V , representing the
pressure proﬁle, to a given order M. The mode truncated version of the target proﬁle is
therefore given by
ps.t.(x) =
M X
m=1
pm(x)hpm|pi∂V (7.30)
The truncation error, that is the diﬀerence between the target pressure proﬁle and its
mode truncated version, is clearly given by
s.t.(x) =
∞ X
m=M+1
pm(x)hpm|pi∂V (7.31)Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 170
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Figure 7.3: First 40x40 elements of matrix E (dB scale). ∂Λ and ∂V are spheres
with radii RΛ = 1.5 m and RV = 0.1 m, respectively, while k = 6 rad/m. The sampling
scheme adopted corresponds to the 20 vertices of a regular dodecahedron.
It can be observed that this expression is identical to equation (6.8), which describes
the reconstruction error associated to the application of the spectral cut-oﬀ. Indeed, this
regularization technique discussed in Section 6.1 (and equivalently the spectral damping)
is an eﬀective method for reducing the reproduction artifacts caused by both spatial
aliasing and ill-conditioning.
When we operate the truncation we are actually trading the sampling error with the
truncation error. The truncation should be therefore applied once we are sure that, in
the region where an accurate reproduction is desirable, the consequent truncation error
will be smaller than the aliasing error we are going to avoid. The orthogonality matrix
is often such that its ﬁrst N rows and columns deﬁne an identity matrix, as shown for
example by the red dashed lines in ﬁgures 7.1 and 7.2. Choosing this N as the truncation
order appears therefore to be a sensible option, although it is not necessarily the best
one for every situation.
7.1.5 Pre-aliasing and post-aliasing
The application of the spectral truncation described above implies that the order of one of
the two series in the expression (7.29) of the sampling reproduction error (corresponding
to one of the dimensions of matrices R and E) is M instead of inﬁnity. As discussed
previously, this method corresponds to the exclusion of the high order modes from the
computation of the density a(y). This strategy can be regarded as a pre-aliasing ﬁltering.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 171
Pre-aliasing error can be avoided by a simple modal truncation of the solution, provided
that the latter has been computed from a continuous description of the pressure proﬁle.
If p(x) was sampled, as in the case when it is measured by an array of real or virtual
microphones, much care should be taken in order to avoid artifacts caused by pre-aliasing
(see discussion in Section 7.2.1).
In any case, the order of the second series in (7.29) is still inﬁnite. This is due to a
physical reason, namely that the ﬁnite number of secondary sources is generating all
pressure modes pn(x), including modes of order higher than the truncation order M (see
for example the expansion of a monopole ﬁeld provided by equation (4.2)). This happens
in spite of the fact that no attempt is made to control the high order modes and that
they are excluded from the computation of the secondary source strengths. Ideally, this
could be avoided by constructing an arrangement of secondary sources (in practice, a
loudspeaker array) which does not generate high order pressure modes. In a way, this
eﬀect is implicitly generated by the physical distance between ∂Λ and ∂V , when these
do not coincide.
The reproduction artifacts due to the projection of the modes of order m < M onto the
higher modes is referred to as post-aliasing error, and is given by
s,post :=
∞ X
n=M+1
M X
m=1
pn(z)hpm|pi∂V En,m (7.32)
Analogously, the pre-aliasing error is given by
s,pre :=
M X
n=1
M X
m=1
pn(z)hpm|pi∂V En,m (7.33)
Although the post-aliasing can not be controlled by applying signal processing strategies,
its eﬀect is limited by the decay of the singular values σn representing the nominator
of the fraction σn/σm, included in equation (7.28). The eﬀect of pre-aliasing might also
be limited by the fact that the orthogonality matrix R is often likely to be diagonal (or
close to diagonal) for low orders n,m and almost uniform sampling schemes.
7.1.6 Reproduced ﬁeld and total reproduction error
In light of the results presented, we are now able to derive an expression for the repro-
duced ﬁeld and for the total reproduction error. The expression for the reproduced ﬁeld
reported below includes the eﬀects of both spatial sampling and spectral truncation:
(Sas+s.t.)(x) =
∞ X
n=1
M X
m=1
pn(x)hpm|pi∂V
σn
σm
Rn,m (7.34)Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 172
The total reproduction error, including both aliasing and truncation errors, is given by
s+s.t.(z) =
∞ X
n=1
M X
m=1
pn(z)hpm|pi∂V En,m +
∞ X
j=M+1
pj(x)hpj|pi∂V (7.35)
=
∞ X
n=1
∞ X
m=1
pn(z)hpm|pi∂V ˜ En,m
The last expression is analogous to equation (7.29), with the diﬀerence that the terms
En,m have been substituted by the elements of the modiﬁed aliasing matrix ˜ E, deﬁned
by
˜ En,m :=
σn
σm

δn,m − Rn,m ˜ H(m − M)

(7.36)
where the function ˜ H(·), similar to the discrete Heaviside (step) function, is given by
˜ H(m − M) =
(
1 , m ≤ M
0 , m > M
(7.37)
Figure 7.4 illustrates a diagrammatic representation of equation (7.35) and of matrix
˜ E. The geometrical arrangement is the same as that used for Figure 7.3. The regions
shaded with blue, green and yellow identify the elements contributing to the pre-aliasing,
post-aliasing and truncation errors, respectively. The gray scale represents the absolute
values of ˜ E in dB scale.
7.1.7 Separable geometries
The results presented in Chapter 4 indicate that, in the case of the separable geometries
considered, the singular functions and singular values corresponding to diﬀerent choices
of control volume V are related by simple mathematical formulae. More speciﬁcally, it
has been shown that the singular functions corresponding to diﬀerent choices of V may
diﬀer by a complex factor of unitary magnitude (γν, γκ) and by a normalization factor
(R
−1,−1/2
V,Λ ). The singular values for diﬀerent V are given by identical functions with
diﬀerent arguments, and may also diﬀer by a normalization factor.
Using these relations, it is possible to extend the expression for the reproduction error
from ∂V to the entire reproduction region Λ. It should be considered that the expression
for the modal cross-eﬃciency σn/σm includes in the numerator the singular value related
to the estimation point z ∈ Λ, and in the denominator the singular value related to the
control boundary ∂V . Consequently, the aliasing matrix becomes a function of z. In the
light of these considerations we can write the following expression, valid for separableChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 173
Figure 7.4: Diagrammatic representation of equation (7.35) and of the ﬁrst 40x40
elements of matrix ˜ E. ∂Λ and ∂V are spheres with radii RΛ = 1.5 m and RV = 0.1 m,
respectively, while k = 6 rad/m. The sampling scheme adopted corresponds to the 20
vertices of a regular dodecahedron. The gray scale represents the absolute values of ˜ E in
dB. The regions shaded with blue, green and yellow identify the elements contributing
to the pre-aliasing, post-aliasing and truncation errors, respectively.
geometries:
s+s.t.(z) =
∞ X
n=1
∞ X
m=1
pn(z)hpm|pi∂V ˜ En,m(z) (7.38)
=
∞ X
n=1
∞ X
m=1
pn(z)hpm|pi∂V
σn(z)
σm(x)

δn,m − Rn,m ˜ H(m − M)

, z ∈ Λ, x ∈ ∂V
7.1.8 Reproduction error for spherical geometry
The results presented above are now calculated for an arrangement including concentric
spheres, with reference to the results presented in Section 4.1, and more speciﬁcally with
reference to the expressions (4.7)-(4.11) of the singular system.
The relevant fact is highlighted that the relation (4.11) between the index n of the
singular values/functions and the indices ν,µ of the spherical harmonics, Bessel and
Hankel functions, namely ν = d
√
n − 1e, µ = n − 1 − ν − ν2 1 , is valid only for small
1It is recalled that the symbol d·e indicates the ceiling operator (rounding up to the next integer).Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 174
values of the product kRV . For higher frequencies or larger radii of the control region,
this relation is no longer valid as a consequence of the oscillating behavior of the Bessel
functions (see Figure 4.2) Hence, the singular functions and values should be reordered
according to the magnitude of the latter. This would in turn require a permutation of the
rows and columns of the orthogonality matrix R, which would therefore have an irregular
pattern. The independent modes, identiﬁed by the red dashed contour line in Figure 7.2,
would in this case no longer correspond to the lower order modes. This would make
the choice of the truncation order more complicated. For these reasons, the choice was
made not to reorder the singular values and functions, but rather to keep them ordered
consistent with the indices ν and µ, as indicated above. Analogous considerations hold
also for the concentric circle geometry.
Given a generic sampling scheme {y`} of the surface ∂Λ and considering equation (7.34),
we derive the following expression for the reproduced ﬁeld:
(Sas+s.t.)(z) =
∞ X
ν=0
ν X
µ=−ν
N X
n=0
n X
m=−n
Y µ
ν (ˆ z)
Z
∂V
Y m
n (ˆ x)∗p(x)
dS(x)
R2
V
(7.39)
·
jν(kz)hν(kRΛ)
jn(kRV )hn(kRΛ)
L X
`=1
Y µ
ν (ˆ y`)∗Y m
n (ˆ y`)
∆S`
R2
Λ
, z ∈ Λ
where N =
√
M − 1, so the total number of singular functions is M (see the discussion
on the degeneracy of the singular functions in Section 4.1). This expression takes into
consideration the eﬀects of both sampling and spectral truncation. The sampling repro-
duction error in Λ is derived from equation (7.29), including only the ﬁrst M terms of
the second series (with variable m). This leads to
s(z) =
∞ X
ν=0
ν X
µ=−ν
N X
n=0
n X
m=−n
Y µ
ν (ˆ z)
Z
∂V
Y m
n (ˆ x)∗p(x)
dS(x)
R2
V
(7.40)
·
jν(kz)hν(kRΛ)
jn(kRV )hn(kRΛ)
 
δn,νδm,µ −
L X
`=1
Y µ
ν (ˆ y`)∗Y m
n (ˆ y`)
∆S`
R2
Λ
!
, z ∈ Λ
The terms of the ﬁrst series with 0 ≤ ν ≤ N give the pre-aliasing error, while the terms
with N +1 ≤ ν < ∞ give the post-aliasing error. The truncation error is calculated from
equation (7.31) and is given by the following expression:
s.t.(z) =
∞ X
ν=N+1
ν X
µ=−ν
Y µ
ν (ˆ z)
jν(kz)
jν(kRV )
Z
∂V
Y µ
ν (ˆ x)∗p(x)
dS(x)
R2
V
(7.41)
=
∞ X
ν=N+1
ν X
µ=−ν
Y µ
ν (ˆ z)
Z
Ωz
Y µ
ν (ˆ x)∗p(x)
dS(x)
z2 , z ∈ Λ
In what follows, the example is provided of a spherical array of 40 secondary sources,
having a radius of 1.8 m. This is the same array used for the experiments presented inChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 175
Chapter 8. The locations of the secondary sources, which deﬁne the sampling scheme
adopted, are reported in Appendix E.
Figure 7.5 shows the orthogonality matrix for this conﬁguration (with RV = 0.1 m and
k = 6 rad/m). As the sampling scheme is only approximatively uniform, almost all modes
are not orthogonal one to another . Though many of the elements of the orthogonality
matrix have small values, the large majority of them diﬀers from zero.
Figure 7.5: Absolute values of the ﬁrst 100x100 elements of the orthogonality matrix.
∂Λ and ∂V are spheres with radii RΛ = 1.8 m and RV = 0.1 m, respectively, while
k = 6 rad/m. The sampling scheme adopted corresponds to that reported in Appendix
E.
Figure 7.6 reports the absolute values of the elements of matrix ˜ E (dB), for two diﬀerent
choices of RV and for the truncation order N = 5 (corresponding to (N + 1)2 = 36
modes). Figure 7.7 reports the absolute values of matrix ˜ E for the same two values of
RV but for the truncation order N = 15 (corresponding to (N + 1)2 = 256 modes).
The attempt is made to reproduce the sound ﬁeld due to a virtual source located at
[rq,θq,φq] = [2.5 m,80◦,140◦] and wave number k = 6 rad/m. The target sound ﬁeld
is reported in Figure 5.2. Figures 7.12 to 7.17 represent respectively the reproduced
ﬁeld (equation (7.39)), the normalized reproduction error (equation (5.31)), the pre- and
post-aliasing errors (equation (7.40)) and the truncation error (equation (7.41)) in the
region of the space given by
Λ0 := {z ∈ Λ : z3 = 0} (7.42)
that is the horizontal cross-section of the reproduction region. Two diﬀerent orders of
truncation N = 5 and N = 15 have been used, while all the inﬁnite series have beenChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 176
Figure 7.6: Absolute values of the ﬁrst 440x440 elements of matrix ˜ E (dB scale), with
truncation order N = 5. ∂Λ and ∂V are spheres with radii RΛ = 1.5 m, RV = 0.1 m
(a) and RV = 1 m (b), respectively, while k = 6 rad/m. The sampling scheme adopted
is reported in Appendix E.
Figure 7.7: Absolute values of the ﬁrst 440x440 elements of matrix ˜ E (dB scale), with
truncation order N = 15. ∂Λ and ∂V are spheres with radii RΛ = 1.5 m, RV = 0.1 m
(a) and RV = 1 m (b), respectively, while k = 6 rad/m. The sampling scheme adopted
is reported in Appendix E.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 177
approximated with ﬁnite summations up to the order N = 20 (corresponding to a total
of 441 terms).
A further proof of the validity of the calculation was provided by the fact that the
sum of the sampling and truncation errors on Λ0 proves to be equal to the diﬀerence
between the target ﬁeld and the reproduced ﬁeld (namely s,pre(z)+s,post(z)+s.t.(z) =
p(z) − ˆ p(z), z ∈ Λ0).
The dashed circles in ﬁgures 7.14 and 7.16 identify the boundaries of the ball BN/k
deﬁned
BN/k := {z ∈ R3 : z < N/k} (7.43)
It can be observed that, in the case of N = 5, the post-aliasing and truncation errors
are approximatively conﬁned to the exterior of this region. Recall that these errors are
generated by the contributions of pressure modes of orders higher than N. This result is
consistent with the "rule of thumb" proposed by Ward and Abhayapala [WA01], which
suggest a truncation order N ≥ kR for an accurate reproduction within a sphere of radius
R. An identical relation was proposed by Rafaely [RWB07], [Raf05] in the framework of
spherical microphone arrays. This is a consequence of the fact that the closer z is to the
origin, the smaller is the contribution of high order modes to the reproduced sound ﬁeld
ˆ p(z). This is clearly related to the interpretation of the operator S as a spatial low pass
ﬁlter, proposed in Chapter 4.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 178
Figure 7.8: Reproduced sound ﬁeld of a virtual source located at [rq,θq,φq] =
[2.5 m,80◦,140◦] and k = 6 rad/m with a discrete array of 40 secondary sources. The
ﬁeld was computed from equation (7.39) with the order of truncation N = 5.
Figure 7.9: Reproduced sound ﬁeld of a virtual source located at [rq,θq,φq] =
[2.5 m,80◦,140◦] and k = 6 rad/m with a discrete array of 40 secondary sources. The
ﬁeld was computed from equation (7.39) with the order of truncation N = 15.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 179
Figure 7.10: Normalized reproduction error (%) computed from equation (5.31) and
N = 5.
Figure 7.11: Normalized reproduction error (%) computed from equation (5.31) and
N = 15.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 180
Figure 7.12: Pre-aliasing error computed from equation (7.40) and N = 5.
Figure 7.13: Pre-aliasing error computed from equation (7.40) and N = 15.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 181
Figure 7.14: Post-aliasing error computed from equation (7.40) and N = 5.
Figure 7.15: Post-aliasing error computed from equation (7.40) and N = 15.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 182
Figure 7.16: Truncation error computed from equation (7.41) and N = 5.
Figure 7.17: Truncation error computed from equation (7.41) and N = 15.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 183
The L1 norm of a function f(x) on a subset D of its domain is deﬁned by:
||f||1,D =
Z
D
|f(x)|dS(x) (7.44)
This measure, applied to the reproduction error, provides the value of the average of the
absolute value of the error (multiplied by the area of D). For this reason, it is used here
instead of the usual L2 norm. Figure 7.18 reports the L1 norms (on Λ0) of the diﬀerent
errors, normalized by the norm ||p||1,Λ0 of the desired ﬁeld.
It can be observed that for N = 5 the pre-aliasing error is low, while the post-aliasing
and truncation errors are large. The opposite holds for the case of N = 15. This fact,
in combination with the considerations on the spatial distribution of the truncation and
post-aliasing errors mentioned above, provides a greater insight into the diﬀerent spatial
distributions of the normalized reproduction error depicted in ﬁgures 7.10 and 7.11.
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Figure 7.18: L1 norm of the diﬀerent reproduction errors on Λ0, for N = 5 and
N = 15. The values represent the norm of the errors on Λ0, normalized by ||p||1,Λ0
In order to better understand the eﬀect of the order of truncation N, we present a brief
analysis of the behavior of the source strength density function a(y) for the two diﬀerent
choices of N reported above. Figure 7.19 shows the plots of |a(y)| calculated from the
series (5.30) truncated to N = 5 and N = 15, respectively, and as a function of the angle
ϕqy between the vectors q (the location of the virtual source) and y (the location of the
secondary source). The virtual source location is always [rq,θq,φq] = [2.5 m,80◦,140◦]
and k = 6. It can be clearly noticed that the amplitude of the solution with N = 15
(red line in the ﬁgure) has a broad, large main lobe in the direction of the virtual source
(ϕqy = 0◦), while the solution with N = 5 (blue line in the ﬁgure) is characterized by aChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 184
narrower main lobe with smaller amplitude, and side lobes with considerable magnitude.
These side lobes are caused by the truncation of the inﬁnite series (analogous plots for
the case of N = ∞ is shown in Figure 5.6). A large lobe of less than 20 dB smaller
than the main lobe appears at ϕqy = 180◦. This has the remarkable consequence that
acoustic energy is generated by the secondary sources arranged in the direction opposite
to the virtual source. This might result in an unwanted eﬀect if the ﬁeld reproduction is
performed, for example, for audio purposes.
The width of the main lobes is controlled by the distance of the virtual source and by the
order of truncation. When N = ∞, as it has been discussed in Section 5.6.1, only the
main lobe is present and it becomes progressively narrow when the virtual source gets
closer to ∂Λ (if q ∈ ∂Λ, a(y) is a Dirac delta function). On the other hand, the narrower
is the lobe, the larger is the magnitude of the high order terms in the generalized Fourier
series representing a(y). It can be argued that, when the virtual source is far away,
the shape of the truncated solution resembles of the solution computed with an inﬁnite
series. When the virtual source gets closer, the width of the main lobe gets narrower, and
when the width of the lobe is too narrow for being represented with the ﬁnite number of
terms N, side lobes begin to appear.
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Figure 7.19: Absolute value of the secondary source density a(y), given by series
(5.30) truncated to N = 5 (blue line) and N = 15 (red line). The left hand side of the
ﬁgure shows a plot with Cartesian axes, while the right hand side shows a polar plot.
7.1.9 Reproduction error for linear geometry
Results analogous to those presented in the previous sections can be extended also to the
cases of linear and planar geometry for which, as has been mentioned more than once,
the integral operator S is not compact. In this section, the reproduction error for linear
geometry is analyzed.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 185
The case is considered of ∂Λ and ∂V being two parallel lines, as described in Section
4.4. In order to keep the notation simple, since all y ∈ ∂Λ are such that y = [y1, 0, 0],
we substitute here the vector y ∈ ∂Λ with the scalar y = y1 (which can also be negative
and does not represent in this case the absolute value of y). A sampling scheme {y`} is
deﬁned on ∂Λ, with Dirichlet cells of length ∆S`. The sampled density as(y) is therefore
given by
as(y) = a(y)
L X
`=1
δ(y − y`)∆S` (7.45)
where the continuous density is assumed to exist and is given by equation 4.102, reported
here
a(y) = F−1

2ζ
ieiζd(Fp)

(y) (7.46)
where ζ = ζ(κ) =
√
k2 − κ2 and d is the distance between the two lines ∂Λ and ∂V .
The reproduced ﬁeld ˆ p(z) = (Sa)(z), z ∈ R2 can be derived from the extension of
equation (4.69) to R2, namely
(Sas)(z) =
"
F−1ieiζ|z3|
2ζ
(Fas)
#
(z) (7.47)
=
Z
R
eiκz1
√
2π
ieiζ(κ)|z3|
2ζ(κ)
"Z
R
e−iκy
√
2π
L X
`=1
δ(y − y`)∆y`
 Z
R
2ζ(κ0)
ieiζ(κ0)d
eiκ0y
√
2π
(Fp)(κ0)dκ0
!
dy
#
dκ
=
Z
R
Z
R
eiκz1
√
2π
ζ(κ0) eiζ(κ)|z3|
ζ(κ) eiζ(κ0)d (Fp)(κ0)
 
L X
`=1
ei(κ0−κ)y` ∆y`
2π
!
dκ0dκ
Recalling the deﬁnition of σκ and γκ, given by equations (4.94) and (4.95), respectively,
and having deﬁned the function R(κ0 − κ) similarly to matrix R by
R(κ0 − κ) :=
L X
`=1
ei(κ0−κ)y` ∆y`
2π
(7.48)
we can rewrite equation (7.47) as follows:
(Sas)(z) =
Z
R
Z
R
eiκz1
√
2π
(Fp)(κ0)
σκ(z3)γκ(z3)
σκ0(d)γκ0(d)
R(κ0 − κ) dκ0dκ (7.49)
This expression can be interpreted as an extension of equation (7.24), in which the two
sums have been substituted by integrals.
In view of the deﬁnition of convolution (2.92) and of the identity R(κ−κ0) = R(κ0−κ)∗,
the equation above can be expressed as follows:
(Sas)(z) =
Z
R
eiκz1
√
2π
σκ(z3)γκ(z3)

(Fp)(κ)
σκ(d)γκ(d)
⊗ R(κ)∗

dκ (7.50)Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 186
7.1.9.1 Uniform sampling
The special case is considered of a uniform sampling scheme, that is to say ∆S` = ∆y
and y` = ∆y(` − 1 − (L − 1)/2), where the number of secondary sources L is assumed
to be odd (this implies that y1 = −∆y(L − 1)/2 and yL = ∆y(L − 1)/2). In view of the
deﬁnition of the rectangle function Π and of the comb function X given by equations
(2.62) and (2.30), respectively, we observe that
X

y
∆y

Π

y
L∆y

=
L−1
2 X
`=− L−1
2
δ(y − `∆y) ∆y (7.51)
The comb function represents the eﬀect of sampling, while the multiplication by the
rectangular function implies truncation of the series above to a ﬁnite sum. The sampled
density (7.45) can be therefore expressed by
as(y) = F−1

Fp
σκγκ

(y) X

y
∆y

Π

y
L∆y

(7.52)
The Fourier transform of this function can be computed from the convolution theorem
(2.94) and from equations (2.31) and (2.63) and is given by
(Fas)(κ) =
(Fp)(κ)
σκγκ
⊗
∞ X
n=−∞
δ

κ −
2πn
∆y

⊗ L
∆y
2π
sinc

L∆y
κ
2

(7.53)
=
(Fp)(κ)
σκγκ
⊗ L
∆y
2π
∞ X
n=−∞
sinc

L
κ
2
∆y − nπ

Equation (2.61) shows that
L
∞ X
n=−∞
sinc

L
κ
2
∆y − nπ

=
sin(L∆y κ/2)
sin(∆y κ /2)
= csincL (∆y κ) (7.54)
In view of this result, equation (7.50) is rewritten as follows:
(Sas)(z) =
Z
R
eiκz1
√
2π
σκ(z3)γκ(z3)

(Fp)(κ)
σκ(d)γκ(d)
⊗
∆y
2π
csincL (∆y κ)

dκ (7.55)
It is now clear that, in the case of uniform sampling,
R(κ) =
∆y
2π
csincL (∆y κ) =
1
√
2π

F X

·
∆y

Π

·
L∆y

(κ) (7.56)
This result can be simply derived also by applying the property (2.59) of the circular
sinc function to equation (7.48).
It can be observed that R(κ) is a real valued, even and periodic function, with period
κa = 2π/(∆y), with zeros at κ = ±κan/L, n/L / ∈ N. R(κ) depends on the number ofChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 187
secondary sources L and on their spacing ∆y, but it is independent of the wave number k.
More speciﬁcally, the distance ∆y between the secondary sources determines the period
of R(κ), while the width of the lobes at κ = ±nκa is inversely proportional to the product
L∆y, that is the aperture of the array. Figure 7.20 shows a plot of the function R(κ) for
L = 11 and ∆y = 0.1 m (the array aperture is L∆y = 1.1 m).
     
 
 
 
−κa 0 κa
0
L
κa
→ ← 2κa/L
κ
Figure 7.20: Function R(κ) for L = 11 and ∆y = 0.1 m.
Using formulae (2.60), (2.32) and (2.57) the following relations can be derived:
lim
L→∞
R(κ) =
∞ X
n=−∞
δ (κ − nκa) =
∞ X
`=−∞
eiκ`∆y∆y
2π
(7.57)
lim
∆y→0
L∆y→S∂Λ
R(κ) =
∆y
2π
sin(S∂Λκ/2)
∆y κ/2
=
S∂Λ
2π
sinc

S∂Λ
κ
2

(7.58)
The second of these formulae represents the case of a continuous distribution of sources
on a ﬁnite segment of length S∂Λ. It indicates that the restriction of the continuous
source distribution to a ﬁnite subset of ∂Λ introduces smearing of the spectrum of the
reproduced ﬁeld (a Dirac delta function becomes a sinc function).
The ﬁrst formula above clearly resembles equation (7.48) and involves an inﬁnite number
of secondary sources, with spacing ∆y between one another. This result demonstrates
the well known phenomenon that the sampling of the continuous density a(y) generatesChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 188
periodic repetitions of the spectrum of the reproduced ﬁeld, namely
ˆ p(z) =
Z
∂Λ
G(z,y)
"
a(y)
∞ X
`=−∞
δ(y − `∆y)∆y
#
dy (7.59)
=
∞ X
n=−∞
Z
R
eiκz1
√
2π
"
ζ(κ − nκa) eiζ(κ)|z3|
ζ(κ) eiζ(κ−nκa)d
#
(Fp)(κ − nκa) dκ
It should be noticed that these are not simple periodic repetition, as they are modulated
by the ratio σκ/σκ+nκa (the term within square brackets), analogous to the modal cross
eﬃciency deﬁned previously.
7.1.9.2 Example with plane waves
We consider now the case of a target ﬁeld given by a single plane wave (either evanescent
or propagating) of the form
p(z) = eiz·k = ei[z1˜ κ+z3ζ(˜ κ)], z ∈ R2, ˜ κ ∈ R (7.60)
We observe that, for z ∈ ∂V (namely z3 = d)
(Fp)(κ) =
Z
R
e−iκz1
√
2π
ei[z1˜ κ+dζ(˜ κ)]dz1 =
√
2π eidζ(˜ κ) δ(κ − ˜ κ) (7.61)
Meaning that the spatial spectrum of the target ﬁeld is a single Dirac delta function.
From equation (4.101) we have that
a(y) = −i2ζ(˜ κ)eiκy (7.62)
The reproduction is attempted initially with an array including an inﬁnite number of
uniformly arranged secondary sources. Inserting (7.61) in equation (7.59) and applying
the usual properties of the Dirac delta function, we obtain
ˆ p(z) =
∞ X
n=−∞
ζ(˜ κ)
ζ(˜ κ + nκa)
ei[z1(˜ κ+nκa)+|z3|ζ(˜ κ+nκa)], z ∈ R2 (7.63)
Since ζ(˜ κ + nκa) could be either a real number or a purely imaginary number, the
reproduced ﬁeld is a superposition of an inﬁnite number of evanescent waves (|˜ κ+nκa| >
k) and potentially also propagating waves (|˜ κ+nκa| < k). We will refer to the elements
of the series above such that n 6= 0 as aliased waves. Each aliased wave is modulated
by a factor given by the fraction in the formula above (analogous to the modal cross-
eﬃciency).
It is reasonable to consider the propagating aliased waves to be the most dangerous
reproduction artifacts, since their eﬀect is not limited to the near ﬁeld of the array. SuchChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 189
waves are generated when the condition |˜ κ+nκa| < k is veriﬁed. This happens when at
least one n ∈ {±1,±2,±3,···} exists such that
(nκa − k) < ˜ κ < (nκa + k) (7.64)
Figure 7.21 shows a diagrammatic representation of this condition, for κa = πk. If the
spectral line δ(κ − ˜ κ) lies within one of the regions shadowed in yellow, then the aliased
ﬁeld generated by the discrete array will include propagating plane waves. The red and
green arrows in the ﬁgure represent two target ﬁelds consisting of a single evanescent
wave (˜ κ = −κa4/5 ≈ −2.51 k) and of a propagating plane wave (˜ κ = κa/4 ≈ 0.79 k),
respectively, for which the aliased ﬁeld includes (red arrow) or does not include (green
arrow) propagating waves. In the ﬁrst case, the fact is remarkable that, in spite of the
target ﬁeld being an evanescent wave, the reproduced ﬁeld might include propagating
waves.
Figure 7.21: Diagrammatic representation of equation (7.64), for κa = πk. The red
arrow represents an evanescent wave (˜ κ ≈ −2.51 k), the reproduction of which generates
both propagating and evanescent aliased waves. The green arrow represents a propa-
gating plane wave (˜ κ ≈ 0.79 k), whose reproduced ﬁeld does not include propagating
aliased waves.
Observing Figure 7.21 it can be noticed that, when both k and |˜ κ| are smaller than κa/2,
all aliased waves are evanescent, regardless of the target ﬁeld being a propagating or an
evanescent wave. When either |˜ κ| > κa/2 or κa/2 < k < κa the aliased ﬁeld might or
might not include one or more propagating waves. If both k and |˜ κ| are larger than κa/2
or if k > κa then at least one propagating aliased wave is generated. The worst situation
occurs when κ/2 < k < |˜ κ|: in this case the target ﬁeld is an evanescent wave, while
the reproduced ﬁeld includes propagating components, which are aliased waves with a
potentially large amplitude factor ζ(˜ κ)/ζ(˜ κ + nκa).Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 190
The number of secondary sources is now limited to the ﬁnite number L. The expression
for the reproduced ﬁeld is given by inserting (7.60) into equation (7.55), thus obtaining
ˆ p(z) =
Z
R
ei[κz1+ζ(κ)|z3|]

ζ(˜ κ)
ζ(κ)
∆y
2π
csincL (∆y (κ − ˜ κ))

dκ (7.65)
Note that when L → ∞ this equation coincides with (7.63) for the relation (2.60).
The formula above can be regarded as a linear superposition of an inﬁnite number of
evanescent and propagating plane waves, with the amplitude of each wave given by the
function within brackets.
The magnitude of the Fourier transform of the reproduced ﬁeld ˆ p(z), z3 = 0.01 m,
computed with formula (7.65), is shown in Figure 7.22. The following choices of the
parameters have been made: L = 201, k = 20 rad/m, ∆y = 0.1 m (hence κa = πk). The
target ﬁelds are the two plane waves illustrated by Figure 7.21, with ˜ κ = κa/4 (Figure
7.22 a) and ˜ κ = κa 4/5 (Figure 7.22 b). The area highlighted in yellow corresponds to
|κ| < k, that is the region of propagating waves. It can be observed that, in the second
case (b), the peak associated with the aliased propagating wave (κ = 4/5κa + κa) is
larger in magnitude than the peak corresponding to the target evanescent wave, even
though the reproduced ﬁeld is measured at just 1 cm away from the array of secondary
sources.
Figure 7.22: Absolute vale (dB scale) of the Fourier transform of the reproduced ﬁeld
ˆ p(z), z3 = 0.01 m. The target ﬁelds are a single propagating wave with ˜ κ = κa 4/5 (a)
and an evanescent wave with ˜ κ = κa/4 (b). The area highlighted in yellow represents
the propagating wave region.
The target and reproduced ﬁelds discussed above are shown in ﬁgures 7.23 and 7.24 (for
˜ κ = κa/4) and in ﬁgures 7.25 and 7.26 (for ˜ κ = −κa5/4). The total plotted area spans
a square region of 2x2 m2, while the aperture of the array is L∆y = 20.1 m. In bothChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 191
ﬁgures 7.24 and 7.26 the reproduced ﬁeld is generated by the 201 inﬁnite line sources (a
limited number of them are represented by the vertical lines) and is computed applying
directly formula (7.1) with source strength ¨ m` computed with equation (7.6).
The target ﬁeld represented in Figure 7.23 is a propagating wave of the form given
by equation (7.60), with ˜ κ = kπ/4. The corresponding reproduced ﬁeld, shown in
Figure 7.24, is accurate and does not include large energy propagating aliased waves.
Propagating aliased waves with small energy, mainly traveling in a direction parallel to
∂Λ (that is with κ = k, as illustrated in Figure 7.22 b), are present due to the limited
aperture of the array.
The target ﬁeld in Figure 7.25 is an evanescent wave. The ﬁeld in the region z3 > 0,
although very small in magnitude, is not zero. The corresponding reproduced ﬁeld,
reported in Figure 7.26 clearly shows the high energy aliased propagating wave, with
κ = ˜ κ + κa (see Figure 7.22).
These considerations lead to the following conclusions: the reproduction of the pseudo-
evanescent component of the target ﬁeld (see Section 6.2.1) is a risky task, since spatial
aliasing might determine the occurrence of aliased propagating waves. To be on the safe
side, it is possible to limit the spatial spectrum of the target ﬁeld to |κ| < κa−k, provided
that k < κa (if this is not the case, propagating aliasing components can not be avoided).
This condition avoids the generation of propagating aliased waves, but on the other hand,
it does not allow for the reproduction of the pseudo-evanescent component of the target
ﬁeld and allows for the reproduction of only part of its pseudo-propagating component.
In Section 4.3 we have seen that, for |κ| < k, the direction of propagation of a plane
wave of the form (7.60) in respect to the perpendicular to ∂Λ is given by sin−1(κ/k).
In light of this, we observe that the condition |κ| < κa − k requires the direction ϑ of
the intensity vector of the reproduced ﬁeld to be constrained by |ϑ| < sin−1(κa/k − 1).
This condition could sometimes represent a serious limitation, and it might be preferable
to substitute it with the milder condition |κ| < k, obviously at the cost of generating
propagating aliased waves.
In the literature on Wave Field Synthesis, the two anti-aliasing conditions k ≤ κa/2 =
π/(∆y) [DNM03] and |κ| ≤ κa/2 [Sta97] are often reported. Both are a direct application
of the well known Shannon sampling theorem [Mar01], and are clearly diﬀerent from the
requirement |κ| < κa − k above. In fact, the condition k ≤ κa/2 is too stringent since
it does not take into consideration the fact that no aliasing artifacts are present in the
far ﬁeld also for the component of the target ﬁeld with |κ| < κa − k < κa/2 < k
(Figure 7.21 might help visualizing this situation). On the other hand, the condition
|κ| ≤ κa/2 may prove too loose in the case of κa − k < |κ| < κa/2 < k, or too strict
when k < κa/2 < |κ| < κa − k (although in this case only the reproduction of the
pseudo-evanescent component of the target ﬁeld is penalized).Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 192
Finally, it is important to remark that, under any of these conditions, the ﬁeld reproduced
with a discrete linear array does always include aliasing artifacts. In the best of cases,
these artifacts include only evanescent waves and their eﬀect is limited to the near ﬁeld
of the array of secondary sources.
Figure 7.23: Sound ﬁeld due to a propagating plane wave with k = 20 rad/m and
˜ κ = πk/4.
Figure 7.24: The ﬁeld of a propagating plane wave with k = 20 rad/m and ˜ κ = πk/4
reproduced by an array of 210 vertical line sources with spacing ∆y = 0.1 m. The
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Figure 7.25: Sound ﬁeld due to an evanescent wave with k = 20 rad/m and ˜ κ =
−πk4/5. Although very small in magnitude, the ﬁeld in the region with z3 > 0 is not
zero.
Figure 7.26: The ﬁeld of an evanescent wave with k = 20 rad/m and ˜ κ = −πk4/5
reproduced by an array of 210 vertical line sources with spacing ∆y = 0.1 m. The
vertical lines represents a portion of the secondary sources. The ﬁeld is dominated by
the propagating aliased wave with κ = ˜ κ + κa.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 194
7.2 Numerical solution of the integral equation
In Chapter 3 the sound ﬁeld reproduction problem has been formulated as an integral
equation of the ﬁrst kind (equation (3.19)). Its solution has been derived by means of
the singular value decomposition of the integral operator involved. We have seen that
this approach provides a powerful method to derive analytically an explicit expression of
the solution a(y) once the singular system of the operator is known. The singular value
decomposition (or, more generally, the spectral decomposition of the integral operator)
is clearly not the only method available for the solution of the integral equation (3.19). A
widely used approach is provided by the numerical solution. This involves the discretiza-
tion of the single layer potential (3.15), which is represented by a matrix, and of the
two functions p(x) (the pressure proﬁle) and a(y) (the source strength density), which
are represented by vectors. This technique can be by all means regarded as a Boundary
Element Method (BEM), seeking the solution of an interior problem (since V ⊆ Λ) and
using an indirect-implicit formulation (following the classiﬁcation suggested by Valdivia
and Williams [VW04]). For the case under consideration, the boundaries ∂Λ and ∂V are
generally not coincident. This has the advantage of avoiding the singularity of the Green
function (equations (3.6) and (3.7) with z = y). On the other hand, the solution can not
be derived by direct application of the jump relation (6.80), as discussed in Section 6.4.
Boundary element methods have been widely studied, and the interested reader can refer
to the extensive literature on this subject (see, for example, [CZ92]). In what follows, a
brief presentation of the simple technique introduced above is given. It should be made
clear that this method is not the only method available, nor it claims to be the most
accurate. Most of the points on the discretization process brought in Section 7.1 are of
relevance for this subject too.
As a ﬁrst step, we deﬁne two sampling schemes {y`}, ` = 1,2,...L and {xk}, k =
1,2,...K for the boundaries ∂Λ and ∂V , respectively, with the corresponding Dirichlet
cells of area/length ∆S`, ˜ ∆Sk. Then we approximate equation (3.19), that is
p(x) = (Sa)(x) =
Z
∂Λ
G(x,y)a(y)dS(y), x ∈ ∂V (7.66)
using the following discretized version 2
p = S∆a (7.67)
or equivalently
pk =
L X
`=1
Sk,` a` ∆`,`, k = 1,2,...K (7.68)
2An alternative deﬁnition would include matrix ∆ into the deﬁnition of matrix S, and matrix ˜ ∆ into
matrix Sinv. This would lead equations (7.67) and (7.70) to become p = Sa and a = Sinvp, respectively.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 195
where the matrices S and ∆ and the vectors p and a are given respectively by
Sk,` := G(xk,y`), 1 ≤ k ≤ K, 1 ≤ ` ≤ L
pk := p(xk), 1 ≤ k ≤ K
a` := a(y`), 1 ≤ ` ≤ L
∆ := diag{∆S1,∆S1,...∆SL}
(7.69)
We want to compute the matrix Sinv such that
a = Sinv ˜ ∆p (7.70)
where ˜ ∆ is deﬁned by
˜ ∆ := diag{˜ ∆S1, ˜ ∆S1,...˜ ∆SK} (7.71)
Note that Sinv is not the inverse of S, but is simply related to the latter by the following
relation
Sinv =

˜ ∆S∆
−1
= ∆−1S−1 ˜ ∆−1 (7.72)
obtained by multiplying both sides of (7.67) by ˜ ∆. This holds when the inverse matrix
S−1 exists. If this is not the case, it is possible to substitute S−1 in the equation above
with the Moore-Penrose pseudoinverse matrix S† given by
S† = (S∗S)
−1 S∗, if the columns of S are linearly independent (7.73)
S† = S∗ (SS∗)
−1 , if the rows of S are linearly independent (7.74)
The ﬁrst of these equations provides a least squares solution of the inverse problem,
that is the approximate solution a that minimizes |S∆a−p| (analogous to the L2 norm
||Sa − p||), and is typically used when K > L. The second equation is generally used
when L > K and the inverse problem has multiple exact solutions. Formula (7.74) gives
the solution with minimum norm. If an exact inverse of S does not exist, equation (7.70)
provides an approximate solution a.
It is possible to choose a sampling scheme for ∂Λ, which is consistent with the discrete
distribution of the secondary sources. In this case, once Sinv has been determined, it is
possible to deﬁne the strength of the secondary sources ¨ m` as follows
¨ m` =
K X
k=1
Sinv,k,` pk ˜ ∆k,k, ` = 1,2,...L (7.75)
It is clear that the reproduced ﬁeld is then given by equation (7.1).
This approach is analogous to the sound ﬁeld reproduction method proposed by Kirkeby
and Nelson [KN93], with the relevant diﬀerence that the target ﬁeld is sampled only on
the boundary of the control region instead of on its interior. This diﬀerence leads to a
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The numerical solution of the integral clearly coincides with the analytical solution when
both L and K tend to inﬁnity and consequently ∆S` and ∆Sk tend to zero. The ill-
posedness of the inverse problem discussed in Chapter 5 is still an issue. More speciﬁcally,
matrix S is generally ill-conditioned, and the problem of non-uniqueness might arise
at the Dirichlet eigenvalues of the control region. The nonexistence issue for focused
sources appears to be removed for the fact that S has ﬁnite dimensions and therefore
has a ﬁnite number of singular values. This is in practice analogous to the regularization
of the integral operator S by spectral truncation, as discussed in Section 6.1. Other
regularization techniques for matrix inversion, such as the Tikhonov method, can of
course be applied.
7.2.1 Sampling of ∂V , spatial aliasing and geometry of the control
volume
The discretization of the integral equation (3.19) involves the sampling of both ∂Λ and
∂V . This in turns implies, as we have seen in Section 7.1, that the reproduced ﬁeld is
only an approximation of the desired ﬁeld. As both functions a(y) and p(x) have been
substituted by their sampled versions, the artifacts in the ﬁeld reproduction are caused
not only by the ﬁnite number L of secondary sources, connected to the sampling scheme
{y`}, but also by the ﬁnite number K of sampling points of p(x), related the sampling
scheme {xk}. We have discussed in Section 7.1 that the sampling of a(y) causes aliasing
artifacts, which may potentially severely degrade the accuracy of the ﬁeld reproduction.
Analogous considerations may be done for the sampling of p(x). In order to avoid the
occurrence of aliasing artifacts, we need to make sure that the sampling scheme {xk}
is such that p(x) is unambiguously represented by its sampled values {p(xk)}. This
corresponds to a generalization of the well known Shannon theorem. We require that the
pressure proﬁle can be expressed (at least with good approximation) by a ﬁnite sum of
pressure modes pn(x), generally the low order modes. In other words, we want p(x) to be
spatially band-limited. If this is the case, a ﬁnite number of properly arranged sampling
points is enough to describe accurately all relevant pressure modes, thus providing an
accurate representation of p(x) and avoiding aliasing artifacts.
What has been said implies that, for a given sampling scheme, we need to make sure
that the target pressure proﬁle is represented only by those modes, which we can observe
without ambiguity. If this is not the case, no signal processing strategy can avoid the
occurrence of aliasing. This problem is simply overcome for sampling of functions of
time by the use of analog low-pass ﬁlters (known as anti-aliasing ﬁlters), applied to the
signal before it is sampled. The design of spatial low-pass, anti-aliasing ﬁlters is not
trivial, if not impossible. On the other hand, in practical cases, the Fourier coeﬃcients
hpn|pi∂V of the pressure proﬁle are very small in magnitude for n larger than a given
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have seen that acoustic propagation in space acts as a low pass ﬁlter itself. This suggests
that, in the case of a point-like virtual source, the further V is from the source, the
smaller is the presence of high order modes in the pressure proﬁle. This in turn suggests
that the distance of V from the virtual source would act as a low-pass spatial ﬁlter for
p(x). This phenomenon can be easily observed in the geometrical arrangements including
parallel planes or lines: the pressure modes pκ(x) that have more rapid spatial variation
correspond to large values of κ. When κ > k, these modes are evanescent and decay
exponentially with the distance d of ∂V from ∂Λ. We can therefore choose d to be such
that the energy of all modes corresponding to a κ larger than a given value is, in practice,
negligible on ∂V . A similar analysis of the spherical and circular geometries leads to the
conclusion that high order modes are attenuated by making the radius RV small (for a
given radius RΛ). It is therefore possible to avoid spatial aliasing artifacts determined
by the sampling of p(x) by wisely choosing in combination the number of samples K and
the control region V . These considerations clearly hold provided that all virtual sources
lie in the exterior of Λ.
It is evident that the mechanisms that determine the decay of the high order modes
is the very same one that is responsible for the ill-conditioning of the inverse problem.
For this reason, it is important to apply in combination strategies for avoiding spatial
aliasing and ill-conditioning. A sensible strategy may be the following: given a number
of samples K (usually determined by the computational capabilities of the system), and
given a sampling scheme for ∂V , which is as uniform as possible, we can determine the
number N of pressure modes, which are unambiguously described by the given sampling
scheme. This can be performed by observing the orthogonality matrix given by equation
(7.14). We may then deﬁne the appropriate parameter of V (d for planar and linear
arrangements, RV for spherical and circular arrangements), for which the energy of
modes of order larger than N is small. Finally, we may apply a regularization strategy
(typically spectral damping) in odder to avoid the ill-conditioning artifacts caused by
the inversion of the singular values σn, with n > N. The choice of the ‘anti-aliasing’
parameter of V depends generally on the operating frequency ω. It is therefore a sensible
option to choose a frequency dependent control volume, when this is possible.
As a ﬁnal remark, the fact is recalled that the aliasing issues arising from the sampling of
p(x) may occur only if the integral equation (3.19) is solved numerically, or in general if no
continuous description of the pressure proﬁle is available (as in the case of measurement
with a microphone array). These issues are therefore not relevant in the case when the
solution a(y) is computed by the analytical singular value decomposition discussed in
Chapter 3. It is also worth mentioning that, if the sampling schemes {y`} and {xk}
are uniform (or almost uniform) and no signiﬁcant spatial aliasing eﬀect occur for the
sampling of p(x), simulations show that the computations of the source strengths ¨ m`
with the analytical and numerical solution of the integral equation give nearly identical
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7.2.2 Singular Value Decomposition of matrix S
It is possible to calculate the numerical Singular Value Decomposition of S. It is expected
that, in the limit of K,L → ∞, the discrete singular system U,Σ,V, such that S =
UΣVH (see Appendix A), can be expressed in terms of the singular functions and values
σn,an(y),pn(x). In [FN07c] the authors have shown that this is the case for spherical
geometry. Considering the singular system (4.7)-(4.11) and assuming a regular sampling,
such that ∆S = 4πR2
Λ/L,∀` and ˜ ∆S = 4πR2
V /K,∀k, in the limit of K,L,N → ∞ we
have that
Σn,n =
√
KL
4π
k|jν(kRV )hν(kRΛ)| =
σn p
∆S ˜ ∆S
(7.76)
V`,n =
r
4π
L
Y µ
ν (ˆ y`) =
√
∆San(y`) (7.77)
Uk,n =
r
4π
K
γνY µ
ν (ˆ xk) =
p
˜ ∆Spn(xk) (7.78)
γν = exp
h
i

arg(hν(kRΛ)jν(kRV )) +
π
2
i
ν = d
√
n − 1e, µ = n − 1 − ν − ν2
This is proven by the following relations:
lim
N→∞
 
UΣVH
k,` = lim
N→∞
N X
n=1
ν X
µ=−ν
γνY µ
ν (ˆ xk)k|jν(kRV )hν(kRΛ)|Y µ
ν (ˆ y`)∗ = G(xk,y`)
lim
K→∞
 
UHU

n,n0 = lim
K→∞
K X
k=1
γ∗
νY µ
ν (ˆ xk)∗γν0Y
µ0
ν0 (ˆ xk)
4π
K
= δν,ν0δµ,µ0 = δn,n0
lim
N,K→∞
 
UUH
k,k0 = lim
N,K→∞
N X
ν=1
ν X
µ=−ν
γνY µ
ν (ˆ xk)γ∗
νY µ
ν (ˆ xk0)∗4π
K
= lim
K→∞
δΩ(xk − xk0)
4π
K
lim
L→∞
 
VHV

n,n0 = lim
L→∞
L X
`=1
Y µ
ν (ˆ y`)∗Y
µ0
ν0 (ˆ y`)
4π
L
= δν,ν0δµ,µ0 = δn,n0
lim
N,L→∞
 
VVH
`,`0 = lim
N,L→∞
N X
ν=1
ν X
µ=−ν
Y µ
ν (ˆ y`)Y µ
ν (ˆ y`0)∗4π
L
= lim
L→∞
δΩ(y` − y`0)
4π
L
The ﬁrst of these results is due to equation (4.2), the second one and fourth one to the
orthonormality relation of the spherical harmonics (2.52) and the third and ﬁfth results
are derived from the completeness relation of the spherical harmonics (2.55) and from
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7.3 Sound ﬁelds with broadband frequency content and ﬁl-
ter design
Up to this point we have considered that the wave number k and consequently the
frequency ω are ﬁxed. This assumption has proved to be useful for the derivation simple
expression of the solution a(y). In the general case, however, the desired acoustic ﬁeld
is not monochromatic, meaning that it does not include the contribution of a single
frequency, but it is rather a function of ω. We restore therefore the dependency of the
ﬁeld p(z,ω) on the frequency ω, which we had removed at the beginning of Chapter 3 in
order to keep the notation simple. This dependency holds also for the source strength
density a(y,ω), for the source strengths ¨ m`(ω), for the Green function G(x,y,ω) and
also for the singular system σn(ω), an(y,ω), pn(x,ω). It is clear that any function f(k)
can be equivalently expressed as f(ω/c), as long as the speed of sound c is uniform on
Rm, m = 2,3, namely, if the sound propagates in a non-dispersive medium.
The expression of all functions above can be derived by performing the Fourier transform
(2.89), reported here:
p(ω) = (FtP)(ω) =
1
√
2π
Z ∞
−∞
P(t)eiωtdt (7.79)
The time-domain transformed function is here represented by the upper-case of the cor-
responding lower-case letter representing the frequency domain function, when this does
not lead to any ambiguity (as for example in the case of the Bessel functions). In par-
ticular, in view of the results presented previously, we have that time domain source
strength ¨ M`(t) is given by the following expression:
¨ M`(t) = ∆S`
Z
R
e−iωt
√
2π
"
∞ X
n=1
an(y`,ω)
σn(ω)
Z
∂V
pn(x,ω)(FtP)(x,ω)dS(x)
#
dω (7.80)
Clearly the application of regularization techniques discussed in Chapter 6 can be in-
cluded in the expression above. The latter corresponds to the signal driving the sec-
ondary source located at y`, which in practical cases corresponds to the electrical signal
driving a loudspeaker. Therefore we will also refer to ¨ M`(t) as the secondary source sig-
nal. The determination of these signals is the ﬁnal goal of the digital signal processing of
a practical sound ﬁeld reproduction system. The equation above provides a very general
formula which can be applied to an arbitrary arrangement (provided, clearly, that an
expression for the singular system is given). In this section we determine the expression
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7.3.1 Digital ﬁlters for a virtual point source
In a large number of cases of practical interest, the pressure proﬁle P(x,t) is such that
it can be expressed by the form
P(x,t) = Pδ(x,t) ⊗ V (t) (7.81)
and henceforth
(FtP)(x,ω) =
√
2π(FtPδ)(ω)(FtV )(ω) =
√
2πpδ(x,ω)v(ω) (7.82)
This is the case, for example, of the ﬁeld due to a motionless point source located at q,
either in the free ﬁeld or in a reverberant environment. In this example, Pδ(x,t) is the
impulse response of the point source in the given environment, evaluated on the control
boundary ∂V . This function can be either expressed analytically, computed numerically
or directly measured. The source signal ¨ M`(t) can be therefore computed from
¨ M`(t) = F`(t) ⊗ V (t) (7.83)
where the function F`(t) is a ﬁlter, depending only on the location y` of the corresponding
secondary source and on the location q of the virtual source.
Using a general approach, valid for an arbitrary geometrical arrangement, the ﬁlters can
be computed in the frequency domain by substituting P(x,t) with Pδ(x,t) in equation
(7.80), which yields (in the frequency domain)
f`(ω) = ∆S`
∞ X
n=1
an(y`,ω)
σn(ω)
Z
∂V
pn(x,ω)(FtPδ)(x,ω)dS(x) (7.84)
These ﬁlters can be implemented as digital FIR ﬁlters. The calculation can be performed
for a discrete set of frequencies {nω∆ω}, where nω = 0,1,2...Nω and ∆ω is the frequency
resolution. The upper frequency Nω∆ω is determined by the given practical application
and by the sampling frequency of the digital converters. For audio purposes, we usually
have that Nω∆ω ≥ 20000 Hz. The optimal resolution ∆ω depends on the smoothness of
f`(ω). As the latter is inversely proportional to the length T of the support of (F−1
t f`)(t),
which we assume to be ﬁnite (namely T > 0 exists such that (F−1
t f`)(t) = 0,|t−ξ| > T/2
for some ξ ∈ R), a good estimate of ∆ω is given by
∆ω ≤
2π
T
(7.85)
This relation is directly related to the well known Heisenberg uncertainty principle. The
values f`(nω∆ω) deﬁne the coeﬃcients of the digital ﬁlter for the secondary source located
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This calculation requires a considerable computational eﬀort since, in the general case, all
functions involved in equation (7.84) depend on ω and should therefore be recalculated
for each nω. In what follows, we will see that simpler relation can be derived for separable
geometries, leading to considerable reduction of the computational cost.
In order to guarantee the causality of the ﬁlters, it is recommended to include an extra
delay to the ﬁlters (in the experiments presented in the next chapter, a delay equal to
1/4 of the total length of the ﬁlter has been included in the calculation of the ﬁlters).
7.3.2 Source signals and digital ﬁlters for spherical geometry
Equation (4.19), providing the solution a(y) for the spherical geometry arrangement, is
reported here:
a(y) =
∞ X
ν=0
ν X
µ=−ν
Y
µ
ν (ˆ y)
ikR2
V R2
Λh
(1)
ν (kRΛ)jν(kRV )
hY µ
ν |pi∂V (7.86)
From the deﬁnition of the spherical harmonics (2.51), it can be observed that these func-
tions do not depend on the frequency. The fact that they are complex valued functions
may appear as a problem, but it can be simply overcome by redeﬁning the spherical
harmonics after having substituted the complex exponential with sines and cosines (the
Legendre associated functions considered here are real valued functions). This is accom-
plished by deﬁning 3
˜ Y µ
ν (ˆ x) = ˜ Y µ
ν (θx,φx) :=
sgn(µ + δν,0)µ
p
2 − δν,0
 
sgn(µ)Yµ
ν(ˆ x) + (−1)µY−µ
ν (ˆ x)

(7.87)
=
s
(2ν + 1)(ν − |µ|)!
4π(ν + |µ|)!
P|µ|
ν (cosθx) ×

 
 
√
2cos(µφx), µ > 0
1, µ = 0
√
2sin(|µ|φx), µ < 0
where the relation Y
−µ
ν (ˆ x) = (−1)µY
µ
ν (ˆ x)∗ [Wil99] has been used and sgn(·) is the sign
function deﬁned by
sgn(µ) =

 
 
1, µ > 0
0, µ = 0
−1, µ < 0
It can be shown that the real valued spherical harmonics ˜ Y
µ
ν (ˆ x) deﬁne a complete or-
thonormal set for L2(Ω). This substitution of the basis functions is actually not manda-
tory, as the choice of real valued or complex valued spherical harmonics does not aﬀect
the solution that, as we have seen, is generally unique. Despite that, the use of real val-
ued spherical harmonics ˜ Y
µ
ν might prove useful for DSP implementation and is preferred
3Alternative deﬁnitions of real spherical harmonics are also given in the literature (see for example
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by some authors, especially in the literature on Ambisonics [Ger73], [Dan00], [DNM03],
[AE98].
The secondary source strengths ¨ m`(ω) can be therefore simply computed from equations
(7.86) by
¨ m`(ω) =
∆S`
4πR2
Λ
N X
ν=0
ν X
µ=−ν
˜ Y µ
ν (ˆ y`)
"
4π
iω
ch
(1)
ν
 ω
cRΛ

jν
 ω
cRV

#Z
Ω
˜ Y µ
ν (ˆ x)(FtP)(ˆ x,ω)dS(ˆ x)
(7.88)
where the order N of the series can be either inﬁnity or a ﬁnite number, if a spectral
cut-oﬀ of the operator has been applied. In the time domain, after having applied the
convolution theorem (2.94) this expression becomes
¨ M`(t) =
∆S`
4πR2
Λ
N X
ν=0
ν X
µ=−ν
˜ Y µ
ν (ˆ y`) h˜ Y µ
ν |ην(t) ⊗ P(·,t)iΩ (7.89)
where
ην(t) :=
1
√
2π
"
F−1
t
4π
i ·
ch
(1)
ν
  ·
cRΛ

jν
  ·
cRV

#
(t) (7.90)
The fact is relevant that the ﬁlter ην(t) depends only on the parameter ν and does
not depend on the angular location of the secondary source considered. The terms
h˜ Y
µ
ν |ην(t) ⊗ P(·,t)i in (7.89) can be therefore computed once for all secondary sources.
On the other hand, the only term depending on ˆ y` is a simple scalar (a gain) given
by ∆S`˜ Y
µ
ν (ˆ y`). This is a very simple and powerful method to compute the ﬁlters. Its
simplicity derives from the fact that the wave equation (3.1), expressed in spherical
coordinates, can be solved by separation of variables [Wil99].
The ﬁlter ην(t) can be simpliﬁed under the assumption that the region of interest for
the reconstruction lies in the far ﬁeld of the secondary sources. This is usually valid for
frequencies associated with a wavelength much smaller than the array radius RΛ. With
this assumption we can insert the large argument approximation (2.43) for the Hankel
function, thus obtaining
ην(t) =
1
√
2π
"
F−1
t
iν4πRΛ
jν
  ·
cRV
e−i ·
cRΛ
#
(t) (7.91)
=
1
√
2π
"
F−1
t
iν4π
jν
  ·
cRV

#
(t) ⊗ RΛδ

t +
RΛ
c

While the ﬁrst term in the convolution above is a ﬁlter depending on RV , the second
term is a combination of a simple delay and a gain, which compensate for the radius of
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7.3.2.1 Digital ﬁlters for virtual point source in the free ﬁeld
The ﬁlters f`(ω) introduced above can be computed by inserting the impulse response
Pδ(x,t) in place of the target ﬁeld P(x,t) in equation (7.88) (or in equation (7.89) for
the time domain). In the case of a virtual source in the free ﬁeld located at q ∈ R3\Λ,
the solution a(y) is given by equation (5.30) and the ﬁlters are therefore
f`(ω) =
∆S`
4πR2
Λ
N X
ν=0
(2ν + 1)Ξν(ω)Pν(ˆ q · ˆ y`) (7.92)
where Ξν(ω) is the spatial ﬁlter deﬁned by equation (5.35), namely
Ξν(ω) :=
hν
 ω
cq

hν
 ω
cRΛ
 (7.93)
This ﬁlter could be expressed also in a diﬀerent form, having considered the following
expansion of the spherical Hankel functions, derived from [GR65, p.925 eq.8.466.1]
hn(x) = i−n−1eix
x
n X
j=0

i
2
j (n + j)!
j!(n − j)!
1
xj (7.94)
This result yields
Ξν(ω) = Ξ0(ω) ˜ Ξν(ω) (7.95)
where
Ξ0(ω) =
RΛ
q
eiω
c (q−RΛ) (7.96)
˜ Ξν(ω) :=
Pν
j=0 ξν,j/(ωq)j
Pν
j=0 ξν,j/(ωRΛ)j (7.97)
ξν,j :=

i
2
j (ν + j)!
j!(ν − j)!
cj (7.98)
The results above imply that the ﬁlter Ξν(ω) can be implemented as a simple gain RΛ/q
and a simple delay δ(t − (q − RΛ)/c), both depending on the distance of the virtual
source from ∂Λ, combined with the more complicated function ˜ Ξν(ω) (the latter reduces
to unity in the far ﬁeld, that is when q,RΛ  N/ω). In light of the convolution theorem
(2.94), we obtain
(F−1
t Ξν)(t) =
RΛ
q
δ

t −
q − RΛ
c

⊗

F−1
t ˜ Ξν

(t) (7.99)
and
f`(ω) = Ξ0(ω)
∆S`
4πR2
Λ
N X
ν=0
(2ν + 1)˜ Ξν(ω)Pν(ˆ q · ˆ y`) (7.100)Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 204
The secondary source signals are given by the following expression:
¨ M`(t) =
∆S`
4πR2
Λ
N X
n=0
Pν(ˆ q · ˆ y`)

(2ν + 1)(F−1
t ˜ Ξν)(t) ⊗
RΛ
q
δ

t −
q − RΛ
c

⊗ V (t)

(7.101)
where the term in square brackets is independent from ` and can be calculated once
for all secondary sources. In many practical applications it is possible to neglect the
convolution by RΛ/q δ
 
t − (q − RΛ)/c

. It can be observed that the summation above
includes only N + 1 terms, while the summation (7.88) includes (N + 1)2 terms.
The expression above can be further simpliﬁed under the assumption that the control
region is in the far ﬁeld of both the virtual source and the secondary sources. This
hypothesis is usually satisﬁed at high frequencies and is identical to the assumption that
q = RΛ, that is the virtual source is on ∂Λ. In these circumstances, as discussed in Section
5.6.1, Ξν = 1 for the large argument approximation of the Hankel functions (2.43) and f`
corresponds to a Dirac delta function δ(y − q) (up to a multiplication factor) when the
series (7.92) is not truncated. This would imply that, if the location of the virtual source
does not coincide with the location of one of the secondary sources, the reproduced ﬁeld
is zero. This eﬀect could be possibly regarded as an extreme consequence of spatial
aliasing. However, if the spherical harmonic series is truncated to the order N < ∞,
chosen in accordance with the considerations discussed in Section 7.1, the expression for
the ﬁlter is
f` =
∆S`
4πR2
Λ
N X
ν=0
(2ν + 1)Pν(ˆ q · ˆ y`) =
∆S`
4πR2
Λ
(N + 1)
PN(ˆ q · ˆ y`) − PN+1(ˆ q · ˆ y`)
1 − ˆ q · ˆ y`
(7.102)
where the Christoﬀel summation formula (2.48) has been used. It can be observed that
this expression of f` gives a real valued function, which is independent of frequency,
and can be therefore implemented by a simple gain rather than as a digital ﬁlter. This
formula can be expressed as a function f`(ϕqy`) of the angle ϕqy` between the vectors q
and y`. This function is referred to as a panning function.
In light of these results, we have that
¨ M`(t) =

∆S`
4πR2
Λ
(N + 1)
Pν(ˆ q · ˆ y`) − Pν+1(ˆ q · ˆ y`)
1 − ˆ q · ˆ y`

V (t) (7.103)
It is recalled that if the sampling scheme of ∂Λ is uniform (or almost uniform), the term
∆S`/(4πR2
Λ) in all the expressions above can be simply substituted by 1/L (where L is
the number of secondary sources).
Figure 7.27 shows a plot of the panning function above for diﬀerent truncation orders N =
3,5,8. In order to normalize this function, the assumption is made that ∆S`/(4πR2
Λ) =
1/(N + 1)2, corresponding to a number of secondary sources L = (N + 1)2 in the caseChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 205
of ideal uniform sampling. It can be noticed that the larger the truncation order N, the
narrower is the width of the main lobe, and that the panning functions has 2N zeros.
−3 −2 −1 0 1 2 3
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
φqy`
f
`
 
 
N=3
N=5
N=8
Figure 7.27: Panning function f`(φqy`) for spherical geometry, provided by equation
(7.102), for diﬀerent truncation orders N. In order to normalize this function, the
assumption is made that ∆S`/(4πR2
Λ) = 1/(N + 1)2.
We now remove the far-ﬁeld assumption which has been introduced above and we study
the behavior of the ﬁlters f`(ω) with the aid graphical representations. Figure 7.28 and
Figure 7.29 represent the magnitude (dB) and the phase, respectively, of the ﬁlters f`(ω)
as a function of both the frequency ω and the angle ϕqy` between the vectors q and
y`. The ﬁlters have been computed from equation (7.100), but without including the
factor Ξ0(ω) in the calculation. The series has been truncated to the order N = 5,
and the assumption is made that ∆S/(4πR2
Λ) = 1/(N + 1)2 (that would be the ideal
case of 36 uniformly arranged secondary sources). The secondary sources are assumed
to be arranged on a sphere of radius RΛ = 1.5 m. The ﬁlters have been computed for
various distances q of the virtual source, namely 100 m, 3 m, 1.5 m and 1 m, the latter
corresponding to the case of a focused source (see Section 6.2). The magnitude and
phase of the ﬁlters for ϕqy` = 0 rad and ϕqy` = π/2 rad, identiﬁed respectively by the
continuous and dashed horizontal black lines in ﬁgures 7.28 and 7.29 are reported in
Figure 7.30.
Figure 7.31 reports the ﬁlters F`(t) in the time domain, for ϕqy` = 0 rad and ϕqy` =
π/2 rad and for various distances of the virtual source. The impulse responses of the
ﬁlters have been calculated from an inverse discrete Fourier transform of the ﬁlters com-
puted in the frequency domain. The FFT size is 1999 points with frequency intervalChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 206
df = 20.02 Hz (the symmetry of the ﬁlters has been deployed and the computation has
been performed for half of the FFT points).
The ﬁlter coeﬃcients for 53.37 Hz and 533.7 Hz as a function of the angle ϕqy` are
identiﬁed respectively by the continuous and dashed vertical line in ﬁgures 7.28 and 7.29
and are reported in ﬁgures 7.32 and 7.33.
Figures 7.34 to 7.39 illustrate the same data as in the ﬁgures 7.28 to 7.33, with the
diﬀerence that the ﬁlter computation has been carried out with a truncation order N =
10.
We observe now the behavior of the ﬁlters for a large distance q > RΛ of the virtual
source. At low frequencies, the ﬁlters exhibit smooth variations of both amplitude and
phase with respect to the variation of the angle ϕqy`, since they are dominated by the
low order terms of the series (7.100) (see also the considerations presented in Section
5.6.1). When the frequency ω increases, the contribution of high orders of the series
becomes progressively more relevant, and the number of phase oscillations from π to −π
with varying ϕqy` increases, up to the limit of 2N oscillations imposed by the truncation
order N. This limit determines the generation of the 2N lobes clearly shown in ﬁgures
7.32, 7.33, 7.38 and 7.39. In the high frequencies limits, the ﬁlters exhibit a constant
behavior, which is given by the panning function (7.102).
Considering now the eﬀect of the virtual source distance q, we observe that the latter
does not aﬀect the ﬁlters at high frequencies, apart from the factor Ξ0(ω) not considered
here. On the contrary, at low frequencies, the ﬁlters are largely inﬂuenced by the dis-
tance of the virtual source: we have seen that for large q the secondary sources signals
are characterized by smooth variations with ϕqy`. When the virtual source gets closer,
the contribution of the high order terms of the series becomes larger, and the number of
phase oscillations of the ﬁlters with ϕqy` increases progressively, up to the limit of 2N
oscillation, which is reached when q = RΛ. It has been observed that for this distance q
the ﬁlters are independent of the frequency. When q decreases further we observe that,
while the phase oscillations with ϕqy` are limited by the truncation order, the magnitude
of the ﬁlters increases progressively, as a consequence of the high order explosion respon-
sible for the nonexistence or the instability of the solution, widely discussed in Chapter
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Figure 7.28: Magnitude (dB) of the ﬁlters f`, as a function of the frequency and
of the angle ϕqy`. The ﬁlters have been computed from equation (7.100), without the
term Ξ0(ω) and for several values of the distance q of the virtual source, while the radial
distance of the secondary sources is RΛ = 1.5 m. The series has been truncated to the
order N = 5.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 208
Figure 7.29: Phase of the ﬁlters f`, as a function of the frequency and of the angle
ϕqy`. The ﬁlters have been computed from equation (7.100), without the term Ξ0(ω)
and for several values of the distance q of the virtual source, while the radial distance
of the secondary sources is RΛ = 1.5 m. The series has been truncated to the order
N = 5.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 209
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Figure 7.30: Magnitude and phase of the ﬁlters f`(ω) for ϕqy` = 0 rad (continuous
line) and ϕqy` = π/2 rad (dashed line). The truncation order is N = 5.
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Figure 7.31: Filters F`(t) (time domain) for ϕqy` = 0 rad and ϕqy` = π/2 rad. The
truncation order is N = 5.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 210
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Figure 7.32: Magnitude and phase of the ﬁlter f` at 53.37 Hz as a function of the
angle ϕqy`. The truncation order is N = 5.
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Figure 7.33: Magnitude and phase of the ﬁlter f` at 533.7 Hz as a function of the
angle ϕqy`. The truncation order is N = 5.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 211
Figure 7.34: Magnitude (dB) of the ﬁlters f`, as a function of the frequency and
of the angle ϕqy`. The ﬁlters have been computed from equation (7.100), without the
term Ξ0(ω) and for several values of the distance q of the virtual source, while the radial
distance of the secondary sources is RΛ = 1.5 m. The series has been truncated to the
order N = 10.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 212
Figure 7.35: Phase of the ﬁlters f`, as a function of the frequency and of the angle
ϕqy`. The ﬁlters have been computed from equation (7.100), without the term Ξ0(ω)
and for several values of the distance q of the virtual source, while the radial distance
of the secondary sources is RΛ = 1.5 m. The series has been truncated to the order
N = 10.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 213
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Figure 7.36: Magnitude and phase of the ﬁlters f`(ω) for ϕqy` = 0 rad (continuous
line) and ϕqy` = π/2 rad (dashed line). The truncation order is N = 10.
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Figure 7.37: Filters F`(t) (time domain) for ϕqy` = 0 rad and ϕqy` = π/2 rad. The
truncation order is N = 10.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 214
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Figure 7.38: Magnitude and phase of the ﬁlter f` at 53.37 Hz as a function of the
angle ϕqy`. The truncation order is N = 10.
−3 −2 −1 0 1 2 3
−60
−40
−20
0
20
533.7 Hz
ϕqy` [rad]
|
f
`
|
[
d
B
]
−3 −2 −1 0 1 2 3
−2
0
2
ϕqy` [rad]
6
f
`
[
r
a
d
]
 
 
q=100
q=3
q=1.5
q=1
Figure 7.39: Magnitude and phase of the ﬁlter f` at 533.7 Hz as a function of the
angle ϕqy`. The truncation order is N = 10.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 215
7.3.3 Source signals and ﬁlters for circular geometry
The expression of the secondary source signals ¨ M`(t) for the circular geometry can be
obtained through mathematical manipulations analogous to those discussed above. In
view of the results presented in Section 4.2, and especially of equation (4.42), reported
here
a(y) =
N X
ν=−N
eiνˆ y
iπ2RV RΛH
(1)
|ν| (kRΛ)J|ν|(kRV )
heiνˆ x|pi∂V (7.104)
we can derive the following result:
¨ m`(ω) =
∆S`
2πRΛ
N X
ν=−N
eiνφ`

 2
iπH
(1)
|ν|
 ω
cRΛ

J|ν|
 ω
cRV



Z 2π
0
e−iνφx(FtP)(φx,ω)dφx
(7.105)
¨ M`(t) =
∆S`
2πRΛ
N X
ν=−N
eiνφ`heiν·|˜ η(t) ⊗ P(φx,t)iΩ1 (7.106)
˜ ην(t) :=
1
√
2π

F−1
t
2
iπH
(1)
|ν|
  ·
cRΛ

J|ν|
  ·
cRV


(t) (7.107)
where y` = [RΛ cosφ`,RΛ sinφ`] and Ω1 is the circle with unitary radius, which can be
also regarded as the one-dimensional unitary sphere. As in the case of the spherical
harmonics, in order to deal with real valued basis functions, it is possible to substitute
the complex exponentials above with sines and cosines (real valued functions), multiplied
by a normalization factor.
For a virtual line source orthogonal to the plane on which Λ lies at q ∈ R2\Λ and in the
free ﬁeld, following again passages analogous to those presented in Section 5.6.1 and in
the previous section we obtain the following expression of the ﬁlters
f`(ω) =
∆S`
2πRΛ
N X
ν=−N


H
(1)
|ν|
 ω
cq

H
(1)
|ν|
 ω
cRΛ


eiν(φ`−φq) (7.108)
In the far ﬁeld assumption or equivalently if q = RΛ and considering N = ∞ and the
Poisson sum formula (2.32), we have that
f` =
∆S`
2πRΛ
∞ X
ν=−∞
eiν(φ`−φq) =
∆S`
RΛ
δ(φ` − φq) (7.109)
These coeﬃcients are independent of the frequency, and can be therefore implemented
by simple gains. The function f`(φ` − φq) can be referred to as a panning function. If
the sampling is uniform, we have that ∆S`/(2πRΛ) = 1/L, where L is the number of
secondary sources. If the series above is truncated to the order N = (L−1)/2 (assumingChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 216
L even), from equation (2.59) we obtain
f` =
1
L
sin
 L
2(φ` − φq)

sin
 1
2(φ` − φq)
 =
1
L
csincL(φ` − φq) (7.110)
An analogous result has been derived by Poletti, who presented strategies for the design
of encoding functions for two-dimensional surround sound systems [Pol96] (in this Paper
panning functions also for an even number L of secondary sources are discussed). Figure
7.40 shows a plot of f`, given by the formula above, as a function of the angle φ` − φq
with L = 11. The angle ∆φ = 2π/L deﬁnes the angular spacing between neighboring
secondary sources.
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Figure 7.40: Panning function f`(φ` − φq) for circular geometry. The number of
secondary sources is L = 11 and these are uniformly arranged on the circle, with
angular spacing ∆φ = 2π/L. The x-axis of the graph includes values in the interval
[−π,π].
It is interesting to notice that the zeros of the function f`(φ`−φq), the latter correspond-
ing to the secondary source arranged at φ`, are equally spaced (this is not the case for
the spherical geometry) and correspond to the location of the other secondary sources,
when these are arranged uniformly. In fact, as suggested by Poletti [Pol96], the panning
function acts as an interpolant between the sampling points deﬁned by the secondary
source locations. This implies that if the angular coordinate of the virtual source φq
coincides with the location of one of the secondary sources, only that secondary source
will be active and the strength of all the other sources will be zero. On the other hand,
if φq does not coincide with any of the secondary source locations, all secondary sources
will be active and will contribute to the reproduced ﬁeld. Nevertheless, the signals of
the secondary sources arranged in the vicinity of the location of the virtual source will
have larger amplitude than the other secondary source signals.Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 217
It may be possible to regard also the spherical panning function (7.102) as an interpolant
for an ideally uniformly sampled function on a sphere (see for example [Hig96, p.37],
where a function analogous to (7.102) is regarded as a reproducing kernel). It should be
noticed, however, that apart from the case of N = 1, the zeros of the spherical panning
function do not occur at constant angular spacing. This can be observed qualitatively
in Figure 7.27.
7.3.4 Source signals and ﬁlters for linear and planar geometry
The expression of the secondary source signals ¨ M(t) for planar and linear geometry can
be derived from the results presented in sections 4.3 and 4.4. Formula (4.85), which gives
the expression of the source strength density a(y), is reported below:
a(y) = F−1

2ζ
ieiζd(Fp)

(y) (7.111)
ζ(κ) =
p
k2 − κ2 (7.112)
The source strengths ¨ m`(ω) can be calculated by discretizing the source strength density
function, namely
¨ m`(ω) =
∆S`
2π
Z
R2
2ζ(κ,ω)
ieiζ(κ,ω)d eiκ·y` ( ˜ FP)(κ,ω) dS(κ) (7.113)
where the operator ˜ F deﬁnes the Fourier transform for both domains of space and time
and is given by:
( ˜ FP)(κ,ω) :=

1
2π
 3
2 Z
R3
P(x,t) e−i [κ·x−ωt] dS(x) dt (7.114)
For uniform sampling, ∆S` equals the distance between two consecutive secondary sources
for a two dimensional problem, or the square of this distance for the three dimensional
problem.
As for the previous cases, an expression of the digital ﬁlters f(ω) for a motionless virtual
source can be obtained by substituting P(x,t) in the equation above with the impulse
response Pδ(x,t) of the virtual source, measured on the control boundary ∂V .
In order to gain a better understanding of formula (7.113), we study the simple case of
a propagating impulse with planar wavefront of the form
Pδ,ˆ k(z,t) = δ
 
t −
ˆ k · z
c
!
(7.115)
where the real valued vector ˆ k = [cosφk sinθk,sinφk sinθk,cosθk] has unitary magnitude
and identiﬁes the direction of propagation of the pulse-wave. We make also the followingChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 218
simplifying assumptions:
Λ = {z ∈ R3 : z3 > 0} (7.116)
V = {z ∈ R3 : z3 > d} (7.117)
For the usual properties of the Dirac delta function we observe that
( ˜ FPδ,ˆ k)(κ,ω) =

1
2π
 3
2 Z
R3
δ
 
t −
ˆ k · x + cosθkd
c
!
e−i[κ·x−ωt] dS(x) dt
=

1
2π
 3
2 Z
R2
eiω
c cosθkd eiω
c
ˆ k·x e−iκ·x dS(x)
=
√
2π eiω
c cosθkd δ

κ −
ω
c
˜ k

(7.118)
where ˜ k = sinθk[cosφk,sinφk, 0], implying that ˆ k · x = ˜ k · x, x ∈ ∂V and ˆ k · y =
˜ k · y, y ∈ ∂Λ. In view of these results and considering the relation
ζ
ω
c
˜ k,ω

=
ω
c
q
1 − sin2 θk =
ω
c
cosθk
the expression for the ﬁlters f`(ω) given by equation (7.113) becomes
f`(ω) = ∆S`

−iω
2
c
cosθk

eiω
c
ˆ k·y`
√
2π
(7.119)
This formula provides a fairly simple expression for the ﬁlter, which as expected is inde-
pendent of the distance d between ∂Λ and ∂V . Taking a closer look at this expression,
we observe that the latter can be divided into two parts: the term in the brackets arises
from the operation of taking the normal derivative of the target ﬁeld, as we have seen
in Section 6.4. It includes a real factor 2cosθk/c, which depends on the direction of the
plane wave, and the linear high-frequency boost ﬁlter −iω, corresponding in the time
domain to the operation of taking the time derivative (see formula (2.80) and Section 2.3
- the minus sign is due to the time convention chosen). The second part is the complex
exponential, which represents a simple time delay of ∆t` sec given by
∆t` =
1
c
ˆ k · y` (7.120)
The fact should be highlighted, that this is the only part of the ﬁlter that depends on
the location y` of the secondary source considered. The ﬁlter can be therefore split into
a ﬁrst ﬁlter which applies to all secondary sources, and then a delay that applies to
the single secondary source considered. Consequently, the secondary source signals for
a target ﬁeld of the form P(z,t) = V (t) ⊗ Pδ,ˆ k(z,t) = V (t − ˆ k · z/c) can be computedChapter 7 Towards the practical realization of a sound ﬁeld reproduction system 219
using the convolution theorem (2.94), which yields
¨ M(t) = ∆S`
"
F−1
t
ei ·
c
ˆ k·y`
√
2π
#
(t) ⊗
2
c
cosθk

F−1
t (−i ·)

(t)
√
2π
⊗ V (t)
= ∆S` δ (t − ∆t`) ⊗

2
c
cosθk
d
dt
V (t)

(7.121)
The term between square brackets in the right hand side is independent of the source
index ` and can be computed once for all secondary sources, thus simplifying the signal
processing.
We consider now the slightly more complex case of an impulse-like wave with spherical
wavefront, with center in q ∈ R3\Λ, outside of the reproduction region Λ. This has the
form
Pδ,q(z,t) =
1
4π|q − z|
δ

t −
|q − z|
c

(7.122)
The ﬁlters f`(ω) can again be derived by inserting Pδ,q(z,t) into equation (7.113). We
observe that
( ˜ FPδ,q)(κ,ω) =

1
2π
 3
2 Z
R3
1
4π|q − x|
δ

t −
|q − x|
c

e−i[κ·x−ωt] dS(x) dt
=
1
√
2π
Z
R2
eiω
c |q−x|
4π|q − x|
e−iκ·x
2π
dS(x) =
1
√
2π
ieiζ(κ,ω)(d−q3)
2ζ(κ,ω)
e−iκ·q
2π
where the last passage has been obtained from the Weyl integral (4.55). Substituting
this result into (7.113) we obtain
f`(ω) =
∆S` √
2π
1
4π2
Z
R2
e−iζ(κ,ω)q3 eκ·(y`−q) dS(κ) (7.123)
This result is analogous to equation (6.35), with the diﬀerence that the pseudo-evanescent
component of the target ﬁeld is included in the calculation here. Assuming that q3 < 0
(since q / ∈ Λ) and in light of (4.55) the following relations hold true:
1
4π2
Z
R2
e−iζ(κ)q3eiκ·(y−q) = −2
∂
∂y3
"Z
R2
ieiζ(κ)(y3−q3)
2ζ(κ)
eiκ·(y−q)
4π2 dS(κ)
#
y3=0
= −2
∂
∂y3
"
eik|y−q|
4π|y − q|
#
y3=0
= −2
∂
∂y3
"
eik
√
(y1−q1)2+(y2−q2)2+(y3−q3)2
4π
p
(y1 − q1)2 + (y2 − q2)2 + (y3 − q3)2
#
y3=0
= −
1
2π
eik|y−q|
|y − q|
−q3
|y − q|

ik −
1
|y − q|
Chapter 7 Towards the practical realization of a sound ﬁeld reproduction system 220
We observe that −q3/|y−q| corresponds to sinϑqy, where ϑqy is the angle between the
segment joining the points q and y and its projection on ∂Λ. In light of these formulae
we obtain the following expression of the ﬁlters
f`(ω) =
∆S` √
2π
2sinϑqy`
eiω
c |y`−q|
4π|y` − q|

−i
ω
c
+
1
|y` − q|

(7.124)
We observe that the ﬁlter for the secondary source located at y` includes a delay ∆t` =
|y` − q|/c and an attenuation factor 1/(4π|y` − q|), both proportional to the distance
between the virtual source and the secondary source under consideration. This is not
surprising if we take into consideration the Huygens-Fresnel principle [Huy66]. The
ﬁlter includes also a gain factor 2sinϑqy`, which depends on the angle between the
virtual source and secondary source. This factor is strictly related to the spatial normal
derivative of the target ﬁeld ∇np(y) arising in the Rayleigh ﬁrst integral formula (6.88)
discussed in Section 6.4.3.
Given the target ﬁeld P(t) = V (t) ⊗ Pδ,q(z,t) = V (t − |q − z|/c)/(4π|q − z|), recalling
that ¨ M`(t) = [F−1
t (
√
2π v f`)](t), we obtain the source signals
¨ M`(t) = ∆S`
2sinϑqy`
4π|y` − q|
δ

t −
|y` − q|
c

⊗

1
c
d
dt
V (t) +
V (t)
|y` − q|

(7.125)
Observing the term within square brackets we can distinguish two terms: the ﬁrst is
given by the time derivative of the signal, while the second term is the signal attenuated
by a factor given by the distance between the virtual and the secondary source.
When the distance of the virtual source is very large and we neglect in (7.125) the
attenuation factor 1/(4π|y`−q|) and the delay δ(t−|y`−q|/c), we have that sinϑqy` = 1
and the second term in square brackets can be neglected. Consequently, equation (7.125)
becomes identical to equation (7.121), with θk = 0. In fact, the spherical wave reduces to
a plane wave propagating in the direction perpendicular to the planar secondary source
layer ∂Λ.
Results analogous to equations (7.119), (7.121), (7.124) and (7.125) are reported in the
literature on Wave Field Synthesis (see, for example, [SRA08]) and are generally derived
from a straightforward application of the Rayleigh ﬁrst integral (6.88) or of the Huygens-
Fresnel principle (see, for example, [Sta97]).Chapter 8
Experiments
Some of the theoretical results presented in the previous chapters have been validated
experimentally. A loudspeaker array, including 40 transducers arranged on a sphere,
has been designed, manufactured and assembled in the large anechoic chamber of the
Institute of Sound and Vibration Research.
The spherical geometry has been chosen for several reasons. Firstly, the chosen arrange-
ment allows for a full three dimensional control of the reproduced ﬁeld (rather than the
2D reproduction). Secondly, the single layer potential (3.15) introduced in Chapter 3.1
on the bounded spherical boundary ∂Λ is a compact operator. This allows for the rigor-
ous application of the singular value decomposition of the integral operator, introduced
in Chapter 3.1. The singular system for spherical geometry has been explicitly derived
in Chapter 4. The analytical expressions for the singular values and singular functions
involve some relatively simple functions, which simpliﬁes the design of the digital ﬁlters
included in the signal processing apparatus of the system, as discussed in Chapter 7.3.
The system included 40 loudspeakers, used as secondary sources. The important as-
sumption has been made that the radiation pattern of the speakers is omnidirectional
and that their electroacoustical transfer function in the free ﬁeld could be represented
by a three dimensional free ﬁeld Green function, as expressed by equation (3.6). The
choice of the loudspeakers was therefore restricted to transducers which can satisfy this
assumption with reasonable accuracy within the frequency range of interest. We will
come back to this point later in this chapter.
The scope of the experiment was to reproduce a target sound ﬁeld with the loudspeaker
array and evaluate the accuracy of the reproduced ﬁeld in comparison to the target ﬁeld.
The reproduction region was clearly the interior of the sphere on which the loudspeakers
were arranged. The target ﬁeld was chosen to be the acoustic ﬁeld generated by an
omnidirectional point source, located in the exterior of the reproduction region. In
spite of the fact that the analytical expression of the target ﬁeld is given by the three
221Chapter 8 Experiments 222
dimensional free ﬁeld Green function, the choice was made to generate and measure also
the target ﬁeld. The latter was originated by a single loudspeaker (not included in the
array) arranged in the location of the virtual point source. This procedure would help
compensate for inaccuracies of the measurement system, such as errors in microphone
arrangement and microphone phase mismatch (although the microphones underwent a
calibration procedure), since both target and reproduced ﬁeld were measured with the
same device.
The measurement apparatus was a translating linear array of microphones, which could
span the horizontal cross section of the reproduction region and sample the acoustic ﬁeld
on a two dimensional uniform lattice.
In what follows, the experimental arrangement is described in detail 1 . Then, the
digital signal processing steps adopted for the measurement are presented. Finally, the
experimental results are illustrated and discussed.
8.1 Experimental arrangement
Among the diﬀerent items of experimental equipment, three main elements can be iden-
tiﬁed:
Loudspeaker array (Figure8.8): includes the supporting structure, the speakers, the
power ampliﬁers and the cables carrying the ampliﬁed signals driving the loud-
speakers.
Microphone array : includes the supporting structure, the microphones, the micro-
phone ampliﬁers and the cables carrying the microphone signals;
DSP and control unit : includes the digital signal converters (DAC/ADC), a com-
puter equipped with PCI card for interfacing with the converters and several soft-
ware packages used for the generation, acquisition, processing and analysis of the
signals.
8.1.1 The anechoic chamber
The entire experiment had been carried out in the large anechoic chamber of the Institute
of Sound and Vibration Research (ISVR), at the University of Southampton. All the
experimental equipment was arranged in the chamber, with the only exception of the
control PC, located in the adjacent control room. Figure 8.1 shows a picture of the
chamber.
1The majority of the photos in this chapter were taken by Jens E.N. Christensen, to whom the author
is much obliged.Chapter 8 Experiments 223
Figure 8.1: Large anechoic chamber of the Institute of Sound and Vibration Research.
The following list of speciﬁcation has been taken from the ISVR website [ISV].
The Large Anechoic Room at ISVR is one of the largest in the country. It was extensively
refurbished during 1995/96 and the original polyurethane foam wedges were replaced
with glass ﬁbre wedges.
Construction Built as a box within a box, it is acoustically isolated from the rest of
the building and adjacent chambers by an air gap all around and is supported on
vibration isolation mounts. The reinforced concrete walls are 305 mm thick.
Wall Lining There are over 8,000 non-ﬂammable glass-ﬁbre cored wedges, extending
910 mm from the walls, ﬂoor and ceiling. Free-ﬁeld conditions exist at frequencies
above 80 Hz.
Dimensions Without wedges the bare chamber is 9.15 m x 9.15 m x 7.32 m, volume
611 cubic metres. The usable space between the wedges is 7.33 m x 7.33 m x 5.50
m, giving a usable volume of 295 cubic meters.
Access Double doors 2.0 m wide x 2.4 m high.
Flooring A grid of removable ﬂoor panels can support a spread load of several tons with
a minimum of interference with the anechoic nature of the chamber. An optional
ﬂoor of varnished chipboard is available for measurements requiring a free ﬁeld
above a reﬂecting plane (hemi-anechoic conditions).Chapter 8 Experiments 224
8.1.2 The loudspeakers
The 40 loudspeakers included in the array are KEF HTS3001. Table 8.1 reports some
technical characteristics of these units. The data have been taken from the product user
manual [KEF]. Figure 8.2 shows a picture of one of the loudspeaker array units.
Model HTS3001 HTC3001
Design Bass reﬂex two-way Closed box three-way
Driver Unit Array 115mm Uni-Qr 115mm UniQ
19mm aluminium HF 19mm aluminium HF
2 x 75mm LF
Frequency Range 70Hz - 55kHz 60Hz- 55kHz
Ampliﬁer Requirement 10 - 100 Watts 10 - 100 Watts
Sensitivity (2.83V/1m) 88dB 90dB
Maximum Output (SPL) 104dB SPL @1m 106dB SPL @ 1m
Impedance 8Ω 8Ω
Internal volume 1.75 litres 2.4 litres
Weight 3kg 6kg
Dimensions (H x W x D) 198 x 130 x 150 mm 198 x 130 x 150 mm
Finish High Gloss Black High Gloss Black
& High Gloss Silver & High Gloss Silver
Dispersion Over 90◦ arc within 2dB Over 90◦ arc within 2dB
reference response, both reference response, both
horizontal and vertical horizontal and vertical
Harmonic Distortion TBA TBA
Crossover Frequency 2.2kHz 2.2kHz / 500Hz
Table 8.1: Technical speciﬁcations of the loudspeakers included in the array
(HTS3001) and used for generating the reference ﬁeld (HTC3001). The data have
been taken from the product user manual [KEF]
These transducers are two-way units (2.2kHz crossover frequency) equipped with concen-
tric drivers (implementing UNI-Qr technology). Figure 8.3 (courtesy of KEF AUDIO)
shows an exploded view of the graphic model of the concentric drivers. This technical
solution reduces the variation with frequency of the location the acoustic center of theChapter 8 Experiments 225
device, and minimizes the presence of destructive interference between the drivers in the
region of the cross-over frequency. The loudspeakers include a port on their back, but
this had been closed with sound absorbing material in order to maximize the uniformity
of radiation.
Figure 8.2: Picture of one KEF HTS3001 mounted on the supporting structure of
the array.
Figure 8.3: Exploded view of the concentric drivers (courtesy of KEF AUDIO).
The theoretical results presented in this thesis have been developed on the assump-
tion that the secondary sources radiate sound as omnidirectional point sources (acoustic
monopoles). Therefore, as mentioned above, the loudspeakers should exhibit a radiation
pattern which is as omnidirectional as possible across the frequency range of interest.
The choice of the HST3001 was taken in light of a series of experimental measurements ofChapter 8 Experiments 226
the radiation patterns of several loudspeaker models. This work was carried out by Vin-
cent Brunel together with the author and other researchers and is presented in [Bru08],
[FBN+08] and [FBN07]. The aim of the experiment was to achieve a numerical recon-
struction of the sound ﬁeld radiated by the transducer from a set of measured transfer
functions between the loudspeaker and a set of omnidirectional microphones arranged
on the surface of a 1.15 m radius hemisphere, at the center of which the loudspeaker had
been arranged (the data on the second half of the sphere were derived from symmetry
assumptions on the radiated ﬁeld). The ﬁeld was then reconstructed by applying a holo-
graphic method as shown in [FBN+08] and [Wil99]. In Figure 8.4 (taken from [Bru08])
the radiation pattern of one HTS3001 is shown, for various frequencies. This was com-
puted by interpolating the absolute value of the Fourier transform of the pressure impulse
responses of the loudspeaker measured by the microphones arranged as described above.
The interpolation was achieved from the computation of the spherical spectrum (2.73)
of the radiated ﬁeld, sampled on the hemisphere, and then synthesizing the radiation
pattern by computing a truncated spherical harmonic series (2.72). For the sake of sci-
entiﬁc rigor, it should be mentioned that the radiation patterns were not obtained from
a far ﬁeld propagation of the measured ﬁeld but rather from a direct interpolation of
the ﬁeld measured at 1.15m. This implies that some near-ﬁeld components might be
included in the plots of the radiation pattern, which might be relevant at low frequencies
but negligible at high frequencies. It can be observed that the radiation pattern in the
front of the transducer is quite uniform up to relatively high frequencies (4kHz). Though
smooth decay of energy can be observed (from 0dB on axis up to around -10dB or more
at 90◦), no sharp discontinuities in the radiation pattern, such as those generated by
destructive interference between two drivers at the cross-over frequency, are visible at
any frequencies.
The signals driving the loudspeakers were ampliﬁed by a set of ﬁve eight-channel custom
made power ampliﬁers, a picture of which is shown in Figure 8.6.
The level of the ampliﬁers was calibrated as follows. A measurement microphone was
placed in the center of the array and for each loudspeaker, a reference signal was played
back by the transducer and the gain of the corresponding ampliﬁer was adjusted. The
reference signal adopted was white noise ﬁltered with a band-pass ﬁlter (100 Hz-1500
Hz) in order to reduce the eﬀect of directionality of the microphone at high frequencies.
The frequency response functions of three loudspeakers, namely units 23, 24 and 26,
were measured and reported in Figure 8.5. Note that the loudspeakers 23 and 24 and
the loudspeaker 26 are driven by two diﬀerent 8-channel ampliﬁcation modules. The
delay of the signals have been compensated for in order to better visualize the phase
plots. The measurement were performed on axis at a distance of 1 m from the driver. It
can be clearly observed that the diﬀerences of phase and amplitude between the diﬀerent
units are very small. For this reason, individual calibration ﬁlters for the single units of
the loudspeaker array were not used.Chapter 8 Experiments 227
Figure 8.4: Radiation pattern of one KEF HTS3001, measured at 1.12m. The
color scale and the radial coordinate of the spheroids represent the magnitude of the
radiated pressure (dB scale, with range -20 dB to 0 dB), for various frequencies. The
IR is normalized in respect to the on-axis response of the loudspeaker (0 dB)
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Figure 8.5: Frequency response function of unit 23, 24 and 26 of the loudspeaker
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Figure 8.6: The eight-channels ampliﬁers driving the loudspeakers (note that in the
right hand side picture, only four units are shown).
8.1.3 The supporting structure
The loudspeakers were arranged on the surface of a sphere of 1.8 m radius (which deﬁnes
the secondary source layer ∂Λ discussed in the previous chapters of this thesis). The
loudspeaker arrangement was deﬁned as follows: some of the locations are deﬁned by the
vertices of a regular icosahedron. The other locations are deﬁned by the middle points
of the thirty-two edges of the icosahedron projected onto the circumscribed sphere of the
icosahedron. This arrangement deﬁnes an almost regular sampling scheme, with angle
between neighboring points of either 36◦ or 32◦. The coordinates of the loudspeaker
layout are reported in Appendix E, while a diagram is reported in Figure 8.7. As shown
in the ﬁgure, loudspeakers were not arranged at two of the locations deﬁned above,
corresponding to the base and the entrance of the array, respectively.
The loudspeakers were mounted on a large spherical supporting structure of 4 m diameter,
a picture of which is shown in Figure 8.8. The structure was designed jointly with and
manufactured by The Dome Company 2. The structure included a number of curved,
zinc plated, steel tubes, with external and internal nominal diameter of 26.9 mm and
18.84 mm, respectively, and length of either 1.26 m or 1.12 m.
The tubes were joined by steel connectors, consisting of six or ﬁve machined sockets
radiating from a central boss, as shown in Figure 8.9. The loudspeakers were mounted on
these connectors, with the aid of two rubber mounts acting as vibration isolators between
2The Dome Company, Unit 4, Station Yard, Halesworth, Suﬀolk, IP19 8BZ, UK - T:01986 872175 -
M:07966514046Chapter 8 Experiments 229
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Figure 8.7: Diagram of the loudspeaker layout. In order to facilitate visualization,
the locations with cartesian coordinate x` ≤ 0 are represented in black, while those
with x` > 0 are in blue.
Figure 8.8: Picture of the loudspeaker atty in the ISVR large anechoic chamber.Chapter 8 Experiments 230
Figure 8.9: Detail of the loudspeaker mounts.
Figure 8.10: Diagram of the loudspeaker mounts.Chapter 8 Experiments 231
the transducers and the metal structure. A diagram of the loudspeaker mounting sketch
is shown in Figure 8.10. Some extra isolating material was added while assembling the
array in order to make the speaker mounts more stable,(see Figure 8.9).
As shown in Figure 8.8, the structure was sitting on the ring at its base, and nine steel
feet were used for better stability of the structure.
8.1.4 Acoustic source for the reference ﬁeld
The reference sound ﬁeld was chosen to be the ﬁeld generated by an acoustic monopole,
located in the exterior of the reproduction volume, that is in the exterior of the loud-
speaker array. This ﬁeld was generated by a loudspeaker, namely a KEF HTC3001,
arranged as shown in Figure 8.11 at the location of the virtual source. The latter was,
in Cartesian coordinates, [xq,yq,zq] = [0 m,−2.36 m,0.64 m]. The loudspeaker adopted
is very similar, though not identical, to those included in the array, and its technical
characteristic are reported in Table 8.1.
Figure 8.11: Arrangement of the acoustic source generating the reference sound ﬁeld.
8.1.5 The microphone array
The microphone array included a set of forty measurement microphones, evenly arranged
on a linear segment with spacing between neighboring transducers of 51 mm. The micro-
phone used pre-polarized free-ﬁeld Brüel and Kjær microphones, with half-inch capsules,Chapter 8 Experiments 232
Type 4189. The microphones were ﬁxed, with cable ties, on a supporting structure. The
latter included a length of Dexion, supported by two wooden guides as shown in ﬁgures
8.12 and 8.13. The linear array could slide on the guides, thus allowing for the sampling
of the acoustic ﬁeld on the locations deﬁned by a regular lattice. The construction of the
array was such that all microphone diaphragms were lying on the plane z = 0, with some
degree of approximation due to mechanical tolerances. As mentioned above, the latter
were compensated for by measuring not only the reproduced ﬁeld but also the target
ﬁeld.
The spacing between the microphone and the translation steps of the array on the wooden
guide were both equal to 51 mm. Considering the usual limit of at least two sampling
points per wavelength and assuming the speed of sound to be equal to 343 m/s, this
spacing allowed for a higher frequency limit of about 3400 Hz. Above this frequency
limit, the measurement could be contaminated by spatial aliasing artifacts.
For limitations of the electronic hardware (probably due limited speed of writing on the
hard drive the data acquired from multi-channel recordings) a subset of 28 microphones
was used. The array was then translated 28 times and the same sound ﬁeld was measured,
thus allowing for a total measured region of about 1.4 m x 1.4 m, lying on the equatorial
plane of the loudspeaker array, with geometrical center coinciding with the center of the
spherical loudspeaker array. A diagram of the measured region and of the microphone
positions is reported in Figure 8.14.
Two custom-made multi-channel ampliﬁers, one of which is shown in Figure 8.15, were
used for supplying power to the microphones and to amplify the acquired signals before
these were routed to the analog to digital converters (ADC).
The microphone array underwent a calibration procedure. A custom made calibration
apparatus was built. The latter included the chassis of a broken pistonphone, inside
which a small loudspeaker was mounted. The calibration apparatus was placed on each
microphone, the latter being connected to the corresponding ampliﬁer and ADC. Figure
8.16 shows this step of the calibration process, performed by Dr. Mincheol Shin. A
reference signal (white noise) was played back by the loudspeaker in the calibration
device, and was acquired by the microphone under test and recorded. The procedure
was repeated for each ensemble of microphone, ampliﬁer and ADC. A set of inverse
ﬁlters was then created by inverting the transfer function between each microphone and
a reference microphone, the latter being one of the microphones of the array. Figure
8.17 shows the calibration ﬁlters (in the frequency domain, magnitude and phase) for
all the 40 units of the array. It can be observed that the variations in magnitude are
in the range of ±2 dB up to 8 kHz, and are probably caused by the tolerances of the
ampliﬁer gains. In the same frequency range, the phase variations are negligible. Beyond
8 kHz, some larger variations and a more erratic behavior of the ﬁlters can be observed
for both magnitude and phase. It is believed that these deviations are due to limits ofChapter 8 Experiments 233
Figure 8.12: Microphone array and loudspeaker array.
Figure 8.13: Microphone array.Chapter 8 Experiments 234
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Figure 8.14: Diagram of the measured region. The black dots indicate the micro-
phone positions, for all translation steps of the linear array.
Figure 8.15: One of the two multi-channel microphone ampliﬁers.
accuracy of the calibration apparatus. In fact, phenomena such as acoustics modes of the
cavity of the calibrator and non ideal radiation of the little driver enclosed may aﬀect the
repeatability and accuracy of the calibration method at high frequencies. However, these
supposed limits of the calibration procedure have a signiﬁcant eﬀect at frequencies well
beyond the spatial aliasing limit of the array (3.4 kHz), and are therefore not inﬂuential
for the proposed experiment.Chapter 8 Experiments 235
Figure 8.16: Microphone array calibration, performed by Dr. Mincheol Shin.
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Figure 8.17: Calibration ﬁlters for the 40 units of the microphone array.Chapter 8 Experiments 236
8.1.6 The signal processing apparatus
The analog signals feeding the ampliﬁers of the loudspeaker array and the signals acquired
by the microphone array were converted from and into digital format by a set of ﬁve eight-
channel RME ADI-8 DS DAC/ADC converters. The sampling frequency of the system
was 48 kHz, and one of the ADI-8 DS was operating as master clock. The digital input
and output of these devices was carried into ADAT optical cables, capable of carrying up
to eight digital signals at 48 kHz on a single optic ﬁber cable. These signals were in turn
converted into 2 MADI data streams by a RME ADI-648 ADAT to MADI and MADI
to ADAT converter. Each MADI optical cable is capable of carrying up to 64 channels
at 48 kHz. Figure 8.18 report a picture of the rack including the ﬁve RME ADI-8 DS
and the RME ADI-648. Observing the rear side of the rack, we can see the two orange
cables that are the MADI optical cables, while the thin black cables are ADAT optical
cables. The thicker, black, numbered cables on the left hand side carry the analog signals
feeding the loudspeaker array, while the thick, black, numbered cables on the right hand
side carry the analog signals acquired by the microphone array.
The two MADI optical cables (one for all the loudspeaker array signals and one for all
the microphone array signals) were connected to a standard PC desktop, equipped via
an RME Hammerfall DSP (HDSP) MADI PCI card.
The entire digital signal processing was performed in post- or pre-processing with a PC,
using MATLAB software package. The real-time signal reproduction and acquisition was
controlled by Adobe Audition software package.Chapter 8 Experiments 237
Figure 8.18: DAC/ADC conversion system, including the ﬁve RME ADI-8 DS and
of the RME ADI-648.Chapter 8 Experiments 238
8.2 Measurement procedure and digital signal processing
The target of the experiment was to generate the target acoustic ﬁeld with the dedicated
acoustic source and to measure it, and then to reproduced and measure the same ﬁeld
with the loudspeaker array. Figure 8.19 reports a diagram of the reciprocal arrangement
of the loudspeaker array, of the area spanned by the microphone array and of the source
generating the target sound ﬁeld.
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Figure 8.19: Diagram of the arrangement of the loudspeaker array, of the area
spanned by the microphone array and of the virtual source. The location of the latter
is indicated by a red dot, while the black and blue dots represent the location of the
loudspeakers and of the microphones, respectively.
Both the target and the reproduced ﬁeld were generated using the same reference signal
in the time domain. The ideal signal would be a single pulse (a Dirac delta function in the
time domain). However, for experimental purposes, a sinusoidal chirp with exponentially
varying instantaneous frequency was used, and then convolved with its inverse ﬁlter in
order to retrieve the desired impulse response. This technique is presented in detail in
[Far07]. The so-called deconvolution was performed using the Aurora plug-in of Adobe
Audition. The chirp was 10 seconds long and spanned a frequency interval from 50 Hz to
15 kHz. The time series and spectrograms (computed with 16384 FFT points and using
a Blackmann-Harris window) of the chirp, of its inverse ﬁlter and of a sample impulse
response are reported in Figure 8.20. This impulse response measurement technique wasChapter 8 Experiments 239
chosen for its capability of rejecting the nonlinearities of the measurement system, such
as the harmonic distortion of the loudspeakers, as discussed in [Far07].
The measurement of the target ﬁeld was performed by reproducing the chirp signal with
the dedicated loudspeaker, acquiring the signals measured by the microphone array and
saving them in the hard drive of the PC. This procedure was repeated for each translation
step of the microphone array.
The measurement of the reproduced ﬁeld was performed by playing back forty previously
prepared signals with the corresponding loudspeakers of the array, and by measuring the
reproduced acoustic ﬁeld with the microphone array.
The signals above were obtained by ﬁltering the chirp signal with a set of FIR ﬁlters,
one for each loudspeaker. These FIR ﬁlters were computed numerically in the frequency
domain following the steps presented in the previous chapters of this thesis and are
discussed further below. Clearly, the ﬁlter coeﬃcients depend on the location of the
virtual source and on the location of the loudspeaker associated to the ﬁlter.
The fact should be emphasized that for each translation step of the linear microphone
array, the measurement of the target and reproduced ﬁeld were taken consecutively, and
then the array was translated to the next measurement position. This procedure was un-
dertaken in order to compensate for the array position and to minimize the measurement
eﬀort and time.
All the acquired signals were then convolved with the same inverse ﬁlter of the exponential
sweep, thus retrieving the desired impulse responses. The latter contained all the required
information about the target and reproduced ﬁeld, and could be analyzed in diﬀerent
ways, as discussed later in this chapter.
8.2.1 Digital ﬁlter design
The ﬁlter design technique used in this experiment is based on equation (7.100) truncated
to the order N = 5 and with coordinates of the virtual source being q = [0 m,−2.36 m,0.64 m].
The ﬁlters adopted were not designed following a straightforward application of this equa-
tion but some modiﬁcations were introduced for practical purposes.
The ﬁrst modiﬁcation is that the delay δ(t−(q−RΛ)/c) appearing in equation (7.101) was
removed from the ﬁlter computation. This delay corresponds to the diﬀerence between
the distances of the virtual and of the secondary sources from the center of the array.
This simple delay does not inﬂuence the scope of this experiment. A plot of these digital
ﬁlters is reported in Figure 8.21 (note that these are not the ﬁnal version of the ﬁlter
used for this experiment).Chapter 8 Experiments 240
Figure 8.20: Time series and spectrogram of the exponential chirp (a1-a2), of its
inverse ﬁlter (b1-b2) and of a sample impulse response obtained from measurement
(c1-c2). Note that the frequency axis (vertical) of the spectrogram has a logarithmic
scale.Chapter 8 Experiments 241
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Figure 8.21: Digital ﬁlters (represented in the frequency domain) obtained by direct
application of equation (7.100). Each ﬁlter corresponds to a single loudspeaker of the
array.
A second, more relevant, diﬀerence involves dedicated processing for low, middle and
high frequencies. In order to achieve this task, the test signal was pre-ﬁltered using
three ﬁlters, more speciﬁcally a low-pass ﬁlter, a band-pass ﬁlter and a high-pass ﬁlter.
These did not apply any phase shift to the signal, which means that their coeﬃcients in
the frequency domain are real numbers. These ﬁlters are reported in Figure 8.22. The
cross-over frequencies are 100 Hz for low-middle frequencies, and 1.5 kHz for middle-high
frequencies. It can be noticed that the ﬁlters exhibit very steep roll-oﬀ.
The low frequency component of the signal was delivered equally to all forty loudspeakers
of the array. In this way, only the array mode corresponding to the spherical harmonic
Y 0
0 (y) was reproduced (refer to chapters 3 and 4 for more detail) . At low frequencies, this
is the most eﬃcient mode. This technique had therefore the consequence of compensating
the low-frequency roll oﬀ of the transfer function of the loudspeakers adopted (see Figure
8.5), thus maximizing the sound level at low frequencies at the price of reducing the
accuracy of reproduction of the ﬁeld. This choice was motivated by the fact that the
system used for this experiment was optimized for audio reproduction, which requires
good performance at all frequencies of the audible range. As a matter of fact, the
application of this technique produced an excess of acoustic energy at low frequencies.
For this reason, the low pass ﬁlter shown in Figure 8.22 includes an attenuation of 6 dB.
This value was chosen after subjective evaluation.Chapter 8 Experiments 242
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Figure 8.22: Low-pass ﬁlter, band-pass ﬁlter and high-pass ﬁlter. The phase of the
ﬁlters is identically zero for all frequencies.
This technique had also another relevant consequence. In Section 5.5.1 we have seen
that a given array mode an(y) does not radiate any energy in the exterior of Λ if the
operating frequency corresponds to one of the Dirichlet eigenvalues of Λ, which is related
to that given mode. For spherical geometry, the Dirichlet eigenvalues of Λ related to the
mode Y 0
0 (y) are identiﬁed by the zeros of the spherical Bessel function jn(RΛω/c). For
the spherical array of radius RΛ = 1.8 m, such as that under consideration, this occurs
in the vicinity of the frequency ω/(2π) = 96 Hz. Since at low frequency only the array
mode Y 0
0 (y) is reproduced, only little or no acoustic energy is radiated outside of the
array at all frequencies in the vicinity of 96 Hz. This phenomenon was not measured but
was clearly noticeable.
The output signal of the band-pass ﬁlter was ﬁltered by a set of forty FIR ﬁlters de-
signed following a straightforward application of equation (7.100) (removing the delay
mentioned above).
The processing of the output of the high-pass ﬁlter was engineered in view of the follow-
ing considerations. As discussed previously, for the case under consideration the linear
superposition of the ﬁelds generated by the secondary sources is intended to reproduce
the target ﬁeld with good accuracy over a region, whose volume reduces progressively
with increasing frequency. As suggested in [WA01], the radius of this region is r = N/k.
Therefore, outside the region of good reproduction, which is very small at high frequen-
cies, the superposition of the loudspeaker ﬁelds generates undesired artifacts. Further-
more, at high frequencies small errors in the arrangement of the array units may lead
to major alteration of the desired interference pattern, resulting in severe reproductionChapter 8 Experiments 243
errors. It is therefore believed that, at least for audio purposes and for high frequencies,
it is preferable to allow only few loudspeakers to be active, which are in the vicinity of
the direction of the virtual source and which operate in-phase.
In Section 7.3.2 it has been observed that the high frequency asymptotic limit of the
ﬁlters designed following equation (7.100) coincides with the panning function (7.102)
(apart from a constant factor and a delay). It has also been observed that this panning
function exhibits a main lobe in the direction of the virtual source and 2N −1 side lobes.
This implies that loudspeakers arranged far from the direction of the virtual source are
active, and they may operate with opposite phase to that of the loudspeakers in the
vicinity of the virtual source, lying within the aperture of the main lobe.
In view of these considerations, the choice was made to deliberately eliminate the high
frequency components of the signals feeding the speakers outside of the main lobe of
the panning function (7.102). The angular half-width of the main lobe of the panning
function computed for a truncation order N = 5, equals 36.6◦ (cfr. Figure 7.27), while the
angle between neighboring loudspeakers is, for the case under consideration, either 36◦
or 32◦. The application of this technique implies that, when the direction of the virtual
source coincides with one of the loudspeakers, six or seven units of the array are active at
high frequencies, but most of the energy is produced by the unit aligned with the virtual
source. When, on the contrary, the virtual source direction does not coincide with any
secondary source, usually only three loudspeakers are active at high frequencies. This
technique produced the desired eﬀect that only few speakers, arranged in the vicinity
of the direction of the virtual source and acting in-phase, generated the high frequency
components of the ﬁeld. Though developed on diﬀerent basis, this technique shares some
practical similarities with the Vector Based Amplitude Panning (VBAP), proposed by
Pulkki [Pul97].
The combination of the ﬁlters shown in Figure 8.22 and of the signal processing strategies
presented above can be condensed into a unique set of forty digital ﬁlters. These are
illustrated in Figure 8.23. The apparent discontinuity of the phase is actually due to the
high frequency attenuation involved in the high frequency processing technique discussed
above. All ﬁlters which would exhibit a high frequency asymptotic phase of π (opposition
of phase in respect to 0 phase) undergo the aforementioned high frequency attenuation.
It can be easily deduced that the reproduced ﬁeld was dominated by the contribution
of three loudspeakers. These are the units lying within the main lobe of the panning
function and are numbered 14, 15 and 24 in Figure 8.7. Figure 8.24 reports only the
digital ﬁlters associated with these three loudspeakers. It can be noticed that both
phase and amplitude remain almost unvaried throughout the frequency spectrum. The
smooth discontinuity in the vicinity of 100 Hz and the boost of lower frequencies are a
consequence of the low frequency processing technique discussed above.Chapter 8 Experiments 244
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Figure 8.23: Digital ﬁlters (represented in the frequency domain) used for processing
the test signal. Each ﬁlter corresponds to a single loudspeaker of the array.
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Figure 8.24: Digital ﬁlters the corresponding to the three loudspeaker (number 14,
15 and 24) lying within the angular aperture of the main lobe of the panning function.Chapter 8 Experiments 245
8.3 Experimental results
In what follows, the measured reference pressure ﬁeld is compared with the reproduced
pressure ﬁeld. The comparison is performed for monochromatic ﬁelds, for a set of diﬀer-
ent operating frequencies. These data have been extracted from the measured impulse
responses, acquired with the method discussed above. In order to provide a comparison
with the expected results, analogous data obtained from numerical simulations are re-
ported. Figures 8.25 to 8.38 show these results. Each ﬁgure reports the reference and
reproduced pressure ﬁeld (the real part of a complex valued function), both simulated
and measured, in the region of the space scanned by the microphone array. A plot of the
normalized reproduction error is also reported for both simulated and real case. This
error has been computed with equation (5.31), reported here
N(z) :=
|p(z) − ˆ p(z)|2
|p(z)|2 100 (8.1)
The color scale represents the percentage value of the error. In several plots of the
normalized reproduction error, a circle of radius r = N/k ≈ 5·54.66/f is represented, in
order to indicate the region where an accurate reproduction is to be expected. When this
circle is not visible, it means that its radius is larger than the dimension of the plotting
area.
It should be mentioned that all the data acquired with two microphones, numbered 13
and 20 in Figure 8.14, resulted in being unusable. These missing measurements have
been replaced with data obtained by linear interpolation of the data measured with
neighboring microphones. This fact has the implication that the spatial aliasing limit of
3400 Hz is locally reduced to half of that value (1700 Hz).
Figures 8.25 to 8.38 report plots of the measured horizontal components of the intensity
(plotted using the MATLAB function streamslice), for a set of diﬀerent frequencies. The
intensity component in the direction perpendicular to area scanned by the microphone
array has been imposed to be zero, since these could not be computed from the measured
data. The colored plot of the measured pressure has been superimposed. These intensity
plots are useful in order to gain a better understanding of the direction of the ﬂow
of acoustic energy in the diﬀerent locations of the measured area. The time averaged
intensity I(z) was computed from equation (3.12), reported here
I(z) =
1
2
Re[p(z)v(z)∗] (8.2)
The two horizontal components of the velocity v(z) have been computed by applying
the Euler equation (3.9), reported here
∇p(z) = iωρ0v(z) (8.3)Chapter 8 Experiments 246
where the horizontal components of the gradient ∇p(z) have been replaced by a ﬁnite dif-
ference between the pressure measured at two neighboring microphone locations, divided
by their distance.
8.3.1 Discussion
A general overview of the results shows a good agreement between the simulated and
measured results in the frequency range considered. For most of the frequencies a dif-
ference of phase can be observed between the simulated and measured ﬁeld. This is due
to the non linear phase of the frequency response function of the loudspeakers HTS3001
of the array, shown in Figure 8.5, while the simulated data have been computed under
the assumption of ideal sources (unitary magnitude and zero phase across the entire
frequency range). The accuracy of the reproduced ﬁeld suggests that the frequency re-
sponse of the loudspeaker HTC3001, used for generating the reference ﬁeld, exhibits a
phase response identical to the HTS3001.
The reproduced ﬁeld at frequencies in the vicinity of 100 Hz is dissimilar from the refer-
ence ﬁeld. In fact, as discussed above, the signal processing applied to the low frequency
components of the signal was not aimed at achieving an accurate reproduction of the
reference ﬁeld. Figure 8.25 indicates the prevalence of the mode corresponding to the
zero order spherical harmonic (compare this with Figure 4.5).
The frequency range from 200 Hz to 400 Hz is characterized by an accurate reproduction
of the target ﬁeld over the entire measured region. This is the case also for the intensity
diagrams.
In the frequency range between 400 and 800 Hz, it is evident that an accurate reproduc-
tion of the desired ﬁeld is achieved only on the area within the dashed circle with radius
r=N/k. The measured error is slightly larger that the simulated one, but measured and
simulated results are still in good agreement.
At 1000 Hz a large reproduction error is measured within the dashed circle, but at 1250
Hz we observe again a reasonably good agreement between simulated and measured data.
This error is unexpected, but does not aﬀect dramatically the direction of the intensity
ﬁeld within the r = N/k circle.
The intensity plots show that the direction of the reproduced intensity ﬁeld is still in
good agreement with the target over almost all the measured area. However, at 600 and
800 Hz it can be observed that the direction of the ﬂux lines in the exterior of the circle
starts deviating from the reference. This phenomenon is very evident at 1000 and 1200
Hz, and is believed to be caused by the acoustic ﬁeld generated by the loudspeakers
located far from the direction of the virtual source. This hypothesis is conﬁrmed by
the fact that at higher frequencies, when the signal processing technique dedicated toChapter 8 Experiments 247
high frequencies presented above is applied, the direction of the intensity ﬁeld appears
to be more consistent with the target. It is recalled that the high frequency processing
technique involves the use of only those loudspeakers which are located in the vicinity of
the direction of the virtual source.
Starting from 1600 Hz and beyond, a progressively increasing disagreement between
simulated and measured data is observed. A large reproduction error is present in many
locations of the measured region. This eﬀect is much less dramatic in the intensity
plots, which still do not diﬀer too severely from the target ﬁeld plots. The two apparent
horizontal discontinuities in the intensity plots are actually due to the local reduction of
spatial aliasing threshold caused by the replacement of the data of the microphones 13
and 20 with data obtained from interpolation. This phenomenon is partially observable
also in the pressure ﬁeld plots.
At 2500 Hz it is evident that we are approaching the accuracy limit of the system, and
the target and reproduced ﬁeld diﬀer visibly.
Note on the following ﬁgures
In Figure 8.25 to Figure 8.38, the plots on the left hand column represent the simulated
data, while those on the right-hand column represent the measured data.
The ﬁrst row of plots shows the reference ﬁeld, while the second row represents the
reproduced ﬁeld. The colors represents the real part of the complex scalar ﬁeld describing
the acoustic pressure for the given operating frequency (reported at the top of each
ﬁgure). Red and yellow represent positive values, blue and turquoise negative values and
green is zero.
The plots in the last row report the normalized reproduction error deﬁned by equation
(8.1). The color bar at the bottom of the ﬁgures indicates the relation between colors and
percentage value of the error (the color bar does not refer to the reference and reproduced
ﬁeld plots). The dashed circle, when visible, has a radius r = N/k ≈ 5 · 54.66/f (the
region of expected accurate reproduction).
Figures 8.25 to 8.38 represent the measured horizontal components of the intensity, with
the plot of the measured pressure superimposed. The reference ﬁeld is on the left-hand
side, while the reproduced ﬁeld is on the right-hand side.Chapter 8 Experiments 248
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Figure 8.25: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 106 Hz.Chapter 8 Experiments 249
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Figure 8.26: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 164 Hz.Chapter 8 Experiments 250
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Figure 8.27: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 199 Hz.Chapter 8 Experiments 251
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Figure 8.28: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 246 Hz.Chapter 8 Experiments 252
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Figure 8.29: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 317 Hz.Chapter 8 Experiments 253
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Figure 8.30: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 399 Hz.Chapter 8 Experiments 254
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Figure 8.31: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 504 Hz.Chapter 8 Experiments 255
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Figure 8.32: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 633 Hz.Chapter 8 Experiments 256
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Figure 8.33: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 797 Hz.Chapter 8 Experiments 257
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Figure 8.34: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 997 Hz.Chapter 8 Experiments 258
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Figure 8.35: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 1255 Hz.Chapter 8 Experiments 259
−0.5 0 0.5
−0.5
0
0.5
Reference field − simulated
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Reproduced field − simulated
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Normalized error − simulated
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Reference field − measured
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Reproduced field − measured
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Normalized error − measured
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
Frequency 1606 Hz
 
 
0 10 20 30 40 50
Figure 8.36: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 1606 Hz.Chapter 8 Experiments 260
−0.5 0 0.5
−0.5
0
0.5
Reference field − simulated
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Reproduced field − simulated
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Normalized error − simulated
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Reference field − measured
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Reproduced field − measured
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
−0.5 0 0.5
−0.5
0
0.5
Normalized error − measured
x − measurements
y
 
−
 
m
i
c
r
o
p
h
o
n
e
s
Frequency 2005 Hz
 
 
0 10 20 30 40 50
Figure 8.37: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 2005 Hz.Chapter 8 Experiments 261
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Figure 8.38: Reference ﬁeld, reproduced ﬁeld and normalized reproduction error.
The color bar refers to the error plots. The operating frequency is 2509 Hz.Chapter 8 Experiments 262
Figure 8.39: Intensity plot. The operating frequency is 106 Hz.
Figure 8.40: Intensity plot. The operating frequency is 164 Hz.
Figure 8.41: Intensity plot. The operating frequency is 199 Hz.Chapter 8 Experiments 263
Figure 8.42: Intensity plot. The operating frequency is 246 Hz.
Figure 8.43: Intensity plot. The operating frequency is 317 Hz.
Figure 8.44: Intensity plot. The operating frequency is 399 Hz.Chapter 8 Experiments 264
Figure 8.45: Intensity plot. The operating frequency is 504 Hz.
Figure 8.46: Intensity plot. The operating frequency is 633 Hz.
Figure 8.47: Intensity plot. The operating frequency is 797 Hz.Chapter 8 Experiments 265
Figure 8.48: Intensity plot. The operating frequency is 997 Hz.
Figure 8.49: Intensity plot. The operating frequency is 1255 Hz.
Figure 8.50: Intensity plot. The operating frequency is 1606 Hz.Chapter 8 Experiments 266
Figure 8.51: Intensity plot. The operating frequency is 2005 Hz.
Figure 8.52: Intensity plot. The operating frequency is 2509 Hz.Chapter 9
Conclusions
A general theory has been presented for studying the problem of sound ﬁeld reproduction
with an array of loudspeakers. Starting with the assumption of a continuous distribution
of monopole-like secondary sources arranged on the boundary of the control region, we
have seen that the problem can be formulated mathematically as an integral equation of
the ﬁrst kind.
The singular value decomposition of the integral operator involved has been used for
the computation of the solution of the problem, the latter corresponding to the strength
density function of the secondary sources. Closed form expressions for the singular system
have been derived for some geometries, and the method of solution has been extended
also to the case of unbounded planar and linear geometry, for which the operator involved
is not compact.
We have seen that the problem under consideration is in general ill-posed, but it has been
shown that in many cases of practical interest an exact solution exists and is unique,
though it can be unstable. The parameters of the problem that are the responsible
of the diﬀerent kind of ill-posedness have been identiﬁed and discussed. The cases of
target sound ﬁelds that do not allow for an exact solution or a unique solution have been
discussed, and strategies have been proposed for overcoming these problems. Special
attention has been dedicated to the reproduction of focussed sources.
An important analogy between the problem of sound ﬁeld reproduction and the theory of
acoustic scattering has been drawn. It has been shown that, when the control region and
the reproduction region coincide, the reproduction problem is mildly ill-posed and can be
reformulated as an equivalent scattering problem. It has been shown that the Kirchhoﬀ
approximation can be used for solving the reproduction problem at high frequencies.
The eﬀects have been described, which arise from the discretization of the ideally con-
tinuous distribution of secondary sources, and have been studied especially in relation
to the singular system of the integral operator. More speciﬁcally, the phenomenon of
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spatial aliasing has been analyzed, and some guidance has been proposed for limiting
the eﬀects of this phenomenon.
An alternative solution method has been presented, which involves the discretization of
the boundaries of both the reproduction region and of the control region, and which can
be regarded as a boundary element method.
The problem, initially studied for a single-frequency ﬁeld, has been extended to sound
ﬁelds with broad band frequency content. This has led to the computation of the sec-
ondary source signals for the reproduction of virtual sources. Close form expression for
these signals have been derived for some geometries.
The experiments undertaken to validate some of the theoretical results presented have
been described in detail. The experimental setup included a loudspeaker array with 40
transducers and a translating linear microphone array. These experiments involved the
reproduction of the ﬁeld generated by a single virtual source located in the exterior of the
reproduction region (the loudspeaker array). Diﬀerent digital signal processing strategies
for three diﬀerent frequency bands have been presented and used in the experiment. The
experimental results are in very good agreement with the theoretical results, up to about
2000 Hz.
Several of the results presented in this thesis arise also in other methods for sound ﬁeld
reproduction, especially Wave Field Synthesis and High Order Ambisonics, and also in
the theory of microphone arrays and antennas. It is the hope of the author that this
work sheds some light on the theoretical link between these techniques and contributes
to laying the basis for a generalized theory of sound ﬁeld reproduction.
Some of the outcomes of this work might also be of use in other physical problems and
engineering applications. As a matter of fact, we have seen how acoustical problems, such
acoustic scattering, acoustic radiation and acoustic holography, have some fundamental
similarities with the reproduction problem considered here, and may beneﬁt from some
of the results presented in this thesis.
Further work might involve the study of the reproduction problem for other geometrical
arrangements of practical interest. This would involve the derivation of the singular
system of the operator involved. Prolate and oblate spheroids, as well as hemispheres,
are geometries which have been widely studied and might prove useful in many practical
applications. Maury et al. [ME05], [MB08] have recently derived the expressions for the
singular system of a similar integral operator and for the case of bounded planar and
linear geometry (namely a rectangle and a segment, respectively). These works pave the
way to the extension of the approach proposed here to the geometries above.
The theory discussed in this work can be improved for the case of unbounded sets. In
fact, the results presented here for integral operators deﬁned over unbounded sets are
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However, a more rigorous and possibly more general approach could be deﬁned, which
allows for a rigorous formulation of the problem with milder assumptions relating to
the operator (non necessarily compact) and regards the case of compact operators as a
speciﬁc case.
Further work can also involve the study of the same reproduction problem addressed
here, but with more general assumption on the characteristics of the secondary sources,
here assumed to be omnidirectional and linear sound sources. The development of the
theory presented here to the case of directional source with ﬁrst order directivity includes
the use of a combined layer potential (single and double layer) and is a subject of current
research for the author.
Relatively similar to the above is the use of diﬀerent boundary conditions in the formu-
lation of the reproduction problem. Here we have considered the data of the problem to
be the value of the ﬁeld on the control boundary (Dirichlet problem) but it is possible
to include diﬀerent boundary conditions such as the Neumann or impedance (Robin)
boundary conditions [CK92], as suggested in Section 6.3 of this thesis.
Most of the eﬀort in this work has been dedicated to the problem of the reproduction
of a ﬁeld, assuming that the latter was known on the boundary of the control region.
Little attention was dedicated to the subject of measurement and analysis of an unknown
sound ﬁeld. This is an obvious application of microphone arrays, and the extension of
the results presented in this thesis to the study of microphone arrays and related DSP
strategies might lead to novel results and applications.
Finally, as mentioned in the outline of this work, it is recalled that the L2 metric has been
used throughout this thesis as a measure of accuracy of the reproduction of the ﬁeld.
However, sound ﬁeld reproduction systems are often intended for audio application, and
the L2 metric used here might not be the most appropriate measure of the eﬀectiveness
with which a reproduction system is capable of rendering the spatial attributes of a given
sound scene. It would be therefore of great scientiﬁc and commercial interest the study of
a new metric, based on both acoustical and psychoacoustics parameters, and which can
suit better the problem of spatial audio reproduction. The reproduction problem could
be therefore reformulated in light of this new metric, and a new reproduction method
might be formulated.Appendix A
Singular value decomposition of a
matrix
A simple parallel between the SVD of an operator and the SVD of a matrix can be drawn
as follows. Let H be a matrix, transforming a vector a deﬁned on CN into a vector p
deﬁned in CM (b = Ha). H can be expressed as
H = UΣVH (A.1)
where U and V are unitary matrices and Σ is a diagonal, real valued matrix. U and
V represent rotations or reﬂections in a Cartesian space and their columns, the left and
right singular vectors un and vn, respectively, are orthogonal to each other in respect to
the scalar product (2.4). This means that
hun|umi = δn,m
hvn|vmi = δn,m (A.2)
UHU = I
VHV = I
(A.3)
The vectors un and vn are orthonormal, meaning that they are orthogonal and that
their norm is unitary. The vectors a and b can describe the state of N and M degrees of
freedom of two systems, respectively. As in the example with sound ﬁeld reproduction
described in [FN07b], a can represent the signals of an array of N loudspeakers and p the
signals of an array of M microphones. In this case the columns of the matrices U and
V can be interpreted as modes of the two systems. v1, the ﬁrst loudspeaker array mode,
is often constituted by identical elements, thus corresponding to all loudspeakers acting
in phase and with the same amplitude. Following this approach, the operation VHa can
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be interpreted as a modal decomposition of the vector a. The coeﬃcients obtained from
the product (or orthogonal projection) hun|ai shows "how much of the array mode vn
is present in a".
The power of the SVD originates from the fact that each mode vn is transformed by H
into the mode un. This, together with the mutual orthogonality of the modes, implies
that the mode un depends on the mode vn and on this mode only. It holds that
Hvn = σnun (A.4)
The singular values σn , real and positive scalars, are the elements of the diagonal matrix
Σ. In our framework, they represent the amount of ampliﬁcation or attenuation that
each mode vn (of unitary norm) undergoes for the transformation H. If the singular
value σn is large, then the mode vn is eﬃcient, in energetic terms, and it is non eﬃcient
if σn is small.Appendix B
Proofs of some theorems
Proof of Theorem 5.1
Let S : L2(∂Λ) → L2(∂V ) be the integral operator deﬁned by (3.16) and S∗ its adjoint
operator , given by (3.20). Let DV be the set of functions deﬁned by (5.4), namely
DV :=

∇nu(x)|∂V : ∇2u(z) + k2u(z) = 0 z ∈ V, u(x) = 0 x ∈ ∂V
	
(B.1)
We want to prove that the nullspace of the operator S∗ coincides with the set DV , that
is
N(S∗) = DV
Proof. Considerations about the deﬁnition of DV and about the Helmholtz equation lead
to the fact that if ∇nu(x) is in DV , then also its complex conjugate ∇nu(x)∗ is in DV .
(φ ∈ N(S∗) → φ ∈ DV )
Assume that φ ∈ N(S∗). The single layer potential S∂V is deﬁned by
(S∂V φ∗)(z) :=
Z
∂V
G(z,x)φ(x)∗dS(x), z ∈ Rm m = 2,3 (B.2)
and let u+ and u− be its restrictions to the exterior and interior of V (including the
boundary), respectively, namely
u+(z) : = (S∂V φ∗)(z)|Rm\V (B.3)
u−(z) : = (S∂V φ∗)(z)|V (B.4)
Equation (2.99) shows that S∂V is continuous throughout Rm and that it satisﬁes the
homogeneous Helmholtz equation (2.95) in Rm\∂V . This implies that u+(x) = u−(x)
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on the boundary ∂V and
∇2u+(z) + k2u+(z) = 0, z ∈ Rm\V (B.5)
∇2u−(z) + k2u−(z) = 0, z ∈ V (B.6)
In other terms, u+(z) and u−(z) are solutions of an exterior and interior problem, re-
spectively [Wil99].
For the results above and from the deﬁnition of nullspace (2.23), it holds that
0 = (S∗φ)(y)∗ = (S∂V φ∗)(y) = u+(y) y ∈ ∂Λ (B.7)
The analyticity of u+(z) [CK83, p.72] and the uniqueness of the exterior Dirichlet prob-
lem [CK83, p.85] imply that, if u+ = 0 on ∂Λ, then it is zero also in all of the exterior
of V . Hence
u+(z) = 0 z ∈ Rm\V (B.8)
∇nu+(z) = 0 z ∈ Rm\V (B.9)
where the normal derivative ∇nu+ on the boundary ∂V is deﬁned similarly to equation
(2.100).
u− is a solution (in general not unique) of the homogeneous Dirichlet problem in V .
Using the jump relation (2.102) for the normal derivative of S∂V we obtain that
φ(x)∗ = ∇nu−(x) − ∇nu+(x), x ∈ ∂V (B.10)
and for (B.9) it holds that
φ(x)∗ = ∇nu−(x), x ∈ ∂V (B.11)
Henceforth, φ(x)∗ is the normal derivative of one solution of the interior Dirichlet problem
on V , and so φ(x)∗ and φ(x) are in DV .
(φ ∈ DV → φ ∈ N(S∗))
Conversely, if φ(x) = ∇nu(x) ∈ DV , then u(x) = 0 on ∂V and the Kirchhoﬀ-Helmholtz
integral (2.105) implies that
0 =
Z
∂V
G(z,x)∇nu(x) − ∇nG(z,x)u(x)dS(x) =
=
Z
∂V
G(z,x)∇nu(x)dS(x) = (S∂V ∇nu)(z), z ∈ Rm\V (B.12)Appendix B Proofs of some theorems 274
This obviously leads to
0 = (S∂V ∇nu)(y)∗ = (S∗∇nu∗)(y), y ∈ ∂Λ (B.13)
Therefore, φ ∈ DV implies that φ∗ ∈ N(S∗). As mentioned above, if φ∗ belongs to
N(S∗) then the same holds also for φ. This completes the proof.
Proof of Theorem 5.4
The proof is given that any pressure proﬁle p(x) ∈ ΨV is in the closure of the range of
S, where ΨV is given by (3.3) and S by (3.16).
Proof. Let ∇nu(x) ∈ DV , deﬁned by (5.4). The Green second formula (2.104) states
that
Z
V
u(x)∇2p(x) − p(x)∇2u(x)dV (x) =
Z
∂V
u(x)∇np(x) − p(x)∇nu(x)dS(x) (B.14)
Because both u(x) and p(x) are solutions of the homogeneous Helmholtz equation in V ,
it holds that
∇2p(x) = −k2p(x), x ∈ V (B.15)
∇2u(x) = −k2u(x), x ∈ V (B.16)
As a consequence the left hand side of (B.14) equals zero. The ﬁeld u(x) is a solution of
the homogeneous interior Dirichlet problem in V , and it is therefore identically equal to
zero on ∂V . In view of these considerations, equation (B.14) can be rewritten as
Z
∂V
p(x)∇nu(x)dS(x) = h∇nu∗|pi∂V = 0 (B.17)
Corollary 5.2 completes the proof.
Proof of Theorem 5.5
We want to prove that, if the wave number k is not one of the Dirichlet eigenvalues for
V (see Section 3.3), then the solution of the inverse problem Sa = p is unique, when this
exists.
Let the function a(y) belong to the nullspace of S. Then (Sa)(x) = 0, ∀x ∈ ∂V and the
function
u−(z) := (Sa)(z) z ∈ V (B.18)Appendix B Proofs of some theorems 275
is a solution of the homogeneous interior Dirichlet problem for V . If the wave number k
is not one of the Dirichlet eigenvalues for V , then the only solution of the homogeneous
interior Dirichlet problem is u−(z) = 0, ∀z ∈ V . This implies that, given a subset
W ⊂ V , all derivatives of u(z), z ∈ ∂W are zero. Hence, for analytical continuation,
(Sa)(z) = 0, ∀z ∈ Λ. The continuity of the single layer potential (2.99) implies that
(Sa)(z) = 0, ∀z ∈ ∂Λ. As a consequence of the uniqueness of the exterior Dirichlet
problem, we have that (Sa)(z) = 0, ∀z ∈ Rm. This leads to
lim
h→0
ˆ n(z) · ∇(Sa)(z + hˆ n(z)) = 0, z ∈ ∂Λ (B.19)
for both h > 0 and h < 0. Using the jump relation (2.102) of the single layer potential,
we have that a(y) = 0, ∀y ∈ ∂Λ. This proves that, under the conditions mentioned
above, S is injective.Appendix C
Spherical cavity and scattering by a
sound soft sphere
Solution of the homogeneous Dirichlet problem for the sphere
Let BR be the three-dimensional ball deﬁned by
BR := {z ∈ R3 : |z| < R} (C.1)
whose boundary ΩR is the sphere of radius R.
It can be easily proven that given the wave number kn such that jn(knR) = 0, all
functions of the kind
un(z) = ajν(knz)Y m
n (ˆ z), z ∈ BR, |m| ≤ n, a ∈ R (C.2)
are solutions of the homogeneous Dirichlet problem (3.18), with boundary condition
f(x) = 0. Using arguments analogous to [Wil99, p.218], it can be shown that un sat-
isﬁes the homogeneous Helmholtz equation in BR. It can be simply veriﬁed also that
un(z) = 0 ∀z ∈ ΩR, which indicates that un satisﬁes the homogeneous Dirichlet boundary
condition.
The frequencies ωn = kn/c identify the resonance frequencies of a spherical cavity with
radius R and pressure release boundary conditions.
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Scattering by a sound soft sphere
As shown in [Wil99], the incident and scattered sound ﬁeld can be expressed by means
of spherical harmonics and spherical Bessel functions:
pi(z) =
∞ X
ν=0
ν X
µ=−ν
Aµν(ω)jν(kz)Y µ
ν (ˆ z) (C.3)
ps(z) =
∞ X
ν=0
ν X
µ=−ν
Cµν(ω)hν(kz)Y µ
ν (ˆ z) (C.4)
The two equations above can be used for the representation of the ﬁeld generated by the
single layer potential (6.85). Equation (C.3) can be used for the representation of the
target sound ﬁeld p(z), corresponding to the ﬁeld in the interior region Λ, while equation
(C.4) can be used for the representation of the ﬁeld in the exterior region R3\Λ. It
is clear that, in general, Aµν 6= Cµν. The homogeneous Dirichlet boundary condition
implies that
pi(y) + ps(y) = 0, y ∈ ∂Λ (C.5)
Combining this condition with equations (C.3) and (C.4), and in view of equation (6.79)
that represents the continuity of the single layer potential over the boundary ∂Λ, leads
to the following relation:
∞ X
ν=0
ν X
µ=−ν
Aµν(ω)jν(kRΛ)Y µ
ν (ˆ y) = −
∞ X
ν=0
ν X
µ=−ν
Cµν(ω)hν(kRΛ)Y µ
ν (ˆ y), y ∈ ∂Λ (C.6)
In view of the orthogonality relation of the spherical harmonics (4.3), the previous equa-
tion leads to
Cµν(ω) = −
jν(kRΛ)
hn(kRΛ)
Aµν(ω) (C.7)
This is the boundary condition of a sound-soft sphere (sometimes referred to as the
Dirichlet sphere). The total ﬁeld is given by the sum of the incident and scattered ﬁeld
and is given by
pT(z) =
∞ X
ν=0
ν X
µ=−ν
Aµν(ω)

jν(kz) −
jν(kRΛ)
hν(kRΛ)
hν(kz)

Y µ
ν (ˆ z) (C.8)
Its radial derivative is given by
∇npT(z) =
∞ X
ν=0
ν X
µ=−ν
kAµν(ω)

j0
ν(kz) −
jν(kRΛ)
hν(kRΛ)
h0
ν(kz)

Y µ
ν (ˆ z) (C.9)Appendix C Spherical cavity and scattering by a sound soft sphere 278
For z = RΛ, applying the Wronskian relation (2.38) we obtain
∇npT(y) =
∞ X
ν=0
ν X
µ=−ν
Aµν(ω)
ikR2
Λhν(kr)
Y µ
ν (ˆ y) (C.10)Appendix D
Solution for a focused source in the
concentric sphere geometry
Given the source location q = [0,0,−d], we consider the Weyl integral limited to a ball
Bk := {κ ∈ R2 : |κ| ≤ k} given by equation (6.48) and repeated here:
˜ G(z,q) =
i
8π2
Z
Bk
eiζ(κ)(z3+d)
ζ(κ)
eiκ·zdS(κ), z3 ≥ −d (D.1)
We deﬁne
k := [κ1,κ2,ζ(κ)] (D.2)
and change the integration variables as shown in [MW95, p.120], namely
κ1 = kcos(φk)sin(θk)
κ2 = ksin(φk)sin(θk)
ζ(κ) = kcos(θk)
dS(κ)
ζ(κ)
= ksin(θk)dφkdθk
The integral (D.1) becomes
˜ G(z,q) =
i
8π2
Z 2π
0
dφk
Z π
2
0
eik cosθkdeik·zksin(θk)dθk (D.3)
This expression can be interpreted as an inﬁnite superposition of propagating plane waves
ei[κ1z1+κ2z2+ζ(κ)(z3+d)], whose directions span a hemisphere of radius
p
(k).
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The ﬁeld due to a propagating plane wave eik·z can be expressed by the Jacobi-Anger
expansion (2.56), reported again here as
eik·z =
∞ X
n=0
in(2n + 1)jn(kz)Pn(ˆ z · ˆ k) (D.4)
where ˆ z · ˆ k = (z · k)/(kz). Analogously, we have that
eik cosθkd =
∞ X
n=0
in(2n + 1)jn(kd)Pn(cosθk) (D.5)
Considering equation (D.4) and following the passages illustrated in Section 4.1, it can be
shown that the plane wave eik·z can be represented in the form of a single layer potential
of the form
eik·z =
Z
∂Λ
G(z,y)
 
∞ X
ν=0
ν X
µ=−ν
iν4π
ikR2
Λhν(kRΛ)
Y µ
ν (ˆ y)Y µ
ν (ˆ k)∗
!
dS(y) (D.6)
where ∂Λ is a sphere of radius RΛ and centered in the origin, which deﬁnes the surface on
which the secondary sources are arranged. Inserting this result in (D.3) and rearranging
the order of integration and summation we obtain the following result:
˜ G(z,q) = (Sa)(z), z3 > −d, z < RΛ (D.7)
a(y) =
∞ X
ν=0
ν X
µ=−ν
iν
R2
Λhν(kRΛ)
Y µ
ν (ˆ y)
∞ X
n=0
in(2n + 1)jn(kd) (D.8)
·
Z π
2
0

1
2π
Z 2π
0
Y µ
ν (ˆ k)∗dφk

Pn(cosθk)sin(θk)dθk
Recalling the deﬁnition of the spherical harmonics (2.51)
Y µ
ν (ˆ k)∗ = Y µ
ν (θk,φk) :=
s
(2ν + 1)(ν − µ)!
4π(ν + µ)!
Pµ
ν (cosθk)eiµφk (D.9)
we observe that
1
2π
Z 2π
0
e−iµφkdφk = δµ,0 (D.10)
and that
˘ Pnν :=
Z π
2
0

1
2π
Z 2π
0
Y µ
ν (ˆ k)∗dφk

Pn(cosθk)sin(θk)dθk (D.11)
=
Z π
2
0
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Applying the following substitution of variables in the integral above
cosθk = α
−sinθkdθk = dα
(D.12)
we obtain [GR65, p.789], equation 7.221.2
˘ Pnν :=
Z 1
0
Pν(α)Pn(α)dα =

   
   
1
2ν+1 [ν = n]
0 [ν − n is even,ν 6= n]
(−1)
1
2 (ν+n−1)ν!n!
2ν+n−1(ν−n)(n+ν+1)[(
n
2)! (
ν−1
2 )!]
2 [n even, ν odd]
(D.13)
Finally, inserting these results in equation (D.8), we obtain
a(y) =
∞ X
ν=0
∞ X
n=0
in+ν jn(kd)
hν(kRΛ)
(2ν + 1)(2n + 1)
4πR2
Λ
Pν(cosθy) ˘ Pnν (D.14)
This equation can be reformulated using the Jacobi-Anger expansion (D.4), thus obtain-
ing the following formula:
a(y) =
∞ X
ν=0
 Z 1
0
∞ X
n=0
injn(kd)(2n + 1)Pn(x)Pν(x)dx
!
iν(2ν + 1)
4πR2
Λhν(kRΛ)
Pν(cosθy)
=
∞ X
ν=0

ik
4π
Z 1
0
eikdxPν(x)dx

iν(2ν + 1)
R2
Λikhν(kRΛ)
Pν(cosθy) (D.15)
In the special case when d = 0, that is the source location q coincides with the origin of
the coordinate system, we observe that jn(0) = δ0,n and therefore obtain the following
simpler result:
a(y) =
∞ X
ν=0
Z 1
0
Pν(x)dx

iν(2ν + 1)
R2
Λikhν(kRΛ)
Pν(cosθy) (D.16)
From (D.13) and considering that P0(x) = 1, x ∈ [−1,1] we have that
Z 1
0
Pν(x)dx =

   
   
1 [ν = 0]
0 [ν is even,ν 6= 0]
(−1)
1
2(ν−1)ν!
2ν−1ν(ν+1)[(
ν−1
2 )!]
2 [ν odd]
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Given the following relations
ν = 2n + 1, n = 0,1,2... (D.18)
(2n + 1)!! := 1 · 3 · ... · (2n − 1) · (2n + 1) (D.19)
(2n + 1)!! =
(2n + 1)!
2nn!
(D.20)
(2n)!! := 2 · 4 · ... · 2(n − 1) · 2n (D.21)
(2n)!! = 2nn! (D.22)
the expression above can be rewritten as follows:
Z 1
0
Pν(x)dx =

  
  
1 [ν = 0]
0 [ν is even,ν 6= 0]
(−1)
1
2(ν−1)ν!!
ν(ν+1)(ν−1)!! [ν odd]
(D.23)Appendix E
Coordinates of the loudspeaker
layout
Number x y z Number x y z
1 0 0 1.8 21 -1.7119 0.5562 0
2 0.9463 0 1.5312 22 -1.7119 -0.5562 0
3 0.2924 0.9 1.5312 23 -1.058 -1.4562 0
4 -0.7656 0.5562 1.5312 24 0 -1.8 0
5 -0.7656 -0.5562 1.5312 25 1.058 -1.4562 0
6 0.2924 -0.9 1.5312 26 1.7119 -0.5562 0
7 1.61 0 0.805 27 1.5312 0 -0.9463
8 1.2387 0.9 0.9463 28 1.3025 0.9463 -0.805
9 0.4975 1.5312 0.805 29 0.4732 1.4562 -0.9463
10 -0.4732 1.4562 0.9463 30 -0.4975 1.5312 -0.805
11 -1.3025 0.9463 0.805 31 -1.2387 0.9 -0.9463
12 -1.5312 0 0.9463 32 -1.2387 -0.9 -0.9463
13 -1.3025 -0.9463 0.805 33 -0.4975 -1.5312 -0.805
14 -0.4732 -1.4562 0.9463 34 0.4732 -1.4562 -0.9463
15 0.4975 -1.5312 0.805 35 1.3025 -0.9463 -0.805
16 1.2387 -0.9 0.9463 36 0.7656 0.5562 -1.5312
17 1.7119 0.5562 0 37 -0.2924 0.9 -1.5312
18 1.058 1.4562 0 38 -0.9463 0 -1.5312
19 0 1.8 0 39 -0.2924 -0.9 -1.5312
20 -1.058 1.4562 0 40 0.7656 -0.5562 -1.5312
Table E.1: Cartesian coordinates of the loudspeaker layout used for the experiments
presented in Chapter 8
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