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Abstract
This paper presents a construction of the uniformly minimum variance unbiased (UMVU)
estimator of real-valued functions for the simple quadratic natural exponential families on Rd :
A polynomial expansion of the estimator is derived and a condition for its existence is given.
The exact variance of the UMVU estimator is calculated. It is also shown that the series of the
multidimensional Bhattacharyya bounds converges to this variance. These results are
extensions of Morris (Ann. Statist. 11 (1983) 515) and Blight and Rao (Biometrika 61
(1974) 137). Some illustrations are indicated. Non-i.i.d. and biased cases are also discussed.
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1. Introduction
For the class of quadratic natural exponential families (NEFs) on R; [15] obtained
a polynomial expansion of the uniformly minimum variance unbiased (UMVU)
estimator of smooth functions. This construction is based on certain properties of
associated orthogonal polynomials.
Since two generalizations appeared in the literature: Casalis [6] extended the
quadratic NEFs to Rd and obtained the class of simple quadratic NEFs containing
classical multivariate distributions such as the multinomial, the negative
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multinomial, the Poisson or the Gaussian ones. Furthermore, Pommeret [17]
constructed multivariate polynomials associated to the simple quadratic NEFs.
These two extensions permit to consider the following generalization of [15].
Our purpose is to obtain an explicit expression of the UMVU estimator for real-
valued functions within the frame of simple quadratic NEFs on Rd : Such an
estimating problem includes certain cases encountered in the literature as for
instance, estimating correlations (see [11, Chapter 8]), generalized variances
(see [10]), regression curves (see for instance [2]), also PðYpX Þ in reliability
analysis (see [8]).
In this paper, we offer a polynomial expansion of the UMVU estimator in the
simple quadratic NEFs case. We obtain an exact expression of its variance and a
condition for its existence is given.
It is also proved that the multivariate Bhattacharyya bounds converge to the
variance of the UMVU estimator. This last result generalizes [4] on R giving a
necessary condition for the existence of the UMVU estimator. Note that this result
has connection with the work of [23].
The outline of the paper is as follows. In Section 2 we introduce the notion of
simple quadratic NEFs on Rd and we review some of the recent results on
orthogonal polynomials. In Section 3 we derive an explicit formula for the UMVU
estimator and we obtain an expression of its variance. In Section 4 we give some
examples of UMVU estimators in different contexts: bivariate simple quadratic
NEFs, non-i.i.d. case and biased case. In Section 5 we extend the result of [4] to the
multidimensional case.
2. Simple quadratic NEFs and polynomials
2.1. The class of simple quadratic NEFs
Let us ﬁrst introduce some important notations and deﬁnitions. We refer the
reader to [1] or [13] for more details.
If n is a positive Radon measure on Rd ðdANnÞ not concentrated on an afﬁne
hyperplane, we will denote by Ln its Laplace transform, namely LnðyÞ ¼R
Rd
exp/y; xSnðdxÞ; where /y; xS ¼Pdi¼1 yixi: It is required that YðnÞ; the
interior of the set fyARd ; LnðyÞoþNg; is not empty. For yAYðnÞ write knðyÞ ¼
logðLnðyÞÞ the cumulant function of n: Let us denote by MF the set k0nðYðnÞÞ: Then
the gradient, k0n; is a diffeomorphism betweenYðnÞ and MF : We will denote by cn the
inverse function of k0n: The set of probability distributions
F ¼ FðnÞ ¼ fPðm; FÞ; mAMFg ð1Þ
is the natural exponential family (NEF) generated by n; where each probability
Pðm; FÞ has mean m and a density with respect to n given by
fnðx; mÞ ¼ expf/cnðmÞ; xS knðcnðmÞÞg: ð2Þ
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The diffeomorphism cn between MF andYðnÞ allows a re-parametrization of F : This
is an important fact meaning that the estimation of a function of y can be reduced to
the one of m:
For all mAMF ; let VF ðmÞ ¼ ðVijðmÞÞi;j¼1;y;d be the covariance matrix of the
distribution Pðm; FÞ: The function VF is, by deﬁnition, the variance function of F : A
NEF is called simple quadratic if there exists a real a such that all the terms of second
degree of the elements VijðmÞ are equal to amimj: On R it reduces to the quadratic
form VF ðmÞ ¼ am2 þ bm þ c (see [14] for the univariate case).
If X1;y; Xq are i.i.d. with distribution Pðy; nÞ then the distribution of the
complete statistics %X ¼ 1=qPqi¼1 Xi belongs to the NEF
Fq ¼ FðnqÞ ¼ fPðm; FqÞ; mAMFg; ð3Þ
where nq is the image measure by x/x=q of n*q; * denoting the convolution
power. Since
VFqðmÞ ¼ 1=qVF ðmÞ; ð4Þ
F is quadratic (resp. simple quadratic) as Fq is.
The 2d þ 4 types of simple quadratic NEFs on Rd are characterized by the
forms of their variance functions: VF ðmÞ ¼ amtm þ BðmÞ þ C (here tm denotes
the transpose), where aAR; BðmÞ is a ðd 	 dÞ matrix of linear elements in m; and
C is a ðd 	 dÞ symmetric matrix of constants. Each type is composed by one
NEF of the same name and its afﬁnities and convolution powers. We give a
brief exposition of these types (for more details see [6]): The d þ 1 Poisson–Gaussian
types (see also [12]) corresponds to the case a ¼ 0 and are composed by the
distribution of d independent variables ðX1;y; XdÞ where X1;y; Xk have Poisson
distribution and Xkþ1;y; Xd are Gaussian variables with variance 1. The d þ 1
negative multinomial gamma types are composed by the distribution of ðX1;y; XdÞ
where ðX1;y; XkÞ has a negative multinomial distribution, the conditional variable
Xkþ1jðX1;y; XkÞ is gamma distributed with shape parameter
Pk
i¼1 Xi þ 1 and
ðXkþ2;y; XdÞjðX1;y; Xkþ1Þ is a Gaussian vector with variance diagðXkþ1;y; Xkþ1Þ
(the diagonal matrix). The hyperbolic type is composed by the distribution of
ðX1;y; XdÞ where ðX1;y; Xd1Þ has a negative multinomial distribution and
Xd jðX1;y; Xd1Þ has an hyperbolic cosine distribution with power convolution
parameter
Pd1
i¼1 Xi þ 1: The last type of simple quadratic NEF corresponds to the
case ao0 and is the classical multinomial NEF.
2.2. Associated polynomials
For x ¼ ðx1;y; xdÞARd and n ¼ ðn1;y; ndÞANd we write xn ¼ xn11 ?xndd AR: Let
GLðRdÞ denote the set of the d 	 d invertible matrices. For all n ¼ ðn1;y; ndÞANd
and for all AAGLðRdÞ we deﬁne on Rd 	 MF
LA;nðx; mÞ ¼ DðnÞA fnqðx; mÞ=fnqðx; mÞ; ð5Þ
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where D
ðnÞ
A fnqðx; mÞ stands for the jnj ¼ n1 þ n2 þ?þ nd derivative of m/fnqðx; mÞ
in the jnj directions Ae1 ðn1 timesÞ;y; Aed ðnd timesÞ: By induction on jnj it is easy
to check that LA;n is a polynomial in x of degree jnj and the ðLA;nÞnANd form a basis of
the space of the polynomials on Rd : Recall here that a polynomial is of the jnjth
degree if PðxÞ ¼PkANd ;jkjpjnj akxk; where at least one of the real numbers ak is non-
zero when jkj ¼ jnj:
Let us mention an important property of these polynomials (see [17]).
Lemma 2.1. Given ðA; mÞAGLðRdÞ 	 MF ; there exists a neighborhood VðmÞ of m
such that the following assertions hold:
(i) For all m0AVðmÞ and for all xARd ;
X
nANd
fA1ðm  m0Þgn
n!
LA;nðx; m0Þ ¼ fnðx; mÞ=fnðx; m0Þ:
(ii) For all m0AVðmÞ; the series
P
nANd
fA1ðmm0Þgn
n! LA;nðx; m0Þ converges in
L2ðPðm0; FÞÞ:
The following result, due to [17], is an essential tool for the proofs of Theorem 3.1
and generalizes [7].
Theorem 2.1. Let F be a simple quadratic NEF on Rd and let ðm; AÞAMF 	 GLðRdÞ
such that A1VF ðmÞtA1 is diagonal (such a matrix exists for all mAMF ). Then, the
polynomials ðLA;nÞ given by (5) are Pðm; FÞ-orthogonal; i.e.
R
Rd
LA;nðx; mÞ
LA;lðx; mÞPðm; FÞðdxÞ ¼ 0 if nal:
3. Construction of the UMVU estimator
3.1. Poisson–Gaussian, negative multinomial and hyperbolic cases
We ﬁrst restrict our attention to the 2d þ 3 types of simple quadratic NEFs
on Rd which are the d þ 1 Poisson–Gaussian types, the d þ 1 negative multi-
nomial gamma types and the hyperbolic type. From now on, we assume that
the function g is inﬁnitely differentiable (written gACN). For an i.i.d. sample of
size q set
cnðA; mÞ ¼ jD
ðnÞ
A gðmÞj
ðEmðL2A;nÞÞ1=2
; ð6Þ
where EmðL2A;nÞ ¼
R
L2A;nðx; mÞ dPðm; FqÞ: The following theorem is a generalization
of [15].
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Theorem 3.1. Let F be one of the 2d þ 3 precedent types of simple quadratic NEFs on
Rd and let g : MF-R be a C
N function. Let X1;y; Xq be i.i.d. with distribution
Pðm; FÞAF : Let AAGLðRdÞ such that A1VF ðmÞtA1 ¼ diagðh1;y; hdÞ: If the seriesP
nANd cnðA; mÞ converges then the UMVU estimator of gðmÞ; say T ; has the following
finite variance:
VarðTÞ ¼
P
nANd \f0g
ðDðnÞA gðmÞÞ2
qjnjn!
hn; a ¼ 0;
P
nANd \f0g
ðDðnÞA gðmÞÞ2
n!ajnj
Gðq
a
Þ
Gðq
a
þ jnjÞ h
n; a40;
8>>><
>>:
where a is the coefficient of terms of degree two in VF ðmÞ; hn ¼ hn11 yhndd and
Gðq
a
þjnjÞ
Gðq
a
Þ ¼
ðq
a
þ jnj  1Þðq
a
þ jnj  2Þyðq
a
Þ:
Furthermore, 8ðA˜; m˜ÞAGLðRdÞ 	 MF such that A˜1VF ðm˜ÞtA˜1 is diagonal, if the
series
P
nANd cnðA˜; m˜Þ converges we have
T ¼
X
nANd
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
LA˜;nð %X; m˜Þ; ð7Þ
where %X ¼ 1=qPqi¼1 Xi and where the norms Em˜ðL2A˜;nÞÞ are given in Lemma 3.1.
Proof. For the proof we consider the case where q ¼ 1 and the general case follows
easily from (3) and (4).
By completeness, to show that (24) deﬁnes the UMVU estimator of gðmÞ its
remains to prove the following equality:Z
Rd
TðxÞfnðx; mÞnðdxÞ ¼ gðmÞ: ð8Þ
We can write the left-hand side of (8) in the form
Z
TðxÞfnðx; mÞnðdxÞ ¼
Z X
nANd
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
LA˜;nðx; m˜Þfnðx; mÞnðdxÞ:
Consider the series
R jPnANd gðnÞðm˜ÞðA˜e1;y;A˜ed ÞEm˜ðL2
A˜;n
Þ LA˜;nðx; m˜Þjfnðx; mÞnðdxÞ: With the
notations y ¼ fnðmÞ and *y ¼ cnðm˜Þ; we have
X
nANd
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
					
					
Z
jLA˜;nðx; m˜Þjfnðx; mÞnðdxÞ
¼
X
nANd
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
					
					
Z
jLA˜;nðx; m˜Þj
fnðx; mÞ
fnðx; m˜Þ fnðx; m˜ÞnðdxÞ
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p
X
nANd
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
					
					
Z
L2
A˜;n
ðx; m˜Þfnðx; m˜ÞnðdxÞ

 1
2
	
Z
expf/y *y; xS kPð*y;nÞðy *yÞgfnðx; mÞnðdxÞ

 1
2
:
But this series converges since the series
P
cnðA˜; m˜Þ converges. Lemma 2.1 now
shows that there exists an open set VðmÞ such that for all m˜AVðmÞ we haveZ
TðxÞfnðx; mÞnðdxÞ
¼
X
nANd
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
Z
LA˜;nðx; m˜Þfnðx; mÞnðdxÞ
¼
X
nANd
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
Z
LA˜;nðx; m˜Þ
X
kANd
fA˜1ðm  m˜Þgk
k!
LA˜;kðx; m˜Þfnðx; m˜ÞnðdxÞ:
By the orthogonality of the polynomials LA˜;n (see Theorem 2.1) and since the seriesX fA˜1ðm  m˜Þgn
n!
LA˜;nðx; m˜Þ
converges in L2ðPðm˜; FÞÞ we haveZ
TðxÞfnðx; mÞnðdxÞ
¼
X
nANd
X
kANd
fA˜1ðm  m˜Þgk
k!
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
JA˜;nkðm˜Þ
¼
X
nANd
fA˜1ðm  m˜Þgn
n!
D
ðnÞ
A˜
gðm˜Þ
Em˜ðL2A˜;nÞ
JA˜;nnðm˜Þ
¼
X
nANd
fA˜1ðm  m˜Þgn
n!
D
ðnÞ
A˜
gðm˜Þ
¼ gðmÞ:
It follows that T is an unbiased estimator of gðmÞ and T is the UMVU estimator of
gðmÞ; independently of the choice of m˜ in an open interval containing m: Since MF is
an open set, T is the UMVU estimator of gðmÞ for all m˜ such that PnANd cnðA˜; m˜Þ
converges. The polynomials ðLA˜;nÞ are Pðm˜; FÞ-orthogonal which yields
EðT2Þ ¼
X
nANd
c2nðA; mÞ;
Finally, we obtain the LA;n’s norms (see [18]).
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Lemma 3.1. Under the hypotheses of Theorem 3.1, we have for all nANd
EmðL2A;nÞ ¼
n!qjnjð 1
h1
Þn1yð 1
hd
Þnd ; a ¼ 0;
n!ajnj
Gðq
a
þjnjÞ
Gðq
a
Þ ð
1
h1
Þn1yð 1
hd
Þnd ; a40:
8><
>:
Remark. (i) By Lemma 3.1 it is obvious that the convergence of the seriesP
nANd cnðA; mÞ occurs when the derivatives gðnÞðmÞ are bounded. It also ensures the
existence of the UMVU estimator for all polynomial functions of the mean as soon
as m has ﬁnite value (see for instance the generalized variance or the correlation
function via the illustrations given in Section 4).
(ii) The polynomials LA;nðx; mÞ used in Theorem 3.1 are described in [17] and are
combinations of classical univariate polynomials. We also refer the reader to the
report of [9] for notations and properties of polynomials.
(iii) It follows from Theorem 3.1 that T can be approximated by
Tk ¼
X
jnjpk
D
ðnÞ
A gðmÞ
EmðL2A;nÞ
LA;nð %X; mÞ; ð9Þ
for an appropriately high value of k: Thus we obtain
EmðT  TkÞ ¼
X
jnj4k
ðA˜1ðm  m˜ÞÞn
n!
D
ðnÞ
A˜
gðm˜Þ
p 1
k!
sup
tA½0;1
X
jnj¼k
ðA˜1ðm  m˜ÞÞnDðnÞ
A˜
gðm˜ þ tðm  m˜ÞÞ
8<
:
9=
;
and the variance of Tk is
VarðTkÞ ¼
X
jnjpk
fDðnÞA gðmÞg2
EmðL2A;nÞ
:
(iv) Theorem 3.1 shows that the absolute convergence of the series cn ensures the
existence of the UMVU estimator. We will see in Section 5 that the existence of the
estimator implies the convergence of the series c2n:
3.2. The multinomial case
In the simple quadratic case, when the coefﬁcient of degree two in VF ðmÞ
is negative, we necessarily have a ¼ 1=N; where NANn: Such a family
corresponds to the family of multinomial distributions (see [6]). We have
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MF ¼ fmARd ; mj40;
Pd
j¼1 mjoNg and
VF ðmÞ ¼  1
N
mtm þ diagðm1;y; mdÞ: ð10Þ
In such a case we can construct the UMVU estimator of a function g verifying
D
ðnÞ
I gðmÞ ¼ 0 for jnj4Nq; where I denotes the identity matrix and q stands for the
sample size. The following theorem is analogous to Theorem 3.1 and we omit the
proof.
Theorem 3.2. Let F be the multinomial NEF on Rd with variance function given by
(10). Let X1;y; Xq be i.i.d. with distribution Pðm; FÞAF : If g : MF-R is a CN
function such that D
ðnÞ
I gðmÞ ¼ 0 when jnj4Nq; then for all AAGLðRdÞ such that
A1VF ðmÞtA1 ¼ diagðh1;y; hdÞ; the UMVU estimator of gðmÞ; say T ; exists and
has the following finite variance:
VarðTÞ ¼
X
nANd \f0g
jnjpqN
ðDðnÞA gðmÞÞ2
n!
GðqN  jnj þ 1Þ
GðqN þ 1Þ N
jnjhn:
Moreover, for all ðm˜; A˜ÞAMF 	 GLðRdÞ such that A˜1VF ðm˜ÞtA˜1 ¼ diagðh˜1;y; h˜dÞ
we have
T ¼
X
nANd
jnjpqN
D
ðnÞ
A˜
gðm˜Þ
EðL2
A˜;n
Þ LA˜;nð
%X; m˜Þ;
where EðL2
A˜;n
Þ ¼ n!ð 1
N
Þjnj GðqNþ1ÞGðqNjnjþ1Þð1h˜Þ
n:
4. Illustrations
There are a large number of interesting functions gðmÞ in the literature. We give a
number of illustrations applying Theorem 3.1 in the simple quadratic bivariate case.
We will make the following assumptions: F ¼ fPðm; FÞ; mAMFg is a NEF on R2
and, for all qAN; ðX1; Y1Þ;y; ðXq; YqÞ are i.i.d. with distribution Pðm; FÞ: We write
ð ’X; ’YÞ ¼ ðPXi;PYiÞ and ð %X; %YÞ ¼ 1qð ’X; ’YÞ:
4.1. Estimation of regression curves: the gamma Gaussian distribution
Here we consider the problem of estimating the regression curve EðX jYÞ for
ðX ; Y Þ having a gamma Gaussian distribution. Let ðX ; Y Þ be a random vector on R2
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with distribution Pðl; y; nÞ of density
f ðx; yÞ dx dy ¼ expðlxÞ
GðpÞ l
pxp1I½0;þN½ðxÞ 1ﬃﬃﬃﬃﬃﬃﬃﬃ
2px
p exp ðy  yxÞ
2
2x
 !
dx dy;
where p40; l40 and yAR: We will denote by Y jX the conditional variable Y given
X : The variable X has a gamma distribution gp;l and the variable Y jX has a
Gaussian distribution NðyX ; X Þ: With the notation
nðdx; dyÞ ¼ 1
GðpÞ x
p1I½0;þN½ðxÞ 1ﬃﬃﬃﬃﬃﬃﬃﬃ
2px
p exp y
2
2x
 
dx dy;
we can write the density of Pðl; y; nÞ with respect to the measure n in the form
fnðx; yÞ ¼ expðlxÞlp exp y
2
2
x
 
expðyyÞ:
For a ﬁxed p40; the NEF of the gamma Gaussian distributions is given by
F ¼ FðnÞ ¼ fPðl; y; nÞ; l40; yARg:
Let us denote by m ¼ ðm1; m2Þ the mean of Pðl; y; nÞ: We have
m1 ¼ p=l; m2 ¼ yp=l; ð11Þ
VF ðmÞ ¼ 1
p
m21 m1m2
m1m2 m
2
2 þ pm1
 !
: ð12Þ
It follows that F is simple quadratic. Let ðX1; Y1Þ;y; ðXq; YqÞ be i.i.d. with
distribution Pðl; y; nÞ: We wish to estimate the regression curve
EðY jX ¼ xÞ ¼ x m2
m1
:
Deﬁne A˜ ¼ ﬃﬃﬃpp I ; where I denotes the identity matrix. Taking m˜ ¼ ðp; 0Þ yields
A˜1VF ðm˜ÞtA˜1 ¼ I : Replacing m by m˜ in (31) we obtain
*l ¼ 1 *y ¼ 0
The Pð*l; *y; nqÞ-orthogonal polynomials are given in [17]. Since the derivatives
gðnÞðm˜ÞðAe1; Ae2Þ vanish when n2a1; the UMVU estimator of EðY jX ¼ xÞ is a series
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in Laguerre polynomials, denoted by L
pq
k : We have
T ¼ x
X
kAN
k!ð ﬃﬃﬃqp Þkþ1 GðpqÞ
Gðpq þ k þ 1Þ
’YL
pq
k ð ’XÞ:
With the notation A ¼ 0 1
1 m2=m1
 
; we have
A1VF ðmÞtA1 ¼
m1 0
0 m21=p
 !
:
According with Theorem 3.1 we obtain
VarðTÞ ¼ x2
X
k41
k!GðpqÞ
m21Gðpq þ kÞ
m22 þ
m1
pq þ k
 
 
þ 4pq þ 5
m1pqðpq þ 1Þ
" #
;
¼ x2 pqm
2
2
ðpq  1Þðpq  2Þm21
þ 1
m1pqðpq  1Þ

þ 4
m1ðpq þ 1Þ þ
5
m1pqðpq þ 1Þ

:
Applying the formula for m ¼ m˜ ¼ ðp; 0Þ we obtain
VarðTÞ ¼ 4x
2
p2q
:
Remark. For the bivariate negative binomial distribution, the bivariate negative
binomial gamma distribution and the bivariate hyperbolic distribution on R2 we
obtain similar expressions of the UMVU estimator of the regression curve. For
example, in the bivariate hyperbolic case we have
EðY jX ¼ xÞ ¼ xm2=m1 ¼ xgðmÞ;
T ¼ x
X
nX0
ð1=2Þnþ1 ð1Þ
n
ðn þ pqÞypq
’Yð ’X  pqÞMc1;b1n ð ’X  1Þ;
VarðTÞ ¼ x2
X
nX0
n!pnþ1Dn2fm22ð1 m1Þ2ðn þ 1Þ þ m41D1g
m2nþ41 pqðpq þ 1Þyðpq þ nÞ
;
where D1 and D2 are the diagonal elements of A
1VF ðmÞtA1:
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4.2. Estimation of correlations: the bivariate binomial distribution
On R; for an i.i.d. sample of size q with distribution in a quadratic NEF with
variance function VF ðmÞ ¼ am2 þ bm þ c; Letac [12] proved that the UMVU
estimator of VF ðmÞ satisﬁes the formula
T ¼ q þ 1
q þ a
 
VF ð %XÞ: ð13Þ
However, on Rd (for d41) Casalis [5] showed that (13) breaks down. Thus, another
way for computing T is the use of the Theorem 3.1. We study here the estimation of
correlation in the bivariate binomial case here. Let NAN\f0g and let ðX ; YÞ be a
random vector with bivariate binomial distribution. Write
PðX ¼ x; Y ¼ yÞ ¼ N!
x!y!ðN  x  yÞ! p
xqyð1 p  qÞNxy;
where p40; q40 and p þ qo1: Let n ¼ ðd0 þ de1 þ de2Þ*N ; where NAN\f0g; *
denoting the convolution power. An easy computation shows that
knðyÞ ¼ logðf1þ expðy1Þ þ expðy2ÞgNÞ;
k0nðyÞ ¼N
expðy1Þ
1þexpðy1Þþexpðy2Þ
expðy2Þ
1þexpðy1Þþexpðy2Þ
0
@
1
A ¼ m1
m2
 !
:
Set
p ¼ expðy1Þ
1þ expðy1Þ þ expðy2Þ; q ¼
expðy2Þ
1þ expðy1Þ þ expðy2Þ:
The density of ðX ; Y Þ with respect to n will be denoted by
fnðx; y; mÞ ¼ N!
x!y!ðt  x  yÞ!
m1
N
 x m2
N
 y
1 m1
N
 m2
N
 Nxy
:
The NEF generated by n is the NEF of bivariate binomial distributions, say F ¼
fPðm; FÞ; m140; m240; m1 þ m2oNg; where the density of Pðm; FÞ with respect to
n is fnðx; y; mÞ: The variance function of F is given by
VF ðmÞ ¼ k00n ðyÞ ¼
 1
N
m21 þ m1  1N m1m2
 1
N
m1m2  1N m22 þ m2
 !
:
Suppose that ðX1; Y1Þ;y; ðXq; YqÞ are i.i.d. with distribution Pðm; FÞ: We are
interested in ﬁnding T ; the UMVU estimator of covðX ; YÞ ¼  1
N
m1m2 ¼ gðmÞ: Let
A˜ ¼ ﬃﬃﬃﬃﬃﬃﬃ3Np =8 0 2
2 1
 
and m˜ ¼ N=8 2
3
 
: Since A˜1VF ðm˜ÞtA˜1 ¼ I ; Theorem 3.2
shows that
T ¼
X
jnjpNq
gðnÞðm˜ÞðA˜e1;y; A˜edÞ
Em˜ðL2A˜;nÞ
LA˜;nð %X; %Y; mÞ;
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where the LA;nðx; y; mÞ are Krawchouk polynomials. We obtain
T ¼Cf5=8 %X2  %X %Y þ 1=16ð6qN þ 9N þ 5Þ %X
þ 1=4ðN þ q  1Þ %Y þ 1=128ð12qð2N  q  1Þ  17N þ 4Þg;
where C ¼ fqðqN  1Þg1:
Let A ¼ m1 1
m2  N 0
 
: Since A1VF ðmÞtA1 ¼ D1 00 D2
 
we see that
VarðTÞ ¼ 1
q
ðm1m2 þ m1ÞD1 þ ðm2  pÞm2D2 þ m1ND
2
1
Nq þ 1


þ Nðm2  NÞD1D2
Nq þ 1

:
For instance, ﬁxing m ¼ m˜ yields
VarðTÞ ¼ N
ﬃﬃﬃﬃ
N
p
8q
ﬃﬃﬃ
3
p
þ 3
ﬃﬃﬃﬃ
N
p
2ðNq þ 1Þ

 
:
Remark. The maximum likelihood estimator of the correlation between two
components of a multivariate r.v. has the inconvenient to be biased. For instance,
within the frame of multivariate normal distributions [16] gave a table of corrective
multipliers to reduce such a bias. Finally, the corrected estimator obtained is exactly
the UMVU estimator.
4.3. The non-i.i.d. case
When independent samples come from different distributions in simple quadratic
NEFs we can easily adapt the previous results. For instance the problem of
estimating PðYoXÞ when X and Y are independent has been considered by several
author (see [19] for the negative binomial case).
More generally, let F1 and F2 be two simple quadratic NEFs on R
d1 and Rd2 ;
respectively. Let X1;y; Xl be an i.i.d. sample with distribution Pðm1; F1Þ and let
Y1;y; Yk be an i.i.d. sample with distribution Pðm2; F2Þ: Assume that the l þ k
variables are independent. Let g : MF1 	 MF2-R be a CN function and for i ¼ 1; 2;
let Ai be such that A
1
i VFiðmiÞtA1i is diagonal. Denote by T the UMVU estimator of
gðm1; m2Þ: If the series
P
ðn1;n2ÞANd1	Nd2
jDn1
A1
D
n2
A2
gðm1;m2Þj
ðEm1 ðL2A1 ;n1 ÞEm2 ðL
2
A2 ;n2
ÞÞ1=2 converges we have
VarðTÞ ¼
X
ðn1;n2ÞANd1	Nd2 \f0g
fDn1A1Dn2A2gðm1; m2Þg
2
Em1ðL2A1;n1ÞEm2ðL2A2;n2Þ
;
where the LA;n norms are given in Lemma 3.1. Adapting Theorems 3.1 and 3.2 we
can also obtain a polynomial expansion of the estimator T :
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4.4. Biased estimation
Let T be an estimator of gðmÞ with bias denoted by bðTÞ: The relation
RðT ; yÞ ¼ VarðTÞ þ bðTÞ2;
where RðT ; yÞ ¼ EfðTðXÞ  yÞ2g is the quadratic risk, allows an extension of the
previous results.
If F is a simple quadratic NEF on Rd and if T is a biased estimator of gðmÞ;
function of the complete statistics, then T can be considered as an unbiased
estimator of EðTÞ: Applying our previous theorems we obtain
T ¼
X
nANd
Dn
A˜
Em˜ðTÞLA˜;nð %X; m˜Þ=Em˜ðL2A˜;nÞ: ð14Þ
We also have
RðT ; gðmÞÞ ¼ bðTÞ2 þ
X
nANd \f0g
ðDnAEðTÞÞ2=jjQA;njj2m: ð15Þ
We discuss here the case of the generalized variance studied in [10]. The authors
obtained the UMVU estimator of the determinant of the variance function, called
the generalized variance, for simple quadratic NEFs (without calculus of the
variance). We offer here to compute the variance via Theorem 3.1 and to determine
the estimator T verifying EðTÞ ¼ agðmÞ and minimizing the quadratic risk.
For instance, consider the gamma-gaussienne distribution on R2 studied in 4.1.
The generalized variance is jVF ðmÞj ¼ m31=p ¼ gðmÞ: We can obtain the estimator T
of gðmÞ minimizing the quadratic risk and such that EðTÞ ¼ ajVF ðmÞj:
Note that the derivatives of gðmÞ in the directions Ae1 ¼ e2 ðn1 timesÞ and Ae2 ¼
e1 þ m2=m1e2 ðn2 timesÞ vanish for n140: From (15) we obtain the following risk
RðT ; jVF ðmÞjÞ ¼ jVF ðmÞj2 a2 1þ 9
pq
þ 18p
2q2
þ
6
p3q3
 
 2aþ 1

 
;
which is minimum for
a ¼ p
3q3
6þ 18pq þ 9p2q2 þ p3q3:
Using (14) we obtain
T ¼ ap2 1þ 3 %X2
q
þ 3p %X
2
2  %X1
pq2
þ 2p %X
3
2  3 %X1 %X2
pq3

 
;
where %X ¼ ð %X1; %X2Þ:
5. Convergence of the Bhattacharyya bounds
On R; Bhattacharyya [3] has considered the covariance matrix of the variables
f
ðiÞ
n ðX ; mÞ=fnðX ; mÞ; where f ðiÞn ðX ; mÞ is the ith derivative of m/fnðX ; mÞ: Here we
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consider the following generalization: For all mAMF and ðn; lÞAðNdÞ2; we write
JA;nlðmÞ ¼
Z
Rd
LA;nðx; mÞLA;lðx; mÞPðm; FÞðdxÞ: ð16Þ
We call the inﬁnite matrix
JAðmÞ ¼ ðJA;nlðmÞÞðn;lÞAðNd Þ2 ; ð17Þ
the Bhattacharyya matrix associated to the distribution Pðm; FÞ (see [18] for more
details. See also [21,22] for the univariate case). It is clear that the diagonality of the
Bhattacharya matrix is equivalent to the orthogonality of the ðLA;nÞ: In such a case
we have JA;n;l ¼ dnlEmðL2A;nÞ:
Seth [20] has described the lower bounds for the variance of unbiased estimators in
terms of Bhattacharyya matrices. Classically, if T is an unbiased estimator of a real-
valued function g of a parameter m; then for all ðr; AÞAN	 GLðRdÞ we have
VarðTÞX
X
n;sANd ;jnj;jsj¼1;y;r
D
ðnÞ
A gðmÞJA;nsðmÞDðsÞA gðmÞ; ð18Þ
where the ðJA;nsðmÞÞjnj;jsj¼1yr are the elements of the inverse of the sub-matrix
JrAðmÞ ¼ ðJA;nlðmÞÞn;l;jnj¼jlj¼r: The right-hand side of (18) is called the Bhattacharyya
bound of order r and its limit is the Bhattacharyya bound. When the Bhattacharyya
matrix is diagonal we can rewrite (18) as
VarðTÞX
X
nANd ;jnj¼1;y;r
fDðnÞA gðmÞg2
EmðL2A;nÞ
: ð19Þ
In the quadratic case on R; Blight and Rao [4] showed that the Bhattacharyya
bounds converge (when r-N) to the variance of the UMVU estimator.
The following result shows that the right-hand side of (19) converges when the
UMVU estimator has ﬁnite variance and the limit is achieved for simple quadratic
NEFs. This result is close to [23]. Moreover, we give explicitly the expression of the
limit bound which coincides to the variance of the estimator.
Theorem 5.1. Let F be a simple quadratic NEF on Rd and let g : MF-R be a C
N
function. Let X1;y; Xq be i.i.d. with distribution Pðm; FÞAF : Then, if the UMVU
estimator, T ; of gðmÞ has a finite variance we have for all AAGLðRdÞ such that
A1VF ðmÞtA1 ¼ diagðh1;y; hdÞ
VarðTÞ ¼
P
nANd \f0g
ðDðnÞA gðmÞÞ2
qjnjn!
hn; a ¼ 0;
P
nANd \f0g
ðDðnÞA gðmÞÞ2
n!ajnj
Gðq
a
Þ
Gðq
a
þ jnjÞ h
n; a40;
P
nANd \f0g
jnjpqN
ðDðnÞA gðmÞÞ2
n!
GðqN  jnj þ 1Þ
GðqN þ 1Þ N
jnjhn; ao0;
8>>>>><
>>>>>:
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where a is the coefficient of terms of degree two in VF ðmÞ; with the notation N ¼ 1=a
in the multinomial case.
Proof. We give the proof only for the case aX0; the multinomial case is left to the
reader. We consider the case q ¼ 1; the generalization is given by (3) and (4). For all
m˜AMF there exists AAGlðRdÞ such that A1VF ðm˜ÞtA1 is diagonal. Write
L˜A;nðx; m˜Þ ¼ LA;nðx; m˜Þ
Em˜ðL2A;nÞ1=2
:
Hence the ðL˜A;nÞnANd form a Pðm˜; FÞ-orthonormal basis of the set of polynomials on
Rd : Writing
bnðm˜Þ ¼
Z
Rd
TðxÞL˜A;nðx; m˜Þfnðx; m˜ÞnðdxÞ;
we obtainX
nANd
b2nðm˜ÞoþN;
which is due to the fact that T belongs to L2ðPðm˜; FÞÞ: Since L2 is complete, there
exists Tðx; m˜ÞAL2ðPðm˜; FÞÞ such that
Tðx; m˜Þ ¼
X
nANd
L˜A;nðx; m˜Þ
Z
Rd
Tðx; m˜ÞL˜A;nðx; m˜Þfnðx; m˜ÞnðdxÞ
¼
X
nANd
L˜A;nðx; m˜Þbnðm˜Þ:
HenceZ
T2ðx; m˜ÞdPðm˜; FÞ ¼
X
nANd
b2nðm˜Þ: ð20Þ
By the above, we have the two following equalities:
bnðm˜Þ ¼
Z
Tðx; m˜ÞL˜A;nðx; m˜Þfnðx; m˜ÞnðdxÞ ð21Þ
¼
Z
TðxÞL˜A;nðx; m˜Þfnðx; m˜ÞnðdxÞ: ð22Þ
We thus get
gðnÞðm˜ÞðAe1;y; AedÞ
ðEm˜ðL2A;m˜ÞÞ1=2
¼
Z
Tðx; m˜Þfnðx; m˜ÞL˜A;nðx; m˜ÞnðdxÞ: ð23Þ
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Fixing m˜AMF we obtain
EmðTðx; m˜ÞÞ ¼
Z
Tðx; m˜Þfnðx; mÞnðdxÞ
¼
Z
Tðx; m˜Þ
X
nANd
fA1ðm  m˜Þgn
n!
LA;nðx; m˜Þfnðx; m˜ÞnðdxÞ:
It is immediate that
X
nANd
jA1ðm  m˜Þjn
n!
Z
jTðx; m˜ÞLA;nðx; m˜Þjfnðx; m˜ÞnðdxÞ
p
X
nANd
jA1ðm  m˜Þjn
n!
X
c2nðm˜Þ
n o1=2
EðL2A;nðx; m˜ÞÞ1=2;
and Lemma 2.1 shows that the series
P jA1ðmm˜Þjn
n! Em˜ðL2A;nÞ1=2 converges when m˜ is
close to m: Hence
EmðTðx; m˜ÞÞ ¼ gðmÞ:
This equality implies that Tðx; m˜Þ ¼ TðxÞ: Combining (20) with (21)–(23) we obtain
the variance of T : &
Remark. This theorem states that if the UMVU estimator exists then the series
P
c2n
converges. From Theorem 3.1, the convergence of the positive series
P
cn implies the
existence of the UMVU estimator. Obviously, this condition is more restrictive that
the one in l2ðNÞ and is a reﬁnement for a sufﬁcient condition of existence.
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