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Abstract
Given two finitely generated R-modules A and B, what can we say about the number of generators of the
module HomR(A,B)? In this paper we seek uniform bounds for the number of generators of HomR(A,B)
in terms of the numerical invariants of A and B. We will show that in many cases polynomial bounds in
terms of specific invariants of A and B are possible.
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1. Introduction
This paper is concerned with the problem of bounding the number of generators of the module
HomR(A,B) for finitely generated R-modules A and B . We seek uniform bounds for the number
of generators in terms of the numerical invariants of A and B . Since these bounds ignore the
interaction between the structures of A and B they may be very large.
The main tools in our approach are the cohomological degrees defined by Doering, Gunston
and Vasconcelos in [3]. They prove that any cohomological degree bounds the number of gen-
erators. This is useful for us since as we will show in Section 3 cohomological degrees—unlike
the number of generators—behave reasonably well with respect to short exact sequences.
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in [6]. The homological degree can be used to bound the number of generators of HomR(A,B)
in several cases. In this paper we will study these cases and gather evidence for the following
conjecture.
Conjecture 1.1. For each Cohen–Macaulay local ring R there exists a polynomial f (x, y), such
that for any two finitely generated R-modules A and B ,
ν
(
HomR(A,B)
)
 f
(
hdeg(A),hdeg(B)
)
,
where ν is the minimum number of generators, and hdeg is the homological degree function.
Now we summarize the contents of the paper. In Section 2 we review the definition of the
cohomological degrees and some of their main properties from [3,5,6].
In Section 3 we extend some of the known results on cohomological degree functions and
prove inequalities regarding specific cohomological degrees that show they behave well with
respect to short exact sequences.These inequalities will become central in the rest of the paper.
In Section 4 we will prove Conjecture 1.1 in dimensions 0,1 and 2. In each case the polyno-
mial f (x, y) is simply cRxy for a constant cR that only depends on the ring R.
In Section 5 we prove that if R is a Gorenstein ring of dimension d , then the number of
generators of the dual A∗ = HomR(A,R) of a module A is bounded above by (deg(R) +
d(d − 1)/2)hdeg(A). We will also observe in Corollary 5.4 that this is a special case of the
main conjecture. In this case the function f (x, y) is again of the form cRxy for a constant cR
that only depends on the ring R.
In Section 6 using the Auslander dual the conjecture is proved in the case A is a vector bundle
of finite projective dimension, i.e. A has finite projective dimension and is locally free at every
nonmaximal prime ideal of R. In this case too the function f (x, y) is found to be of the form
cRxy.
In each of these special cases techniques are developed that may be helpful in treating the
general case. This is indeed the case in our proof of Theorem 7.7 which settles Conjecture 1.1
for torsion free modules of finite projective dimension over Gorenstein local rings of dimension
four.
Remark 1.2. Similar results can be obtained using the same methods if one replaces the local
ring (R,m) with a pair (S,n) where S is a standard graded algebra over an infinite field k and n
is the irrelevant maximal ideal of S.
2. Preliminaries
In this paper all rings are Noetherian local rings with infinite residue fields. From this point
on we will use the basic notation and results from [2,4].
A recurring technique in this paper is reducing the dimension of the modules we are studying
using a generic hyperplane. Let us formalize this technique.
We call a collection U of elements h ∈ m a set of generic hyperplanes if two conditions hold:
First, if h ∈ U and h−g ∈ m2 then g ∈ U . Second, the image of U in m/m2 contains a nonempty
Zariski-open subset of m/m2.
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planes. Since any finite intersection of nonempty Zariski-open subsets of a linear space is again
a nonempty Zariski-open set, we have the following.
Lemma 2.1. Suppose that a finite number of properties are given. If each property holds for a
generic hyperplane, then they all hold true simultaneously for a generic hyperplane.
Example 2.2. A nonmaximal ideal I of R defines a proper linear subspace of m/m2. Hence if
we fix a finite number of nonmaximal ideals I1, . . . , Ik , a generic hyperplane does not belong to
any of them.
In [3] Doering, Gunston and Vasconcelos defined a cohomological degree function as follows:
Definition 2.3. (Doering, Gunston, Vasconcelos) A function Deg from the class of finitely gen-
erated R-modules to N∪ {0} is a cohomological degree if
(i) If L ⊆ M is a submodule of finite length then Deg(M) = Deg(M/L) + λ(L), where λ(L)
is the length of L.
(ii) If M is a finitely generated module of positive depth, then for a generic hyperplane h,
Deg(M/hM)Deg(M).
(iii) For a Cohen–Macaulay module M , Deg(M) is equal to the multiplicity of M .
Note that Deg(M) = 0 if and only if M = 0.
In the same paper they proved that every cohomological degree bounds the number of gener-
ators [3, Proposition 2.1]:
Theorem 2.4. (Doering, Gunston, Vasconcelos) For any cohomological degree function Deg and
any finitely generated R-module M ,
ν(M)Deg(M),
where ν(M) is the minimum number of generators of M .
A generalization of the above result can be found in [7, Theorem 2.93] and will be useful in
many of the proofs presented in this paper.
Theorem 2.5. (Vasconcelos) Suppose M is a finitely generated module over a Cohen–Macaulay
local ring (R,m,k). Let
βi(M) = dimk
(
TorRi (k,M)
)
,
μi(M) = dimk
(
ExtiR(k,M)
)
be the ith Betti number and Bass number of M respectively. Then for any cohomological degree
function Deg and any i  0 we have
βi(M) βi(k)Deg(M),
μi(M) μi(k)Deg(M).
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form of μi(M) βi(k)Deg(M).
Two cohomological degrees play a central role in this paper. One is the homological degree
defined by Vasconcelos in [6, Definition 2.8]:
Definition 2.6. (Vasconcelos) Let M be a finitely generated module over a local ring R and let S
be a Gorenstein local ring mapping onto R. Assume that dim(S) = r and dim(M) = d . The
homological degree of M is the integer
hdegR(M) = deg(M) +
r∑
i=r−d+1
(
d − 1
i − r + d − 1
)
· hdegR
(
ExtiS(M,S)
)
.
Here deg(M) is the multiplicity of the module M .
Note that since the dimension of the modules appearing on the right-hand side is strictly
smaller than dimension of M , this is a recursive definition.
Immediately after the defining hdeg in [6] Vasconcelos points out that the homological degree
is independent of choice of S. As a consequence if R′ is a homomorphic image of R, we can use
the same Gorenstein ring S to map onto both R and R′. Hence hdegR(M) and hdegR′(M) are
equal for all R′-modules M .
In the same paper Vasconcelos proves that the homological degree satisfies properties (i)
and (ii) in the definition of a cohomological degree. Also, since for a Cohen–Macaulay module M
all the ExtiS modules appearing on the right-hand side vanish, property (iii) holds. Therefore
hdegR is an example of a cohomological degree.
One important property of hdeg which is apparent from the definition is that hdegR(M)
bounds the value of hdeg(ExtiS(M,S)) for r − d + 1 i  r .
The other important cohomological degree is the extremal cohomological degree introduced
by Gunston in his PhD thesis [5, 3.1.1, 3.1.2 and 3.1.3]:
Definition 2.7. (Gunston) For a finitely generated module M over R define bdegR(M) =
Min{Deg(M) | Deg is a cohomological degree function}.
Gunston proved in his thesis that if R is a Noetherian local ring with infinite residue field or a
standard graded algebra over an infinite field, then there exists at least one cohomological degree
for R, and bdegR defined as above is a cohomological degree.
He also proved that the extremal cohomological degree strengthens property (iii) in the defin-
ition of cohomological degree by the following property [5, Theorem 3.1.2]:
Theorem 2.8. (Gunston) Suppose that M is a finitely generated R-module of positive depth.
Then for a generic hyperplane h,
bdegR(M) = bdegR(M/hM).
This opens the door for an inductive approach for studying bdeg, and makes it easier to prove
general statements. On the other hand, since bdeg is defined as the minimum cohomological
degree it is always bounded by hdeg, which is more direct to express.
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the elements of finite support in a module. The submodule Γm(M) = {x ∈ M | mnx = 0
for some n ∈N} is called the submodule of all elements of finite support in M . Note that Γm(M)
has finite length. It is in fact the largest submodule of finite length in M .
Let us use a combination of techniques introduced in this section to prove the following basic
property of bdeg.
Lemma 2.9. Suppose that I is an ideal of R. For any finitely generated R/I -module M ,
bdegR(M) = bdegR/I (M).
Proof. We use induction on the dimension of M to prove this. If dim(M) = 0, then bdegR(M) =
λR(M) = λR/I (M) = bdegR/I (M).
Now suppose we know the statement for all modules of dimension d − 1, and suppose M has
dimension d . We separate two cases.
Case 1. depth(M) > 0. In this case we can apply Theorem 2.8 to get sets of generic hyper-
planes U and W such that:
bdegR(M) = bdegR(M/hM) ∀h ∈ U,
bdegR/I (M) = bdegR′(M/h′M) ∀h′ ∈ W.
Note that images of U and W are both nonempty Zariski open subsets of m/m2. Therefore they
have nonempty intersection. Pick h ∈ m such that
(i) h /∈ m2 and h /∈ I .
(ii) h ∈ U and h ∈ W .
(iii) h is M-regular.
Consider the R/I module M/hM ; by induction we have bdegR(M/hM) = bdegR/I (M/hM).
On the other hand,
bdegR(M) = bdegR(M/hM)
and
bdegR/I (M) = bdegR/I (M/hM)
since h ∈ U ∩ W . Combining these we get bdegR(M) = bdegR/I (M).
Case 2. depth(M) = 0. Let M0 = Γm(M) and M¯ = M/M0. Since depth(M¯) > 0, case one im-
plies bdegR(M¯) = bdegR/I (M¯). Now
bdegR(M) = bdegR(M¯) + λR(M0) = bdegR/I (M¯) + λR/I (M0)
= bdegR/I (M) 
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drop the subscript R from bdegR and hdegR when all the rings being discussed are homomorphic
images of the same ring.
3. Bounding cohomological degrees
From this point on R always denotes a Noetherian Cohen–Macaulay local ring with infinite
residue field k. In his thesis Gunston proved an inequality indicating that bdeg behaves well with
respect to certain short exact sequences [5, Proposition 3.2.2].
Theorem 3.1. (Gunston) Let
0 → A → B → C → 0
be an exact sequence of finitely generated R-modules with λ(C) < ∞. Then
bdeg(B) bdeg(A) + λ(C).
We will generalize this result in the next two propositions, and use these results in the next
section to bound bdeg(HomR(A,B)) in low dimensions.
Proposition 3.2. Suppose that A,B and C are finitely generated R-modules, and
0 → A → B → C → 0
is a short exact sequence. Then bdeg(B) bdeg(A) + bdeg(C).
Proof. We use induction on the dimension of C. If C is zero-dimensional (has finite length) the
result is Theorem 3.1. So we only need to prove it for the case when C has dimension larger
than 0. For this we separate cases:
Case 1. depth(A) > 0,depth(B) > 0 and depth(C) > 0: In this case we can choose a generic
hyperplane h ∈ R such that
(i) bdeg(A/hA) = bdeg(A),bdeg(B/hB) = bdeg(B),bdeg(C/hC) = bdeg(C),
(ii) h is a regular element on A, B and C.
Then we will have the short exact sequence
0 → A/hA → B/hB → C/hC → 0,
so by induction bdeg(B/hB)  bdeg(A/hA) + bdeg(C/hC) and using property (i) we get
bdeg(B) bdeg(A) + bdeg(C).
Case 2. depth(A) > 0,depth(B) > 0,depth(C) = 0: Let φ be the map from B to C, and let
C0 = Γm(C) and C′ = C/C0. We have the following exact sequences,
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0 → A → φ−1(C0) → C0 → 0,
0 → φ−1(C0) → B → C′ → 0.
Notice that the third sequence falls under Case 1 so
bdeg(B) bdeg(C′) + bdeg(φ−1(C0)),
and the second sequence has a zero-dimensional third module so by the base for induction we
get
bdeg
(
φ−1(C0)
)
 bdeg(A) + bdeg(C0).
Adding the two inequalities we get
bdeg(B) bdeg(A) + bdeg(C0) + bdeg(C′).
But the first sequence has a zero-dimensional first module, so by Definition 2.6
bdeg(C) = bdeg(C0) + bdeg(C′).
Thus
bdeg(B) bdeg(A) + bdeg(C).
Case 3. depth(A) > 0,depth(B) = 0: Letting B0 = Γm(B), we have the short exact sequence
0 → A → B/B0 → C/φ(B0) → 0,
which falls under Case 1 or Case 2 (depending on depth(C/φ(B0))). So
bdeg(B/B0) bdeg(A) + bdeg
(
C/φ(B0)
)
.
Now φ|B0 is one-to-one since depth(A) > 0. Therefore φ(B0) ∼= B0, and by (i) of Definition 2.6
we have
bdeg(B/B0) = bdeg(B) − bdeg(B0),
and
bdeg
(
C/φ(B0)
)= bdeg(C) − bdeg(φ(B0))= bdeg(C) − bdeg(B0).
Combining the last three equations we get
bdeg(B) bdeg(A) + bdeg(C).
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0 → A/A0 → B/A0 → C → 0,
which falls under one of the previous cases. Therefore
bdeg(B/A0) bdeg(A/A0) + bdeg(C).
Now
bdeg(B) − bdeg(A0) bdeg(A) − bdeg(A0) + bdeg(C),
and thus
bdeg(B) bdeg(A) + bdeg(C). 
Proposition 3.3. Suppose that A,B and C are finitely generated R-modules, and
0 → A → B → C → 0
is a short exact sequence. Then bdeg(A) bdeg(B) + (dim(A) − 1)bdeg(C).
Proof. We use induction on dimension of C. The inductive step is very much the same as the
one above and consists of the exact same cases with similar treatment for each case. So all that
needs a proof here is the base of induction, that is, if C is a zero-dimensional module then
bdeg(A) bdeg(B) + (dim(A) − 1)λ(C).
Note that in this case dim(A) = dim(B) =: d and bdeg(C) = λ(C).
We use induction on d to prove the statement. If d = 0 then the statement is trivial. If d > 0
then we have separate cases:
Case 1. depth(A) > 0,depth(B) > 0: In this case we can choose a generic hyperplane h ∈ R
such that
(i) bdeg(A/hA) = bdeg(A), bdeg(B/hB) = bdeg(B), and
(ii) h is a regular element for A, B and R.
Now we have the exact sequence
TorR1
(
R/(h),C
)→ A/hA → B/hB → C/hC → 0.
The kernel of the first map A/hA → B/hB is a quotient of TorR1 (R/(h),C), which is a module
of finite length. Let us use K to denote this kernel and A′ to denote (A/hA)/K . Now we can
reduce to the case
0 → A′ → B/hB → C/hC → 0,
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bdeg(A′) = bdeg(A/hA) − λ(K).
Now since dim(B/hB) = d − 1, by the induction hypothesis we have
bdeg(A′) bdeg(B) + ((d − 1) − 1)λ(C/hC).
So
bdeg(A/hA) − λ(K) bdeg(B/hB) + (d − 2)λ(C/hC).
Therefore
bdeg(A) bdeg(B) + (d − 2)λ(C/hC) + λ(K)
 bdeg(B) + (d − 2)λ(C) + λ(K).
Now K is a quotient of TorR1 (R/(h),C). Therefore
λ(K) λ
(
TorR1
(
R/(h),C
))
 λ(C).
The last inequality holds because TorR1 (R/(h),C) ∼= {x ∈ C | hx = 0} is a submodule of C.
Combining these we get
bdeg(A) bdeg(B) + (d − 2)bdeg(C) + bdeg(C) = bdeg(B) + (d − 1)bdeg(C).
There are two more cases needed to complete this proof, one when A has positive depth and
depth(B) = 0 and the other when depth(A) = depth(B) = 0. The treatment of these two cases is
similar to the proof of Proposition 3.2. 
4. Low dimensions
In the next few subsections we will study the problem in some of the low-dimensional cases.
We will show Conjecture 1.1 holds in case R is of dimension less than or equal to 2.
4.1. Dimension zero
This is by far the easiest case, and a simple induction will show the following result.
Proposition 4.1. Let A and B be two finitely generated R-modules. If one of the modules has
dimension zero then
λ
(
HomR(A,B)
)
 bdeg(A)bdeg(B).
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Note that λ(HomR(A, k)) = β0(A). 
In dimension zero the length function is the unique cohomological degree. Also the length
bounds the number of generators of a finite-length module, so we have the following corollary.
Corollary 4.2. Let A and B be finitely generated R-modules. If one of the modules is zero-
dimensional then
ν
(
HomR(A,B)
)
Deg(A)Deg(B).
A generalization of Proposition 4.1 and Theorem 2.5 to bound length of ExtiR(A,B) comes
naturally:
Proposition 4.3. Let A and B be two finitely generated R-modules. If one of the modules has
dimension zero then
λ
(
ExtiR(A,B)
)
 βi(k)bdeg(A)bdeg(B).
Proof. Suppose that dim(A) = 0. We will use induction on λ(A) to prove λ(ExtiR(A,B)) 
βi(k)λ(A)bdeg(B). If λ(A) = 1 then A  k and the statement follows from Theorem 2.5.
Now for the inductive step suppose λ(A) > 1 and find a submodule of A isomorphic to k and
write the short exact sequence
0 → k → A → A′ → 0.
Apply the functor ExtiR(−,B) to get
ExtiR(A
′,B) → ExtiR(A,B) → ExtiR(k,B).
Therefore
λ
(
ExtiR(A,B)
)
 λ
(
ExtiR(A
′,B)
)+ λ(ExtiR(k,B)).
On the other hand, by induction hypothesis
λ
(
ExtiR(A
′,B)
)
 βi(k)λ(A′)bdeg(B) = βi(k)
(
λ(A) − 1)bdeg(B),
and
λ
(
ExtiR(k,B)
)
 βi(k)λ(k)bdeg(B) = βi(k)bdeg(B).
Combining these we get:
λ
(
ExtiR(A,B)
)
 βi(k)
(
λ(A) − 1)bdeg(B) + βi(k)bdeg(B).
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λ
(
ExtiR(A,B)
)
 βi(k)bdeg(A)bdeg(B).
For the proof of the dim(B) = 0 use a similar inductive step. For the base case note that
dimk(ExtiR(A, k)) = βi(A). 
4.2. Dimension one
We begin by reducing the problem to the case of two modules of positive depth. This can be
done in any dimension, using the following lemma:
Lemma 4.4. Suppose that A and B are two finitely generated R-modules and
d = dim(HomR(A,B)).
Then
bdeg
(
HomR(A,B)
)
 bdeg
(
HomR
(
A/Γm(A),B/Γm(B)
))
+ ((d − 1)β1(k) + 1)bdeg(A)λ(Γm(B))
 bdeg
(
HomR
(
A/Γm(A),B/Γm(B)
))
+ ((d − 1)β1(k) + 1)bdeg(A)bdeg(B).
Proof. The second inequality follows from λ(Γm(B))  bdeg(B). In the rest of the proof we
will focus on the first inequality.
Consider the short exact sequence
0 → Γm(B) → B → B/Γm(B) → 0.
Applying the functor HomR(A,−), we get the following exact sequence
0 → HomR
(
A,Γm(B)
)→ HomR(A,B) → HomR(A,B/Γm(B))
→ Ext1R
(
A,Γm(B)
)
. (1)
Notice that Ext1R(A,Γm(B)) and HomR(A,Γm(B)) both have finite length, so from the exact
sequence (1) we get
bdeg
(
HomR(A,B)
)
 λ
(
HomR
(
A,Γm(B)
))+ bdeg(HomR(A,B/Γm(B)))
+ (d − 1)λ(Ext1R(A,Γm(B))). (2)
By Proposition 4.1
λ
(
HomR
(
A,Γm(B)
))
 bdeg(A)λ
(
Γm(B)
)
. (3)
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· · · → Rβ1(A) → Rβ0(A) → A → 0,
gives us the inequality
λ
(
Ext1R
(
A,Γm(B)
))
 β1(A)λ
(
Γm(B)
)
.
Now using Theorem 2.5 and noticing that λ(Γm(B)) bdeg(B), we have
λ
(
Ext1R
(
A,Γm(B)
))
 β1(A)λ
(
Γm(B)
)
. (4)
Therefore we can combine (2), (3) and (4) to get
bdeg
(
HomR(A,B)
)
 bdeg
(
HomR
(
A,B/Γm(B)
))
+ ((d − 1)β1(k) + 1)bdeg(A)λ(Γm(B)).
The last piece of the proof is to notice that
HomR
(
A,B/Γm(B)
) HomR(A/Γm(A),B/Γm(B)). 
Now by using Lemma 4.4 and noticing M/Γm(M) has positive depth, if we can bound
bdeg(HomR(A,B)) for all finitely generated R-modules of positive depth, then we can also
bound bdeg(HomR(A,B)) for all finitely generated R-modules.
In dimension 1 the following proposition is the desired result.
Proposition 4.5. Let A and B be finitely generated R-modules. Moreover, suppose that at least
one of A and B is of dimension 1 and that Γm(A) = Γm(B) = 0. Then
bdeg
(
HomR(A,B)
)
 bdeg(A)bdeg(B).
Proof. If HomR(A,B) = 0 then there is nothing to prove. Otherwise, since depth(B) > 0,
HomR(A,B) has positive depth. By 2.1 and 2.8 there is an element h ∈ R with the following
properties:
(i) h is regular with respect to A, B , HomR(A,B) and R.
(ii) bdeg(M) = bdeg(M/hM) whenever M is one of A,B or HomR(A,B).
Now consider the short exact sequence
0 → A ·h−→ A → A/hA → 0,
and apply the functor HomR(−,B) to get the exact sequence
0 → HomR(A/hA,B) → HomR(A,B) ·h−→ HomR(A,B) → Ext1R(A/hA,B).
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B/hB), so we have
0 → HomR(A,B)
h · HomR(A,B) → HomR(A/hA,B/hB).
Since at least one of the two modules A/hA and B/hB is zero-dimensional, Proposition 4.1
applies, and we get
λ
(
HomR(A/hA,B/hB)
)
 bdeg(A/hA)bdeg(B/hB).
Now HomR(A,B)/h · HomR(A,B) is a submodule of a zero-dimensional module (and hence is
zero-dimensional), and moreover
bdeg
(
HomR(A,B)
h · HomR(A,B)
)
= λ
(
HomR(A,B)
h · HomR(A,B)
)
 λ
(
HomR(A/hA,B/hB)
)
 bdeg(A/hA)bdeg(B/hB).
Now by (ii) we get
bdeg
(
HomR(A,B)
)
 bdeg(A)bdeg(B). 
Putting this together with Lemma 4.4 we get the following corollary.
Corollary 4.6. Let A and B be finitely generated R-modules. Suppose that at least one of A and
B is of dimension 1. Then
bdeg
(
HomR(A,B)
)
 bdeg(A)bdeg(B).
Proof. By Lemma 4.4 we have
bdeg
(
HomR(A,B)
)
 bdeg
(
HomR
(
A/Γm(A),B/Γm(B)
))
+ ((d − 1)β1(k) + 1)bdeg(A)λ(Γm(B)).
Note that d = dim(HomR(A,B)) is either 0 or 1, so
bdeg
(
HomR(A,B)
)
 bdeg(A)λ
(
Γm(B)
)+ bdeg(A/Γm(A))bdeg(B/Γm(B))
 bdeg(A)λ
(
Γm(B)
)+ bdeg(A)bdeg(B/Γm(B))
= bdeg(A)(λ(Γm(B))+ bdeg(B/Γm(B)))
= bdeg(A)bdeg(B). 
476 K. Dalili / Journal of Algebra 311 (2007) 463–4914.3. Dimension two
Another case when we can show the conjecture holds is when one of the two modules A or B
is of dimension two.
Proposition 4.7. Let A and B be finitely generated R-modules. Suppose that at least one of A
and B is of dimension 2 and that Γm(A) = Γm(B) = 0. Then
bdeg
(
HomR(A,B)
)
 bdeg(A)bdeg(B).
Proof. Pick an element h in m \ m2 such that
(i) h is a regular element on A, B and HomR(A,B).
(ii) bdeg(M/hM) = bdeg(M) when M is any one of A, B and HomR(A,B).
Now consider the short exact sequence
0 → A ·h−→ A → A/hA → 0,
and apply the functor HomR(−,B) to get the exact sequence
0 → HomR(A/hA,B) → HomR(A,B) → HomR(A,B) → Ext1R(A/hA,B).
Notice that HomR(A/hA,B) = 0 and that Ext1R(A/hA,B) is isomorphic to HomR(A/hA,
B/hB), so we have the embedding
0 → HomR(A,B)
h · HomR(A,B) → HomR(A/hA,B/hB).
Since at least one of the two modules A/hA and B/hB is one-dimensional, Corollary 4.6 ap-
plies, and we get
bdeg
(
HomR(A/hA,B/hB)
)
 bdeg(A/hA)bdeg(B/hB).
So HomR(A,B)/h ·HomR(A,B) is a submodule of a one-dimensional module and therefore by
Proposition 3.3
bdeg
(
HomR(A,B)
h · HomR(A,B)
)
 bdeg
(
HomR(A/hA,B/hB)
)
 bdeg(A/hA)bdeg(B/hB).
Now by (ii) we get
bdeg
(
HomR(A,B)
)
 bdeg(A)bdeg(B). 
Now we will use Lemma 4.4 to get a general result.
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and B is of dimension 2. Then
bdeg
(
HomR(A,B)
)

((
dim(R) − 1)β1(k) + 2)bdeg(A)bdeg(B).
Proof. Let d = dim(R). Lemma 4.4 gives us
bdeg
(
HomR(A,B)
)
 bdeg
(
HomR
(
A/Γm(A),B/Γm(B)
))
+ ((d − 1)β1(k) + 1)bdeg(A)bdeg(B).
Note that A/Γm(A) and B/Γm(B) satisfy the conditions of Proposition 4.7. Thus
bdeg
(
HomR
(
A/Γm(A),B/Γm(B)
))
 bdeg
(
A/Γm(A)
)
bdeg
(
B/Γm(B)
)
.
Combining the last two inequalities we get
bdeg
(
HomR(A,B)
)
 bdeg
(
A/Γm(A)
)
bdeg
(
B/Γm(B)
)
+ ((d − 1)β1(k) + 1)bdeg(A)bdeg(B)
 bdeg(A)bdeg(B) + ((d − 1)β1(k) + 1)bdeg(A)bdeg(B)
= ((d − 1)β1(k) + 2)bdeg(A)bdeg(B). 
Once more bounding bdeg(HomR(A,B)) allows us to bound the number of generators
of HomR(A,B).
Corollary 4.9. Let A and B be finitely generated R-modules. Suppose that at least one of A
and B is of dimension 2. Then
ν
(
HomR(A,B)
)

((
dim(R) − 1)β1(k) + 2)bdeg(A)bdeg(B).
5. The dual module
One of the cases where we have a complete answer to our question is when R is a Gorenstein
ring and B = R. In this case we are interested in the module A∗ = HomR(A,R). We can bound
the number of generators of A∗ in arbitrary dimension. To prove the main result we need the
following lemma.
Lemma 5.1. Let R be a Gorenstein local ring. For a module A with dimension d := dim(A) =
dim(R) we have, for i = 1, . . . , d,
bdeg
(
ExtiR(A,R)
)
 hdeg(A).
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hdeg(A) = deg(A) +
d∑
i=1
(
d − 1
i − 1
)
hdeg
(
ExtiR(A,R)
)
 hdeg
(
ExtiR(A,R)
)
 bdeg
(
ExtiR(A,R)
)
. 
Theorem 5.2. For all d-dimensional Gorenstein local rings R and finitely generated R-modu-
les A,
bdeg(A∗) hdeg(A)deg(R) + hdeg(A)d(d − 1)/2.
Here deg(R) is the usual multiplicity of the ring R.
Proof. We prove this by induction on the dimension of A. Note that if dim(A) < d then
HomR(A,R) = 0, and there is nothing to prove. Therefore we may assume dim(A) = d .
If d = 0, we have hdeg(A) = λ(A) and
bdeg(A∗) = λ(A∗) = λ(A) = hdeg(A) hdeg(A)deg(R).
Now suppose d > 0 and that we know the result for all rings and modules of dimension less
than d . Let A be a module of dimension d over d-dimensional Gorenstein ring R. We separate
two cases:
Case 1. depth(A) > 0: In this case we can pick an element h of m \ m2 with the following
properties:
(i) h is regular on A,R and HomR(A,R).
(ii) bdeg(A/hA) = bdeg(A) and hdeg(A/hA) hdeg(A).
(iii) h is not contained in any of the associated primes of Ext1R(A,R) with the possible exception
of m (if m is an associated prime of Ext1R(A,R)).
(iv) deg(R/(h)) = deg(R).
(v) bdeg(HomR(A,R)) = bdeg( HomR(A,R)h·HomR(A,R) ).
Now consider the short exact sequence
0 → A ·h−→ A → A/hA → 0,
and apply the functor HomR(−,R) to get the exact sequence
0 → HomR(A/hA,R) → HomR(A,R) ·h−→ HomR(A,R)
φ−→ Ext1R(A/hA,R) → Ext1R(A,R) ·h−→ Ext1R(A,R).
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we see that h annihilates the cokernel K of φ. Since K ⊆ Ext1R(A,R), it follows from prop-
erty (iii) that K has finite length. We have the exact sequence:
0 → HomR(A,R)
h · HomR(A,R) → Ext
1
R(A/hA,R) → K → 0,
and so by Proposition 3.3 and (v) we get
bdeg
(
HomR(A,R)
)
 bdeg
(
Ext1R(A/hA,R)
)+ (d − 1)bdeg(K). (5)
Since K is a finite length submodule of Ext1R(A,R), Lemma 5.1 implies that
bdeg(K) bdeg
(
Ext1R(A,R)
)
 hdeg(A). (6)
But Ext1R(A/hA,R)  HomR/(h)(A/hA,R/(h)), so by induction
bdeg
(
Ext1R(A/hA,R)
)
 hdeg(A/hA)deg
(
R/(h)
)
+ hdeg(A/hA).(d − 1)(d − 2)/2. (7)
Putting together Eqs. (5)–(7) we get
bdeg
(
HomR(A,R)
)
 hdeg(A/hA)(d − 1)(d − 2)/2 + (d − 1)hdeg(A)
+ hdeg(A/hA)deg(R/(h)).
Since deg(R) = deg(R/(h)) and hdeg(A/hA) hdeg(A), we get the inequality
bdeg
(
HomR(A,R)
)
 hdeg(A)deg(R) + hdeg(A)d(d − 1)/2.
Case 2. depth(A) = 0: Let A0 = Γm(A). We have
HomR(A,R) ∼= HomR(A/A0,R),
since depth(R) = dim(R) > 0. By Case 1, we get
bdeg
(
HomR(A,R)
)= bdeg(HomR(A/A0,R))
 hdeg(A/A0)deg(R) + hdeg(A/A0)d(d − 1)/2.
But hdeg(A) = hdeg(A/A0) + λ(A0) > hdeg(A/A0), so we have
bdeg
(
HomR(A,R)
)
 hdeg(A)deg(R) + hdeg(A)d(d − 1)/2. 
As usual, bounding bdeg(A∗) enables us to bound the number of generators of A∗.
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module. Then
ν(A∗)
(
deg(R) + d(d − 1)/2)hdeg(A).
Let us prove that the above theorem is in fact a special case of the main conjecture.
Corollary 5.4. Let R be a d-dimensional Gorenstein local ring. There exists a polynomial
f (x, y) = cRxy such that for every finitely generated R-module A,
ν
(
HomR(A,R)
)
 f
(
hdeg(A),hdeg(R)
)
.
Proof. Let cR = 1 + d(d−1)2 deg(R) , and let f (x, y) = cRxy. Notice that since R is Gorenstein,
deg(R) = hdeg(R). Therefore
ν
(
HomR(A,R)
)= ν(A∗) (deg(R) + d(d − 1)/2)hdeg(A)
=
(
1 + d(d − 1)
2 deg(R)
)
hdeg(A)hdeg(R)
= f (hdeg(A),hdeg(R)). 
6. Vector bundles
Another case where we can prove the conjecture is when A is a vector bundle of finite pro-
jective dimension over a Gorenstein local ring (R,m). A vector bundle is a finitely generated
R-module such that for every nonmaximal prime ideal p ⊆ R, Ap is free.
The idea behind the calculations in this section is to use the Auslander dual of the module A
to relate A∗ ⊗R B and HomR(A,B).
Definition 6.1. Let R be a Noetherian local ring and let A be a finitely generated R-module.
Suppose the following is the minimal presentation of A
Rm
φ−→ Rn → A → 0.
The cokernel of the map φt :Rn → Rm is called the Auslander dual of A and is denoted by D(A).
Changing the presentation in this definition to nonminimal presentations of A will result in a
different cokernels for φt . However Auslander and Bridger prove in [1] that all such modules are
projectively equivalent. So one can use any presentation of A to compute TorRi (D(A),B) and
ExtiR(D(A),B) if i > 0.
Our use of the Auslander dual will be through the following proposition due to Auslander and
Bridger [1, Theorem 2.8].
Proposition 6.2. (Auslander, Bridger) Let R be a Noetherian local ring and let A and B be a
finitely generated R-modules. Then there is an exact sequence
TorR2
(
D(A),B
)→ A∗ ⊗R B → HomR(A,B) → TorR1 (D(A),B)→ 0. (8)
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about D(A), i.e. by writing a minimal free resolution of A, applying the functor HomR(−,R)
and using our knowledge of the homology of the resulting complex.
Proposition 6.3. Suppose R is a Gorenstein local ring of dimension d . If A is an R-module of
finite projective dimension, dim(A) = d and p := pd(A), then
bdeg
(
D(A)
)
 hdeg(A)
(
p∑
i=2
βi(k)(d − 1)i−2 deg(R) +
p−1∑
i=0
(d − 1)i
)
.
In case d = 1 interpret the term 00 as 1.
Proof. If p = 0 then A is free and D(A) = 0. In this case the claim is trivial. If p = 1 then the
defining sequence of D(A) shows that D(A)  Ext1R(A,R). In this case the proposition follows
from Lemma 5.1. For the rest of the proof we will assume p  2. Note that since p  d this also
implies d  2.
Suppose the following is a minimal free resolution for A
0 → Rnp φp−→ · · · φ2−→ Rn1 φ1−→ Rn0 → A → 0.
Apply the function HomR(−,R) to get the complex
0 → HomR(A,R) → Rn0 φ
t
1−→ Rn1 φ
t
2−→ · · · φ
t
p−→ Rnp → 0. (9)
This complex is not exact. In fact if we set Zi = ker(φti+1) ⊆ Rni , Zp = Rnp , and Bi =
Im(φti ) ⊆ Rni , then for 1 i  p
Zi
Bi
∼= ExtiR(A,R).
Using this homology we can break the complex (9) into short exact sequences:
0 → Bi → Zi → ExtiR(A,R) → 0,
and
0 → Zi → Rni → Bi+1 → 0.
Now we can apply Proposition 3.3 and Theorem 2.5 to get
bdeg(Zi) ni deg(R) + (d − 1)bdeg(Bi+1)
 βi(k)hdeg(A)deg(R) + (d − 1)bdeg(Bi+1).
Also using Proposition 3.3 and Lemma 5.1 we have
bdeg(Bi) bdeg(Zi) + (d − 1)bdeg
(
ExtiR(A,R)
)
 bdeg(Zi) + (d − 1)hdeg(A).
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bdeg(Zp) = bdeg
(
Rnp
)= np bdeg(R) = βp(A)deg(R) βp(k)hdeg(A)deg(R).
Using these inequalities and induction on j , we can show:
bdeg(Bp−j ) hdeg(A)
(
p∑
i=p−j
βi(k)(d − 1)i+j−p deg(R) +
j+1∑
i=1
(d − 1)i
)
,
and
bdeg(Zp−j ) hdeg(A)
(
p∑
i=p−j
βi(k)(d − 1)i+j−p deg(R) +
j+1∑
i=1
(d − 1)i
)
.
Now note that B1 ⊆ Z1 ⊆ Rn1 , Z1/B1 ∼= Ext1R(A,R), and Rn1/B1 ∼= D(A). Therefore
B2 ∼= R
n1
Z1
∼= R
n1/B1
Z1/B1
∼= D(A)
Ext1R(A,R)
,
and we have the short exact sequence
0 → Ext1R(A,R) → D(A) → B2 → 0.
Applying Proposition 3.2, we get
bdeg
(
D(A)
)
 bdeg(B2) + bdeg
(
Ext1R(A,R)
)
 bdeg(B2) + hdeg(A)
 hdeg(A)
(
p∑
i=2
βi(k)(d − 1)i−2 deg(R) +
p−1∑
i=1
(d − 1)i
)
+ hdeg(A)
= hdeg(A)
(
p∑
i=2
βi(k)(d − 1)i−2 deg(R) +
p−1∑
i=0
(d − 1)i
)
. 
Remark 6.4. If pd(A) < ∞, then pd(A)  d . Therefore the above bound can be weakened so
that we have bdeg(D(A)) CR hdeg(A), with
CR =
d∑
i=2
βi(k)(d − 1)i−2 deg(R) +
d−1∑
i=0
(d − 1)i .
Note that the constant CR is independent of A and depends only on the ring R.
Remark 6.5. The sole use of the assumption of finite projective dimension in proof of Propo-
sition 6.3 is to begin the inductive process of bounding bdeg(Bp−j ) and bdeg(Zp−j ). However
it is possible to do without this assumption and still obtain a bound of the form bdeg(D(A)) 
CR hdeg(A). To do so, we write a minimal free resolution for A, and then truncate it at the first
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plicity of this syzygy and by Theorem 5.2 its dual. The result can then play the role of Rnp and
initiate the inductive process in the proof of Proposition 6.3. Note that the constant CR will be
different in this case.
If we also assume that A is a vector bundle, then we can use the following property of vector
bundles to get a polynomial bound on bdeg(TorR1 (D(A),B)).
Lemma 6.6. Let A be a vector bundle, and let B be a finitely generated R-module. For any i > 0,
ExtiR(A,B) has finite length.
Proof. For any nonmaximal prime p we have
ExtiR(A,B)p = ExtiRp (Ap,Bp) = 0,
so ExtiR(A,B) has finite length. 
We will need another lemma before we can use the assumption that A is a vector bundle
effectively.
Lemma 6.7. Suppose M is an R-module of finite length. Then
λ
(
TorRi (M,B)
)
 λ(M)bdeg(B)βi(k).
Proof. This follows immediately from computing TorRi (M,B) using a minimal free resolution
for B and the bound on βi(B) given by Theorem 2.5. 
Proposition 6.8. Suppose that R is a Gorenstein local ring of dimension d . Let A be a vector
bundle of finite projective dimension, dim(A) = d and p := pd(A). For every finitely generated
R-module B , TorR1 (D(A),B) has finite length and
λ
(
TorR1
(
D(A),B
))

(
p∑
i=1
βi(k)
)
hdeg(A)hdeg(B).
Proof. If p = 0 then D(A) = 0 and there is nothing to prove. If p = 1 then D(A) = Ext1R(A,R),
so it has finite length and the proposition follows from Lemmas 5.1 and 6.7. For the rest of this
proof we assume p  2. Note that sine d  p we also have d  2.
Let ni , Zi , and Bi be the same as in the proof of Proposition 6.3. Also recall the short exact
sequences
0 → Bi → Zi → ExtiR(A,R) → 0,
and
0 → Zi → Rni → Bi+1 → 0.
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long exact sequences will give us the following exact sequences for i  2
TorRi
(
ExtiR(A,R),B
)→ TorRi−1(Bi,B) → TorRi−1(Zi,B),
0 → TorRi (Bi+1,B) → TorRi−1(Zi,B) → 0.
Therefore for i  2 we have
λ
(
TorRi−1(Bi,B)
)
 λ
(
TorRi
(
ExtiR(A,R),B
))+ λ(TorRi−1(Zi,B))
= λ(TorRi (ExtiR(A,R),B))+ λ(TorRi (Bi+1,B))
 λ
(
ExtiR(A,R)
)
bdeg(B)βi(k) + λ
(
TorRi (Bi+1,B)
)
 hdeg(A)hdeg(B)βi(k) + λ
(
TorRi (Bi+1,B)
)
. (10)
Also because
0 → Bp → Zp → ExtpR(A,R) → 0
is exact and Zp = Rnp , we have
TorRp
(
ExtpR(A,R),B
)∼= TorRp−1(Bp,B),
and
λ
(
TorRp−1(Bp,B)
)= λ(TorRp (ExtpR(A,R),B)) λ(ExtpR(A,R))bdeg(B)βp(k)
 hdeg(A)hdeg(B)βp(k). (11)
Now we can use a simple induction using (11) as the base and (10) for the inductive step to prove:
λ
(
TorRi (Bi+1,B)
)
 hdeg(A)hdeg(B)
(
p∑
j=i+1
βj (k)
)
.
In particular we have
λ
(
TorR1 (B2,B)
)
 hdeg(A)hdeg(B)
(
p∑
j=2
βj (k)
)
.
Now recall the short exact sequence
0 → Ext1R(A,R) → D(A) → B2 → 0,
from the proof of Proposition 6.3 and apply TorR1 (−,B) to get the exact sequence
TorR1
(
Ext1R(A,R),B
)→ TorR1 (D(A),B)→ TorR1 (B2,B).
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λ
(
TorR1
(
D(A),B
))
 λ
(
TorR1
(
Ext1R(A,R),B
))+ λ(TorR1 (B2,B))
 λ
(
Ext1R(A,R)
)
bdeg(B)β1(k) + hdeg(A)hdeg(B)
(
p∑
j=2
βj (k)
)
 hdeg(A)hdeg(B)β1(k) + hdeg(A)hdeg(B)
(
p∑
j=2
βj (k)
)
 hdeg(A)hdeg(B)
(
p∑
j=1
βj (k)
)
. 
As a corollary we can prove the conjecture in the case where A is a vector bundle of finite
projective dimension.
Theorem 6.9. Let R be a Gorenstein local ring of dimension d . Suppose that A is a vector bundle
of finite projective dimension, dim(A) = d , and B is a finitely generated R-module. Then
ν
(
HomR(A,B)
)
 hdeg(A)hdeg(B)
(
deg(R) + d(d − 1)
2
+
d∑
j=1
βj (k)
)
.
Proof. Using the exact sequence (8) we get
ν
(
HomR(A,B)
)
 ν(A∗ ⊗R B) + ν
(
TorR1
(
D(A),B
))= ν(A∗)ν(B) + ν(TorR1 (D(A),B))
 bdeg(A∗)bdeg(B) + bdeg(TorR1 (D(A),B)).
Now the result follows from Proposition 6.8 and Theorem 5.2. 
Remark 6.10. We can weaken the assumption by requiring A to be free in codimension 1. What
makes this possible is the observation that if M is a module of dimension 1, then the number of
generators of any submodule of a quotient of M is bounded by hdeg(M), by Lemma 7.2 bellow.
7. Dimension four
In this section we will prove the conjecture for torsion free modules over a regular local ring
of dimension 4.
The technique used in this section is similar to the one used in the case of vector bundles, with
a slight adjustment to allow Ext modules that are not zero-dimensional.
We will use the notion of a subquotient module, and will attempt to bound the number of
generators of subquotients of certain modules. For completeness we include the definition of a
subquotient:
Definition 7.1. Let M be an R-module. If A ⊆ B ⊆ M are submodules of M , then the module
B/A is called a subquotient of M .
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Lemma 7.2. Suppose M is an R-module of dimension at most one. Then for any subquotient N
of M
ν(N) bdeg(M).
Proof. Since N is a subquotient of M , there exist submodules A ⊆ B of M such that N ∼= B/A.
Therefore
ν(N) ν(B) bdeg(B) bdeg(M) + (dim(M) − 1)bdeg(M/B) bdeg(M). 
As an application of the above lemma we get:
Lemma 7.3. Suppose M and B are R-modules and suppose that dim(M) 1. If K is a submod-
ule of TorRi (M,B), then
ν(K) βi(k)bdeg(B)bdeg(M).
Proof. Let us use a minimal free resolution of B ,
· · · → Rβi(B) → ·· · → Rβ1(B) → Rβ0(B) → B → 0,
to compute TorRi (M,B):
· · · → Mβi(B) → ·· · → Mβ1(B) → Mβ0(B) → B → 0.
It follows from this construction that TorRi (M,B) is a subquotient of Mβi(B). Therefore any
submodule of TorRi (M,B) is a subquotient of Mβi(B). Now using the assumption that M is at
most one-dimensional and the previous lemma we get:
ν(K) bdeg
(
Mβi(B)
)= βi(B)bdeg(M) βi(k)bdeg(B)bdeg(M).
The last inequality follows from 2.5 
We will use this lemma to bound the number of generators of TorR1 (M,B) for a two-
dimensional R-module M .
Lemma 7.4. Suppose M is an R-module of dimension 2. Then
ν
(
TorR1 (M,B)
)
 2β1(k)bdeg(M)bdeg(B).
Proof. We split the proof into two cases.
Case 1. depth(M) > 0. In this case we can prove a stronger inequality, namely ν(TorR1 (M,B))
β1(k)bdeg(M)bdeg(B) as we will show.
Choose h ∈ m \ m2 so that:
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(ii) bdeg(M/hM) = bdeg(M).
Now apply the functor TorR1 (−,B) to the short exact sequence
0 → M .h−→ M → M/hM → 0
to get the exact sequence
TorR1 (M,B)
.h−→ TorR1 (M,B) → TorR1 (M/hM,B).
In other words Tor
R
1 (M,B)
h·TorR1 (M,B)
⊆ TorR1 (M/hM,B). Now since M/hM is one-dimensional, we can
use Lemma 7.3 to get
ν
(
TorR1 (M,B)
)= ν( TorR1 (M,B)
h · TorR1 (M,B)
)
 β1(k)bdeg(M/hM)bdeg(B)
= β1(k)bdeg(M)bdeg(B).
Case 2. depth(M) = 0. Let M0 = Γm(M) and M¯ = M/M0. Apply the functor TorR1 (−,B) to the
short exact sequence
0 → M0 → M → M¯ → 0,
to get the exact sequence
TorR1 (M0,B) → TorR1 (M,B) φ−→ TorR1 (M¯,B) → M0 ⊗R B.
Notice that TorR1 (M0,B) and M0 ⊗R B both have finite length. Therefore using Proposition 6.7
we get
λ(kerφ) λ
(
TorR1 (M0,B)
)
 β1(k)λ(M0)bdeg(B),
and
λ(cokerφ) λ(M0 ⊗R B) β0(k)λ(M0)bdeg(B) = λ(M0)bdeg(B).
To finish the proof we need the following lemma.
Lemma 7.5. Suppose that A, B are finitely generated R-modules and ψ a homomorphism from A
to B . If ker(ψ) and coker(ψ) have finite length, then
ν(A) ν(B) + λ(ker(ψ))+ β1(k)λ(coker(ψ)).
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0 → ker(ψ) → A → Im(ψ) → 0,
and
0 → Im(ψ) → B → coker(ψ) → 0.
Tensor them with k and collect the following parts of the resulting long exact sequences:
ker(ψ) ⊗R k → A ⊗R k → Im(ψ) ⊗R k,
TorR1
(
coker(ψ), k
)→ Im(ψ) ⊗R k → B ⊗R k.
Now we have
ν(A) = dimk(A ⊗R k)
 dimk
(
ker(ψ) ⊗R k
)+ dimk(Im(ψ) ⊗R k)
 λ
(
ker(ψ)
)+ dimk(Im(ψ) ⊗R k)
 λ
(
ker(ψ)
)+ dimk(TorR1 (coker(ψ), k))+ dimk(B ⊗R k)
 λ
(
ker(ψ)
)+ β1(k)λ(coker(ψ))+ dimk(B ⊗R k)
= λ(ker(ψ))+ β1(k)λ(coker(ψ))+ ν(B). 
To finish the proof of Proposition 7.4 we will put together all the data we have collected so
far. We have a map, φ, from Tor1(M,B) to Tor1(M¯,B). We have upper bounds on length of its
kernel and cokernel, and an upper bound on the number of generators of Tor1(M¯,B). Combining
these and using the above lemma, we get
ν
(
TorR1 (M,B)
)
 ν
(
TorR1 (M¯,B)
)+ λ(ker(φ))+ β1(k)λ(coker(φ))
 ν
(
TorR1 (M¯,B)
)+ β1(k)λ(M0)bdeg(B) + β1(k)λ(M0)bdeg(B)
 β1(k)bdeg(M¯)bdeg(B) + 2β1(k)λ(M0)bdeg(B)
 β1(k)bdeg(B)
(
bdeg(M¯) + 2λ(M0)
)
 2β1(k)bdeg(M)bdeg(B). 
Now we shift our focus to torsion-free modules over a 4-dimensional Gorenstein ring. A prop-
erty of such modules which is important to our arguments is stated in the following lemma.
Lemma 7.6. Suppose R is a 4-dimensional Gorenstein ring. If M is a torsion-free module, then
for i = 1,2,3
dim
(
ExtiR(M,R)
)
 4 − i − 1 = 3 − i.
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dim
(
ExtiR(M,R)
)
 4 − i.
So all we need to prove is that ExtiR(M,R) does not have associated primes of height i. Suppose
p is a height i prime associated with ExtiR(M,R). Then
0 = ExtiR(M,R)p = ExtiRp (Mp,Rp).
Therefore pRp is associated with Mp . Then p is associated with M , contradicting the assumption
that M is torsion-free. 
Now we have all the tools to prove the main result of this section.
Theorem 7.7. Suppose that R is a Gorenstein local ring of dimension 4 with residue field k.
If A is a torsion free R-module of finite projective dimension, then for any finitely generated
R-module B
ν
(
HomR(A,B)
)
 CR hdeg(A)hdeg(B),
where CR = deg(R) + 2β1(k) + β2(k) + β3(k) + d(d − 1)/2.
Proof. The idea of the proof is similar to that of Proposition 6.9. We will study TorR1 (D(A),B)
and find an upper bound on its number of generators.
Let us start by noticing that A has positive depth and finite projective dimension. Therefore
pd(A) 3. Let the following be a minimal free resolution for A:
0 → Rβ3(A) φ2−→ Rβ2(A) φ1−→ Rβ1(A) φ0−→ Rβ0(A) → A → 0.
Apply the functor HomR(−,R) to get
0 → HomR(A,R) → Rβ0(A) φ
∗
0−→ Rβ1(A) φ
∗
1−→ Rβ2(A) φ
∗
2−→ Rβ3(A) → 0. (12)
Let
Bi ⊆ Rβi(A), Bi = Im
(
φ∗i−1
)
, (B0 = 0),
Zi ⊆ Rβi(A), Zi = ker
(
φ∗i
)
,
(
Z3 = Rβ3(A)
)
.
Now break the chain complex (12) to short exact sequences as follows:
0 → B0 → Z0 → HomR(A,R) → 0,
0 → Z0 → Rβ0(A) → B1 → 0,
0 → B1 → Z1 → Ext1R(A,R) → 0,
0 → Z1 → Rβ1(A) → B2 → 0,
0 → B2 → Z2 → Ext2R(A,R) → 0,
0 → Z2 → Rβ2(A) → B3 → 0,
0 → B → Rβ3(A) → Ext3 (A,R) → 0.3 R
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0 → Ext1R(A,R) → D(A) → B2 → 0.
Applying the functor − ⊗R B to these all of these short exact sequences and collecting parts of
resulting long exact sequences will give the following exact sequences:
TorR1
(
Ext1R(A,R),B
) f1−→ TorR1 (D(A),B) f2−→ TorR1 (B2,B), (13)
TorR2
(
Ext2R(A,R),B
)→ TorR1 (B2,B) → TorR1 (Z2,B), (14)
0 → TorR2 (B3,B) → TorR1 (Z2,B) → 0, (15)
0 → TorR3
(
Ext3R(A,R),B
)→ TorR2 (B3,B) → 0. (16)
Let C = Im(f2). Now (13) will give
ν
(
TorR1
(
D(A),B
))
 ν
(
TorR1
(
Ext1(A,R),B
))+ ν(C). (17)
Combining Lemmas 7.4 and 7.6 we have
ν
(
TorR1
(
Ext1(A,R),B
))
 2β1(k)hdeg
(
Ext1R(A,R)
)
hdeg(B)
 2β1(k)hdeg(A)hdeg(B). (18)
So we only have to bound ν(C). To do so combine (14)–(16) to get the exact sequence
TorR2
(
Ext2R(A,R),B
)→ Tor1(B2,B) → TorR3 (Ext3R(A,R),B).
Now we can apply Lemmas 7.3 and 7.6 to get
ν(C) β2(k)bdeg
(
Ext2R(A,R)
)
bdeg(B) + λ(TorR3 (Ext3R(A,R),B))
 β2(k)hdeg
(
Ext2R(A,R)
)
hdeg(B) + β3(k)λ
(
Ext3R(A,R)
)
bdeg(B)
 β2(k)hdeg(A)hdeg(B) + β3(k)hdeg(A)hdeg(B). (19)
The last step in bounding ν(TorR1 (D(A),B)) is to combine (17)–(19):
ν
(
TorR1
(
D(A),B
))
 2β1(k)hdeg(A)hdeg(B) + β2(k)hdeg(A)hdeg(B)
+β3(k)hdeg(A)hdeg(B)
= (2β1(k) + β2(k) + β3(k))hdeg(A)hdeg(B).
Now we can use Proposition 6.2, Proposition 5.2 and the above inequality to finish the proof:
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(
HomR(A,B)
)
 ν(A∗ ⊗R B) + ν
(
TorR1
(
D(A),B
))
= ν(A∗)ν(B) + ν(TorR1 (D(A),B))
 bdeg(A∗)hdeg(B) + ν(TorR1 (D(A),B))

(
deg(R) + d(d − 1)/2)hdeg(A)hdeg(B)
+ (2β1(k) + β2(k) + β3(k))hdeg(A)hdeg(B). 
As an immediate corollary we get
Corollary 7.8. Suppose that R is a regular local ring of dimension 4 with residue field k. If A
and B are finitely generated torsion-free R-modules, then
ν
(
HomR(A,B)
)
 CR hdeg(A)hdeg(B),
where CR = deg(R) + 2β1(k) + β2(k) + β3(k) + d(d − 1)/2.
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