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Sommaire
Ce mémoire présente le programme conçu et mis en oeuvre pour l’initialisation d’une
boîte quantique au régime à un électron. Ce dernier a été conçu pour des dispositifs fonc-
tionnant en accumulation de type métal-oxyde-semiconducteur dans le silicium et dont la
mesure du niveau d’occupation de la boîte quantique est eﬀectuée à l’aide d’un transistor
mono-électronique.
Divers outils d’analyse et de reconnaissance d’image ont été adaptés et mis au point
dans les modules de traitement de signal et de reconnaissance d’image qui, ensemble,
permettent au programme d’extraire toute l’information qui lui est pertinente d’une mesure
expérimentale. La séquence des mesures eﬀectuées par le module de prise de décision du
programme permet d’obtenir un gain allant jusqu’à un ordre de grandeur sur le temps requis
pour initialiser le dispositif par rapport au temps que requière la mesure d’un diagramme
de stabilité.
Le développement de ces outils constitue une expertise nouvelle dans le groupe de
recherche du professeur Pioro-Ladrière mais également une contribution nouvelle dans le
domaine des qubits de spin dans des boîtes quantiques.
Ce travail est une étape importante vers la conception et la réalisation d’un programme
pouvant initialiser un dispositif comprenant plusieurs boîtes quantiques. Il permettra aux
expérimentateurs de sauver plusieurs centaines d’heures servant au ﬁltrage des échantillons
défectueux et à l’initialisation des dispositifs fonctionnels en un seul clic.
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Introduction
Mise en contexte
De nos jours, l’informatique occupe une place très importante dans la société. Les gens
ont presque en tout temps le nez plongé dans leurs appareils électroniques et cela est dû en
grande partie au fait qu’on peut désormais les avoir sur nous en tout temps. Pour ce faire,
les compagnies fabriquant ces appareils ont développé des dispositifs suﬃsamment petits
pour que l’utilisateur puisse le tenir dans la paume de sa main et le transporter partout où
il va. Cette réduction de la taille des dispositifs est réalisée en grande partie en réduisant
la taille de l’unité fondamentale qui les compose, le transistor. Depuis les débuts de sa
commercialisation, la taille de cette composante décroît exponentiellement avec les années.
Cette décroissance exponentielle est bien connue sous le nom de "loi de Moore" [2]. Cette
loi reﬂète très bien le progrès qu’ont subis les ordinateurs à travers les années, mais il existe
toutefois une limite physique à celle-ci. En eﬀet, si les transistors sont trop petits, on verra
apparaître des phénomènes quantiques qui aﬀecteront leur bon fonctionnement et pourront
causer des malfonctions de l’ordinateur [3].
Cette prédiction a malgré tout ouvert la porte à un tout nouveau domaine de recherche,
soit l’informatique quantique. En eﬀet, là où certains ont vu une limitation, d’autres y ont
vu une opportunité en utilisant ces phénomènes aﬁn d’eﬀectuer certains calculs substan-
tiellement plus rapidement qu’avec un ordinateur classique [4, 5]. L’objectif du domaine est
donc de construire un ordinateur exploitant ces phénomènes : un ordinateur quantique.
Parmi les nombreuses applications promises pour l’ordinateur quantique, on en retrouve
des remarquables dans les domaines de la physique du solide et de la chimie [6]. Par exemple,
un ordinateur quantique contribuerait à développer des nouveaux médicaments et des
matériaux de pointe beaucoup plus eﬃcacement qu’on peut le faire aujourd’hui.
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2Cette machine serait composée de plusieurs bits quantiques (qubits) qui formeraient
l’unité fondamentale de l’ordinateur quantique. Une bonne portion de la recherche dans le
domaine vise donc à fabriquer un qubit avec un très long temps de vie et à démontrer un
ensemble de manipulations (portes logiques) qui serviraient à eﬀectuer un calcul [7].
Plusieurs plateformes physiques ont depuis été mises de l’avant pour l’implémentation
physique d’un qubit comme les trappes à ions [8, 9], les qubits supraconducteurs [10,11],
les centre N-V [12] ou encore les qubits de spin [13, 14] ! Ces derniers seront ce qui nous
intéressera dans le cadre de ce mémoire.
Qubits de spin
Tout comme dans un ordinateur classique, l’information dans un ordinateur quantique
serait encodée de façon binaire. Pour cette raison, un spin 1/2 apparaît comme un candidat
idéal pour l’encodage puisqu’il possède naturellement seulement deux degrés de liberté
(spin ↑, spin ↓). Certaines plateformes physiques en informatique quantique visent donc à
isoler un électron aﬁn d’utiliser son spin comme qubit.
La communauté des qubits de spin a eﬀectué des progrès signiﬁcatifs au cours des
dernières années dans le but de démontrer que les qubits de spins sont une solution de
choix pour l’implémentation physique d’un ordinateur quantique [15–23].
Parmi les résultats les plus importants, on y retrouve la démonstration de temps de
cohérence de plusieurs heures [24], un ensemble universel de portes logiques incluant des
opérations à un qubit avec plus de 99.9 % de ﬁdélité [25] et les portes à deux qubits CNOT
et CZ [26], des méthodes de mesures sélectives de l’état de spin [27] et des stratégies pour
interfacer cette plateforme physique avec d’autres architectures tout aussi prometteuses [28].
Une des quelques approches possibles pour former un qubit de spin (et c’est celle
qui nous intéressera dans le cadre de ce mémoire) consiste à utiliser des dispositifs de
boîtes quantiques déﬁnies électriquement pour conﬁner l’électron [13]. Ces dispositifs sont
particulièrement intéressants puisqu’ils permettent d’obtenir un large degré de contrôle sur
plusieurs caractéristiques du qubit. Cependant, il reste encore plusieurs déﬁs à surmonter
avant de fabriquer un ordinateur quantique fonctionnel et utile à l’aide de cette plateforme
physique. La plupart de ces déﬁs résident dans l’échelonnabilité des systèmes [29]. En eﬀet,
bien que la fabrication d’un dispositif avec peu de boîtes quantiques (deux ou trois) soit
relativement facile de nos jours, la réalisation de dispositifs avec plusieurs boîtes quantiques
demeure assez diﬃcile. Le degré de complexité associé à la mesure de l’échantillon, à la
3fabrication, la conception et l’initialisation des dispositifs à plusieurs boîtes quantiques croît
plus rapidement que la taille du système.
Le problème auquel nous nous sommes attaqués dans le cadre de ce projet est en lien avec
l’échelonnabilité des systèmes de boîtes quantiques, plus spéciﬁquement avec l’initialisation
de ces dispositifs. En eﬀet, l’ajustement des grilles de contrôle sur ces derniers dans le but
d’atteindre le régime d’opération désiré est un processus très long et fastidieux qui requiert
à l’expérimentateur une connaissance approfondie de la physique de l’échantillon [30]. La
solution proposée pour palier à ce problème consiste à automatiser cette tâche pré-requise à
toute expérience.
Dans le cadre de ce travail, un algorithme classique a été conçu et implémenté aﬁn d’au-
tomatiser l’initialisation d’un dispositif de boîte quantique unique au régime opérationnel
désiré. Dans un premier lieu, la physique d’un dispositif de boîte quantique et de la mesure
en détection de charge sera décrite en détail. Par la suite, le cahier des charges sera présenté
aﬁn de bien déﬁnir les besoins et restrictions que devra respecter l’algorithme. Les outils
de traitement de signal et de reconnaissance d’images servant à extraire l’information des
mesures eﬀectuées par le programme seront ensuite présentées. Finalement, la séquence de
mesures servant à l’initialisation sera détaillée et diverses améliorations qui pourraient être
apportées au programme seront décrites.
Chapitre 1
Aspects Expérimentaux
Ce chapitre présente les notions requises à la compréhension du signal mesuré en
détection de charge. La physique sous-jacente à la formation d’une boîte quantique et du
dispositif de détection de charge sera d’abord décrite, puis les caractéristiques du signal
mesuré seront traitées en détail.
1.1 Dispositifs de boîte quantique MOS
1.1.1 Dispositifs MOS
Les dispositifs décrits dans cette section sont développés en collaboration avec Sandia
National Laboratories et leur fabrication est eﬀectuée dans les installations de Sandia au
Nouveau-Mexique. Ces derniers sont des dispositifs de type "MOS", qui signiﬁe métal-
oxyde-semiconducteur. Leur nom vient du fait que ces dispositifs sont composés d’un
empilement de grilles métalliques, d’une mince couche d’oxyde de silicium puis d’un
substrat semiconducteur (ici du silicium).
L’utilisation du silicium permet de tirer proﬁt des techniques de fabrication avancées
déjà très développées pour la fabrication des ordinateurs classiques et de générer avec
précision de très petites structures. La petite taille des grilles de contrôle est essentielle aﬁn
de former une boîte quantique suﬃsamment petite possédant des énergies de conﬁnement
élevées. De plus, le silicium peut être puriﬁé aﬁn de ne conserver que le Si28, qui possède
un spin nucléaire nul. Ceci permet d’améliorer grandement la qualité des qubits de spins
dans ces structures puisque le substrat agit comme un vide magnétique.
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6serait idéale, mais en pratique, du conﬁnement doit être ajouté aﬁn de bien déﬁnir la boîte
quantique et le réservoir. C’est l’utilité qu’ont les grilles de conﬁnement (couleur rouge)
situées autour des deux grilles d’accumulation.
1.2 Détection de charge
La section précédente servait à expliquer comment une boîte quantique est formée dans
des dispositifs de type MOS. Cependant, la méthode de mesure de ces dispositifs n’a pas
été touchée.
Cette section décrit donc la procédure pour former un dispositif pour la détection de
charges ainsi que la physique sous-jacente à son fonctionnement. La composante d’élec-
tronique quantique utilisée, le transistor mono-électronique, est sensible à la position de
charges individuelles dans l’échantillon et permettra de détecter les transitions dans le
nombre d’électrons présents dans la boîte quantique.
1.2.1 Transistor mono-électronique
Un transistor mono-électronique, communément appelé SET en raison de son acronyme
anglophone, est formé d’un îlot quantique situé entre deux réservoirs d’électrons. Pour
former un tel dispositif, la grille d’accumulation ASET (grille en mauve sur la ﬁgure 1.2a)
est d’abord activée aﬁn de former un énorme réservoir d’électrons sous la grille à l’interface
oxyde-semiconducteur. Des grilles de conﬁnement (grilles en rouge) sont ensuite activées
aﬁn de pincer le réservoir d’électrons à deux endroits et former un îlot quantique sous la
grille ASET. En raison du conﬁnement, l’îlot possède des niveaux d’énergie discrets (traits
noirs sur la ﬁgure 1.2b).
Une diﬀérence de tension V est alors appliquée entre les 2 réservoirs d’électrons via des
contacts ohmiques aﬁn de séparer leurs énergies de Fermi de eV (ﬁg. 1.2b). Dans ce régime
d’opération, un courant peut circuler entre les deux réservoirs si un des niveaux d’énergie
de l’îlot se situe entre les énergies de Fermi des réservoirs. Dans le cas contraire, il y a alors
blocage de Coulomb et aucun courant ne peut circuler.
En pratique, les niveaux d’énergie de l’îlot ne sont pas parfaitement discrets. On retrouve
plutôt une densité d’états continue dans l’îlot (en orange sur la ﬁgure 1.2b) en raison des
eﬀets thermiques, du bruit de charge et des interactions électron-phonon. Les barrières
tunnel séparant les réservoirs de l’îlot peuvent également devenir très minces et les niveaux


9la tension de grille. Cette caractéristique du signal peut être expliquée par un phénomène
d’écrantage. À mesure que des électrons sont accumulés sous la grille de contrôle, ces
derniers écrantent l’eﬀet de la grille pour laquelle une tension beaucoup plus grande doit
être appliquée aﬁn d’obtenir le même eﬀet sur l’îlot du SET.
Les deux mesures présentées en exemple comportent aussi une modulation de l’am-
plitude des oscillations avec la tension de grille ainsi qu’une modulation sur le courant
moyen circulant dans le dispositif de SET. Ces deux caractéristiques du signal sont dues à
la modulation des barrières tunnel. Dans les dispositifs de silicium MOS, l’interface entre
le semiconducteur et l’oxyde est désordonnée puisqu’elle est non épitaxiale. Les défauts à
cette interface peuvent alors piéger des charges, modiﬁant le potentiel électrostatique, ou
même modiﬁer la forme, la hauteur et la largeur des barrières tunnel dans le SET (allant
même jusqu’à les rendre opaques comme c’est le cas à environ 1.3V sur la ﬁgure 1.3b(ii)).
La formule générale décrivant le courant circulant dans le SET peut s’écrire comme suit :
ISET = A(V) · cos [ω(V) ·V + φ(N(V))] + B(V) (1.1)
Les dépendances en tension de A, B, ω et N ne peuvent pas être prédites à l’avance
puisqu’elles dépendent des détails microscopiques de l’échantillon. Ces dernières sont
toutefois reproductibles pour un même échantillon.
1.2.3 Diagramme de stabilité
Jusqu’ici, l’eﬀet de la tension d’une grille de contrôle sur le courant circulant dans le
SET a été détaillé. Cependant, leur impact sur la boîte quantique elle-même n’a toujours pas
été traitée.
Cette section décrit donc l’eﬀet des grilles d’accumulation AD et AR sur la boîte quan-
tique. Pour ce faire, une cartographie de l’eﬀet de ces deux grilles sera eﬀectuée grâce à la
mesure d’un diagramme de stabilité. La physique sous-jacente à cette mesure sera traitée en
détail.
Diagramme fontaine [AD-AR]
Le diagramme de stabilité AD-AR est la mesure permettant d’extraire le plus d’informa-
tion sur la boîte quantique. Sur ce diagramme, les transitions dans le nombre d’occupation
électronique de la boîte quantique forment unmotif de fontaine, d’où son nomde diagramme
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fontaine. L’explication pour l’apparition de ce patron de transitions réside dans la physique
de l’énergie dans l’échantillon. Un exemple du résultat de cette mesure est présentée sur la
ﬁgure 1.4.
Au point d’opération (i), la boîte quantique est formée et les deux niveaux d’énergie
les plus bas dans cette dernière sont situés sous le niveau d’énergie de Fermi du réservoir
d’électrons (voir ﬁgure 1.5(i)). De plus, le taux tunnel entre la boîte quantique et son réservoir
est suﬃsamment élevé pour que des électrons soient ajoutés dans la boîte quantique depuis
son réservoir.
En diminuant la tension sur la grille d’accumulation AD, la hauteur du potentiel dans
la boîte quantique est augmentée. Au point d’opération (ii) de la ﬁgure 1.4, le creux du
potentiel est tellement élevé qu’aucun des niveaux d’énergie de la boîte quantique se situe
sous l’énergie de Fermi du réservoir (ﬁgure 1.5(ii)). La boîte quantique est donc complètement
vide.
À l’inverse, la tension sur la grille d’accumulation AD peut également être augmentée
aﬁn d’ajouter des niveaux d’énergie accessibles dans la boîte quantique (donc des niveaux
d’énergie se situant sous le niveau d’énergie de Fermi du réservoir). Au point d’opération
(iii), la boîte quantique est dans une conﬁguration où elle contient plusieurs électrons (ﬁgure
1.5(iii)).
Le potentiel de la grille d’accumulation AR peut également être diminué, ce qui a
pour eﬀet d’augmenter la hauteur de la barrière de potentiel entre la boîte quantique et le
réservoir (et ainsi diminuer le taux tunnel entre ces emplacements). Lorsque la barrière est
suﬃsamment élevée, le taux tunnel devient alors de l’ordre du temps d’intégration de la
mesure. C’est pour cette raison que les transitions disparaissent dans le bas du diagramme
fontaine (et c’est d’ailleurs ce qui donne lieu à l’apparition du patron de fontaine). En eﬀet,
au point d’opération (iv↓), un ou plusieurs niveaux d’énergie de la boîte quantique se situent
sous l’énergie de Fermi du réservoir, mais le taux tunnel est trop faible pour permettre à un
électron d’être ajouté dans la boîte quantique (ﬁgure 1.5(iv)).
En augmentant la tension sur la grille AR, la hauteur de la barrière de potentiel sépa-
rant le réservoir de la boîte quantique est diminuée (ﬁgure 1.5(iv)). Lorsque la tension est
suﬃsamment grande, la hauteur de la barrière de potentiel est alors de l’ordre de l’énergie
thermique kBT. Un élargissement des transitions du nombre d’électrons occupant la boîte
quantique sera alors observé. En augmentant davantage la tension sur la grille AR, les
transitions disparaîtront puisque la boîte quantique sera alors confondue avec son réservoir
d’électrons. C’est ce qui est observé au régime d’opération (iv↑), où la boîte quantique
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n’existe tout simplement plus.
Chapitre 2
Cahier des charges
Dans le chapitre précédent, la physique du diagramme de stabilité servant à l’initialisa-
tion "manuelle" d’un dispositif de boîte quantique a été décrite en profondeur. Le terme
"initialisation" signiﬁe ici l’ajustement de l’ensemble des tensions de grilles aﬁn d’atteindre
un régime opérationnel souhaité de la boîte quantique. Pour la suite de ce travail, l’initialisa-
tion d’un dispositif référera au régime à un seul électron, régime opérationnel désiré pour
débuter les expériences.
Ce deuxième chapitre présente les diﬃcultés rencontrées lors de l’initialisation d’un
dispositif ainsi que certaines solutions proposées dans la littérature. L’applicabilité de ces
solutions aux dispositifs MOS en silicium utilisés dans le groupe de Michel Pioro-Ladrière
sera ensuite discutée puis les objectifs du projet seront énoncés clairement.
2.1 Problématique
L’initialisation d’une boîte quantique est par contre eﬀectuée manuellement et il s’agit
d’un processus très long et fastidieux pour lequel l’expérimentateur doit se ﬁer à son intuition
et avoir une très bonne connaissance de la physique du système. En eﬀet, les tensions
d’opération peuvent varier de plusieurs centaines de mV d’un échantillon à l’autre et ces
variations dans le régime d’opération ne peuvent pas être prédites à l’avance puisqu’elles
dépendent des détails microscopiques de l’échantillon. Avant de mesurer un diagramme de
stabilité, l’utilisateur doit donc eﬀectuer plusieurs mesures préliminaires aﬁn de déterminer
les plages de tension pertinentes pour la mesure. Par la suite, la mesure du diagramme de
stabilité prend elle-même plusieurs heures à compléter.
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C’est pour cette raison qu’on s’intéresse à la conception et la réalisation d’un programme
pour l’initialisation d’une boîte quantique. Ce programme devra être en mesure d’initialiser
le dispositif avec une bonne certitude sans devoir mesurer l’ensemble du diagramme de
stabilité.
À priori, il peut sembler surprenant que personne dans la communauté des boîtes
quantiques ne se soit attaqué à ce problème jusqu’à maintenant. Cependant, il faut réaliser
que jusqu’à récemment, la plupart des groupes de recherche travaillaient sur des systèmes
ne contenant que quelques boîtes quantiques (deux ou trois maximum). Le temps qu’aurait
pris la conception et la réalisation d’un algorithme pour l’initialisation des dispositifs utilisés
ne valait tout simplement pas le temps sauvé par son utilisation.
C’est seulement depuis quelques années que les gens s’intéressent à l’échelonnabilité
des architectures de boîtes quantiques et, par le fait même, à des systèmes en contenant
plusieurs. Dans ces nouvelles expériences, l’espace de paramètres croît substantiellement
avec le nombre de boîtes quantiques, tout comme le temps requis pour leur initialisation.
L’initialisation d’un dispositif peut être vu comme un problème d’optimisation avec N
paramètres variables, où N est le nombre de grilles de contrôle. La tension sur chacune des
N grilles de contrôle peut être ajustée aﬁn de se déplacer dans cet espace à N dimensions
et un sous-espace bien précis est visé. Le sous-espace désiré peut inclure une multitude
de paramètres du système comme le nombre de boîtes quantiques, le nombre d’électrons
dans chacune des boîtes, leur position et le couplage tunnel entre les boîtes et les réservoirs
d’électrons.
Il est important de mentionner qu’en raison des couplages capacitifs dans le système,
chaque grille de contrôle aﬀecte tous ces paramètres de façon plus ou moins importante.
Autrement dit, les grilles n’ont pas un contrôle orthogonal sur tous ces paramètres, rendant
le problème d’optimisation d’autant plus diﬃcile.
Bref, si le temps requis pour la conception d’un programme d’initialisation de boîte
quantique ne valait peut-être pas la peine pour des petits systèmes, sa pertinence grandit
avec la taille des nouveaux dispositifs.
Jusqu’à maintenant, deux groupes de recherche se sont attaqués à ce problème dans les
dernières années avec des approches complètement diﬀérentes. Cette section a pour but de
décrire ces approches puis de décrire leurs avantages et leurs limitations. Par la suite, leur
applicabilité à nos propres dispositifs, ici-même à Sherbrooke, sera discutée.
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2.2 Travaux antérieurs
2.2.1 Initialisation par méthode visuelle contrôlée par ordinateur
Le premier article présentant un algorithme fonctionnel pour l’initialisation d’un dispo-
sitif de boîtes quantiques a été publié en 2016 par le groupe de Vandersypen, de l’université
de Delft [32].
Dans cet article, l’auteur présente un algorithme pouvant initialiser une rangée de plu-
sieurs (ici quatre) boîtes quantiques au régime à un électron. La séquence utilisée est similaire
à ce que ferait l’utilisateur s’il initialisait le dispositif "à main". C’est-à-dire que le programme
eﬀectue une série demesures puis identiﬁe certaines structures ou caractéristiques attendues
dans ces mesures aﬁn d’identiﬁer le régime d’opération et de prendre des décisions sur
les mesures à faire. On appellera cette façon de faire une méthode visuelle contrôlée par
ordinateur.
Description de l'algorithme
L’algorithme débute en formant les boîtes quantiques sans se soucier du nombre d’élec-
trons qu’elles contiennent. Pour ce faire, 2 réservoirs d’électrons sont formés de part et
d’autre d’une boîte quantique et des mesures en transport sont eﬀectuées entre les deux
réservoirs de façon analogue à un transistor mono-électronique. Lorsque les grilles de
conﬁnement ne sont pas suﬃsamment négatives, un courant peut circuler entre les deux
réservoirs à travers la boîte quantique. Lorsque la tension de grille devient suﬃsamment
négative, les canaux de conduction sont pincés et les barrières tunnel sont alors trop élevées
pour qu’un courant puisse circuler. Ce dernier chute donc à zéro. L’algorithme considère
que c’est à ce moment où la boîte quantique est formée. Cette étape est eﬀectuée de façon
récursive pour toutes les boîtes quantiques de la rangée à initialiser.
Une fois les boîtes quantiques toutes formées, l’algorithme eﬀectue la mesure d’un
diagramme de stabilité avec les grilles de contrôle de deux boîtes adjacentes et y détecte les
points triples. Le régime à (1,1) électrons y est ensuite identiﬁé et les tensions sont ajustées
en conséquence. L’auteur mentionne spéciﬁquement que la détection des transitions dans le
nombre d’électrons d’une ou l’autre des boîtes quantiques (donc la détection de lignes) est
un problème trop diﬃcile pour l’algorithme développé.
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Évaluation de l'algorithme
À priori, le programme pourrait sembler très performant puisqu’il est conçu pour initia-
liser des doubles boîtes quantiques et non pas des boîtes quantiques individuelles (2 > 1
après tout !). Cependant, cela pose plutôt une restriction sur son utilisation. En eﬀet, pour
utiliser cet algorithme, il faut donc obligatoirement une architecture de grilles permettant
de former deux boîtes quantiques très près l’une de l’autre.
De plus, l’algorithme requiert d’eﬀectuer des mesures en transport à travers la boîte
quantique à initialiser. Lesmesures en transport ont l’avantage de fournir à l’expérimentateur
de l’information directe sur boîte quantique et contiennent très peu de caractéristiques
provenant d’autres composantes dans le dispositif. Cependant, il est généralement diﬃcile
de déterminer avec certitude le nombre d’électrons présents dans une boîte quantique
avec seulement des mesures en transport. Il faut généralement combiner le transport à
d’autres mesures pour avoir une idée globale et exacte de l’état de charge du système.
C’est pour cette raison que la majorité de la communauté eﬀectue plutôt de la détection de
charge. Les mesures en transport deviennent alors, dans une certaine mesure, superﬂues.
D’ailleurs, certaines architectures de grilles développées aujourd’hui ne permettent même
pas d’eﬀectuer des mesures en transport dans le dispositif.
2.2.2 Initialisation dirigée par programme d'IA
Dans cet article, l’auteur utilise des outils d’apprentissage automatique aﬁn d’initialiser
une rangée de boîtes quantiques formées dans un nanoﬁl [33]. Unmodèle théorique est utilisé
aﬁn de générer plusieurs ensembles de mesures pour l’entraînement de l’algorithme puis
pour tester la performance du programme. La méthode développée permet d’identiﬁer avec
haute ﬁdélité (>90%) le nombre de boîtes quantiques formées dans le dispositif. Cependant,
elle ne permet pas de compter le nombre d’électrons dans aucune de ces boîtes quantiques.
L’auteur démontre toutefois qu’il est possible pour un algorithme d’apprentissage auto-
matique d’apprendre à compter le nombre d’électrons dans une boîte quantique unique
dans le régime de blocage de Coulomb, mais il n’a pas réussi à développer un algorithme
permettant d’eﬀectuer cette tâche pour plusieurs boîtes quantiques placées une à côté de
l’autre.
La méthode développée a également été testée sur des mesures expérimentales de
diagrammes de stabilité de doubles boîtes quantiques. Encore une fois, l’algorithme ob-
tenu via l’apprentissage automatique permet d’identiﬁer eﬃcacement le nombre de boîtes
quantiques formées mais pas l’occupation électronique de ces dernières.
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2.3.2 Caractéristiques et restrictions
Les outils développés pour l’initialisation d’une boîte quantique unique devront être
utiles et applicables pour l’initialisation d’un système contenant de multiples boîtes quan-
tiques.
L’utilisateur du programme devra fournir unminimum d’information à ce dernier. Entre
autres, il imposera des limites pour la tension pouvant être appliquée sur chacune des grilles
de contrôle aﬁn d’éviter que le programme abîme l’échantillon. La tension de départ pour
chacune des grilles sera spéciﬁée, tout comme la fonction de la grille (accumulation du
réservoir, accumulation de la boîte quantique ou déplétion).
L’algorithme développé aura seulement accès aux mesures eﬀectuées en détection de
charge à l’aide d’un transistor mono-électronique. Ce dernier devra préalablement être
ajusté par l’utilisateur dans un régime d’opération permettant de mesurer la dynamique de
l’échantillon.
L’espace de paramètres accessibles à l’algorithme sera réduit à deux dimensions. Ces
deux dimensions correspondent aux grilles de contrôle de la boîte quantique et de son
réservoir. Il est important de noter que cela ne veut pas dire que seulement ces deux grilles
de contrôle seront activées. Toutes les grilles seront placées à une valeur prédéterminée
par l’utilisateur et le programme devra initialiser le dispositif en changeant la tension sur
seulement ces deux grilles de contrôle.
Cette caractéristique du programme d’initialisation est justiﬁée par un article publié
récemment par Sophie Rochette (également dans le groupe de Michel Pioro-Ladrière). Dans
cet article, l’auteure démontre que les grilles de contrôle de la boîte quantique et du réservoir
d’électrons permettent à elles seules d’obtenir un contrôle complet sur le nombre d’électrons
présents dans la boîte ainsi que le couplage tunnel entre la boîte et son réservoir [31].
Finalement, dans le cadre de ce travail, le programme conçu n’aura pas besoin d’être opti-
malement performant. L’objectif se limite plutôt à démontrer qu’il est possible d’automatiser
l’initialisation d’une boîte quantique sur un dispositif MOS. Le langage de programmation
utilisé sera donc Python. L’utilisation de ce langage permettra d’utiliser plusieurs librairies
faciles d’utilisation pour plusieurs tâches eﬀectuées par le programme.
Chapitre 3
Traitement de signal
L’objectif derrière le projet était d’initialiser une boîte quantique sans devoir mesurer
l’entièreté du diagramme de stabilité. Les mesures eﬀectuées par le programme conçu
seraient donc des portions d’un diagramme de stabilité. Bien entendu, beaucoup d’infor-
mation est contenue dans chaque mesure et seulement une portion de cette information
sera utile au bon fonctionnement du programme. L’objectif du module de traitement de
signal est donc d’extraire toute l’information pertinente d’une mesure. Ce chapitre présente
donc l’ensemble du module de traitement de signal servant à extraire les transitions dans
le nombre d’électrons occupant la boîte quantique, N. L’outil principal de ce module est la
transformée de Hilbert, qui permet d’extraire eﬃcacement la phase du signal [34].
Dans un premier temps, la formulation mathématique ainsi que les propriétés de la
transformée de Hilbert seront présentées en détail. Par la suite, certains algorithmes utiles
au module de traitement de signal seront détaillés. Finalement, les résultats pour l’extraction
des transitions de N dans un diagramme de stabilité expérimental seront présentés.
3.1 Description du signal
Le seul paramètre d’importance pour l’initialisation d’une boîte quantique dans le
cadre de ce travail est son niveau d’occupation électronique qui doit être de 1 électron.
Malheureusement, le diagramme de stabilité ne donne pas d’information directement sur
le nombre d’électrons contenus dans la boîte quantique. Cependant, ce signal présente
une caractéristique qui permettra d’extraire les transitions dans le niveau d’occupation
électronique. Il suﬃra ensuite de compter les électrons via ces transitions. On rappelle que
le courant circulant dans le SET est donné par :
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ISET = A(V) · cos [ω(V) ·V + φ(N)] + B(V)
Le terme φ(N) correspond aux sauts retrouvés dans les oscillations du courant (présentés
en exemple à la ﬁgure 1.3aii). Ce terme est contenu dans l’argument du cosinus, qu’on
appellera la phase du signal Ω.
Ω(V, N) = ω(V) ·V + φ(N)
La dépendance en tension de la fréquence pourra être négligée simplement parce que
les mesures eﬀectuées par le programme seront sur des plages de tension suﬃsamment
petites pour que cette dépendance soit négligeable. La phase du signal sera donc linéaire
avec la tension et présentera des sauts lorsqu’un électron est ajouté ou enlevé de la boîte
quantique.
Ω(V) = ωV + φ(N) (3.1)
Pour extraire ces transitions, il suﬃra de prendre la dérivée de la phase par rapport à la
tension. La dérivée sera négative lorsqu’une transition se sera produite.
3.2 Transformée de Hilbert
La transformée de Hilbert est un outil mathématique qui sert à étendre un signal pure-
ment réel dans le plan complexe en un signal dit analytique. Le signal analytique permet
d’accéder facilement à certains paramètres du signal qui sont normalement diﬃciles à
calculer.
Cette section a pour but de décrire la formulation mathématique de la transformée
de Hilbert ainsi que certaines propriétés du signal analytique qui nous seront utiles pour
l’extraction des transitions de N.
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3.2.2 Propriétés du signal analytique
Le signal analytique s(V) obtenu à l’aide de la transformée de Hilbert demeure un signal
physique. Cela implique qu’il est causal et respecte les conditions de Cauchy-Riemann.
Le signal u(V) peut être ré-écrit dans une base de cosinus. Ce dernier a alors la forme
suivante :
u(V) = ∑
ω
Aωcos(ωV + φω) (3.4)
Puisque la transformée de Hilbert correspond à un l’ajout d’un déphasage de 90 degrés
sur toutes les fréquences, le signal analytique s(V) peut être écrit de la façon suivante :
s(V) = ∑
ω
Aω [cos(ωV + φω) + i · sin(ωV + φω)] (3.5)
= ∑
ω
Aωe
i(ωV+φω) (3.6)
Le signal analytique s(V) correspond donc à une somme de cercles de diﬀérents rayons
Aω et de fréquence ω dans le plan complexe.
Phase et fréquence instantanée
Si le signal analytique ne contient qu’une seule fréquence (par exemple, s(V) = ei(ωV)),
la phase du signal Ω peut alors être calculée simplement en prenant l’arctan de la partie
imaginaire sur la partie réelle de s(V) tel qu’illustré à la ﬁgure 3.2a. La fréquence instantanée
du signal peut ensuite être calculée simplement en prenant la dérivée de la phase par rapport
à V. Cette propriété est particulièrement intéressante pour des signaux avec une modulation
de fréquence ω(V) avec la tension (par exemple, le signal 1.3b).
Ω(V) = arctan
(
imag(s(V))
real(s(V))
)
(3.7)
f (V) =
∂Ω(V)
∂V
= ω(V)
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tions Lorentziennes dans l’espace de Fourier. La fréquence de coupure est calculée à
l’aide de certains des paramètres du lissage. Pour s’assurer du bon fonctionnement de
l’algorithme, le signal mesuré doit respecter certaines conditions et quelques étapes de
pré-traitement du signal sont requises. Cette sous-section a pour but de décrire tout ce
qui se rattache à l’algorithme d’extraction de fcoup.
L’algorithme utilisé à cette ﬁn est présenté ci-bas à l’algorithme 1.
Algorithme 1 : Calcul de la fréquence de coupure.
Entrée : V, S {voltage de grille et signal mesuré (2 arrays)}, f_est {estimation de la fréquence}
1 : {estime le nombre de points requis dans l’espace de Fourier afin d’obtenir un minimum de dix
points sous f_est}
2 : resol← (max(V) − min(V))/size(V)
3 : nPts← 1/(resol∗(f_est/10))
4 : if nPts < size(V) then
5 : nPts← size(V)
6 : end if
7 : H← Fenêtre de Hanning de dimension size(V)
8 : TdF← fft(signal=S∗H, nPts)
9 : TdF← abs(TdF)
10 : {Lissage de deux Lorentziennes}
11 : x0, σ2 ←moyenne, variance de la seconde Lorentizienne
12 : fcoup ← x0 − σ
13 : return fcoup
Dans un premier temps, la résolution dans l’espace de Fourier doit être suﬃsam-
ment bonne aﬁn que le lissage soit capable de résoudre le pic à la fréquence désirée.
Pour ce faire, on utilise une première fois la valeur estimée de la fréquence fest donnée
en entrée aﬁn de déterminer la résolution minimale désirée. Cette résolution mini-
male correspond à un dixième de la fréquence estimée. La majorité du temps, le signal
mesuré devra être fenêtré puis répété aﬁn d’augmenter la longueur de la trace. La
fonction de fenêtrage utilisée est la fenêtre de Hanning. La transformée de Fourier de
u(V) · Hanning(V) est ensuite calculée puis l’amplitude de la transformée de Fourier
(abs(TdF)) est calculée pour y appliquer le lissage. La phase de la transformée de Hilbert
n’est d’aucun intérêt pour l’ensemble du module de traitement de signal.
Par la suite, le signal S donné en entrée à l’algorithme pour l’extraction de la
fréquence de coupure doit être mesuré sur une plage de tension suﬃsamment large aﬁn
que ce dernier contienne au moins une oscillation complète du signal à conserver. La
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3.4 Extraction de la position des transitions
L’objectif de cette section est de prendre l’ensemble des outils présentés jusqu’ici dans
ce chapitre puis de les appliquer sur un diagramme de stabilité expérimentales aﬁn d’y
extraire la position des transitions dans le nombre d’électrons occupant la boîte quantique.
L’algorithme eﬀectuant cette tâche est présenté ci-dessous à l’algo. 2.
Avant toute chose, il est important de mentionner que l’ensemble de l’analyse des dia-
grammes de stabilité sera eﬀectué en une seule dimension, selon l’axe des x. Premièrement,
parce que certains des outils qui seront utilisés n’ont pas d’équivalent en deux dimensions,
mais par dessus tout pour éviter que les méthodes d’analyse ne soient sensibles au bruit
télégraphique pouvant subvenir lors des mesures.
Algorithme 2 : Extraction de la position des transitions dans le niveau d’occupation élec-
tronique.
Entrée : S {Signal mesuré (trace d’un diag. de stabilité)}
1 : cutoﬀ← {Extraction de la fréquence de coupure; Algorithme 1}
2 : S_ﬁlt← {Application du filtre Butterworth sur S}
3 : S_hilb← {Transformée de Hilbert sur le signal S_filt}
4 : S_Ω ← {Calcul de la phase Ω de S_hilb à l’aide de l’équation 3.7}
5 : S_der← {Dérivée de la phase point par point}
6 : threshold← {Extraction du seuil; Algorithme 3}
7 : S_trans← {Extraction de la position des transitions}
8 : return S_trans
9 : {S_trans correspond à un bitmap. La valeur 1 est attribuée si un point est identifié
comme une transition et 0 sinon}
Dans un premier temps, le signal mesuré doit être ﬁltré, sans quoi la transformée de
Hilbert du signal ne présentera pas les propriétés désirées pour l’extraction de la phase du
signal. Un exemple du résultat de la transformée de Hilbert sur un signal non ﬁltré (signal
de la ﬁgure 1.3b(ii)) est présenté sur la ﬁgure 3.7a. La forme de slinky retrouvée sur le signal
ne permet pas l’extraction de la phase du signal. La fréquence de coupure pour le ﬁltre est
d’abord extraite à l’aide de l’algorithme 1 puis le ﬁltre passe haut Butterworth d’ordre 5 est
appliqué sur le signal. La transformée de Hilbert du signal ﬁltré peut alors être calculée et
le signal analytique ainsi obtenu correspond alors à des cercles centrés à l’origine (ﬁgure
3.7b). La phase du signal peut alors être facilement extraite à l’aide des parties réelles et
imaginaires du signal analytique via l’équation 3.7. La ﬁgure 3.7c illustre la phase du signal
ainsi extraite. Cette dernière est bel et bien linéaire avec des sauts lorsqu’un électron est
ajouté dans la boîte quantique.
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Il suﬃt alors de calculer la dérivée de la phase par rapport à la tension de grille aﬁn
d’obtenir la fréquence instantanée du signal. Lorsque la fréquence instantanée est en dessous
d’un certain seuil, le point est identiﬁé comme une transition et la valeur 1 lui est attribuée.
Dans le cas contraire, la valeur 0 lui est attribué. Une carte binaire des transitions dans N
peut alors être générée pour le diagramme de stabilité mesuré. Le seuil est, quant à lui,
adaptatif à chaque trace. L’algorithme de calcul de ce dernier est décrit à la boîte technique
2.
La ﬁgure 3.8 présente le résultat ﬁnal du module de traitement de signal ainsi qu’un
résultat partiel de l’algorithme 2 sur un diagramme de stabilité entre la grille d’accumulation
de la boîte quantique et une grille de déplétion. La sous-ﬁgure 3.8(d) sert quant à elle à
illustrer une faiblesse du module de traitement de signal. En eﬀet, les transitions détectées à
l’aide de l’algorithme 2 ne sont pas complètes et présentent des trous où les transitions ne
sont pas détectées. Ces transitions surviennent sur les maxima et les minima d’oscillations,
comme illustré à la ﬁgure 3.8(d) où les transitions détectées sont tracées sur le signal d’origine.
À ces endroits, l’ajout d’un électron dans la boîte quantique n’a que très peu d’eﬀet sur le
courant circulant dans le SET. Cet artefact pourrait être corrigé en appliquant un seuil moins
sévère à l’étape 6 de l’algorithme 2, mais pour plusieurs raisons qui seront détaillées au
prochain chapitre, la présence de cet artefact dans le module de traitement de signal sera
acceptée.
Boîte technique 2 : Extraction du seuil pour la dérivée de la phase
Tel que mentionné ci-haut, le seuil pour la dérivée de la phase est calculé de façon
adaptative à chaque trace du diagramme de stabilité. Dans un premier temps, on calcule
la moyenne et l’écart-type de la distribution de points de la trace. Cela permet de faire
une présélection des points qui pourraient être identiﬁés comme une transition (tous les
points sous lamoyennemoins l’écart-type). Lamoyenne et l’écart-type de la distribution
des points restants est ensuite calculée et le seuil est déﬁni comme la moyenne moins
trois fois l’écart-type de cette distribution. Ce choix de trois écart-types permet de
faire une sélection sévère des points identiﬁés comme une transition dans le nombre
d’électrons occupant la boîte quantique et de minimiser le nombre de faux positifs.
Cependant, la sévérité de ce choix cause plusieurs faux négatifs aux maxima et minima
des oscillations. C’est ce qui fait apparaître les trous dans les transitions. L’algorithme
est décrit en détail à l’algorithme 3 ci-bas.
Algorithme 3 : Calcul du seuil de coupure pour la dérivée de la phase.
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Entrée : D {dérivée de la phase du signal mesuré}, s1, s2 {Nombre d’écarts types acceptés
pour la première et deuxième coupure}
1 : avg1, σ1 ←moyenne, écart-type de la dérivée
2 : B← collection de tous les points de D > avg1 − σ1 ∗ s1
3 : avg2, σ2 ←moyenne, écart-type du backgroud B
4 : threshold← avg2 − σ2 ∗ s2
5 : return threshold

Chapitre 4
Reconnaissance d'images
Le chapitre précédent servait à présenter le module de traitement de signal servant à
créer une carte de la position des transitions dans le nombre d’occupation électronique de
la boîte quantique. Cependant, le programme n’est toujours pas en mesure d’utiliser cette
dernière sous la forme présentée. Idéalement, le programme doit avoir accès à une équation
pour chacune des transitions séparant le régime à N et N+1 électrons pour tout N.
Le premier réﬂexe qu’ont généralement les gens face à ce problème est d’eﬀectuer un
lissage des points identiﬁés comme une transition, mais cette solution est hors de question
puisque tous les points sur un diagramme ne font pas nécessairement partie de la transition.
En d’autre mots, le diagramme contient des faux positifs. De plus, une mesure d’une portion
d’un diagramme peut contenir plusieurs transitions et même si le nombre de transitions
dans la mesure était connu, l’algorithme ne sait pas à laquelle appartient chacun des points
de transition détectés. L’objectif pour pouvoir utiliser l’information extraite dans le chapitre
précédent est donc de regrouper les ensembles de points faisant partie d’unemême transition
aﬁn d’ensuite eﬀectuer un lissage sur cet ensemble de points.
En raison de la sévérité du seuil choisi dans lemodule précédent, lesmesures contiennent
des points manquants. Il faut donc un outil qui permettra de regrouper les points malgré la
présence de faux négatifs. De plus, une source additionnelle de points manquants viendra
du fait que les mesures eﬀectuées par le programme ne seront pas nécessairement adjacentes
entre elles. Idéalement, le programme eﬀectuerait des mesures assez loin l’une de l’autre
aﬁn de minimiser la portion du diagramme devant être mesurée. L’outil utilisé dans ce
module doit donc permettre d’extrapoler la position des transitions entre ces mesures.
La première idée qui nous vient en tête est un algorithme de "Clustering", servant à
regrouper des données en sous-groupes ayant des propriétés similaires. Cependant, il est
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diﬃcile de développer une métrique performante pour la colinéarité entre diﬀérents points
puisqu’un point n’a pas de direction privilégiée.
Il existe cependant un outil dans le domaine de la reconnaissance d’images pour l’iden-
tiﬁcation de structures géométriques simples, dont des lignes. Cet outil est la transformée
de Hough.
Ce chapitre présente donc le module de reconnaissance d’images prenant une image
binaire des transitions dans le niveau d’occupation électronique de la boîte quantique puis
vectorisant ces transitions en une équation qui pourra être utilisée par le programme pour sa
prise de décision des mesures à eﬀectuer. Dans un premier temps, la transformée de Hough
conventionnelle sera présentée. Par la suite, une version performante et plus eﬃcace de cet
outil sera décrite. Pour utiliser cette version améliorée de la transformée de Hough, il faudra
utiliser des algorithmes de regroupement des points, de division de ces regroupements et
établir des critères pour le regroupement des segments produits. Ces algorithmes seront
donc présentés avec la version eﬃcace de la transformée de Hough.
4.1 Transformée de Hough
En une phrase, la transformée de Hough consiste à faire voter chaque point pour un
ensemble de lignes à diﬀérents angles puis à sélectionner la ligne ayant reçu le plus de votes.
Cet outil mathématique peut être dérivé à partir de la transformée de Radon [35].
Dans un premier temps, une matrice est initialisée à 0 aﬁn de comptabiliser les votes.
L’axe des x correspond à l’angle de la ligne par rapport à l’ordonnée et l’axe des y à la
plus courte distance de la ligne par rapport à l’origine. Par la suite, un premier point est
sélectionné puis une ligne le traversant est tracée pour un angle de 0 degrés par rapport à
l’axe des y. La plus courte distance entre cette ligne et l’origine est calculée puis un vote est
enregistré pour cette ligne et distance dans la matrice de votes. Le processus est répété pour
des angles de -90◦ à +90 ◦ avec des incréments de 1◦ . Un exemple du résultat de vote pour
un seul point est présenté aux ﬁgures 4.1a et 4.1b.
Par la suite, le processus est répété pour l’ensemble des points de l’image. Si tous les
points sont parfaitement colinéaires, les lignes générées dans la matrice de vote se croiseront
en un point. Ce croisement correspond à la ligne passant par l’ensemble de ces points. Ce
cas est présenté en exemple aux ﬁgures 4.2a et 4.2b. L’algorithme de vote de la transformée
de Hough conventionnelle est présenté à l’algorithme 4.
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À la ﬁn de la procédure de vote, il suﬃt de prendre le point correspondant au max(Votes)
pour identiﬁer la meilleure ligne pour ce groupe de points. Dans le cas où l’ensemble des
points de l’image forment plusieurs lignes, un algorithme de détection de pics peut être
utilisé aﬁn de détecter les maxima locaux dans la matrice de votes. Les paramètres (a,b) de
la ou des lignes détectées peuvent alors être calculés et une équation exprimant la position
des lignes est obtenue.
Algorithme 4 : Procédure de vote de la transformée de Hough conventionnelle
Entrée : I {Image Binaire 2D}
1 : Votes← 0 {Initialisation de la matrice de votes}
2 : P← list(I==1) {Liste de pixels dans I}
3 : for p in P do
4 : x, y← coord(p)
5 : for −90◦ ≤ θ < 90◦ do
6 : d← xcos(θ) + ysin(θ)
7 : Votes(d, θ)← Votes(d, θ) + 1
8 : end for
9 : end for
10 : return Votes
4.2 Version eﬃcace de la transformée de Hough
Appliquée de façon brute, la transformée de Hough est très coûteuse à calculer. Pour
de grosses images (par exemple une image 1000x1000 pixels avec environ 5% des points
correspondant à une transition), le temps requis est de l’ordre de la minute [36]. De plus,
l’identiﬁcation du ou des pics dans l’espace de Hough constitue un problème assez diﬃcile
car, en présence de bruit, plusieurs sous-structures apparaissent autour du pic principal. Ces
sous-structures correspondent à d’autres lignes avec de toutes petites variations en angle
et en distance par rapport à la meilleure ligne pour cet ensemble de point [36]. Dans ces
conditions, il devient également diﬃcile d’identiﬁer des lignes courtes puisque les structures
dans l’espace de Hough sont alors petites par rapport aux pics de la plus longue ligne. Cette
diﬃculté associée à la transformée de Hough traditionnelle est très bien illustrée sur la ﬁgure
4.3(a, b), tiré de l’article [1]. Dans cet article, l’auteur propose un algorithme plus eﬃcace
de la transformée de Hough aﬁn de palier à ces deux problèmes (coût et sous-structures).
Cette section a pour but de présenter l’algorithme 5, inspiré de cet article, qui sera utilisé
pour vectoriser les transitions de N.
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La solution présentée dans l’article [1] permet de recombiner des lignes tronquées en un
point ou par la présence de faux négatifs. L’idée générale derrière l’algorithme développé
dans le cadre de ce travail consiste donc à prendre les données obtenues à la suite dumodule
de traitement de signal puis de les diviser en sous-groupes, générant une grande quantité de
ce type d’erreur. Par la suite, l’algorithme sera en mesure de corriger ces erreurs générées par
le programme tout comme celles déjà présentes dans les données. Cette méthode permettra
aussi d’éviter certains problèmes qui pourraient survenir en eﬀectuant un traitement plus
macroscopique du diagramme de stabilité.
4.2.1 Algorithme
Algorithme 5 : Algorithme principal du module de reconnaissance d’image
Entrée : I {Image binaire}
1 : R← Algorithme 8 {Regrouper les ensembles de points}
2 : for chaque regroupement r in R do
3 : cut← {vérifier s’il y a besoin de sectionner r}
4 : if cut == True do
5 : r1, r2← Algorithme 9
6 : {effacer r de R}
7 : {ajouter r1, r2, les deux nouveaux groupes dans R}
8 : else
9 : θ, d, σ2θ , σ
2
d , σθd ← algorithme 6 {procédure de votes de la transformée de Hough modifiée}
10 : end if
11 : end for
12 : r0← {segment de départ d’une transition}
13 : extend← True
14 : while extend == True do
15 : r_ext← {liste de regroupements pré-sélectionnés selon un critère de proximité}
16 : for r in r_ext do
17 : Algorithme 7 {calcul du pointage}
18 : end for
19 : if any(score) < 1 do
20 : {prolongement de la transition avec le regroupement ayant le plus petit pointage}
21 : else
22 : extend = False (break)
23 : end if
24 : end while
25 : return C
La première étape de l’algorithme consiste à regrouper les points basé sur leur proximité.
Par la suite, certains de ces regroupements sont séparés de façon récursive aﬁn de détecter
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les détails de la courbure qu’il peut y avoir dans la transition. La première de ces deux étapes
est illustrée à la ﬁgure 4.3(c) et est présentée dans la boîte technique 5, alors que la seconde
est détaillée dans la boîte technique 6.
Par la suite, l’algorithme 6 est utilisé aﬁn de calculer la transformée de Hough pour
chaque regroupement de points ainsi que la matrice de covariance pour les paramètres θ et
d. En résumé, cet algorithme permet de générer les votes les plus probables pour chaque
ensemble de points tel qu’illustré à la ﬁgure 4.3(d). La procédure de votes modiﬁée est
présentée en détail dans la boîte technique 3. Finalement, un regroupement avec une petite
incertitude sur son angle, un ratio de hauteur sur longueur très petit et une grande longueur
est sélectionné comme le point de départ d’une transition. Ce dernier est ensuite prolongé
récursivement dans les deux directions en le combinant avec d’autres regroupements selon
des critères de proximité et de colinéarité. L’algorithme de calcul du pointage indiquant si
deux segments font partie ou non d’une même transition est détaillé dans la boîte technique
4. Le prolongement s’arrête dans une direction lorsqu’aucun autre regroupement de points
ne représente une extension acceptable (le pointage calculé est au-delà de 1). À ce moment,
l’ensemble des points de tous les regroupements ainsi assemblés est considéré comme
faisant partie d’une même transition et une équation peut alors être calculée à l’aide d’une
régression linéaire de cet ensemble de points.
Les résultats de cet algorithme à diﬀérentes étapes du processus sont présentés sur les
ﬁgures 4.7 à 4.10.
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Boîte technique 3 : Procédure de vote de la transformée de Hough modiﬁée
Algorithme 6 : Procédure de vote de la transformée de Hough modiﬁée et calcul de
l’incertitude sur les paramètres θ et d
Entrée : R {regroupement de points}, tms=0 {taille maximale de séparation des points}
1 : p← {liste de pixels dans R}
2 : n← {nombre de pixels dans R}
3 : ~p0 ← {centre géométrique de R}
4 : V, Λ ← eigen((~p− ~p0)(~p− ~p0)T)
{listes des vecteurs et valeurs propres associées aux coordonnées des pixels dans p}
5 : ~u, ~v ← {vecteurs V associés à max(Λ) et min(Λ) respectivement}
6 : if yv < 0 do
7 : ~v ← ~v
8 : end if
9 : d, θ ← équations 4.1
10 : σ2m′ , σ
2
b′ ← équations 4.2
11 : σ2d , σ
2
θ , σθd ← équations 4.3 et 4.4
{correction sur les valeurs de larticle}
12 : ratio← {ratio de la hauteur sur la longueur de R}
13 : corr← n·ratio/(1+tms)
14 : σ2θ ← σ
2
θ · corr
15 : if σ2θ > (pi/2)
2 do
16 : σ2θ ← (pi/2)
2
17 : end if
18 : return θ, d, σ2θ , σ
2
d , σθd
Tel que mentionné précédemment, le calcul de la transformée de Hough n’est pas
eﬀectué avec le processus conventionnel de votes. Pour calculer la meilleure ligne d’un
regroupement de points, l’algorithme débute par calculer la moyenne géométrique, ~p0,
du regroupement. Par la suite, les valeurs propres de la quantité ((~p− ~p0)(~p− ~p0)T)
sont calculées pour tout pixel compris dans le regroupement. Le vecteur de direction
privilégié ~u du regroupement est déﬁni comme le vecteur propre de la plus grande
valeur propre et le vecteur ~v perpendiculaire à ~u correspond au vecteur propre de la
plus petite valeur propre. Plus précisément, ce vecteur ~u est le vecteur allant de ~p0 au
point le plus éloigné de ~p0. Même si le vecteur ~u n’est pas parfaitement selon l’angle θ
de la meilleure ligne traversant le regroupement de points, il s’agit généralement d’une
très bonne approximation. De plus, la matrice de covariance des paramètres θ et d sera
calculée et permettra de tenir compte de cette approximation lorsque nécessaire.
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Les incertitudes obtenue à ce stade-ci sont telles que présentées dans l’article [1]
en référence. Cependant, il a été omis de mentionner que dans cet article, l’auteur
suppose que l’incertitude sur les pixels composant une ligne provient uniquement de
la pixelisation de l’image. Cette hypothèse ne s’applique toutefois pas aux diagrammes
de stabilité mesurés car les mesures eﬀectuées contiennent du bruit. De plus, les événe-
ments composant les transitions sont des événements statistiques qui dépendent du
taux tunnel entre la boîte quantique et son réservoir. Le résultat net de ces deux contri-
butions est un élargissement des transitions dans N. Une correction supplémentaire est
donc apportée aux incertitudes obtenues à cette étape.
Dans un premier temps, un critère indiquant le degré de désaccord avec le cas idéal
doit être établi. Un critère simple pour cette tâche est le ratio de la hauteur sur la longueur
du regroupement de points. Ce ratio est calculé eﬃcacement dans le référentiel primé
puisque la hauteur correspond à max(p′y)-min(p
′
y) et la longueur à max(p
′
x)-min(p
′
x). Si
les points sont très près du cas idéal (donc parfaitement colinéaires), le ratio vaudra
1/N et tendra vers 0 pour N grand. Au contraire, si le regroupement n’a pas vraiment
de direction privilégiée et que les points forment une tache sur le diagramme, le ratio
va plutôt tendre vers 1. Naïvement, la correction sur l’incertitude σ2θ pourrait être
simplement de multiplier par le ratio calculé. Cependant, cette correction a pour eﬀet
de diminuer la valeur de σ2θ même dans le cas idéal où l’incertitude tirée de l’article est
déjà adéquate. La correction doit donc être de 1 dans le cas où le ratio = 1/n→0 et doit
être beaucoup plus grande que 1 si le ratio tend vers 1.
Une telle correction peut être atteinte simplement en prenant corr=(ratio·n). Avec
cette correction, lorsque le regroupement est près du cas idéal, σ2θ demeurera à peu près
à la valeur obtenue à l’aide du calcul tiré de l’article et si, au contraire, le regroupement
est une tache, l’incertitude explosera par un facteur n. Si n est grand, l’objectif sera
atteint (σ2θ ≈ (pi/2)
2) et dans le cas contraire, la reconstruction des transitions écartera
le regroupement dû à sa longueur trop petite.
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eﬀectuée séquentiellement pour chaque point de la liste jusqu’à ce que la liste ait été
vériﬁée entièrement.
Par la suite, si le nombre de points dans la liste est plus grand que 5, l’ensemble de
points est accepté comme étant un regroupement. Dans le cas contraire, ces pixels sont
ajoutés à une liste de surplus et seront exclus pour la reconstruction des transitions.
Le tout est eﬀectué récursivement jusqu’à ce que l’image ne contienne que des 0.
Tous les points de transition détectés ont alors été placés dans un regroupement ou
identiﬁés comme un faux positif puis placé dans la liste de surplus.
Algorithme 8 : Algorithme de regroupement des points
Entrée : Img {Image Binaire 2D}, tmr=5 {taille minimale des regroupements},
tms=0 {taille maximale de séparation des points}
1 : Clist← [] {Liste vide}
2 : leftover← [] {Liste vide}
3 : while I 6= 0 ∀ pixels do
4 : index← 0
5 : group← [] {Liste vide}
6 : p0← any(pixel 6= 0 in Img)
7 : group← append(p0)
8 : Img(p0)← 0 {Le pixel de la coordonnée ~p0 dans Img est modifiée à 0}
9 : while size(group) > index do
10 : for p1 = pixel à moins de tms de group[index] do
11 : if p1 == 1 do
12 : group← append(p1)
13 : Img(p1)← 0
14 : end if
15 : end for
16 : index← index + 1
17 : end while
18 : if size(group) < tmr do
19 : leftover← toutes les pixels ∈ group
20 : else
21 : clist← append(group)
22 : end if
23 : end while
24 : return Clist, leftover
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Boîte technique 6 : Segmentation des regroupements de points
L’algorithme de segmentation des regroupements constitue une partie essentielle
de la stratégie adoptée pour le module de reconnaissance d’image. La transformée de
Hough telle qu’appliquée dans ce travail ne permet pas de détecter la courbure qui peut
survenir dans certaines transitions d’un diagramme fontaine. C’est pour cette raison
que certains regroupements de points doivent être séparés en plus petits regroupements
qui pourront être approximés comme linéaires.
La méthode de segmentation utilisée est extrêmement simple à réaliser mais de-
meure très eﬃcace malgré tout. Contrairement à d’autres solutions qu’on retrouve dans
la littérature, cette méthode demeure très rapide à calculer.
L’algorithme débute en calculant le ratio de la hauteur sur la largeur du regrou-
pement qui lui est donné en entrée (ﬁgure 4.6(a)). Il centre ensuite le regroupement
à l’origine puis utilise les vecteurs ~u et ~v pour tourner le regroupement aﬁn que sa
direction privilégiée soit selon l’axe des ~x. Les deux points les plus éloignés de part et
d’autre de l’origine sont alors identiﬁés et les paramètres a et b du segment traversant
ces deux points sont calculés. Le point le plus éloigné de ce segment est identiﬁé puis le
regroupement est tronqué à ce point (ﬁgure 4.6(b)). Les ratios hauteur/largeur de ces
deux nouveaux regroupements sont alors calculés et si un des deux ratios est meilleur
que le ratio du regroupement initial, la coupure est acceptée (ﬁgure 4.6(c)). Dans le
cas contraire, le regroupement initial est conservé. Le tout est eﬀectué récursivement
jusqu’à ce qu’aucune coupure ne soit retenue.
L’algorithme est détaillé à l’algorithme 9 et illustré à la ﬁgure 4.6, tiré de la référence
[37].
Algorithme 9 : Segmentation d’un regroupement de points
Entrée : R {regroupement de points}, ~u {vecteur de la direction privilégiée de R},
~v {vecteur perpendiculaire à ~u}
1 : ratio← {ratio de la hauteur sur la longueur du regroupement}
2 : ~p0 ← avg(R) {moyenne de tous les points dans R}
3 : rot_R← {translation de p0 à l’origine puis rotation autour de p0 afin que ~u′ = (1, 0)T}
4 : p−, p+ ← {points les plus éloignés de p0 de part et d’autre de l’axe ~x}
5 : seg(a, b)← {segment de pente a et ordonnée b passant par p− et p+}
6 : d← [] {liste vide}
7 : for p in rot_R do



Chapitre 5
Séquence de mesures
Ce chapitre présente tout ce qui est en lien avec la prise de décision du programme
conçu pour l’initialisation d’une boîte quantique. Dans un premier temps, les spéciﬁcation
et la préparation que l’utilisateur doit eﬀectuer avant le démarrage du programme seront
décrits. Ensuite, la séquence des mesures eﬀectuées par le programme pour l’atteinte du
régime d’opération désiré sera détaillée et, ﬁnalement, la performance de l’algorithme sera
discutée.
5.1 Préparation pour le démarrage du programme
Avant le démarrage du programme d’initialisation, l’utilisateur doit spéciﬁer quelques
paramètres au programme. Ce dernier doit également préparer l’échantillon dans une
conﬁguration qui permettra le bon fonctionnement du programme.
Dans un premier temps, l’utilisateur doit indiquer au programme quelles sont les grilles
de contrôle du réservoir et de la boîte quantique (donc les deux paramètres de contrôle
disponibles au programme). Les autres grilles doivent ensuite être activées à des voltages
qu’il juge raisonnables pour l’architecture de grille du dispositif. Par la suite, la résolution
en tension de ces deux grilles est ﬁxée pour l’ensemble des mesures qui seront eﬀectuées
par le programme. Finalement, l’utilisateur spéciﬁe les limites en tension pouvant être
appliquée sur les grilles de contrôle. Ces limites servent à éviter que le programme ne grille
l’échantillon.
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Boîte technique 7 : Dimension des mesures
Lorsque la position de la prochaine mesure a été déterminée par le module de
séquence du programme, la dimension de cette mesure doit être adaptée en fonction
de sa position dans le diagramme de stabilité. Tel qu’expliqué à la sous-section pour
l’extraction de la fréquence de coupure, la portion du diagramme mesurée doit être
suﬃsamment large pour contenir au minimum une oscillation complète dans le courant
circulant dans le transistor mono-électronique. L’algorithme 10 est donc utilisé pour
déterminer la dimension de la mesure permettant que la condition soit remplie.
Algorithme 10 : Calcul de la dimension d’une mesure
Entrée : Vx, Vy {coordonnées d’un coin ou du centre de la prochaine mesure à effectuer},
resolx, resoly{résolutions spécifiées par l’utilisateur}
1 : t← {mesure d’une trace centrée à la coordonnée Vx à Vy fixé}
2 : p← {position des pics à l’aide d’un algorithme de détection de maxima et minima locaux}
3 : f_est← {estimation de la fréquence à l’aide de la position des pics, p}
4 : Rangex ← 1/f_est
5 : Rangey ← 40·resoly
6 : return Rangex, Rangey
Dans un premier temps, le programme mesure une trace le long de l’axe x (donc
à Vy ﬁxé) centrée à la coordonnée du coin ou du centre de la prochaine mesure. Ce
dernier utilise ensuite un algorithme de détection de pics pour estimer la position des
maxima et des minima dans les oscillations de ISET. À partir de ces coordonnées, une
fréquence est estimée pour ces oscillations. La largeur de la prochaine mesure est alors
ajustée aﬁn qu’elle contienne une oscillation.
La hauteur (résolution en y) d’unemesure est quant à elle ﬁxée à 40 fois la résolution
selon cet axe. Cela permet d’obtenir des regroupements de points suﬃsamment longs
pour être utilisés par le module de reconnaissance d’images servant à la vectorisation
des transitions.
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5.2 Séquence de mesures
La séquence de mesures réalisée est relativement simple. Premièrement, l’algorithme
eﬀectue une série de mesures dans le but de trouver n’importe quelle transition puis il vide
la boîte quantique de tous ses électrons avant d’y replacer un seul électron.
Pour trouver une première transition, l’algorithme débute avec une première mesure
complètement à la droite du diagramme de stabilité, à Vy = avg(Vymin, Vymax). Il eﬀectue
alors un balayage en diagonale vers le haut et la gauche jusqu’à ce que la prochaine mesure
dépasse une des limites de tension (Vxmin ou Vymax) spéciﬁées par l’utilisateur. Lorsque
c’est le cas, la mesure est ramenée complètement à la droite du diagramme à une tension
plus ou moins élevée, en alternance. Cette procédure est arrêtée dès qu’une transition est
détectée dans l’une des mesures. Lorsque c’est le cas, une seconde mesure centrée sur la
transition et de plus grande dimension est eﬀectuée aﬁn de vériﬁer que la transition détectée
n’est pas un artefact du traitement de signal ou de la reconnaissance d’images.
Si la transition est réelle, l’algorithme eﬀectue une série de mesures aﬁn de la suivre
jusqu’à ce qu’elle disparaisse dû aux eﬀets thermiques. L’algorithme se déplace alors vers la
gauche aﬁn de trouver la prochaine transition. Le tout est eﬀectué récursivement jusqu’à
ce qu’aucune autre transition ne soit détectée. Le programme étiquette alors cette dernière
transition comme la transition 0↔ 1 du nombre d’électrons occupant la boîte quantique.
L’objectif qui avait été ﬁxé dans le cahier des charges est alors atteint et le dispositif de boîte
quantique a été initialisé avec succès au régime à un électron.
La dimension des mesures eﬀectuées est adaptée en fonction de la position dans le
diagramme de stabilité, selon la fréquence des oscillations dans le courant circulant dans le
SET. L’algorithme calculant la dimension d’une mesure est décrit dans la boîte technique 7.
La séquence est illustrée pour le diagramme fontaine 4.7 (diagramme ayant servi en
exemple pour l’ensemble du mémoire) à la ﬁgure 5.1a. La première mesure correspond
à la boîte bleue marin et la dernière à la boîte bourgogne. Les transitions détectées y ont
également été tracées en rouge à la ﬁgure 5.1b et la dernière transition détectée a, quant à
elle, été tracée en bleue. Un deuxième exemple, cette fois pour un diagramme non-trivial, est
également présenté aux ﬁgures 5.2a et 5.2b. Sur ce diagramme, les transitions disparaissent
rapidement dû aux eﬀets thermiques et on y retrouve la présence de bruit télégraphique (à
Vy ≈ 5.2 V). Malgré ces caractéristiques de la fontaine, le programme est capable d’identiﬁer
avec succès la dernière transition et donc d’initialiser la boîte quantique au régime à un seul
électron.
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5.3 Résultats et performance
L’objectif du programme conçu était d’initialiser une boîte quantique au régime à un
seul électron sans devoir mesurer l’entièreté du diagramme de stabilité. Pour ce faire, le
programme eﬀectue plutôt une série de mesures qui représentent seulement de petites
portions du diagramme de stabilité. Comme le temps de mesure représente la majorité de
l’occupation de l’algorithme (le temps d’analyse est négligeable devant le temps de mesure),
le gain correspond donc grossièrement au ratio de superﬁcie des mesures eﬀectuées sur la
superﬁcie du diagramme de stabilité entier.
Pour les deux diagrammes en exemple (5.1a et 5.2a), ce gain est de 0.34 et 0.12 respecti-
vement.
Cependant, il faut mentionner que lorsqu’un dispositif est initialisé manuellement,
plusieurs mesures précèdent celle du diagramme de stabilité. Ces mesures permettent
à l’utilisateur de se bâtir une intuition de la physique du dispositif et lui permettent de
déterminer les plages de tension pertinentes pour la mesure du diagramme. Le nombre de
mesures et le temps requis pour les compléter varie grandement d’un dispositif à un autre,
mais cela peut requérir plusieurs heures et plus d’une centaine demesures. Sans ces mesures
préliminaires, les plages de tension pour la mesure d’un diagramme de stabilité devraient
être signiﬁcativement plus larges et le gain obtenu via l’utilisation du programme développé
serait alors signiﬁcativement meilleur. De plus, l’utilisateur pourrait indiquer au programme
un régime d’opération pour lequel une boîte quantique d’une architecture de grille donnée
contient généralement plusieurs électrons comme point de départ de l’algorithme. Cela
permettrait ainsi de diminuer le temps requis à l’algorithme pour trouver une première
transition. Le gain obtenu par l’utilisation du programme développé dans le cadre de ce
travail serait alors de beaucoup meilleur, probablement de l’ordre de quelques pourcents.
Un avantage supplémentaire à l’utilisation du programme développé est le fait que ce
dernier peut être utilisé parallèlement sur plusieurs échantillons. Il s’agit là d’une tâche
qu’aucun humain ne serait en mesure d’eﬀectuer eﬃcacement.
Chapitre 6
Perspectives
Ce chapitre présente certaines améliorations qui pourraient être apportées au pro-
gramme aﬁn d’améliorer sa performance ou sa ﬁabilité ainsi que quelques limitations du
programme tel qu’il est présentement réalisé. Les améliorations présentées sont des idées
qui ont été explorées à des degrés plus ou moins avancés mais qui n’ont pas été réalisées
dans cette première version du programme dû à un manque de temps ou parce qu’une
alternative déjà fonctionnelle avait été développée.
Résolution variable
Dans sa version actuelle, le module de prise de décision (dictant la séquence de mesures)
requiert une résolution en tension ﬁxe pour l’ensemble de toutes les mesures. Dans certaines
portions du diagramme de stabilité, il pourrait être utile d’augmenter ou de réduire cette
résolution aﬁn d’augmenter la visibilité des transitions ou d’augmenter la superﬁcie couverte
dans un même temps de mesure. Le problème en lien avec une résolution variable est le
poids qu’auraient des pixels issus de diﬀérentes portions du diagramme de stabilité. Par
exemple, si la résolution est diminuée de moitié pour une certaine mesure, les pixels de
cette mesure seraient alors quatre fois plus gros que ceux des mesures précédentes. Si ces
pixels sont séparés en 4, cela causerait des problèmes pour le regroupement des pixels car
chaque groupe de deux mégapixels formerait alors un regroupement de 8 pixels de taille
corrigée. Dans le cas contraire où ces mégapixels ne seraient pas sectionnés, il apparaîtrait
alors des problèmes de connectivité aux interfaces des mesures où la résolution change.
La réalisation d’une résolution variable exigerait donc de repenser le module de recon-
naissance d’images pour tenir compte de cette nouvelle caractéristique et il s’agit là d’un
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problème auquel nous n’avons aucune solution à présenter. C’est pour cette raison que
dans son design actuel, le programme fonctionne avec une résolution de tension ﬁxe pour
l’ensemble des mesures qu’il eﬀectue.
Ajout d'un paramètre d'initialisation : couplage tunnel
Dans le cadre de ce travail, "l’initialisation" de la boîte quantique ne comprend qu’un
seul paramètre, soit le nombre d’électrons occupant la boîte quantique. L’utilisateur pourrait
désirer initialiser son dispositif à un seul électron mais aussi spéciﬁer le couplage tunnel
entre la boîte quantique et son réservoir.
Pour ce faire, le programme débuterait par placer un seul électron dans la boîte quantique
à l’aide de la séquence présentée au chapitre 5. Par la suite, des mesures du taux tunnel
entre la boîte quantique et son réservoir seraient eﬀectuées le long de la transition. Ces
mesures seraient eﬀectuées en ajustant les tensions de grilles exactement sur la transition
faisant passer le nombre d’électrons de 0 à 1 dans la boîte quantique puis en prenant une
trace temporelle de l’occupation de la boîte quantique. Le nombre d’ajouts et de retraits
d’un électron dans la boîte est alors compté et un taux tunnel peut être calculé.
Il est attendu que le taux tunnel varie exponentiellement le long de la transition. Le
programme pourrait eﬀectuer quelques mesures sur la transition puis extrapoler le taux
tunnel pour l’entièreté de celle-ci. Il suﬃrait alors de se positioner là où le taux tunnel est à
la valeur spéciﬁée par l’utilisateur au démarrage du programme.
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Mesures de taux tunnel
Le fonctionnement du module de prise de décision consiste à vider la boîte quantique
de tous ses électrons puis de retraverser la dernière transition détectée pour y placer un
seul électron. Un problème peut toutefois subvenir avec cette méthode. En eﬀet, la dernière
transition détectée par le programme peut ne pas être la transition 0↔1 de la boîte quantique.
Il se peut que le programme place la boîte quantique dans un régime à peu d’électrons (2
ou 3 par exemple) puis ne soit pas en mesure de détecter les transitions suivantes si ces
dernières ont un taux tunnel plus lent que le temps d’intégration des mesures.
Le programme pourrait alors eﬀectuer des mesures supplémentaires qui lui permet-
traient de conﬁrmer que la dernière transition qu’il a détectée est bel et bien la transition 0↔1.
Ces mesure seraient des mesures de taux tunnel sur les transitions du niveau d’occupation
électronique de la boîte quantique. Pour l’architecture de grille utilisée, les grilles d’accumu-
lation de la boîte quantique et du réservoir (AD et AR, respectivement) ont une inﬂuence
linéaire sur la hauteur et la largeur de la barrière tunnel séparant la boîte quantique de son
réservoir. Cette dépendance linéaire se traduit par une dépendance exponentielle du taux
tunnel avec la tension de grille [38]. Ce taux tunnel pourrait donc être mesuré exactement
sur les transitions pour les quelques dernières ayant été détectées par le programme à une
tension Vy (AR) ﬁxe. Une extrapolation pourrait alors être eﬀectuée aﬁn de prédire le taux
tunnel qu’aurait une possible transition -1↔0 n’ayant pas été détectée par le programme. Si
le taux tunnel ainsi prédit est plus rapide que le temps d’intégration, la dernière transition
détectée est réellement la transition 0↔1. Dans le cas contraire, une mesure additionnelle
peut être eﬀectuée avec un temps d’intégration beaucoup plus lent aﬁn de vériﬁer s’il y a ou
non une autre transition à voltage plus faible.
Performance du programme
Bien que le temps d’analyse du programme demeure assez faible pour la taille des
diagrammes mesurés, il est attendu que les outils de reconnaissance d’image seront plus
coûteux pour l’initialisation de doubles boîtes. Il est donc important de s’assurer que le
programme demeure aussi performant que possible à chaque étape de son fonctionnement.
Pour le module de traitement de signal, le "bottleneck" se situe dans l’extraction de la
fréquence de coupure. Le lissage à eﬀectuer est l’étape la plus coûteuse et cette méthode,
bien que stable pour les signaux mesurés sur les échantillons à l’étude, n’est peut-être pas
applicable à toutes les architectures de dispositifs.
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Une approche totalement diﬀérente ne requérant pas cette étape consisterait à décompo-
ser l’image du diagramme de stabilité dans une base donnée puis de ne conserver que les
composantes contribuant aux sauts dans les oscillations. Cette approche avait été explorée au
tout début du projet alors que l’image avait été décomposée selon son contenu en fréquence
puis les basses fréquences, incluant les oscillations dans le courant circulant dans le set,
étaient ﬁltrées. Cependant, le signal ainsi obtenu contenait plusieurs artefacts et certaines
transitions n’étaient plus visibles. Cela avait alors été expliqué par le fait que ces marches, qui
correspondent aux transitions dans le nombre d’électrons de la boîte quantique, contiennent
également des composantes à basse fréquence. D’ailleurs, les composantes en fréquence les
plus importantes d’une fonction marche sont ses composantes à basse fréquence. Le ﬁltre
appliqué était donc soit trop sévère, faisant disparaître les sauts, soit pas assez sévère, ce qui
conservait des oscillations dans le signal ﬁltré.
Il serait intéressant d’explorer cette avenue (de décomposer l’image) avec une base plus
appropriée au problème. Cette base devrait être en mesure de conserver les caractéristiques
locales du signal. Il existe une base de décomposition répondant à cette restriction et il
s’agit des ondelettes. L’idée serait donc de décomposer le diagramme de stabilité mesuré
en ondelettes puis d’eﬀacer toutes les composantes délocalisées pour ensuite reconstruire
l’image qui ne comprendrait alors que les marches correspondant aux transitions de N.
Cette approche n’a pas été mise à l’essai simplement parce qu’au moment où nous avons
eu cette idée, une solution fonctionnelle avait déjà été mise en oeuvre pour le module de
traitement de signal (avec la transformée de Hilbert).
Formation et ajustement du SET
Une des tâches de l’utilisateur préalablement au démarrage du programme d’initialisa-
tion est d’ajuster le SET pour la détection de charge. Pour ce faire, l’utilisateur eﬀectue des
mesures de diagrammes de stabilité avec diﬀérentes combinaisons des grilles de conﬁne-
ment du SET et de la grille d’accumulation du SET. Le régime d’opération recherché en est
un où l’amplitude des oscillations est la plus grande possible sur une assez large plage de
tension.
Bref, pour initialiser le SET, le programme n’aurait qu’à eﬀectuer une série de mesures
prédéﬁnies et adéquatement sélectionnées puis d’extraire l’enveloppe des oscillations. Cette
tâche pourrait être eﬀectuée à l’aide de la transformée de Hilbert, utilisée dans le module de
traitement de signal. En eﬀet, le signal analytique obtenu suite au calcul de la transformée
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de Hilbert permet l’extraction de l’enveloppe d’un signal à l’aide de l’équation 3.8. Le
programme sélectionnerait ensuite la région où l’enveloppe est maximale tout en s’assurant
que cette dernière demeure suﬃsamment élevée sur une plage de tension préalablement
déﬁnie pour une grille donnée.
L’ajustement du SET pourrait également être répété entre certaines mesures au cours de
l’initialisation de la boîte quantique au besoin.
Initialisation de doubles boîtes quantiques
Bien que l’objectif ﬁxé dans le cahier des charges d’initialiser une boîte quantique seule
ait été complété avec succès, le programme conçu ne permet pas d’initialiser des systèmes
contenant plusieurs boîtes quantiques. Pour ce faire, des outils additionnels devront être
développés dans le module de reconnaissance d’images.
Lors de l’initialisation de doubles boîtes quantiques, certaines mesures eﬀectuées com-
prendront des transitions appartenant aux deux boîtes quantiques. Ces transitions auront
des pentes diﬀérentes en raison de leur disposition spatiale dans l’échantillon. Ces transi-
tions vont donc se croiser en certains points. Cela implique que certains regroupements de
points auront une forme de X et ne pourront être utilisés pour la reconstruction des deux
transitions. Il sera donc essentiel de développer un outil pour identiﬁer ces regroupements
de points puis les séparer en regroupements approximativement linéaires.
Le programme devra également être en mesure d’identiﬁer à quelle boîte quantique
appartient chaque transition détectée. Un critère de parallélisme pourra alors être utilisé à
cette ﬁn. En eﬀet, dans un diagramme de stabilité donné, les transitions appartenant à une
même boîte quantique devraient être environ parallèles les unes par rapport aux autres.
Finalement, le programme devra être en mesure d’identiﬁer le niveau d’occupation de
la double boîte quantique. Pour ce faire, une mesure d’un diagramme de stabilité des deux
grilles d’accumulation des deux boîtes quantiques peut être eﬀectué. Dans cette mesure,
il existe des points nommés points triples auxquels trois transitions se regroupent. En
développant un outil permettant au programme d’identiﬁer la position de ces points, ce
dernier devrait être en mesure d’initialiser eﬃcacement des doubles boîtes quantiques.
Conclusion
Dans ce travail, un programme servant à initialiser une boîte quantique unique a été
conçu et réalisé. Ce dernier a été testé sur divers diagrammes de stabilité mesurés sur
diﬀérents dispositifs et permet des gains de près d’un ordre de grandeur sur le temps
d’initialisation par rapport à la mesure complète du diagramme de stabilité. Le programme
requiert seulement que l’utilisateur initialise le SET pour la détection de charge et quelques
paramètres en entrée.
L’utilisation de la transformée de Hilbert permet au module de traitement de signal
d’extraire avec succès la position des transitions du niveau d’occupation de la boîte quantique
via l’extraction de la phase du signal. Les quelques artefacts pouvant apparaître dû à
l’utilisation de cet outil sont corrigés à l’étape suivante du traitement de l’image, dans le
module de reconnaissance d’image.
Pour obtenir une équation exprimant la position des transitions du nombre d’électrons
dans la boîte quantique, divers outils de reconnaissance d’image sont utilisés. L’outil princi-
pal du module de reconnaissance d’image est la transformée de Hough et une procédure de
vote améliorée permet de calculer la transformée de Hough de façon performante.
Les modules de traitement de signal et de reconnaissance d’image combinés permettent
au programme d’extraire toute l’information pertinente à son bon fonctionnement et les
outils mathématiques utilisés dans ces derniers sont des contributions nouvelles dans le
domaine des qubits de spin dans des boîtes quantiques.
La suite de ce travail consistera à réduire davantage l’apport de l’utilisateur avant le
démarrage du programme d’initialisation, d’améliorer la performance de certains de ses
modules et d’étendre son utilisation pour l’initialisation de doubles boîtes quantiques.
Plusieurs idées ont été explorées à ces ﬁns et un aperçu de ces dernières sont présentées
dans la section sur les perspectives.
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