The microstructure of a material intimately affects the performance of a device made from this material. The microstructure, in turn, is affected by the processing pathway used to fabricate the device. This forms the process-structure-property triangle that is central to material science. There has been increasing interest to comprehensively understand and subsequently exploit process-structure-property (PSP) relationships to design processing pathways that result in tailored microstructures exhibiting optimal properties. However, unraveling process-structure-property relationships usually requires systematic and tedious combinatorial search of process and system variables to identify the microstructures that are produced. This is further complicated by the necessity to interrogate the properties of the huge set of corresponding microstructures. Motivated by this challenge, we focus on developing a generic methodology to establish and explore PSP pathways. We leverage recent advances in high performance computing (HPC) and high throughput computing (HTC) with the premise that a domain expert should be able to focus on domain specific PSP problems while the highly specialized HPC/HTC knowledge needed to approach such problems should be hidden from the domain expert. Our hypothesis is that PSP exploration can be naturally formulated in terms of a standard paradigm in cloud computing, namely the MapReduce programming model. We show how reformulating PSP exploration into a MapReduce workflow enables us to take advantage of advances in cloud computing while requiring minimal specialized knowledge of HPC. We illustrate this generic approach by exploring PSP relationships relevant to organic photovoltaics. We focus on identifying microstructural traits that correlate with specific properties of the photovoltaic process: exciton generation, exciton dissociation and charge generation. We integrate a graph-based microstructure characterization tool, and a microstructure-aware device simulator into the MapReduce workflow to automatically generate, explore and identify highly correlated microstructural traits. Identification of these microstructural traits has significant implications for designing the next generation of organic photovoltaics.
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Introduction
Many properties of materials are microstructure-sensitive and can be modulated by carefully choosing processing conditions that lead to a tailored class of microstructures with desired properties [1] [2] [3] . The information necessary to obtain such tailored structures can be drawn from process-structure-property relationships. However, construction of process-structure-property relationships is highly non-trivial. It requires a systematic, and invariably laborious combinatorial search of process and system variables to identify, interrogate, quantify, curate and index the (micro)structures that are produced. Consequently, the high throughput material science paradigm has been introduced to address computational challenges in large-scale materials analytics [4] [5] [6] [7] [8] [9] [10] [11] .
The idea of high throughput (combinatorial) materials science involves the (semi-) automated synthesis of a "library" of samples. The library of samples spans the quantity of interest (for example, composition, grain size, microstructure, etc.) and is usually combined with a measurement/characterization scheme to interrogate the library to identify key regions of interest, thus providing a link between processing, structure and property. This methodology has been deployed to great success by the pharmaceutical industry and has accelerated drug discovery [12] [13] [14] . It has subsequently been adopted in other areas of material science such as screening for new materials (and compositions) with desired properties including electronic, magnetic, optical properties as well as for energy-harvesting materials [6] [7] [8] . These high throughput studies have been performed using both experimental [9] as well as computational methods of analysis [10, 11] . Looking at the literature available, it appears that most applications of high throughput explorations have focused on the atomistic, molecular, or composition scales [10, 11] while there has been lesser focus on the microstructural scale [15] .
Regardless of the application, high throughput processstructure-property construction and exploration are all characterized by a combinatorial set of possibilities and large data sets. From a computational standpoint, a fundamental challenge lies in the ability to efficiently and automatically explore the combinatorially large phase space of processing conditions and annotate the resulting morphologies. Consequently, three critical bottlenecks have to be addressed:
• large computational resources/power required to reliably explore the phase space in acceptable time limits and in a fault tolerant way, • analyzing data in statistically robust yet physically meaningful manner, and • handling the huge and diverse data that is produced.
Successful examples that execute a complex exploration of multi-dimensional and combinatorial space of possibilities include the search for materials for Li-ion batteries [16] , molecular designs of OPV [17] or study of fluid flow behavior in micro devices [18] . All these examples rely on the availability of an automated workflow that orchestrates the exploration, curation and indexing process. A substantial portion of the effort is spent on designing, implementing and deploying this workflow. A critical aspect that influences the design of such workflows includes the size of the problem, both in terms of computing power required and large volume of data to be analyzed. The large problem size often mandates the use of high performance computing (HPC) tools combined with data analytics tools. The workflow must also efficiently deploy resources and maximize the exploration of the phase space with a high level of fidelity. All these software requirements suggest that design, implementation and deployment of an automated workflow for high throughput exploration requires substantial domain expertise in software engineering, fault tolerance and high performance computing. This hampers a material science domain expert from performing effective process-structure-property studies without investing substantial resources and effort in acquiring the required computational science domain expertise.
Motivated by these challenges, we explore the use of a cloud computing paradigm that automatically performs high throughput investigation in the context of establishing process-microstructure-property (PSP) relationship. This essentially hides low-level details and HPC-specific details of computational environment from the domain scientist. Our approach is based on mapping the PSP problem to a standard paradigm in Cloud Computing, namely the MapReduce programming model.
In recent years, the cloud has became a very attractive computational and data management resource. This is because the cloud offers flexibility, scalability, efficiency and speed in a transparent way. For example, when data is stored in the cloud, the user does not (or need not) know the physical location of the data, or even if the data is stored in one location. Data can be accessed from any geographical location in a fast and scalable way. Moreover, the cloud offers the flexibility to extend and shrink compute resources on demand. Furthermore, because of the implemented virtualization, data storage and compute requests can be easily adjusted to the specific needs. Finally, current cloud computing frameworks provide a high degree of elasticity and fault tolerance that ensure job completion, even under adverse conditions.
A cloud based framework separates the user from the low level administration of the resources. This substantially minimizes effort required from the end user to estimate, forecast and deploy storage and compute infrastructure. In most cloud platforms, the end user utilizes an easy-to-use interface that makes deployment automatic and simple. However, if desired, access to low level administrative operations is also available for optimization with respect to parallelism, data distribution, load balancing and fault tolerance. We contend that this philosophy is very attractive for domain specific experts interested in performing PSP analysis. It would be beneficial to leverage a cloud computing philosophy in material science to seamlessly exploit the increasing availability and power of HPC while maintaining the focus on material science problems. This is the main advantage of this approach compared to other workflows built for specific applications [10, 16, 19, 20] .
The focus of this paper is on illustrating how a generic PSP problem can be reformulated into the workflow under the MapReduce model to take advantage of advances in cloud computing with minimal specialized knowledge in HPC. To our best knowledge, this is the first attempt to harness cloud computing to orchestrate large scale exploration of process-structure-property space (at the microstructural level). The algorithmic details outlined in this work should serve as a template for the material science community to reformulate other high throughput materials science problems using the MapReduce paradigm. Using this generic approach, we showcase the exploring the process-structure-property relationship in organic solar cells. We specifically focus our efforts on identifying correlations between specific morphological traits and efficiency of stages of the photovoltaic process [21] [22] [23] [24] . We identify three morphology descriptors that trace the properties of the devices. This has significant implications for the design of morphologies that result in high performance organic photovoltaic devices.
The outline of the rest of the paper is as follows: We detail the MapReduce paradigm in Section 2. In Section 3, we show how to reformulate the PSP problem as a MapReduce problem. In Section 4, we illustrate the power of this method by applying it to a complex problem involving the processing of organic photovoltaic devices. We conclude the paper in Section 5.
Method
We start this section with a brief overview of the MapReduce paradigm. This paradigm has been introduced to simplify parallel computing in cases where the task of interest can be expressed via two basic operations: map and reduce. The map operation transforms input prescribed by a key/value pair into a new pair. The reduce operation applies user-provided reduction operator to all values with the same key.
Consider a computational framework (Process → Structure) that for a given set of processing conditions delivers a sequence of corresponding microstructures. This task can be simply formulated as a map that transforms processing variables into an annotated microstructure. Here, microstructure becomes a value and its annotation acts as a key. A straightforward annotation is some characterization of the microstructure (for example grain size distribution, orientation distribution, interfacial area, etc). Now consider a computational framework (Structure → Property) that for a given microstructure produces its set of properties. Statistically, homologous microstructures, i.e. microstructures with the same annotation, will be characterized by the same properties ( Fig. 1) . Hence, we can reduce microstructures into a set of equivalent property classes and then identify properties on per-class basis. In such MapReduce formulation, the only ingredients for PSP exploration are standalone (so called black box) simulators that model (a) processing effects on microstructure, (b) annotate microstructures, and (c) interrogate microstructures to compute property tags.
Once this reformulation is accomplished, the MapReduce infrastructure can be deployed to scalably, efficiently, and automatically execute the complex combinatorial task of running tens/hundreds of thousands of Process → Structure, and Structure → Property evaluations.
MapReduce paradigm
As already mentioned, MapReduce is a high level parallel programming model. Thanks to its simplicity, MapReduce has found many applications in big data analytics and machine learning [25] . It has been widely used in many disciplines, including computational biology [26, 27] , social networks analysis [28] and climate sciences [29] , among many others. MapReduce has been implemented in many variants including for cloud environments, HPC clusters, desktop grids, volunteer computing environments and mobile clouds, which makes it a very attractive model.
The main idea behind the paradigm is to provide a restricted programming model such that programs can be automatically parallelized with transparent fault-tolerance. Specifically, a MapReduce programmer has to implement only two functions: Once Map and Reduce functions are provided, efficient parallel and fault tolerant execution of the program is left to the underlying implementation, e.g., Hadoop [30] , Spark [31], MapReduce-MPI [32] , etc. The implementation takes care of scheduling, data movement, communication, and recovery in case of failure. This enables the user to focus on algorithmic components without worrying about low-level technical details. However it comes at a price of constrained flexibility. The application-specific problem must be reformulated as a series of map and reduce steps, with clearly defined key/value pairs to allow for navigation between results and orchestration of subsequent computations. Thus, the problem specific steps need to be encapsulated inside map and reduce functions. Once that is accomplished, it becomes exceedingly simple to take advantage of parallel computing including cloud computing resources. At first, this abstract way of expressing computations may appear unintuitive or confining. However, whenever a given workflow is relatively loosely coupled, it can be reformulated using MapReduce paradigm in a straightforward way. This is particularly the case for establishing Process-Structure-Property relationships where large parts of the workflow are embarrassingly parallel (independent combinatorial sweep of conditions) and can be executed as multiple, parallel and independent tasks on distributed machines.
Process-structure-property (PSP) exploration as MapReduce operations
A goal of PSP exploration is to build processing maps and find consistent trends that lead to: (i) improved basic understanding of underlying mechanisms of how process affects structure and how structure impacts properties, (ii) identification of promising processing conditions that produce a desired function/property, (iii) predictive capabilities guiding new (and accelerated) discovery, and finally (iv) the possibility of rapid and accurate (materials and process) design.
Establishing such links begins with a systematic exploration of processing conditions. Even the simplest manufacturing process involves at least a couple of processing parameters (e.g. for thermal annealing: annealing temperature, annealing time, the cooling rate, for forging: die speed, reduction ratio, etc.), with more complex multi-stage processes defined by several processing parameters. Thus, the 'phase space' over which the combinatorial exploration has to be performed is high-dimensional resulting in the so-called 'combinatorial explosion' of possibilities for complex processing operations. This motivates high throughput, automated, faulttolerant materials science exploration. The MapReduce paradigm naturally facilitates this exploration.
The large scale exploration and characterization of the phase space results in a wealth of data about the final microstructure or/and evolution paths. Very often many configurations in the phase space of processing conditions result in very similar microstructure. Consequently, it is reasonable to cluster similar structures together, and focus on representative structures. This key observation naturally enables formulating the problem in terms of the Reduce operation. When a microstructure is emitted in the mapping stage, it is annotated with descriptor(s) that is used as a key for sorting. Subsequently, in the Reduce step, individual reducers get a list of morphologies that exhibit a similar range of descriptor (Key) values. In this way, detailed analysis of microstructures can be performed with a focus on the classes of structures, rather than on individual structures. This results in the smart use of available computational resources while covering the desired space of processing conditions with a high level of fidelity.
Expressing PSP using MapReduce
In general, the process-structure-property triangle consists of two steps: linking process with structure and linking structure with properties.
• In the first step, we sample the phase space of process variables.
The phase space is sampled in an a priori determined manner. For every sampling point, the Process → Structure model is executed to compute the microstructure (or its evolution). Every execution is independent and can be performed as an autonomous task. Using MapReduce terminology, we say that we map the space of processing conditions and emit microstructures. In particular, we emit the microstructure (value) with its descriptor(s) (key). We use the descriptor to abbreviate/annotate the microstructure. Note that the descriptor serves as a similarity measure to cluster microstructures from different sampling points (processing conditions). The outcome of this process is a list of morphologies with their associated descriptors: map(fabrication variables,-) → list(descriptor, morphology) • In the second step, we collect all microstructures with their associated descriptors. Microstructures with similar descriptors are considered to belong to the same class. Microstructures belonging to the same class are conceptually lumped together and denoted by a representative microstructure. Subsequently, the Structure → Property model is deployed on these representative microstructures to determine the properties of interest. Using MapReduce terminology, we say that in the reduction stage we reduce microstructures of the same descriptors and emit properties:
It is important to emphasize how naturally the principles of MapReduce paradigm align with the basic steps of Process-Structure-Property exploration (see Fig. 2 ). Thus, regardless of the application that one is interested in performing, this technique can be customized and deployed. Application specific changes can be incorporated by the user simply by defining two functions: Map and Reduce. This is illustrated in Algorithm 1, where we detail the workflow of typical execution of PSP using MapReduce paradigm. We conclude this section with several remarks that we believe might be helpful when expressing specific PSP analysis via MapReduce:
• Ingredients: Three application specific standalone software packages are needed in this formulation: (a) a Process → Structure framework, (b) a Structure → Property framework, and (c) a microstructure annotation (descriptor) framework. Ingredient (a) could be any microstructure evolution framework. Representative examples include applications in organic electronics [21] , polycrystal plasticity [1] , etc. Ingredient (b) can be any microstructure interrogation framework. Representative examples include applications for solar cells [33] , hardness [34] , and thermal properties [35] . Ingredient (c) can be any method that extracts microstructure descriptors. Representative examples include graph based methods [21] , FFT based methods [36] , and general n-th order correlations [37] .
• Encapsulation: The in silico frameworks (ingredients (a) and (b) above) can be treated as black boxes and can be swapped with different implementations as needed. Moreover, if popular MapReduce implementation, such as Hadoop, is used the burden of managing I/O can be off-loaded to this framework.
• Every microstructure is annotated with descriptor(s). This is because microstructure (most generally) is an example of unstructured data. Thus, the descriptor enables a concise and finite length representation of each arbitrary microstructure. This consistent representation serves as a key for the reduction step, where the microstructures are classified according to their descriptor values. It should be apparent that the choice of the microstructure descriptors used must be motivated by the application.
• The microstructure can be annotated with a list of descriptors.
This will enable exploring the effects of several descriptors on property. Such an approach can be very valuable for identifying correlations as well as for solving inverse problem. Specifically, once the best properties are identified, such annotation facilitates the backtracking of the fabrication conditions.
• If every microstructure is of interest, then a unique key can be generated for every microstructure. In this way, no problem reduction is made and the MapReduce library runs all possible cases.
• We emphasize the simplicity of the algorithm. In practice, a few dozen lines of code is the only programming required to orchestrate the high throughput analysis to build various PSP maps. No scheduling, monitoring or rescheduling in the case of failure is required. I/O operations are handled in an automated way. For the experienced user, MapReduce libraries also deliver monitoring tools to trace the process of the execution.
• We have only illustrated one cycle of the MapReduce framework. However, multiple cycles can be easily implemented. This feature may be of importance for multistage processing. In such cases, there is a need to explore combination of various processing conditions in a nested sequence of stages. MapReduce can orchestrate such execution. Furthermore, by carefully defining reduction criteria, significant saving can be gained, as many variants in the earlier stages may lead to similar intermediate microstructures.
Results: PSP for organic electronics
Organic electronics (OE) covers a whole spectrum of technologies ranging from transistor, solar cells, diode lighting and flexible displays to integrated smart systems (RFIDs, smart textiles, skin). Almost from its inception, OE has ignited the imagination to build devices that exhibit flexibility, stretchability, softness, and compatibility with biological systems features traditionally missing in silicon-based solutions. OE has already revolutionized the product market of smart phones with built-in organic light emitting diode displays. However, many promising OE technologies are still bottlenecked at the property optimization stage. The underlying challenges can be traced back to a lack of understanding of the link between manufacturing and the resulting morphologies and how they impact performance. Creating designer morphologies holds the key to improved properties and their subsequent commercialization. Current progress is very often based on trial and error approaches that focus on a very narrow processing parameter space to improve properties. A fundamental challenge with such strategies -both experimental as well as computational -is to rationally explore the huge parameter space of processing conditions. Motivated by this challenge, we leverage the MapReduce paradigm to explore and identify key relationships between process, structure and property.
We focus our attention on a smaller subset of the class of OE, specifically organic solar cells (OSC). A critical research thrust over the past decade has been to enhance the power conversion efficiency of OSC. In this context, it is well known that the microstructure (or morphology) of the OSC critically affects performance. Thus, research has focused on identifying processing pathways and post-processing operation (post annealing) that can tailor the morphology to achieve higher power conversion efficiency. A critical bottleneck is that standard solution based fabrication of these thin film devices provides a large number of processing parameters that can be tuned (blend ratio, solvent type, evaporation rate, annealing temperature and time).
Therefore, our attention is on using the proposed PSP framework to identify fabrication conditions leading to an optimal morphology. We use this science question to illustrate the power of MapReduce paradigm. We perform high throughput analysis to search the phase space of different blend ratios and thermal annealing conditions. Using the results of the MapReduce paradigm we identify key morphological features that affect (correlate with) each stage of the multi-stage photovoltaic process.
Description of the individual software
In this work, we focus on the thermal annealing of the thin film consisting of a blend of two constituents (donor and acceptor). Thermal annealing is usually performed after fabrication to control the morphology evolution and obtain improved efficiency of the devices [38] [39] [40] . As stated earlier, our three in situ computational ingredients are:
(a) Process → Structure framework: the module that models morphology evolution as a function of processing conditions [41, 22] . This in-house software is a modular, scalable, efficient time-adaptive finite element framework to model multi-physics (evaporation, substrate, fluid shear) driven morphology evolution in multi-component systems that describe the active layer in organic solar cells. This framework generates 2D/3D snapshots of the morphology by modeling the evolution of the morphology under the effect of processing conditions. For the results presented in this work, we deploy the framework to investigate the evolution of a binary system undergoing thermal annealing in 2D. The binary system consists of an electron donor material and an electron acceptor material. The system undergoes phase separation (due to thermal annealing). The free energy for this system is described by the Flory-Huggins free energy system with interaction parameter, . The domain size is 400 nm × 100 nm. The discretization used to model the system is 400 × 100. A total of 12,000 time steps were evaluated and the morphology at every 20th step is stored. We explore a range of blend ratios (concentration of donor: concentration of acceptor) and interaction parameters as our processing variables. Fig. 3 illustrates several representative morphologies that are produced as a result of these simulations. (b) Structure → Property framework: the module that models the device physics of a given microstructure (more accurately, nanostructure) to compute the current-voltage operation characteristics that the particular structure produces, [33, 42, 43] . This in-house software is based on a finite element based solution strategy to the excitonic drift diffusion equations. The morphology-aware software solves for the spatial distribution of excitons, electrons, holes and the electric potential across the domain. The software can account for the effects of morphology by incorporating spatially varying mobilities, dielectric constants as well as interface dependent exciton dissociation, and recombination. Fig. 4 illustrates a representative result of the software for material parameters corresponding to a Fig. 3 . Representative morphologies that are produced by the Mapper. P3HT:PCBM system [33] . In the current work we investigate the physics at short circuit (J sc ) conditions. Each microstructure was mapped onto a clustered mesh with a discretization of 3000 × 800. In addition to electron density, hole density, potential and exciton density distribution, in situ post-processing of the data was used to extract electron and hole current densities, as well as dissociation and recombination density distributions. We are particularly interested in four measures of performance: (i) the efficiency of exciton generation given as the ratio of excitons generated to incident radiation, and denoted as Á abs , (ii) the efficiency of exciton dissociation given as the ratio of exciton dissociated to exciton generated, and denoted as Á diss , (iii) the efficiency of charge transport given by the ratio of charge collected at electrodes to exciton dissociation, and denoted as Á CT and (iv) the short circuit current, denoted as J sc . (c) Structure annotation framework: the module that annotates the morphology [22] . We deploy an in-house framework that can efficiently construct a comprehensive suite of microstructure descriptors to annotate the large set of microstructures that are created. It is based on a graph-based framework to efficiently construct a broad suite of physically meaningful descriptors. These descriptors are further classified according to the physical subprocess of the photo-generation process, exciton diffusion, charge separation and charge transport. This approach is motivated by the equivalence between a discretized 2-D/3-D morphology and a labeled, weighted, undirected graph. Fig. 5 shows an example of the various descriptors that can be evaluated. A detailed discussion of this methodology is provided in [22] . We extract and annotate each morphology by a large suite of descriptors. We subsequently identify descriptors that are highly correlated with the performance measures (defined earlier). Particularly promising descriptors were: (i) fraction of domain that can absorb incident radiation (to characterize absorption), (ii) (gaussian weighted) average distance from any donor region to the donor-acceptor interface (to characterize dissociation), and (iii) average tortuosity of the domains, the fraction of the domain that was useful (percolating), the fraction of the domain with complementary paths to each electrode and contact area of preferential material with respective electrode (to characterize charge transport).
MapReduce test environment
We deployed our framework on a 31 node Hadoop cluster with a total of 248 GB main memory, and 5.4 TB secondary storage with average of 60 MB/s buffered read (as reported by hdparm-t) under the control of HDFS. The cluster has 31 nodes with dual AMD 2.2 GHz 4-core CPUs for a total of 248 cores, and uses Gigabit Ethernet for interconnect. We used a typical Hadoop configuration with one node serving as a master tracking jobs and maintaining the HDFS metadata, and remaining nodes acting as workers executing computations and storing data blocks.
The actual code required to orchestrate the entire MapReduce execution consists of less than 100 lines of code (two shell scripts). Map and reduce functions have been implemented as shell scripts that invoke the three independent SPS modules. These modules are compiled standalone applications. The complete software package constitutes a cloud-enabled framework, which we named COMA (Cloud Open Morphology Analyzer).
Correlations
We searched the phase space of blend ratio ( = 0.5-0.63) and interaction parameter ( = 2.2-4) with 10 sampling points for each variables. This gives us 100 independent configurations that undergo thermal annealing. For each configuration we emit a microstructure every 20 times steps. Every microstructure is annotated with the library of descriptors as described in the previous section. Structures characterized with similar interfacial area are grouped together and two representative structures are chosen for every 100 nm 2 change in the area. We use the interfacial area as the similarity metric. The choice is application specific and is motivated by the large effect of interfacial area on the photo-physics. Specifically, the donor-acceptor interface is the only location where an exciton can charge separate. In the PSP experiment, we emitted 32,000 structures that are subsequently reduced to 2000 representative structures based on the similarity metric. Example microstructures are plotted in Fig. 3 . For each microstructure in the reduced set, we run the full physics solar cell simulator and emit properties, as described in the previous section. The total execution time was ∼48 h on the 32 node cluster with few failures being rescheduled by the Hadoop library.
We collect all results and ask the following science question: what is the minimal number of descriptors that comprehensively describe the photovoltaic performance of the microstructures. To answer this question, we perform correlation studies by pairing each microstructure descriptor with each full-physics metrics that was computed. Note that three of the physics based metrics encode each of the three stages of the photo-physics during OSC operation: light absorption efficiency, exciton diffusion efficiency and charge transport efficiency. Fig. 6 plots some of the most promising descriptors. For absorption efficiency the best descriptor (with a very high correlation coefficient, ∼0.99) is the volume fraction of the donor (Fig. 6(a) ). This intuitively makes sense as the donor is the material that absorbs incident light to create excitons. In the case of exciton dissociation efficiency, the most promising descriptor is the weighted Fig. 7 . Correlation study between morphology descriptors and device property (Jsc). Morphology descriptor constitute of three descriptors corresponding to three basic steps in the photovoltaic phenomena: light absorption, exciton diffusion and charge transport, where charge transport descriptor is changed between three options: (a) the fraction of the interface with the complementary paths to both electrodes, (b) the fraction of domain with the straight rising paths (tortuosity t = 1) (c), and the contact area of preferential material on respective electrode (d).
fraction of averaged donor domain. Fig. 6 (b) plots the correlation between this descriptor and the exciton dissociation efficiency. Note that exciton undergoes diffusive transport across the donor domain. Thus, a weighting function that reflects this random walk (a gaussian weighting function) encodes the physics of exciton diffusion and subsequent dissociation [24] . Fig. 6(c-f) show correlation plots for three different descriptors that are correlated with the charge transport efficiency. All three descriptors give less than satisfactory correlations, with the best correlation achieved for the descriptor that measures the fraction of domains with direct connection to the respective electrodes (contact area of donor domains on the anode, and contact area of accepting material on the cathode).
We next combine these descriptors to perform correlation analysis with the key quantity of interest -the short circuit current, J sc . We identify the best combination(s) of microstructure descriptors that predict the short circuit current. We consider products of descriptors to perform correlation analysis with J sc . Specifically, we consider (triple) products of descriptors that correlate with absorption (1 descriptor), dissociation (1 descriptor) and charge transport (3 descriptors), respectively. Fig. 7 plots the four possibilities. The results indicate that using the fraction of the domain directly connected to the electrode as the charge transport descriptor (along with the absorption descriptor and the dissociation descriptor) predicts well the short circuit performance of a microstructure (with a ∼0.85 Pearson's linear correlation coefficient). However, the best correlation we report is for the contact area of preferential material with the preferential electrode (with a ∼0.98 Pearson's linear correlation coefficient). The identification of this joint descriptor that correlates well with J sc is a significant breakthrough towards rapid identification and rank ordering of morphologies in terms of their photo-voltaic performance. Currently, several morphological features are discussed and used by the community in the context of evaluating photovoltaic performance in OSC. The results reported in this paper enable a rigorous ranking of morphological features and illustrate their utility in evaluating the performance of OSC. These three morphology descriptors can be used as a basis to formulate a morphology design framework to identify morphologies that will deliver improved OSC performance. Specifically, using these descriptors we can perform quick screening of morphologies or use it as a cost function for the topological optimization of morphologies. To our best knowledge this is the first successful attempt to find the minimal number of descriptors that comprehensively describe the photovoltaic performance of the microstructures. This analysis and result would have been extremely time-consuming to produce without the MapReduce framework utilized here.
Conclusions
We describe a methodology to reformulate the challenge of high throughput exploration during Process-Structure-Property analysis into the workflow under the MapReduce model in order to take advantage of advances in cloud computing with minimal specialized knowledge in HPC. We hope that the algorithmic details outlined in this work will serve as a template for the material science community to reformulate other high throughput materials science problems using the MapReduce paradigm. We showcase this generic approach in the context of exploring the process-structure-property relationships in organic solar cells. We specifically focus our efforts on identifying correlations between specific morphological traits and efficiency of stages of the photovoltaic process. Through the high throughput analysis, we found three morphological traits that correlate well with the short circuit current. This has significant implications for the design of morphologies for high performance organic photovoltaic devices.
