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Abstract
We study the series
∑∞
n=0
(−1)n
n! t
nf (n)(t). We show that for an-
alytic functions this series is uniformly and absolutely convergent to
the constant f(0). We show that there are nowhere analytic functions
for them the series is divergent for all t and also there are nowhere
analytic functions for them the series is convergent to f(0) at least for
t in a dense subset of R.
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1 Introduction
This paper is about the convergence of the series
fˆ(t) :=
∞∑
n=0
(−1)n
f (n)(t)
n!
tn. (1.1)
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First notice that if we differentiate the series term by term we get
d
dt
fˆ(t) =
∞∑
n=0
(−1)n
f (n+1)(t)
n!
tn +
∞∑
n=1
(−1)n
f (n)(t)
(n− 1)!
tn−1
=
∞∑
n=0
(−1)n
f (n+1)(t)
n!
tn −
∞∑
n=0
(−1)n
f (n+1)(t)
n!
tn
= 0
Thus fˆ(t) should be constant. But the point is that we are not allowed to dif-
ferentiate term by term from a series even the series is uniformly convergent.
We shall show that for analytic functions around origin this series is conver-
gent to the constant f(0). The surprising point here is not the proof which
is very easy, but it is very strange that why this fact has been forgotten in
textbooks of mathematical analysis! At least it might be mentioned in them
as an exercise. However I could not find any trace of this strange series in the
mathematics literature, I could see it in quantum mechanics textbooks, see
for example [1]. There, it is named as the translation operator. Physicists
define an operator as
(Taf)(t) := f(t+ a). (1.2)
Then they claim that this operator is equal to the operator
ea
d
dt =
∞∑
n=0
an
n!
dn
dtn
. (1.3)
But in fact to prove this they implicitly or sometimes explicitly assume that
f is analytic. In fact one can easily prove, as we shall prove in next section,
that for analytic functions these two operators coincide. Notice that if we
set a = −t we get our strange series.
Some textbooks,[1], try to prove the equality of the operators (1.2) and
(1.3) as follows. They first expand f as a Fourier integral
f(t) =
∫ ∞
−∞
a(x)eixtdx, (1.4)
and then apply the operator (1.3) to this integral. They exchange the order
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of the derivative d
n
dtn
with the integral.
e−t
d
dtf =
∞∑
n=0
(−1)n
n!
tnf (n)(t)
=
∞∑
n=0
∫ ∞
−∞
(−1)n
n!
(ix)ntna(x)eixtdx
=
∫ ∞
−∞
∞∑
n=0
(−ixt)n
n!
a(x)eixtdx
=
∫ ∞
−∞
e−ixta(x)eixtdx
=
∫ ∞
−∞
a(x)dx
= f(0)
But in the third line of the above proof we have exchanged the order of inte-
gral and summation, but this is not allowed unless the series
∑∞
n=0
(−ixt)n
n!
a(x)eixt =
a(x) is uniformly convergent. But this is not always true and depends to the
coefficient a(x). For example if a(x) has compact support then the series is
uniformly convergent.
2 Convergence Tests
Proposition 1 A necessary condition for the point-wise (uniformly) conver-
gence of the series fˆ is that
lim
n→∞
1
n!
tnf (n)(t) = 0, (2.1)
point-wise (uniformly).
Proof A necessary condition for the convergence of a series
∑
n an is limn→∞ an =
0.
Theorem 2 Let for some k > 0 the limit
lim
n→∞
(−1)n
n!
tnf (n+k)(t) (2.2)
exists uniformly around origin. If k > 1 then the series fˆ is uniformly
convergent to the constant f(0) and if k = 1 then the series fˆ is uniformly
convergent and differentiable. If when k = 1 we denote the limit (2.2) by
fˇ(t), then we have d
dt
fˆ(t) = fˇ(t). In particular case when fˇ(t) = 0 for all t,
i.e.
lim
n→∞
(−1)n
n!
tnf (n+1)(t)→ 0 (2.3)
uniformly, we get fˆ(t) = f(0).
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Proof Let SN be the partial sum of the series obtained by the term by term
differentiation of the series fˆ . Thus
SN =
N∑
n=0
(−1)n
n!
tnf (n+1)(t) +
N∑
n=1
(−1)n
(n− 1)!
tn−1f (n)(t)
=
N∑
n=0
(−1)n
n!
tnf (n+1)(t)−
N−1∑
n=0
(−1)n
n!
tnf (n+1)(t)
=
(−1)N
N !
tNf (N+1)(t).
Now let us define
fk,n(t) :=
(−1)n
n!
tnf (n+k)(t). (2.4)
We have f ′k−1,n(t) = fk,n(t)−fk,n−1(t). Thus if for some k > 1, limn→∞ fk,n(t)
exists uniformly then limn→∞ f
′
k−1,n(t) = 0 uniformly. Thus limn→∞ fk−1,n(t)
exists uniformly and is constant and since we have fk,n(0) = 0 for all k we
deduce that limn→∞ fk−1,n(t) = 0 uniformly. By repeating this argument
we deduce that limn→∞ f1,n(t) = 0 uniformly. But we have f1,N(t) = SN .
Thus the series obtained by the term by term differentiation of the series fˆ is
uniformly convergent and since the series fˆ is convergent at t = 0, then by a
well known theorem in mathematical analysis (see [2] for example) the series fˆ
is also uniformly convergent and differentiable and d
dt
fˆ(t) = limN→∞ SN = 0.
Thus fˆ(t) = f(0).
Now if k = 1 then limN→∞ SN = limN→∞ f1,N(t) exists uniformly but
not necessarily vanishes. Thus the series obtained by the term by term
differentiation of the series fˆ is uniformly convergent and therefore the series
fˆ is also uniformly convergent and differentiable and d
dt
fˆ(t) = fˇ(t).
Theorem 3 If there exists constants C and M such that
|f (n)(t)| < CMn (2.5)
around origin. Then the series fˆ is uniformly convergent to the constant
f(0).
Proof Let t ∈ (−a, a) for some a. Then we have | (−1)
n!
tnf (n+1)(t)| ≤ CM (Ma)
n
n!
.
But it is easy to show that the right hand side of this inequality goes to zero.
Thus we can use the theorem 2. 
Theorem 4 If there exists a constant M such that | f
(n+1)(t)
f(n)(t)
| < M around
origin. Then the series fˆ is uniformly convergent to the constant f(0).
Proof Let t ∈ [−a, a] for some a. We have |f (n+1)(t)| < M |f (n)(t)|. Thus
|f (n)(t)| < Mn|f(t)|. Now let C be the maximum of f at [−a, a]. Thus
|f (n)(t)| < CMn. Now use the theorem 3. 
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Theorem 5 If there exists a constant M such that |
∑N
n=0(−1)
nf (n)(t)| < M
for all N uniformly around origin. Then the series fˆ is uniformly convergent
but not necessarily to a constant.
Proof We use the Dirichlet’ test (see [2] for example) which states that if
there exists a constant M such that |
∑N
n=0 fn(t)| < M for all N uniformly
and gn(t) is a decreasing sequence converging to zero uniformly, then the
series
∑
fn(t)gn(t) is uniformly convergent. In our case we set fn(t) :=
(−1)nf (n)(t) and gn(t) := t
n/n!.
Theorem 6 Let
α := sup
t
lim sup
n
n
√
|f (n)(t)|
n!
, β := inf
t
lim sup
n
n
√
|f (n)(t)|
n!
, (2.6)
and R := 1
α
, S := 1
β
. Then the series fˆ(t) for |t| < R is absolutely convergent
but not necessarily to f(0) and for |t| > S is divergent.
Proof Let an(t) :=
(−1)
n!
f (n)(t). Thus fˆ(t) =
∑∞
n=0 an(t)t
n. Now for |t| <
R we have lim supn
n
√
|an(t)tn| = |t| lim supn
n
√
|f(n)(t)|
n!
≤ α|t| < 1. Thus
the series
∑∞
n=0 an(t)t
n = fˆ(t) is absolutely convergent. The other part is
similar.
Proposition 7 (i)If the series fˆ and gˆ are either point-wise or uniformly
and either absolutely or conditional convergent then the series ̂af + bg are so
and ̂af + bg = afˆ + bgˆ
(ii) If at least one of series fˆ and gˆ are absolutely (either point-wise or
uniformly) convergent then the series f̂ g is also (either point-wise or uni-
formly) convergent and f̂ g = fˆ gˆ.
Proof (i) is obvious. (ii) Using the fact that (fg)(n) =
∑n
i=0
n!
i!(n−i)!
f (i)g(n−i)
we have
fˆ(t)gˆ(t) =
∞∑
n=0
(−1)n
f (n)(t)
n!
tn
∞∑
n=0
(−1)n
g(n)(t)
n!
tn
=
∞∑
n=0
∑
i+j=n
(−1)i
f (i)(t)
i!
(−1)j
g(j)(t)
j!
titj
=
∞∑
n=0
n∑
i=0
n!
i!(n− i)!
f (i)(t)g(n−i)(t)
(−1)n
n!
tn
=
∞∑
n=0
(−1)n
(fg)(n)(t)
n!
tn
= f̂ g(t)
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Where we used the Mertens’ theorem about the convergence of the Cauchy’s
product of two series [2].
Proposition 8 If g(t) := f(at) for some constant a. Then gˆ(t) = fˆ(at).
Proof gˆ(t) :=
∑∞
n=0(−1)
n g
(n)(t)
n!
tn =
∑∞
n=0(−1)
n f
(n)(at)
n!
antn = fˆ(at). 
Theorem 9 If the series fˆ is uniformly convergent (not necessarily to a
constant) then for the anti-derivative of f , i.e. F (x) =
∫ x
0
f(t)dt the series
Fˆ is uniformly convergent to the constant F (0) = 0.
Proof First, notice that if we set fn(x) :=
∫ x
0
tnf (n)(t)dt then by the inte-
gration by parts we get fn(x) := x
nf (n−1)(x)− nfn−1(x). Thus x
nF (n)(x) =
xnf (n−1)(x) = fn(x)+nfn−1(x). Now since fˆ is a uniformly convergent series
of integrable functions, we can integrate term by term, [2]. Thus∫ x
0
fˆ(t)dt =
∞∑
n=0
(−1)n
n!
∫ x
0
tnf (n)(t)dt
=
∞∑
n=0
(−1)n
n!
fn(x)
Next we get
Fˆ (x) = F (x) +
∞∑
n=1
(−1)n
n!
xnF (n)(x)
= F (x) +
∞∑
n=1
(−1)n
n!
fn(x)−
∞∑
n=1
(−1)n−1
(n− 1)!
fn−1(x)
= F (x) +
∞∑
n=1
(−1)n
n!
fn(x)−
∞∑
n=0
(−1)n
n!
fn(x)
= F (x)−
∫ x
0
f(t)dt
= 0

Theorem 10 If a function f can be expanded around origin via power series
f(t) =
∑∞
n=0
f(n)(0)
n!
tn, |t| < R, then fˆ is absolutely and uniformly convergent
to constant f(0) in the interval |t| < R/2. That is
∞∑
n=0
(−1)n
f (n)(t)
n!
tn = f(0), |t| < R/2, (2.7)
for analytic functions. If R =∞ then fˆ(t) = f(0)for all t ∈ R.
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Proof It is known that (see [2] for example) for any x satisfying |x| < R, we
can expand f around x as f(t) =
∑∞
n=0
f(n)(x)
n!
(t − x)n. This holds for all t
satisfying |t− x| < R − |x|. Now if |x| < R/2 then |0 − x| < R − |x|. Thus
we can put x = 0 in the last series to get f(0) =
∑∞
n=0
f(n)(x)
n!
(−x)n = fˆ(x).

The following example shows that we can not make larger the domain of
validity of fˆ(x) = f(0) from the domain |x| < R/2.
Example 11 For the function f(t) = 1
1+t
the series fˆ is absolutely and uni-
formly convergent to the constant f(0) for −1
2
< t and otherwise is divergent.
Proof Using induction on n we have f (n)(t) = (−1)nn! 1
(1+t)n+1
. Thus
fˆ(t) =
∞∑
n=0
tn
(1 + t)n+1
=
1
1 + t
∞∑
n=0
(
t
1 + t
)n
=
1
1 + t
1
1− t
1+t
= 1
= f(0).
The convergence holds when | t
1+t
| < 1. i.e when −1
2
< t.
Theorem 12 Let f be a smooth function. Let t 6= 0 belongs to its domain.
Consider the Taylor series around t
(Ttf)(x) :=
∞∑
n=0
f (n)(t)
n!
(x− t)n, (2.8)
whose radius of convergence is denoted by Rt.
(i) If 0 does not belong to the convergence interval of (2.8), i.e. if Rt < |t|,
in particular if Rt = 0, then fˆ(t) diverges.
(ii) If 0 belongs to the convergence interval of (2.8), i.e. if Rt > |t|, then
fˆ(t) converges to (Ttf)(0). Moreover if f is analytic at t, i.e. if Ttf = f
then fˆ(t) converges to f(0).
(iii) If 0 belongs to the boundary of the convergence interval of (2.8), i.e.
if Rt = |t|, then in general one can not say anything about the convergence of
fˆ(t). But if we know priory that (Ttf)(x) converges at x = 0 or equivalently
fˆ(t) is convergent then the limit limx→0(Ttf)(x) exists and is equal to fˆ(t).
In particular if f is analytic at t and moreover 0 belongs to the domain of f
then fˆ(t) = f(0).
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Proof Since indeed fˆ(t) = (Ttf)(0) the cases (i) and (ii) are clear. Case (iii)
is the Able’s theorem [2]. 
Remark 1)The example f(t) = 1
1+t
which was investigated above using
theorem (10) can also be studied by the theorem (12) with the same results.
2) This theorem gives us another proof for the theorem (10).
Now we study the series fˆ(t) for some examples of nonanalytic functions.
The first example is about a function which is analytic everywhere except at
t = 0
Example 13 For the function
f(t) := e
−1
t2 , t 6= 0, f(0) = 0. (2.9)
If fˆ(t) is convergent then we must have fˆ(t) = f(0). But unfortunately
until the time of writing of this article we do not know anything about the
convergence of fˆ(t) for t 6= 0.
Proof If f is analytic at some t 6= 0 in which Rt < |t| then by a well known
theorem of mathematical analysis [2], f must be analytic at 0. But it is a
well known fact that f is not analytic at 0. Thus we must have Rt ≥ |t|. In
fact this function satisfies the case (iii). That is f is analytic at any t 6= 0 and
we have Rt = |t|. Because this function is the composition of a everywhere
analytic function g(t) = et and the function h(t) = −1
t2
which is analytic
everywhere except at t = 0 and we know that for such a composite f = g ◦ h
function in which g is analytic everywhere, the radius of convergence of f at
t is equal to the radius of convergence of h at t. And clearly the radius of
convergence of h at t 6= 0 is Rt = |t|. 
Example 14 Let u be a smooth periodic positive function with period ℓ,
analytic at each point except at points mℓ where m ∈ Z, for each n there
exists a constant Mn such that |u
(n)(x)| < Mn for all x and u
(n)(0) = 0 for
all n. Let an be a sequence of positive real numbers such that the power series∑∞
n=0 anx
n converges all over R. Then the following function
f(x) =
∞∑
n=0
anu(2
nx), (2.10)
is smooth but nowhere analytic. That is at each point a the Taylor series at
a either diverges or does not converge to f(x).
Moreover fˆ(t) for all t ∈ { (2m+1)ℓ
2n
| m ∈ Z, n ∈ N} is convergent to
f(0) = 0. In other points we do not know anything on the convergence of
fˆ(t) and its values.
Proof Since |anu(2
nx)| < anM0 and since the series
∑
n an converges, the
series (2.10) is uniformly convergent and thus f is well defined. Moreover
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we have | d
k
dxk
(anu(2
nx))| ≤ |2knanu
(k)(2nx)| < 2knanMk and since the se-
ries
∑
n an(2
k)n is convergent by hypothesis, we conclude that the series∑
n
dk
dxk
(anu(2
nx)) is uniformly convergent and thus f is smooth.
Next suppose that f is analytic at some point. Then since analytic-
ity at a point implies analyticity at some neighborhood of that point and
since the set of numbers of the form mℓ
2n
where m is an odd integer and n
is a natural number, is dense in R, we may assume that f is analytic at
a = m0ℓ
2n0
for some m0 and n0. Now let g(x) :=
∑n0
n=0 anu(2
nx), h(x) :=∑∞
n=n0+1
anu(2
nx). Thus h = f − g and since g is analytic at a then an-
alyticity of f at a implies analyticity of h at a. But we have h(k)(a) =∑∞
n=n0+1
2knanu
(k)(2nm0ℓ
2n0
) =
∑∞
n=n0+1
2knanu
(k)(2n−n0m0ℓ) = 0, since peri-
odicity of u implies that u(k)(2n−n0m0ℓ) = 0. Thus h should vanishes around
a but this is a contradiction by hypothesis of positiveness of the sequence an
and the function u.
We showed that at each point of the form a = m0ℓ
2n0
for some odd integer
m0 and natural number n0, the Taylor series at a converges to g(x) for all
x ∈ R. Thus by the theorem (12) part (ii), fˆ(m0ℓ
2n0
) is well defined and is equal
to g(0). But we have g(0) = f(0) = 0.
The following example is from [3].
Example 15 According to the example 14, let an :=
1
n!
and u(x) := β(x −
[x]). Where β(x) is any smooth function on [0, 1] which is positive and an-
alytic on (0, 1) and β(n)(0) = β(n)(1) = 0 for all n, and for each n there
exists a constant Mn such that |β
(n)(x)| < Mn for all x. For instance let
β(x) := α(x)α(1 − x) where α(x) is any smooth function which is positive
and analytic on (0, 1) and α(n)(0) = 0 for all n and for each n there ex-
ists a constant Mn such that |α
(n)(x)| < Mn for all x. For instance let
α(x) := e
−1
xs , α(0) = 0 where s = 1 or s = 2. Thus the functions
f(x) =
∞∑
n=0
1
n!
β(2nx− [2nx]), (2.11)
are smooth but nowhere analytic. Thus fˆ(t) for all t ∈ { (2m+1)
2n
| m ∈ Z, n ∈
N} is convergent to f(0) = 0. In other points we do not know anything on
the convergence of fˆ(t) and its values.
Proof We show u is smooth at every point a. If a is not an integer then
x− [x] being equal to the smooth function x− [a], around a, is smooth and
therefore since β is smooth, the composition u(x) = β(x − [a]) is smooth
at a and u(k)(a) = β(k)(a − [a]). Next let a = n be an integer. We
have u′(n+) = limx→n+
u(x)−u(n)
x−n
= limx→n+
β(x−n)−β(0)
x−n
= β ′(0) = 0, and
u′(n−) = limx→n−
u(x)−u(n)
x−n
= limx→n−
β(x−n+1)−β(1)
x−n
= β ′(1) = 0. Thus
u′(a) = 0. Now let u(k)(n) exists and is equal to zero. We have u(k+1)(n+) =
limx→n+
u(k)(x)−u(k)(n)
x−n
= limx→n+
β(k)(x−n)
x−n
= limx→n+
β(k)(x−n)−β(k)(0)
x−n
= β(k+1)(0) =
9
0 and similarly u(k+1)(n−) = limx→n−
u(k)(x)−u(k)(n)
x−n
= limx→n−
β(k)(x−n+1)
x−n
=
limx→n−
β(k)(x−n+1)−β(k)(1)
x−n
= β(k+1)(1) = 0. Thus u(k+1)(n) = 0. Therefore u
is smooth.
Clearly u is periodic with period 1 and analytic at everywhere except at
integers. Also we have |u(k)(x)| = |β(k)(x− [x])| < Mn.
When β(x) := α(x)α(1− x), by the Leibnitz rule
β(k)(x) =
n∑
k=0
(−1)n−k
n!
k!(n− k)!
α(k)(x)α(n−k)(1− x)
and the fact that α(k)(0) = 0 we conclude that β(k)(0) = β(k)(1) = 0. Also
|β(k)(x)| ≤
∑n
k=0
n!
k!(n−k)!
MkMn−k. Thus derivatives of β are bounded.
One can easily check that the functions α(x) := e
−1
xs , α(0) = 0 where
s = 1 or s = 2 satisfy all the required conditions. 
The following example is from [4].
Example 16 According to the example 14, let u(x) := α(sin x) where α(x) :=
e
−1
x2 , x 6= 0, α(0) = 0 and let an := 2
−2n. Thus the functions
f(x) =
∞∑
n=0
2−2
n
e− csc
2(2nx), (2.12)
is smooth but nowhere analytic. Thus fˆ(t) for all t ∈ {2π(2m+1)
2n
| m ∈ Z, n ∈
N} is convergent to f(0) = 0. In other points we do not know anything on
the convergence of fˆ(t) and its values.
Proof Since u(n)(x) is a linear combination of α(k)(sin x), 1 ≤ k ≤ n with co-
efficients being linear combination of sine and cosine functions with constant
coefficients and since derivatives of α are bounded and sine and cosine are
bounded functions we conclude that for each n there exists a constant Mn
such that |u(n)(x)| < Mn for all x and u
(n)(0) = 0 for all n. Verifying other
parts of conditions of the example 14 is easy. 
Another evidence for strangeness of the series fˆ(t) comes from the follow-
ing argument. Suppose f(t) =
∑∞
m=−∞ cme
iωmt. Then f (n)(t) =
∑
(iωm)
ncme
iωmt.
Thus
fˆ(t) =
∑
n
∑
m
(−1)n(iωm)
n
n!
cme
iωmttn
=
∑
m
∑
n
(
(−1)n(iωm)
n
n!
tn)cme
iωmt
=
∑
m
e−iωmtcme
iωmt
=
∞∑
m=−∞
cm
= f(0).
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But the above argument is again analytically ill, since we have exchanged the
order of two infinite sums which from the theorems of mathematical analysis
we are not allowed in general to do so. In order to be able to do so there exists
a general theorem on double series which states that if for a double infinite se-
ries
∑
m,n amn for each n the series
∑
m |amn| is convergent which we show its
sum by bn and the series
∑
n bn is also convergent then we are allowed to ex-
change the order of summation. That is we have
∑
n
∑
m amn =
∑
m
∑
n amn.
Now let us check if this criterion can be applied to the double series whose en-
tries are amn :=
(−im)n
n!
cme
imttn. For simplicity we have assumed that ωm = 1
for all m. We have
∑
m |amn| = 2
tn
n!
∑∞
m=1m
n|cm|. But in Fourier analysis
it is well known that the series f (n)(t) =
∑
(im)ncme
imt is absolutely conver-
gent. That is the series
∑∞
m=1m
n|cm| is convergent which we show its sum by
αn. Thus we have
∑
m |amn| = 2
αnt
n
n!
. Thus we should verify the convergence
of the series
∑∞
n=0
αnt
n
n!
. But this is a power series whose convergence radius
is given by R = α−1 where α := lim sup n
√
αn
n!
= lim sup n
√
αn
n!
. The point is
that we are not sure if R 6= 0? See the following examples, [5].
Example 17 The function
f(t) :=
∞∑
m=0
1
m!
ei2
mt (2.13)
is smooth nowhere analytic, in the sense that convergence radius of the Tay-
lor’s series of f at each point is zero and therefore fˆ(t) diverges for all t 6= 0.
Proof Since for all n we have
∑N
m=0 |
(2mi)n
m!
ei2
mt| ≤
∑N
m=0
(2mi)n
m!
and since
the later series converges to ine2
n
, we conclude that f and its derivatives
f (n) are well defined [2]. Next we have f (n)(0) =
∑∞
m=0
(2mi)n
m!
= ine2
n
. Thus∑∞
n=0
f(n)(0)
n!
tn =
∑∞
n=0
ine2
n
n!
tn. The convergence radius is obtained by the
ratio test as follows. |
i
n+1
e
2n+1
(n+1)!
ine2
n
n!
| = e
2n
n+1
→∞. Thus the radius of convergence
of the Taylor series of f at t = 0 is zero. Now since f is periodic with period
π we conclude that the radius of convergence of the Taylor series of f at
t = kπ is zero for all k ∈ Z.
Next for any integerN we set gN(t) =
∑N
m=0
1
m!
ei2
mt and hN(t) =
∑∞
m=N+1
1
m!
ei2
mt.
We have f = gN+hN . Clearly gN is everywhere analytic. hN is periodic with
period π
2N
. Thus by a similar argument as above we conclude that the radius
of convergence of the Taylor series of hN at t =
kπ
2N
is zero for all k ∈ Z.
Thus the radius of convergence of the Taylor series of f at t = kπ
2N
is zero for
all k ∈ Z, too. Since the set of all numbers kπ
2N
, k ∈ Z, N ∈ N is dense in R,
we conclude that the radius of convergence of the Taylor series of f at any
t ∈ R is zero. Thus by the theorem 12 part (i), fˆ(t) diverges for all t 6= 0. 
Example 18 The function
f(t) :=
∞∑
m=1
1
m!
ei2
−mt (2.14)
11
is analytic at t = 0 whose convergence radius is infinity. Thus fˆ(t) converges
for all t to f(0).
Proof The proof is similar to the previous example.
Open Questions 1. For the function
f(t) := e
−1
t2 , t 6= 0, f(0) = 0,
does fˆ(t) converge?
2. Is there non-analytic functions f such that the series fˆ is point-wise or
uniformly convergent and among such functions if there is any, is there any
function such that the sum of the series is non-constant?
3. Verify the convergence of fˆ(t) in the example 14 for t 6= (2m+1)ℓ
2n
.
4. If we define a linear differential operator of infinite order
f 7→ f(0)−
∞∑
n=0
(−1)n
n!
tnf (n)(t) (2.15)
then in above we showed that analytic functions around origin are contained
in the space of eigenfunctions of the zero eigenvalue of this operator. Now
the question arises that: are there nonzero eigenvalues for this operator?
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