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The anisotropy of the cosmic microwave background (CMB) is an important key
to unraveling the early universe. In particular, CMB B-mode polarization at a
large angle scale is a trace of primordial gravitational waves predicted by the in-
flation theory, and its first detection is aimed at proving the inflation theory. The
primary factor that makes this initial detection difficult is foreground radiation
from interstellar matter. In particular, the CMB B-mode polarization signal is
embedded in interstellar dust radiation at the CMB peak frequency. The interstel-
lar dust emission must be accurately separated from the observed data to obtain
the primordial CMB B-mode polarization signal. To achieve this purpose, it is
important to deepen the understanding of emission and absorption by interstellar
dust.
In recent years, the presence of anomalous microwave emission (AME) has been
confirmed as a new foreground radiation component. AME observed as a bumpy
spectrum in the 10–30GHz band can originate from dust because AME is spatially
correlated with thermal dust emission. However, its radiation mechanism is still
unclear. It is necessary to construct a model that can consistently explain thermal
radiation and AME from the far infrared to the submillimeter wavebands.
From Kirchhoff’s law, the emission source is also an absorption source. Although
CMB is absorbed by the interstellar matter universally, this effect named as CMB
shadows has not been analyzed. The effect of the CMB shadows must be well
evaluated to detect the CMB B-mode polarization originating from primordial
gravitational waves.
ii
It is known that most of the interstellar dust is composed of amorphous materials,
and it is an urgent task to clarify the optical properties based on the physics of
amorphous materials. In the current CMB analysis, the single power-law model is
applied to the absorption coefficient or emissivity of amorphous dust. On the other
hand, it is known that the absorption coefficient of amorphous materials cannot
be expressed by such a simple model. A radiation model exceeding the power-law
model should be applied to realize high-accuracy CMB observation experiments.
Based on these problems, this thesis studies the optical properties of amorphous
dust. The dielectric constant of amorphous dust is derived based on a two-level
systems (TLS) model describing the low-temperature properties of amorphous ma-
terials, and the absorption coefficient and the emissivity of amorphous dust are
estimated. According to the TLS model, it is considered that amorphous materials
cause resonance transition at a frequency corresponding to the energy difference
between the two levels and release energy. It is expected from laboratory measure-
ments that the energy difference between the TLS is about 1K times the Boltzmann
constant, which is about 10GHz times the Planck constant. This value matches
the AME frequency band. Taking into account thermal emission and CMB shadow
due to amorphous dust, spectral energy distribution (SED) fitting is performed on
the total intensity and polarization data of the Perseus molecular cloud and W43
in the microwave from the far-infrared. In general, dust radiation is polarized, but
up to now, polarized AME has not been detected. This means that the degree of
polarization differs between the submillimeter waveband and AME. It is impor-
tant to verify whether the difference between the two can be reproduced. In our
model, considering the two components of amorphous silicate dust and amorphous
carbon dust, the former can emit submillimeter-wave polarization, and the latter
can produce AME. From this result, it can be said that thermal amorphous dust
emission is an alternative candidate for AME. In our model, the dielectric con-
iii
stant, heat capacity, and thermal conductivity of amorphous dust are expected to
behave differently from terrestrial amorphous materials. Our model predicts the
existence of cosmic amorphous dust (CAD) with amorphous properties different
from terrestrial amorphous materials. In addition, our model predicts that AME is
polarized with a polarization degree of the order of 1%–0.1%. Although the effect
of the CMB shadow is negligible for parameter estimation of amorphous dust by
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1.1. Big Bang Cosmology and Inflation Theory
The early universe is very dense and hot, so it is sometimes called a fireball. According
to the Big Bang cosmology, which is widely recognized as the standard theory of cos-
mology, the fireball expands and cools over time, resulting in the current low-density,
low-temperature universe. This section outlines the history that the Big Bang model has
established as a standard theory. The Big Bang model faces the initial value problem of
the universe. The inflation theory proposed to solve the problem is also introduced.
The idea that the universe has a beginning was not easily accepted. Even Einstein, who
is the leading expert in relativistic cosmology, aimed for a static cosmological model that
would make the universe invariant, based on his general theory of relativity. Solving the
Einstein equation representing the spatiotemporal evolution results in that the universe
shrinks and collapses due to attractive forces, even assuming a static state as the initial
condition. To avoid this, Einstein (1917) introduced a term that describes the expanding
space called the cosmological constant in his Einstein equation. De Sitter, Friedmann,
and Lemaitre independently solved the Einstein equation, and all obtained the solution
representing the expanding universe. Observational evidence of cosmic expansion was
obtained in 1929. Hubble (1929) estimated radial velocities (using the Doppler effect of
the emission line) and distances (using the Cepheid’s period-luminosity relationship) of
many distant galaxies and found the proportional relation between the radial velocity and
the distance of galaxies (Hubble-Lemâıtre law). Lemâıtre (1927) modeled the beginning
of the universe based on the expanding universe, where the universe begins with one
primeval atom and splits with the expansion of the universe to the present day. Later,
Gamow supported the theory, and Alpher et al. (1948) proposed a theory for elemental
synthesis by a fireball1. According to the Big Bang model, where the universe began with
the fireball, the early universe was filled with blackbody radiation. The temperature of the
universe that was in the plasma state decreased with the expansion of the universe. Later,
the light was able to go straight after the recombination period, which is a stable neutral
state. Although the light of the recombination epoch is extended in wavelength with
1Their theory is humorously called αβγ paper because of the author’s list.
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the expansion of the universe, the radiation is still alive today. This light is the cosmic
microwave background (CMB) and has already been detected as explained in Sec. 1.2.
In addition to the above-mentioned cosmic expansion and CMB, the Big Bang model
can well explain the abundance of light elements in the universe. The Big Bang model,
however, does not answer why the current universe is so uniform and flat. The inflation
model proposed by Sato (1981) and Guth (1981) can solve these problems related to the
initial value of the universe, which model assumes that exponential accelerated expansion
occurred in the early universe. Because of this rapid expansion, the curvature of the uni-
verse suddenly approaches zero, and two points which cannot have a causal relationship
now could enter the horizon in the early universe. To prove the very attractive inflation
model complementing the Big Bang model, it is only necessary to confirm the existence of
primordial gravitational waves predicted by the inflation model. Spatio-temporal quan-
tum fluctuations in the early universe are stretched by inflation and become the primordial
gravitational waves. The wavelength of the primordial gravitational waves extended by
the expansion of the universe is thought to be billions of light-years. To date, direct
detection of the primordial gravitational waves has not been made yet2.
1.2. Cosmic Microwave Background
The discovery of CMB was made accidentally. In 1965, Penzias and Wilson discovered
that the same radio noise was observed regardless of the direction of the sky while re-
searching microwave antennas at Bell Laboratories (Penzias & Wilson, 1965). This radio
wave that remains even after removing all possible noise sources was CMB, and this
discovery confirmed that the universe began with a fireball. The COBE (COsmic Back-
ground Explorer) was launched in 1989 to measure CMB more precisely. The FIRAS
(Far-InfraRed Absolute Spectrophotometer) installed in the COBE gave a result that
CMB is perfect blackbody radiation of 2.725K (Mather et al., 1999). Besides, the DMR
(Differential Microwave Radiometer) on the COBE was used to investigate the anisotropy
of CMB. The DMR found that CMB is not completely uniform, and fluctuations ex-
ist at the order of 10−5 to the CMB temperature (Smoot et al., 1992). In 2001, the
WMAP (Wilkinson Microwave Anisotropy Probe) was launched to observe CMB tem-
perature fluctuations accurately. The cosmological parameters are accurately determined
by WMAP observations; the age of the universe is 13.77 billion years, the energy com-
position ratio of dark energy, dark matter, and ordinary matter in the universe is 71.4%,
24.0%, and only 4.63%, respectively, and the universe is infinitely flat (Bennett et al.,
2013). Later, ESA (European Space Agency) launched Planck with high-sensitivity and
2Experiments are underway to detect primordial gravitational waves directly from space [DECIGO
(Kawamura et al., 2006); LISA (Amaro-Seoane et al., 2017)].






























Figure 1.1.: Predicted CMB angular power spectra for scalar modes (left panel) and tensor
modes (right panel). The red, blue, and green curves correspond to the tem-
perature fluctuation, the E-mode, and the B-mode, respectively. The B-mode
polarization of the scalar type originates from the gravitational lensing. The
tensor-to-scalar ratio is set to r = 0.1. The angular power spectra are calculated
by camb4 (Lewis et al., 2000).
high-resolution observation devices, in 2009. Planck gives more support to the ΛCDM
model, with cosmological parameters being more restrictive.
CMB polarization provides useful information about cosmology. In general, there are
two polarization patterns called E-mode and B-mode, which represent the divergent com-
ponent and the rotated one, respectively. Considering the Einstein equation with space-
time fluctuations, the fluctuations can be irreducibly decomposed and divided into three
components: a scalar type that is invariant to coordinate rotation, a vector type in which
the coordinates are rotated once and returned to the original one, and a tensor type that
returns to the original state twice while the coordinates rotate once. Each component of
fluctuation can be considered independently. Scalar type fluctuation creates the E-mode,
vector type fluctuation creates the E-mode and the B-mode3, and tensor type fluctuation
creates the E-mode and the B-mode (see Fig. 1.1). The density fluctuation corresponds
3Vector type fluctuations have little effect because they decay with time.
4http://camb.info
4 1 Introduction
to the scalar type fluctuation, and the gravitational wave corresponds to the tensor type
fluctuation. The E-mode contains both density fluctuation and gravitational wave effects,
which has already been measured by numerous CMB observation experiments, starting
with the first detection of the DASI (Kovac et al., 2002). On the other hand, the B-mode
contains only gravitational wave effects. Since the signal due to gravitational waves is
very small compared to the density fluctuation, the B-mode originating from the primor-
dial gravitational waves has not been discovered yet5. If the B-mode is observed at a
scale of 2◦ or more (ℓ ! 100), it is a reliable proof of inflation theory. In addition, if the
B-mode amplitude is obtained, the energy scale of inflation can be determined by the
tensor-to-scalar ratio r. It is expected to be a clue to solving these problems in cosmology
and particle theory, such as what mechanism caused inflation and what the driving source
was.
1.3. Foreground for CMB
Emission from the interstellar matter in the Galaxy masks CMB temperature fluctuations
and polarized radiation. The emission generated in front of us for CMB is collectively
referred to as foreground radiation, or simply foreground. To accurately extract the
early universe information from CMB, the contributions of foreground radiation must be
removed from the observed signal. This section explains each component of foreground
emission.
1.3.1. Dust Emission
Interstellar dust is heated by absorbing the photons in the interstellar radiation field and
emits thermal radiation. Typically, a large dust grain reaches thermal equilibrium at
approximately 20K, and therefore emits radiation with a peak in the far-infrared. Dust is
not a perfect blackbody, and its thermal radiation is represented by modified blackbody
(MBB) radiation that is the Planck function multiplied by some emissivity. Depending on
the properties of the dust, the frequency dependence of the emissivity varies. In particular,
interstellar dust is not a crystal with a regular structure but is thought to be composed
of amorphous material with an irregular structure. Therefore, describing the properties
of dust is extremely complicated. The properties of amorphous dust are introduced in
Sec. 1.5.
Recently, anomalous microwave emission (AME) has been discovered as a new compo-
nent of foreground radiation. It is considered to be dust-origin because of its correlation
5The CMB B-mode polarization signal due to “the gravitational lensing” has already detected by
POLARBEAR (Ade et al., 2014).
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with thermal dust emission, but much about AME is enigmatic. Details of AME is ex-
plained in Sec. 1.4.
1.3.2. Free-Free Emission
Free-free emission is the radiation produced by the scattering of electrons into ions. The
reason why this radiation is called free-free emission is that the radiation is generated
when an electron in a free orbit is scattered and re-enter a new free orbit. It is also called
thermal bremsstrahlung emission because the thermal motion of the electron is hampered
by ions and slows down. Both electrons and ions in ionized gas are in thermal motion,
but their motion changes due to the mutual Coulomb force. Since the electron mass is
overwhelmingly small compared to ions, the movement of only the electron changes and
the trajectory of the electron is bent. The generated energy is emitted as light, which is
free-free emission. When the ionized gas is optically thick, the free-free emission from one
electron is absorbed by another electron, and the motion is accelerated, which is called
reverse bremsstrahlung. The frequent occurrence of such a process makes the spectrum
of that region look like blackbody radiation. On the other hand, when optically thin,
the free-free radiation emitted from each electron is not absorbed, and the total emission
from the individual electrons is observed.
1.3.3. Synchrotron Emission
Synchrotron emission is the radiation produced when electrons with relativistic veloci-
ties are bent in orbit by the magnetic field in the Galaxy. It is also called magnetic
bremsstrahlung emission because the movement of the electron is hindered by the Galac-
tic magnetic field and slows down. The electrons accelerated to the relativistic speed
spirally move along the magnetic field by Lorentz force. The generated energy is emitted
as light, which is synchrotron radiation. For simplicity, the flux density of the synchrotron









1.4. Anomalous Microwave Emission
At around 10–30 GHz, the radiation component called AME, which is the acronym of
anomalous microwave emission, has been observed since the detections by Kogut et al.
(1996), de Oliveira-Costa et al. (1997), and Leitch et al. (1997). Although the radiation
mechanism of AME is not clear, it is thought to be at least dust-derived radiation. To
build a self-consistent dust radiation model from far-infrared to microwave, AME needs
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to be considered. This section summarizes previous studies on AME observations and
theoretical models. Dickinson et al. (2018) has compiled a detailed review of the current
state of AME research.
1.4.1. Observation of AME
AME is observed at various scales, and AME is thought to occur as a universal astro-
nomical phenomenon. This section summarizes observation examples of AME for each
scale.
Circumstellar Disks and Protoplanetary Disks
It has been found in the circumstellar disk that there is an excess component on the
lower frequency side than 100GHz, even if thermal dust emission, free-free emission, and
synchrotron emission are removed. Hoang et al. (2018) referred to such radiation as excess
microwave emission (EME). EME was discovered on a disk around T tauri star in TW
Hydrae association by observation using Very Large Array (VLA) (Calvet et al. 2002;
Natta et al. 2004; Wilner et al. 2005). Ubach et al. (2017) detected EME on eleven T
tauri stars disks using an Australian Telescope Compact Array. Further observations are
needed regarding whether these detected EMEs are AME, in other words, whether the
EME has a peak. There are also reports that AME was detected from a protoplanetary
disk surrounding three young stars (Greaves et al., 2018).
Interstellar Space
There are many examples of AME detection in the molecular clouds (MC) and the H II
regions, and here are representative examples.
⋆ The Perseus MC at (l, b) = (159.◦6, −18.◦5) is one of the regions where AME can
be observed very clearly (Watson et al. 2005a; Planck Collaboration et al. 2011b).
The excess component is observed in the 10 to 70GHz band with a peak at about
25GHz. This is the first detection of low frequency rise of AME.
⋆ The ρ Ophiuchus at (l, b) = (353.◦05, 16.◦9) is one of the prominent AME region,
too (Casassus et al. 2008; Planck Collaboration et al. 2011b). Its peak frequency
is about 30GHz, which is about the same as Perseus MC, but it is a more gradual
bump than Perseus MC at 50–100GHz.
⋆ The λ Orionis reion centered on (l, b) = (195.◦2, −12.◦2) appears the high AME
emissivity. Bell et al. (2019) showed that there is a strong correlation between
polycyclic aromatic hydrocarbon (PAH) mass and total dust mass in this region.
This supports the spinning dust model (see Sec. 1.4.2) as the AME mechanism.
1.4 Anomalous Microwave Emission 7
Supernova Remnant
Very Small Array (VSA) experiment detected that the 3C396 celestial body has an excess
radiation component at 33GHz (Scaife et al., 2007). Although this detection was sus-
pected to be the first detection of AME in the supernova remnant, Cruciani et al. (2016)
confirmed that this was not a trace of AME. Planck Collaboration et al. (2014c) discovered
eight AME sources in the supernova remnant. In the supernova remnant, synchrotron
emission is strong and AME detection is difficult. In the future, it is expected that the
number of AME detections will increase further as observations in the low-frequency band
progress and the accuracy of synchrotron emission separation improves.
Extra Galaxy
In extra galaxies, several detections of AME have been reported. Murphy et al. (2010)
detected the extragalactic AME for the first time with NGC6946, and the follow-up
observation by Hensley et al. (2015) confirmed the AME detection. A significant excess
of the Small Magellanic Cloud has been observed in the microwave (Planck Collaboration
et al., 2011a), and it may be AME. An excess component in the microwave is detected
in the Large Magellanic Cloud, but it is very weak (Planck Collaboration et al., 2016d).
Battistelli et al. (2019) detected AME on the Andromeda galaxy. It can be seen that
AME is emitted everywhere, not only in the Milky Way Galaxy.
Polarized AME
Up to the previous subsection, observations on AME intensity have been summarized.
The progress of polarization AME observation is described at the end of this section.
Centering on CMB observation experiments, the observation experiments are proceeding
toward polarization AME detection. To date, there are no significant detection examples
of polarized AME. Although Planck Collaboration et al. (2016d) found the degree of
polarization of AME Π = 9 ± 2% in the Pegasus region, it is contaminated by polarized
synchrotron emission. QUIJOTE, which observes polarization around the peak frequency
of AME, gives the upper limit of the degree of polarization of the Perseus MC and W43
as 3.4 at 18GHz, and 0.39 at 17GHz, respectively (Génova-Santos et al. 2015; 2017).
1.4.2. Theoretical Models of AME Mechanisms
Although free-free emission and synchrotron emission are also suspected as the radiation
mechanism of AME, AME is widely considered to be a dust origin due to the spatial
correlation between AME and thermal dust emission. This section introduces three radi-
ation models that originate from dust among the AME radiation mechanism candidates.
8 1 Introduction
Table 1.1.: AME mechanism candidates
spinning dust magnetic dust amorphous dust
Mechanism dipole emission magnetic relaxation thermal emission
Carrier PAH, nano-silicate ferromagnetic dust amorphous dust
Intensity environment dependent dust shape dependent not studied yet
Polarization ∼ 0 a few % not studied yet
Tab. 1.1 is an overview of each radiation mechanism.
Spinning Dust Model
The idea that electric dipole radiation is generated by the rotation of dust was first
proposed by Erickson (1957) and formulated by Draine & Lazarian (1998). Since then,
higher-order effects have been incorporated to improve the model. This section summa-
rizes the basics of spinning dust model.
The total power of dipole radiation generated when a dust particle with an electric or
magnetic dipole moment µ rotates at an angular velocity ω can be obtained from the







where θ is the angle between the dipole moment vector and the angular velocity vector.









where I is the moment of inertia of the dust particle and ρ is its mass density. When the
dust is in a thermal equilibrium state at the gas temperature Tgas, the angular velocity













Radiation can be emitted in the tens of GHz band by rotating ultrafine particles at high
speed.
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(a) dust size
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Figure 1.2.: The flux densities due to spinning dust. The variables are (a) dust radius a and (b)
gas temperature Tgas, respectively. The gas temperature is fixed at Tgas = 100K
in (a) and the dust radius is fixed at a = 10 Å in (b). The green curves in each
figure are the same.
In this case, the intensity spectrum from the spinning dust Isdν is obtained by
Isdν = Ndustf(ω)Psd, (1.7)
where Ndust is the dust column density. Fig. 1.2 shows the flux densities from spinning
dust calculated by Eq. (1.7). As the dust size increases, the moment of inertia increases
and the dust rotation becomes slowing down, so the peak frequency shifts to the low-
frequency side. Moreover, since the driving force for rotating the dust increases as the
gas temperature increases, the peak frequency shifts to the high-frequency side. As seen
from Eq. (1.4) and Fig. 1.2, for the dust to rotate at a very high speed of several tens of
GHz, the required dust size is considerably smaller than the typical dust size. PAH is a
candidate for fine dust that satisfies this requirement. The C-H bonds on the surface of
PAH become the electric dipole moment, and dipole radiation occurs when PAH rotates
at high speed. Since PAH and AME do not correlate, it is questioned that PAH can
be the AME (Hensley et al., 2016). Unidentified infrared (UIR) bands are used as the
PAH tracer, but the UIR can also be explained in fullerene (Bernstein et al., 2017). Even
if the UIR and AME are uncorrelated, the PAH is not necessarily excluded from AME
origin candidates. Also, fullerene itself does not have an electric dipole, so AME does not
originate from fullerenes. However, if hydrogen is added to the surface of fullerene, the
added hydrogen works as an electric dipole, so it can emit spinning emission (Iglesias-
Groth, 2006). A nano-diamond is also a candidate for spinning dust emission origin, and
Greaves et al. (2018) claimed that AME found in protoplanetary disks around young
and luminous stars originates from nano-diamond. Nano-silicate dust was proposed as a
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candidate other than carbonaceous dust responsible for spinning dust emission (Hoang
et al. 2016; Hensley & Draine 2017). Although it is possible to introduce nano-silicate
dust without breaking observational restrictions such as interstellar extinction and dust
total mass, there is no way of observing other than AME, so it is indecisive.
Spinning dust emission originates from fine dust, and the quantum effect affects the
alignment process of such fine dust. Since the fine dust does not align with the magnetic
field, the polarization degree of spinning dust radiation is infinitely close to zero (Draine
& Hensley, 2016). This result is consistent with the observation that polarized AME has
not been detected yet.
Magnetic Dust Model
Magnetic dust emission (MDE) is radiation from interstellar dust and floating ferromag-
netic materials. In ferromagnetic dust, the spin directions of electrons are aligned. Due
to the thermal fluctuation, the direction of the spin of electrons is disturbed. However, if
the spin direction is aligned, the energy level is lower and the state is more stable, so the
state immediately returns to the original state. The emitted photons are MDE. Draine












whereM is the magnetization, H is the magnetic field, χm(0) is the magnetic susceptibility
at ν = 0, ω0 is the resonance angular frequency, and τ0 is the damping time. Solving this
equation gives the frequency dependence of magnetic susceptibility:
χm(ω) =
χm(0)ω20
ω20 − ω2 − iω/τ0
. (1.9)
Under the long-wavelength approximation, the absorption cross section is proportional to
the imaginary part of the susceptibility [see Eq. (4.1)], so the radiation due to magnetic
relaxation based on Eq. (1.8) has a peak at resonance frequency ω0. Draine & Lazarian
(1999) estimated the value of the resonance frequency in amorphous olivine as ω0/2π ≃
8 GHz, which is close to the AME frequency band.















where Heff is the effective magnetic field correcting some quantum mechanical effects, γ
is the gyromagnetic ratio of the electron, g is the g-factor, and αG is the Gilbert damping
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constant. LLG equation is a phenomenological equation representing precession. Energy
is efficiently absorbed in the resonance frequency band, and precession becomes active.
The model proposed by Draine & Hensley (2013) insists that MDE is strongly dependent
on the dust shape and that the shape of the magnetic dust must be extreme elongations
to reproduce the AME spectral curve. Draine & Hensley (2012) adapted the magnetic
dust model to Small Magellanic Cloud. It was shown that by combining spinning dust
emission and MDE, microwave excess including AME seen in Small Magellanic cloud can
be reproduced well.
If the magnetic dust is perfectly aligned with the interstellar magnetic field, the degree
of polarization estimated from the MDE model exceeds the upper limit obtained from
current observations (Draine & Lazarian 1999; Draine & Hensley 2013). Hoang & Lazarian
(2016b) calculated the magnetic dust alignment considering the size distribution, but
MDE still shows a high degree of polarization. Several mechanisms have been proposed
to reduce the degree of polarization of MDE (Draine & Hensley 2013; 2016; Hoang &
Lazarian 2016a).
Thermal Emission from Amorphous Dust
Jones (2009) proposed the thermal emission from amorphous dust as one of the alternative
possibilities of the AME mechanism. The two-level systems (TLS) model was introduced
to explain low-temperature properties occurring in amorphous materials universally (An-
derson et al. 1972; Phillips 1972; see Chap. 3). They suggested that the emitted photons
due to the resonance transition between the TLS in amorphous dust could be the origin of










where κν is the dust mass absorption coefficient, fTLS is the ratio of the total mass of atoms
contributing to the TLS, gν is the absorption profile calculated by the TLS model, Tdust
is the dust temperature. Jones (2009) applied Gaussian or Lorentzian as the absorption
profile gν , and showed that it fits observation data of Perseus MC very well. However,
it does not mean that the TLS model succeeds to explain AME because they did not
calculate the absorption profile based on the TLS model.
Although Jones (2009) showed that thermal emission from amorphous dust could re-
produce the intensity spectrum of AME, they did not refer to the polarization of AME.
If almost all amorphous dust is large grain, amorphous dust is aligned with the inter-
stellar magnetic field, and amorphous dust emission is polarized. In the case that the
origins of submillimeter emission and AME are the same amorphous dust, it is expected
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that the degree of polarization at AME frequency is in the same order as that in sub-
millimeter waveband. Contrary to this, the polarized AME has not detected yet, that is,
Πsubmm > ΠAME. There is no previous study on the mechanism that decreases the degree
of polarization from amorphous dust emission in the AME frequency band.
1.5. Features of Amorphous Dust
The idea that most of the interstellar dust is composed of amorphous material is widely
accepted. This section summarizes the observation of amorphous dust and considers the
necessary conditions for our amorphous dust model.
1.5.1. Infrared Band Feature from Silicate Dust
Due to the near-infrared spectroscopy, 9.7 and 18µm features are detected in various
objects and environments. By comparison with the laboratory data, it is known that
these features correspond with Si-O stretching mode and O-Si-O bending mode, respec-
tively, and that is one of the observational evidence including silicate materials among
the cosmic dust components. In the case of the regularly arranged crystalline materials,
the bound distance and bound angle are uniquely specified. In the case of the amorphous
materials, on the other hand, the physical parameters have broad distribution due to
the irregular arrangement. Therefore, the features’ widths become wider since the Si-O
stretching mode and the O-Si-O bending mode have various resonance frequencies cen-
tered 9.7 and 18µm, respectively. These features are observed not the peaky line emission
expected from crystalline materials but the broad-band emission, that is, the silicate dust
is not crystalline but amorphous (Bowey & Adamson, 2002). It is also known that the
resonance frequency of stretching mode in amorphous material depends on the degree of
polymerization of SiO4 (Jäger et al., 2003).
In a compact MC, the polarized 9.7µm feature was detected (Aitken et al., 1988).
For dust emission to be polarized, anisotropic dust must be aligned. Assuming that the
internal structure of amorphous silicate dust is irregular and isotropic, the dust shape
needs to be anisotropic. In other words, the amorphous silicate dust is thought to be a
non-spherical particle. Although the 18µm feature is expected to have the same degree
of polarization as the 9.7µm feature, it is very difficult to detect since the signal is weak
or obscured by other radiation sources (Roche, 1996). In spite of this difficulty, the 18µm
polarization feature has been detected in some sources (Smith et al., 2000).
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1.5.2. Spectral Index in Submillimeter Waveband
In the case of crystalline material, the electromagnetic response is modeled as the lattice
vibration. In general, the Lorentz model applies to dielectrics such as silicate and the
Drude model applies to conductors such as graphite:
εL = 1 +
ω2p




















where ωp is the plasma angular frequency, ω0 is the natural angular frequency, and γ is the
damping term. Under the long-wavelength approximation (ωp, ω0 ≫ ω), the absorption

































where V is the particle volume. In any model, it can be seen that the absorption cross
section is proportional to the square of the frequency under the long-wavelength approx-
imation. However, Planck all-sky observation shows that the spectral index value of the
absorption cross section is less than 2 in most areas (Planck Collaboration et al., 2014a).
Further, it is known that there is an anti-correlation between the spectral index β and the
dust temperature (e.g., Dupac et al. 2003; Désert et al. 2008; Planck Collaboration et al.
2014a), and the slope of the spectrum becomes steeper as the dust temperature decreases.
These origins are believed to be amorphous. Bösch (1978) measured the frequency de-
pendence of the absorption coefficient of amorphous materials at different temperatures
and suggested that the anti-correlation could be explained by the TLS model. The TLS
model was independently proposed by Anderson et al. (1972) and Phillips (1972) to ex-
plain amorphous thermal properties below 1K. In the TLS model, resonance transition
between the TLS mainly contributes to the photon absorption at low temperatures, and
on the other hand, the absorption due to relaxation processes is the main contributor at
high temperatures (see e.g. Meny et al. 2007). For this reason, the frequency dependence
of the absorption cross section varies with temperature. Paradis et al. (2009) pointed out
the difference of spectrum index depending on the frequency band and found β = 1.5
for submillimeter but β = 2.4 for far-infrared in the outer Galactic plane region. The
TLS model cannot explain the fact that the spectral index is steeper than 2. To account
for β > 2, Bösch (1978) incorporated the effect of lattice vibration due to disordered
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charge distribution (DCD) in amorphous materials proposed by Schlömann (1964). It
can be considered that sound waves propagate in the same way as crystals at a certain
distance even within an amorphous material having an irregular structure. Therefore, an
electromagnetic wave having a frequency higher than the frequency corresponding to the
correlation length can be absorbed. On the other hand, the absorption coefficient on the
low-frequency side is smaller than that of the crystal. The details of the TLS model and
the DCD model are explained in Chap. 3 and Appx. C, respectively.
If the degree of polarization due to dust emission is not frequency-dependent, the value
of the polarization spectral index matches the value of the total intensity spectral index.
Planck Collaboration et al. (2018b) pointed out that the difference in the index between
the two is small, and that the total intensity and polarization at the long wavelength side
are dominated by a single dust component.
1.5.3. 2175 Angstrom Bump Absorption
Stecher (1965) found a strong absorption peak around λ−1 = 4.4µm−1 by observing
interstellar extinction in the ultraviolet region, and Stecher & Donn (1965) suggested
that graphite was the origin of this peak. Such a strong absorption feature centered on
the wavelength of 2175 Å is detected in interstellar space and is called 2175 Å bump. The
π → π∗ transition due to electrons in graphite can be the origin of 2175 Å bump. The
2175 Å bump profile is so tight that it imposes severe restrictions on the properties of
graphite dust. Draine (1989) insisted that the size of the graphite dust must be less
than 50 Å. Leger & Puget (1984) and Allamandola et al. (1985) independently proposed
PAH as the carrier of 2175 Å bump. Similar to graphite, the π → π∗ transition in
PAH is considered to be the origin of this absorption. Fine band emission observed in
the 10µm waveband region has characteristics similar to PAHs. Therefore, it is highly
expected that minute PAHs exist in interstellar space. No PAH has been found that
matches 2175 Å bump, and “astronomical PAH” is considered to be a mixture of multiple
types of PAHs. Surface plasmon resonance occurring in carbon onions can be an another
candidate for 2175 Å bump origin (Henrard et al. 1997; Tomita et al. 2002; 2004). Stephens
(1980) measured the extinction of carbonaceous smoke and found that graphite particle
with a radius a = 0.03µm had a extinction peak at a wavelength λ−1 = 4.2µm−1,
whereas amorphous carbon particles with a = 1.3 nm and a = 5nm had a extinction
peak at λ−1 = 4.0µm−1 and λ−1 = 4.2µm−1, respectively. If there are minute amorphous
carbon particles, the absorption peak shifts to the short wavelength side, so 2175 Å bump
can be explained. However, Aannestad (1995) argued that amorphous carbon dust may
be present as long as a few percents of the carbonaceous dust, but cannot be replaced
by graphite to fit the extinction curve. In this regard, in their analysis, the dust size
distribution was assumed to be n(a) ∝ a−3.5 and the maximum dust size was set to
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amax = 0.25µm, so too much weight may be placed on the large dust grains. Some
laboratory simulation results suggest that amorphous carbons better than graphite to fit
the extinction curve (Colangeli et al. 1995; Zubko et al. 1996).
1.5.4. 3.4 Micron Feature
The existence of amorphous dust composed of hydrocarbons has also been suggested.
The 3.4µm feature is C-H stretching vibrational mode whose carrier is hydrogenated
amorphous carbon (Duley & Williams 1981; 1983). Observations show that the 3.4µm
polarization feature is negligibly small (Adamson et al. 1999; Chiar et al. 2006). If the
3.4µm feature source is amorphous hydrocarbon dust, this means that the shape of the
amorphous hydrocarbon dust is nearly spherical.
1.6. Motivation
To observe the CMB B-mode polarization originating from primordial gravitational waves,
several ground and space observation experiments have been implemented or are under
planning [e.g. ACTPol (Naess et al., 2014); BICEP2/3 and the Keck Array (Grayson
et al., 2016); CLASS (Essinger-Hileman et al., 2014); GroundBIRD (Oguri et al., 2016);
LiteBIRD (Matsumura et al., 2014); PIPER (Gandilo et al., 2016); POLARBEAR and the
Simons Array (Arnold et al., 2014); QUIJOTE (Rubiño-Mart́ın et al., 2012); the Simons
Observatory (Ade et al., 2019); SPIDER (Gualtieri et al., 2018); SPTPol (Austermann
et al., 2012) ]. Three factors hinder polarization observation: weak signal strength, data
calibration, and component separation. In the CMB polarization observation experiments
currently underway, the weak signal strength can be overcome because they have a sensi-
tivity of more than to detect the tensor-to-scalar ratio of r ∼ 10−3. Therefore, the issue is
the improvement of the component separation analysis technique for foreground radiation.
BICEP2 Collaboration et al. (2014) reported the discovery of the B-mode polarization
originating from primordial gravitational waves. Later, however, BICEP2/Keck Collab-
oration et al. (2015) verified the observation results of BICEP2/Keck Array and Planck,
and concluded that the discovered B-mode polarization signal was derived from inter-
stellar dust. This shows that the B-mode polarization signal originating from primordial
gravitational waves is embedded in dust radiation. Therefore, understanding foreground
radiation, especially dust radiation, is very important in the B-mode polarization obser-
vation. To date, B-mode polarization originating from primordial gravitational waves has
not been detected, and Planck Collaboration et al. (2018a) have provided the upper limit
on the tensor-to-scalar ratio of r < 0.06.
In the CMB analysis, the thermal dust emission is assumed to be an MBB, and the
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spectral index of the emissivity β is treated as a constant. However, there is a previous
study that β has temperature and frequency dependences. Besides, in the case of spherical
crystal dust, the value expected from theory (β = 2: see Sec. 1.5.2) does not match the
observed value (β ≃ 1.6: Planck Collaboration et al. 2014a). The origin of this difference
is unclear, but the amorphous nature of the dust is one of the candidates. Since the
thermal emission spectrum from amorphous dust cannot be expressed by a simple power-
law model, it is not obvious whether the MBB assumption can be sufficiently satisfied
for future high-precision CMB experiments. It is very important to formulate amorphous
dust emission as beyond the MBB model. In contrast to the phenomenological MBB
model, amorphous dust emission based on the TLS model that is physically motivated
has been proposed. Meny et al. (2007) formulated the thermal amorphous dust radiation
spectrum based on the TLS model. However, they dealt only with intensity and did not
consider polarized radiation. To apply amorphous dust radiation based on the TLS model
to CMB analysis, we need to revise the dust model.
Unknown radiation called AME is detected in the 10–30GHz frequency band. AME ap-
pearing in a bump shape in the 10–30GHz band is considered to be dust-derived radiation
because it is spatially correlated with dust emission. Conventionally, it has been thought
that the influence of dust appears from infrared to submillimeter waveband. On the other
hand, it has been found that dust radiation plays an important role also in microwave.
So far, no polarized AME has been detected and it cannot be determined whether the
AME is polarized. If AME produces polarized radiation, it becomes an additional noise
source for the CMB B-mode polarization detection. It is necessary to investigate in detail
what radiation mechanism AME causes and whether AME is polarized. Since elucidating
the AME mechanism is a complex puzzle, it is extremely important to investigate various
possibilities.
From Kirchhoff’s law, the radiation mechanisms of the foreground are also CMB ab-
sorption sources. Since, at the CMB peak wavelength, the dust mainly contributes to the
absorption, the CMB temperature may be erroneously estimated unless the extinction ef-
fect due to dust is taken into account. We name the absorption of CMB by the interstellar
matter as the CMB shadow. There is no previous study that quantitatively evaluated the
contribution of the CMB shadow and incorporated it into the CMB analysis. Under the
optically thin approximation, these effects are negligible. However, the CMB shadow can




This thesis investigates the optical properties of interstellar amorphous dust, which gener-
ates foreground radiation, to aim detection of the CMB B-mode polarization originating
from primordial gravitational waves. The objectives are:
1. To construct the amorphous dust emission and absorption model based on the phys-
ically motivated model. The intensity and polarization spectrum in the frequency
band from far-infrared to microwave is derived self-consistently based on the TLS
model.
2. To verify the candidate of the AME mechanism model. The constructed emission
model is compared with the observation data of AME to investigate whether the
thermal amorphous dust radiation based on the TLS model can be the origin of
AME.
3. To estimate the effect of the CMB shadow. A radiation model considering the CMB
shadow is constructed.
1.8. Outline
Chap. 2 presents the effect of CMB shadow due to interstellar matter. CMB shadow is
an effect caused not only by dust but also by electrons and ionized gas in interstellar
space. It shows how much CMB absorption by each component can affect CMB intensity
and polarization observation. Chap. 3 shows the TLS model, which explains the low-
temperature properties of amorphous materials. Electric susceptibility based on the TLS
model is derived, and heat capacity and thermal conductivity of amorphous material are
estimated. Chap. 4 shows the spectral energy distribution (SED) model. The total and
polarized flux of thermal emission from amorphous dust is modeled using the electric
susceptibility of amorphous dust derived in Chap. 3. The other radiation component
models used in this study are also summarized. In Chap. 5, SED fitting is performed by
adapting the SED modeled in Chap. 4 to the intensity and polarization observation data
of Perseus MC and W43 from far-infrared to microwave. It is verified whether our model
can reproduce the observed data and whether thermal radiation from amorphous dust
can be the origin of AME. In Chap. 6, based on the results in Chap. 5, the properties
of amorphous dust expected by our model and the effect of CMB shadow is discussed.
The room for improvement of the amorphous model are also discussed. The last part
of Chap. 6 summarizes what our model predicts for future observations. Chap. 7 is the
conclusion of this thesis.

CMB Shadow 2
The Galactic interstellar matter is a serious obstacle for precision observations of CMB
temperature fluctuation and polarization. Especially the first detection of the B-mode
polarization signal of CMB imprinted by primordial gravitational waves is severely dis-
turbed by them. The main components of the Galactic interstellar matter which prevent
the detection of the CMB B-mode polarization signal are relativistic electrons, ionized
gases, and dust. The effect of the emission from these components, which is synchrotron
emission from the relativistic electrons, free-free emission from ionized gases, and thermal
emission from dust in the microwave, has been studied widely. According to Kirchhoff’s
law, any emission mechanisms accompany finite absorption. However, few studies on the
effect of the absorption of the CMB due to these components have been done. We refer
to the absorption of the CMB due to the interstellar matter as the CMB shadow. Since
the forthcoming CMB experiments are requiring extremely high precision measurements,
it is worth to see whether the CMB shadow has a significant impact on the precision. In
this section, we demonstrate that the CMB shadow due to the Galactic dust has a non-
negligible effect on the high precision observations of the CMB temperature fluctuation
and polarization. This is an alternative reason why the construction of a physically moti-
vated microwave emission model from the Galactic dust is crucially important to realize
high precision CMB measurements aimed by on-going and forthcoming CMB missions.
2.1. CMB Shadow for Intensity
The extinction of the CMB intensity due to the Galactic interstellar matter is considered
in this section. Relativistic electrons, ionized gases, and dust are considered, which emit
synchrotron emission, free-free emission, and thermal emission, respectively. As for the
source of anomalous microwave emission (AME), the spinning dust model is adopted (see
Sec. 1.4.2). The absorption coefficient of each component is calculated by Kirchhoff’s































20 2 CMB Shadow
where c is the speed of light, e is the elementary charge, me is the electron mass, B⊥ is
the amplitude of the perpendicular component of the magnetic field to the direction of
the electron’s velocity, and Γ is the gamma function. The electron energy distribution
per unit volume, Ne, is assumed to follow the power-law model:
Ne(E)dE = N0E
−pdE; Emin ≤ E ≤ Emax. (2.2)
The amplitude of the magnetic field is assumed to be B⊥ = 1µG which is the typical value
of the interstellar magnetic field. Let the spectral index be p = 3 and other parameters
are set to reproduce the brightness temperature of 20K at 408MHz (Planck Collaboration









where kB is the Boltzmann constant, Te is the electron temperature, Z is the charge
number of an ion, ne and ni are the number densities of electrons and ion gases, respec-
tively, and gff is the Gaunt factor estimated by Eq. (4.29). The electron temperature is
set at 7000K and the line of sight column density of the electron is set to reproduce the
emission measure1 of 13 cm−6 pc, which are whole sky average values provided by Planck










The power-law model is adopted as the frequency dependence of the absorption coefficient.
The spectral index of the absorption coefficient is set to 1.62 which is the whole sky
average value and the line of sight column density of dust is set to reproduce the optical
depth of 4.50 × 10−6 at 353GHz, which are the mean values over the whole sky (Planck
Collaboration et al., 2014a). The absorption coefficient of the spinning dust is modeled


























where a is the dust radius, µ⊥ is the electric dipole moment perpendicular to the rotation
axis, ρ is the mass density of a dust grain, Trot is the rotational temperature, and ngr is the
number density of dust grains. By setting parameters’ values as a = 5 Å, ρ = 2g cm−3,
1The emission measure (EM) is defined as EM =
∫
ds ne ni.
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Figure 2.1.: The flux density (dashed curves) and the CMB shadow (solid curves) due to each
component of the interstellar matter.
and Trot = 50K, the frequency νT is estimated to be 18GHz. The column density of the
spinning dust is so as to provide the peak intensity of the AME relative to the far-infrared
peak of the thermal dust emission to be 10−4.
The frequency dependence of the CMB shadow is shown in Fig. 2.1. For comparison,
frequency dependence of the CMB temperature fluctuation with δT = 70µK which is the
root mean square value at ℓ ∼ 180 is overlaid in Fig. 2.1. It shows that the contribution
of CMB shadow by spinning dust is around 1% near the AME peak frequency. The dust
extinction is at most 1% of the temperature fluctuation below 160GHz. Extinction due
to relativistic electrons and ionized gases is negligible for all frequency range.
2.2. CMB Shadow for Polarization
The polarized extinction for the CMB intensity due to the Galactic interstellar matter
is considered in this section. The polarized signal caused by the CMB shadow due to
each component is estimated by multiplying polarization degrees to Eqs. (2.1) and (2.3)–
(2.5). We assume that the ionized gases do not cause any polarization signal by the CMB
shadow since the free-free emission is unpolarized except the edge of the H II regions. The
polarization degrees of the dust emission and synchrotron emission are set to 7% (Planck
Collaboration et al., 2015) and 10%, respectively. According to Planck Collaboration et al.
(2016c), the relative intensity of B-mode polarization to E-mode polarization contained in
the interstellar dust polarization signal is about 1/3. A factor of 1/3 is further multiplied
to the polarization degrees of 7% to estimate the B-mode CMB polarization extinction
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Figure 2.2.: The polarization flux density (dashed curves) and the polarization for the CMB
shadow (solid curves) due to each component of the interstellar matter.
due to dust. According to Krachmalnicoff et al. (2018), the relative intensity of B-mode
polarization to E-mode polarization contained in their synchrotron polarization signal
is about 1/3. A factor of 1/3 is further multiplied to the polarization degrees of 10%
to estimate the B-mode CMB polarization extinction due to relativistic electrons. The
results are shown in Fig. 2.2. No polarization signal associated with the AME has been
detected. The current upper limit of the polarization degrees of the AME associated
with some molecular clouds is about 0.3%–0.4% (see Sec. 1.4.1). Therefore, AME may be
unpolarized. As for reference, the CMB polarization extinction curve due to the polarized
AME with the polarization degree of 10−4 % which is the expected polarization degree
of the AME when the spinning dust is the carrier (Draine & Hensley, 2016) is shown in
Fig. 2.2. For comparison, the CMB E-mode polarization spectrum with δTE = 0.7µK
and the CMB B-mode polarization spectrum with the tensor-to-scalar ratio r = 0.06
and r = 0.01 at ℓ = 80 are overlaid. The angular scale at ℓ ∼ 80 corresponds to the
decoupling epoch. The E-mode temperature in the reionization bump is several times
lower than that of the decoupling epoch, and the E-mode component of CMB shadow
due to dust is considered to be twice as large as the component of B-mode. Therefore,
the results show that the CMB shadows are negligible for E-mode reionization bump
measurement. However, the B-mode polarization caused by the CMB shadow due to dust
is comparable to or larger than the intrinsic CMB B-mode polarization when r ∼ 0.06.
TheB-mode polarization caused by the CMB shadow due to the spinning dust is negligibly
small compared with the intrinsic CMB B-mode polarization imprinted by the primordial
gravitational wave of r ∼ 0.01. To see how polarized AME has impact on the measurement
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of the intrinsic CMB B-mode polarization imprinted by the primordial gravitational waves
if the polarization fraction of AME is comparable to the current upper limits, the B-mode
polarization signal caused by the CMB shadow due to AME if it is polarized with the
polarization degree of as small as 0.1% is shown in Fig. 2.2. The polarized CMB shadow
due to relativistic electrons much smaller than the CMB B-mode polarization generated
by the primordial gravitational waves.
2.3. Summary of CMB Shadow
We showed the CMB shadow due to the Galactic dust has a non-negligible effect on
the high precision observations of the CMB temperature fluctuation and polarization.
Especially, the amplitude of the B-mode polarization signal caused by the CMB shadow
due to the Galactic dust is comparable or larger than the amplitude of the CMB B-
mode polarization imprinted by the primordial gravitational wave when r < 0.06. If the
AME polarized with the polarization degree of larger than 0.1%, contamination of the
B-mode polarization to the CMB shadow by the AME carrier has slightly exceeded the
amplitude of the CMB B-mode polarization imprinted by the primordial gravitational
wave if r < 0.01. Therefore, detail modeling of the SED of the thermal emission from
dust in the microwave range is crucially important. In this thesis, we try to construct the
detail SED model of the thermal emission from dust based on the fundamental physics of
the amorphous dust.
A paper that summarizes details of studies presented in this section is going to be




Zeller & Pohl (1971) found that the low-temperature properties of amorphous materials
are remarkably different from that of crystalline counterparts. For crystalline materials,
the heat capacity and the thermal conductivity at low temperature are both in proportion
to the cube of the temperature. For amorphous materials, on the other hand, the heat
capacity is proportional to temperature and the thermal conductivity increases as the
square of the temperature. These unique thermal properties of the amorphous materials
occur universally and do not depend on component elements of the amorphous materials.
Anderson et al. (1972) and Phillips (1972) independently proposed the two-level systems
(TLS) model to explain the peculiarity of amorphous materials. The heat capacity of
the TLS with energy difference E can be described as the function of the temperature
having a maximum at kBT ≃ 0.42E, which is called Schottky heat capacity (c.f. Kittel
2004). Assuming the uniform distribution of E in the amorphous material, an envelope
curve of the Schottky heat capacities with various E is in proportion to the temperature.
The thermal conductivity is given by κ = CV cs l/3, where CV is the heat capacity, cs is
the sound velocity, and l is the mean free path of a phonon. The mean free path of the
crystalline material is independent of the temperature. In contrast, for the amorphous
material, the mean free path varies inversely with the temperature, and as a consequence,
the thermal conductivity is proportional to the square of the temperature (c.f. Phillips
1987).
The basic concept of the TLS model is explained. Some atoms constituting an amor-
phous material have metastable states due to crystal structure distortion and are trapped
in double-well potentials shown in Fig. 3.1. Anderson et al. (1972) and Phillips (1972)
assumed that the double-well potential can be described by the superposition of two adja-
cent harmonic potentials and the metastable states approximate the superposition of the
ground states of each harmonic potential. Hereafter, we call this model the standard TLS
model. The standard TLS model achieves success because this model can well explain
the amorphous properties below 1K.
In this chapter, we apply the standard TLS model to the interaction between amor-
phous materials and electromagnetic waves and derive the electric susceptibilities of the
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Figure 3.1.: The black solid curve is a schematic double-well potential V in which an atom
is trapped. The gray dashed curves denote harmonic potentials V1 and V2. The
black dashed lines show the ground and the first excited energies E1 and E2,
respectively.
amorphous materials1. In the previous studies, only the imaginary part of the dielectric
constant was calculated and its real part is set to the constant value provided by labo-
ratory measurements. The real and imaginary parts of the dielectric constant cannot be
given independently because they must satisfy the Kramers-Kronig relation. Therefore,
in this study, the real part of the electric susceptibility is also derived self-consistently. In
addition, previous studies introduced some approximations to obtain analytical solutions.
However, in this study, the electric susceptibility derived from the standard TLS model is
described more accurately, regardless of the analytical solution. We also deduce the heat
capacity and the thermal conductivity based on the standard TLS model.
3.1. Basics of the Standard TLS Model
To begin with, this section introduces the basic concepts of the standard TLS model.
In the case that adjacent harmonic potentials V1 and V2 exist independently, the 1-D











|ϕi⟩ = ϵi|ϕi⟩ with i = 1, 2, (3.1)
where Hi are the Hamiltonians, |ϕi⟩ are the ground states for each harmonic potential,
and ϵi are their energy eigenvalues. Since the wave functions ⟨x|ϕi⟩ are localized around
1This thesis applies the standard TLS model in the same way as Nashimoto et al. (2020).
2Assuming that the amorphous material has the disorderly crystal structure isotropically, the direction
dependence can be ignored. However, it is not evident whether there is an anisotropic amorphous
material.
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the bottoms of the harmonic potentials Vi, overlap between ⟨x|ϕ1⟩ and ⟨x|ϕ2⟩ is negligible,
and then ⟨ϕ1|ϕ2⟩ is almost zero. The complete Hamiltonian H can be written as,
H = Hi + (V − Vi), (3.2)
where V is the double-well potential. The ground state and the first excited state of the
complete Hamiltonian, |ψ1⟩ and |ψ2⟩, obey the following eigenvalue equations,
H|ψj⟩ = Ej|ψj⟩ with j = 1, 2, (3.3)
where E1 and E2 are the ground energy and the first excited energy, respectively. The
standard TLS model assumes that |ψj⟩ can be described by a superposition of the ground













ϵ1 + ⟨ϕ1|(V − V1)|ϕ1⟩ ⟨ϕ1|H|ϕ2⟩






Since |ϕi⟩ are localized at the bottom of Vi and small in the potential barrier, the terms
⟨ϕi|(V − Vi)|ϕi⟩ are negligible compared to ϵi. Two variables characterizing the TLS are
introduced as,
∆ ≡ ϵ2 − ϵ1, (3.6)
∆0 ≡ 2⟨ϕ1|H|ϕ2⟩ = 2⟨ϕ2|H|ϕ1⟩, (3.7)
where ∆ is the energy difference between the two localized ground states of each harmonic
potential and characterizes the degree of asymmetry of the double-well potential (see the
schematic double-well potential in Fig. 3.1), and ∆0 characterizes the degree of the cross
correlation between the states located in two minima of the double-well potential. The
tunnel splitting energy ∆0 can be approximated by
∆0 = !Ωe−λ, (3.8)
where !Ω is the order of ϵ1 and ϵ2, and λ is the tunneling parameter. The tunneling
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where VB is the height of the potential barrier and d is the separation distance between
the two potential minima (see Fig. 3.1). By setting the mean of ϵ1 and ϵ2 the zero levels,





















where E is the energy splitting of the TLS. By normalizing the states |ψ1⟩ and |ψ2⟩, the
expansion coefficients cij are calculated as,
c11 = cos θ, (3.14)
c12 = − sin θ, (3.15)
c21 = sin θ, (3.16)
c22 = cos θ, (3.17)
where
cos 2θ ≡ ∆/E and sin 2θ ≡ ∆0/E. (3.18)
Substituting Eqs. (3.14)–(3.17) for Eq. (3.4), |ψ1⟩ and |ψ2⟩ are given by
|ψ1⟩ = cos θ|ϕ1⟩ − sin θ|ϕ2⟩, (3.19)
|ψ2⟩ = sin θ|ϕ1⟩+ cos θ|ϕ2⟩. (3.20)
Since the standard TLS model assumes that the states |ϕ1⟩ and |ϕ2⟩ satisfy the orthonor-
mality (⟨ϕi|ϕj⟩ = δij; where δij is Kronecker delta) and the completeness (|ϕ1⟩⟨ϕ1| +
|ϕ2⟩⟨ϕ2| = Î; where Î is the identity operator), the states |ψ1⟩ and |ψ2⟩ are the complete
orthonormal system due to Eqs. (3.19) and (3.20). Therefore, an arbitrary state of the
TLS |ψ⟩ can be described by the linear combination of |ψ1⟩ and |ψ2⟩:
|ψ⟩ = a1(t)|ψ1⟩+ a2(t)|ψ2⟩. (3.21)
The complex coefficients with the time dependence, a1 and a2, are satisfied the identical
equation:
|a1|2 + |a2|2 = 1. (3.22)
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The state of the TLS is described in detail. Four operators can be defined with the
eigenstates |ψ1⟩ and |ψ2⟩, such as
σ̂+ ≡ |ψ2⟩⟨ψ1|, (3.23)
σ̂− ≡ |ψ1⟩⟨ψ2|, (3.24)
σ̂w ≡ |ψ1⟩⟨ψ1|− |ψ2⟩⟨ψ2|, (3.25)
σ̂I ≡ |ψ1⟩⟨ψ1|+ |ψ2⟩⟨ψ2|. (3.26)
The operator σ̂I is the identity operator. New operators σ̂u and σ̂v are defined by σ̂+ and
σ̂− as,
σ̂u ≡ σ̂+ + σ̂−, (3.27)
σ̂v ≡ −i (σ̂+ − σ̂−) . (3.28)





























These matrices are Pauli matrices. In order to make clear the physical meanings of these
operators, let them act on |ψ⟩ and we can calculate the expectations of each operator,
u+, u−, and w, such as,
u+ = ⟨ψ|σ̂+|ψ⟩ = a1a∗2, (3.31)
u− = ⟨ψ|σ̂−|ψ⟩ = a∗1a2, (3.32)
w = ⟨ψ|σ̂w|ψ⟩ = a1a∗1 − a2a∗2. (3.33)
As can be seen from these equations, σ̂+ and σ̂− play the role of ladder operators and σ̂w
measures a difference of the probabilities of finding an atom in each state. The operator
σ̂+ represents emission due to the excitation of the ground state |ψ1⟩ to the excited state
|ψ2⟩. On the other hand, the operator σ̂− represents absorption due to the downward
transition from the excited state to the ground state.
3.2. Interaction between TLS and Electromagnetic Wave
We derive the equation describing the interaction between the TLS and electromagnetic
waves from Schrödinger equation. The Hamiltonian H ′ describing the interaction between
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the TLS and an electric field is given as,
H ′ = −qr · E local(r), (3.34)
where q is the electric charge of an atom, r is its position vector, and E local is the local
electric field working on its position. The following Schrödinger equation expresses time
evolution of the states of the atom exposed to the local electric field as,
i!∂|ψ⟩
∂t
= (H +H ′) |ψ⟩. (3.35)






= ⟨ψ1| (H +H ′) |ψ1⟩a1 + ⟨ψ1| (H +H ′) |ψ2⟩a2; (3.36a)
i!da2
dt
= ⟨ψ2| (H +H ′) |ψ1⟩a1 + ⟨ψ2| (H +H ′) |ψ2⟩a2. (3.36b)
The terms ⟨ψi|H ′|ψj⟩ in Eqs. (3.36a) and (3.36b) are calculated as,
⟨ψi|H ′|ψj⟩ ≃ (c1ic1j − c2ic2j)d0 · E local, (3.37)
where the electric dipole moment of the atom trapped in each harmonic potential, d0, is
defined as,
d0 ≡ −⟨ϕ1|qr|ϕ1⟩ = ⟨ϕ2|qr|ϕ2⟩. (3.38)
In Eq. (3.37), the cross terms, ⟨ϕ1|qr|ϕ2⟩ and ⟨ϕ2|qr|ϕ1⟩, are negligible compared with d0.
We choose the middle point between two potential minima as the origin of the coordinate.











+ Ω0 cos 2θ
)







+ Ω0 cos 2θ
)
− ia1Ω0 sin 2θ, (3.39b)
where !ω0 ≡ E and !Ω0 ≡ d0 · E local. Eqs. (3.39a) and (3.39b) is replaced with the






= ±iu±(ω0 − 2Ω0 cos 2θ)± iwΩ0 sin 2θ; (3.40a)
du
dt
= −v(ω0 − 2Ω0 cos 2θ); (3.40b)
dv
dt
= u(ω0 − 2Ω0 cos 2θ) + 2wΩ0 sin 2θ; (3.40c)
dw
dt
= −2vΩ0 sin 2θ, (3.40d)
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where u ≡ u+ + u− and v ≡ −i(u+ − u−). Defining a vector R ≡ (u, v, w), which is




Ω ≡ (−2Ω0 sin 2θ, 0, ω0 − 2Ω0 cos 2θ). (3.42)
Eq. (3.41) is Bloch equation. Since Bloch equation is the differential equation describing
the precession, atoms absorbing photons cause the optical nutation between the TLS,
which is called the Rabi nutation. Including the effect of relaxation due to the interaction
















where τ+ is the dephasing time and τw is the population relaxation time. The inserted
term w̄ shows the instantaneous equilibrium state and originates from the energy-level
shifting due to incidence of the electromagnetic wave as follows,
E1 → E1 + (d0 cos 2θ) · E local, (3.44)
E2 → E2 − (d0 cos 2θ) · E local. (3.45)
Let us solve the phenomenal Bloch equations presented as Eqs. (3.43a) and (3.43b). In
the case that the incident electric field is weak enough to ignore the nonlinear response,
the Bloch equations can be solved perturbationaly. First, we derive the zeroth-order
solutions which correspond to the thermal equilibrium state before the electromagnetic
wave incidence. In the thermal equilibrium at temperature T , the population rates of
each state peq1 and p
eq
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where δ is the phase coefficient. Since δ take random values through the whole amorphous
material, we may assume u(0)± = 0.






















[−2(d0 cos 2θ) · E local] = −








Therefore, the Fourier components of the first-order solutions of the Bloch equations, û(1)+ ,
û(1)− , and û
(1)




d0 · Ê local sin 2θ

















where Ê local is the Fourier component of the local electric field;
E local(t) =
∫
dω Ê local(ω)e−iωt. (3.54)
3.3. Distribution Function of TLS’s Parameters
In the previous section, one atom’s behavior is dealt with, but from this section, all
atoms composing an amorphous material are taken into account. Since not every atom
composing an amorphous material has the same mass, lattice spacing, and deformation
degree, each atom is trapped in different-shaped potentials. To take into account such
variation, we introduce a distribution function of ∆ and ∆0. Anderson et al. (1972) and
Phillips (1972) proposed that the probability of finding ∆ and λ at some value is uniform
since the possible range of these variables is narrowly limited. The distribution function
of ∆ and ∆0, f(∆, ∆0), is then given by:









3.3 Distribution Function of TLS’s Parameters 33
where P0 is the constant providing the number density of atoms trapped in the TLS, nTLS,
































The upper and lower bounds for the tunneling splitting, ∆max0 and ∆
min
0 , are introduced
to avoid divergence of the probability distribution function. As shown in Eq. (3.13), the
boundary values, ∆max, ∆min, ∆max0 , and ∆
min
0 , are related to each other through the










In many previous studies (e.g., Meny et al. 2007), to obtain an analytical solution, the
TLS model is calculated with Emax as infinity, but Emax is a finite value as can be seen
from Eq. (3.58). We treat ∆max as a dependent variable of ∆min0 . For simplicity, we set
∆min to zero. In Eq. (3.56), nTLS is expressed as a function of ∆max0 and R∆0 . However,
P0 is practically a function of ∆max0 and R∆0 and nTLS is the fixed parameter for each
amorphous material. Fig. 3.2 shows the R∆0 dependence of P0 calculated with Eq. (3.56).
As seen from Fig. 3.2, P0 is the monotonically increasing function of R∆0 , diverges to
positive infinity as R∆0 → 1, and converges to 0 as R∆0 → 0. Besides, we define the
variable u ≡ ∆0/E and get the distribution function of E and u, f ′(E, u):
f(∆, ∆0) d∆ d∆0 = f










where |∂(E, u)/∂(∆, ∆0)| is the Jacobian. Hubbard et al. (2003) considered the frequency
















, for ω > ωmax,
(3.60)
where ωmax ≡ Emax/!. Meny et al. (2007) proposed improving the ODOS to avoid
breaking at ω = ωmax. This thesis does not consider this effect because this study is based
on the original TLS model proposed by Anderson et al. (1972) and Phillips (1972). In this
34 3 Standard Two-Level Systems Model






















Figure 3.2.: The dependence of P0 on R∆0 . The value of ∆min is set to zero.
thesis, the Gaussian distribution function for the potential barrier height VB proposed by












, for VB > Vmin;






















3.4. Dielectric Constant of Amorphous Materials
We deduce the dielectric constant originated from the TLS. For this purpose, we calculate
the electric dipole of the amorphous particle stimulated by the incidence of the electric
field:





= − (u+ + u−)d0 cos 2θ − wd0 sin 2θ. (3.64)
As mentioned in Sec. 3.1, the expectations u± represent the transition between the TLS
due to absorption and emission of the electromagnetic wave and the expectation w re-
laxes to the instantaneous thermal equilibrium value. The former processes refer to the
resonance transition and the latter refers to the relaxation process, respectively.
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3.4.1. Resonance Transition
We derive the dielectric constant due to the resonance transition. The electric dipole
moment caused by the resonance transition, dres, stimulated by an electromagnetic wave



















1 + i(ω − ω0)τ+
− 1




The electric polarization due to the resonance transition Pres is calculated by averaging





d∆ f(∆, ∆0)dres. (3.66)
In generally, the electric polarization P of an isotropic and spherical particle is related to
the external electric field Eext,
P = χ0Eext, (3.67)
where χ0 is the electric susceptibility for the response to an external electric field. Note
that χ0 is different from the electric susceptibility χ for the macroscopic internal electric
field, which is related to the dielectric constant ε by a relation ε−1 = 4πχ. In this thesis,
χ0 is called electric susceptibility unless otherwise noted. In spherical dielectric material,





P · Ê local
|Ê local|2
. (3.68)
By assuming that the directions of d0 relative to the local electric field Ê local are ran-
domly distributed, the average of (d0 · Ê local)2 becomes |d0|2|Ê local|2/3. Then, the electric























1 + i(ω − ω0)τ+
− 1
1 + i(ω + ω0)τ+
]
. (3.69)
Meny et al. (2007) considered the terms in square brackets as δ functions. Although this
approximation holds for 1/τ+ ≪ ω0, it is not clear whether this assumption is satisfied in
amorphous dust. Therefore, in this study, the integral in Eq. (3.69) is solved numerically
with the full expression. Fig. 3.3 shows the frequency dependence of the dielectric constant
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due to the resonance transition deduced by Eq. (3.69). The real part of the dielectric
constant due to the resonance transition εres has local maximum and minimum. The
imaginary part of εres is represented by the Lorentzian function of frequency, which is
the peak-shape function. Fig. 3.3a shows that the frequency occurring the resonance
transition is larger as the maximum of the tunnel splitting energy∆max0 increases. Fig. 3.3b
shows that the distribution range of the splitting energy E gets narrow as R∆0 gets
close to 1. Fig. 3.3c shows that the lower temperature becomes, the more the resonance
transition occurs. This arises from, as seen Eq. (3.65), the electric dipole moment caused
by the resonance transition increases with decreasing temperature. Fig. 3.3d shows that
the resonance transition bandwidth becomes smaller and the dielectric constant has the
sharper peak as τres increases.
3.4.2. Relaxation Process
This section describes how the relaxation process contributes to the electric susceptibility.
The electric dipole moment due to the relaxation process is written as,
drel ≃ −ŵ(1)d0 cos 2θ =













There are two main relaxation processes. One is quantum tunneling in which an atom
passes through the potential barrier by the quantum effect with phonon assistance. The
other is hopping where an atom climbs over the potential barrier by gaining enough energy
due to thermal fluctuation. The relaxation time τw, in other words, the relaxation event
rate is different in each relaxation process.
Phonon Assisted Tunneling Relaxation
We estimate the tunneling relaxation time τtun and the electric susceptibility due to tun-
neling χtun0 . The transition rate from the ground state |ψ1⟩ to the first excited state |ψ2⟩
is defined as w12 and the transition rate from |ψ2⟩ to |ψ1⟩ is defined as w21. The rate






= −p1w12 + p2w21; (3.71a)
dp2
dt
= +p1w12 − p2w21. (3.71b)






= −(w12 + w21)p1 + w21; (3.72a)
dp2
dt
= −(w12 + w21)p2 + w12. (3.72b)
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Figure 3.3.: The frequency dependence of the dielectric constant due to the resonance transi-
tion. The upper panel of each figure is the real part of the dielectric constant and
the lower one is its imaginary part. Figs. (a)–(d) show εres changing the parameter
values of ∆max0 , R∆0 , T , and τ+, respectively. The values of other parameters are
fixed as ∆max0 /h = 10GHz, R∆0 = 0.01, T = 15K, and τ+ = 10
−11 s.
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At thermal equilibrium, the populations peq1 and p
eq
2 are given by
peq1 = w21τtun, (3.76)
peq2 = w12τtun. (3.77)
From Eqs. (3.46), (3.47), (3.76) and (3.77), the relation between w12 and w21 is obtained
as






With Fermi’s Golden Rule, the transition probability from |ψ1⟩ to |ψ2⟩ due to the phonon







∣∣2 V fBE(E)Dj(E) δ(!ω0 = E) dE, (3.79)
where V is the volume of the amorphous material, fBE(E) is the Bose-Einstein distribution



















In these expressions, cl and ct are velocities for the longitudinal waves and the transverse
waves, respectively. The perturbation Hamiltonian H ′e expresses the interaction with the
phonon field:
H ′e,j = de,jej, (3.83)
where de,j is the amplitude of the elastic dipole for the longitudinal waves and the trans-
verse waves. The volume change ratio ej is given by


















αk(t) exp(ik · r)− α†k(t) exp(−ik · r)
]
, (3.84)
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where uj is the displacement vector, αk and α
†
k are the ladder operators for phonon with
the wave vector k, ωk,j are the angular frequency for the longitudinal and transverse waves
with k, êk,j are the polarization spectra of the mode ωk,j, k is the wave number (k ≡ |k|),
and ρ is the mass density. Assuming that the wavelength of a phonon is much larger than
the particle size, the turm |⟨ψ2|H ′e,j|ψ1⟩|2 is estimated as,
∣∣⟨ψ2|H ′e,j|ψ1⟩








where γj are defined as
γj = −⟨ϕ1|de,j|ϕ1⟩ = ⟨ϕ2|de,j|ϕ2⟩ with j = l, t. (3.86)























Then, from Eqs. (3.70) and (3.87), the complex susceptibility for the tunneling relaxation






















Fig. 3.4 shows the frequency dependence of the dielectric constant due to the tunneling
relaxation process deduced by Eq. (3.88). As for the dielectric constant due to tunneling,
on the high-frequency side, its real part is inversely proportional to the square of the
frequency, and its imaginary part is inversely proportional to the frequency. On the
other hand, on the low-frequency side, its inclination becomes flatter. Fig. 3.4a shows
that the boundary frequency whose frequency dependence changes increases as ∆max0
increases. Fig. 3.4b indicates how R∆0 affects the frequency dependence of the dielectric
constant. The dielectric constant becomes larger as R∆0 gets close to 1. Fig. 3.4c shows
that the dielectric constant increases with increasing temperature. However, the effect of
temperature for the imaginary part is negligible around typical dust temperatures.
Hopping Relaxation
We derive the electric susceptibility due to hopping relaxation. The hopping relaxation










where τ 0hop has a different value for each amorphous material. The relaxation time scale
of the hopping is sensitive to the height of the potential barrier VB because the happing
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Figure 3.4.: The frequency dependence of the dielectric constant due to the tunneling relax-
ation process: the upper panel of each figure indicates the real part and the lower
one is the imaginary part. Line styles are the same as in Fig. 3.3.
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relaxation event occurs more seldom as VB becomes larger. By taking into account the





























Fig. 3.5 is the frequency dependence of the dielectric constant due to the hopping re-
laxation process calculated by Eq. (3.90). Fig. 3.5a shows χhop0 hardly depends on the
maximum of the tunneling splitting energy since the hopping relaxation occurs by the
classical effect, not by the quantum effect. Fig. 3.5b shows the same features in Fig. 3.4b.
Fig. 3.5c shows that the higher temperature is, the larger the dielectric constant becomes.
This results from that there are more energetic atoms going over the potential barrier as
increasing temperature.
3.5. Heat Capacity
This section derives the heat capacity based on the standard TLS model and confirms
that the heat capacity is proportional to temperature at low temperatures. The heat











By integrating CSchottky with the distribution function f(∆, ∆0), the heat capacity of the











































where x ≡ E/∆max0 . Eq. (3.92) holds only in the case that the elapsed time t is larger
than τmaxtun . In the case of τ
min




tun must be replaced to t. If the elapsed
time t is shorter than τmintun , CTLS is 0 since the relaxation cannot occur such a short time
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Figure 3.5.: The frequency dependence of the dielectric constant due to the hopping relaxation
process: the upper panel of each figure indicates the real part and the lower one
is the imaginary part. Line styles are the same as in Fig. 3.3.
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(a) ∆max0





















∆max0 /kB = 0.01 K
∆max0 /kB = 0.03 K
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0
/kB = 0.1 K
∆max0 /kB = 0.3 K
∆max0 /kB = 1 K
(b) R∆0
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Figure 3.6.: The temperature dependence of the heat capacity calculated by the standard TLS
model for selected values of ∆max0 with R∆0 = 0.01 (a) and for selected values of
R∆0 with ∆
max
0 /kB = 0.1K (b). The green curves of each panel are the same.
scale. Fig. 3.6 shows the calculation result of the heat capacity based on Eq. (3.92). The
heat capacity CTLS is proportional to the temperature in the region Emin ! kBT ! Emax.
Fig. 3.6a shows that the heat capacity becomes in proportion to temperature at higher
temperature as increasing ∆max0 . Fig. 3.6b shows that the temperature region where the
heat capacity is proportional to temperature becomes narrower as R∆0 gets close to 1. As
E becomes smaller, the peak of the Schottky heat capacity shifts to the higher temperature
side [see Eq. (3.91)]. Therefore, as R∆0 becomes smaller, the temperature range in which
the heat capacity is proportional to the temperature shifts to the high-temperature side.
At high temperature, the total heat capacity of whole amorphous material grows as a
cubic of temperature because the contribution of lattice vibration described by the Debye
model becomes dominant. It is expected that the temperature dependence of the heat
capacity should change at very low temperatures. However, such a signature is not be
detected at T ∼ 1mK. This means that the laboratory measurements give the constraint
for the value of ∆min0 .
3.6. Thermal Conductivity
We derive the thermal conductivity based on the standard TLS model and check that the
thermal conductivity is proportional to the square of temperature at low temperatures.
We consider the process that the emitted energy due to the transition from the first excited
state to the ground state transfers to the phonon system and a phonon with energy E
releases. Due to the detailed balance between energy absorption by the TLS and energy
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where nph is the population rate of phonons and described by the Bose-Einstein distri-
bution function [see Eq. (3.80)], DTLS is the density of states of atoms contributing to
the TLS, and A21, B12, and B21 are the phonon Einstein coefficients. The density of
states of the TLS DTLS is obtained by integrating the distribution function f ′(E, u) [see
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(a) ∆max0
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∆max0 /kB = 0.03 K
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(b) R∆0
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Figure 3.7.: The temperature dependence of the thermal conductivity originated from the TLS.
Each thermal conductivity is normalized so that its value at 100K is 1. Line styles
are the same as in Fig. 3.6.







Combining Eqs. (3.99) and (3.100), the mean free paths for the longitudinal and transverse










Based on the Debye model, the heat capacities for he longitudinal and transverse waves

























dE DTLS(E) (clllCl + ctltCt) , (3.103)
where coefficient 1/3 originates from averaging the angle of the phonon velocity vector
and note that ∆min0 = R∆0∆
max
0 . Fig. 3.7 shows the temperature dependence of the
thermal conductivity calculated by Eq. (3.103). The thermal conductivity approximates
in proportional to square of temperature in ∆min0 ! kBT ! ∆max0 . At kBT ! ∆min0 ,
κTLS ∝ T 3 since the mean free path is independent of temperature [see Eq. (3.101)]. At
kBT # ∆max0 , the thermal conductivity grows linearly with temperature since lj ∝ T and




This chapter presents our spectral energy distribution (SED) model from far-infrared
to microwave. In this frequency range, the observed SED is contributed by not only
interstellar dust but also some other emission mechanisms:
⋆ Thermal dust emission,
⋆ Anomalous Microwave Emission (AME),
⋆ Free-free emission,
⋆ Synchrotron emission, and
⋆ Cosmic Microwave Background (CMB).
In this chapter, we obtain the thermal amorphous dust radiation SED based on the electric
susceptibility derived by Chap. 3. For free-free emission and synchrotron emission, we
introduce commonly used formulas. Also, the effect of the CMB shadow introduced in
Chap. 2 is incorporated in this chapter as negative radiation. The outline of this chapter is
as follows: first, in Sec. 4.1, the intensity model is introduced and then Sec. 4.2 is devoted
to the polarized SED model.
4.1. SED Model in Intensity
This section formulates intensity spectra for the five radiation mechanisms described
above. The spinning dust model (Draine & Lazarian, 1998) and the magnetic dust
model (Draine & Lazarian, 1999) were proposed as the emission mechanism of AME
(see Sec. 1.4.2). This thesis, however, does not distinguish the thermal dust emission and
AME because the purpose of this thesis is to investigate whether thermal radiation from
amorphous dust can be the origin of AME.
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4.1.1. Thermal Dust Emission
Absorption Cross Section
Interstellar dust absorbs photons from the interstellar radiation field (ISRF), gets warm,
and emits thermal radiation. Since the emissivity is equivalent to the absorptivity due
to Kirchhoff’s law, first, we calculate the dust absorption cross section to estimate the
thermal dust emission spectrum. In the long-wavelength approximation, the absorption














Since it has been reported that polarized thermal emission from dust is observed all over
the sky, the dust shape has been considered non-spherical. This thesis assumes that dust
shape is a triaxial ellipsoid with semiaxis ax ≥ ay ≥ az (see the schematic picture in
Fig. 4.2). The absorption cross section for the electric field polarized on each axis is given




Im (χ0,i) with i = x, y, z, (4.2)
























where Li are called geometric factors. From the definition of the geometric factor expressed
by Eq. (4.4), the following relation is satisfied: Lx + Ly + Lz = 1. Owing to this, we
regard Lx and Ly as independent variables and Lz as a dependent one. In the case of
a spherical particle (ax = ay = az), each geometric factor has the same value, that is,
Lx = Ly = Lz = 1/3. Since it is reasonable to support that ellipsoid dust particles
have various shapes, a dust shape distribution is introduced. Bohren & Huffman (1983)
presented continuous distributions of ellipsoids (CDEs) where the values of the geometric
factors are chosen equally in the domain of Li1. The CDE includes plate-like shapes
(Lx = Ly = 0, that is, az = 0) and needle-like ones (Lz = 0, that is, ay = az = 0).
To remove these extreme shapes, Zubko et al. (1996) suggested adding a cutoff Lmin for
1Note that the CDE does not mean that all ellipsoidal shapes distribute equally (Draine & Hensley,
2017).












Figure 4.1.: Lx–Ly plane for the ERCDE.
the CDE. This shape distribution is called the externally-restricted CDE (ERCDE). The
ERCDE with Lmin = 0 coincides with the CDE. Fig. 4.1 shows the domain of the ERCDE.
The grey colored region corresponds to the ERCDE. The point at Lx = Ly = 1/3 denotes
a sphere, and the red line and the blue one accord with a prolate spheroid (ay = az)
and an oblate one (ax = ay), respectively. The normalization constant of the ERCDE,















By integrating with the ERCDE, the ensemble average of the electric susceptibility for
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where we define following variables:
A ≡ 1− 3Lmin, (4.9)
X ≡ 1 + 1
3
(ε− 1), (4.10)
Y ≡ 1 + Lmin(ε− 1), (4.11)
Z ≡ 1 + 1− Lmin
2
(ε− 1), (4.12)
W ≡ 1 + (1− 2Lmin)(ε− 1). (4.13)
To clarify the analytical form of Eqs. (4.6)–(4.8), let us consider that the dust shape is













































In the zeroth-order approximation,
⟨χ0,x⟩ = ⟨χ0,y⟩ = ⟨χ0,z⟩ = χ0. (4.18)
Eq. (4.18) means that the zeroth-order susceptibilities of an ellipsoidal particle equals to
that of a sphere.
It is important to take into account a direction of dust because a projected area of
an ellipsoidal dust particle changes with its direction. It is assumed that the semi-minor
axes of all dust particles are aligned with the interstellar magnetic field which crosses
perpendicularly the line of sight (see Fig. 4.2). The ellipsoid dust is randomly oriented
to a various direction whose semi-minor axis works as a rotational axis. In this case, the
ensemble average of absorption cross sections of ellipsoidal dust is obtained as (Draine &
Hensley, 2017)
⟨Cabsν ⟩ =






Im (⟨χ0,i⟩) . (4.20)
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Figure 4.2.: The schematic of the coordinate system based on the principal axis of the ellipsoid
(xyz system) and the coordinate system based on the line-of-sight direction (x′y′z′
system).
When δLmin ≪ 1, Eq. (4.19) can be rewritten by substituting Eqs. (4.15)–(4.17) to
Eq. (4.20),







If the frequency dependence of the real part of the electric susceptibility is negligible, the
frequency dependence of the absorption cross section of ellipsoid dust is consistent with
that of spherical dust.
Flux Density of Thermal Dust Emission














where Ndust is the dust column density, dnj/daj is the dust size distribution, and dP j/dT j
is the dust temperature distribution. The superscript j indicates the kind of dust com-
ponents such as amorphous silicate, amorphous carbon, and PAH. The dust size distribu-
tion is deduced by observing dust extinction from ultraviolet to optical wavelengths (e.g.,
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Mathis et al. 1977; Weingartner & Draine 2001). The temperature of a large dust grain is
uniquely decided according to the balance between photon absorption heating and radi-
ation cooling. On the other hand, small dust grain does not reach a thermal equilibrium
state since its absorption cross section is small. Consequently, its temperature stays lower
than its equilibrium temperature. When the photon absorption event occurs infrequently,
the dust temperature soars to several hundred kelvins or more because its heat capacity is
very small. To include such a stochastic heating effect, it is necessary to take into account
the dust temperature distribution regardless of the dust size.
Setup of Amorphous Dust Model
The setup of the dust model in this thesis is summarized. Two types of dust compo-
nents are considered: amorphous silicate and amorphous carbon. All dust particles are
assumed to be composed of amorphous materials. The overview of the difference between
amorphous silicate dust and amorphous carbon dust is listed in Tab. 4.1. The existence of
PAH seems to be certain from the band emission in near-infrared, but we do not consider
PAHs. This is because the signatures of PAHs do not appear in microwave from far-
infrared frequency bands used in our analysis. Amorphous silicate dust and amorphous
carbon dust are considered to be equivalent to crystalline silicate dust and graphite dust
if the number of atoms contributing to the TLS is small enough. Owing to this, we do
not consider crystalline silicate dust and graphite dust as additional dust components.
Although amorphous hydrocarbon dust may exist in the interstellar space (see Sec. 1.5),
amorphous carbonaceous dust composed only of carbon atoms is introduced for simplicity.
The effects of amorphous hydrocarbon dust are discussed in Sec. 6.3.2. The abundance
ratio of amorphous silicate dust and amorphous carbon dust in the interstellar space is
estimated by the value converted from the mass ratio given by Hirashita & Yan (2009)
to the number ratio. Let electric susceptibility of amorphous dust be a summation of
the contributions from the resonance transition, the tunneling relaxation, the hopping










where χres0 , χ
tun
0 , and χ
hop
0 are calculated by Eqs. (3.69), (3.88), and (3.90), respectively.
This thesis does not apply the soft-potential (SP) model where the standard TLS model
is expanded (see Appx. B). The influence on applying the SP model is discussed in
Chap. 6.3.1. Bösch (1978) and Meny et al. (2007) adopted the disordered charge dis-
tribution (DCD) model proposed by Schlömann (1964) as a lattice vibration model (see
Appx. C). The real part of the dielectric constant evaluated by the DCD model is smaller
2Note that the dielectric constant of amorphous materials ε is not a simple addition of each component,
but can be obtained from Eq. (A.9).
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(a) real part






















Figure 4.3.: The frequency dependence of the dielectric constant of amorphous (astronomical)
silicate dust based on the DCD model and the DL84 model. Figs. (a) and (b)
correspond to the real part and imaginary part of the dielectric constant, respec-
tively. The red solid curve is the DCD model, and the blue dashed curve is the
DL84 model. The absolute value of the dielectric constant calculated from the
DCD model is corrected so that the absorption cross section estimated from the
DCD model is equal to that based on the DL84 model at 300 µm.
than that of observational results. Fig. 4.3 compares the dielectric constants of amorphous
(astronomical) silicate dust obtained by the DCD model and that provided by Draine &
Lee (1984). Hereinafter, their model is referred to as the DL84 model. The DL84 model
deduces the dielectric constants of astronomical silicate dust and graphite dust based on
laboratory and astronomical data. The dielectric constant of the DCD model is larger
than that of the DL84 model even though the DCD model is multiplied by the correlation
factor to fit the absorption cross section of the DL84 model at λ = 300 µm. The devia-
tion between the DCD model and the DL84 model on the lower frequency side than the
submillimeter-wave is caused by consideration of the higher frequency side. The DL84
model estimates the imaginary part of the dielectric constant to match the results of ob-
servations and laboratory measurements even at wavelengths shorter than the far-infrared
and calculates the real part of the dielectric constant using the Kramers–Kronig relation
(c.f. Bohren & Huffman 1983). Therefore, the DL84 model is more likely to reproduce
the actual dust properties. For this reason, this thesis adopts the DL84 model as the
dielectric constants originating from the lattice vibration in amorphous silicate dust and
amorphous carbon dust. A contribution of small size dust particles to the analyses in
the long-wavelength region is negligible (Désert et al., 1990). This thesis, therefore, does
not consider the size distribution and fixes the dust radius to 0.1 µm. The DL84 model
includes the contribution of free electrons to the dielectric constant of graphite. Since
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(a) equilibrium temperature versus G0




















(b) Tgra versus Tsil














Figure 4.4.: The temperature of astronomical silicate and graphite dust in thermal equilibrium
with the interstellar radiation field. The equilibrium temperature is shown as a
function of the interstellar radiation field scale factor in (a). The relation between
equilibrium temperature of astronomical silicate and graphite dust is shown in (b).
In (b), the solid black curve is the result of the numerical calculation of Eq. (4.24)
and the red dashed curve is the result of power-law fitting [see Eq. (4.25)].
amorphous carbon is a substance having an intermediate structure between graphite and
diamond, it is considered that there are fewer free electrons in amorphous carbon dust
than in graphite dust. However, since there is no index regarding the number of free
electrons in the amorphous carbon dust, the DL84 model is used without correcting the
contribution due to free electrons.
For simplicity, this thesis does not take into account the dust temperature distribution
and describes the temperature for each dust component. This simplification is reasonable
since large dust grains reach thermal equilibrium and their equilibrium temperature hardly
depends on the dust size. In the DL84 model, the dielectric constant of graphite dust
depends on temperature. In this thesis, however, the dielectric constant model of graphite
dust at 20K is applied to that of any temperature, which is the typical temperature of
the interstellar dust. The temperature of a large dust grain is specified by the energy
balance between photon absorption and radiation cooling:
∫
dν c uISRFν ⟨Cabs,jν ⟩ = 4π
∫
dν ⟨Cabs,jν ⟩Bν(T jeq), (4.24)
where uISRFν is the energy density of the ISRF. Fig. 4.4 presents the equilibrium temper-
ature for the ISRF proposed by Mathis et al. (1983). Let G0 be a scale factor of the
ISRF. The ISRF model provided by Mathis et al. (1977) coincides with the solar neigh-
borhood ISRF at G0 = 1. It is suspected that the contribution from the TLS toward
photon absorption and radiation cooling is small enough because the effects of the TLS
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arise in the low-frequency band. Therefore, in the calculation of equilibrium temperature
shown in Fig. 4.4, only the effect of the lattice vibration is considered. Fig. 4.4a shows the
equilibrium temperature as a function of G0. If the scale factor of the ISRF is given, the
temperature of each dust component is determined. In other words, if the temperature of
one dust component is given, that of the other dust component is determined. Fig. 4.4b
shows the relation between T sil and T gra based on the calculation results in Fig. 4.4a. The
power-law model can approximately describe this relation:





As temperature increases, the deviation from this approximate expression becomes larger.
Eq. (4.25) is capable of estimating the other temperature if the value of G0 is set in the
vicinity of 1. Since this thesis does not deal with regions where the ISRF is extremely
strong, the approximation of Eq. (4.25) is considered sufficient.
4.1.2. Free-Free Emission
The free-free emission arises from the scattering between free electrons and ions. As
the SED model of the free-free emission, we apply the formulae presented by Planck





Tff = Te(1− e−τff ), (4.27)



















where Te is the electron temperature and EM is the emission measure. Fig. 4.5 shows the
frequency dependence of the optical depth due to the free-free absorption estimated by
Eq. (4.28). At low frequency, τff ∝ ν−2. At high frequency, on the other hand, since the
gaunt factor gff gets negative, these formulae are applicable only for the low-frequency
range. In the case of τff ≪ 1, Tff approximates to τffTe and the free-free spectrum does
not depend on the frequency.
4.1.3. Synchrotron Emission
When relativistic electrons’ orbits are bent by the interstellar magnetic field, the rela-
tivistic electrons produce radiation. This magnetic bremsstrahlung radiation is called
synchrotron emission. The total emitted power of the synchrotron emission is presented
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Te = 100 K
Te = 500 K
Te = 1000 K
Te = 5000 K
Te = 10000 K
Figure 4.5.: The frequency dependence of the optical depth due to the free-free absorption with
changing the values of electron temperature. The value of the emission measure
is fixed at EM = 1 cm−6 pc.



























where e is the elementary charge and B⊥ is the amplitude of the perpendicular component
of the magnetic field to the direction of the electron’s velocity. By integrating along the






where 4π is introduced to translate into the quantity per steradian. Since the interstellar
magnetic structure and electron energy distribution have spatial dependence, it is not
easy to calculate the integration in Eq. (4.31). For simplicity, the flux density of the









where βsync = −(p− 1)/2.
By integrating the absorption coefficient of the synchrotron radiation mechanism αsyncν
[see Eq. (2.1)] along the propagation path, the optical depth due to the synchrotron
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Figure 4.6.: The frequency dependence of the optical depth due to the synchrotron absorption
with changing the values of p. It is assumed that the upper and lower limits
that can be taken by electron energy are Emax = 100GeV and Emin = 1GeV,
respectively, the electron number density is 0.01 cm−3, and the amplitude of the
magnetic field is B = 1µG. In Eq. (4.33), the integration range was set to 10 kpc
regardless of the propagation path.
Fig. 4.6 shows the frequency dependence of the optical depth due to the synchrotron ab-
sorption. The optical depth monotonously decreases with increasing wavelength. Because
of τ syncν ≪ 1, the interstellar space is optically thin for the synchrotron absorption.
4.1.4. CMB









where TCMB = 2.725K (Mather et al., 1999) is the CMB temperature. Since our solar
system moves relative to the CMB rest frame at 3.3645 ± 0.0020mK (Planck Collabora-
tion et al., 2016a), CMB has the dipole component due to the Doppler effect. Since the
monopole and dipole components of CMB have already been measured with high accu-
racy, their contributions are removed from analyses in Chap. 5. There are higher-order
multipoles in CMB with the amplitude 5717 ± 35µK2 at ℓ = 220.0 ± 0.5 (Planck Collab-
oration et al., 2016a). Spectrum from the CMB temperature fluctuation ICMBν is obtained
3This thesis does not take into account the CMB distortion.
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by expanding Planck function for the temperature at δTCMB up to the first order,






Temperature fluctuation can take both positive and negative value, ICMBν also can have
both signs, too.
4.1.5. Extinction
The thermal dust emission, the free-free emission, and the synchrotron emission called
foregrounds for CMB can also work absorption mechanisms for CMB due to Kirchhoff’s
law (see Chap. 2). The light we actually observe is expressed as follows, taking into
account the extinction effects by these mechanisms:























ν ≪ 1) is assumed and the higher order
terms are disregarded. If the values of the optical depths are of the order of 10−5, the
effects of the CMB shadow cannot be negligible because δTCMB/TCMB ∼ 10−5. Planck
Collaboration et al. (2014a) showed that the optical depth due to dust absorption is
τdust353GHz = 0.45× 10−5 over the whole sky. Therefore, it is necessary to consider the CMB
shadow arising from dust absorption. Figs. 4.5 and 4.6 indicate that the optical depth due
to the free-free and synchrotron mechanisms are much smaller than 10−5 at above 10GHz.
Therefore, the CMB shadows due to ion gases and relativistic electrons are neglected in
this thesis.
4.2. SED Model in Polarization
This section formulates polarized spectra for each emission mechanism. Since Coulomb
force is in a random direction in the interstellar space, free-free emission cancels each
other’s polarization and becomes unpolarized. Therefore, we need to take into account
three emission mechanisms: thermal dust emission, synchrotron emission, and CMB.
4.2.1. Polarized Thermal Dust Emission
The polarized flux density due to the thermal dust emission is expressed as,
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For the same reason in Sec. 4.1.1, this thesis does not consider the size distribution and
temperature distribution in the calculation of the polarized dust SED. Assuming the
dust direction to be the same as introduced in Sec. 4.1.1, the ensemble average of the
polarization cross section ⟨Cpolν ⟩ is written as (Draine & Hensley, 2017),
⟨Cpolν ⟩ =
⟨Cabsν,x ⟩+ ⟨Cabsν,y ⟩ − 2⟨Cabsν,z ⟩
4
. (4.39)
When δLmin ≪ 1, Eq. (4.39) becomes
⟨Cpolν ⟩ → Cabsν × 5πRe(χ0)δLmin. (4.40)
As seen from Eq. (4.39), the polarization cross section takes a negative value as a cal-
culation result. Generally, the polarized emission from ellipsoid dust aligns with the
semi-major axis because the absorption cross section for the electric field polarized on the
semi-major axis is larger than that on the semi-minor axis. However, when the absorption
cross section for the semi-minor axis is the largest, the polarization cross section becomes
negative and the dust polarized emission aligns with the semi-minor axis. This occurs
when the real part of the electric susceptibility is a negative value, as noted in Eq. (4.40).
The standard TLS model can provide the real part of the electric susceptibility with a
negative value. Therefore, flipping the direction of the polarization can occur in some






In the case of that polarization directions for each dust component are different, radiations






The frequency dependence of the polarization fraction is decided only by the real part
of the electric susceptibility. In other words, if the frequency dependence of the degree
of polarization is obtained, the frequency dependence of the real part of the electric
susceptibility can be estimated.
4.2.2. Polarized Synchrotron Emission
Since synchrotron radiation is caused by the movement of relativistic electrons trapped in
the interstellar magnetic field, it depends on the direction of the magnetic field. There-
fore, synchrotron radiation generates polarized emission. When the synchrotron radiation
is seen in the electron’s orbital plane, linearly polarized light is observed. On the other
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hand, when observed from a slightly deviated direction, it looks like elliptically polarized
light. By superimposing synchrotron radiation having various directions, the elliptically
polarized light components cancel each other and become non-polarized emission. How-
ever, since the radiation of the linearly polarized light component is very strong due to
the beaming effect, the degree of polarization also increases. The degree of polarization





When p = 3, the polarization fraction equals 0.75. The observed degree of polarization
becomes small because the polarization direction changes in various directions due to the
Faraday rotation. Even considering the Faraday rotation, the degree of polarization is
about 10%–40% at high galactic latitude.
4.2.3. Polarized CMB
CMB produces divergent and rotational polarization patterns called E-mode and B-mode
(see Sec. 1.2). The CMB E-mode polarization has already been observed, and CMB
observation experiments around the world are trying to detect the B-mode polarization
originating from the primordial gravitational waves. However, since CMB polarization is
very weak, the contribution of CMB polarization is negligible and is not considered in
this thesis.
4.2.4. Polarized Extinction
When the unpolarized component of CMB is absorbed by interstellar matter with polar-
ization, it is observed as negative polarized foreground radiation:













As seen from Fig. 2.2, the contribution from the polarized CMB shadows are smaller than
CMB E-mode polarization. For this reason, the effect of the polarized CMB shadows are
neglected in this thesis.

Analyses 5
This chapter presents the results of a comparison between our intensity and polarization
SED model constructed in Chap. 4 and observational data. Sec. 5.1 introduces telescopes
and surveys which provide data for our analyses. Sec. 5.2 shows our results of SED fitting
for two molecular clouds (MCs).
5.1. Telescope and Survey
The data used in analyses of this study are summarized for each observation project. The
overall overview is summarized in Tab. 5.1.
5.1.1. QUIJOTE
The QUIJOTE (Q-U-I JOint TEnerife) experiment is the CMB polarization observation
at the Teide Observatory in Tenerife (Rubiño-Mart́ın et al., 2012). The main scientific
aims of QUIJOTE are to detect the CMB B-mode polarization originating from primor-
dial gravitational waves greater or equal to r = 0.05 and to characterize the polarized
foreground emission such as synchrotron emission and AME at low frequency. To achieve
these goals, QUIJOTE conducts the following surveys:
⋆ wide survey (∼ 20000 square) with sensitivity ∼ 20µKdeg−2,
⋆ deep survey (∼ 3000 square) with sensitivity ∼ 1µKdeg−2.
The former survey has already accumulated data for nine months in the 11, 13, 17, and
19GHz bands by Multi-Frequency Instrument (MFI). As for the latter survey, the MFI
data has already been accumulated for 5.4 months, and it is expected that data by Thirty-
Gigahertz Instrument (TGI) and Forty-Gigahertz Instrument (FGI) will be obtained.
QUIJOTE is an ongoing experiment, and recent status is written in Rubiño-Mart́ın et al.
(2017) and Poidevin et al. (2018).
This study uses intensity and polarization data from the MFI. The frequency band
covered by the MFI matches the peak frequency band of AME and gives a lot of infor-




ν∗ ∆ν† Beam FWHM Polarization
(GHz) (GHz) (arcmin)
Haslam Map 0.408 — 51 w/o
Dwingeloo 0.82 0.004 72 w/o
Reich & Reich Map 1.42 — 35 w/o
HartRao 2.33 0.04 20 w/
C-BASS 4.76 0.499 43.8 w/
QUIJOTE
11 2 55.2 w/
13 2 55.2 w/
17 2 36.0 w/
19 2 36.0 w/
COSMOSOMAS
12.7 1.17 55.2 × 66.6 w/
14.7 0.94 48.6 × 60.0 w/
16.3 1.18 47.4 × 51.0 w/
WMAP
23 5.5 55.8 w/
33 7.0 40.8 w/
41 8.3 31.8 w/
61 14.0 21.0 w/
94 20.5 13.8 w/
Planck
30 6 33 w/
44 8.8 24 w/
70 14 14 w/
100 33 10 w/
143 47 7.1 w/
217 72 5.0 w/
353 116 5.0 w/
545 180 5.0 w/o
857 283 5.0 w/o
DIRBE
1249 495 39.5 w/o
2141 605 40.5 w/o
2997 974 41.0 w/o
∗ central frequency
† bandwidth
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(Génova-Santos et al. 2015; 2017), which provide useful information for verifying the AME
mechanism.
5.1.2. COSMOSOMAS
The COSMOSOMAS (COSMOlogical Structures On Medium Angular Scales) experiment
is the predecessor of the QUIJOTE experiment at the Teide Observatory (Watson et al.,
2005b). The main purpose of COSMOSOMAS is to create CMB and foreground emis-
sion maps with an average sensitivity of 30µK per beam (angular resolution ∼ 1◦) for a
quarter of the sky. The COSMOSMAS observation experiment consists of two telescopes
called COSMO11 and COSMO15 and covers 10–17 GHz. One important result of COS-
MOSOMAS is that an AME turnover was detected for Perseus MC. This is a sign that
is not seen with free-free radiation or synchrotron radiation and is a result that strongly
supported the spinning dust model.
5.1.3. DIRBE
The DIRBE (Diffuse InfraRed Background Experiment) is one of three instruments in-
stalled in the COBE (COsmic Background Explorer), which is the first satellite launched
for CMB observation (Hauser et al., 1998a). The main objective of the DIRBE is to
measure cosmic infrared background (CIB), which is an accumulation of emission from
dust, stars, and galaxies, for the first time from space. The DIRBE observed from near to
far-infrared wavelength region of 1.25–240µm. The DIRBE detected a stronger CIB than
expected and revised the restrictions on the model of cosmogenic history (Hauser et al.,
1998b). In addition, an interplanetary dust model was constructed based on the DIRBE
data, and zodiacal light whose origin is the interplanetary dust was estimated (Kelsall
et al., 1998).
5.1.4. WMAP
The WMAP (Wilkinson Microwave Anisotropy Probe) is a NASA explorer mission to
observe CMB fluctuation in the whole sky (Bennett et al., 2003). The purpose of the
WMAP is to create an all-sky map of the CMB temperature fluctuation and polarization.
While the angular resolution of the DMR installed on the COBE was 7 degrees, the angle
resolution of the reflector telescope installed on the WMAP is 0.2 degrees, and the WMAP
provides a more detailed global CMB temperature map than the COBE. The scientific
results of the WMAP are as shown in Sec. 1.2.
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5.1.5. Planck
Planck is a third CMB space telescope equipped with the highly sensitive and high an-
gular resolution instruments (Planck Collaboration et al., 2014b). The main objective of
Planck is to measure CMB temperature fluctuations at high ℓ, to accurately determine
cosmological parameters by polarization CMB observation, and to demonstrate the infla-
tion theory. Planck is equipped with a low frequency device (LFI) that measures 30, 44,
and 70GHz and a high frequency device (HFI) that measures 100, 143, 217, 353, 545,
and 857GHz. The all-sky observation was performed on the higher frequency side than
the WMAP. The scientific results of Planck are as shown in Sec. 1.2.
5.1.6. C-BASS
The C-BASS (C-Band All-Sky Survey) is an experiment to observe the whole sky at 5GHz
(Jones et al., 2018). The C-BASS realizes all-sky observation by observing from two points
(a northern survey using a 6.1-m telescope at the Owens Valley Radio Observatory in
California, and a southern survey with a 7.6-m telescope at Klerefontein in South Africa).
The main goal of the C-BASS is to generate low-frequency intensity and polarization maps
which are useful for accurate CMB component separation. Synchrotron emission is the
dominant component in the 5GHz band, but the influence of AME cannot be ignored. In
studying the origin of AME, the C-BASS intensity and polarization data provide useful
information.
5.1.7. HartRao
The 2.326GHz southern-sky map was created from HartRAO 26-m telescope (Jonas et al.,
1998). This map was created at the highest frequency at that time for a very large area
accounting for 67% of the sky. In this survey, linearly polarized light in the east-west
direction has been observed.
5.1.8. Reich & Reich Map
The northern sky survey map at 1420MHz with the Stockert 25-m telescope was gener-
ated (Reich 1982; Reich & Reich 1986). At the same frequency, a southern sky survey
using a 30-m radio telescope at Villa Elisa was also implemented (Reich et al., 2001). By
combining these two maps, it becomes an all-sky map. The spectral emission line gener-
ated by flipping the spin direction of the neutral hydrogen atom is emitted at 1420MHz.
This emission line is called the 21-cm line because the frequency of 1420MHz is equivalent
to the wavelength of 21 cm. This map is a good tracer of H I gas.
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5.1.9. Dwingeloo
The Dwingeloo map is the 820MHz radiation map between declinations −7◦ and +85◦
(Berkhuijsen, 1972). This map was created due to the fact that there was no wide-range
radio survey map at a high galactic latitude in the frequency band of 400MHz or higher,
and that a polarization survey at the same frequency was in progress (Brouw & Spoelstra,
1976).
5.1.10. Haslam Map
The 408MHz radio continuum all-sky map was created using data from multiple telescopes
(Haslam et al. 1981; 1982). Haslam map, improved by Remazeilles et al. (2015), is
frequently used as a good tracer of diffuse synchrotron emission in the Galaxy.
5.2. SED Fitting
This section performs to fit the SEDs of MCs using our SED model explained in Chap. 4.
Fitting parameters are summarized in Tab. 5.2. The maximum number of fitting parame-
ters is 16. This thesis uses emcee Markov Chain Monte Carlo software1 (Foreman-Mackey










where Iobsi and σIobsi are the observed flux density and error of the i-th band, respectively,
and Imodeli is its model flux. There is no need to distinguish between the intensity and
the polarization, and the intensity and the polarization can be simultaneously fitted by
multiplying the likelihood function for the polarized flux density. The prior distribution
of each parameter P is assumed to be no information. Regarding CMB temperature
fluctuation, the values are obtained for each angle scale. In this study, Gaussian with
zero mean and variance of 20µK is adopted as the prior distribution of CMB temperature
fluctuation:








Therefore, the posterior distribution function P (F |D) is given by
ln (P (F |D)) ∝ lnL+ lnP (F ). (5.3)
1https://emcee.readthedocs.io/en/v3.0.1/
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Table 5.2.: fitting parameters
Parameter Meaning
T sil temperature of amorphous silicate dust
∆max,sil0 maximum of tunneling splitting energy
∆max,C0
Rsil∆0 ratio of minimum of tunneling splitting energy to its maximum
RC∆0
τ sil+ dephasing time
τC+
Lsilmin cutoff of the ERCDE
LCmin
f silTLS number ratio of atoms contributing the TLS
fCTLS
Ndust column density of dust
EM emission measure
A0 amplitude of synchrotron emission
βsync spectral index of synchrotron emission
δTCMB CMB temperature fluctuation
5.2.1. Perseus Molecular Cloud
Perseus MC is one of the active AME objects (see Sec. 1.4.1) and is ideal for verification
of the AME model. The data provided by Génova-Santos et al. (2015) is used for analysis.
Génova-Santos et al. (2015) estimated the aperture photometry of Perseus MC from the
value in a circle with radius 1.◦7 centered on (l, b) = (160.◦26, −18.◦62). In this regard,
the value in the ring from 1.◦7 to 1.◦7
√
2 is subtracted from the aperture photometry as
background and foreground for Perseus MC. Therefore, thermal dust emission, free-free
emission, and synchrotron emission originating from interstellar matter are not considered
in the SED fitting. Since Planck 100 and 217GHz bands may contain the residues of CO
line emission, they are not used in this study. Because this study aims to construct a SED
model that is consistent with the degree of polarization derived from dust in submillimeter
waves, the polarization data for Planck 143 and 353GHz bands are added. The list of
data used in this study is summarized in Tab. 5.3 (see Tabs. 2 and 5 in Génova-Santos
et al. 2015).
On the free-free emission, the electron temperature is set to Te = 8000K (Planck Col-
laboration et al., 2011b). Since synchrotron emission at the MC has not been detected, the
contribution of synchrotron emission is not considered. The CMB temperature fluctuation
component is not removed from the Planck data used in this analysis (Planck Collabo-
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Table 5.3.: data for Perseus MC
Frequency Total flux density Polarized flux density Telescope/Survey
(GHz) (Jy) (Jy)
0.408 10.5 ± 4.0 — Haslam
0.82 7.4 ± 2.1 — Dwingeloo
1.42 6.8 ± 1.6 — Reich
10.9 16.1 ± 1.8 — COSMOSOMAS
11.2 15.0 ± 2.0 < 1.19 QUIJOTE
12.7 20.0 ± 2.2 — COSMOSOMAS
12.9 18.1 ± 2.1 < 1.44 QUIJOTE
14.7 28.4 ± 3.1 — COSMOSOMAS
16.3 35.8 ± 4.0 — COSMOSOMAS
16.7 33.9 ± 2.4 < 0.95 QUIJOTE
18.7 35.2 ± 3.7 < 1.49 QUIJOTE
22.8 40.2 ± 2.4 — WMAP
28.4 40.4 ± 2.4 — Planck
33.0 38.1 ± 2.4 — WMAP
40.7 32.8 ± 2.5 — WMAP
44.1 29.8 ± 2.6 — Planck
60.8 27.5 ± 3.8 — WMAP
70.4 32.3 ± 4.9 — Planck
93.5 59.5 ± 9.3 — WMAP
100 81 ± 17 — Planck
143 194 ± 24 8.4 ± 0.3 Planck
217 1011 ± 122 44.3 ± 1.3 Planck
353 4286 ± 446 197.7 ± 5.7 Planck
545 14858 ± 1470 — Planck
857 45235 ± 4045 — Planck
1249 86696 ± 6674 — DIRBE
2141 114650 ± 6891 — DIRBE
2998 54361 ± 2624 — DIRBE
The errors are at 1σ errors.
The upper limits of the polarized flux densities are referred to the 95 per cent C.L.
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Table 5.4.: Best-fit parameters in a single dust component without taking into account polar-
ization for Perseus MC.
Amorphous Silicate Amorphous Carbon
T j (K) 16.79 ± 0.19 16.38 ± 0.19
∆max,j0 /h (GHz) 14.63 ± 0.83 14.68 ± 0.83
Rj∆0 0.8230 ± 0.1167 0.7807 ± 0.1426
τ j+ (× 10−11 s) 2.146 ± 0.130 2.157 ± 0.135
f jTLS 0.01478 ± 0.00286 0.008735 ± 0.001918
Ndust (× 109 cm−2) 5.663 ± 0.389 11.21 ± 0.79
EM (cm−6 pc) 26.95 ± 3.99 26.92 ± 3.99
δTCMB (µK) −19.20 ± 13.80 −15.26 ± 12.75
ration et al., 2014b), so it is included in the analysis. From the above, a maximum of 14
fitting parameters is required for Perseus MC fitting.
Single Component without Polarization
To verify whether our amorphous dust model can explain AME, we regard interstellar dust
is composed of one component; amorphous silicate dust or amorphous carbon dust which
are characterized as shown in Tab. 4.1. First, we apply our model to intensity only to test
our SED model. In the case of taking into account intensity, dust shape distribution does
almost not affect the frequency dependence of the SED. Therefore, parameter degeneracy
occurs between Lmin and Ndust. To avoid this degeneracy, we treat dust shape as spherical,
that is, Lmin = 1/3. For these reasons, the number of fitting parameters in this setup
decreases to 8.
Fig. 5.1 shows the best-fitting model SEDs based on our SED model with the observed
spectrum of Perseus MC. The spectra of the CMB temperature fluctuation and the CMB
shadow are drawn as absolute values. The values of the best-fitting parameters are shown
in Tab. 5.4. As seen from Figs. 5.1a and 5.1b, our amorphous dust model can reproduce
the observed spectrum of Perseus MC from far-infrared to microwave frequency bands
very well regardless of the amorphous dust components. As seen from comparing the
fitting results with amorphous silicate dust and amorphous carbon dust, the best-fit values
of each parameter are roughly the same (see Tab. 5.4). The value of the dust column
density is different from each fitting result because of the value of the absorption cross
section in the far-infrared wavelength. If the absorption cross section in the far-infrared
waveband is small, more dust is required to reproduce the intensity, so the column density
increases. In the far-infrared band, the effect of the TLS is weak, so the contribution to
the absorption cross section is considered to be only due to the effect of lattice vibration.
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Figure 5.1.: The intensity SED of Perseus MC with the best-fit model in a single dust compo-
nent without taking into account polarization.
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Since Cabs,silFIR > C
abs,gra
FIR in the DL84 model, the dust column density is larger in the case of
amorphous carbon dust than in the case of amorphous silicate dust. In the vicinity of the
AME peak (around 20GHz), the amplitude of the CMB shadow by dust is approximately
10%, which is larger than the CMB temperature fluctuation. It can be seen that the CMB
shadow is a component that cannot be ignored. Our analysis gives the result that the CMB
temperature fluctuation is a negative value. Planck Collaboration et al. (2011b) showed it
was negative, whereas Génova-Santos et al. (2015) found it was positive. The effect of the
CMB temperature fluctuations appears strongly around the 100GHz band, but the fitting
parameters’ values tend to degenerate. This is because, in amorphous dust, the dominant
radiation process is switched between the resonance transition and the relaxation process
around this frequency band. There is a possibility that the soft-potential (SP) model (see
Appx. B) has an influence in the higher frequency band than 100GHz. In this study, we
adopted the model by Draine & Lee (1984) as the lattice vibration model. As expected
from the disordered charge distribution (DCD) model (see Appx. C), the effect of lattice
vibrations on the long-wavelength side may be smaller for amorphous materials than
for crystals. It may overestimate the effects of lattice vibration. It can be seen that it
is necessary to improve further the accuracy of the dust model to determine the CMB
temperature fluctuation more accurately. Further discussion on improving models around
100GHz is in Sec. 6.3.1.
Single Dust Component with Polarization
Next, polarization is added to fit the intensity simultaneously. Assuming that the dust
shape is an ellipsoid with the ERCDE, the SED fitting is performed by adding Ljmin to
the fitting parameter.
Fig. 5.2 shows the frequency dependence of the flux density, polarized flux density, and
the predicted degree of polarization. The values of the best-fitting parameters are shown
in Tab. 5.5. The degree of polarization decreases around 17 to 40GHz, and a valley ap-
pears in the polarization fraction curve. These are because the real part of the electric
susceptibility derived from the resonance transition becomes a negative value around these
frequency bands. Therefore, the value of the real part of the electric susceptibility of the
entire amorphous dust is reduced, and accordingly, the polarization cross section is also
reduced [see Eq. (4.40)]. On the other hand, the polarization degree on the low-frequency
side from the AME peak increases again and becomes larger than the polarization de-
gree in the submillimeter waveband. The difference between the degree of polarization in
the submillimeter waveband and the degree of polarization in the frequency range lower
than 1GHz is due to the different dominant mechanism of electric susceptibility in each
frequency range. The lattice vibration and the resonance transition are the main mecha-
nisms in the submillimeter-wave and in the low-frequency band, respectively. In Perseus
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Table 5.5.: Best-fit parameters in a single dust component taking into account polarization for
Perseus MC.
Amorphous Silicate Amorphous Carbon
T j (K) 16.64 ± 0.18 16.22 ± 0.18
∆max,j0 /h (GHz) 14.26 ± 0.86 14.58 ± 0.88
Rj∆0 0.9361 ± 0.0506 0.8933 ± 0.0818
τ j+ (× 10−11 s) 2.033 ± 0.115 2.077 ± 0.120
Ljmin 0.3155 ± 0.0009 0.3192 ± 0.0008
f jTLS 0.01197 ± 0.00205 0.006649 ± 0.001109
Ndust (× 109 cm−2) 6.153 ± 0.378 12.23 ± 0.78
EM (cm−6 pc) 29.40 ± 4.00 30.01 ± 3.97
δTCMB (µK) −9.824 ± 9.986 −8.355 ± 9.861
MC, the observation bands of QUIJOTE are on the low-frequency side from the peak of
AME and correspond to the region where the degree of polarization increases toward the
low-frequency side. Therefore, the polarization degree in the 17 and 19 GHz bands is
smaller than that in the submillimeter, and the polarization degree in the 11 and 13 GHz
bands is larger than that in the submillimeter. It can be seen that our analysis slightly
exceeds the upper limit of polarized radiation in the AME frequency band obtained by
QUIJOTE. By comparing fitting results with and without polarization, it can be seen
that both parameters are approximately the same within an error range (see Tabs. 5.4
and 5.5). This is because the values of parameters describing the amorphous properties
are determined to reproduce the shape of the intensity SED, and Ljmin has little effect on
the frequency dependence of the spectrum. However, the values for the column density
differ remarkably. This is because the dust shape is assumed to be spherical in the case
of considering intensity only. In the case of the same volume, since the surface area of
the particle is minimized when spherical, the power per unit area is greater for spherical
dust than for ellipsoidal dust. For this reason, the column density tends to increase in
the analysis in consideration of the ellipsoid. As a whole tendency of the best fit model
including polarization, the shift of the parameter value causes the contribution of the
resonance transition to reduce and that of other mechanisms increases. This is to reduce
the value of the AME bump in polarization.
Multi Dust Components without Polarization
From the analysis of the single component so far, it was found that the amorphous dust
model based on the standard TLS model is a model that has the potential to reproduce
AME well. To be more realistic, consider the case where two dust components, amor-
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Figure 5.2.: The intensity and polarization SEDs and the predicted polarization fraction of
Perseus MC based on the SED fitting in a single dust component taking into
account polarization.
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Figure 5.3.: The intensity SED of Perseus MC with the best-fit model in multi dust components
without taking into account polarization.
phous silicate dust and amorphous carbon dust, are mixed. As can be seen from the
above results, there is not much difference between amorphous silicate dust and amor-
phous carbon dust, and AME can be reproduced with either one. Therefore, if the TLS
parameters are given to each dust component freely, they can degenerate. To avoid the
degeneration, ∆max,j0 , R
j
∆0
, and τ j+ are assumed to have the same value for amorphous
silicate dust and amorphous carbon dust. From Eq. (3.87), the difference in the value of
the sound velocity for each dust component affects the relaxation process. However, it is
thought that the difference in these parameters is absorbed as the distribution of the TLS
parameters, ∆ and ∆0. The value of the sound velocity for amorphous silicate dust is
applied to both dust components. In summary, the difference between amorphous silicate
dust and amorphous carbon dust is only dust temperature, the number density of atoms
trapped in the TLS, and the atom number. Besides, and the values of amorphous silicate
dust are applied to other physical quantities for each dust component. As in the case of
single-component, first, SED fitting is performed only on intensity. The number of the
fitting parameters is 9.
Fig. 5.3 shows the best-fit SED model on the intensity for Perseus MC with multi dust
components. Even with two components of dust, our model can reproduce the features
from far-infrared to microwave well. Amorphous silicate dust has a lower intensity at the
far-infrared peak but a slightly higher value at the AME peak. This is because resonance
transitions are more likely to occur at lower temperatures (see Sec. 3.4.1). The best-fit
values for the fitting parameters are summarized in Tab. 5.6. Compared to the case of
fitting with a single dust component (see Tab. 5.4), the value of the best-fit parameter
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Table 5.6.: Best-fit parameters in multi dust components without taking into account polar-
ization for Perseus MC.
Amorphous Silicate Amorphous Carbon
T j (K) 14.38 ± 0.18 17.35 ± 0.21∗
∆max,j0 /h (GHz) 14.61 ± 0.83
Rj∆0 0.7496 ± 0.1656
τ j+ (× 10−11 s) 2.151 ± 0.138
f jTLS 0.01909 ± 0.01201 0.006563 ± 0.004567
Ndust (× 109 cm−2) 9.286 ± 0.670
EM (cm−6 pc) 26.73 ± 4.00
δTCMB (µK) -22.81 ± 14.19
∗ Temperature of amorphous carbon dust is not a free parameter and is estimated
by Eq. (4.25).
matches within the error range. However, the temperature of the amorphous silicate dust
and the temperature of the amorphous carbon dust are lower and higher, respectively, than
the result of the single component fitting. The dust temperature is determined mainly to
reproduce the spectral shape of the far-infrared peak. When the dust is one component,
the value of the temperature that reproduces the peak frequency of far-infrared is selected.
In the case of two dust components, on the other hand, the superposition of dust emissions
at different temperatures allows the far-infrared peak spectral shape to be well explained.
The contour of the distribution with respect to f silTLS and f
C
TLS in Fig. D.3 (see Appx. D) is
the L-shape rotated 180 degrees. This is because AME can be reproduced with either dust
component as seen from Fig. 5.1. When amorphous silicate dust mainly emits AME, that
is, when f silTLS is large, the contribution of amorphous carbon dust in the AME frequency
band can be small, so fCTLS can be small, and vice versa. The reason why it does not look
like a clear inverse correlation is that if the value of f jTLS becomes too small, the influence
of the TLS is buried in the lattice vibration and f jTLS degenerates.
Multi Components with Polarization
We perform an intensity and polarization simultaneous SED fitting with amorphous sil-
icate dust and amorphous carbon dust. The difference between amorphous silicate dust
and amorphous carbon dust is the same as in the previous sub-section. The parameter
Ljmin is assumed to have different values for amorphous silicate dust and amorphous car-
bon dust. Amorphous silicate dust has been observed to emit polarized light in the 9.7 µm
band (see Sec. 1.5.1) and is considered non-spherical. On the other hand, it is not certain
whether emission from amorphous carbon dust is polarized. In this thesis, therefore, Ljmin
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Table 5.7.: Best-fit parameters in multi dust components taking into account polarization for
Perseus MC.
Amorphous Silicate Amorphous Carbon
T j (K) 14.37 ± 0.18 17.34 ± 0.21∗
∆max,j0 /h (GHz) 14.48 ± 0.86
Rj∆0 0.8425 ± 0.1048
τ j+ (× 10−11 s) 2.121 ± 0.105
Ljmin 0.2907 ± 0.0044 1/3− (0.002017 ± 0.001578)
f jTLS 0.001576 ± 0.001239 0.01396 ± 0.00274
Ndust (× 109 cm−2) 9.414 ± 0.672
EM (cm−6 pc) 26.88 ± 4.01
δTCMB (µK) -20.95 ± 13.48
∗ Temperature of amorphous carbon dust is estimated by Eq. (4.25).
are limited as follows:




The number of fitting parameters is 11.
Fig. 5.4 shows the best-fit SED model on the intensity and the polarization and the
predicted polarization fraction for Perseus MC with multi dust components. The best-fit
parameters’ values are listed in Tab. 5.7 and their probability distributions are shown
in Fig. 5.5. When the fitting only for intensity, amorphous silicate dust and amorphous
carbon dust contribute to AME at roughly the same rate (see Fig. 5.3). In the case of the
fitting that takes into account also polarization, only amorphous carbon dust contributes
to AME. As seen from the middle panel of Fig. 5.4, the origin of dust polarized emission
differs between submillimeter waves and AME. Assuming that amorphous silicate dust
contains a more extreme ellipsoid than amorphous carbon dust, amorphous silicate dust
emits stronger polarized radiation. If amorphous silicate dust accounts for a large propor-
tion of the contribution to AME, the degree of polarization in the AME frequency band
will also increase. Therefore, the intensity and polarization from far-infrared to microwave
can be explained consistently when AME and submillimeter polarization are emitted by
amorphous carbon dust that has a nearly spherical shape and by amorphous silicate dust
that has a small f silTLS, respectively. The bottom row of Fig. 5.4 is the dust polarization
predicted by our model. Although the polarization degree of amorphous silicate dust is
high, the polarization degree of amorphous carbon dust is low. Therefore, the polariza-
tion degree of the entire dust is an intermediate value between the two. The degree of
polarization increases and makes a bump from 100GHz to 1THz.
























































Figure 5.4.: The intensity and polarization SEDs and the predicted polarization fraction of

































































































































































































































































































































































































































Figure 5.5.: Probability distributions of fitting parameters in multi dust component taking
into account polarization for Perseus MC. This figure is generated by corner.py
(Foreman-Mackey 2016; 2017).
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5.2.2. W43
W43 is an MC with a massive star formation region (Nguyen Luong et al., 2011) where
AME was detected by Planck Collaboration et al. (2014c). Although not as a strong AME
source as Perseus MC, QUIJOTE accurately measured polarization and gave a more severe
limit on polarized AME than Perseus MC (Génova-Santos et al., 2017). It is an object
suitable for verifying whether our model can reproduce the observation of polarized AME
or not. The data given by Génova-Santos et al. (2017) is analyzed in this thesis. Aperture
photometry was estimated with a center coordinate at (l, b) = (30.◦8, −0.◦3) and a radius
of 60 arcmin. The value estimated by subtracting the ring from 80 to 100 arcmin from this
aperture photometry is used for the analysis. For the free-free emission, let the electron
temperature be Te = 6038 K (Alves et al., 2012). As with the Perseus MC, the effect of
the synchrotron emission is ignored. Planck second release data (Planck Collaboration
et al., 2016a) are used. Since the contribution from the CMB temperature fluctuation is
removed from this data, the CMB temperature fluctuation component is not included in
the analysis. The polarized flux density at 22.7GHz band provided by the WMAP is given
as P = 0.77 ± 0.23 Jy. It may be the residual of synchrotron radiation from interstellar
matter, and it is doubtful whether this polarization data comes from polarized AME in
W43. In this study, this value is analyzed as the upper limit. Although Génova-Santos
et al. (2017) included the polarization data at 1.4GHz obtained by DRAO (Dominion
Radio Astrophysical Observatory: Wolleben et al. 2006), this study excludes it because
the influence of Faraday rotation is suspicious as indicated by Génova-Santos et al. (2017).
Our analysis includes polarization data of Planck 143, 217, and 353GHz bands, too. W43
data used in this study are summarized in Tab. 5.8 (see Tabs. 3 and 8 in Génova-Santos
et al. 2017).
Multi Components without Polarization
SED fitting for the intensity of W43 is performed with multi dust components, amorphous
silicate dust and amorphous carbon dust. Fig. 5.6 shows the SED of W43 with the best-
fit model. Our model can reproduce the intensity spectrum of W43 as well as that of
Perseus MC. Although the contribution of free-free emission is the largest in the AME
frequency band, AME is well reproduced by the same order contribution from amorphous
silicate dust and amorphous carbon dust emission. Tab. 5.9 shows the best-fit parameter
values. Compared to the result for Perseus MC, the dust temperature is slightly higher.
This is because the frequency of the far-infrared peak has shifted to the higher frequency
side. The maximum value of the tunnel splitting energy ∆max,j0 decreases because the peak
frequency of AME shifts to the lower frequency side. As the maximum value of tunnel
splitting energy decreases, the AME peak intensity decreases (see Fig. 3.3a). Therefore,
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Table 5.8.: data for W43
Frequency Total flux density Polarized flux density Telescope/Survey
(GHz) (Jy) (Jy)
0.408 503 ± 21 — Haslam
0.82 445 ± 18 — Dwingeloo
1.42 388 ± 17 — Reich
2.33 461 ± 18 — HartRao
4.76 400 ± 48 — C-BASS
11.15 511 ± 9 — QUIJOTE
11.22 510 ± 6 — QUIJOTE
12.84 551 ± 7 — QUIJOTE
12.89 544 ± 10 — QUIJOTE
16.75 564 ± 10 < 0.93 QUIJOTE
17.00 546 ± 9 — QUIJOTE
18.71 587 ± 11 < 1.93 QUIJOTE
19.00 576 ± 10 — QUIJOTE
22.7 548 ± 15 < 1.00 WMAP
28.4 542 ± 15 — Planck
32.9 521 ± 14 < 0.31 WMAP
40.6 480 ± 13 < 0.40 WMAP
44.1 467 ± 12 — Planck
60.5 430 ± 11 < 1.14 WMAP
70.4 449 ± 12 < 0.74 Planck
93.0 560 ± 16 < 2.81 WMAP
100 620 ± 18 — Planck
143 1302 ± 44 6.7 ± 0.5 Planck
217 4837 ± 172 33.1 ± 2.0 Planck
353 (2.36 ± 0.08)× 104 123.1 ± 10.2 Planck
545 (9.30 ± 0.33)× 104 — Planck
857 (3.70 ± 0.13)× 105 — Planck
1249 (9.41 ± 0.31)× 105 — DIRBE
2141 (1.88 ± 0.06)× 106 — DIRBE
2998 (1.07 ± 0.03)× 106 — DIRBE
The errors are at 1σ errors.
The upper limits of the polarized flux densities are referred to the 95 per cent C.L.
































Figure 5.6.: The intensity SED of W43 with the best-fit model in multi dust components
without taking into account polarization.
to reproduce the ratio of the far-infrared peak value and the AME peak value, other
parameters are adjusted to increase the AME intensity. Therefore, in W43, Rj∆0 becomes
small, τ j+ becomes large, and f
j
TLS becomes large compared to the result for Perseus MC
(see Figs. 3.3b–3.3d). The effect of CMB shadow due to dust is about 10% in the AME
frequency band and about 2% in the CMB peak frequency band. It can be seen that the
CMB shadow, especially in the AME frequency bands, cannot be negligible.
Multi Components with Polarization
Simultaneous SED fitting for the intensity and polarization of W43 is performed with
multi dust components. Fig. 5.7 shows the intensity and polarization SEDs of W43
with the best-fit model. Our model can well explain the overall features of the intensity
and polarization spectra of W43. Our model is within the upper limit of the degree
of polarization of AME obtained by QUIJOTE. The value of the polarization degree
predicted by our model is Π17GHz = 0.05790 ± 0.02297%, and the upper limit provided
by QUIJOTE is Π17GHz < 0.39% (95% confidence limits). On the other hand, our model
is comparable to or slightly exceeds the upper limit of polarization by the WMAP in
the tens of GHz band. From 100 to 1THz frequency bands, our model predicts that the
polarization degree of amorphous dust is about 0.7%. Tab. 5.10 and Fig. 5.8 show the
best-fit parameter values and the probability distribution functions of fitting parameters,
respectively. Except for f jTLS, the best-fit values of the fitting parameters match the result
of fitting only with the intensity within the range of error. As in the case of the Perseus
MC, the observation can be reproduced well because the amorphous silicate dust, which
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Table 5.9.: Best-fit parameters in multi dust components without taking into account polar-
ization for W43.
Amorphous Silicate Amorphous Carbon
T j (K) 17.43 ± 0.10 20.86 ± 0.11∗
∆max,j0 /h (GHz) 10.77 ± 0.26
Rj∆0 0.9938 ± 0.0057
τ j+ (× 10−11 s) 2.862 ± 0.056
f jTLS 0.03907 ± 0.02057 0.01754 ± 0.01138
Ndust (× 1011 cm−2) 1.336 ± 0.031
EM (cm−6 pc) 3942 ± 80
∗ Temperature of amorphous carbon dust is estimated by Eq. (4.25).
Table 5.10.: Best-fit parameters in multi dust components taking into account polarization for
W43.
Amorphous Silicate Amorphous Carbon
T j (K) 17.42 ± 0.10 20.84 ± 0.11∗
∆max,j0 /h (GHz) 10.78 ± 0.26
Rj∆0 0.9955 ± 0.0041
τ j+ (× 10−11 s) 2.866 ± 0.056
Ljmin 0.3283 ± 0.0003 1/3− (9.473 ± 8.206)× 10−5
f jTLS 0.001576 ± 0.001345 0.03797 ± 0.00325
Ndust (× 1011 cm−2) 1.340 ± 0.031
EM (cm−6 pc) 3946 ± 80
∗ Temperature of amorphous carbon dust is estimated by Eq. (4.25).























































Figure 5.7.: The intensity and polarization SEDs and the predicted polarization fraction of




















































































































































































































































































































































































































































Figure 5.8.: Probability distributions of fitting parameters in multi dust components taking
into account polarization for W43. This figure is generated by corner.py (Foreman-
Mackey 2016; 2017).
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has a small f silTLS, emits submillimeter polarization and amorphous carbon dust, which has
a LCmin close to 1/3, emits AME.

Discussion 6
The previous chapter showed that our model can explain the observation of intensity
and polarization in microwave from far-infrared very well. The purpose of this chapter
is to discuss how the results can contribute to astronomy. The results of the SED fitting
in Chap. 5 provide information on the quantum state of amorphous dust. Based on
these results, the expected properties of amorphous dust are discussed in Sec. 6.1. The
analysis considering the effect of CMB shadow is conducted for the first time. The impact
of our amorphous dust model on future CMB observation experiments is discussed in
Sec. 6.2. Although our model can reproduce the observations well, there is much room
for improvement. The points to be further for the amorphous dust emission model are
discussed in Sec. 6.3. At the end of this chapter, it is discussed that our model predictions
for future astronomical observation experiments in Sec. 6.4.
6.1. Predicted Properties of Cosmic Amorphous Dust
The properties of amorphous dust expected from our model are discussed in this section.
SED fitting was tried under various conditions in the previous chapter, but this chapter
discusses only the results obtained by simultaneous fitting of intensity and polarization
SEDs with two dust components of amorphous silicate dust and amorphous carbon dust.
6.1.1. Heat Capacity
Based on the results obtained in Chap. 5, the heat capacity of amorphous dust is esti-
mated. It is assumed that the heat capacity of amorphous dust can be expressed as the
sum of the components derived from the TLS and the lattice vibration. The former is
described by Eq. (3.92) and the latter by Debye’s heat capacity. Fig. 6.1 shows the pre-
dicted temperature dependence of the heat capacity of amorphous silicate dust. Although
the low-temperature heat capacity of amorphous materials is known to be proportional to
temperature (Zeller & Pohl 1971; see Sec. 3.5), our results show no such features in either
Perseus MC or W43. This is because the distribution of the energy difference between the
two levels, E, is local, and Schottky heat capacities with various peak temperatures are
89
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Figure 6.1.: Predicted temperature dependence of the heat capacity of amorphous silicate dust.
The dashed curves indicate the heat capacity deduced from the standard TLS
model and the dotted curve is that based on the Debye model.
not superposed (see Fig. 3.6b). To reproduce AME observations with amorphous dust,
R∆0 must be close to 1 (see Tabs. 5.7 and 5.10), which is incompatible with the ground
measurement results of amorphous materials. The peak temperature of heat capacity is
slightly different between the Perseus MC and W43. The cause is in ∆max0 . The Perseus
MC has a larger value of ∆max0 than W43 (see Tabs. 5.7 and 5.10), so the TLS contributes
even at the higher temperature. Therefore, the peak shifts to the high-temperature side.
The difference in values of ∆max0 may reflect differences in the structure and composi-
tion of amorphous dust. Since the analysis in this study treats that amorphous silicate
dust and amorphous carbon dust have the same parameters for the standard TLS model,
amorphous carbon dust appears the same features for the heat capacity.
6.1.2. Thermal Conductivity
Next, the thermal conductivity of amorphous dust is estimated as in the previous section.
The thermal conductivity derived from the TLS is calculated by Eq. (3.103). Fig. 6.2
shows the predicted temperature dependence of the thermal conductivity of amorphous
silicate dust. It is known that the thermal conductivity of amorphous materials below
1K is proportional to the square of the temperature. However, as in the case of the
heat capacity, the splitting energy range is so narrow that the thermal conductivity is
proportional to the square of the temperature only in a very limited temperature range
below 0.1K. The difference in the absolute value of thermal conductivity on the high-
temperature side is caused by R∆0 . On the high-temperature side of E < kBT , the
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Figure 6.2.: Predicted thermal conductivity of amorphous silicate dust.
smaller R∆0 , the wider the integration range in Eq. (3.103) and the larger the integrated
value of Eq. (3.103). Since R∆0 of the Perseus MC is smaller than that of W43 (see Tabs.
5.7 and 5.10), the thermal conductivity of the Perseus MC is larger than that of W43.
6.1.3. Dielectric Constant
The dielectric constant of amorphous dust is estimated. Fig. 6.3 shows the predicted
frequency dependence of the dielectric constants and the electric susceptibilities of amor-
phous silicate dust and amorphous carbon dust. For comparison, the dielectric constants
and the electric susceptibilities of astronomical silicate dust and graphite dust based on
the DL84 model (Draine & Lee, 1984) are overlaid. Since the lattice vibration is the
dominant component on the high-frequency side, the value expected by our model agrees
with the DL84 model. The difference between the two models comes from the hundreds
of GHz band. Seeing the real part of the dielectric constant of amorphous carbon dust, it
is exceedingly large around 200GHz. As seen from Eq. (A.9), this is caused by the fact
that the dielectric constant takes a very large value in the vicinity of Re(χ0) = 3/(4π)
when Re(χ0) ≫ Im(χ0). The value of Re(χ0) for graphite by the DL84 model is larger
than 3/(4π), but the value of Re(χ0) due to resonance transition takes a negative value
near the resonance frequency. Therefore, by adding the contribution of the resonance
transition, the value of Re(χ0) is close to 3/(4π). Due to the contribution of free electrons
in the graphite described in the Drude model, the imaginary part of the dielectric con-
stant of the graphite in the DL84 model increases as the frequency decreases. However,
by adding the effect of the TLS to this, the imaginary part of the dielectric constant


















































Figure 6.3.: Predicted frequency dependence of the dielectric constant (a) and the electric
susceptibility (b) of amorphous silicate dust (solid curves) and amorphous carbon
dust (dashed curves). For comparison, the dielectric constant and the electric
susceptibility from the DL84 model (green curves) are overlaid.
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the electric susceptibility can be expressed by adding each effect, and the dielectric con-
stant cannot be described simply by adding each effect. This difference causes a unique
frequency dependence of the dielectric constant.
6.1.4. Cosmic Amorphous Dust
The heat capacity, the thermal conductivity, and the dielectric constant expected from our
model have properties that are not found in laboratory measurements. This thesis names
such amorphous dust, which has properties different from those of terrestrial amorphous
materials, as cosmic amorphous dust (CAD). From the results in Chap. 5, amorphous sil-
icate dust and amorphous carbon dust are both considered to be a type of CAD. Consider
how CAD can be formed in the interstellar space. One of the features of CAD is that the
percentage of atoms contributing to TLS fTLS is large. From the measurement of the heat
capacity of amorphous material in the laboratory, it is considered that the order of fTLS
is about 10−4 (Phillips, 1987). This is one to two orders of magnitude smaller than our
result. CAD has more atoms trapped in the TLS than terrestrial amorphous materials.
In other words, CAD seems to have a more irregular crystal structure. As the tempera-
ture rises, the substance approaches liquid, and the atoms can no longer have a periodic
structure. By rapidly cooling from liquid, a solid can be formed while maintaining an
irregular structure. Such a method for forming an amorphous material is called a liquid
quenching. Metallic glass can be formed from a liquid metal that cannot generally have an
amorphous structure. If such a rapid cooling phenomenon occurs in the interstellar space,
it is thought that amorphous dust with high randomness such as CAD can be formed.
6.2. Toward Precision Foreground Removal from CMB
6.2.1. Comparison between TLS Model and Power-Law Model
In this section, we compare the results of the TLS model and the power-law model for the
optical depth of dust in the submillimeter waveband. Fig. 6.4 represents the estimated
dust optical depth based on the result of Chap. 5. The upper panel is overlaid by the
optical depth estimated from the power-law model (Génova-Santos et al. 2015; 2017). The
lower panel shows the difference between the results of our model and the power-law model
divided by the power-law model value. It can be seen that there is almost no difference
between the two models around the CMB peak frequency of 160GHz. On the high-
frequency side, our model estimates the optical depth larger than the power-law model.
This means that when only high-frequency data is given, the power-law model estimates
dust emission near 160GHz larger than the TLS model. These tendencies are common




























Figure 6.4.: Comparison of the optical depth between our results and the power-law model.
In the upper panel, the solid line is our result and the broken line is the result of
applying the power-law model. The parameter values according to the power-law
model are as follows: β = 1.73 and τ250GHz = 2.78× 10−4 for Perseus MC (Génova-
Santos et al., 2015); β = 1.75 and τ250GHz = 4.02 × 10−3 for W43 (Génova-Santos
et al., 2017). The lower panel shows the difference between our results and the
power-law model results normalized by the power-law model results.
is the forthcoming task to examine quantitatively how much the difference between the
TLS model and the power-law model affects the CMB analysis.
6.2.2. CMB Shadow as CMB Foreground
Our model takes into account the CMB shadow that is the absorption of CMB itself by
dust. It is verified how much the effect of CMB shadow has affected. To investigate the
effect of the CMB shadow on SED fitting, SED fitting is performed for the intensity and
polarization data of Perseus MC with amorphous silicate dust and amorphous carbon
dust not taking into account the CMB shadow. Tab. 6.1 summarizes the values of the
parameters of the best fit model obtained by this SED fitting. As can be seen from
comparison with Tab. 5.7, the fitting result is the same within the error range with and
without the CMB shadow contribution. It can be said that the effect of the CMB shadow
on dust parameter estimation is sufficiently negligible. Although the contributions of the
6.3 Improvement on Amorphous Dust Model 95
Table 6.1.: Best-fit parameters for the Perseus MC not taking into account CMB shadow.
Amorphous Silicate Amorphous Carbon
T j (K) 14.37 ± 0.17 17.34 ± 0.20∗
∆max,j0 /h (GHz) 14.43 ± 0.87
Rj∆0 0.8469 ± 0.1050
τ j+ (× 10−11) 2.086 ± 0.127
Ljmin 0.2915 ± 0.0048 1/3− (0.002388 ± 0.001947)
f jTLS 0.001685 ± 0.001365 0.01199 ± 0.00245
Ndust (× 109 cm−2) 9.423 ± 0.666
EM (cm−6 pc) 26.75 ± 4.00
∆TCMB (µK) -20.45 ± 13.14
∗ Temperature of amorphous carbon dust is not a free parameter and is estimated by Eq. (4.25).
CMB temperature fluctuation emission and the CMB shadow due to dust are almost the
same order, it can be confirmed that the fitting results of both are consistent within the
error range for the CMB temperature fluctuation.
It is important to estimate how much the CMB analysis can be affected when the CMB
shadow is taken into account as the CMB foreground. A quantitative study on this topic
is ongoing.
6.3. Improvement on Amorphous Dust Model
6.3.1. Influences on Applying the Soft-Potential Model
In this study, the standard TLS model is used to describe the optical properties of amor-
phous dust. The typical temperature of dust is about 20K, but the deviation from the
standard TLS model has been measured in the temperature range above 10K. This could
mean that the standard TLS model does not apply enough to interstellar dust. The soft-
potential (SP) model introduced to explain the unique properties of amorphous materials
appearing above 10K is an extension of the standard TLS model and should be applied to
amorphous dust. Therefore, this section considers the effects of adapting the SP model.
The detail of the SP model is found in Appx. B.
First, let us consider the difference in a double-well potential between the SP model
and the standard TLS model. In the standard TLS model, Gaussian is assumed for the
height of the potential barrier of the double-well potential [see Eq. (3.61)]. On the other
hand, in the SP model, it is assumed that there are many lower barriers according to the
power-law model [see Eq. (B.22)]. In this study, the average height of the potential barrier
was set at 550K, and thermal relaxation hardly occurred at the dust temperature. It is
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easy to cause thermal relaxation even at low temperatures if the potential barrier is low.
The effect of the relaxation process on the dielectric constant occurs in the submillimeter
waveband, so it is thought that the slope of the spectrum becomes flatter.
Next, the influence of anharmonic vibration is considered. By incorporating anhar-
monicity in the SP model, it is possible to explain the deviation from the standard TLS
model that appears in the heat capacity and the thermal conductivity above 10K (see
Secs. B.3.2 and B.4). The frequency corresponding to the energy of 10K is in the 100GHz
band, and it is thought that the optical properties in this frequency band may be affected
by applying the SP model. Seeing at the comparison with the observed data (Figs. 5.3,
5.4, 5.6, and 5.7), our model systematically shows smaller values than the observed data
in the 100–300GHz band. This gap may be improved by applying the SP model. The
100–300GHz band is also the CMB peak frequency band, and it can be said that fur-
ther research using the SP model is necessary to realize high-accuracy CMB observation
experiments.
6.3.2. Amorphous Hydrocarbon Dust
In this study, amorphous carbon dust composed of only carbon atoms is introduced as
carbonaceous amorphous dust. However, there are previous studies that amorphous hy-
drocarbon dust is suitable as carbonaceous amorphous dust (e.g., Jones et al. 1987). The
effect caused by amorphous hydrocarbon dust is considered in this section. In general,
the bonds between carbons include sp3 bonds that bond three-dimensionally like a di-
amond, sp2 bonds that bond two-dimensionally like graphite, and sp bonds that bond
one-dimensionally like carbyne. Amorphous carbon is a material in which sp3 and sp2
bonds are mixed. It can be thought that the TLS is formed because there are two states,
sp3 and sp2 bonds, for each carbon bond. As for amorphous hydrocarbons, the bond be-
tween carbons can be regarded as a hybrid state of sp3 and sp2 bonds as with amorphous
carbon. Therefore, it is assumed that the difference between amorphous hydrocarbon
dust and amorphous carbon dust is only the presence or absence of hydrogen atoms on
the material surface. The hydrogen on the surface is bonded to other carbon atoms by
hydrogen bonds. At this time, two equilibrium positions can be created by pulling hydro-
gen between carbon atoms, so it is considered that the TLS is also formed for hydrogen
atoms. Therefore, it is considered that amorphous hydrocarbons can form the TLS more
easily than amorphous carbon dust because also hydrogen atoms can have the TLS. In
other words, the contribution of the TLS is more prominent for amorphous hydrocarbon
dust than for amorphous carbon dust.
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6.3.3. Temperature Distribution
This thesis ignores the temperature dependence of dust, but this section considers the
effect. Fine dust particles do not reach thermal equilibrium states, and most of them
are at a temperature lower than the equilibrium temperature. Resonance transitions in
amorphous dust are more likely to occur at lower temperatures (see Sec. 3.4.1). Since the
alignment of fine dust is easily disturbed, its degree of polarization is considered to be
small. The difference in the degree of polarization between submillimeter wavebands and
AME may be explained by the difference in the size of the dust that carries them.
6.4. Prediction for Next Generation Observations
Our model can explain the observation of intensity and polarization in the microwave from
far-infrared without any contradiction. It presents what our model predicts for future
observations including CMB polarization observation experiments and what should be
confirmed by follow-up observations.
As seen from Figs. 5.4 and 5.7, our model predicts a value of 0.1%–1% for the polariza-
tion fraction of AME. This is a value of several tens of percent concerning the upper limit
of the AME polarization degree given by QUIJOTE (Génova-Santos et al. 2015; 2017).
If the sensitivity is improved a little more, it can be said that polarized AME may be
detected. Our model can reproduce the observations well by assuming that the origin of
AME and submillimeter polarization is amorphous carbon dust and amorphous silicate
dust, respectively. As seen in Sec. 1.5.1, it is known that amorphous silicate dust generates
band emission in the near-infrared. Comparing the polarized near-infrared band feature
to the polarization emission in submillimeter waves leads to model limitations. As seen
from the spectrum of W43 in Figs. 5.6 and 5.7, the value at 2.33GHz does not become
zero even if the free-free radiation component is removed. If this residual component is
significant, it can be called the second AME. If the double-well potential in which atoms
composing the amorphous material are trapped is close to symmetric, the splitting energy
is small. As a result, resonance radiation can be emitted in frequency bands lower than
the AME frequency. It is suspected that the foreground radiation component is not suffi-
ciently subtracted from the data used in this study. Since dust emission may contribute
even around the 1GHz bands, highly sensitive observations in these frequency bands are
significant to deepen the understanding of the dust, too.

Conclusions 7
This thesis studied the optical properties of interstellar amorphous dust, which is the
foreground radiation, intending to detect the cosmic microwave background (CMB) B-
mode polarization originating from primordial gravitational waves. The scientific results
and objectives achieved by this study are summarized below.
⋆ Physical models describing the physical properties of amorphous materials were
summarized. Among them, the frequency dependence of the dielectric constant
based on the standard two-level systems (TLS) model describing low-temperature
properties below 1K was formulated. By applying this result, it is possible to obtain
the absorption coefficient and emissivity of an amorphous material.
⋆ The amorphous dust model based on the standard TLS model was compared with
observation of Perseus and W43 molecular clouds from far-infrared to microwave fre-
quency bands. We showed that our model could reproduce the observation well. It
was found that the polarization can be explained consistently when amorphous car-
bon dust generates anomalous microwave emission (AME), and amorphous silicate
dust emits polarized submillimeter radiation. We indicate that thermal emission
from amorphous dust can be an alternative candidate for the origin of AME.
⋆ For the first time, we analyzed the effects of CMB shadow, which is the absorption
of CMB by the interstellar matter. It was found that the effect of CMB shadow
is negligible for estimating the values of the physical properties of amorphous dust
by the spectrum fitting for the molecular clouds. The CMB shadow is a non-
negligible effect for the CMB B-mode polarization detection at r < 0.01, and further
investigation is necessary.
⋆ The physical properties of amorphous dust expected by our model behave differ-
ently from terrestrial amorphous materials. Our model predicts the existence of
cosmic amorphous dust (CAD) with a unique amorphous property that has not
been discovered on the ground.
⋆ Our model predicts the existence of polarized AME. In the near future, the polar-
ization AME is likely detected by observation in the 10–30 GHz bands.
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Local and External Field A
This chapter clarifies the relationship between external and local fields for materials. It is
necessary to know how energy is absorbed by the external field incident on the material.
However, the electromagnetic field acting on the atoms that absorb energy is a local field,
not an external field. Therefore, both must be distinguished. The purpose of this chapter
is to relate the two using Lorentz local field theory. This chapter is based on Kittel (2004).
A.1. Local Field
Consider a homogeneous ellipsoid particle placed in a uniform electric field Eext. Assuming
that the electric polarization P occurs along the incident electric field Eext, the electric






1 + Li(ε− 1)
Eexti ≡ χ0,i Eexti , (A.1)
where the subscript i corresponds to the axial direction of the ellipsoid, which runs x,
y, and z, Li is a geometrical factor defined by Eq. (4.4), ε is the dielectric constant (or
permittivity) of the ellipsoid particle, and χ0,i is the electric susceptibility along the ith
semi-axis of the ellipsoid particle for the external field.
Based on the Lorentz local field theory, the local electric field acting an atom composing
the ellipsoidal particle, E local, can be expressed by superposition of the external electric
field and the electric field generated by the electric polarization as,
E local = Eext + E1 + E2 + E3, (A.2)
where E1 is the depolarization field generated from a surface charge density, E2 is the
electric field produced by a surface electric charge density σP on a virtual spherical cavity
whose radius is much smaller than the particle size, and E3 is the electric field created
by dipole moments inside the cavity. The depolarization field E1 is related to the electric
polarization according to
E1i = −4πLiPi. (A.3)
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In amorphous material, it is expected that the position of each atom is completely random.
































































1 + Li(ε− 1)
Eexti . (A.6)
A.2. Relation between Permittivity and Susceptibility
In a spherical particle, the local field is equal to the external field because Li = 1/3 [see
the definition of Li in Eq. (4.4)], whereas, in an ellipsoidal particle, the local field differs
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from the external field. Since an electric field acting each atom is the local field, the








where αj is the polarizability of each atom j and Nj is the concentration. From Eqs. (A.1),









Eq. (A.8) is the Clausius-Mossotti relation, which is satisfied regardless of the shape of
the particle. In other words, the electric permittivity is a physical parameter indepen-
dent of the particle shape. This equation relates to microscopic physical parameters to
macroscopic physical parameters. From Eq. (A.6), we can see that the local field equals
the external field for a spherical particle. Therefore,
∑
j Njαj is equal to χ0 which is the







or ε− 1 = 12πχ0
3− 4πχ0
. (A.9)
Although it has the same shape, Eq. (A.9) is not Clausius-Mossotti relation. Clausius-
Mossotti relation is a relational expression between atomic polarizability α and dielectric
constant ε for the local electric field and relates microscopic physical quantity and macro-
scopic physical quantity. On the other hand, the electric susceptibility χ0 is a macroscopic
physical quantity, and Eq. (A.9) is simply a relational expression representing variable
transformation. We can derive the relation between χ0,i and χ0 from Eqs. (A.1) and (A.9),
χ0,i =
χ0
1 + 4π(Li − 1/3)χ0
. (A.10)
This equation shows that χ0,i = χ0 when Li = 1/3, as expected.
Note that χ and χ0 are distinguished whose definitions are the susceptibility for the re-
sponse to a macroscopic internal electric field and to an external electric field, respectively.
The former is related to an electric permittivity ε as
ε = 1 + 4πχ. (A.11)




The standard TLS model proposed by Anderson et al. (1972) and Phillips (1972) describes
the low-temperature physical properties of amorphous materials well and achieves success.
However, it is known that there is a deviation between the standard TLS model and
laboratory measurements above 1K. Zeller & Pohl (1971) found that the heat capacity
of amorphous materials is proportional to the fifth power of the temperature and the
thermal conductivity has the plateau above 1K. The Debye model and the standard
TLS model cannot explain the temperature dependence of them. Karpov et al. (1982)
proposed the soft-potential (SP) model to describe these amorphous properties. The SP
model expresses the potential trapping an atom composing the amorphous material as the
quartic function. The SP model takes into account the anharmonicity which is expected
to explain the deviation from the standard TLS model. The SP model is the expanded
model of the standard TLS model since the quartic function can describe the double-well
potential.
This chapter introduces the basic concept of the SP model and derives the heat capacity
and the thermal conductivity based on the SP model. More details are seen in Ramos
et al. (1993).
B.1. Basics of Soft-Potential Model
We summarize the basics of the SP model. The SP model assumes the potential VSP to
















where V0 is the binding energy of an atom, x is its displacement, a is a distance of the
order of the lattice constant, and η and ξ are the dimensionless parameters. In order to
get the typical energy scale, we estimate the energy difference between the ground state
and the first excited state with η = ξ = 0. By applying the WKB approximation, the
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where a0 ≡ a(En/V0)1/4 and Γ is the gamma function. The integral variable y is defined
as x ≡ a(En/V0)1/4y. The energy difference W can be calculated as,




























































































B.2 Tunneling in the Soft-Potential Model 107
Hereafter, the origin is chosen as VSP(z = 0) = 0, for simplicity. The necessary and
sufficient condition for the quartic potential VSP to behave like a double-well potential is









Fig. B.1c shows the regions on the D1–D2 plan where the potential shape of VSP is single-
well (Fig. B.1a) or double-well (Fig. B.1b). The grey colored region corresponds to the
double-well potential. Assuming D1 and D2 are widely distributed in this plane, VSP takes
the single-well potential for the most part.
B.2. Tunneling in the Soft-Potential Model
The SP model separately treats the tunneling effect arisen from the double-well potential
and the anharmonicity due to the fourth-order term. This section derives the tunneling
effect based on the SP model and verifies that the SP model can obtain the same properties
as the standard TLS model. Since, as seen from Fig. B.1c, the tunnel effect occurs only
when D2 is negative, this section treats D2 as a negative value.
B.2.1. Distribution Function
We set parameters describing the tunneling effect. The splitting energy E is given as
E = (∆2+∆20)
1/2 in the same way as the standard TLS model [see Eq. (3.13)]. Assuming




By WKB approximation, the tunnel splitting energy ∆0 is calculated as













2 (|D2|− 1), (B.13)
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(a) single-well potential










































Figure B.1.: The quartic potential indicating a single-well type (a) and a double-well type (b).
The values of the coefficients are (a) D1 = 1 and D2 = 10; (b) D1 = 1 and
D2 = −10. Single-well and double-well regions in the D1–D2 plane are shown in
(c). The dashed curve is calculated by Eq. (B.29). We set ω̄h = 10.
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We adopt Eqs. (B.13) and (B.14) as ∆ and ∆0, respectively. We introduce the dimen-








|D2|3/2 − 1. (B.16)
We estimate the distribution functions of each parameter. It is natural to assume that
D1 and D2 have the uniform distribution,
P (D1, D2) = PSP. (B.17)
The distribution function of ∆ and λ, P (∆, λ), is obtained by












In contrast to the standard TLS model, P (∆, λ) is not constant in the SP model (see
Sec. 3.3). Similarly, the distribution function of E and u can be estimated by
















where the coefficient 40 results from numerical calculation. Then, we derive the distribu-

















In the case that ∆ ≫ ∆0, that is, E = ∆, P (E, VB) can be estimated as








The distribution P (E, VB) does not depend on the splitting energy E and decreases as
the barrier height increases.
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B.2.2. Heat Capacity
By integrating the Schottky heat capacity [see Eq. (3.91)] with the distribution function
P (E, u), the heat capacity due to the tunneling effect described by the SP model, CDWP,
























































To get Eq. (B.23), we ignore E dependence of the distribution function P (E, u) and
regard τmin as constant. If the temperature dependence of parameter τmin is enough
negligible, Eq. (B.23) shows CDWP ∝ T (see Fig. B.2).
B.3. Anharmonic Vibration in Soft-Potential Model
This section considers the anharmonic oscillator in a single-well potential. Of course, the
anharmonic oscillation occurs in a double-well potential, but the SP model does not take
that into account.
B.3.1. Density of States
Although the uniform distribution is applied to the distribution function of D1 and D2
[see Eq. (B.17)], it cannot explain the deviation from the standard TLS model appearing
above 1K. Therefore, it is assumed that the distribution function PAHO(D1, D2) can be
described by Gaussian with respect to D1 in the vicinity of D1 = 0:





The distribution function PAHO(D1, D2) is independent of D2, in other words, the dis-
tribution of D2 is uniform. Therefore, we need to introduce the upper and lower bounds
on D2. By calculating the second derivative of the anharmonic potential provided by
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D2 + 6z2min. (B.26)





























The curve estimated by Eq. (B.29) is drawn in Fig. B.1c. Since D1 is a real number, the
radicand in Eq. (B.29) must be positive. As seen Fig. B.1c, in D2 < −ω̄2h/8, it is required
that D1 is much larger than 1 to make VSP a single-well shape. However, the distribution
function is close to zero in this region because the distribution of D1 is supposed Gaussian.




















































where B2 = 2(1 − 4D2/ω̄h)/3. The density of state expected by the Debye model is
proportional to the square of angular frequency, but on the other hand, that of anharmonic
oscillation based on the SP model increases as the fourth power of angular frequency. Such
an excessive density of the state is called the Boson peak. Although the physical origin
of the Boson peak is studied actively in the condensed matter physics field, it is an open
question yet.
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Figure B.2.: The temperature dependence of the heat capacity in the SP model normalized by
PSPkB.
B.3.2. Heat Capacity
We deduce the heat capacity due to the anharmonic oscillation. In general, the heat
capacity of the harmonic oscillation CHO can be written as













By integrating CHO with the density of state by Eq. (B.31), the heat capacity of anhar-





















As seen from Eq. (B.33), the heat capacity due to the anharmonic oscillation is propor-
tional to the fifth power of temperature. Fig. B.2 shows the heat capacities calculated
by Eqs. (B.23) and (B.33). In Fig. B.2, we regard the value of ln1/3(t/τmin) as 1. The
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Solving this equation with W ,
W = 0.334× kBT ′. (B.36)
The energy difference W can be evaluated if T ′ is measured.
B.4. Thermal Conductivity









CDebye,j cj lj. (B.37)







where x = E/kBT , ωD is the Debye angular frequency, and Dj are the density of states
for longitudinal and transverse waves defined by Eqs. (3.81) and (3.82), respectively. The









The mean free path derived from the tunnel effect ltun,j is given by Eq. (3.101). The mean
free path derived from hopping, a classical relaxation process, is symbolized by lhop,j.















By taking the integral with respect to E and VB using Eq. (B.40), lhop,j is obtained as


















where Λj are the coupling constants for the longitudinal or transverse sound waves.
Since the angular frequency ω ∼ 1011 s−1 and τ 0hop ∼ 10−13 s, it can be estimated that
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Figure B.3.: The temperature dependence of the thermal conductivity by the SP model cal-
culated by Eq. (B.45).
ln−1/4[1/(ωτ 0hop)] ≃ 0.7. The mean free path derived from soft-mode lattice vibrations







































Fig. B.3 represents the temperature dependence of thermal conductivity by the SP model,
fκSP . In kBT ≪ W , the zero-order term in the denominator is dominant, so the thermal
conductivity is proportional to the square of the temperature. On the other hand, in
kBT # W , the quadratic term in the denominator is dominant, and the temperature
dependence of the thermal conductivity disappears. The energy difference W is estimated
by measuring the temperature at which the thermal conductivity no longer increases even





(1.1 + 0.7x+ 3x2)2
= 0
⇒ W ≃ 1.65kBT ′′. (B.47)
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In kBT ≫ W , κSP remains constant. However, the contribution of lattice vibration derived
from the Debye model increases, which means that the thermal conductivity of the whole




This chapter considers the acoustic vibration excitation based on the interaction between
the substance and the electromagnetic wave by the disordered charge distribution pro-
posed by Schlömann (1964). This effect is not unique to amorphous materials but can be
applied to any material with an irregular charge distribution, such as irregular crystals
such as mixtures, polycrystals, and single crystals with an inverse spinel structure. Even
if the charge distribution is locally disordered, there is a size in which the distribution can
be regarded as being aligned when the scale is enlarged. Such a size is called correlation
length or coherent length and is represented by lc. This chapter derives the expected
dielectric function from the DCD model. The derivation method is based on Schlömann
(1964).
To determine the electric susceptibility, the equation of motion for atoms in a material













= qjE , (C.1)
where mj, qj, and uj is the jth particle’s mass, charge, and displacement vector, respec-
tively, Kjj′ is the elastic constant tensor, bjj′ is the damping factor tensor, and E is the
electric field. For simplicity, bjj′ is ignored because the damping effect is assumed to be



















2 and sλk are eigenvalues and eigenvectors






Kjj′ exp [−ik · (rj − rj′)] , (C.4)
1The superscript λ indicates different solution of the eigenvalue equation.
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where rj is the jth particle’s stable position. It is easy to confirm that (ωλk)
2 and sλk
















exp [−i (k · rj − ωkt)]
= ω2k uj exp [−i (k · rj − ωkt)]
= ω2k sk. (C.5)












qj exp(−ik · rj), (C.7)















uj · sλk exp(−ik · rj). (C.9)











E · sλk, (C.10)
where it is assumed that each particle has the same mass m, for simplicity. In order to
take into account the contribution of the neglected damping term, a term γ(∂ûλk/∂t) is






)2 − ω2 + iωγ
. (C.11)
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where V is the particle volume and δ is the delta function. Therefore, the electric suscep-















)2 − ω2 + iωγ
. (C.13)
In a regular crystal material, since the spacial spectrum of the charge distribution |q̂k|2
is uniform, the electric susceptibility presented in Eq. (C.13) is same as that derived by
the Lorentz model. In an amorphous material, on the other hand, since the structure is
disordered, the longer the distance, the less the correlation in the charge distribution. In
other words, on the long-wavelength side, the spatial spectrum of an amorphous substance












This chapter summarizes the probability distribution of each parameter obtained by SED
fitting performed in Chap. 5. In this capter, the probability distribution of fitting param-
eters are shown by corner.py (Foreman-Mackey 2016; 2017).
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122 D Probability Distribution of Fitting Parameters


























































































































































































Figure D.1.: Probability distributions of fitting parameters in a single dust component without
taking into account polarization for Perseus MC.
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Figure D.2.: Probability distributions of fitting parameters in a single dust component taking




































































































































































































































































































































































































































Figure D.3.: Probability distributions of fitting parameters in multi dust components without











































































































































































































































Figure D.4.: Probability distributions of fitting parameters in multi dust components without
taking into account polarization for W43.
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