Abstract-This paper studies the achievable degrees of freedom (DoF) of the 3-user multiple-input multiple-output (MIMO) interference channel (IC), with rank-deficient channel matrices. A two-layered linear processing scheme is proposed, with the inner layer zero-forcing as many interfering links as possible by applying a technique known as change of basis, and the outer layer performing interference alignment for the remaining interfering links. The achievable DoF of the proposed scheme is derived, and its performance is validated by specializing our results to those setups with known DoF outer bound, where DoF optimality has been observed in various scenarios.
I. INTRODUCTION
The interference channel (IC) models a multi-user communication scenario where each transmitter is intended to send independent information to its corresponding receiver while causing interference to all other receivers. The informationtheoretical capacity of the general ICs is a long-standing open problem [1] , [2] . Recently, there is a growing interest on studying ICs from the degrees of freedom (DoF) perspective [3] - [7] , which characterizes the first-order capacity approximation at the asymptotically high signal-to-noise ratio (SNR). Particularly, for the 2-user multiple-input multipleoutput (MIMO) IC, the DoF region has been characterized in [4] , where it shows that a zero-forcing scheme is sufficient for DoF optimality. For the 3-user MIMO IC where all terminals are equipped with the same number of antennas, it was found that higher DoF than previously believed can be achieved with a novel technique known as interference alignment [5] . Recently, for the more general 3-user M × N IC where each transmitter is equipped with M antennas and each receiver with N antennas, the DoF has been characterized in [6] with the notion of subspace alignment chains. A key step to derive the DoF outer bound in [6] is the change of basis operation, which nullifies part of the interfering links by applying invertible linear transformations at the transmitters and receivers. As such, it helps identifying the side information to be provided by a genie for the DoF outer bound.
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ing environment. However, in some practical scenarios, the communication channel matrices may be rank deficient due to poor scattering and the presence of very few direct paths. For such rank-deficient channel models, there are only a few works reported on the DoF studies [8] - [11] . In [8] , the DoF has been characterized for the the 2-user rank-deficient MIMO IC. If, in addition, the channel matrices are also correlated, which is indeed the case for the equivalent IC model resulting from the double unicast network with linear network coding, the DoF region has been independently obtained in [9] and in our previous work [10] . In [11] , under the assumption that all channel matrices are of the same rank, an achievable DoF was obtained for the K-user time-varying IC with rank deficiency. The achievable scheme proposed therein is based on either zero-forcing or interference alignment, whichever gives the higher DoF. For the 3-user rank-deficient MIMO IC where all terminals have the same number of antennas, the DoF was studied in [8] .
In this paper, we study the achievable DoF of the 3-user M × N rank-deficient MIMO IC where each transmitter is equipped with M antennas and each receiver with N antennas. Our model is more general than that studied in [6] since rank-deficient channels are considered herein. It is also more general than that considered in [8] since the transmitters and receivers may have different number of antennas. We propose a linear transmitter-receiver processing scheme consisting of two layers, with the main principle of zero-forcing as many interfering links as possible before performing interference alignment [6] . The inner layer is designed for the first purpose by applying a change of basis operation, a technique used in [6] for the outer bound proof for the 3-user full-rank MIMO IC. In fact, the rank deficiency of the interfering channel matrices considered herein enables zero-forcing to be achieved at both the transmitters and receivers, by carefully choosing the inner transmit precoding and receive equalization matrices. For the remaining interfering links that cannot be zero-forced, interference alignment is applied as an outer-layer processing to ensure that they occupy the minimum dimension as possible. With this proposed two-layered design, an achievable DoF for the 3-user M × N rank-deficient MIMO IC is derived. It is found that when specializing to the scenario considered in [8] , i.e., M = N , the obtained DoF matches with the outer bound, and hence is optimal. Besides, for the special case of full-rank channel matrices as considered in [6] , the proposed scheme is also DoF optimal when min{M,N } max{M,N } ∈ (0, deificient MIMO IC. Section III presents the main results, where a two-layered linear processing scheme is proposed and an achievable DoF is derived. In Section IV, the performance of our proposed scheme is evaluated. Finally, we conclude the paper in Section V.
Notations: Scalars are denoted by italic letters. Boldface lower-and upper-case letters denote vectors and matrices, respectively. C N ×M and R N ×M denote the space of N × M complex and real matrices, respectively. The range (or column space) and null space of a matrix A are denoted by R(A) and N (A), respectively.
II. SYSTEM MODEL
Consider a 3-user MIMO IC, where transmitter i is intended to send information to receiver i and interferes with the other two receivers. Denote by M and N the number of antennas at each transmitter and receiver, respectively. Let H kj ∈ C N ×M , k, j ∈ {1, 2, 3} denote the channel matrix from transmitter j to receiver k. The equivalent baseband inputoutput relationship is then given by
where y k ∈ C N ×1 denotes the received signal vector at receiver k; x j ∈ C M ×1 is the transmitted signal vector from transmitter j; and w k ∈ C N ×1 denotes the additive Gaussian noise vector.
Thanks to the reciprocal property [12] , we can assume that N ≥ M without loss of generality. The channel matrices are assumed to be generic (thus random and independent of each other) and possibly rank-deficient. All the direct channel matrices H kk are assumed to be of rank D 0 , and the cross channel matrices H (k−1)k and H (k+1)k are of ranks D 1 and D 2 , respectively, as shown in Fig. 1 . Then we have D i ≤ M ≤ N, i = 0, 1, 2. Note that similar to [13] , the user index k is interpreted modulo 3 so that, e.g., user 0 is the same as user 3. We are interested in determining the achievable DoF, i.e., the number of interference-free data symbols distinguishable at the desired receivers at the asymptotically high SNR. As such, the noise terms in (1) can be technically ignored in the following analysis.
III. ACHIEVABLE DEGREES OF FREEDOM
To find an achievable DoF for the MIMO IC given in (1), we propose a two-layered linear transmitter and receiver processing scheme, as shown in Fig. 2 . The change of basis operation in the inner layer, which consists of invertible linear transformations T k at the transmitter and R k at the receiver, exploits the rank-deficiency properties of the interfering channel matrices to nullify as many interfering links as possible. For the remaining interfering links that cannot be zero-forced, interference alignment is applied in the outer layer and is achieved by the precoding matrix E k as shown in Fig. 2 . Note that due to the symmetric property of the channel model considered, similar transmitter and receiver processing will be applied by all three users; hence, the following analysis applies to all k ∈ {1, 2, 3}.
The remaining part of this paper shows how to design each individual block in Fig. 2 and provides the derivation of the achievable DoF. For ease of analysis, we distinguish the following scenarios:
1) High interference, where
The following result turns out to be useful [14] :
Fact 1: Let A 1 ∈ C M ×M1 and A 2 ∈ C M ×M2 be randomly and independently generated, then the column spaces spanned by A 1 and A 2 have empty overlapping with probability 1 if and only if
With the zero-forcing condition imposed in (2), it is easy to see that the linearly transformed signal y k = R k y k consists of the first few components that are free from the interference from user k−1, and the last few components that are free from the interference from user k + 1. Since rank(H k(k−1) ) = D 2 , then a full row rank matrix U k(k−1) satisfying the zero-forcing condition (2) 
and H k(k+1) are independent, so are U k(k−1) and U k(k+1) .
Furthermore, since (N − D 1 ) + (N − D 2 ) < N , which can be easily verified with D 1 +D 2 > 2N −M and N ≥ M , then by applying Fact 1, it is easy to see that the row spaces spanned by U k(k−1) and U k(k+1) do not overlap. The remaining part of R k , denoted as J k , is then randomly generated from C (D1+D2−N )×N . Then it follows that R k is a full-rank square matrix, and hence is invertible.
The linear transformation T k ∈ C M ×M at transmitter k is designed similarly. Specifically, T k is partitioned as
where V (k+1)k and V (k−1)k are designed such that
The zero-forcing conditions in (4) ensure that the first (resp. last) few components of x k as indicated in Fig. 2 do not interfere with receiver k + 1 (resp. k − 1).
, it is easily obtained that the full column rank matrices V (k+1)k and
where the U matrices are the corresponding blocks in (2) at receiver k − 1 and k + 1, respectively. Next, we show that such a design for B k is feasible by showing that the null space of the concatenated matrix in (5) is nonempty. Since all the channel matrices are independent, U (k−1)(k+1) , which spans the left null space of H (k−1)(k+1) , is independent of the channel matrix H (k−1)k . Therefore, we have
where the last equality follows from the conditions
which is a positive number under the high-interference scenario considered. Therefore, a full-rank matrix B k satisfying the zero-forcing condition in (5) will have size
Moreover, since the columns in B k satisfy (6) and (7) simultaneously, and that in V (k+1)k and V (k−1)k satisfy (6) and (7) respectively, to ensure the full-rank of T k , we must have
Note that such a design for
The design of T k is further illustrated by the Venn diagram in Fig. 3 , showing the related subspaces in the M -dimensional space. The numbers in the boxes indicate the dimensions of the corresponding subspaces. It is clear from Fig. 3 that with each block choosing from the corresponding subspace as indicated, T k is of full-rank and thus invertible. With the invertible linear transformations R k and T k given by (2) and (3), part of the interfering links have been nullified. The resulted effective interfering links after such a change of basis operation is plotted in Fig. 4 , with the numbers indicating the dimensions of the corresponding blocks. The direct links are omitted for brevity [6] .
The input-output relationship between x k and y k as shown in Fig. 2 is then given by
where
denotes the interference term. By substituting with (2) and (3) and taking user 1 for instance, z 1 can be written as We are now ready to design the signaling vectors x k based on the remaining interferences as shown in (13).
2) Outer Layer-Interference Alignment: Fig. 2 the information-bearing symbols for user k, where |d k | represents the number of symbols to be determined. d k is partitioned into three blocks (top, center and bottom), and is written as
T . The signaling vector x k is obtained with a precoding matrix
where a block diagonal precoding matrix E k is used so that the interference caused by each block of d k is restricted to a dimension smaller than N at the receivers, as become clear later. To ensure the full decodability of d k at the desired receiver k, E k is required to be of full column rank. Therefore, E kt , E kc and E kb should be of full column rank as well. The sizes of E kt , E kc and E kb are given by (14) is further partitioned as
T T , and the corresponding precoder E kc is designed to be
where the sizes of 
By exploiting the symmetric properties, we have
where (17)- (19) can be assumed since the network is symmetric to all the three users, and (20) 
Next, we show how to design each block in E k . First, the top and bottom blocks E kt and E kb are randomly generated from C (M −D2)×|d kt | and C (M −D1)×|d kb | , respectively. Then E kt and E kb are of full column rank if and only if
The central block E kc is carefully designed to achieve self interference cancellation as well as interference alignment. By taking the interference at user 1 as an example and substituting (16) into (13), we have
). It is observed that the matrix
is a full-rank square matrix and both E 2t and E 
where P kj , k = j are defined similarly and they are all fullrank square matrices of dimension D 1 +D 2 −N . In the special case of M = N , and hence |d Proof: A constructive proof is given in Appendix A. So far, we have completed the design of all the blocks in Fig. 2 for the high-interference scenario. Now we are ready to derive the achievable DoF of the proposed scheme.
3) Analysis of the Achievable DoF: Denote by R the achievable DoF for each user, which is the number of distinguishable data symbols at the desired receiver. Since the direct channel matrix has rank D 0 , we must have
Under the condition of full decodability of the informationbearing symbols at desired receivers, we have
where the last equality follows from the two cases in (30). Denote by Z the number of dimensions occupied by the interferences. Note that the proposed scheme in the previous two subsections is based on the interfering channel matrices only, which are independent of the direct channel matrices. As a result, with probability 1, the subspaces occupied by the desired data symbols d k at receiver k and that by the interferences have no overlapping if
1 Note that such zero blocks are necessary for self-cancellation of part of the interference discussed previously.
where N is the total number of dimensions available at receiver k. Condition (33), together with the full column rank conditions given in (21)-(24), ensures the full decodability at the desired receivers; and hence (32) is valid. Next, Z is determined by counting the dimensions occupied by the interferences. From (25), (26) and the interference alignment condition (27), we have
where the last equality follows from the cases given by (30). Now we have obtained a set of equalities and inequalities related to R. To derive an explicit expression for the achievable DoF R, we apply the standard Fourier-Motzkin elimination to the set of equations formed by (21)-(24) and (31)-(34). The detailed steps for Fourier-Motzkin elimination are omitted for brevity. The obtained result shows that in the high-interference scenario, a DoF value R is achievable for each user if
Note that in the above analysis, we implicitly assumed that all related numbers are integers, if necessary. If this is not the case, the same result can be obtained with the concept of spatial extension as discussed in [6] .
Under this moderate-interference scenario, the invertible transformation R k at the receiver is designed in the same manner as that in (2) . On the other hand, the transformation T k at the transmitter side is designed with a slight modification compared to (3) . Specifically, T k is partitioned as
, respectively. A (k+1)k and A (k−1)k are designed similarly as in the high-interference case, i.e.,
(37) Then A (k+1)k can be chosen from a subspace with dimension given by
The same result is obtained for A (k−1)k . Therefore, both A (k+1)k and
The difference lies in the design of the central block F k . Under the moderate-interference condition with D 1 + D 2 ≤ 2N − M , it can be obtained that the two subspaces N (U (k+1)(k−1) H (k+1)k )) and N (U (k−1)(k+1) H (k−1)k )) have no overlapping. Therefore, designing F k to satisfy the zero-forcing conditions similar to that in (5) is infeasible. Therefore, F k in (36) is chosen randomly and independently from C M ×(2N −M −D1−D2) . With Fact 1, it follows that F k will span a subspace non-overlapping with the other four blocks. The design of T k for the moderateinterference case is further illustrated with the Venn diagram in Fig. 5 . It is clear from Fig. 5 that the resulting T k is invertible. The remaining interfering links after the change of basis operation with R k and T k are plotted in Fig. 6 . The interference at user k can be written as
. Take user 1 as an example and by substituting with (2) and (36), we have
(39) Fig. 6 . The remaining interfering links after change of basis operation for the moderate-interference case.
To obtain the signaling vectors x k , similar outer-layer precoding techniques as previously are applied. Specifically, the information-bearing vector d k is precoded by a block diagonal matrix E k , which gives
which correspond to the partition of T k in (36). By symmetry, we have
By substituting (40) into (39), we get
). Note that U 13 H 12 V 32 A 32 F 2 is a full-rank square matrix of size N − D 2 . Therefore, the interferences caused by E can be also canceled. Then the remaining terms in z 1c can be written as
where P 13 = J 1 H 13 A 13 and P 12 = J 1 H 12 A 12 are both fullrank square matrix of size
k |, the two interference terms in (43) are aligned by randomly choosing E 1 can be designed to align the interference terms in the central blocks at receivers 2 and 3. All the remaing blocks in E k are generated randomly and independently. The achievable DoF R can then be derived following similar procedures as the high-interference case. With (41)-(43), the dimensions R and Z occupied by the desired signals and the interferences, respectively, are given by
To ensure the full decodability of the desired signals, we have
By applying Fourier-Motzkin elimination to (44)-(46), it is found that the DoF value R is achievable if
Under the low-interference scenario with D 1 + D 2 ≤ N , it is found that most of the interfering links can be nullified by the change of basis operation. In this case, the invertible transformation matrix R k is designed as To design the linear transformation T k at the transmitter, we partition it as
where G k is designed to satisfy
and V (k+1)k and V (k−1)k are chosen so that
Finally, F k is generated randomly to make T k full-rank. Following similar arguments as that in high/moderate-interference cases, we have
The design of T k for the low-interference case is further illustrated by the Venn diagram shown in Fig. 7 . It is clear from Fig. 7 that the obtained T k is invertible. The remaining interfering links after applying R k and T k are plotted in Fig. 8 .
Similar to the previous two cases, the information-bearing signaling vector d k as shown in Fig. 2 is precoded with a block diagonal matrix E k , which gives where the sizes of
k |, which correspond to the partition of T k in (49). For the low-interference scenario considered here, all the blocks in E k are generated randomly and independently.
Similar analysis as in the previous two cases is applied to derive the achievable DoF R. By substituting with (48), (49) and (56), the interference at receiver 1 can be written as
It can be seen from (57) that the dimensions R and Z by the desired signals and interferences are respectively given by
To ensure the full decodability at the desired receivers, we must have
By applying Fourier-Motzkin elimination to (58)-(60), it is found that the DoF value R is achievable if
D. Summary of Main Results and Discussions
The achievable DoF for the 3-user M × N rank-deficient MIMO IC by our proposed scheme is summarized in the first two columns in Table I . To show how rank-deficiency may affect the achievable DoF, we consider the scenario where all channel matrices are of the same rank, i.e.,
Following similar presentations as in [6] , we plot the the DoF normalized by N versus the ratio M/N for different values of D, as shown in Fig. 9 . It is observed that for fixed number of transmitting and receiving antennas, depending on the ratio M/N , the ranks of the channel matrices may affect the achievable DoF in different manners. Specifically, in the sufficiently low M/N regime, the achievable DoF increases monotonically with D. On the other hand, when M/N approaches to 1, it is possible that higher channel ranks may lead to smaller DoF, e.g., the three curves for D ∈ {M, 3M/4, 2M/3} with M/N ≥ 0.7.
The aforementioned observations can be explained as follows. In the low M/N regime where N is sufficiently large as compared with M and D, there are enough number of receiving antennas to zero-force all the interferences. In this case, the achievable DoF is limited by the ranks of the direct channel matrices; and hence an increase of D will result in higher DoF. Note that such statements are valid for the whole range of M/N when D ≤ M/2 as shown in the figure. In contrast, when M/N approaches to 1 and D is close to M , the DoF performance is dominated by the interfering channel matrices. Therefore, a larger value of D, which implies higher interference level from the DoF perspective, will result in degraded DoF performance. It is worth mentioning that the above observation for rank-deficient MIMO-ICs is in contrast to that in the single-user point-to-point MIMO channels, for which the DoF is simply equal to the rank of the channel matrix [15] . The result shown in Fig. 9 also implies the necessity to exploit the rank-deficiency properties for transmitter and receiver designs for MIMO-ICs.
IV. PERFORMANCE EVALUATION
To the best knowledge of the authors, no DoF outer bound has been reported for the rank-deficient MIMO IC considered in this paper. As a consequence, it is not immediately clear the performance gap of our proposed achievable scheme as compared to the optimal value. However, the performance can be still evaluated to certain extent by specializing our obtained results to those models with known DoF outer bound, as discussed next.
A. Symmetric Case: M = N When restricting to the case where all terminals are equipped with the same number of antennas, i.e., M = N , an DoF outer bound has been obtained in [8] and is given by R outer = min D 0 , M − min{M,D1+D2} 2
. By evaluating the second column of Table I with M = N , the achievable DoF with our proposed scheme in this specialized setup is obtained, as shown in the third column of the table. It can be easily verified that the obtained result matches with the outer bound R outer exactly, and hence is optimal.
B. Full Rank Case:
For the 3-user M × N MIMO IC with full-rank channel matrices, i.e., by restricting D 0 = D 1 = D 2 = M , the optimal DoF was obtained in [6] and can be expressed as 
By evaluating the second column in Table I (27)- (29) directly, we first consider the following standard interference alignment conditions [5] : P 12 Q 2 = P 13 Q 3 (67) P 23 Q 3 = P 21 Q 1 (68) P 31 Q 1 = P 32 Q 2 .
It follows from [5] that (67)-(69) are solved by letting
Q 2 = (P 32 ) −1 P 31 Q 1 (71) Q 3 = (P 23 )
where p i is the eigenvector of the i th largest eigenvalue of (P 31 ) −1 P 32 (P 12 ) −1 P 13 (P 23 ) −1 P 21 . The original problem (27)-(29) differs from (67)-(69) in that the southwest blocks of the precoding matrices are constrained to be zero. For k ∈ {1, 2, 3}, Q k is a full column rank matrix of size (D 1 + D 2 − N ) × (|d 2 kc | + N − M ) and it can be partitioned as Q k = Q k1 Q k2 Q k3 Q k4 , with Q k4 a square matrix of size N −M . Furthermore, with probability 1, Q k4 is invertible. Applying the following elementary column operation to Q k , we have
