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On the affine Gauss maps of submanifolds of
Euclidean space
Henri Anciaux∗, Pierre Bayard†
Abstract
It is well known that the space of oriented lines of Euclidean space has a natural
symplectic structure. Moreover, given an immersed, oriented hypersurface S the set
of oriented lines that cross S orthogonally is a Lagrangian submanifold. Conversely,
if S an n-dimensional family of oriented lines is Lagrangian, there exists, locally, a
1-parameter family of immersed, oriented, parallel hypersurfaces St whose tangent
spaces cross orthogonally the lines of S. The purpose of this paper is to generalize
these facts to higher dimension: to any point x of a submanifold S of Rm of
dimension n and co-dimension k = m − n, we may associate the affine k-space
normal to S at x. Conversely, given an n-dimensional family S of affine k-spaces
of Rm, we provide certain conditions granting the local existence of a family of
n-dimensional submanifolds S which cross orthogonally the affine k-spaces of S.
We also define a curvature tensor for a general family of affine spaces of Rm which
generalizes the curvature of a submanifold, and, in the case of a 2-dimensional
family of 2-planes in R4, show that it satisfies a generalized Gauss-Bonnet formula.
2010 MSC: 53A07, 53B25
Introduction
It is well known that the space L(Rn+1) of oriented lines of Euclidean space
R
n+1 enjoys a natural symplectic structure. The simplest way to understand
this is through the identification of L(Rn+1) with the tangent bundle of the unit
sphere TSn. The canonical symplectic form of TSn is ω = −dα, where α is the
tautological form (sometimes also called Liouville form) defined by the formula
α(p,v) = 〈v, dπ(.)〉 at (p, v) ∈ TSn (p ∈ Sn, v ∈ TpSn), where π : TSn → Sn is the
canonical projection.
Moreover, given an immersed, oriented hypersurface S ⊂ Rn+1, the set of orien-
ted lines that cross S orthogonally is a Lagrangian submanifold of L(Rn+1). This
∗Universite´ Libre de Bruxelles, henri.anciaux@gmail.com
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fact has a nice geometric interpretation: generically, a non-flat hypersurface may
be locally parametrized by its Gauss map; in this case the Lagrangian submanifold
is a section of TSn and its generating function is the support function of the hyper-
surface. Conversely, given a Lagrangian submanifold S ⊂ L(Rn+1), there exists,
locally, a 1-parameter family of immersed, oriented, parallel hypersurfaces St whose
tangent spaces cross orthogonally the lines of S. The situation is very similar if we
replace the Euclidean space by a pseudo-Riemannian space form Qn+1p of arbitrary
signature (p, n + 1 − p) and L(Rn+1) by the space of geodesics L(Qn+1p ) of Qn+1p
(see [An]).
The aim of this paper is to generalize these facts to the higher co-dimension
submanifolds of Euclidean (or pseudo-Euclidean) space: to any point x of a sub-
manifold S of Rm of dimension n and co-dimension k = m − n, we may associate
the affine k-space normal to S at x. We call this data the affine Gauss map of
S. Conversely, given an n-dimensional family S of affine k-spaces of Rm (a data
that we call abstract affine Gauss map), it is natural to ask when it is the affine
Gauss map of some submanifold; in other words: under which condition does there
exist locally a family of n-dimensional submanifolds S which cross orthogonally the
affine k-spaces of S?
For this purpose, we first examine the Grassmannian Q of affine k-spaces. It
has a natural bundle structure and we define a natural 1-form α on it. This 1-
form is vector-valued rather than real-valued whenever k > 1, and generalizes the
classical tautological form of TSn.
Next, we consider a map ϕ : M → Q defined on an n-dimensional manifold
M. Pulling back the geometry of Q via the map ϕ induces a natural bundle EN
of rank k over M, that we call abstract normal bundle, equipped with a natural
connection ∇N (see the next section for the precise definition). Our main result is
the determination of some natural geometric conditions on (EN ,∇N ) and ϕ which
are sufficient to ensure the existence of such ”integral” submanifolds S. The known
cases are easily recovered from our result: in the case case of co-dimension k = 1,
Q identifies to Sn and the integrability condition is equivalent to the vanishing of
the symplectic form ω. If k > 1 and (EN ,∇N ) is flat, the situation is quite similar.
We are also able to deal with the case of hypersurfaces in pseudo-Riemannian
space-forms ([An]), that we regard as submanifolds of pseudo-Euclidean space Rn+2
of co-dimension two contained in a (pseudo)-sphere: in this case the map ϕ is valued
in the zero section of Q, which makes the integrability condition easier to interpret.
A related problem consists of trying to reconstruct an immersed surface from
its linear Gauss map. The difference is that instead of considering affine spaces,
one deals with linear spaces, so less information is involved. This issue has been
addressed for surfaces (n = 2) in the following papers: [HO1],[HO2],[W1]-[W3]. To
our knowledge this problem is open for higher dimensions n ≥ 3.
Besides the problem of the prescription of the affine normal spaces of a sub-
manifold, we study some geometric properties of a general congruence of affine
spaces. Specifically, we propose a definition of its curvature, and, in the case of
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a congruence of planes in R4, we obtain a Gauss-Bonnet type formula. This gen-
eralizes to higher dimension and co-dimension similar results obtained in [GK] for
a congruence of lines in R3. Our treatment is simplified by the use of a formula
expressing the curvature of the tautological bundles in terms of the Clifford product
(Section 6 and Appendix A); this formula might also be of independent interest.
The paper is organized as follows: in Section 1, we set some notation and state
our main results. In Section 2, we introduce the generalized canonical tautological
form, while Sections 3 and 4 are devoted to the proofs of the main theorems. Section
5 deals with some special cases of low dimension and co-dimension. The last section
is concerned with the general notion of curvature of a congruence. It establishes a
Gauss-Bonnet type formula for a congruence of planes in R4. Two short appendices
end the paper.
1 Notation and statement of results
We denote by Qo = Gm,n ⊂ ΛnRm the Grassmannian of the oriented linear n-
planes of Euclidean space Rm and by Q the Grassmannian of the affine oriented
k-planes where k is such that n + k = m. We have the following identification
between Q and the tangent tautological bundle τT → Qo :
Q ≃ τT = {(po, v) ∈ Qo × Rm, v ∈ po} (1)
= {(po, v) ∈ Qo × Rm, po ∧ v = 0}, (2)
since a affine oriented k-plane of Rm may be uniquely written in the form v + p⊥o ,
where po is an oriented n-plane of R
m, and v is a vector belonging to po. Similarly,
we introduce the normal tautological bundle τN → Qo by
τN = {(po, v) ∈ Qo × Rm, v ∈ p⊥o }.
We denote by π the canonical projection Q → Qo.
Definition 1. An abstract affine Gauss map is a map ϕ : M → Q, where M
is an n-dimensional manifold. Similarly, an abstract (linear) Gauss map is a map
ϕo :M→ Qo. If ϕ :M→Q is an abstract affine Gauss map, then
ϕo = π ◦ ϕ :M→Qo
is an abstract Gauss map that we shall call the abstract Gauss map associated to
ϕ.
Given an abstract affine Gauss map ϕ and its associated Gauss map ϕo, we
consider the bundles ET := ϕ
∗
oτT and EN := ϕ
∗
oτN based on M, induced by ϕo
from the tautological bundles τT → Qo and τN → Qo; these induced bundles are
equipped with the connections induced from the natural connections on τT and τN ,
denoted by ∇T and ∇N respectively. Since τT ⊕ τN = Qo × Rm, we have
ET ⊕ EN =M× Rm. (3)
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Moreover, if ξ1 and ξ2 are sections of ET →M and EN →M respectively, and if
X is a vector field along M, we have
∇TXξ1 = (dξ1(X))T and ∇NXξ2 = (dξ2(X))N (4)
where the superscripts T and N mean that we take the first and the second com-
ponent of the vectors in the decomposition (3).
Remark 1. If the abstract Gauss map ϕo is in fact the Gauss map of an immersion
of M into Rm (assuming that an orientation on M is given), the bundles ET and
EN with their induced connections naturally identify to the tangent and the normal
bundles of the immersion, with the Levi-Civita and the normal connections; see also
Remark 12 in Section 6.
We also consider the 1-form β := −ϕ∗α ∈ Ω1(M, EN ), where α is the canonical
1-form on τT , with values in τN ,
αp(ξ) := dπp(ξ)(v)
for all ξ tangent to τT at p = (po, v); in this formula dπp(ξ) ∈ TpoQo is viewed as a
linear map po → p⊥o ; see Section 2 for details.
Theorem 1. Let M be an n-dimensional, smooth and oriented manifold and a
map ϕ = (ϕo, v) : M → Q. If ϕ : M → Rm is an immersion whose affine Gauss
map is ϕ, then s := ϕ− v ∈ Γ(EN ) satisfies
∇Ns = β. (5)
Conversely, if s ∈ Γ(EN ) is a solution of (5), then ϕ := s+ v, if it is an immersion
and preserves orientation, has affine Gauss map ϕ. The problem of the integration
of ϕ thus reduces to that of finding a solution s of (5) such that s+v is an immersion
preserving orientation.
Remark 2. We shall call s the support function of ϕ. In the case of co-dimension
one, i.e. EN has rank one, s identifies with the usual support function of the im-
mersed hypersurface S.
Remark 3. Two solutions of the same problem, i.e. which enjoy the same affine
Gauss map ϕ, are equidistant. Indeed, if ϕ1 and ϕ2 are two such solutions, then
d(||ϕ1 − ϕ2||2) = 2〈dϕ1 − dϕ2, ϕ1 − ϕ2〉.
Since ϕi = v+si, i = 1, 2, we have ϕ1−ϕ2 = s1−s2, which is a normal vector. On
the other hand, dϕi, i = 1, 2, is tangent. Therefore 〈dϕ1 − dϕ2, ϕ1 − ϕ2〉 vanishes.
It seems difficult to describe the set of solutions of (5) in full generality. How-
ever, we are able to do so under two additional assumptions which are satisfied
4
in several interesting cases, such as the case of dimension n = 2 or co-dimension
k = 2. For this purpose we introduce the map
RN : EN → L (Λ2TM, EN) (6)
ϕ 7→ (η ∈ Λ2TM 7→ RN (η)(ϕ) ∈ EN )
where RN = d∇
N◦ ∇N ∈ Ω2(M, End(EN )) is the curvature of the connection ∇N .
We write
β := β′ + β′′,
for all β ∈ Ω1(M, EN ), according to the direct sum
EN = Ker RN ⊕ (Ker RN )⊥
(EN has a natural metric, pull-back of the canonical metric on τN ). We shall
assume that these two sub-bundles have constant rank and are stable with respect
to ∇N . We moreover need to make the following symmetry assumption: ϕo is such
that the set of bundle isomorphisms Φ : TM→ ET satisfying
dϕo(X)(Φ(Y )) = dϕo(Y )(Φ(X)) ∀ X,Y ∈ TM, (7)
is not empty. Here dϕo is regarded as a map TM → L(ET , EN ). We then prove
the following:
Theorem 2. Let M be an n-dimensional smooth and oriented manifold and a
map ϕ : M → Q. We assume that the rank r of Ker RN is constant and that
the two sub-bundles Ker RN and (Ker RN )⊥ of EN are stable with respect to the
connection ∇N . If moreover (7) holds and, ∀X ∈ TxM, X 6= 0, the linear map
proj ◦ dϕo(X) ∈ L(ET ,Ker RN ) does not vanish, (8)
where proj : EN → Ker RN stands for the orthogonal projection, then there locally
exists an immersion ϕ :M→ Rm with affine Gauss map ϕ if and only if{
ϕ∗ω ∈ Ω2(M, (Ker RN )⊥)
β′′ = ∇N ((RN )−1(d∇Nβ′′)), (9)
where ω := d∇
N
α is the canonical 2-form on τT . Moreover, if these equations hold,
there exists in fact an r-parameter family of local immersions with affine Gauss
map ϕ, which form an (n+ r)-dimensional Riemannian foliation of Rm.
Remark 4. Condition (7) is obviously necessary for the existence of an immersion
ϕ with affine Gauss map ϕ, since, for Φ = dϕ, it expresses the symmetry of the
second fundamental form; see also [W1]-[W3] where this condition appears explicitly
in the problem of finding immersions of surfaces with prescribed linear Gauss map.
If RN = 0, Condition (8) is equivalent to saying that ϕo is an immersion,
System (9) reduces to ϕ∗ω = 0 and we obtain the following result:
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Corollary 1. Let M be an n-dimensional smooth and oriented manifold and ϕ :
M → Q such that ϕo is an immersion and (7) holds. If the bundle (EN ,∇N )
is flat, then there locally exists a Riemannian foliation of Rm whose leaves are
integral submanifolds of the abstract affine Gauss map ϕ :M→ Q if and only ϕ is
Lagrangian, i.e. satisfies
ϕ∗ω = 0. (10)
Remark 5. This result generalizes the case of a congruence of oriented lines of
R
n+1 ([An]): in this case EN has rank 1, ∇N is flat, so the assumptions of Corollary
1 are satisfied. Condition (10) then amounts to saying that ϕ : M→ Q ≃ TSn is
a Lagrangian map; see Section 2.
Remark 6. In general, the condition expressing the flatness of the bundle (EN ,∇N )
may be written in the form
ϕ∗oωo = 0, (11)
where ωo ∈ Ω2(Qo, End(τN )) stands for the curvature of τN → Qo. This follows
from the fact that the connection ∇N is induced from the natural connection on τN ,
by its very definition (4). Similarly to (10), this condition may be also interpreted
as a Lagrangian condition; this is the point of view adopted in [An]. See also Section
5.2.
Remark 7. There is another interesting case where Theorem 2 applies: if the
curvature RN defined in (6) is injective then Equation (5) is solvable if and only if
γ := −ϕ∗ω ∈ Im RN and ∇((RN )−1(γ)) = β,
where β = −ϕ∗α. The solution is then unique. We mention the following special
case: if there exists η ∈ Λ2TM such that RN (η) : EN → EN is an isomorphism,
then the map RN is injective. In particular it is the case if (n, k) = (2, 2) and the
normal curvature is not zero.
2 The generalized tautological form
In this section we introduce a natural τN -valued one-form on the GrassmannianQ of
the affine k-spaces in Rm.We then show that it generalizes the classical tautological
form on TSn, and finally that it also satisfies a tautological property.
2.1 The general construction
We introduce the two natural projections
π : Q → Qo
p = (po, v) 7→ po
(12)
and
π′ : Q → Rm
p = (po, v) 7→ v.
(13)
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If p ∈ Q and ξ ∈ TpQ , we have dπp(ξ) ∈ TpoQo.Moreover TpoQo identifies naturally
with L(po, p
⊥
o ), the set of linear maps from po to p
⊥
o . Hence we can evaluate dπp(ξ)
at v, therefore getting a vector in p⊥o . The space p
⊥
o is the fiber over po of the normal
tautological bundle τN → Qo, so we obtain a τN -valued 1-form α on Q defined as
follows:
αp(ξ) := dπp(ξ)(v).
We can make more explicit the identification TpoQo ≃ L(po, p⊥o ). We first set
TpoQo ⊂ ΛnRm ≃ L(po, p⊥o )
η 7→ (v ∈ po 7→ −ipo(η ∧ v)),
where the inner product ipo is defined as follows: completing the basis (e1, . . . , en)
of po in an orthonormal basis (e1, . . . , em) of R
m, we set, for all 1 ≤ i1 < i2 < · · · <
in+1 ≤ m,
ie1∧···∧en(ei1 ∧ ei2 ∧ · · · ∧ ein+1) =
{
ein+1 if (i1, i2, . . . , in) = (1, 2, . . . , n)
0 otherwise.
Hence we get
αp(ξ) = −ipo(dπp(ξ) ∧ v). (14)
This generalized Liouville form α may be defined in a different, but equivalent way:
consider the second projection π′ : we have dπ′p(ξ) ∈ Rm; one may define
α′p(ξ) = (dπ
′
p(ξ))
N , (15)
which is the orthogonal projection of dπ′p(ξ) on p
⊥
o . We obtain again a τN -valued 1-
form α′ on Q.We claim that this 1-form is nothing but the generalized tautological
form we have defined above: to see this, observe that (15) may be written as
α′p(ξ) = ipo(po ∧ dπ′p(ξ)). (16)
Now, since po ∧ v = 0 for all (po, v) ∈ Q, we get ξ = (p′o, v′) ∈ TpQ satisfies
p′o ∧ v + po ∧ v′ = 0,
so that
ipo(p
′
o ∧ v) = −ipo(po ∧ v′).
Since p′o = dπp(ξ) and v
′ = dπ′p(ξ), (14) and (16) show that α = α
′.
2.2 Relation to the classical tautological form
Here we explain how the form α is actually a generalization of the canonical tau-
tological form of TSn. We first observe that in the case (n, k) = (m − 1, 1), the
hypersphere Sn ⊂ Rn+1 is identified with Qo, the Grassmannian of oriented, linear
hyperplanes of Rn+1. It follows that TSn is identified with Q, the Grassmannian of
7
oriented, affine lines of Rn+1. Through these identifications, the natural projection
π : TSn → Sn corresponds to the map π : Q → Qo defined in Section 2.1.
Using the first definition of α (Definition 14), we obtain: ∀p = (po, v) ∈ TSn,
and ∀ξ ∈ Tp(TSn),
αp(ξ) = −ipo(∗ dπp(ξ) ∧ v),
where ∗dπp(ξ) ∈ ΛnRn+1 is the n-vector naturally associated to the vector dπp(ξ)
(by the Hodge star operator ∗ : Rn+1 → ΛnRn+1, which is nothing but the map
identifying Sn with Qo). It is then straightforward to check that
αp(ξ) = −〈dπp(ξ), v〉po,
where, in the right hand side term, po is seen as a vector of R
n+1 (this is a basis
of the line normal to the hyperplane represented by po). Therefore αp is identified
with −〈dπp(.), v〉, which is, up to the sign, the classical tautological form.
2.3 The tautological property
We observe that α, as in the classical case, enjoys a ”tautological” property: let σ be
a section of Q, i.e. a smooth map Qo → Q which takes the form σ(po) = (po, v(po)).
Then we have σ∗α = −v, in the following sense: if η ∈ TpoQo ≃ L(po, p⊥o ) we have
(using the ”quantum physics notation”):
(σ∗α)po(η) = ασ(po)(dσ(η))
= −〈(dπ ◦ dσ)(η)|v〉
= −〈d(π ◦ σ)(η)|v〉
= −〈η|v〉.
3 Proof of Theorem 1
Given an oriented m-dimensional manifold M and a map ϕ :M→Q, we want to
determine under which condition there exists an immersion ϕ : M → Rm whose
affine Gauss map is ϕ, i.e. such that
ϕ(x) = ϕ(x) +
(
dϕx(TxM)
)⊥
, ∀x ∈M. (17)
In other words, ϕ(x) is the affine k-plane normal to S := ϕ(M) at the point ϕ(x).
Assuming that such an immersion exists, we write
ϕ(x) = v(x) + s(x), ∀x ∈M, (18)
according to the direct sum
R
m = dϕx(TxM)⊕
(
dϕx(TxM)
)⊥
:= TxS ⊕NxS.
In other words, at the point ϕ(x), v(x) is tangent to S and s(x) is normal.
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Next we observe that v and s may be viewed as sections of ET → M and
EN →M respectively, and also that
v = π′ ◦ ϕ, (19)
where π′ : Q → Rm is the projection defined in (13): indeed,
ϕ(x) = ϕ(x) +NxS
= v(x) + s(x) +NxS
= v(x) +NxS,
since s(x) belongs to NxS, and (19) follows. Now, differentiating
ϕ = v + s,
we get
dϕ = dv + ds,
and using that (dϕ)N = 0 (dϕ is tangent to S)) we deduce
(ds)N = −(dv)N ,
which is equivalent to
∇Ns = −ϕ∗α = β (20)
in view of (4) and (15) together with (19). Equation (20) expresses the equality of
two 1-forms in Ω1(M, EN ) (1-forms on M, valued in the bundle EN →M).
Conversely, given s ∈ Γ(EN ) a solution of (20), the differential dϕ of the func-
tion ϕ := v+ s is a 1-form onM with values in ET ; moreover, if dϕ : TM→ ET is
one-to-one and preserves the orientations, the map ϕ : M→ Rm is an immersion
with affine Gauss map
ϕ+ (dϕ(TM))⊥ = v + ET⊥ = ϕ.
This completes the proof of Theorem 1.
4 Proof of Theorem 2
4.1 The formal resolution
We first proceed to solve Equation (5), whose unknown data is s; the other objects
of the equation are known. Once we have determined a solution s of (5), we obtain a
solution ϕ := v+s of the problem (17), where v is defined by (19). The requirement
that ϕ be an orientation preserving immersion is an additional constraint on s; this
will be studied in Section 4.2. Setting γ := d∇
N
β ∈ Ω2(M, EN ), Equation (5)
implies
RN (η)(s) = γ(η), ∀η ∈ Λ2TM, (21)
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which, taking into account the definition of RN (Definition (6)), is equivalent to:
RN (s) = γ. (22)
The rank of RN is assumed to be constant, which implies that
EN = Ker RN ⊕ (Ker RN )⊥ (23)
is a splitting into two sub-bundles; it is moreover assumed that
∇N (Ker RN ) ⊂ Ker RN ,
that is that the two sub-bundles Ker RN and (Ker RN )⊥ are stable with respect
to the connection ∇N . We note that on Ker RN the connection ∇N is flat; thus
there exists (locally) a basis (s1, . . . , sr) of orthonormal and parallel sections of
Ker RN . If γ takes value in Im RN , the sub-bundle image of the map RN , we may
solve (22): setting (RN )−1 the inverse of RN : (Ker RN )⊥ → Im RN , a solution
must take the form
s =
r∑
i=1
λisi + (RN )−1(γ), (24)
where λ1, . . . , λr are real functions; moreover, since
∇Ns =
r∑
i=1
dλi si +∇N ((RN )−1(γ)) ∈ Ker RN ⊕ (Ker RN )⊥,
setting
β =
r∑
i=1
βisi + β
′′ ∈ Ker RN ⊕ (Ker RN )⊥, (25)
we necessarily have (Equation (5))
dλi = βi, i = 1, . . . , r (26)
and the conditions
dβi = 0, i = 1, . . . , r and ∇N ((RN )−1(γ)) = β′′. (27)
Conversely, if the compatibility conditions (27) hold, then (24) is a solution of (5),
where the λis satisfy (26).
A solution, if it exists, is not unique, but it is so modulo adding a parallel
section
∑r
i=1 cisi depending on r constants c1, . . . , cr.
Finally, we note that the first conditions in (27) may be written nicely as follows:
if s is a solution of (5), we have
RN (s) = d∇
N
β = −ϕ∗ω
where ω = d∇
N
α is a τN -valued 2-form on Q. Moreover, since RN preserves
the splitting (23) and vanishes on Ker RN , RN(s) is a 2-form with values in
(Ker RN )⊥, and thus
ϕ∗ω ∈ Ω2(M, (Ker RN )⊥). (28)
Using (25), we see that this condition is equivalent to dβi = 0, i = 1, . . . , r.
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4.2 Existence of a solution which is an immersion
A solution ϕ is an immersion if and only if dϕ ∈ Ω1(M, ET ) has rank n at every
point of M. Our strategy for proving the existence of such an immersion is the
following: we assume here that the solution ϕ constructed in the previous section
is not an immersion at xo ∈M, and we ask if there exists a solution
ϕ+
r∑
i=1
cisi, c1, . . . , cr ∈ R
which is an immersion at xo, i.e. such that
dϕ+
r∑
i=1
cidsi (29)
has rank n at xo and preserves the orientation (we recall that s1, . . . , sr are parallel,
orthonormal local sections of Ker RN ). To this end, we consider the map
B : EN → T ∗M⊗ ET
ξ 7→ B(ξ) : X 7→ −(dξ(X))T ,
where in the right hand side ξ is extended to a local section of EN . This is a tensor,
since B(fξ) = fB(ξ) for all smooth functions f on M.
Remark 8. If ϕ is the affine Gauss map of an immersion ϕ′ : M → Rm, the
tensor B naturally identifies with the shape operator NM → T ∗M⊗ TM of the
immersion ϕ′. We therefore call B the abstract shape operator of the abstract affine
Gauss map ϕ. Analogously, we may define the abstract second fundamental form
of ϕ by
h : TM× ET → EN
(X,Y ) 7→ (dY (X))N
where in the right hand side Y is extended to a local section of ET . This defines a
tensor such that
〈h(X,Y ), ξ〉 = 〈B(ξ)(X), Y 〉, ∀(X,Y, ξ) ∈ TM× ET × EN .
(See Appendix B for the relation between these tensors and the differential of the
Gauss map.)
Since dsi = (dsi)
T (si is a parallel section of EN ), the left hand side of (29)
may be written as
dϕ−
r∑
i=1
ciB(si),
and the existence of a solution which is an immersion at xo and preserves the
orientation is granted if there exists ν ∈ KerRN such that B(ν) : TM → ET
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is an isomorphism; indeed, we may then choose t ∈ R such that dϕ − tB(ν) is
an isomorphism which preserves the orientations, and the result follows from the
previous discussion.
For sake of simplicity, we first prove the result in the case of a flat normal
bundle, which is the context of Corollary 1, and only give at the end of the section
brief indications for the proof of the general case.
We thus assume that ϕ satisfies the assumptions of Corollary 1: ϕo is an im-
mersion,
ϕ∗oωo = 0 and ϕ
∗ω = 0 (30)
(the first condition is the vanishing of the curvature of (EN ,∇N ), i.e. r = k, while
the second one is the Lagrangian condition) and there exists a bundle isomorphism
Φ : TM→ ET such that
dϕo(X)(Φ(Y )) = dϕo(Y )(Φ(X)), ∀X,Y ∈ TM (31)
(Condition (7)). We first prove the following
Lemma 1. For all X,Y ∈ TM, ν, ν′ ∈ EN ,
〈B(ν)(X), B(ν′)(Y )〉 = 〈B(ν′)(X), B(ν)(Y )〉. (32)
Proof. This is a consequence of the assumption ϕ∗oωo = 0 : indeed, since we have
B(ν)(X) = dϕo(X)
∗(ν), ∀X ∈ TM, ν ∈ EN
(Appendix B), the symmetry condition (32) is equivalent to the formula
dϕo(X) ◦ dϕo(Y )∗ = dϕo(Y ) ◦ dϕo(X)∗, ∀X,Y ∈ TM,
where the left and the right hand side terms of this identity are regarded as operators
on ϕ⊥o ; on the other hand the following formula holds (Corollary 2 in Appendix A):
ϕ∗oωo(X,Y ) = dϕo(X) ◦ dϕo(Y )∗ − dϕo(Y ) ◦ dϕo(X)∗, ∀X,Y ∈ TM,
where ϕ∗oωo(X,Y ) ∈ Λ2ϕ⊥o is also regarded as a (skew-symmetric) operator on
ϕ⊥o .
Theorem 2 follows now from the next lemma:
Lemma 2. There exists ν ∈ EN such that B(ν) : TM→ ET is an isomorphism.
Proof. We first observe that (31) reads
〈Φ(X), B(ν)(Y )〉 = 〈Φ(Y ), B(ν)(X)〉, ∀X,Y ∈ TM, ν ∈ EN . (33)
We consider the inner product in TM such that Φ : TM→ ET is an isometry, and
observe that (33) means that
Φ−1B(ν) : TM→ TM
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is symmetric. Moreover, Φ−1B(ν) and Φ−1B(ν′) commute ∀ν, ν′ ∈ EN , : indeed,
using (33), we have, ∀X,Y ∈ TM,
〈Φ−1B(ν) ◦ Φ−1B(ν′)(X), Y 〉 = 〈B(ν) (Φ−1B(ν′)(X)) ,Φ(Y )〉
= 〈B(ν)(Y ), B(ν′)(X)〉.
Now, by (32) this last expression is symmetric on ν and ν′, so Φ−1B(ν) and
Φ−1B(ν′) commute. It follows that there exists a basis (e1, . . . , en) of TM in
which all the symmetric operators Φ−1B(ν), ν ∈ EN , are represented by diagonal
matrices. Let (ν1, . . . , νk) be a basis of EN , and set
Φ−1B(νi) :=


λ
(i)
1 0
. . .
0 λ
(i)
n

 , i = 1, . . . , k.
If ν =
∑k
i=1 aiνi, we have
Φ−1B(ν) =


∑
i aiλ
(i)
1 0
. . .
0
∑
i aiλ
(i)
n

 .
Our goal is then to show that there exist a1, . . . , ak such that
∑k
i=1 aiλ
(i)
j 6=
0, ∀j, 1 ≤ j ≤ n. We first note that
∀j ∈ {1, . . . , n}, ∃i ∈ {1, . . . , k} such that λ(i)j 6= 0, (34)
since, if λ
(i)
j = 0 for i = 1, . . . , k then B(ν)(ej) = 0 for all ν ∈ EN , and dϕo(ej) = 0,
a contradiction since ϕo is assumed to be an immersion. We consider the linear
map
R
k → Rn (35)
(a1, . . . , ak) 7→
(∑
i
aiλ
(i)
1 , . . . ,
∑
i
aiλ
(i)
n
)
, (36)
and assume by contradiction that its image is contained in the union of hyperplanes
∪nj=1{xj = 0}; it follows that it is contained in some hyperplane {xjo = 0}. This is
impossible since, by (34),
∑k
i=1 aiλ
(i)
jo
6= 0 for some a1, . . . , ak.
The arguments above still hold if we replace EN by Ker RN ⊂ EN , noting
that ϕ∗oωo ∈ Ω2(M, End(EN )) vanishes on Ker RN (thus extending Lemma 1),
and that the assumption B(ν)(X) = 0, ∀ν ∈ Ker RN is not possible if Im(dϕo(X))
is not contained in (Ker RN )⊥ (for the proof of Lemma 2).
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4.3 The local Riemannian foliation
Here again, we first assume that r = k (the connection ∇N on EN is flat), and
that ϕ :M→ Rm is a solution which is an immersion at some point x0 ∈ M. We
show that the family of solutions then locally defines a Riemannian foliation of Rm
at ϕ(xo). Let us consider (s1, . . . , sk) an orthonormal frame of EN such that the
sections s1, . . . , sk of E →M are parallel. By the local inverse theorem, the map
Φ : Rk ×M → Rm
((c1, . . . , ck), x) 7→ ϕ(x) +
k∑
i=1
cisi(x);
is a diffeomorphism from a neighborhood U × V of ((0, . . . , 0), xo) in Rk ×M onto
a neighborhoodW of ϕ(xo) in R
m. If p1 : R
k×M→ Rk is the first projection, the
map
f := p1 ◦ Φ−1 :W → U
is a Riemannian submersion; indeed, the vectors ∂Φ
∂cj
= sj , 1 ≤ j ≤ k, constitute
orthonormal bases of the linear spaces normal to the fibres of f : fixing (c1, . . . , ck) ∈
U and setting ϕ′ := ϕ+
∑k
i=1 cisi, we have
〈 ∂Φ
∂cj
, dϕ′(h)〉 = 〈sj , dϕ(h) +
k∑
i=1
cidsi(h)〉 = 0, ∀h ∈ TM,
since sj is normal to the immersion ϕ, while dϕ(h) and dsi(h) are tangent to ϕ
(since si is normal and parallel along ϕ). This proves the result.
Now, in the general case r < k, the argument above still applies and we get the
following result: if there exists a solution ϕ : M → Rm which is an immersion at
some point xo ∈ M, then the set of solutions is a local Riemannian foliation of a
submanifold of Rm of dimension n+ r (the submanifold of Rm is the image of the
local immersion Φ((c1, . . . , cr), x) = ϕ(x) +
∑r
i=1 cisi(x)).
5 Some special cases
5.1 Curves in Euclidean space
In this section, we give more detail on the case of curves n = 1. According to
Theorem 2, there is no integrability condition in this case. Hence in this case any
abstract affine Gauss map ϕ should actually be the Gauss map of a family of curves
ϕ.
Observe also that the Grassmannian of affine hyperplanes Q identifies with
S
m−1 × R: at the pair (α, λ) we associate the affine hyperplane λα + α⊥. Hence,
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given a curve γ = (α, λ) : I → Sm−1 × R, we claim that there exists a (m − 1)-
parameter family of curves γ : I → Rm such that ∀t ∈ I, γ(t) ∈ γ and γ′ is
orthogonal to γ, i.e. γ′ is collinear to α.
In order to simplify the exposition, we restrict ourselves to the case of curves
in 3-space, i.e. m = 3 and k = 2. We shall use a few technical facts: without loss
of generality, we may assume that α is parametrized by arclength, that we denote
by s. We orient R3 and set ν := α×α′, where × is the canonical vector product of
R3. It follows that (α, α′, ν) is an orthonormal frame of R3 along α. In particular,
there exist real functions λ, A and B on I such that γ = λα+Aα′ +Bν = λα+ s,
where s ∈ α⊥ = Span(α′, ν). Using the ”Fre´net equations” of α i.e. α′′ = κν − α,
where κ is the curvature of α in S2, and ν′ = −κα′ (see [Ku]), we calculate
γ′ = λ′α+ λα′ +A′α′ +B′ν +Aα′′ +Bν′
= (λ′ −A)α + (λ+A′ −Bκ)α′ + (B′ +Aκ)ν.
Hence the assumption that γ′ is collinear to α amounts to
(∗)
{
A′ = Bκ− λ
B′ = −Aκ.
It is easy to integrate this system: we set Z := B + iA, so that its writes Z ′ =
iκZ − iλ. The general solution of Z ′ = iκZ is
Z(t) = Ceiθ(t)
where θ(t) =
∫
t
κ(τ)dτ and C is a complex constant. Next we use the method of
variation of constants: for Z(t) = C(t)eiθ(t) to be a solution of Z ′ = iκZ − iλ we
need to have C′(t)eiθ(t) = −iλ, so that
C(t) = −i
∫
t
λ(τ)e−iθ(τ)dτ = −
(∫
t
λ(τ) sin θ(τ)dτ,
∫
t
λ(τ) cos θ(τ)dτ
)
and
(B + iA)(t) = −
(∫
t
λ(τ) sin θ(τ)dτ,
∫
t
λ(τ) cos θ(τ)dτ
)
eiθ(t).
Thus, A and B are determined by λ and κ. Since κ depends on α, s can be
reconstructed from γ = (α, λ). Moreover, the 2-parameter family of curves γ which
are solutions of the previous problem forms, locally, a Riemannian foliation of R3:
to see this, let γ1 and γ2 two such solutions. Then
γ1(t)− γ2(t) = (A1(t)−A2(t))α′ + (B1(t)−B2(t))ν 6= 0,
since (A1, B1) and (A2, B2) are two integral curves of the planar system (∗).
Observe moreover that
d
dt
||γ1 − γ2||2 = d
dt
(
(A1 −A2)2 + (B1 −B2)2
)
= 2(A1 −A2)(B1 −B2)κ+ 2(B1 −B2)(A1 −A2)(−κ)
= 0,
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which means that any two curves of the family of solutions are equidistant: we
recover Remark 3.
Since γ′ = (λ′−A)α, the curve γ fails to be regular precisely if A = λ′. Clearly,
it may happen only for a particular choice of the initial condition in the system (∗).
Hence, except for a discrete set of values, the curves of the 2-parameter family of
solutions are immersed.
In higher dimension, one proceeds analogously, introducing an orthonormal
frame (ν1, . . . , νk−1) of Span(α, α′)⊥ along the curve and introducing the curvatures
κi of α (see [Ku]). Writing
γ = λα+Aα′ +
k−1∑
i=1
Biνi
in the orthonormal frame (α, α′, ν1, . . . , νk−1), and using the Fre´net equations, we
obtain an ordinary differential system, which is linear but non-autonomous, depend-
ing on λ and the curve α via its curvatures functions κi, whose unknown functions
are A and B1, . . . , Bk−1.
Remark 9. Note that we are in fact here in a case where Corollary 1 holds: all
the hypotheses of the corollary are trivially satisfied since n = 1.
5.2 Hypersurfaces in space forms
We first observe that the whole construction can be generalized verbatim to the case
of Gauss maps of pseudo-Riemannian submanifolds of pseudo-Euclidean space, i.e.
immersions of Rm endowed with the canonical flat pseudo-Riemannian metric of
signature (p,m− p)
〈·, ·〉p := −dx21 − . . .− dx2p + dx2p+1 + . . .+ dx2m,
whose induced metric is non-degenerate. All tangent spaces of a non-degenerate
immersion have the same signature, say (q, n− q), so for such immersions we may
introduce the affine Gauss map, which is valued in the Grassmannian of affine planes
of (Rm, 〈·, ·〉p) with signature (q, n− q). We shall be concerned with submanifolds
immersed in the hyperquadrics
Qm−1p,ǫr =
{
x ∈ Rn+2 : 〈x, x〉2p = ǫr2
}
,
where ǫ = ±1 and r > 0.
Lemma 3. Let ϕ :M→ Rm an immersion and assume M is connected. Denote
ϕ :M→Q its affine Gauss map. Hence 〈ϕ, ϕ〉p = const. if and only if v = π′◦ϕ =
0. In other words, an immersed submanifold of Rm is in addition contained in a
hyperquadric Qm−1p,ǫr if and only if its affine normal spaces (in R
m) are actually
vectorial.
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Proof. Assume that ϕ ∈ Qm−1p,ǫr . Differentiating the equation 〈ϕ, ϕ〉p = const yields
〈dϕ, ϕ〉p = 0, which implies that ϕ is a normal vector. Hence
ϕ = ϕ+ (Im dϕ)⊥ = (Im dϕ)⊥,
so ϕ ∈ Qo. Conversely, the assumption ϕ ∈ Qo implies that ϕ ∈ (Im dϕ)⊥, i.e.
〈dϕ, ϕ〉p = 0. Since M is connected, it follows that 〈ϕ, ϕ〉p = const.
Lemma 4. If ϕ :M→ Q is a map satisfying v = π′ ◦ ϕ = 0, then β vanishes. It
follows that s must be parallel with respect to ∇N .
We assume now that k = 2: let ϕ : M → Qo = G(n, n + 2). We write
ϕ = (e1 ∧ e2)⊥, where (e1, e2) is an orthonormal frame of ϕ⊥ with 〈e1, e1〉p = 1 and
〈e2, e2〉p = ǫ, ǫ = ±1. Hence if ǫ = 1 the plane e1 ∧ e2 has positive definite metric,
and if ǫ = −1 it has indefinite metric.
If ϕ = s is a section of EN with 〈s, s〉 = 1, there exists θ ∈ C(M) such
that ϕ = cosǫ(θ)e1 + sinǫ(θ)e2, where (cosǫ, sinǫ) = (cos, sin) (resp. (cosh, sinh))
if ǫ = 1 (resp. ǫ = −1). Observe that a unit normal vector along ϕ is given
N := −ǫ sinǫ(θ)e1 + cosǫ(θ)e2.
By the lemma above, the fact that ϕ is the affine Gauss map of ϕ is equivalent
to the vanishing of (dϕ)N . We have
dϕ = (−ǫ sinǫ(θ)e1 + cosǫ(θ)e2)dθ + cosǫ(θ)de1 + sinǫ(θ)de2.
Using the fact that 〈de1, e1〉p and 〈de2, e2〉p vanish and 〈de1, e2〉p = −〈e1, de2〉p, we
calculate
(dϕ)N = (−ǫ sinǫ(θ)e1 + cosǫ(θ)e2)dθ + cosǫ(θ)〈de1, e2〉pe2 + ǫsinǫ(θ)〈de2, e1〉e1
= (−ǫ sinǫ(θ)e1 + cosǫ(θ)e2)(dθ − ǫ〈de2, e1〉p)
= (dθ − ǫ〈de2, e1〉p)N.
The latter vanishes if and only if dθ = ǫ〈de2, e1〉p. Such a map θ ∈ C(M) exists (at
least locally) if and only if the one-form 〈de2, e1〉p is closed. This is exactly saying
that the immersion ϕ : M → Qo = G(n, n + 2) ≃ G(2, n + 2) is Lagrangian with
respect to the natural symplectic structure of G(2, n+ 2).
Remark 10. This result may be also obtained as follows: we first note that the
natural symplectic structure on Qo ≃ G(2, n+2) may be interpreted as the curvature
form ωo ∈ Ω2(Qo, End(τN )) of τN → Qo : this curvature form is indeed a 2-form
with values in the skew-symmetric operators acting on τN , and may thus be naturally
identified to a real form (since here the rank of τN is 2). Finally, the existence of
a non-trivial parallel section of ϕ∗oτN →M is obviously equivalent to the vanishing
of the curvature ϕ∗oωo, since the rank of the bundle is 2.
In the case that ϕ :M→ Qo is Lagrangian, given a solution ϕ = cosǫ(θ)e1 +
sinǫ(θ)e2, the other ones take the form
ϕt = cosǫ(t)ϕ + sinǫ(t)N
= cosǫ(θ + t)e1 + sinǫ(θ + t)e2,
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where t is a real constant (if ǫ = 1, t is defined mod 2π). We claim that if ϕ is an
immersion, then ϕt is an immersion except for at most n = m− 2 distinct values of
t (distinct modπ if ǫ = 1). To see this, observe first that, taking into account that
dθ = ǫ〈de2, e1〉p = −ǫ〈de1, e2〉p,
dϕt = (dϕt)
T = cosǫ(θ + t)(de1)
T + sinǫ(θ + t)(de2)
T .
Hence if there exists more than n (the dimension of TM) distinct values of t such
that Ker(dϕt) 6= {0}, there must be a pair (t, t′) (with t 6= t′modπ if ǫ = 1 and
t 6= t′ if ǫ = −1) such that
(dϕt)(X) = (dϕt′)(X) = 0
for some non vanishing vector X ∈ TM. Therefore
(de1)
T (X) = (de2)
T (X) = 0
which implies that ϕ = (e1 ∧ e2)⊥ is not an immersion since
d(e1 ∧ e2) = de1 ∧ e2 + e1 ∧ de2 = (de1)T ∧ e2 + e1 ∧ (de2)T .
In particular (ǫ = 1), we obtained [An]:
Theorem 3. Let us consider ϕo : M → G(2, n + 2), a n-parameter family of
geodesic circles of Sn+1. We moreover assume that it is an immersion. There exists
a hypersurface of Sn+1 orthogonal to the family ϕo if and only if the Lagrangian
condition ϕ∗oωo = 0 holds. When this is the case, there is a one-parameter family
of such integral hypersurfaces which form a parallel family (with at most n singular
leaves).
Remark 11. It appears here that condition (7) is not necessary: it may be proved
that it is indeed a consequence of the other hypotheses (immersions of co-dimension
1 in space forms).
5.3 Submanifolds with flat normal bundle in space forms
The previous section may be generalized to higher co-dimension (k ≥ 3) as follows:
suppose that ϕ : M → Q is an immersion such that v ≡ 0 and (7) holds; then
there exists a submanifold S of (Rm, 〈·, ·〉p) with normal affine Gauss map ϕ and
flat normal bundle if and only if
ϕ∗ωo = 0
where ωo ∈ Ω2(Qo, End(τN )) is the curvature form of τN → Qo. This is a conse-
quence of Corollary 1 and of the fact that (10) obviously holds in that case (since
β = −ϕ∗α = 0 when v = 0). In view of Lemma 3 the submanifold is contained in
some Qm−1p,ǫr .
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5.4 Surfaces with non-vanishing normal curvature in 4-dimen-
sional space forms
We assume here that n = 2 and k = 3, and suppose that ϕ : M → Q is an
immersion such that v ≡ 0, (7) holds, and, in the splitting (23),
rank Ker RN = 1 and rank (Ker RN )⊥ = 2.
We note that β and γ are zero here (since v = 0), and thus that the necessary and
sufficient conditions (27) hold in that case. In view of (24), a solution s is just a
parallel section of Ker RN .We show independently of Section 4 that such a section
exists: we fix a local section σ ∈ Γ(Ker RN ) which does not vanish, and determine
a function f such that s = efσ is parallel. The condition ∇Ns = 0 reads
df = −µ,
where µ is such that ∇Nσ = µ⊗σ. The form µ is closed: this is a direct consequence
of R∇(X,Y )σ = 0 for all X,Y ∈ TM (σ is a section of Ker RN ). The solution s is
unique, up to homothety. It defines an immersion with normal affine Gauss map ϕ
which is valued in a hyperquadric (v = 0). Its normal bundle in the hyperquadric
identifies to (Ker RN )⊥ and its normal curvature to the restriction of RN to this
bundle; thus, its normal curvature does not vanish.
6 The curvature of a congruence
The aim of this section is to introduce the curvatures of a general family of affine k-
spaces in Rm. We begin with a formula expressing the curvatures of a submanifold
in terms of its Gauss map, we then propose a general definition, and we finally
establish a Gauss-Bonnet type formula for a 2-parameter family of affine planes
in R4. The results of this section generalize results in [GK] concerning a general
congruence of lines in R3.
6.1 The curvature of a submanifold in terms of its Gauss
map
The curvature tensor of the tautological bundles on the Grassmannnian may be
easily described if we consider the fibres of the bundles TQo, τT and τN on Qo as
subsets of the Clifford algebra Cl(Rm), endowed with the bracket [·, ·] defined by
[η, η′] =
1
2
(η · η′ − η′ · η) , ∀η, η′ ∈ Cl(Rm),
where the dot ” · ” is the Clifford product in Cl(Rm). See e.g. [F] for the basic
properties of the Clifford algebras.
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Theorem 4. The curvature tensor of the tautological bundles on the Grassmann-
nian is given by
R(u, v)ξ = ǫn [ξ, [u, v]] (37)
for all u, v ∈ TpoQo and ξ ∈ τT po ⊕ τNpo , where ǫn = (−1)
n(n+1)
2 +1, or, more
concisely,
R(u, v) = ǫn [u, v] ∈ Λ2po ⊕ Λ2p⊥o , (38)
where an element of Λ2po ⊕ Λ2p⊥o is regarded as a skew-symmetric operator on
po ⊕ p⊥o (by the natural identification, or, equivalently, using the bracket, as in
(37)).
The proof of this theorem is given in Appendix A. With this result, the cur-
vature of the Levi-Civita and the normal connections of an immersed submanifold
ϕ :M→ Rm with Gauss map ϕo :M→Qo is
R∇
T⊕∇N (u, v) = ǫn [dϕox(u), dϕox(v)], ∀u, v ∈ TxM;
in this last expression the bracket
[dϕox(u), dϕox(v)] ∈ Λ2ϕo(x) ⊕ Λ2ϕo(x)⊥
is a skew-symmetric operator on ϕo(x) ⊕ ϕo(x)⊥ ≃ Txϕ(M)⊕Nxϕ(M). This is a
consequence of the following simple remark:
Remark 12. If ϕ : M → Rm is an immersion with affine Gauss map ϕ, then
the bundles ET → M and EN → M naturally identify with the tangent and the
normal bundle of S := ϕ(M) respectively (we should say, with the pull-backs of these
bundles on M); moreover, under these identifications and by (4), the connections
∇T and ∇N identify with the Levi-Civita and the normal connections of S. In
particular, the Gauss and the normal curvature tensors of S naturally identify with
the curvature tensors of ∇T and ∇N respectively; thus, these tensors identify with
the pull-backs of the curvature tensors of the tautological bundles τT → Qo and
τN → Qo by the Gauss map ϕo :M→Qo.
6.2 Generalized curvature tensor of a congruence
Definition 2. The curvature of a congruence ϕ : M→ Q is the curvature of the
tautological bundle ET ⊕ EN ; it is given by
R(u, v) := ǫn [dϕox(u), dϕox(v)] ∈ Λ2ϕo(x)⊕ Λ2ϕo(x)⊥, ∀u, v ∈ TxM :
this is a 2-form on M with values in the skew-symmetric operators of the fibres of
ET ⊕ EN .
We note that, even in the case of a congruence of lines in R3, we cannot attach
a number to the curvature tensor of a congruence, since we do not have a natural
metric, nor a natural volume form, on M; nevertheless, if a point λ ∈ ϕo(x)⊥ is
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additionally given, we can define a natural inner product on TxM, and then define
real valued curvatures: they will depend on x and λ. To motivate the definition of
this inner product, we first assume that the congruence ϕ : M→ Q is integrable,
i.e. that there exists an immersion ϕ = v + s of M in Rm with Gauss map ϕ; we
note that
dϕ = (dϕ)T = (dv)T + (ds)T = ∇T v −B(s),
where B was introduced before. Thus the map
∇T v −B(s) : TxM→ Tϕ(x)S
is the natural identification between TxM and Tϕ(x)S, and the natural inner prod-
uct induced on TxM is such that this map is an isometry. We now come back to
the general case, and only assume that a congruence ϕ :M→Q is given (ϕ is not
necessarily integrable); if λ belongs to the plane ϕo(x)
⊥, and if we assume that the
map
∇T v −B(λ) : TxM→ Rm
is one-to-one, we can endow TxM with the metric such that this map is an isometry.
Now, at each point (x, λ) belonging to the congruence, we have:
— a curvature tensor R : Λ2TxM→ Λ2ϕo(x)⊕ Λ2ϕo(x)⊥;
— metrics on ϕo(x), ϕo(x)
⊥ and TxM.
In the case of a congruence of lines in R3, a real valued curvature may thus be
attached to each point (x, λ) of the congruence: this is the number K(x, λ) such
that
R(u, v) =
(
K(x, λ)dAx,λ(u, v)
)
ϕo(x)
∀u, v ∈ TxM, where dAx,λ is the area form on M induced by the metric at (x, λ)
(observe that Λ2ϕo(x) = R ϕo(x) and Λ
2ϕo(x)
⊥ = 0 in that case); it is not difficult
to see that this definition coincides with the curvature introduced in [GK].
In the case of a congruence of planes in R4, we may define, in a similar way, gen-
eralized Gauss and normal curvatures at each point λ ∈ ϕo(x)⊥ of the congruence.
We first introduce the following 2-forms on M:
ωT (u, v) := 〈R(u, v), ϕo(x)〉
and
ωN (u, v) := 〈R(u, v), ϕo(x)⊥〉, ∀u, v ∈ TxM,
where 〈·, ·〉 is here the canonical scalar product on Λ2R4. Equivalently:
R = ωTϕo(x) + ωNϕo(x)
⊥
(here Λ2ϕo(x) = R ϕo(x) and Λ
2ϕo(x)
⊥ = R ϕo(x)
⊥). If λ ∈ ϕo(x)⊥ is given, we
define the generalized Gauss and normal curvatures K(x, λ) and KN(x, λ) ∈ R by
the formulas
ωT = K(x, λ)dAx,λ and ωN = KN(x, λ)dAx,λ,
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where dAx,λ is the area form on M induced by the metric at (x, λ) introduced
above. By the very definition of these quantities, if ϕ = v+ s is an immersion with
Gauss map ϕ (assuming thus that the congruence is integrable), K(x, s(x)) and
KN (x, s(x)) coincide with the Gauss and the normal curvatures of the immersion
at x.
6.3 A Gauss-Bonnet formula for a congruence of planes in R4
Theorem 5. LetM be a closed and oriented surface, and ϕ :M→Q a congruence
of affine 2-planes in R4. Then∫
M
ωT = 2πχ(ET ) and
∫
M
ωN = 2πχ(EN ),
where χ(ET ) and χ(EN ) are the Euler characteristics of the tautological bundles
induced on M by the Gauss map. Moreover
χ(ET ) = deg g1 + deg g2 and χ(EN ) = deg g1 − deg g2,
where ϕo = (g1, g2) in the natural identification Qo ≃ S2
(√
2
2
)
× S2
(√
2
2
)
.
Remark 13. If the congruence is integrable we obtain the classical formulas∫
M
KdA = 2πχ(TS) and
∫
M
KNdA = 2πχ(NS)
where dA is the area form induced by the immersion.
Proof. We only prove the claims about the bundle τT , since the proofs concerning
the bundle τN are very similar. Let us denote by Ω ∈ Ω2(M, End(τT )) the curvature
form of the tautological bundle τT → Qo; by Theorem 4, it is given by
Ω(u, v)(ξ) = [ξ, [u, v]] , ∀u, v ∈ TpoQo, ξ ∈ τT po .
It is easy to check that its Pfaffian is given by
Pf(Ω)(u, v) := 〈Ω(u, v)(e2), e1〉 = 〈[u, v], e1 ∧ e2〉, ∀u, v ∈ TpoQo,
where (e1, e2) is a positively oriented and orthonormal basis of the fibre τT po , and
where we use the same notation 〈·, ·〉 to denote the scalar products on R4 and on
Λ2R4. Thus the Euler class of the tautological bundle τT → Qo is
e(τT ) =
1
2π
〈[u, v], e1 ∧ e2〉,
and the Euler class of the induced bundle ET is
e(ET ) = ϕ
∗
oe(τT ) =
1
2π
ωT ,
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by the very definition of ωT . Thus
χ(ET ) :=
∫
M
e(ET ) =
1
2π
∫
M
ωT ,
which proves the first claim in the theorem. The last claim is a direct consequence
of the formula
ωT = g
∗
1ω1 + g
∗
2ω2; (39)
this last formula holds, since easy calculations give the formulas
〈[u, v], po〉 = 〈[u+, v+], p+o 〉+ 〈[u−, v−], p−o 〉
= ω1p+o (u
+, v+) + ω2p−o (u
−, v−), (40)
∀po ∈ Qo, u, v ∈ TpoQo, where po = p+o + p−o , u = u+ + u−, v = v+ + v− in the
splitting
Λ2R4 = Λ+R4 ⊕ Λ−R4,
and where ω1 and ω2 are the area forms of S
2(
√
2/2) ⊂ Λ+R4 and S2(√2/2) ⊂
Λ−R4 respectively; the pull-back of (40) by ϕo = (g1, g2) finally gives (39).
A The curvature of the tautological bundles
We prove here Theorem 4. We only deal with the case of the tautological bundle
τT , since the proof for the bundle τN is very similar. We consider u, v ∈ Γ(TQo)
and ξ ∈ Γ(τT ) such that, at po,
dv(u)− du(v) = 0 and ∇T ξ = 0. (41)
Since, in a neighborhood of po,
∇uξ = dξ(u)− dξ(u)N = dξ(u)− u(ξ), (42)
where in this last expression u ∈ TpQo is regarded as an element of L(τT p, τNp),
we get
RT (u, v)ξ = ∇Tu∇Tv ξ −∇Tv∇Tu ξ
= ∇Tu (dξ(v) − v(ξ)) −∇v(dξ(u)− u(ξ))
=
(
d(u(ξ))(v) − d(v(ξ))(u))T , (43)
where we used that d◦d ξ = 0. The superscript T means that we take the component
of the vector belonging to po. We will need the following
Lemma 5. For all u ∈ TpQo and ξ ∈ p,
u(ξ) = − ǫn
2
(
ξ · p · u+ u · p · ξ)
where in the left hand side u is considered as a linear map p→ p⊥ and in the right
hand side ξ, p, u are viewed as elements of the Clifford algebra Cl(Rm); the dot ”·”
stands for the Clifford product in Cl(Rm).
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Proof of Lemma 5. We write
u =
n∑
i=1
e1 ∧ . . . ∧ u(ei) ∧ . . . ∧ en =
n∑
i=1
e1 · . . . · u(ei) · . . . · en,
and we compute
ξ · p · u =
∑
i
ξ · e1 · . . . · en · e1 · . . . · u(ei) · . . . · en
=
∑
i
ξ · e1 · . . . · en · e1 · . . . · ei · . . . · en · (−ei) · u(ei)
=
∑
i
ǫn ξ · ei · u(ei)
since (e1 · . . . · en)2 = −ǫn. Similarly, we compute
u · p · ξ =
∑
i
ǫn u(ei) · ei · ξ,
and thus get
ξ · p · u+ u · p · ξ = ǫn
∑
i
(ξ · ei · u(ei) + u(ei) · ei · ξ)
= ǫn
∑
i
(ξiei · ei · u(ei) + u(ei) · ei · ξiei)
= −2ǫnu(ξ),
which is the required formula.
Using Lemma 5, we get
d(u(ξ))(v) = − ǫn
2
(
dξ(v) · po · u+ ξ · v · u+ ξ · po · du(v)
+du(v) · po · ξ + u · v · ξ + u · po · dξ(v)
)
.
Moreover, by (42) and since ∇ξ = 0 at po, we have
dξ(v) = v(ξ) = − ǫn
2
(
ξ · po · v + v · po · ξ
)
,
and we thus obtain an expression of d(u(ξ))(v) in terms of the Clifford products
of u, v, ξ, po and du. Switching u and v we get a similar formula for d(u(ξ))(v).
Plugging these two formulas in (43) and using the first identity in (41) we may
then easily get
R(u, v)ξ = ǫn
(
[ξ, [u, v]]
)T
(using moreover that u · po = −po · u, v · po = −po · v and po · po = −ǫn); this gives
the result since [ξ, [u, v]] is in fact a vector belonging to po: indeed, it is easy to
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check that [u, v] belongs to Λ2po ⊕ Λ2p⊥o if u and v are tangent to Qo at po, and
then that [ξ, [u, v]] belongs to po if ξ belongs to po.
Finally, we provide another useful formula for the curvature of the tautological
bundle τN → Qo:
Lemma 6. Let ωo ∈ Ω2(Qo, End(τN )) be the curvature of τN → Qo. Then, for
u, v ∈ TpQo,
ωo(u, v) = u ◦ v∗ − v ◦ u∗,
where u, v : p → p⊥ are regarded as linear maps and u∗, v∗ : p⊥ → p are their
adjoint.
Proof. We first note that the adjoint map u∗ : p⊥ → p is explicitly given in terms
of the Clifford product by the formula
u∗(ξ) = − ǫn
2
(ξ · p · u+ u · p · ξ) , ∀ξ ∈ p⊥;
This is the same formula than the formula for u : p → p⊥ given in Lemma 5. A
straightforward computation then gives
(u ◦ v∗ − v ◦ u∗)(ξ) = 1
4
{(ξ · p · v + v · p · ξ) · p · u+ u · p · (ξ · p · v + v · p · ξ)
−(ξ · p · u+ u · p · ξ) · p · v − v · p · (ξ · p · u+ u · p · ξ)}
which simplifies to
(u◦v∗−v◦u∗)(ξ) = 1
4
{ξ · p · v · p · u+ u · p · v · p · ξ − ξ · p · u · p · v − v · p · u · p · ξ} .
Now, we have p2 = −ǫn and
p · u+ u · p = 0
p · v + v · p = 0
∀u, v ∈ TpQo, and we get
(u ◦ v∗ − v ◦ u∗)(ξ) = ǫn
4
{ξ · (u · v − v · u)− (u · v − v · u) · ξ}
= ǫn[ξ, [u, v]].
This is the expression of the curvature of the bundle τN → Qo given in Theorem 4.
We immediately deduce the following
Corollary 2. For a smooth map ϕo :M→Qo, we have
ϕ∗oωo(X,Y ) = dϕo(X) ◦ dϕo(Y )∗ − dϕo(Y ) ◦ dϕo(X)∗,
∀X,Y ∈ TM, where ϕ∗oωo(X,Y ) belonging to Λ2ϕ⊥o is regarded as a map ϕ⊥o → ϕ⊥o .
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B The abstract shape operator B identifies to the
differential of the Gauss map
The aim is to link the tensor B to the differential of the Gauss map. The next
lemma first shows that B is the pull-back of a natural tensor on the tautological
bundles on the Grassmannian Qo :
Lemma 7. Let us define
B′ : τN → T ∗Qo ⊗ τT
ξ 7→ Y 7→ −(dξ(Y ))T ,
where, in the right hand side, ξ is extended to a local section of τN → Qo. We have:
(i) B′ is a tensor; precisely,
B′(ξ)(Y ) = Y ∗(ξ),
for all ξ ∈ τNpo ≃ p⊥o and Y ∈ TpoQo ≃ L(po, p⊥o ), where Y is considered as
a linear map po → p⊥o and Y ∗ : p⊥o → po is its adjoint.
(ii) B is the pull-back of B′ by the Gauss map:
B = ϕo
∗B′.
Proof of (i). Let po ∈ Qo be an oriented n-plane, and ξ ∈ p⊥o a vector normal
to po, extended to a local section of τN → Qo. Let us consider ∗po, the multi-
vector belonging to ΛkRm which represents the linear space p⊥o , with its natural
orientation. We first observe that
(dξ(Y ))T = i∗po (∗po ∧ dξ(Y )) , ∀Y ∈ TpoQo.
Since ∗po ∧ ξ ≡ 0 on Qo, we have
∗po ∧ dξ(Y ) = −(∗Y ) ∧ ξ,
and thus
−(dξ(Y ))T = i∗po ((∗Y ) ∧ ξ) .
We finally observe that this expression is Y ∗(ξ), where Y ∗ is the adjoint of the map
represented by Y : let Yij be the scalar such that
Y (uj) =
k∑
i=1
Yij un+i, ∀j, 1 ≤ j ≤ n,
where (u1, . . . , un) and (un+1, . . . , un+k) are positively oriented, orthonormal bases
of po and p
⊥
o respectively. We have
Y =
n∑
j=1
u1 ∧ . . . ∧ uj−1 ∧ Y (uj) ∧ uj+1 ∧ . . . ∧ un
=
k∑
i=1
n∑
j=1
Yij u1 ∧ . . . ∧ uj−1 ∧ un+i ∧ uj+1 ∧ . . . ∧ un
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and
∗Y =
k∑
i=1
n∑
j=1
Yij ∗ (u1 ∧ . . . ∧ uj−1 ∧ un+i ∧ uj+1 ∧ . . . ∧ un)
= −
k∑
i=1
n∑
j=1
Yij un+1 ∧ . . . ∧ un+i−1 ∧ uj ∧ un+i+1 ∧ . . . ∧ un+k.
Since ∗po = un+1 ∧ . . . ∧ un+k, we get
i∗po ((∗Y ) ∧ un+i) =
n∑
j=1
Yij uj , ∀j, 1 ≤ j ≤ k,
and the claim follows.
Proof of (ii). Assume that ξ ∈ Γ(τN ); then ξ ◦ ϕo ∈ Γ(EN ), and
B(ξ ◦ ϕo)(X) = (d(ξ ◦ ϕo)(X))T
=
(
dξ(dϕo(X))
)T
= B′(ξ)(dϕo(X))
= ϕ∗oB
′(ξ ◦ ϕo)(X), ∀X ∈ Γ(TM).
Using Lemma 7, we deduce that if ξ belongs to the fibre of ϕo
∗τN at the point
xo ∈M, then
B(ξ)(X) = dϕoxo(X)
∗(ξ), ∀X ∈ TxoM,
where dϕoxo(X)
∗ is regarded as a map ϕo(xo)
⊥ → ϕo(xo); this naturally identifies
B with dϕo.
References
[An] H. Anciaux, Spaces of geodesics of pseudo-Riemannian space forms and
normal congruences of hypersurfaces, Trans. of the AMS 366 (2014)
2699–2718.
[CL] W. Chen, H. Li, The Gauss map of space-like surfaces in R2+pp , Kyushu
J. Math. 51 (1997) 217–224.
[F] Th. Friedrich, Dirac Operators in Riemannian Geometry, Graduate
studies in Mathematics 25, AMS.
[GK] B. Guilfoyle, W. Klingenberg, Generalised surfaces in R3, Math. Proc.
R. Ir. Acad. 104A:2 (2004) 199–209.
27
[Ku] W. Ku¨hnel, Differential Geometry, Curves – Surfaces – Manifolds, Stu-
dent Mathematical Library 16, AMS.
[HO1] D. Hoffman, R. Osserman, The Gauss map of surfaces in Rn, J. Differ-
ential Geometry 18 (1983) 733–754.
[HO2] D. Hoffman, R. Osserman, The Gauss map of surfaces in R3 and R4,
Proc. London Math. Soc. s3-50:1 (1985) 27–56.
[W1] J.L. Weiner, The Gauss map for surfaces in 4-space, Math. Ann. 269
(1984) 541–560.
[W2] J.L. Weiner, The Gauss map for surfaces: Part 1. The affine case, Trans.
of the AMS 293:2 (1986) 431–446.
[W3] J.L. Weiner, The Gauss map for surfaces: Part 2. The euclidean case,
Trans. of the AMS 293:2 (1986) 447–466.
28
