A decision fusion rule using the total number of detections reported by the local sensors for hypothesis testing and the total number of detections that report "1" to the fusion center (FC) is studied for a wireless sensor network (WSN) with distributed sensors. A logistic regression fusion rule (LRFR) is formulated. We propose the logistic regression fusion algorithm (LRFA), in which we train the coefficients of the LRFR, and then use the LRFR to make a global decision about the presence/absence of the target. Both the fixed and variable numbers of decisions received by the FC are examined. The fusion rule of K out of N and the counting rule are compared with the LRFR. The LRFA does not depend on the signal model and the priori knowledge of the local sensors' detection probabilities and false alarm rate. The numerical simulations are conducted, and the results show that the LRFR improves the performance of the system with low computational complexity.
Introduction
A wireless sensor network (WSN) has attracted considerable attention, because of its great potential in various applications such as battlefield surveillance, traffic, security, weather forecasts [1] [2] [3] , health care, and home automation. Each sensor makes a local binary decision in a WSN that has N distributed sensors and a fusion center (FC). Then, the sensors' decisions are sent to the FC to make a global decision that decides whether the target is present. Each sensor has a local threshold to make a decision about the target's presence or absence with or without the help of their neighbors' sensors.
Numerous papers have studied the conventional distributed detection problem. In [3, 4] , the optimal fusion rule is derived under the conditional independence assumption. In [5] , the authors develop a new and optimal algorithm for distributed detection in sensor networks over fading channels with multiple receiving antennas at the FC. It derives the optimal decision rules and the associated probabilities of detection and false alarm for three scenarios of channel state information availability. In [6] , the authors propose a binary decision fusion scheme that reaches a global decision by integrating local decisions made by fusion members. Based on the minimax criterion, the optimal local thresholds and global threshold are derived without a preestimated target appearance probability. In [7] , the authors develop a distributed detection approach based on recent development of the false discovery rate and the associated procedure by using the scalar test statistics. The local vote decision fusion algorithm, where sensors correct their decisions about the target's presence or absence using decisions of neighboring sensors, and then makes a collective decision, is proposed in [3] . An improved threshold approximation for local vote decision fusion is studied in [8] . The fusion threshold bounds derived in [9] using Chebyshev's inequality ensure a higher hit rate and lower false alarm rate without requiring a prior probability of target presence. In [10] [11] [12] [13] [14] , the scan statistics is introduced to improve the detected performances. The performances of different approaches, the Chair-Varshney rule, generalized likelihood ratio test, and Bayesian view, are compared through simulations in [11] . Decision fusion with fading channels which are non-ideal channels is studied in [5, 15] . The optimal power allocation between training and data at each sensor over orthogonal channels that are subject to path loss, Rayleigh fading, and Gaussian noise is derived in [16] . The authors design a computationally efficient fusion rule which involves injecting a deliberate random disturbance to the local sensor decisions before fusion in [17] .
However, the traditional target detection can be seen as a binary classification problem which decides whether the target is present. The classification problem is widely studied in the field of machine learning (ML), pattern recognition, and statistical learning [18, 19] . The learning problem can be classified into two classifications: supervised learning and unsupervised learning. In this paper, one is one standing for the target's presence, the other is zero standing for the target's absence. They have been known to us when we select training examples. Obviously, ML is used to solve the classical target detection which belongs to the field of supervised learning whose labels can be known.
In this paper, we first give the general formula of the K out of N (K/N) fusion rule, where N is a variable. K/N fusion rule is that the FC collects data from the local sensors which monitor the region of interest (ROI) and decides a target's presence when k out of the data report "1." Then, the logistic regression fusion rule (LRFR) model derived to serve as the FC's fusion rule is introduced, and the logistic regression fusion algorithm (LRFA) is proposed. The counting rule and K/N fusion rule are compared with the LRFR. Some numerical simulations are conducted and show their performances.
The rest of the paper is organized as follows. In Section 2, we introduce the signal decay model and basic assumptions. The local sensors' detection model is introduced with a WSN with distributed sensors and ideal communication channels between sensors and the fusion center. In Section 3, the fusion rules are given including the K/N rule, the counting rule, and the LRFR. In Section 4, considering that the total number of sensors is fixed and is known to the FC, the LRFR is simulated. Then, when the variable number of sensors which send data to the FC is more than half of the total initially sensors, some simulations are conducted including LRFR and we compare the LRFR with the counting rule and the K/N fusion rule. In Section 5, we summarize this paper.
Sensor model
Considering that a WSN with N distributed sensors and a target, we assume that noise exists among the target and the sensors. The noise is independent and identically distributed (i.i.d) and follows the standard Gaussian distribution with zero mean and unit variance. As Fig. 1 shows, N distributed sensors are uniformly deployed in the ROI which is a square with area A2, and a target randomly appears in the ROI. The locations of the local sensors are unknown to the FC, and every local sensor first monitors the ROI, makes a local decision about the target's presence or absence, and then sends its decision to the FC to make a global decision which decides whether the target exists. For a local sensor i, the binary hypothesis testing problem is denoted as follows:
where H 1 represents the hypothesis of the target's presence and H 0 represents the hypothesis of the target's absence. As discussed above, n i represents the noise and follows the standard Gaussian distribution
In Eq. (1), r i denotes the signal received by the local sensor i, and s i denotes the target's signal detected by the local sensor i. The signal power emitted by the target decays as the distance from the target increases. The signal power attenuation model is as follows:
where d i represents the distance between the target and the local sensor i is denoted as
and the function g(.) denotes the attenuation function with the distance from the target. In Eq. (4), (x i , y i ) represents the coordinate of the local sensor i and (x t , y t ) represents the coordinate of the target. The function g(.) has many different forms. One example for g(.) is denoted in Eq. (21) as follows:
where p 0 denotes the signal power emitted by the target at a reference distance d 0 , and β is the signal decay exponent. In Eq. (22), the function g(.) which is used in this paper is given as follows:
where λ is an adjustable constant and β often takes values between 2 and 3. Assuming that the local sensor i uses the threshold τ i to make the local binary decision I i , in which I denotes that the target is present and 0 denotes that the target is absent, then all decisions denoted by I = (I 1 , I 2 , …, I N ) are sent to the FC to make a global decision that 1 represents the target's presence and 0 presents the target's absence. According to the Neyman-Pearson (NP) lemma, the local sensor-level false alarm rate and probability of detection are given by
where
2 dy, which is the complementary distribution function of the standard Gaussian.
In WSNs for distribution detection, the local observation has to be quantized before being transmitted to the FC which is demanded to make the final decision about the target's presence.
Fusion rules
In this paper, we assume that all the local sensors have the same false alarm rate, that is, they have the same local threshold to make a local decision (Eqs. (21) and (22)). The local false alarm rate satisfies Eq. (7). We also assume that the wireless channels between the sensors and the fusion center are perfect, with negligible error rates. Three fusion rules will be shown in this section.
K/N fusion rule
K/N, which is short for K out of N, is that the FC selects the data from the local sensors and makes a positive decision when more than k data values are "1"s. The formula of K/N fusion rule is given by
where N is the total number of the sensors. When the FC receives the variable number of sensors, Eq. (9) can be written as
where m denotes that the total number of sensors which send data to the FC at the moment and k ∈ (0, 1), m ≤ N.
Counting rule
The counting rule, which is widely used as the fusion rule of the FC in Eqs. (6), (10), (22), and (23), is an intuitive choice that is to use the total number of "1" as a statistic.
The counting rule makes a global decision by first counting the number of detections made by the local sensors and then comparing it with a threshold T. The counting rule can be written as
where N is the total number of the sensors which send data to the FC and T is a threshold. The K/Nis the uniting rule when T is a constant. The global false alarm rate can be given as
where P Fa is the global false alarm rate. When every local sensor has the same false alarm rate, the global false alarm rate can be written as
When N is large enough, Eq. (13) can be obtained by using the Laplace-DeMoivre approximation
The threshold can be calculated as Eq. (22):
From Eq. (15), it is clear that T is a function of the global false alarm rate, the local sensors' false alarm rate, and the total number of the sensors which send data to the FC.
LRFR
The LRFR uses the logistic regression to train the weights to make a decision. The logistic regression can be expressed as
where W is the weight vector, and x is the feature. x can include the total number of the sensors which send data to the FC, the number of "1" reported by the sensors to the FC, and the local sensors' performances (such as false alarm rate, detection probabilities), and the constant "1," etc. N denotes the total number of the sensors which send data to the FC. The equation m ¼ N X m i¼1 I i denotes the number of "1" reported by the local sensors. The red star means the target is present, and the black cross means the target is absent. A = 50, P 0 = 1500, τ = 1.6449, λ = 1, β = 2, N = 100.
As shown in Fig. 2, 10 ,000 simulations are conducted. The total number of the local sensors is 100 and fixed, that is, the FC selects data from the local sensors and makes a decision about the target's presence when the data are equal to 100 at that moment. Some important parameters are set as follows: the area of ROI is 50, the power of the target is 1500, and the local sensors' threshold is 1.6449. The red star denotes that the real circumstance has the target. The black cross in Fig. 2 denotes that the real circumstance does not have the target. From Fig. 2 , we can see that it has a clearly separable region between the target's presence and the target's absence.
Ten thousand simulations are conducted in Fig. 3 , where m is a variable that denotes the sensors' sent data to the FC at the moment. We assume that the FC makes a decision when m is equal to or more than half of the initially total number of the local sensors at that moment. Some important parameters are set as follows: the area of ROI is 50, the power of the target is 1500, and the local sensors threshold is 1.6449. The red star in Fig. 3 represents the target's presence and the black cross represents the target's absence. As shown in Fig. 3 , it also has a clearly separable region between the target's presence and the target's absence.
So, when N is known to the FC and m = N, the parameters of the logistic regression can be set as follows: I i denotes the number of "1" reported to the FC by the local sensors at that moment. When m is a variable, the parameters of the logistic regression can be obtained by
The LRFR can be obtained by where sign(x) is the sign function, h(x) stands for Eq. (16), and φ is a constant. The miss alarm rate rises with increasing φ, and the false alarm rate rises with decreasing φ. Let φ = 0.5, we have W T x = 0. So, Eq. (19) can be simplified as
LRFA
One of the LRFR's most important steps is to obtain the parameters. To solve the problem, we can get the parameters by the maximum likelihood estimator. Let
where u denotes the FC's decision, x denotes the input of the features, w is the weight of the LRFR, and h(x) represents Eq. (16) . Because of the fact that u can only be 1 or 0, the likelihood function can be expressed by
With the independent training samples, the likelihood function can be written as
where M is the number of the training samples. It will be easier to maximize the log likelihood
To solve the parameters of the LRFR, penalized logistic regression is often used in ML. The general formula is as follows:
where P(w) is the penalized function. To minimize Eq.
(26), we can use the gradient descent. In Eq. (24), as an optimization problem, binary classification L2 penalized logistic regression minimizes the following cost function
where C controls the level of regularization. The LRFA is shown as pseudo-code in Algorithm 1.
Step 1 is only in numerical simulations, that is, the LRFR does not need the knowledge of the performances of local sensors. Steps 2 and 4 select Eq. (17) or Eq. (18) with the dependence of whether the total number of the sensors which send data to the FC is variable. 
Numerical simulations
In this section, we conduct numerical simulations. The software of the numerical simulations used in this section are Matlab and Python. One of the packages of the Python is scikit-learn (Eq. (24)). Scikit-learn is on ML in Python, which is a simple and efficient tool for data mining and data analysis. It includes classification, regression, clustering, dimensionality reduction, model selection, and reprocessing.
As shown in Fig. 4 , 1000 training samples are used to train the weights of Eq. (17) . Some important parameters are set as follows: A = 50, P 0 = 1500, τ = 1.6449, λ = 1, β = 2, N = 100. The number of the local sensors which send their data to the FC is fixed, that is, the FC makes a decision about the target's presence when detections sent to the FC are up to N. We get the weights of Eq. (17) by the LRFA, and we generate 1000 random samples to test. From Fig. 4 , the two labels of test samples can be clearly separated.
To show the influences of the variable total number of the local sensors which send data to the FC at that moment, in Fig. 5 , we assume that the FC makes decisions when the number of detections sent to the FC at that moment is equal to or more than half of the initially total number of sensors deployed in ROI. The weights of Eq. (18) are trained by 1000 training samples. Some important parameters are set: A = 50, P 0 = 1500, τ = 1.6449, λ = 1, β = 2, N = 100. In this simulation, we can see the LRFR clearly separate the two labels (in Fig. 5) .
To see the influences of the different power of the target, we conduct variable powered experiments. The power of the target varies from 1500 to 100. The weights of Eq. (18) are solved by 10,000 training samples. Some important parameters are set: A = 50, τ = 1.6449, λ = 1, β = 2, N = 100, L = L2. From Fig. 6 , the region between the two labels becomes small with the decrease of the target power. From Eqs. (1) and (6), we know the received signal of the local sensors decreases with the decreasing power. The weights of Eq. (18) are solved by the 10,000 training samples. The LRFR can classify the target's presence and absence with 1000 random test samples. Table 1 shows the performances of the FC change with the power of the target. The detected probability of the FC becomes small, and the false alarm rate of the FC becomes large with the power decreasing. Figure 7 shows the comparison between LRFR and K/ N. Some important parameters are set: A = 50, P 0 = 1500, τ = 1.6449, λ = 1, β = 2, N = 100. The LRFR can have the same ability of the k/N. However, there are no good Fig. 7 The comparison of the LRFR with the K/N. A = 50, P 0 = 1500, τ = 1.6449, λ = 1, β = 2, N = 100 methods to solve the parameter k of the K/N fusion rule. The LRFR can be easily solved by the ML method. To study the difference between the LRFR and the counting rule, in Fig. 8 , the parameters are the same as Fig. 7 . The performances of counting rule become decreasing with the global increasing false alarm rate. From Eq. (15), we know that the performances of the counting rule have the relation with the global false alarm rate.
Conclusions
In this paper, we give the general formula of the k/N fusion rule based on the total number of detections made by the local sensors. The LRFR and LRFA are proposed. The fixed total number of detections and the variable number of detections made by the local sensors are considered. The numerical simulations are given as above. From the numerical simulations, we see the LRFR can be well used as the FC's fusion rule because of the outstanding performances and low computational complexity. One of the drawbacks of the LRFR is that it requires training samples to solve the weights of the LRFR. In the future, different methods of the ML will be studied to solve the problems of the target detection and different features will be considered. 
