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Parameter faults of a system are generally addressed via parameter estimation methods
[4]. Fault detection and isolation(FDI) are achieved on the basis of errors in the estimated
parameters. FDI with estimated frequency response (EFR) is an attractive alternative
in that it assumes very little knowledge about the monitored system. In detection, it
only assumes that the system is LTI and requires no a priori determination of the order
of the plant as long as the number of frequency points used in the frequency response
estimation is much larger than the number of parameters in the system. Another advan-
tage compared to the parameter estimation method is that FDI with EFR lends itself to
statistical analysis which allows the user to set the false alarm rate in the detection.
In this thesis, FDI with EFR is studied. A fault is defined to be a change in the plant
parameter vector which subsequently alters the frequency response of the plant. Fault
detection refers to the identification of when a change in the frequency response has oc-
curred while fault isolation refers to the identification of the plant parameter in which
a change has occurred. Both these are achieved by the construction of a residual vec-
tor based on the estimated frequency response without the specific identification of the
parameter vector.
The conditions of detectability and isolability (DI) in terms of the residual formed from
the frequency response are first proposed. It was found that all faults are detectable if
and only if the nominal system is identifiable and the faults are isolable when every fault
is also detectable. Several examples of residuals are proposed. Some only satisfy the
detectability conditions while others satisfy both detectability and isolability conditions.
When using the residual formed from EFR, it is assumed that the mean value of the
v
residual satisfy conditions of DI. According to these conditions, residuals are designed
and algorithms for detection and isolation are developed based on hypothesis testing. The
performance of the residual vector in terms of detection and isolation rates is also studied.
In detection, it was found that the detection rate can be improved if the frequency
response of the system in faulty state is known. In isolation, a method to calculate the
isolation rate for a given residual is developed first. Then the calculated isolation rate
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All automatic controlled systems are expected to operate with a high degree of reliability.
The issue of reliability is important to, not only in normally accepted safety-critical
systems such as nuclear reactors, chemical plants and aircraft, but also in other sub-
systems which are integrated in cars and trains, etc. The consequence of faults in these
safety-critical systems can be disastrous in terms of human mortality, environmental
impact and economic loss. Therefore, on-line monitoring systems capable of detecting
any plant, actuator and sensor faults as they occur,are increasingly being developed.
Such systems should also be capable of identifying the faulty components.
Fault diagnosis can have slightly different meanings in different context. The terminology
used in this thesis is adopted from the IFAC Technical Committee: SAFEPROCESS.
The fault diagnosis terminology can also be found in [3]. A ”fault” is defined as an
unexpected change of system function and must be diagnosed as early as possible even
if it is tolerable at its early stage, to prevent any serious consequences. A monitoring
system which detects faults and diagnose their location and significance in a system is
called a ”fault diagnosis system”. Such a system normally consists of the following tasks:
Fault Detection: ability to make a binary decision of whether something has gone
wrong or otherwise.
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Fault Isolation: ability to determine the location of the fault, e.g., which sensor, actu-
ator or component has become faulty.
Fault diagnosis is very often considered together as fault detection and isolation, gener-
ally abbreviated as FDI. A traditional approach to fault diagnosis is based on ”hardware
redundancy” methods which use multiple lanes of sensors, actuators, computers and
software to measure a particular variable. Typically, a voting scheme is applied to the
hardware redundant system to decide if and when a fault has occurred and its likely
location amongst redundant system components. The major problems encountered with
”hardware redundancy” are the extra equipment and maintenance cost and further more,
the additional space required to accommodate the equipment. In view of this conflict, the
method of ”analytical redundancy” or model-based fault diagnosis is introduced, which
uses redundant relationships between various measured variables of the monitored pro-
cess. Since then, various types of FDI methods have been developed. In this chapter, we
first review some existing FDI methods, then propose a new FDI method using estimated
frequency response, and finally the scope of this thesis given.
1.2 Review of Existing Fault Detection and Isolation
Methods
There are basically two types of models for FDI. One is the state space model, which
characterizes the actuator, sensor and component faults. The other is the transfer func-
tion, which generally characterizes the physical system parameters’s change such as the
change of mass, viscosity, resistance, etc.
1.2.1 FDI Based on State Space Model
The general and conceptual structure of a state space model-based fault diagnosis com-
prises the main stages of residual generation and decision making, which is illustrated
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                    fault information
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Fig. 1.1: Conceptual Structure of Model-based Fault Diagnosis
different variables is called a residual signal. The residuals are signals which, in the ab-
sence of faults, deviate from zero only due to modeling uncertainties, with nominal value
being zero, or close to zero under actual working conditions. If a fault should occur,
the residuals deviate from zero with a magnitude such that the new condition can be
distinguished from the fault free working mode. The role of the decision system is to
determine whether the residuals differ significantly from zero and, from the pattern of
zero and non-zero residuals, to decide which are the most likely fault effects, and in turn,
which component should be the origin of a fault.
So the FDI relies on the properties of the residual. A fault can be detected by comparing
the residual evaluation J(r(t)) with a threshold function T (t) according to the test given
by:  J(r(t)) ≤ T (t) for f(t) = 0J(r(t)) > T (t) for f(t) 6= 0 (1.1)
where r(t) denotes the residual signal and f(t) denotes a fault. There are many ways of








where t2 and t1 are the beginning and end time, respectively, of the evaluation window.
The threshold T (t) can be chosen as a constant positive value. The evaluation function
3
f1 f2 f3
r1 0 1 1
r2 1 0 1
r3 1 1 0
Table 1.1: Structured resid-
ual set(Generalized scheme)
f1 f2 f3
r1 1 0 0
r2 0 1 0
r3 0 0 1
Table 1.2: Structured resid-
ual set(Dedicated scheme)









Φ = ω2 − ω1. (1.3)
Then the threshold function should also be in frequency domain.
The successful fault detection of a fault is followed by the fault isolation procedure which
will isolate a particular fault from others. While a single residual signal is sufficient
to detect faults, a set of residuals is usually required for fault isolation. If a fault is
distinguishable from other faults using one residual vector, it can be said that this fault
is isolable using this residual vector. If the residual vector can isolate all faults, we then
say that the residual vector has the property of isolability.
Usually the fault isolation task is fulfilled by designing a structured residual set (vector).
Each residual is designed to be sensitive to a subset of faults while insensitive to the
remaining faults. Two types of structured residual sets are used. One is a “Generalized
scheme” while the other is a “Dedicated scheme” as shown by the structured matrices
in Table 1.1 and 1.2. The structured matrix of a residual set expresses the cause-effect
relationships between faults as inputs and residuals as outputs. Each column of the
matrix represents a fault and each row a residual. A “1” in the intersection means the
fault affects the residual while a “0” means it does not.
Using the generalized residual set, the isolation can be performed using simple threshold
testing according to the following logic:
Ji(ri(t)) ≤ Ti
Jj(rj(t)) > Tj ∀j ∈ {1, . . . , i− 1, i+ 1, . . . , g}
 =⇒ fi(t) 6= 0. (1.4)
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It can be seen from Table 1.1 that if there are two faults occurring at the same time,
every Ji(ri(t)) will be greater than its threshold and we cannot decide which faults have
occur. So, the faults are “weakly isolated” using the generalized scheme.
Using the dedicated scheme, all possible faults can be isolated and the faults are said to
be “strongly isolated”. A simple threshold logic can be used to decide on the appearance
of a specific fault by the logic decision according to:
Ji(ri(t)) > Ti =⇒ fi(t) 6= 0 i ∈ {1, 2, . . . , g} (1.5)
where Tis are thresholds.
The generation of residual signals is a central issue in model-based fault diagnosis. The
generation of residuals amounts to designing a filter that makes the residual only sensitive
to the target fault. Many research works on the design of these filters have emerged. The
filter can be achieved by the parity space approach [6][7], observer based approach [18][24]
and factorization approach [17][26]. All three methods make use of the structured residual
sets.
Observer-based Approaches
In general, a system with possible sensor and actuator faults can be described as: xˆ(t) = Ax(t) +Bu(t) + Ed(t) +Bfa(t)y(t) = Cx(t) + fs(t) (1.6)
where fa ∈ Rr denotes the presence of actuator faults and fs ∈ Rm denotes sensor faults
while d(t) represents unknown input or disturbances to the system. Matrices A, B and
C are the standard matrices of a state space model while E is input matrix for the
disturbance d(t).
An observer is defined as an unknown input observer for the system described by (1.6),
if its state estimation error vector e(t) approaches zero asymptotically, regardless of the
presence of the unknown input (disturbance) in the system. The structure for a full-order
observer is described as:  z˙(t) = Fz(t) + TBu(t) +Ky(t)xˆ(t) = z(t) +Hy(t) (1.7)
5
where xˆ ∈ Rn is the estimated state vector and z ∈ Rn is the state of this full-order
observer, and F , T , K, H are matrices to be designed for achieving the unknown input
de-coupling and other design requirements.
When the state estimation is available, the residual can be generated as:
r(t) = y(t)− Cxˆ(t) = (I − CH)y(t)− Cz(t). (1.8)
Then the relationship between the residual and the state estimation error (e(t)) will be: e˙(t) = (A1 −K1C)e(t) + TBfa(t)−K1fs(t)−Hf˙s(t)r(t) = Ce(t) + fs(t) (1.9)
It can be seen that the disturbance effects have been de-coupled from the residual. To
detect actuator faults, one has to make:
TB 6= 0 (1.10)
Similarly, the residual has to be made sensitive to fs(t) if sensor faults are to be detected.
This condition is normally satisfied, as the sensor fault vector fs(t) has a direct effect on
the residual r(t).
The sensor faults and actuator faults are considered separately in designing the structured
residual of the generalized form. To design robust sensor fault isolation schemes, all
actuators are assumed to be fault-free and the system equations can be expressed as:
x˙(t) = Ax(t) +Bu(t) + Ed(t)
yj(t) = Cjx(t) + f js (t)
yj(t) = cjx(t) + fsj(t)
for j = 1, 2, . . . ,m (1.11)
where cj ∈ R1×n is the jth row of the matrix C, Cj ∈ R(m−1)×n is obtained from the
matrix C by deleting jth row cj, yj is the j
th component of y and yj ∈ Rm−1 is obtained
from the vector y by deleting jth component yj. Based on this description, m UIO-base
residual generators can be constructed as: z˙
j(t) = F jzj(t) + T jBu(t) +Kjyj(t)
rj(t) = (I − CjHj)yj(t)− Cjzj(t)
for j = 1, 2, . . . ,m (1.12)
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It is clear that each residual generator is driven by all inputs and all but one output.
Then fault isolation can be performed according to (1.4).
To design robust actuator fault isolation schemes, all sensors are assumed to be fault-free
and the system equation can be described as:
x˙(t) = Ax(t) +Biui(t) +Bif ia(t) + bi(ui(t) + fai(t)) + Ed(t)
= Ax(t) +Biui(t) +Bif ia(t) + E
idi(t)
y = Cx(t) for i = 1, 2, . . . , r
(1.13)
where bi ∈ Rn is the ith column of the matrix B, Bi ∈ Rn×(r−1) is obtained from the matrix
B by deleting the ith column bi, ui is the i
th component of u, ui ∈ Rr−1 is obtained from
the vector u by deleting the ith component ui and




 for i = 1, 2, . . . , r (1.14)
Based on the above system description, r UIO-based (unknown input observer) residual
generators can be constructed as: z˙
i(t) = F izi(t) + T iBiui(t) +Kiy(t)
ri(t) = (I − CH i)y(t)− Czi(t)
for i = 1, 2, . . . , r (1.15)
Again fault isolation can be performed according to (1.4).
This observer based method can also be applied to time-varying system [11], (uncertain)
non-linear system [27] [5] and time-delay system [13] by designing the observer properly.
Parity Space Approaches
Consider a discrete system with multiple inputs u(k) = [u1(k), . . . , un(k)]
T , multiple
outputs y(k) = [y1(k) . . . , ym(k)]
T , multiple disturbance q(k) and multiple fault p(k).
y(k) =M(z)u(k) + SD(z)q(k) + SF (z)p(k)
where SD(z) is the disturbance transfer function, SF (z) is the fault transfer function.
The generic residual generator is given as:
r(k) = W (z)[y(k)−M(z)u(k)]
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So, the residual is given by:
r(k) = W (z)[SF (z)p(k) + SD(z)q(k)]
where W (z) is the matrix to be designed. W (z) should be designed according to the
residual specification.
Suppose ZF (z) and ZD(z) are designed matrices determined by the residual specification,
then the residual is:




ri can be written as:
ri(k) = ri(k|p1) + ri(k|p2) + . . .+ ri(k|q1) + ri(k|q2) . . . (1.17)
where ri(k|pj) = ZFij(z)pj(k) and ri(k|qj) = ZDij(z)qj(k) and ZFij(z) and ZDij are scalar
functions in ZF (z) and ZD(z) respectively. For disturbance decoupling, the response to
the disturbance is specified as zero, that is, ri(k|qi) = 0 or ZDij(z) = 0. We may
design structured residual of generalized scheme or dedicated scheme subject to some
conditions. For example, if the number of residual is less than the number of faults, then
it is impossible to isolate all faults. Generally, we specify ZDij(z) = 0 if we want the
residual (ri) is insensitive to the fault (pj) and ZDij 6= 0 if we specify that the residual is
sensitive the fault.
Once ZF (z) and ZD(z) are specified, the problem of generating residual amounts to
solving:
W (z)[SF (z) SD(z)] = [ZF (z) ZD(z)]
for W (z). The generator needs to be realizable and stable and this may require a modifi-
cation to the original specification. Then the fault isolation can be performed according
to (1.4) or (1.5).
Factorization Approaches
A system with faults and disturbances can be described by the state space model as: x˙(t) = Ax(t) +Bu(t) +R1f(t) + E1d(t)y(t) = Cx(t) +Du(t) +R2f(t) + E2d(t) (1.18)
8
where x(t) ∈ Rn is the state vector, y(t) ∈ Rm is the output vector, u(t) ∈ Rr is the known
input vector and d(t) ∈ Rq is the unknown disturbance vector, f(t) ∈ Rg represents the
fault vector which is considered as an unknown time function. A, B, C, D, E1, E2, R1
and R2 are known matrices with appropriate dimensions. The input-output model is thus
given by:
y(s) = Gu(s)u(s) +Gf (s)f(s) +Gd(s)d(s) (1.19)
where the transfer function matrices are:
Gu(s) = C(sI − A)−1B +D (1.20)
Gf (s) = C(sI − A)−1R1 +R2 (1.21)
Gd(s) = C(sI − A)−1E1 + E2 (1.22)





 ; Gf (s) =
 A R1
C R2




For any proper real rational matrix Gu(s) (m× r), there always exists a double (left and
right) coprime factorization given by:
Gu(s) = N(s)M
−1(s) = M˜−1(s)N˜(s) (1.24)
where N(s) (m × r), M(s) (r × r), M˜(s) (m × m) and N˜(s) (m × r) are right and
left coprime RH∞ matrices of Gu(s), respectively. Suppose Gu(s) is a stabilizable and
detectable realization. Let Kc and K be such that A + BKc and A − KC are both












 ; N˜(s) =
 A−KC B −KD
C D
 (1.26)
Based on the factorization in (1.24), a residual generator can be designed as:
r(s) = Q(s)[M˜(s)y(s)− N˜(s)u(s)]
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whereQ(s) denotes a dynamic residual weighting. Combine (1.19) and (1.24), the residual
is:
r(s) = Q(s)[M˜(s)(Gu(s)u(s) +Gf (s)f(s) +Gd(s)d(s))− N˜(s)u(s)]
= Q(s)[N˜(s)u(s) + M˜(s)(Gf (s)f(s) +Gd(s)d(s))− N˜(s)u(s)]
= Q(s)M˜(s)Gf (s)f(s) +Q(s)M˜(s)Gd(s)d(s)
= Q(s)N˜f (s)f(s) +Q(s)N˜d(s)d(s)
(1.27)
where N˜f (s) = M˜(s)Gf (s) and N˜d(s) = M˜(s)Gd(s). Ideally, the disturbance effect should
be totally de-coupled from the residual and we should design the weighting matrix Q(s)
which satisfies the perfect disturbance de-coupling condition:
Q(s)N˜d(s) = 0 (1.28)
subject to
Q(s)N˜f (s) 6= 0 (1.29)
The condition is only achievable when the number of independent disturbance is smaller
than the number of independent measurements. When perfect disturbance de-coupling
is not achievable, we have to find some optimal approximation. For example, we can
consider the following optimization problem:
max J = sup
Q(s)
‖ Q(s)N˜f (s) ‖∞
‖ Q(s)N˜d(s) ‖∞
. (1.30)
To design a structured residual set, some faults can be treated the same way as distur-
bances. We can achieve this by re-writing the system input-output model as:





where f 1(s) and f 2(s) are fault vectors which contain some of the faults to be detected.
If we want to design a residual which is sensitive to f 1(s) and insensitive to f 2(s), we
can treat f 2(s) as the disturbance in the residual generation design. In this case, it can
be re-written as:
y(s) = Gu(s)u(s) +G
1
f (s)f










Thus the structured residual set can be produced by the disturbance decoupling method
in (1.27) and the fault isolation can be performed according to (1.4) or (1.5) depending
on which form of the residual we have designed and here the evaluation function and
threshold should be in frequency domain.
1.2.2 FDI Based on Transfer Function
The FDI based on state space model tries to model faults as sensor or actuator or com-
ponent faults. When the physical parameters such as friction, mass, viscosity,inductance
or resistance change and such change lead to change of A, B or C in (1.33) or G(s) in
(1.34), the usual method is to estimate these parameters and FDI is achieved by checking
the estimations [19][20][21][22][23].
 x˙(t) = Ax(t) +Bu(t)y(t) = Cx(t) + v(t) (1.33)





when K or Tp change, to detect this change, it is more convenient to estimate K and Tp
by system identification method.
The basic idea of this method is that the parameters of the actual process are repeatedly
estimated on-line using well known system identification methods and the results are
compared with the parameters of the reference model obtained initially under the fault-
free condition. Any substantial discrepancy suggests a fault. This approach normally
uses the input-output mathematical model of a system in the following form:
y(t) = f(P, u(t))
where P is the parameter vector of the model and directly related to the physical pa-
rameters of the system. The function, f(.), usually takes linear formats. If one has the
11
estimation of the model parameter at time step k−1 as Pˆk−1, the residual can be defined
in either of the following ways:
r(k) = Pˆk − Pˆ0
r(k) = y(k)− f(Pˆk−1, u(k))
(1.35)
where P0 is the parameter vector under fault-free condition. Since the faults are repre-
sented by variations of physical parameters, the generated residual can be used directly
for fault detection but not for fault isolation since each residual is a function of the
physical parameters. The analysis of the relationship between residuals and physical pa-
rameters needs to be done for fault isolation. But it is not always possible to achieve
fault isolation since identified model parameter can not always be converted back to the
physical parameters [19].
1.3 FDI with Frequency Response Estimates
FDI with frequency response estimates can be viewed as an improved method to FDI
using system identification methods. Although both methods model faults as changes
in system parameters, the method proposed in this thesis does not specifically identify
the parameters themselves but instead FDI is achieved by monitoring the residuals. This
method may be illustrated by Figure 1.2 where G(z) is the monitored system (G(s)) after
being sampled, x(n) is input, v(n) is noise and y(n) is output. Firstly, the frequency
response is estimated from its input and output. Secondly, the residual (the residual
for detection and for isolation may take different forms) is formed from these frequency
response estimates. Finally, the decision (fault or no fault; which fault occurs) is made.
There are two clear advantages in the approach proposed in this thesis.
(1) In forming the residual, the statistical inaccuracies of the EFR are taken into con-
sideration and a statistical decision theory method is adopted to determine if a
fault has occurred within some confidence limit. This represents a more realistic
approach to FDI because invariably, in practice, all systems are plagued with noise
and any parameter identification-based methods will not give 100% confidence in
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fault detection. As a result, these methods in effect give a false confidence to the
users.
(2) Since the proposed approach is based on observing residuals formed from frequency
response estimates, the order of the transfer function model is not a critical element
in the detection. This is in contrast to parameter-based identification methods
where the structure and order of the transfer function or system model has to be
known. This requirement renders these methods unrealistic.
The main contributions of this thesis are:
(1) Introduction of the detectability and isolability conditions in terms of the frequency
response and estimated frequency response.
(2) Design of residual vectors which satisfy both detectability and isolability conditions.
Fault detection was achieved with specified confidence levels.
(3) Fault isolation was also shown for specific residual designs. An algorithm was devel-
oped which calculates the fault isolation rate.
(4) It was also shown that it is possible to optimize the fault isolation rate by choosing
appropriate partitionings of the frequency ranges.
1.4 Scope of this Thesis
This thesis is organized as follows: Chapter 1 gives an introduction. Chapter 2 estab-
lishes the conditions for FDI the residual formed from frequency response must satisfy.
Chapter 3 deals with frequency response estimation, where the properties of estimation
are discussed. The properties will be used in the establishment of residual later. Chapter
4 and 5 establish fault detection and isolation algorithm in terms of residual formed from
estimated frequency response respectively. Chapter 6 presents an algorithm which calcu-
lates the isolation rate and how the optimal residual can be generated by this algorithm.
Finally, Chapter 7 gives a conclusion.
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The focus of this thesis is on fault detection and isolation using only estimated frequency
response. The design of residuals which achieves FDI is considered. Specifically, the
conditions that the monitored system and the residuals must satisfy are investigated.
We will first investigate these conditions for the deterministic case assuming that the
frequency response(FR) can be exactly obtained, denoted as G(jωk; θ). Then, using
the discussions on the deterministic case, we will discuss the case when using estimated
frequency response(EFR), denoted as Gˆ(jωk; θ), in the subsequent chapters.
2.1 Introduction
In this chapter, a formalized approach is presented to consider the relationships between
frequency response identifiability, detectability and isolability conditions. In particular,
the conditions which the residuals must satisfy to achieve detectability and isolability
are proposed. In the construction of a general residual function, it will be shown that
identifiability and detectability are equivalent conditions while detectability at the nom-
inal point is a necessary but insufficient condition for isolability. For specific residual
functions, some of these conditions can be relaxed.
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2.2 Problem Formulation
Fault detection using frequency response data is formulated for a linear time invariant







nb <= na (2.1)
where θ = [b0, b1, . . . , bnb , a0, . . . , ana ]
T ∈ Rn is the plant parameter vector. A fault is said
to have occurred when one or more parameters, θi ∈ θ deviates from its nominal value.
To facilitate the discussion on fault detection, a fault vector, ϑ ∈ Rn is first defined.
Definition 1 (Fault vector). A fault vector is defined as
ϑ(θ, θ∗) = [ϑ1 ϑ2 . . . ϑn]T
ϑi(θi, θ
∗
i ) = h(θi − θ∗i ) i = 1, 2, . . . , n
(2.2)
where θ∗i denotes the nominal value of θi and h(.) is defined as
h(x) =
 0 x = 01 x 6= 0. (2.3)
From Definition 1, it can be seen that ϑi(θi, θ
∗
i ) represents the condition of the corre-
sponding plant parameter, θi with respect to θ
∗
i . ϑi(.) = 0 represents no change in θi
while ϑi = 1 represents a deviation of θi from its nominal value. Thus a fault is said to
have occurred in G(s; θ) affecting any θi if ϑ(θ, θ
∗) 6= 0.




θ = [K T ]T θ∗ = [1 1]T .
Examples of possible faults and their corresponding fault vectors are given as follows.
θ∗ = [1 1]T ϑ(θ∗, θ∗) = [0 0]T
θf
1
1 = [0.5 1]T ϑ(θf
1
1 , θ∗) = [1 0]T
θf
1
2 = [0.6 1]T ϑ(θf
1
2 , θ∗) = [1 0]T
θf
2
1 = [1 0.2]T ϑ(θf
2
1 , θ∗) = [0 1]T
θf
3
1 = [0.3 0.1]T ϑ(θf
3




j refers to the parameter vector associated with fault f ij . f
i
j represents a fault,
where i denotes the scenario about which elements have changed in the parameter vector
(θ). Under a fault condition f i, the changed parameters can take many different values,
each case of these possible values is being denoted by the subscript j. When it is unclear
which parameters the fault has affected, then the sequence of faulted parameter vector
will simply be denoted as θfj .
The following observations can be made about these examples.
1 The fault vector is not unique. There exists many fault conditions with plant
parameter vector, θf
i
j which gives rise to identical fault vectors.
2 There are 2n possible fault vectors for a plant parameter vector of dimension n.
With the above definitions in mind, a formal definition of fault detection and isolation
can now be presented.
Definition 2 (Fault). A fault is said to have occurred with respect to the nominal
parameter vector, θ∗ when ϑ(θ, θ∗) 6= 0.
Definition 3 (Fault Detection). Fault detection refers to the ability to decide whether
ϑ(θ, θ∗) is a zero vector or otherwise.
Definition 4 (Fault Isolation). Fault isolation refers to the identification of ϑ(θ, θ∗).
Next, we define a general residual of the form
r(θ) = f(G(jω, θ), G(jω, θ∗)) (2.5)
where r ∈ Rm, m ≥ 1 and ω is a vector of N frequencies. Thus f(.) is a function
f : RN × RN → Rm. (2.6)
G(jω, θ) is the discrete N -points frequency response corresponding to the parameter
vector θ under a fault condition. The problem of fault detectability and isolability are
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now addressed in terms of G(jωi, θ) and the residual, r(θ). Specifically, the conditions
for detectability and isolability are proposed in terms of the residual vector. These lead
to the construction of residual vectors which achieve FDI for a LTI plant.
2.3 Detectability
The first requirement on r(θ) for a successful fault detection is as follows.
Proposition 1 (Detectability Conditions). Fault detection can be achieved by a residual
vector, r(θ) in (2.5) if and only if r(θ) satisfies the detectability condition given by
r(θ) 6= r(θ∗) iff θ 6= θ∗. (2.7)
Proof. Proof is obvious because if (2.7) holds true, then we have
ϑ = 0 when r(θ) = r(θ∗)
ϑ 6= 0 when r(θ) 6= r(θ∗)
Fault detection follows from these two conditions.
Since r(θ) in (2.5) is defined in terms of the frequency response, G(jω, θ), fault detectabil-
ity is therefore closely linked to system identifiability which has been presented in [12].
For completeness, it is re-stated here.
Definition 5 (System Identifiability ). A system, G(s; θ), is globally identifiable at θ∗ if
the equation in θ that arises from the equivalence
G(s, θ) ≡ G(s, θ∗) ∀s (2.8)
has the only solution
θ = θ∗. (2.9)
The system structure is strictly globally identifiable if it is globally identifiable at all
θ∗ ∈ Rn.
The following lemma about identifiability of a transfer function is from [16].
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Lemma 1 (Transfer function identifiability). A transfer function model,
Y (k) = G(jωk; θ)U(k) (2.10)
parameterized as in (2.1) with s = jωk, (A(jωk; θ) and B(jωk; θ) denote the denominator
and nominator respectively) with the constraint ana = 1, is identifiable if and only if
(C1) The polynomials A(jωk, θ) and B(jωk, θ) have no common roots.
(C2) The discrete Fourier Transform (DFT) spectrum of the input, U(k) is different from
zero for at least 0.5(na+nb+1) different discrete frequencies, where the DC (k = 0)
and Nyquist (N/2) frequencies, each, counts for 1/2.
Y (k) and U(k) are the DFT spectra of the output and input of G(s; θ) respectively.
Lemma 1 implies that identifiability is equivalent to 2 conditions, (C1) and (C2). (C1)
relates to the structure of the model while (C2) is a condition on persistent excitation. As
will be shown in Proposition 2, both are important in FDI because the residual generation
involves an estimated frequency response which requires persistent excitation.
Lemma 1 leads to the following two corollaries.
Corollary 2.1. If G(s; θ) is identifiable at θ∗ and
G(jωk; θ) = G(jωk; θ
∗) where k = 1, 2, . . . ,m (2.11)
and m ≥ 0.5(na + nb + 1) where ωk = 0 counts for 0.5, then θ = θ∗.
Proof. The proof follows from Definition 5 and Lemma 1.
Corollary 2.2. If G(s, θ) is identifiable at θ∗, then it is possible that
G(jωk, θ) = G(jωk, θ
∗), θ 6= θ∗ k = 1, 2, . . . ,m
if m < 0.5(na + nb + 1).
Proof. If m ≥ 0.5(na + nb + 1), according to Corollary 2.1, we have θ = θ∗ which is a
contradiction to the given condition, (θ 6= θ∗).
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The condition on r(θ) which satisfies the fault detectability condition specified by (2.7)
is now presented.
Proposition 2. A residual, r(θ), which satisfies the detectability condition, (2.7), exists if
and only if a system given by (2.1) is identifiable at θ = θ∗.
Proof. ”if” Suppose r(θ) is defined as
r(θ) = f(x) x = [x1 x2 . . . xi . . . xm]
T (2.12)
where xi is given by
xi = G(jωi; θ)−G(jωi; θ∗) (2.13)
and m ≥ 0.5(na + nb + 1) and f(x) has the property
f(x) = 0 if x = 0 (2.14a)
f(x) 6= 0 if x 6= 0. (2.14b)
We prove ”if” under two cases.
θ = θ∗ For all i ∈ [1,m], xi = G(jωi; θ) − G(jωi; θ∗) = 0. Thus x = 0 and r(θ) = 0 =
r(θ∗) according to (2.14a).
θ 6= θ∗ According to Corollary 2.2 the number of roots of the equation
G(jω; θ∗)−G(jω; θ) = 0 θ∗ 6= θ (2.15)
is less than 0.5(na + nb + 1) when G(s; θ) is identifiable at θ
∗. Since m ≥ (na +
nb + 1)/2, there must exist at least one frequency where (2.15) does not hold. In
other words, ∃i ∈ [1,m] where xi 6= 0 when θ 6= θ∗ and it follows that f(x) 6= 0 and
equivalently, r(θ) 6= r(θ∗) 6= 0.
Thus, the detectability conditions (2.7) are satisfied by r(θ) if G(s, θ) is identifiable.
”Only if” If the system is not identifiable at θ∗, then at least one of the two conditions
in Lemma 1 is violated. If condition (C1) is violated, then A(jω; θ∗) and B(jω; θ∗) have
common roots. Suppose the common root is a real number, −a. Then
G(jω; θ∗) =
B(jω; θ∗)/(jω + a)
A(jω; θ∗)/(jω + a)
= G(jω; θ′)
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where θ′ represents the parameter vector after G(jω; θ∗) removes the common factor
(jω + a) Thus θ∗ 6= θ′ but G(jω; θ∗) = G(jω; θ′) ∀ω. This leads to r(θ∗) = r(θ′) and
violates (2.7).
If condition (C2) is violated, it implies that there is lack of persistent excitation where
the number of frequency response points, m, is less than 0.5(na + nb + 1). By Corollary
2.2, it is possible that G(jωi; θ
∗) = G(jωi; θ′) where i = 1, 2, 3 · · ·m even though θ′ 6= θ.
Thus r(θ′) = r(θ∗) and detectability fails.
The residual in (2.12)-(2.14b) admits many forms. The following examples illustrate this.




γi|xi|p γi > 0 p > 0 (2.16)
where |.| denotes the modulus, xi is as in (2.13) and m is the total number of xis. Let
fault detection be applied to a second order system,
G(s; θ) =
k
s2 + as+ b
. (2.17)
where θ = [k a b]T and θ∗ = [1 1 1]T . Thus, choosing γi = 1 and p = 1 in (2.16),




|G(jωi; θ)−G(jωi; θ∗)|. (2.18)
Using Lemma 1, G(s; θ) is identifiable if m (m ≥ 0.5(na + nb + 1)) distinct frequencies
are used in the construction of r(θ). In this example, na = 2 and nb = 0. It thus follows
from Corollary 2.1 that there exists m frequencies,
G(jωi; θ) = G(jωi, θ
∗) θ = θ∗
G(jωi; θ) 6= G(jωi, θ∗) θ 6= θ∗
(2.19)
Thus r(θ) satisfies the detectability condition in Proposition 1. Therefore, for this second
order system, it is possible to detect fault using the residual in (2.18).
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Next, consider another residual of the form
r(θ) = f(x) =
m∑
i=1
xi xi = G(jωi; θ)−G(jωi; θ∗) (2.20)
This example is not very different from Example 2 except that r(θ) does not involve the
sum of the modulus of xi. Hence when θ 6= θ∗, it is possible that r(θ) = 0 even though
m ≥ 0.5(na + nb + 1). Hence this form of residual does not satisfy the detectability
conditions in Proposition 1 even if G(s, θ) is identifiable.
The above examples show the problems when r(θ) is a scalar quantity. It is quite easy
to see that if r(θ) is a multi-dimensional vector, then such problems can be avoided. For
example, let r(θ) be
r(θ) = [x1, x2 . . . , xm∗ ]
T
xi = G(jωi; θ)−G(jωi; θ∗) (2.21)
m∗ = 0.5(na + nb + 1).
Then from Corollary 2.2, the number of frequencies where xi = 0 is less than m
∗. There-
fore, there exists some xi 6= 0 which leads to r(θ) 6= 0 when θ 6= θ∗.
We now discuss the case when each element of r(θ) is of the form ri =
∑i=k
i=j xi, k > j ≥ 1
and xi is as defined in (2.21). Let one such form of r(θ) be
r1(θ) =
∑i∈Ω1 xi Ω1 = {1, 2, . . . , n1}
...
rh(θ) =
∑i∈Ωh xi Ωh = {e, e+ 1, . . . , e+ nh − 1} (2.22)
...
rq(θ) =
∑i∈Ωq xi Ωq = {y, y + 1, . . . , y + nq − 1 = N}
where Ω1 ∪ Ω2 . . . ∪ Ωq = {1, 2, . . . , N} and Ωi ∩ Ωj = ∅ if i 6= j. N is the total number
of frequencies for which G(jωi; θ) is known and each element of this residual contains at
least one frequency point.
Proposition 3. For the residual defined in (2.22), if q > na + 0.5(na + nb) and G(s; θ) is
identifiable at θ∗, then r(θ) satisfies the detectability conditions specified by (2.7).
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Proof. Consider the following single frequency case with ω as the unknown variable under
the condition that
G(jω; θ∗) = G(jω; θ) with θ∗ 6= θ. (2.23)
Since the system G(s, θ) is identifiable at θ∗, the number of roots of (2.23) is finite. Thus,
Re(G(jω; θ∗)) = Re(G(jω; θ)) (2.24a)
Im(G(jω; θ∗)) = Im(G(jω; θ)) (2.24b)
where Re(.) and Im(.) denote the real and imaginary parts. Equations (2.24a) and (2.24b)
cannot have infinite number of roots at the same time since (2.23) has only a finite number
of roots if G(s, θ) is identifiable. The roots to (2.24a) and (2.24b) can be analyzed as
follows:
Case 1 : If (2.24a) has an infinite number of roots, then the number of roots to (2.24b)
is less than 0.5(na + nb + 1) according to Corollary 2.2.
Case 2 : If (2.24a) has a finite number of roots and na and nb have the same parity
(ie even or odd), the number of non-negative roots to (2.24a) is no larger than
na+0.5(na+ nb) since (2.24a) is an equation involving ω
2 and the highest order of
ω2 is na + 0.5(na + nb). If na and nb have different parities, the number of roots to
(2.24a) is less than q = na + 0.5(na + nb).










(G(jωi; θ)−G(jωi; θ∗)) (2.25)
















In (2.26a), the following inequalities,
∃ix ∈ [e, e+ f ] Re(G(jωix ; θ∗)) ≥ Re(G(jωix ; θ))
∃iy ∈ [e, e+ f ] Re(G(jωiy ; θ∗)) ≤ Re(G(jωiy ; θ)),
hold. If ix = iy, then it means
Re(G(jωix ; θ
∗) = Re(G(jωix ; θ).
If ix 6= iy, then the equation
g(ω) = Re(G(jωix ; θ
∗)− Re(G(jωiy ; θ) = 0
must have at least one root between ωix and ωiy(including ωix and ωiy) since g(ω) is a
continuous function and g(ωix)g(ωiy) ≤ 0. The analogous analysis applies to (2.26b).
Thus we conclude that each equation in (2.26) requires at least one root of ω in the
following equations:
Re(G(jω; θ∗)) = Re(G(jω; θ)) ωe < ω < ωe+f
Im(G(jω; θ∗)) = Im(G(jω; θ)) ωe < ω < ωe+f
Thus, r(θ∗) = r(θ) requires
Re(G(jω; θ∗)) = Re(G(jω; θ)) with m roots of ω (2.27a)
Im(G(jω; θ∗)) = Im(G(jω; θ)) with m roots of ω. (2.27b)
As discussed at the beginning of this proof, if (2.27a) has an infinite number of roots, the
number of roots to (2.27b) is less than 0.5(na+nb+1) but if (2.27a) has a finite number
of roots, the number is no larger than q = na + 0.5(na + nb). So, if the dimension of the
residual (2.22) larger than
max{0.5(na + nb + 1), na + 0.5(na + nb)} = na + 0.5(na + nb)
then r(θ∗) = r(θ) does not hold when θ 6= θ∗ and (2.7) is satisfied.
Remark: The proposition still holds when the system has a delay as long as the delay
remains unchanged. It can be proofed in this way. Equation (2.23) will be changed as
follows if there is a delay.
G(jω; θ∗)e−jωTd = G(jω; θ)e−jωTd
24
If Td is unchanged when faults occur, then this equation is equal to (2.23) and the number
of roots to it is equal to (2.23). In the following discussion started from Equation (2.25),
we only require G(jω; θ) is a continuous function of ω. Obviously, G(jω; θ)e−jωTd satisfies
this requirement. Thus the conclusion holds for system with a delay as long as the delay
remains unchanged.
The following example demonstrates the use of the residual vector in (2.22) in the detec-
tion of faults.
Example 3. The nominal system is given by :
y(s) = G(s; θ∗)u(s)
G(s; θ) =
as+ b
s2 + cs+ d
θ = [a b c d]T
where θ∗ = [1 1 1 1]. Thus na = 2 and nb = 1. Suppose the frequency response,
G(jω; θ), can be obtained exactly. According to Proposition 3, the dimension of the
residual in (2.22) should be larger than 2+0.5(2+1) = 3.5. So we design a 4−dimensional

















where xi = G(ωi; θ; )−G(ωi; θ; ) and ω2 = ωi+1 − ωi = 0.0195 rad/s.
Suppose faults occur which change the parameter vector to θf1 = [0.95 1 c′ 0.99]T . The
norms of the residuals under these fault conditions are shown in Figure 2.1 where c′ varies
from 0.82 to 1.18 in step of 0.04. It can be seen that when the parameters change, the
norm of the residual vector is non-zero. Thus the detectability condition is satisfied.















Fig. 2.1: Detection results
25
2.4 Isolability
Fault isolation refers to the condition where the fault vector, ϑ(.) can be determined,
thereby allowing the changed parameter to be identified. The isolability of a system is
thus the property that an observable change in G(s; θ), manifested through the residual
r(θ), can be used to distinguish between different sets of parameter changes. Isolability,
however, does not require the identification of the size of the fault nor does it require the
estimation of the plant parameter which has changed. Similar to the case of detectability,
the condition on isolability can now be stated in terms of r(θ).
Proposition 4 (Isolability conditions). The value of ϑ(θ, θ∗) can be determined by a resid-
ual vector if and only if it satisfies the isolability conditions given by:
r(θf1) 6= r(θf2) if ϑ(θf1 , θ∗) 6= ϑ(θf2 , θ∗) (2.29)
where ϑ(.) is given in Definition 1 and θfi denotes the parameter vector associated with
a fault fi.
Note that in the above proposition, the fault notation fki is not used since there is no
necessity to specify which element of the parameter vector is at fault. Thus fi only
denotes a general fault.
Proof. To include all possible faults, ϑ has t = 2n possible values for an n-parameter
vector. Suppose we establish t sets of residual vectors as follows. We put the residual




2 ), . . .
associated with ϑp in the set Rp. The sets are established as follows so that each set of
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residuals corresponds to a different fault vector as follows :






2 ), . . .} ←→ ϑp
...
Rt = {r(θf t1), r(θf t2), . . .} ←→ ϑt
Each time a real-time residual vector is obtained, it must belong to at least one set, Rj.
If the residual vector satisfies the isolability conditions in (2.29), it implies Rp ∩ Rq = ∅
for any two p 6= q and the residual vector can only belong to one set. In this way, the
fault vector can be identified according to the set it belongs to since there are only a
finite number of sets.
If the isolability conditions are not satisfied, then the residual vector may fall into two or
more sets. Hence the fault vector cannot be uniquely determined.
Remark 1 : The detectability condition can also be set up in terms of ϑ. In terms of
the isolability condition, the detectability condition is equivalent to
r(θ) 6= r(θ∗) when ϑ(θ, θ∗) 6= ϑ(θ∗, θ∗)
where ϑ(θ, θ∗) 6= ϑ(θ∗, θ∗) is equivalent to θ 6= θ∗. The detectability condition is therefore
a special case of the isolability condition. So, if the residual satisfies the isolability
condition, it will satisfy the detectability condition. Therefore detectability at θ∗ is a
necessary condition for isolability.
Remark 2 : A sufficient condition for local isolability is when detectability conditions
are satisfied at not only the nominal parameter vector, θ∗, but also for all θ in the
neighbourhood, D, of θ∗. When detectability conditions are satisfied for all θ ∈ D,
r(θf1) 6= r(θf2) when θf1 6= θf2 (2.30)
where θf1 , θf2 ∈ D 4= {θ| ‖θ − θ∗‖2 ≤ ², ² > 0}. Thus (2.29) is also satisfied. Detectability
in a region is thus a stronger condition than isolability because isolability requires only
(2.29) whereas detectability in a region requires (2.30) even though, for some θf1 and θf2 ,
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ϑ(θf1 , θ∗) = ϑ(θf2 , θ∗). Thus although detectability in D is a sufficient condition, it is not
a necessary condition for isolability.
According to the proof of Proposition 4, it can be seen that we need a mathematical
description of the residual set (Rp) in order to determine which set a residual belongs
to. In practice, it is difficult to obtain such a mathematical description of a residual set
except under very special conditions. For example, when the residual functions are linear
with respect to some parameters.
An example of such a residual and its application is given as follows.





The linear residual vector can be constructed as :
r = [r1 r2 . . . ri . . . rp]
T p ≥ n (2.32a)











where ki < ki+1 − 1 and ωr < ωs when r < s.
Proposition 5. If the dimension of the residual defined in Definition 6 is greater than or
equal to n, then the residual satisfies the isolability condition.
Before we prove this proposition, we need to introduce a lemma cited from [15]. It is as
follows.
Lemma 2. A Vandermonde matrix V (x1, x2, . . . , xn) is given by:




1 · · · xn−11
1 x2 x
2








n · · · xn−1n
 (2.33)
The determinant of a Vandermonde matrix is




(xi − xj) (2.34)
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Proof. (of Proposition 5) The residual in Definition 6 can be rewritten as:
r =M [λ1(a1 − a∗1) λ2(a2 − a∗2)
. . . λn(an − a∗n)]T (2.35)
where λi is defined as
λi =
(−1)
(i−2)/2 if i is even

















































where p ≥ n. Let αi be
αi = [ 1 ωi ω
2
i · · · ωn−1i ] (2.38)





























































































where k1 ≤ i1 ≤ k2 − 1. Thus the determinant of N ′ is the summation of determinant of














where k1 ≤ i1 ≤ k2−1 and k2 ≤ i2 ≤ k3−1 and the number of Γs is (k2−k1)× (k3−k2).
Continuing with this, the final determinant of N ′ is the summation of the determinants








where αi. is given by (2.38) and k1 ≤ i1 ≤ k2 − 1, k2 ≤ i2 ≤ k3 − 1 and kn ≤ in ≤ kn+1.
According to Lemma 2 and Definition 6, detV > 0. Thus detN ′ > 0 and rank(N ′) = n.
Hence rank(M) = n and the n columns of matrix M are linearly independent. Next it is
proven that the residual satisfies the isolability condition.
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Let θf1 and θf2 be two parameter vectors.
θf1 = [a1 a2 a3 . . . an]
T
θf2 = [b1 b2 b3 . . . bn]
T
According to the definition of r in (2.35), it follows that
r(θf1)− r(θf2) =M [λn(an − bn) λn−1(an−1 − bn−1)
. . . λ1(a1 − b1)]T
= λn(an − bn)M.1 + λn−1(an−1 − bn−1)M.2
+ · · ·+ λ1(a1 − b1)M.n.
where λi is given by (2.36). Since M.is are linearly independent, r(θ
f1) − r(θf2) = 0 if
and only if all the coefficients of M.is are zero, i.e. θ
f1 = θf2 . Thus we have
r(θf1) = r(θf2) iff θf1 = θf2 (2.46)
which is a stronger conclusion than the isolability condition. When ϑ(θf1 , θ∗) 6= ϑ(θf1 , θ∗),
we have θf1 6= θf2 and according to (2.46), r(θf1) 6= r(θf2) holds true. Thus the residual




a3s2 + a2s+ a1
(2.47)
and the nominal parameter is
θ∗ = [1 1 1]T (2.48)





































where ωi+1−ωi = ω1 = 0.0245rad/s, ω and k1, k2, k3, k4 are respectively 1, 33, 66, 99. The
ki represent the partitioning of the frequency vector. Denote the elements of the above
matrix as Ωij, then
r = [Ω.1 Ω.2 Ω.3][a1 − 1 a2 − 1 1− a3]T (2.50)
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where Ω.i is the i






















According to the property of null spaces, we obtain the following rules for isolation.






= (1− a3)ΩT.3N12 6= 0 iff a3 6= 1
(2.51)






= (a1 − 1)ΩT.1N23 6= 0 iff a1 6= 1
(2.52)






= (a2 − 1)ΩT.2N13 6= 0 iff a2 6= 1
(2.53)
Figures 2.2 and 2.3 show the absolute values of the products of the residual vector and
the 3 null spaces. In Figure 2.2, a1 is changed from 0.01 to 2.5 in steps of 0.55 and
a2 = 0.56, and we can see that only |rTN12| is zero. This implies that a3 = a∗3 = 1 which
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Fig. 2.2: a1 and a2 are changed due to faults









Fig. 2.3: Only a1 is changed due to faults
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is not faulty. On the other hand, |rTN23| and |rTN13| are both non-zero which imply
that a1 6= 1 and a2 6= 1 and hence both are faulty. In Figure 2.3, only a1 is changed from
0.01 to 2.5 in steps of 0.55, and we can see that |rTN13| = 0 and |rTN12| = 0. The first
implies that a2 = 1 while the second implies that a3 = 1. Hence we deduce that only
a1 is faulty. Thus the faulty parameter can be deduced by some computation with the
residual vector and without any parameter estimation.
2.5 Conclusion
Fault detectability and isolability conditions are proposed in terms of residuals which are
based on the frequency response of the monitored system. By using these conditions, it
was found that all faults are detectable if and only if the nominal system is identifiable and
the faults are isolable when the system is identifiable under every faulty condition. Several
examples of residuals were proposed. Some only satisfy the detectability conditions while
the others satisfy both detectability and isolability conditions. Linear residuals were





Chapter 2 presented the detectability and isolability conditions for FDI based on deter-
ministic frequency response models. In practice, the frequency response of a system can
only be estimated and hence the conditions for FDI using estimated frequency response
data have to be re-examined. Before embarking on this, it is important that the statistical
properties of the estimates are well understood.
In this chapter, the procedure and properties of the estimation are reviewed. The effects
of various parameters on the statistics of the estimates will be discussed. Simulations
will be given to illustrate the results. Finally, some conclusions based on the discussion
will be made.
3.1 Estimation Procedure
The structure of the frequency response estimation is shown in Figure 3.1. The monitored
system is assumed to be linear time-invariant and bounded-input bounded-output stable.
The output of this system is assumed to have some additive disturbance, v(n), which is
assumed to be a zero mean, stationary stochastic random variable uncorrelated with the












Fig. 3.1: Frequency Response Estimation Architecture
where g(n) is the discrete impulse response of the system. In this formulation, y(n)
is stochastic and u(n) may be either deterministic or stochastic. The discrete Fourier
transforms (DFT) is used extensively to estimate the frequency response of the system.
Thus the input and output signals are assumed to be sampled with a sampling period of
ts. The DFT of the input sequence, u(n) and output, y(n) for n = 0, 1, 2, ...N − 1 may














N is the frame size of the DFT, and a(n) is a suitable data window function.
Using Bartlett’s direct spectral method, the averaged estimates of the auto- and cross-













where the superscript * denotes the complex conjugate operation, the hat denotes the es-
timates, and subscript i for U and Y denotes the frame number. The estimated frequency
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where Sˆuu(ωk) 6= 0.
3.2 Properties of Estimated Frequency Response
The estimated frequency response in (3.1) will generally involve both random and bias
errors. These errors will have a direct effect on the residuals which will be formed
from the estimated frequency response data. Hence in order to develop a robust fault
detection system involving the residuals, it is important that the statistical properties of
the estimated frequency response are well understood with respect to the parameters of
the frequency response estimation algorithm. In this section, the statistical properties
of the estimated frequency response will be analysed and simulated with respect to the
number of framesM , the number of data per frame, N and the sampling period, ts. Two
types of errors will be considered : the bias and random errors.
3.2.1 Bias Errors
In the estimation, the output is assumed to be corrupted by v(n) which is assumed to be a
zero mean, stationary stochastic random variable uncorrelated with the input. According


















Equation (3.2) implies that there is no bias error as long as M is large. In practice,
however, M is finite, and hence some differences will exist between the estimated and
nominal frequency responses. The effects of M on the estimation will be shown in some
simulations in Section 3.3.
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3.2.2 Random Errors
Random errors can be characterized by the variance of the magnitude of the estimated
frequency response. According to [25], this variance is given by:










, Suu(ωk) 6= 0, Syy(ωk) 6= 0, (3.4)
Suy(ωk) is the cross-spectral densities of y(n) and u(n), Syy(ωk) and Suu(ωk) are the
auto-spectral densities of y(n) and u(n) respectively. In this case, only the noise which
is uncorrelated with the input signal is present at the output. The output of the system





y(n) = x(n) + v(n)
(3.5)
where u(n) and v(n) are uncorrelated and x(n) is the output due only to the input u(n).
Multiplying (3.5) with the input u(n+ τ):
y(n)u(n+ τ) = x(n)u(n+ τ) + v(n)u(n+ τ) (3.6)
Since x(n) and u(n) are uncorrelated, from (3.6) we obtain:
Suy(ωk) = Sux(ωk) (3.7)











since Sxx(ωk) = |G(ωk)|2Suu(ωk)
(3.8)
Multiplying (3.5)’s left and right with y(n+ τ) and x(n+ τ) + v(n+ τ) respectively:
y(n)y(n+ τ) = x(n)x(n+ τ) + v(n)v(n+ τ) + x(n)v(n+ τ) + v(n)x(n+ τ) (3.9)
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Since x(n) and v(n) are uncorrelated, from (3.9), we obtain:
Syy(ωk) = Sxx(ωk) + Svv(ωk) (3.10)





From (3.11), the coherence function can be considered as a measure of noise level whereby
the smaller the γ, the higher is the level of noise. From (3.11) and (3.3), it is clear that
the random error or variance is determined by the noise level and the number of frames
used in the estimation.
3.2.3 Statistical Properties of Estimated Frequency Response
Apart from the bias and random errors in Gˆ(ωk), existing results in [2] indicate that if
the input u(n) is uniformly bounded for all n, and as the frame size N tends to infinity,
the following asymptotic properties hold:
• Gˆ(ωk) at different frequencies ωk are asymptotically independent.
• Gˆre(ωk) and Gˆim(ωk), the real and imaginary parts, respectively, of Gˆ(ωk) are
asymptotically independent.
• The variances of Gˆre(ωk) and Gˆim(ωk) are equal.
These properties are useful in determining the statistical properties of some forms of the
residual in later chapters.
3.3 Simulations and Conclusions
In this section, some parameters which are convenient for characterizing random errors
and bias errors are first defined. Subsequent simulations to estimate the frequency re-
sponse will use these parameters to show the effects of M , N and ts on the estimation.
Three parameters are defined :
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• Random errors in the estimation can be characterized by the normalized standard
deviation, σnom, of the estimated magnitude of the frequency response, given by:
σˆnom(|Gˆ(ωk)|) = σˆ(|Gˆ(ωk)|)|G(ωk)| (3.12)




(γˆ1 + γˆ2 + ...γˆn) (3.13)
where each γˆ is given by ( Sˆxx(ωk)
Sˆyy(ωk)
)0.5
• The error in the estimation can be characterized by the difference between the
mean magnitude of the estimated frequency response and magnitude of nominal
frequency response. This is defined by the following equations:
b(ωk) = | ¯ˆG(ωk)| − |G(ωk)| bnom(ωk) = b(ωk)|G(ωk)| (3.14)
where
¯ˆ
G(ωk) is the mean value of the estimated frequency response, given by
1
n
(Gˆ1(ωk) + Gˆ2(ωk) + ...+ Gˆn(ωk))
From (3.2) and (3.3), it can be seen that if M increases, both b and σˆnom will decrease.
But the effects of other factors such as the sampling period, ts, and frame size, N , are
not known because there is no closed form asymptotic expressions for them. Thus, in the
following, a set of simulation results will be used to explore the effects of these factors.
The transfer function of the simulated system is given by:
G(s) =
1
s2 + s+ 1
The input to G(s) is chosen to be a random signal with variance 1, while the additive
white noise at the output is another random signal with variance 0.01. The system is
sampled with a zero order hold.
Simulations are performed to test the effects ofM , N , and ts. The parameters used in the
estimation are listed in Table 3.1. For each set of the simulation parameters, frequency
response estimation is carried out 100 times and thus 100 samples of estimated frequency
response are obtained and used in the analysis.
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Table 3.1: Parameters in Estimation








From Figure 3.2, it can be observed that a largerM will reduce the σˆnom for all frequencies
parameterized by k. Hence, as expected, variance improves with increasing M .
From Figure 3.3, it can be observed that ¯ˆγ decreases when M increases especially at
higher frequencies. At lower frequencies, ¯ˆγ is close to 1 and is not affected very much by
M . The reason for the deviation of ¯ˆγ from 1 at higher frequencies is due to the relatively
large level of noise at these frequencies compared to the output. This is because G(s)
is a low pass filter with diminished gains at high frequencies. Hence the signal to noise
ratio deteriorates at high frequencies. This manifests itself as low coherency. From (3.12),
however, the random errors improve with a largerM and thus the estimation for ¯ˆγ should
also improve correspondingly.
Figures 3.4 and 3.5 show that a larger M decreases b and bnom.
The simulation thus verifies the theoretical analysis in Section 3.2 that a larger M can
reduce both kinds of error.
Decreasing ts or increasing the sampling frequency enables the frequency response esti-
mation over a wider frequency range since the highest frequency that can be observed
is pi
ts
. Figures 3.6 and 3.7 show that σˆnom increases and ¯ˆγ decreases with increasing ts
over the same frequency window. Figures 3.8 and 3.9 show that b and bnom also increase
when the frequency increases. The increase of bnom is significant again due to the rela-
tively small |G(ωk)| at those frequencies. This means that the estimation error is large
41
compared to the nominal value. Hence decreasing ts may lead to large estimation errors
over the higher frequencies.
Figures 3.10 to 3.13 show that N has no apparent effect on the quality of estimation. In
general, all parameters deteriorate with N . Note that N only affects the resolution of
the estimated frequency response since ωk =
2pik
Nts
, k = 0, 1, 2, . . . , (N − 1).
From this simulation, the following conclusions can be drawn :
1. Increasing M reduces the variance and difference between the estimated mean and
nominal values of the frequency response. However, M can not be too large in FDI
because it implies that a lot of time is required to collect the data before any FDI
can commence. However, at steady state, this may be less of an issue.
2. Decreasing ts increases the frequency over which the estimation of frequency re-
sponse is made. Since the estimation over higher frequencies has larger errors (in
terms of ¯ˆγ and bnom ), ts should not be too small.
3. Increasing N does not affect the quality of estimation of the frequency response.
However, in order to satisfy the statistical properties in Section 3.2.3, N should not
be too small.
4. In general, the variance and difference between the estimated mean and nominal
values of the frequency response is larger at high frequencies than those at low
frequencies. This is true only for systems which has low pass characteristics.
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Fig. 3.2: Effects of M on
σnom




















Fig. 3.3: Effects of M on ¯ˆγ












Fig. 3.4: Effects of M on b













Fig. 3.5: Effects of M on
bnom



























Fig. 3.6: Effects of ts on
σnom


























Fig. 3.7: Effects of ts on ¯ˆγ
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Fig. 3.8: Effects of ts on b





















Fig. 3.9: Effects of ts on
bnom






















Fig. 3.10: Effects of N on
σnom

















Fig. 3.11: Effects of N on ¯ˆγ










Fig. 3.12: Effects of N on b

















Fault Detection with Estimated
Frequency Response
As discussed in Chapter 2, faults can be detected by monitoring the residuals formed
from the deterministic frequency response of the system. In this chapter, the estimated
frequency response will be used instead to form the residuals. Since the estimated fre-
quency response is uncertain, the decision on whether a fault has occurred or otherwise
should be determined using a statistical analysis. In this chapter, this will be shown via
hypothesis testing. The fault detection algorithm is presented in the following section.
4.1 Detection Algorithm
The fault detection algorithm starts with the estimation of the frequency response. The
method for this has been presented in Chapter 3. It is assumed that the underlying
system is linear time invariant with a transfer function given by G(s; θ0) where θ0 is
the nominal parameter vector without any fault. The estimated frequency response is
denoted by Gˆ(jωk; θ) while the averaged frequency response model is denoted by
¯ˆ
G(.).
When a fault occurs, it is assumed that θ0 changes to θ and the deviation in the estimated
frequency response can be written as:
G˜(jωk; θ) = Gˆ(jωk; θ)− ¯ˆG(jωk; θ0), k = 0, 1 . . . , N − 1
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Let the residual, r(θ), take the form defined in (2.22) where xi = G˜(jωk; θ). Then one




G˜(jωk; θ), k1, k2 ∈ [0, N − 1] (4.1)
According to the discussions in Chapter 3, the estimates Gˆ(jω; θ) are asymptotically
independent and if the number of estimated frequency responses summed in each ri(θ)
can be considered large, then ri approaches a Normal distribution according to the Central
Limit Theorem. Hence fault detection can be formulated as a hypothesis testing problem
set up as follows:
H0 : r ∼ N (µ0,Σ0) H1 : r ∼ N (µ1,Σ1) (4.2)
where µ0, µ1, Σ0 and Σ1 are the means and variances of the residual vector in (4.1). In
the null hypothesis, H0, it is assumed that no fault occurs and that
µ0 = E(r(θ0)) = 0
where E(.) denotes the expectation operator. In the alternative hypothesis, H1, it is
assumed that a fault has occurred and
µ1 = E(r(θ)) 6= 0.
Essentially the hypothesis testing approach is equivalent to the detectability condition
presented in Chapter 2 in the following sense. Recall that the detectability condition is
r(θ) 6= r(θ0) iff θ 6= θ0
which is derived based on deterministic residuals. In a stochastic setting, this condition
cannot be tested robustly due to the noise or uncertainties from the frequency response
estimation procedures. Hence the hypothesis testing approach is devised in order to
reliably detect the fault. The solution to this is based on the Neymann-Pearson criterion
[14] which makes use of a maximum likelihood test which rejects H0 in favour of H1 when
certain thresholds of the residuals are exceeded. This leads to a detection algorithm with
a constant false alarm rate. The Neymann-Pearson criterion can be formulated as follows.
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The probability density functions given the two hypotheses in (4.2) are respectively:




(r − µ0)TΣ−10 (r − µ0)
)




(r − µ1)TΣ−11 (r − µ1)
)
where ν = dim r. µ0 and Σ0 can be estimated under fault-free condition while µ1 and Σ1
are unknown parameters due to the faults. Since these are unknown parameters in H1,
the hypothesis testing requires the use of the generalized likelihood ratio test (GLRT).









where T is a threshold to be determined later. The maximum of p(r|H1) occurs when
r(θ) = µ1 such that:
max
r
p(r|H1) = ((2pi)ν detΣ1)− 12








(r − µ0)TΣ−10 (r − µ0) > lnT (4.4)
Defining the variable x as:
x = (r − µ0)TΣ−10 (r − µ0), (4.5)
and (4.4) becomes:
x > 2 lnT − ln | detΣ0|| detΣ1| = T
′ (4.6)
The left hand side of (4.6) can be recast as a Chi-squared random variable, χ2ν , with ν
degrees of freedom.
If the probability of false alarm, PFA, is selected as α, then
PFA = P (x > T
′|H0) = α.






then the fixed threshold T ′ can be obtained using the inverse of Qχ2ν :
T ′ = Q−1χ2ν (α) (4.7)
Once T ′ is determined based on a chosen α, then fault detection can be easily carried out
by checking the residuals obtained with T ′.
Estimation of µ0 and Σ0
To satisfy the detectability condition, the dimension of the residual r in (4.1) must larger
than 1.5na + 0.5nb(where na and nb are the order of denominator and nominator of the
monitored system respectively) according to Proposition 3 in Chapter 2. Suppose the
dimension is m and we separate the real part and imaginary part of each element of
r, then the residual approaches the 2m-dimensional normal distribution, r ∼ (µ0,Σ0)),
where µ0 is a 2m-dimensional vector and Σ0 is a 2m-by-2m matrix.
Σ0 =

σ21 ρ12σ1σ2 · · · ρ1(2m)σ1σ2m
ρ21σ1σ2 σ
2
2 · · · ρ2(2m)σ2σ2m
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ρ(2m)1σ1σ2m ρ(2m)2σ2σ2m · · · σ22m

According to the discussions in Chapter 3, the imaginary part and real part of estimated
frequency response and the estimation at each frequency are asymptotically independent,
then the elements of the 2m-dimensional residual r are independent and Σ0 are diagonal
matrix
Σ0 = diag{σ21, σ22, . . . , σ2n} (4.8)









n− 1(Xk − µˆ0i)
2 (4.10)
where Xk is the kth one of the n samples of random variable ri.
Fault Detection Algorithm
The fault detection algorithm can be summarized as follows:
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1. Select the residual form in (4.1) and select a false alarm rate α. Then determine
the threshold, T ′ using (4.7). Assume the system is fault free and estimate µ0 and
Σ0 in (4.2) according to (4.9) and (4.10)
2. Form the residual according to (4.1).
3. Form the statistic x according to (4.5).
4. Compare the statistic x with the threshold T ′. If x > T ′, the decision is that a
fault has occurred.
4.2 Simulations
4.2.1 On System Parameter Faults
We use example 3 in Chapter 2 to demonstrate the fault detection algorithm. The system
is set up as follows:
y(s) = G(s; θ0)u(s) + ν(s)
G(s; θ) =
as+ b
s2 + cs+ d
θ = [a b c d]T
where θ0 = [1 1 1 1] and ν(s) is a white noise with variance 0.01.
Implementing the fault detection algorithm described in Section 4.1, the simulation
result is shown in Figure 4.1. Fault parameters θf1 and θf2 were simulated where
θf1 = [0.95 1 c′ 0.99]T and θf2 = [0.99 1 c′ 0.99]T . In both these cases, the a, b and
d parameters were set at small deviations from its nominal values of 1 while the c pa-
rameter (denoted as c′) was varied between 0.8 and 1.2. For each fault that is simulated,
the probability of detection is calculated as the fraction of times (out of 100 estimates)
the fault was detected. The false alarm rate is set as α = 1%.
From Figure 4.1, it can be seen that under the θf1 fault, all faults are detected and under
θf2 faults, only variations of c′ by more than 6% can be reliably detected. Thus when the
faults are relatively large, the probability of detection is high but if they are small, the
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Fig. 4.1: Simulation of Detection
probability is low. An analysis of probability of fault detection is now presented in the
next section.
4.2.2 On Faults of a Process Model
The fault detection algorithm can be applied to detect any faults which lead to system
parameters change. Consider the following system with delay.





1 + sTw + s2T 2w
e−sTd (4.11)
We can see that any change of parameter (Kp Tz Tw) will lead to change of θ. On the
other side, any change of θ implies the change of parameter (Kp Tz Tw).
As we have discussed in Proposition 3 in Chapter 2, the conclusion on requirement of
residual dimension holds when the system has a delay. Here we assume that we do not
know the exact order of the system only the range, na < 4 and nb < 3. Then according
to Proposition 3, the order should be larger than na + 0.5(na + nb). Here we adopt
8-dimension residual. The time delay is 0.35. The nominal parameter
[Kp Tz Tw] = [1 1 1].
Other simulation parameters are the same as the above example. We vary each parameter
50

























Fig. 4.2: Simulation on Faults of a Process Model
from 0.8 to 1.2 with step 0.02 to create faults. The result is shown in Figure 4.2. As
can be seen, the result is quite similar to that in system parameter faults. This is due
to the relationship between those two kinds of parameters in this case. Bigger change of
parameter (Kp Tz Tw) will lead to bigger change of system parameters.
4.3 Detection Performance Analysis
We can assume that the variance of the residual does not change, that is, Σ0 = Σ1
when the faults are small. According to [14] the statistic x in (4.5) has a noncentral
chi− squared PDF with ν degrees of freedom and noncentrality parameter λ:
λ = (µ0 − µ1)TΣ−10 (µ0 − µ1) (4.12)
The probability of detection of the deviation in the mean is thus calculated as
PD = P (x > T
′|H1) = Qχ2ν,λ(T ′) (4.13)
where Qχ2ν,λ is the right tail probability function for a non-central χ
2
ν distribution and
non-centrality parameter of λ.
According to (4.13), there are three factors affecting the probability of detection, false
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Fig. 4.3: Probability of Detection under different λ and α ν = 2
alarm probability of detection α(which decides the threshold T ′), λ and number of free-
dom ν.
The variations in the probability of detection for different values of α and λ are shown in
Figure 4.3. The likelihood of detection is rather small when λ is small. That means PD
is small when the parameter has a small deviation from the nominal which is indicated
by small λ. For values above the lower knee of the curve, however, PD rises rapidly
before tapering to a plateau. When λ is certain, the bigger the false alarm probability of
detection, the bigger the probability of detection. This is due to that bigger false alarm
probability of detection gives smaller threshold T ′.
Figure 4.4 shows that for a certain α and λ the probability of detection will decrease as
the number of freedom increases. But (4.12) shows that when the number of freedom
changes, the dimension of µ0 and µ and Σ0 will change. So the λ will change also. It is
uncertain whether the probability of detection will increase or not when the dimension
increases.
Based on the above discussions, we can see that only two factors, λ and ν, need to be
considered in designing residual since the probability of false detection, α, is chosen by
users. However, since the faulty parameters of the monitored system are uncertain, it
is quite difficult to design a residual which has the best performance among all kinds of
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Number of Freedom ν  λ=20 α=0.01
P D
Fig. 4.4: Probability of Detection under different number of Freedom
residual under all faulty conditions. When the fault condition is certain, it is possible to
design a special residual to have better performance. One simple method is to increase λ
by increasing µ1−µ0 when the faulty parameter vector θ is given or equally the frequency
response under faulty state is given. We use the residual formed from nominal frequency
response to give the definition since it is reasonable to assume the expected value of
estimated frequency response is equal to nominal one according to the discussions in




(−1)pRE(G˜(jωk; θ)) + i(−1)qIM(G˜(jωk; θ)), k1, k2 ∈ [0, N − 1]
G˜(jωk; θ) = G(jωk; θ)−G(jωk; θ0)
For every frequency point p(q is determined by the imaginary part)is given as follows:
p = 1 if RE(G˜(jωk; θ)) > 0
p = 2 if RE(G˜(jωk; θ)) < 0.
p and q are chosen to ensure the sign of real and imaginary part of difference between
frequency response under faulty condition and under normal condition remain positive
at all frequency points. From the definition, we can see that the residual must be formed
under the condition that the faulty parameters are known. For the residual formed from
the estimated frequency response, we adopt the same form and p(q) have the same sign
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as their counterparts in the residual formed from exact frequency response. In this way,
every element of µ1 − µ0 reaches maximum.
4.4 Conclusions
In this chapter, we develop fault detection method by using estimated frequency response.
Based on the discussion on statistical properties on estimated frequency response in
Chapter 3, we can get the statistical distribution function of the residual. And as long
as the residual in deterministic case satisfy the detectability conditions, the residual in
statistical case can be used in fault detection by hypothesis testing. We also make an
simulation example and some discussions on the probability of detection.
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Chapter 5
Fault Isolation with Estimated
Frequency Response
In this chapter, the use of the estimated frequency response to isolate the fault is discussed
under the assumption that only one fault can occur at any one time. The problem is
solved by a two-stage procedure. The first stage is to form a residual from the frequency
response estimates. Then the fault isolation problem amounts to making a decision on
the identity of the fault based on these residuals. Some simulations are performed on a
second order system. Finally some discussions are given at the end of this chapter.
5.1 Introduction
In Chapter 2, the fault isolability condition was given in Proposition 4 which states that
the fault vector ϑ(θ, θ∗) can be determined by a residual vector if and only if it satisfies
the isolability conditions given by:
r(θf1) 6= r(θf2) if ϑ(θf1 , θ∗) 6= ϑ(θf2 , θ∗) (5.1)
where ϑ(.) is the fault vector given in Definition 1 and θfi denotes the parameter vector
associated with a fault fi. For an n-dimensional parameter vector, θ, there are a total of
2n possible values of the fault vector, ϑ(.). The proof of Proposition 4 was based on the
requirement that any observed residual vector falls in one, and only one, set associated
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with a specific fault vector as follows :






2 ), . . .} ←→ ϑp
...
Rt = {r(θf t1), r(θf t2), . . .} ←→ ϑt
where t = 2n. Thus for fault isolation to be successful, the sets Ri must be clearly
defined. It should be noted that the number of sets, t, is t = 2n if multiple faults are
considered. If only 1 single fault is possible at any point in time, then t = n. Thus the
number of sets is greatly reduced for the identification of a single fault. Furthermore, the
residual vector should only belong to one of the sets. Isolability condition requires that
Rp ∩Rq = ∅, p 6= q.
On this basis, this chapter considers only single faults involving a change in one of the
parameters in θ. The problem is formulated in the next section. Fault isolation under a
deterministic frequency response model will be shown and this is extended to solve for
the case when estimated frequency response are used.
5.1.1 Problem Formulation
Consider a residual vector of dimension m ≥ 1, given by r(θ) = [r1(θ) . . . ri(θ) . . . rm(θ)]T
and defined as:
ri(θ) = hi(gi(θ)) i ∈ [1,m]
where hi : Cpi → R is a suitable given function, pi is the dimension of gi, where
gi(θ) = [G˜(jωki , θ), G˜(jωki+1, θ) . . . G˜(jωki+pi−1, θ)]
T
G˜(jωki , θ) = |Gˆ(jωki , θ)| − |Gˆ(jωki , θ0)| i ∈ [1,m] ki ∈ [0, N − 1] (5.2)
where Gˆ(.) is the estimated frequency response, θ and θ0 are the changed (fault) and
nominal parameter (no fault) vector of the transfer function respectively, and N is half






In the construction of the residual vector, let the frequency intervals, Ωi for each gi(.) be
chosen as follows :
Ωi = {ki, ki + 1, . . . , ki + pi − 1}.
The full frequency vector used in the frequency response, G(., θ), is Ω = {0, 1, . . . , N−1}.
Hence Ωi represents a partition in the frequency vector. Furthermore,
Ωi ∩ Ωj = ∅ i 6= j i, j ∈ [1,m]
Ω1 ∪ Ω2 . . . ∪ Ωm = Ω
where ∅ is an empty set.
Under fault conditions, suppose each θi changes in such a way that the set Ri is defined
by
Ri = {r(θ)|θi = λiθi,0, θj = θj,0, j 6= i, λ ∈ R} i = 1, 2, . . . , n
where θi,0 refers to the nominal value of θi. Since each set Ri involves only a change in
one single member (ith) of the parameter vector, it is assumed that Ri ∩ Rj = ∅, i 6= j
except at the no fault condition where λ = 1 in each Ri. This therefore ensures that
the isolability conditions are satisfied according to Proposition 4. Henceforth, isolation
consists of locating the set, Ri on which the residual, r can be found. The fault referenced
by index i∗ is found as follows:
i∗ = i if r(θF ) ∈ Ri i ∈ [1, n]
where θF denotes the unknown parameter vector associated with the fault and r(θF ) is
the observed variable under the fault condition.
5.2 Isolation using Nominal Frequency Response
Consider a second order system of the form:
G(s, θ) =
k
as2 + bs+ 1
, θ = [k a b]T (5.4)
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where the nominal parameter vector θ0 = [k0 a0 b0]
T = [1 1 1]T . Thus n = 3. The
residual r(θ) of dimension 2 may be chosen as:










In this formulation, Ω1 = [0, p], Ω2 = [p + 1, N − 1] and the elements in Ωi(i = 1, 2) are
sequential. It is assumed that Gˆ(jωi, θ) = G(jωi, θ). The residual sets corresponding to
the fault in each of the parameters are denoted as Rk, Ra and Rb where
Rk = [r(θ) |θ = [λkk0 a0 b0]T , λk ∈ R]
Ra = [r(θ) |θ = [k0 λaa0 b0]T , λa ∈ R]
Rb = [r(θ) |θ = [k0 a0 λbb0]T , λb ∈ R] (5.6)
It is not easy to prove that the intersection of any two of them is an empty set. For
example, to prove that Ra ∩ Rb = ∅ amounts to proving that there is no solution to the
following non-linear equation
r(θa) = r(θb) (5.7)
where θa = [1 a 1] and θb = [1 1 b] and a 6= 1 and b 6= 1. Although this cannot
be proven globally, it is reasonable to assume that in a small neighborhood around the
nominal parameter vector, Ra ∩Rb = ∅ since this assumption can be checked easily.
By plotting Rk, Ra and Rb the trajectories of τ1, τ2 and τ3 respectively, are obtained
which are shown in Figure 5.1. It is clear that the intersection of these sets is empty
except at the nominal parameter vector. Thus this form of the residual satisfies the
isolability condition. Hence if the observed residual is found in set Ri, the fault index is
i∗ = i where i may be k, a or b.
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Fig. 5.1: Sets (Trajectories) of
Exact Frequency Response











Fig. 5.2: Sets (Trajectories) of Es-
timated Frequency Response with
noise
5.3 Isolation Using Estimated Frequency Response
The fault isolation problem in Section 5.2 is based on deterministic frequency responses.
The problem is considerably more complex if estimated frequency response are used
instead. As can be seen from Figures 5.1 and 5.2, when residuals are formed from
the nominal frequency responses, the sets Ri may be unique (except at the nominal
parameter value). However when residuals are formed from the estimated frequency
responses, Ri may overlap with Rj due to the statistical variability (contributed by noise
during estimation) of the estimated frequency response. Fault isolation becomes non-
deterministic and statistical methods have to be considered to determine the most likely
fault that has occurred. This is explained in the following section.
5.3.1 Isolation Procedure
In practice, the residual, obtained with the estimated frequency response in the presence
of noise, is not likely to fall exactly on any set, Ri. Hence a method of isolating the fault
which can capture the uncertainties due to the estimation in the presence of noise has to
be developed.











For example, for an r of dimension 2, µ = [µ1 µ2]
T is the mean value of r and C is the







Since Ω1 ∩ Ω2 = ∅, r1 and r2 are independent, ρ12 = ρ21 = 0. Then the matrix C is a
diagonal matrix given by:
C = diag{σ21, σ22}. (5.9)
Instead of defining the residual sets precisely in terms of the residual, r, as in (5.6), in
the presence of variability in the residuals, the residual sets are defined in terms of the
statistics (µi, σi), where i denotes the i
th parameter value. For example, in the second
order system, the following residual sets, Rk, Ra and Rb are defined as :
Rk = [(µk(θ) σk(θ))|θ = [λkk0 a0 b0]T , λk ∈ R]
Ra = [(µa(θ) σa(θ))|θ = [k0 λaa0 b0]T , λa ∈ R]
Rb = [(µb(θ) σb(θ))|θ = [k0 a0 λbb0]T , λb ∈ R] (5.10)
Each set is now defined by a probability density function parameterized by the mean and
standard deviation of the residuals generated when a corresponding fault (or change) in
the parameter occurs. Thus given an observed residual, r, the determination of which
set the residual belongs to is a multiple composite hypothesis testing problem. The
generalized likelihood ratio test (GLRT) can be used to handle such composite hypothesis





where θˆi is the maximum likelihood estimate (MLE) of θi assuming Hi is true and θˆj is
the MLE of θj assuming Hj is true. γ is the threshold to be determined. It is reasonable
to assume that all faults are equally likely. Thus the threshold γ can be selected as 1.
For n faults, C2n such tests are required. The tests are simplified as:
i∗ = arg max
i=[1,n]
p(r; θˆi, Hi)).




On System Parameter Faults
Simulation is carried out on the second order system sampled with zero-order hold. The
simulation and estimation parameters are given as follows:
System Model given by (5.4)
Nominal Coefficient [1 1 1 ]T
Input random signal with variance 1
Noise white noise with variance 10−2 present at output
Residual defined in (5.5) with p = 35
Frame Size(2N) Number of Frames(M) Sampling Time Ts Window
512 10 0.628 ’Blackman’
Each parameter(k, a, b) varies from 0.7 to 1.3. A step size of 0.02 was used . The sets Ri
in (5.10) are formed by simulating the fault conditions for each parameter. Assume the
residual follows normal distribution, then each Ri is characterized by a set of means and
variances (µi and σi, i = k, a, b).
During fault isolation, the residual vector is observed and the maximum likelihood ap-
proach is used to determine the fault index. This is repeated 1000 times and the isolation
rates are calculated as a fraction (out of the 1000 runs). The results are shown in Figure
5.3. Not surprisingly, the isolation rate is only about 40% when ”small” faults which do
not alter significantly the nominal parameter values occur. This is because the statistics
of the residual are very close around the nominal values of k, a and b. Hence the deci-
sions are almost equally spread out amongst them. This can be observed from Figure
5.2. Near the nominal parameter, the residuals have higher probabilities of overlapping
each other (or equivalently Ri ∩Rj = ∅, i 6= j is not satisfied) and this results in the low
isolation rate. For the parameter values beyond the interval [0.9, 1.1], the rate of isolation
is almost 100%. This is because the isolability conditions Ri ∩ Rj = ∅, i 6= j is satisfied
in these ranges corresponding to larger faults.
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Fig. 5.3: Isolation Rate
It is clear from the simulation that the isolation rates can be improved if the residuals
satisfy the isolability condition Ri ∩Rj = ∅, i 6= j for a wider range of parameter values
around the nominal. The design of the residual vector is thus crucial in order to satisfy
this condition. For example, it may be possible to choose the frequency intervals Ωi to
maximize the gaps between the sets, Ri and Rj. This problem will be explored in the
next chapter.
On Faults of a Process Model
For the system with time delay shown in (4.11) , we also vary each parameter from 0.7 to
1.3 with step 0.02 to create faults and use the same simulation parameters as the above
example except p. After sever trials to separate the trajectories, we adopt p = 80. The
trajectories of mean value of residuals on different faults are shown in Figure 5.4 and the
result of isolation is shown in Figure 5.5.
The result is quite similar to the case on system parameter faults. Isolation rates increase
as the size of faults increases. One difference is that isolation rate is lower, especially for
faults on Tw. We can not change the frequency response when faults occur. But we can
select the partition of residual to increase the isolation rate. This will be discussed in
next chapter.
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Fig. 5.4: Trajectories of Mean Value of Residuals on Faults of a Process Model
























Fig. 5.5: Isolation Rate on Faults of a Process Model
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5.4 Conclusions
In this chapter, a method to isolate faults by the sets of residual vector is proposed. This
method can be used to isolate system parameter faults. The procedure is to establish
residual sets and using the maximum likelihood criterion to determine which set the
residual belongs to. The results of the isolation is affected by whether the isolability
conditions are satisfied, particularly around the nominal values. For larger faults, the
isolability conditions are easily satisfied and the isolation rate can be about 100%. In the
next chapter, it will be shown how improvements in the isolation rate can be obtained.
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Chapter 6
Optimal Residual for Fault Isolation
In this chapter, the performance of fault isolation using the frequency response data will
be analyzed with respect to the probability of isolation and the factors that affect this
rate. It is obvious that the isolation rates will be small if the residual sets are too close
or overlapping. Thus there is a need to investigate how residuals can be designed to
improve the fault isolation rate. In order to evaluate the performance of the residual, a
method to calculate the isolation rate is first proposed. In developing this method, the
isolation method proposed in Chapter 5 is simplified. The simplified isolation method
not only helps us in calculating the isolation rate but is also more convenient to use. The
isolation rates of different residuals are also evaluated and an optimal one can also be
found. Simulations are carried out to verify the calculated isolation rate and to show the
performance of this optimal approach in contrast with that given in [9].
6.1 Fault Isolation Performance Analysis
In Chapter 5, the residual set in which the observed residual belongs to is decided by
comparing its likelihood functions under different hypothesis. False isolation is unavoid-
able because p(r; θˆi, Hi) > p(r; θˆi, Hj) does not imply p(r; θˆi, Hj) = 0. On the other
hand, faults cannot be isolated accurately when the residual belongs to more than
one set. To reduce the false isolation rate, one way is to minimize p(r; θˆi, Hj) when
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p(r; θˆi, Hi) > p(r; θˆi, Hj) is true. This involves the design of the residual, r. Before that,
a more detailed analysis of fault isolation is presented.
As discussed in Chapter 5, the fault isolation requires the solution of
i∗ = arg max
i∈[1,m]
p(r; θˆi, Hi) (6.1a)





(r − µi(θi))TCi(θi)−1(r − µi(θi))} (6.1b)
Ci(θi) = diag{σ[i]21 , σ[i]22 } µi(θi) = [µ[i]1 µ[i]2 ]T (6.1c)
Hi : Ri = {Ci(θi) µi(θi)} (6.1d)
where θi is the i
th element of the parameter vector. Under each fault condition, the
residual vector has a PDF, p(r; θˆi, Hi) where Hi represents the hypothesis that a fault
has affected θi. The test amounts to finding the residual set, Ri, in which the residual r
belongs to which has a maximum p(r; θˆi, Hi).
Suppose two faults, θ1 and θ2, are distinguishable at any one time. If the covariance
matrices, C1(θ1) and C2(θ2) are the same in (6.1c), then the test simplifies to a distance
criterion given by
µ∗ = arg min
µ1(θ1),µ2(θ2)
{‖r − µ1(θ1)‖2, ‖r − µ2(θ2)‖2} (6.2a)
i∗ =
 1 : if µ∗ ∈ R12 : if µ∗ ∈ R2 (6.2b)
where ‖.‖2 represents the Euclidean norm. When a fault occurs, its residual always falls
in the space bounded by the means of the two residual sets on the r-plane. Due to the
distance criterion in (6.2), it is easy to see that the fault is associated with the residual
set that is closest to one of the means as this implies that the associated p(r; θˆi, Hi) is
higher. Alternatively, in a geometrical sense, if the residual space can be partitioned by
two orthogonal planes which lie in between the means of the residuals, then fault isolation
becomes rather convenient. This idea is illustrated in Figure 6.1 where the means of the
residuals are assumed to be linear in a two dimensional plane (for a 2-dimensional r).
These are denoted by R1 and R2. At the same time, two orthogonal lines divide the










































































































































Fig. 6.1: Geometrical Interpretation of Fault Isolation between any 2 Faults
conclusion is that a fault has occurred in θ1 and if it falls in d2, then a fault is affecting
θ2.
This approach becomes very simple for isolating any two possible faults. It also facilitates
the computation of the cumulative probabilities of r falling into the regions d1 and d2 for
faults affecting θ1 and θ2 respectively. Suppose the cumulative probabilities of r falling
into di be Pdi for i = 1, 2. Then this implies that the probabilities of successfully detecting
faults in θi is given by Pdi while the false alarm rate is (1− Pd(3−i)) for i = 1, 2. If both
Pd1 and Pd2 are maximized, then both Type I and II errors are minimized.
The distance criterion is a great simplification if and only if the covariance matrices are
equal. In general, this may not be realistic because the residuals are not formed equally
even though the noise conditions during estimation may be similar. But it is possible to
re-scale the residual vector, r in order to achieve the equal covariance condition. Thus










the transformed residual, r′ becomes r′ = [r1m1 r2m2]. The scaling parameters m1 and
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m2 can be obtained from sample estimates after some initial ’learning’. Simulations in
the next section will show that the variances are not very sensitive to the size of faults.
6.1.1 Evaluation of Pdi
The illustration of the isolation spaces in Figure 6.1 are based on linear residual sets. In
general, residual sets Ri are not linear. However, in order to estimate the probabilities of
detection, the analysis on the Pdi will be carried out based on linearized residual sets about
the nominal parameter values. As faults of small magnitudes are of greater interests, such
linearizations for small faults are reasonable. This is because faults of larger magnitudes
are easier and more accurate to detect and isolate and thus less sensitive to linearization.
This will be shown in the simulation studies in the next section.
Recall that under each fault condition, i = 1 or 2, the residual vector, r, is assumed










2 ). Under no fault condition, the residual, r, has a mean of zero vector. The







where θ0 denotes the nominal value of θ and ρθ0 denotes the change in θ0. With the
linearized residual sets, the spaces di are similar to those shown in Figure 6.1. The








For convenience, the integral in (6.4) can also be obtained by rotating the original x− y
axes to x′ − y′ corresponding to the orthogonal lines AB and CD shown in Figure 6.1.
Then integration can be performed over the space defined by x′y′ > 0 or x′y′ < 0.
It should be noted that the linearization proposed here is only for the calculation of
the performance indicator, Pdi. In the next section, it will be shown that Pdi obtained
from simulation without linearization is comparable to that calculated in (6.4). Thus the
linearization can also be used in the actual isolation work since it is much easier to use.
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6.2 Simulations
The system used in the simulation is a second order system G(s) = k
as2+bs+1
sampled with
a zero-order hold. The fault isolation and frequency response estimation parameters are
as follows:
System Model given by (5.4)
Nominal Coefficient [1 1 1 ]T
Input random signal with variance 10−2
Noise white noise with variance 10−4 present at output
Residual defined in (5.5)
Frame Size(2N) Number of Frames(M) Sampling Time Ts Window
512 10 0.628 ’Blackman’
Each parameter(k, a, b) varies from 0.7 to 1.3 with a step of 0.02. In order to test the
assumptions under more conditions, different partitions in forming residuals are adopted
for every pair of (θi, θj) where i 6= j. In this simulation, there are three pairs of residual
sets, (a, b), (a, k), (b, k). The isolation is performed on every pair. For example for a pair
(a, b) isolation is carried out on a and b respectively. The linearization approach is used
to calculate their isolation rates. Two sets of simulation results are given in the following.
6.2.1 Variances of Residuals
As in Chapter 5, suppose the residual r(θ) of dimension 2 is chosen as:










where G˜(jωi, θ) = Gˆ(jωi, θ) − G(jωi, θ). The frequency partitions are Ω1 = [0, p], Ω2 =

































































































Fig. 6.5: σ2 for faults in k and a
The partition p in (6.5) is selected as 52, 52, 26 for (a, b), (k, a), (k, b) respectively. The
σi is the standard deviation of 1000 samples computed for every fault condition.
From Figures 6.2 and 6.3, it can be observed that σ1 and σ2) change very little when the
parameter k or a varies up to ±30% and especially around ±10%. So, the variance of
the residuals can be considered constant under the same noise condition and when the
size of fault is small. This conclusion can also be drawn from Figures 6.4 to 6.7 for the
other fault conditions.
It should also be noted that generally σ2 > σ1. This is because its corresponding residual
r2 contains components of the frequency response estimates which are at the higher
frequencies. The variance in the estimation of the high frequency components is bigger

















































Fig. 6.7: σ2 for faults in a and b
6.2.2 Verification of the Calculation of Isolation Rate
In this simulation, faults b and k, a and k and a and b are isolated with p selected as
35, 52 and 52 respectively. Each parameter is varied from 0.7 to 1.3 in steps of 0.02
while keeping the other two parameters unchanged. For every step, the mean value and
variance of the residual are estimated after 1000 estimations of the residuals. Then, using
the fault isolation algorithm, the isolation rate is obtained by simulation. This rate is








2 obtained by simulation. The results are
shown in Figures 6.8 - 6.13.
Except for several points near the nominal value, the isolation rates obtained via sim-
ulation are almost the same as those calculated. The differences may be caused by the
linearization of the residual sets. Thus the calculated value is a good estimation of the
isolation rate and subsequently, the calculated isolation rate can be used to select the
parameter p.



















Fig. 6.8: Isolation between k and b




































































































Fig. 6.13: Isolation between a and b
6.3 Application of Pdi in Designing Residual
In this section, it will be shown how the probability of isolation Pdi can be improved
by an appropriate choice of the parameter p in the residual vector. The performance of
two residual vectors with different p will be contrasted in terms of the Pdi. In the first
residual, p is selected such that the angle between two residual sets is as orthogonal as
possible. In the second residual, p is selected such that the isolation rate, Pdi, is as large
as possible. The purpose is to contrast these so as to show that the second residual yields
some improvements with an appropriate choice of p.
6.3.1 On System Parameter Faults
Partition for Maximum Degree of Orthogonality(MDO):[9]
The choice of p affects the direction and size of the residual sets. If the angle between
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the two residual sets are zero and the two residual sets overlap each other, then it will
be impossible to isolate two faults. On the other hand, it is reasonable to expect that
the isolation rate is higher when the degree of orthogonality between two residual sets is
higher. In general, Ri is nonlinear and is thus difficult to define the degree of orthogonality
in a global sense. However, it is possible to define orthogonality in a local region around
the nominal parameter, θ0, by linearization. The degree of orthogonality between two
faults θi and θj at θ0 is defined by :
ρij(p) = cos
−1 |STi Sj|








To obtain the maximum separation between sets Ri and Rj, ρij is maximized to obtain
the value of the optimal frequency partition at p∗ where
p∗ = arg max
p∈[0,N−1]
ρij(p).
p∗ is easy to compute because of the discrete nature of the problem. Its computation
only involves searching through a finite discrete set.















Fig. 6.14: ρij between different resid-
ual sets


















Fig. 6.15: Isolation Rate vs Partition, p
Partition for Maximum Isolation Rate(MIR)
We search p∗ in (5.5) according to the criterion below:




where Pdi is the isolation rate for each fault condition. The optimal partition, p
∗, is
different under different fault conditions. For example, when the parameters, a and b
with nominal values 1, change to a = 1.04 and b = 1.04, the best Pdi occur at different
p∗s. These two p∗s are generally not equal. This is illustrated in Figure 6.15 where
p∗ = 52 when a is changed while 50 < p∗ < 100 resulted in a fairly constant isolation
rate which was close to 1 when b is changed. Thus it can be concluded that for isolation
between the a and b fault, p∗ = 52 may be used for optimal detection. Furthermore, since
false isolation generally occurs when the size of the fault is small, p∗ should be decided
using small fault conditions. The calculation of isolation rate with different p is shown
in Figures 6.16 and 6.17 for isolation between k-b and k-a respectively. The final optimal
partitions are chosen as p∗ = 26, 52, 52 for (k, b), (k, a), (a, b) respectively.


















Fig. 6.16: Isolation Rate vs Partition, p


















Fig. 6.17: Isolation Rate vs Partition, p
Having determined the optimal p∗, simulations are carried out by varying k, a and b from
0.86 to 1.14 with steps of 0.02. With every step change (or under every fault condition),
the fault isolation is performed with residual vector formed by MDO and MIR. The
simulation results obtained with these two different residuals are shown in Figures 6.18-
6.20. The results show that the isolation with residuals formed with the MIR has better
performance than that with residuals formed with the MDO under most of the conditions.
The only exception is when b = 0.98 and b = 1.02 where the MDO is better than the
MIR. This is because in the MIR, the optimal p∗ was chosen under the fault condition
with b = 1.04 and under the assumption that the residual set is linear. This may have





























































Fig. 6.20: Isolation Rates for a
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Fig. 6.21: Isolation Rates for Kp





















Fig. 6.22: Isolation Rates for Tw





















Fig. 6.23: Isolation Rates for Tz
6.3.2 On Faults of a Process Model
For the system with delay shown in (4.11), we perform the same procedure by adopting
the simulation parameters as the above example and also vary each parameter from 0.7
to 1.3 with step 0.02 to create faults. The MDO partition points for (Kp, Tw), (Kp, Tz)
and (Tw, Tz) are 47, 49 and 46. The MIR partition points are 39, 33 and 47. For (Tw, Tz)
the partition points for these two methods are almost same. This is not a surprise. Since
MIR method does not exclude the possibility to have the same partition point as MDO
does. It only guarantees that its isolation rate is no less than that of any others if some
assumptions hold. The simulation results are shown in Figure 6.21-6.23. On faults on
Tw, the results are almost same for these two methods. On the other two faults, MIR is
still better than MDO. So on the whole MIR is still better than MDO.
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6.4 Conclusions
In this chapter, the isolation method proposed in Chapter 5 was simplified by linearizing
the residual sets. This simplification greatly reduce the calculation in isolating faults.
Moreover, it enabled a method to calculate the isolation rate for a 2-dimensional residual
vector. This led to a numerical search for the optimal partitioning which re-defines the
residual vector. Simulations have shown that the choice of partitioning in this approach





7.1 Findings and Conclusions
Frequency response (FR) has not been fully used in fault detection and isolation(FDI).
This thesis tries to establish a new method for FDI using FR.
To perform fault detection, the residual of the system under normal state must be different
from that under faulty state. The frequency response of the system must be also be
different from that under faulty state since the residual is formed from the frequency
response of the monitored system. This requirement is identical to the condition that the
system is identifiable under the normal state. Secondly, the design of the residual should
satisfy this condition. Several kinds of residuals satisfying the condition were proposed.
In real applications, the estimated frequency response (EFR) have to be used for fault
detection. Due to the presence of noise in the EFR, a good approach to manage the
uncertainties is via the statistical properties of the EFR. As long as the deterministic
residuals satisfy the detectability conditions, the proposed residual, whose mean vector
satisfies the detectability condition, can be used in fault detection by applying hypothesis
testing. Since the faulty state of the monitored system is uncertain, there is no general
method to improve the detection rate. However, once the faulty state is known to exists,
the residual can be optimized for a better detection rate.
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To perform fault isolation, the residual under different faulty vector must be different.
If the residual satisfies the detectability condition globally, then it will also satisfy the
isolability condition. Thus the sufficient condition that the system needs to satisfy is
that the system is globally identifiable. In general, linear systems are not identifiable
under some special conditions, for example, when there are common factors between
the numerator and denominator. A special linear residual used for fault isolation was
proposed for an all-pole transfer function.
A method to isolate single faults using a residual vector formed from EFR was proposed.
It was shown that this residual vector satisfies the isolability condition globally. It is
also easy to check whether the mean of the residual vector satisfies this condition. After
the residual sets have been established, the maximum likelihood criterion can be used to
determine which set the residual belongs to which then determines the fault vector. The
results of the isolation is affected by whether the residuals satisfy the isolability conditions
particularly around the nominal values. For larger faults, the isolability conditions are
easily satisfied and the isolation rate can be about 100%.
Based on this isolation method with a 2-dimensional residual, it was shown how the
residual can be optimized for a bigger probability of isolation. A method to calculate
the probability of isolation was developed based on linearized residual sets. With this
method, a numerical search for the optimal partitioning which re-defines the residual
vector was proposed. Simulations have verified that the choice of partitioning in this
approach gave a higher probability of isolation when compared to a partitioning which
was obtained from orthogonality arguments.
7.2 Suggestions for future work
For fault detection using EFR, the method has been fully developed. The room for
improvement is to design different types of residuals which can provide the best detection
rates. The proposed residual along with the detectability condition is rather general. It
is difficult to design residuals with the best performance in terms of the probability
detection under all faulty conditions. However, if more information is available about
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the impending faults, it is possible to design special residuals which can improve the
performance.
For single fault isolation, there may be more residuals which may improve isolation rate.
For example, only the performance of a 2-dimension residual has been shown. Residuals
with higher dimensions should be explored. Alternatively, residuals with other partition-
ings are also possible. In this thesis, only a sequentially partitioned frequency response
vector have been considered. Theoretically, there are many more possible partitions.
Suppose a 256-frequency response vector is divided into 2 residual vectors with each
formed from 128 data points which need not be chosen sequentially. Then the number
of possible partitions is C128256 . If the number of residual vector is not limited to 2, the
number of combinations of the frequency response data is almost unlimited. How to
select the optimal one from amongst the large number of choices is a big challenge.
For multiple fault isolation, only a special residual for an all-pole system has been pro-
posed. It is difficult to derive a general mathematical description of the residual which
will be suitable for multiple faults. More information about the fault may be required in
order to derive a fault isolation system for isolating multiple faults.
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