Extremes and Records by Sabhapandit, Sanjib
Extremes and Records
Sanjib Sabhapandit
Raman Research Institute, Bangalore 560080, India
(Dated: July 2, 2019)
These are lecture notes from a course offered at the Bangalore School on Statistical Physics - X, during
17-28 June 2019, at International centre of theoretical physics (ICTS), Bangalore. These pedagogical
lectures are at the introductory level, intended mainly for master/Ph.D. students or researchers from outside
the field. In these lectures, we discuss about the limit laws for the sample mean and the maximum of a
set of independent and identically distributed (i.i.d.) random variables as well as random walks / Brow-
nian motion. The density of near-extreme events is also discussed. Finally, we discuss the statistics of
records for an i.i.d. random sequence as well as random walks in discrete and continuous time. Some
exercises are provided for the students to work out. The video recording of the lectures are available at
https://www.icts.res.in/program/bssp2019/talks
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I. INTRODUCTION
How long does it take to go from this institute (say, starting at 9 AM) to the airport? I am sure, this is a question, the front
desk of the institute gets, often. An estimate this time is given by the overage over the times taken during various past trips (say
around 9 AM, to be more specific), i.e.,
T =
T1+T2+ · · ·+TN
N
. (1)
Since, there won’t be much variations about T for most of the trips, the sum above is dominated by the typical times, and
therefore, T would be a good number to provide to the guests of the institute, most of the times.
Now imagine that, the Director of the institute has to catch a flight for a very important meeting that cannot be missed (say,
it’s related to the funding of the future programs). Is T a good number to consider, in this case? Perhaps, a better number to
consider is the maximum of the times taken in all the previous trips, .i.e.,
Tmax = max(T1,T2, . . . ,TN). (2)
Of course, in reality, the fate of the funding of the institute probably does not depend on catching/missing a single flight. But,
for example, it may be quite important for a student to consider the quantity Tmax on the day of an examination, while in most
days, the student can rely on the typical times, when going to the school.
While building storm-water drains, one must consider the largest rainfall in a given region, say in the last 100 years, rather
than the typical rainfalls, so that the city does not get flooded during heavy precipitation events. Similar considerations must
be also taken while building a dam (to protect against maximum flow) or a bridge (to protect against maximum load over it).
Extreme events such as earthquakes, tsunamis, extremely hot or cold days, financial crashes etc. are rare events. They do not
happen everyday. But if/when they happen, they can have devastating effects. Hence it is of absolute importance to estimate, the
magnitude of such catastrophic events, when they occur.
For a set of random variables, {X1,X2, . . . ,XN} (need not be only positive as in the example of time taken for a trip discussed
above), when there is “not much variations" among them (we shall be more specific later), the sample average
X =
X1+X2+ · · ·+XN
N
(3)
is a good representation (for large N) of the typical events, whereas their maximum (or minimum)
Xmax = max(X1,X2, . . . ,XN) (4)
represents extreme events. Note that both the sample mean X and extreme value Xmax are random variables, that varies from one
realization of {X1,X2, . . . ,XN} to another. In these lectures, we see that the sample mean X and the extreme value Xmax for a set
of i.i.d. random variables follow very different statistics.
Another important issue is the crowding of the events in the vicinity of the extreme event. Clearly, if there are many events
whose magnitude are similar to (slightly less than) that of the extreme event, then the near extreme events are equally important.
Therefore, it is desirable to have a knowledge about the density the near-extreme events. We address this in these lectures.
The third topic we discuss during these lectures is the statistics of records. When the events are recorded sequentially, then the
maximum of the magnitudes of all the events till the observation time, grows intermittently, as the observation time progresses,
—i.e., the maximum value stays the same for some random duration of time, then it jumps to a new value instantly, and then stays
with the new value for some other random duration before jumping up to another value, and so on. Every time the maximum
changes to a new maximum is called a record event. The record process (a random staircase process) describes how the new
maximum arrives. The frequency of records (i.e., the number of record in a given time) is an important observable as it highlights
the changes (if there is any) in the frequency of occurrence of extremal events due to changing conditions – e.g., we often hear
about how record breaking weather extremes are becoming increasingly more frequent nowadays due to climate change. The
study of records for i.i.d. random sequence provides a useful null model against which other studies can be compared.
3II. STATISTICS OF SAMPLE MEAN OF A SET OF I.I.D. RANDOM VARIABLES
Let us consider the set {X1,X2, . . . ,XN} of i.i.d. random variables drawn from a common probability function (PDF) p(X),
whose characteristic function is given by the expectation value〈
eikX
〉
:=
∫
eikX p(X)dX = eg(k), (5)
where g(k) is known as the cumulant generating function, because, if all the cumulants of p(X) exist (finite), then
g(k) =
∞
∑
n=1
(ik)n
n!
〈Xn〉c, (6)
where 〈Xn〉c is the n-th cumulant. In particular, if the n-th cumulant exists, it can be obtained as,
〈Xn〉c = (−i)n d
ng(k)
dkn
∣∣∣∣
k=0
. (7)
Exercise 1. Show that the first four cumulants are related to the moments as
1. Mean: 〈X〉c = 〈X〉,
2. Variance: 〈X2〉c = 〈[X−〈X〉]2〉,
3. Skewness: 〈X3〉c = 〈[X−〈X〉]3〉,
4. Kurtosis: 〈X4〉c = 〈[X−〈X〉]4〉−3〈[X−〈X〉]2〉2.
Exercise 2. A Gaussian random variable X with a mean µ and a variance σ2 has the PDF
p(X) =
1√
2piσ2
e−
(X−µ)2
2σ2 . (8)
Compute its characteristic function, and consequently, the cumulant generating function, and show that they are respec-
tively given by 〈
eikX
〉
= eikµ−
1
2σ
2k2 , g(k) = ikµ− 1
2
σ2k2. (9)
Therefore, all the cumulants higher than the second, are identically zero for Gaussian random variables.
Since the random variables are i.i.d., the characteristic function of the sample mean defined by from Eq. (3) is given by〈
eikX
〉
=
〈
eikX/N
〉N
= eNg(k/N). (10)
A. Distributions with a finite variance
For distributions with a finite variance σ2, from Eq. (7), one must have
g(k) = ikµ− σ
2k2
2
+o(k2), where o(kn)≡ O(kn+ε) for some ε > 0. (11)
The mean µ may or may not be zero, depending on the distribution. Therefore,
Ng
(
k
N
)
= ikµ− σ
2k2
2N
+o
(
N[k/N]2
)
. (12)
4For large N, neglecting the higher order terms in the above expression, and comparing with Eqs. (8) and (9), we find that the
PDF of the sample mean approaches the Gaussian distribution1
p(X)' 1√
2pi(σ2/N)
e
− (X−µ)2
2(σ2/N) . (13)
Therefore, the standard deviation of the sample mean decreases as 1/
√
N with increasing N. In other words, the sample mean X
is highly peaked around the mean value µ for very large N.
The limiting distribution: Let us consider the scaled random variable
z=
√
N
σ
(X−µ). (14)
Then, from Eq. (13), we get
lim
N→∞
p(z) =
e−z2/2√
2pi
. (15)
The above N-independent, exact limiting distribution also follows from Eq. (11),
lim
N→∞
[
Ng
(
k
σ
√
N
)
− ikµ
√
N
σ
]
=−k2/2, (16)
which is the second cumulant of Eq. (15). Equation (15) is the statement of central limit theorem.
Exercise 3. Show that when the random variables are drawn from a Gaussian distribution [Eq. (8)], the sample mean
given by Eq. (3), also follows an exact Gaussian distribution for any N. That is why, the Gaussian distribution is called a
stable distribution.
B. Distributions with infinite variance
There are many distributions which do not have a finite variance (and for some even the mean is not finite). For simplicity,
let us consider only symmetric distributions, i.e., p(−X) = p(X). Since the mean is zero by symmetry and variance 〈X2〉c is
infinite, according to Eq. (7), g(k) for small k, must have the form
g(k) =−c|k|α +o(|k|α) with 0 < α < 2 and c> 0. (17)
Therefore, we have
lim
N→∞
Ng
(
k
[cN]1/α
)
=−|k|α . (18)
Consequently, the characteristic function of
z=
X1+X2+ · · ·+XN
[cN]1/α
, (19)
in the limit N→ ∞, becomes
lim
N→∞
〈
eikz
〉
= e−|k|
α
. (20)
1Note that, although we have used the same notation p for the PDFs of the random variables {Xi} as well as their sample mean X , it need not represent the
same functional form.
5Exercise 4. Consider a PDF p(X) whose characteristic function is exactly given by 〈eikX 〉 = e−|k|α . When the random
variables are drawn from this distribution, show that their scaled sum given by Eq. (18) follows the same distribution for
any N. In other words, e−|k|α with 0 < α ≤ 2 is characteristic function of a stable distribution.
Which distributions do not have a finite variance?
[or which distributions have cumulant generating functions of the form given by Eq. (17)]?
For a symmetric p(X), the variance is also the second moment
〈X2〉=
∫ ∞
−∞
X2p(X)dX . (21)
It is evident that the above integral is finite as long as the tails of p(X) decay faster than |x|−3. For the |x|−3 tails, the integral∫ Λ
−ΛX
2p(X)dX diverges logarithmically as Λ→ ∞.
Example: consider the PDF
p(X) =
1
2(1+ x2)3/2
, (22)
whose tails decay as |x|−3. The characteristic function is exactly given by〈
eikX
〉
= |k|K1
(|k|), (23)
where K1(z) is the modified Bessel function of the second kind. For this, the cumulant generating function is given by
g(k) = ln
[|k|K1(|k|)]=−14 (1+2ln2−2γ)k2+ 12k2 ln |k|+O(k4), (24)
where γ = 0.5772 . . . is the Euler-Mascheroni constant. It is easy to check that g′′(k) diverges logarithmically as k→ 0.
Therefore, for any PDF having power-law tails
p(X)∼ A|X |1+β with 0 < β < 2 and A> 0, (25)
the variance is infinite. Let is compute its characteristic function, and consequently, the cumulant generating function. Since the
PDF is symmetric, the characteristic function becomes〈
eikX
〉
=
∫ ∞
−∞
cos(kX) p(X)dX . (26)
For a reason that will soon become clear, we rewrite the above expression as〈
eikX
〉
= 1−
∫ ∞
−∞
[
1− cos(kX)] p(X)dX , (27)
where we have used the normalization condition
∫ ∞
−∞ p(X)dX = 1. Next, write〈
eikX
〉
= 1−
∫ ∞
−∞
[
1− cos(kX)] A|X |1+β dX−
∫ ∞
−∞
[
1− cos(kX)] [p(X)− A|X |1+β
]
dX , (28)
where we have added and subtracted the tails given by Eq. (24). So far, Eq. (27) is exactly equal to Eq. (26). Note that, the above
integrals are well-behaved near X = 0. Making a change of variable |k|X = w, it is easy to see that the first integral on the right
hand side of Eq. (27) results ∫ ∞
−∞
[
1− cos(kX)] A|x|1+β dX = b(β ) |k|β , (29)
where
b(β ) = 2A
∫ ∞
0
(1− cosy)
y1+β
dy=
Api
Γ(1+β ) sin(piβ/2)
. (30)
6Since
[
p(X)−A/|X |1+β ] decays faster than A/|X |1+β as |X | → ∞, the second integral on the right hand side of Eq. (28) is
o(|k|β ) for small k. Therefore, from Eq. (28) we get〈
eikX
〉
= 1−b(β ) |k|β +o(|k|β ), (31)
and consequently,
g(k) = ln
〈
eikX
〉
=−b(β ) |k|β +o(|k|β ). (32)
Comparing Eqs. (17) and (32) gives α = β and c= b(β ).
Exercise 5. Find the characteristic function of the PDF
p(X) =
1
pi(x2+1)
(33)
and show that it is a stable distribution.
To summarize, in this section, we have shown that the sum of N i.i.d. random variables, when appropriately shifted and scaled
with respect to N, is described by limit laws (in the limit N→∞). In the next section, we discuss the limit laws for the maximum
of a set of i.i.d. random variables.
III. STATISTICS OF THE MAXIMUM OF A SET OF I.I.D. RANDOM VARIABLES
Let us consider the set of i.i.d. random variables {X1,X2, . . . ,XN}, drawn from a common PDF p(X). Let Xmax =
max(X1,X2, . . . ,XN), be maximum of the set, which is also a random variable that varies from one realization to another re-
alization of the set {X1,X2, . . . ,XN}. Let qN(x) and QN(x) be the PDF and CDF of Xmax respectively, i.e.,
qN(x)dx= Prob[x< Xmax < x+dx] and QN(x) = Prob[Xmax < x], (34)
QN(x) =
∫ x
−∞
qN(x′)dx′ and qN(x) =
dQN(x)
dx
. (35)
If Xmax < x, then all the random variables must also be less than x. Therefore, the above condition is equivalent to
QN(x) = Prob[X1 < x,X2 < x, . . . ,XN < x]. (36)
Since, the variables are i.i.d., we get
QN(x) =
[
Prob(Xi < x)
]N
=
[∫ x
−∞
p(X)dX
]N
=
[
1−
∫ ∞
x
p(X)dX
]N
. (37)
By definition, Q(x)→ 0 as x→−∞ (or the lower limit for finite lower support) and Q(x)→ 1 as x→∞ (or the upper limit for
finite upper support). There is an intermediate region in x that corresponds to the typical values Xmax takes, where QN increases
significantly from values closer to 0 to values closer to 1, and this region shifts towards larger x with increasing N [see Fig. 1].
The question is, whether QN(x), when x is appropriately shifted and scaled with respect to N, tends to a (or multiple) limiting
distribution(s), i.e.,
lim
N→∞
QN(aN+bN z)
?
= F(z), (38)
where aN and bN are scale factors dependent on p(X), whereas F(z) is (are) supposed to be universal (in the similar sense of the
stable distributions obtained for the sum).
Since for large N, the maximum Xmax is a rare event whose typical values lie in the tail of the distribution p(X), the integral∫ ∞
x p(X)dX is expected to be small in the range of x where QN(x) changes significantly [see Fig. 1]. Now, it is clear from
Eq. (37) that, if there exists an N-independent liming distribution as in Eq. (38), then we must have,∫ ∞
x
p(X)dX = O(1/N), (39)
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FIG. 1: Left:The solid line is a qualitative plot of QN(x) as a function of x, and the dotted line is the corresponding qN(x). There is a region
in x that corresponds to the typical values of Xmax where QN increases significantly from values closer to 0 to values closer to 1.
Right: Qualitative plots of QN(x) illustrating that the region where QN changes significantly shifts towards the larger values of x with increasing
N.
so that
lim
N→∞
N
∫ ∞
aN+bNz
p(X)dX =: G(z), (40)
and consequently,
F(z) = exp
[−G(z)]. (41)
Heuristically, one can interpret the condition (39) as follows: The left hand side of Eq. (39) gives the probability that a random
variable X takes value greater than x. If x corresponds to the maximum value, then we expect to find only one such events, and
1/N on the right hand side of Eq. (39), is precisely the probability of finding one such events out of N trials.
Note that, for any given p(X), one can always choose a range in x for which the condition (39) is satisfied, and hence, find a
limiting function G(z), and therefore, F(z). The question is, whether these functions are universal in the sense that they do not
depend "too much" on the details of p(X).
Let us consider an explicit example: p(X) = θ(X)e−X . In this case,
∫ ∞
x p(X)dX = e
−x. Therefore, from Eq. (40), we find that
aN = lnN, bN = 1, and G(z) = e−z. (42)
Let us consider a second example: p(X) = e−X2/2/
√
2pi . Here we have,
∫ ∞
x p(X)dX = (1/2)erfc(x/
√
2).
Exercise 6. Show that the leading asymptotic of erfc(x) = (2/
√
pi)
∫ ∞
x e
−y2 dy for large x, is given by
erfc(x) = e−x
2
[
1√
pi x
+O(1/x3)
]
. (43)
Also obtain the next order term.
Hint: use 2e−x2 =− 1x ddxe−x
2
and integration by parts.
For large x, we have
∫ ∞
x p(X)dX =
1√
2pi x
e−x2/2+ · · · . Therefore, Eq. (40) gives the condition,
lim
N→∞
exp
(
−
[
1
2
(aN+bNz)2− ln N√
2pi aN
+ ln
(
1+(bN/aN)z
)])
= G(z). (44)
Now, in order for the left hand side of Eq. (44) to have an N-independent limit, the coefficients of z0 and z1, in the series expansion
of the expression inside the square brackets, must be independent of N. Setting the two coefficients to 0 and 1 respectively gives,
aN =
[
2ln
N√
2pi aN
]1/2
=
√
2lnN+ · · · and bN = 1aN
[
1+
1
a2N
]−1
=
1√
2lnN
+ · · · . (45)
8The coefficients of z2 and higher powers of z go to zero in the limit N → ∞. This gives G(z) = e−z, same as in the previous
example.
For a generic exponential tail, p(X)∼ e−cxδ (as x→ ∞), we have ∫ ∞x p(X)dX ∼ e−cxδ .
Exercise 7. Show that ∫ ∞
x
e−y
δ
dy=
1
δxδ−1
e−x
δ
+ · · · (46)
Hint: use the same trick as in Eq. (43).
The condition (40) becomes
lim
N→∞
exp
(
−
[
c(aN+bNz)δ − lnN
]
+ [subleading terms]
)
= G(z). (47)
This gives
aN =
(
1
c
lnN
)1/δ
+ · · · , bN = 1
cδ
( 1
c lnN
)1−1/δ + · · · , and G(z) = e−z. (48)
Therefore, for any generic exponential tails (pure exponential and Gaussian are special cases of which), the limiting CDF and
PDF of the scaled maximum have the universal forms,
F(z) = exp
[−e−z] and f (z) = dF
dz
= exp
[−e−z] e−z, (49)
respectively. For large N, the non-universal shift parameter aN increases as powers of logarithm of N, with increasing N. On the
other hand, non-universal the scale parameter (that describes the fluctuations) bN is either an increasing function or a decreasing
function of lnN, depending on whether for δ < 1 or δ > 1. For the pure exponential tail, bN = 1, i.e., the fluctuations are O(1).
What happens if the tails of p(X) decays slower than the exponential (e−xδ ) discussed above?
Exercise 8. Consider a PDF whose tail decays like p(X) ∼ e−c(lnX)δ . Clearly, this decay is slower than the exponential
e−cxδ , and hence, sometimes also called a fat tail. For δ = 1 and c > 1, it is just a power-law tail. Show that, for any
δ > 1, all moments of this PDF exists, and therefore, decays faster than any power-law tails.
Exercise 9. Show that for
∫ ∞
x p(X)dX ∼ e−(lnx)
δ
with δ > 1, the limiting distribution of the suitably scaled maximum is
still given by Eq. (49).
Consider the fat-tailed distributions, whose tails decay like a power-law
p(X)∼ 1
X1+α
as x→ ∞, with α > 0. (50)
In this case,
∫ ∞
x p(X)dX ∼ x−α , and therefore, Eq. (40) becomes
lim
N→∞
N(aN+bNz)−α = G(z). (51)
This gives,
aN = 0, bN = N1/α , and G(z) = z−α . (52)
Note that, one can also choose (which is sometimes used in the literature), aN = bN = N1/α , for which G(z) = (1+ z)−α .
However, it is, only a trivial shift, and hence, just a matter of convention. Here, we follow the convention chosen in Eq. (52).
Therefore, for all power-law tails with α > 0, the limiting CDF and PDF of the scaled maximum, respectively, have the
universal forms,
F(z) = exp
[−z−α] and f (z) = dF
dz
=
α exp [−z−α ]
z1+α
, where z ∈ (0,∞). (53)
9Note that, for the sum of random variables, only for 0 < α < 2 (where the variance is infinite), one has a limiting stable different
from the Gaussian given by the central limit theorem. For power-law tails with α > 2, the variance is finite, and hence, the
limiting distribution of the sum is still Gaussian. This is because, for random variables with finite variance, the sum is dominated
by the typical values, whereas the maximum values are rare events that lie in the tail of the distribution.
In both the cases discussed above, the value of the maximum is not bounded. However, there are distributions which have a
finite upper support — one can think of these as decaying faster than any exponential (e−xδ ) tail. For this class of distributions,
the maximum value is evidently bounded by the upper support. What kind of limiting distribution does the maximum value
follow?
Let us consider the uniform distribution p(X) = 1 for X ∈ (0,1) and zero outside this domain. The condition (40) gives
lim
N→∞
N
(
1− [aN+bNz]
)
= G(z). (54)
Therefore
aN = 1, bN = 1/N and G(z) =−z, where z ∈ (−∞,0). (55)
Note that, although the maximum value is bounded between 0 and 1, the domain of z is in the whole negative axis due to the
bN = 1/N scaling. For the uniform distribution, the typical gap between two nearby events (out of N events) is O(1/N), which is
responsible for the 1/N scaling. Also, since the variables are bounded from above, for large N, one expects the maximum value
to be near the upper support. Therefore, shifting to the upper support (aN = 1) and then looking at the fluctuations of O(1/N)
about it (only in one direction) is a natural choice.
Now consider a generic case, where near the upper support a, one has the form p(X)∼ (a−X)β−1 with β > 0 and p(X) = 0
for X > a. The lower support may be either finite (as in the uniform case) or unbounded (all the way up to −∞). In this case,∫ a
x p(X)dX ∼ (a− x)β . The condition (40) gives
lim
N→∞
N
(
a− [aN+bNz]
)β
= G(z). (56)
Therefore,
aN = a, bN = 1/N1/β and G(z) = (−z)β , where z ∈ (−∞,0). (57)
Therefore, when suitably shifted and scaled the maximum, its limiting CDF and PDF, respectively, have the universal forms,
F(z) = exp
[
−(−z)β
]
, and f (z) =
dF
dz
= β (−z)β−1 exp
[
−(−z)β
]
, where z ∈ (−∞,0). (58)
Exercise 10. Find the limiting distribution of the maximum of a set of i.i.d. random variables drawn from the PDFs:
(1) p(X) = θ(a−X)e−(a−X) and (2) p(X) = θ(a−X)
√
(2/pi)e−(a−X)
2/2.
Exercise 11. The Wigner semicircle law
p(X) =
1
pi
√
2−X2 for X ∈ [−√2,√2] and p(X) = 0 if |X |>√2,
gives the average density of eigenvalues of large Gaussian random matrices. Now, consider a set of i.i.d. random variables
drawn from the above Wigner semicircle distribution. Find the limiting distribution of the maximum (scaled and shifted).
Compare it with the distribution of the maximum eigenvalues of Gaussian random matrices.
[see the course "Random matrix theory and related topics" by Satya N. Majumdar].
10
1 2 3 4 5 6
z
0.1
0.2
0.3
0.4
0.5
0.6
0.7
f (z)
-4 -2 2 4 6 z
0.1
0.2
0.3
f (z)
-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 z
0.2
0.4
0.6
0.8
1.0
1.2
1.4
f (z)
β  1β  1
2
β  3
2
FIG. 2: The plots of the three extreme value PDFs: Fréchet (on the left), Gumbel (in the middle), and Weibull (on the right).
To summarize, the maximum (or minimum) of a set of i.i.d. random variables, belongs to one of the three universality
classes, i.e., when the maximum is suitably shifted and scaled, Xmax = aN + bNz, its distribution is given by one of the
three limiting functions.
1. Fréchet class: If p(X) has power-law tail, p(X)∼ X−(1+α) with α > 0 .
CDF: F(z) =
{
exp
[−z−α] for z≥ 0,
0 for z≤ 0.
(59)
PDF: f (z) =
α exp [−z−α ]
z1+α
, z ∈ (0,∞). [see Fig. 2 (left)] (60)
2. Gumbel class: If p(X) has faster than power-law, but unbounded right tail. [e.g., p(X)∼ exp(−Xδ )].
CDF: F(z) = exp
[−e−z] . (61)
PDF: f (z) = exp
[−z− e−z] , z ∈ (−∞,∞). [see Fig. 2 (middle)] (62)
3. Weibull class: If p(X) is bounded from above, p(X)∼ (a−X)β−1 near the upper support a.
CDF: F(z) =
exp
[
−(−z)β
]
for z≤ 0,
1 for z≥ 0.
(63)
PDF: f (z) = β (−z)β−1 exp
[
−(−z)β
]
, z ∈ (−∞,0). [see Fig. 2 (right)] (64)
Note that, for any values of n,
Fn(z) =

F
(
n−1/α z
)
for Fréchet class
F
(
z− lnn) for Gumbel class
F
(
n1/β z
)
for Weibull class
(65)
In other words,
Fn(z) = F(cn z+dn), for any n, (66)
where dn = 0 for both Fréchet and Weibull class, whereas dn =− lnn for Gumbel, and cn = n−1/α for Fréchet, cn = 1 for
Gumbel, and cn = n1/β for Weibull. Since, Eq. (66) is valid for any n (not only large n), the above three distributions are
stable distributions for the maximum.
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IV. A SYSTEMATIC APPROACH TO FIND ALL POSSIBLE LIMIT LAWS FOR THE MAXIMUM OF A SET OF I.I.D.
RANDOM VARIABLES
In the previous section, we have considered all the possible tails of p(X) we could imagine, ranging from the slowest power-
law decay to the bounded (fastest decay) case, and found that the limiting distribution of the maximum falls into one of the three
classes, namely, Fréchet, Gumbel and Weibull. Have we missed any other example of tails for which the limiting distribution is
different from the above three classes? Can there be any other class? To answer this question conclusively, here, we follow a
systematic approach based on the theory by Fisher and Tippett [1], which was later refined by Gnedenko [2].
Consider a set of n×N i.i.d. random variables, divided into n blocks, each containing N random variables. We first consider
the maximum of each block, and then consider the maximum of these block-maxima. Since this is same as the maximum of the
whole n×N variables,
Qn×N(x) =
[
QN(x)
]n
. (67)
If a limiting distribution F(z) exists, then
lim
N→∞
QN(aN+bN z) = F(z) and lim
N→∞
QN(anN+bnN z) = F(z). (68)
It also means
Fn(z) = F(cn z+dn), for any n. (69)
This relation says that, if samples are drawn from a limiting distribution, then the distribution of their maximum follows the
same limiting distribution, for any finite number. Therefore, the limiting distributions are stable distributions. All the possible
limiting forms are given by the solution of the functional equation (69).
Exercise 12. Show that if cn = 1 for a certain n> 1, then cn = 1 for all n> 1.
Hint: [Fm(z)]n = [Fn(z)]m.
If cn 6= 1, then there is a z∗ where the arguments of F on the left hand side and right hand side of Eq. (69) are equal, i.e.,
z∗ = cn z∗+dn =⇒ z∗ = dn1− cn . (70)
At z∗, we have,
Fn(z∗) = F(z∗), (71)
which, for 0≤ F ≤ 1 and n> 1, has only two real solutions
F(z∗) = 0 and F(z∗) = 1. (72)
Now, F(z) is a monotonically increasing function, since F ′(z) = f (z)≥ 0. Therefore:
• If F(z∗) = 0, then F(z) = 0 for all z< z∗ and F(z)> 0 for z> z∗. Thus, z∗ is the lower support of f (z).
• If F(z∗) = 1, then F(z) = 1 for all z> z∗ and F(z)< 1 for z< z∗. Thus, z∗ is the upper support of f (z).
The supports of f (z) must be independent of n. Therefore, z∗ must be independent of n. Without loss of generality, we set z∗ = 0
(i.e., dn = 0), which is equivalent to making a shift in the variable.
Let F¯(z) = F(z+ z∗). Then
F¯n(z) = Fn(z+ z∗) = F
(
cn [z+ z∗]+dn
)
= F
(
cn z+[cnz∗+dn]
)
= F
(
cn z+ z∗
)
= F¯(cnz). (73)
Therefore, we have three classes of functions, given by the solutions of:
1. Fn(z) = F(z+dn), and f (z) has support on z ∈ (−∞,∞).
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2. Fn(z) = F(cnz) with F(0) = 0 and f (z) has support on z ∈ (0,∞).
3. Fn(z) = F(cnz) with F(0) = 1 and f (z) has support on z ∈ (−∞,0).
Let us consider the case 1. Taking a logarithm gives
n lnF(z) = lnF(z+dn) (74)
Since lnF ≤ 0, we multiply both sides by −1 and then take another logarithm
lnn+ ln[− lnF(z)] = ln[− lnF(z+dn)]. (75)
This equation is of the form g(z+d) = g(z)+ν . For a monotonic g(z) the solution is given by g(z) = (ν/d)z+C. Therefore,
ln[− lnF(z)] = lnn
dn
z+C =⇒ F(z) = exp
[
−exp
(
lnn
dn
z+C
)]
. (76)
Since the right hand side must be independent of n and F(z) is an increasing function of z, we have dn = − lnn. Any n-
independent proportionality constants can be absorbed by a rescaling of z. Similarly the constant C can also be absorbed by a
shift. Therefore,
F(z) = exp
[−e−z] . (77)
Exercise 13. Using Fmn(z) = [Fm(z)]n, show that dmn = dm+dn for any m, n. Assuming dn to be an analytic function of
n, show that dn ∝ lnn.
Now, we consider the other two cases, given by the solution of Fn(z) = F(cnz). Since, Fmn(z) = [Fm(z)]n, we have
cmn = cmcn. (78)
Assuming cmn to be an analytic function, differentiating the above relation, with respect to m and n we find
nc′mn = c
′
mcn and mc
′
mn = cmc
′
n. (79)
This implies
c′mn =
c′mcn
n
=
cmc′n
m
=⇒ mc
′
m
cm
=
nc′n
cn
= γ (a constant) (80)
Therefore, by integrating, we get
cn = nγ , (81)
where the proportionality constant is unity, as for n= 1, we have c1 = 1. Therefore we now need to solve the functional equation
Fn(z) = F
(
nγz
)
. (82)
Taking a logarithm gives
lnF(nγz) = n lnF(z), (83)
which is of the form g(λ z) = λ kg(z), i.e., g(z)≡ lnF(z) is a homogeneous function.
Exercise 14. Show that a homogeneous function, defined by the condition g(λ z) = λ kg(z), satisfies the ordinary differ-
ential equation
dg
dz
− k
z
g(z) = 0, (84)
whose solution is
g(z) = Azk. (85)
Hint: take partial derivatives with respect to λ and z.
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Therefore, the solution is given by
F(z) = exp
[
Az1/γ
]
. (86)
Now for the case 2, F(0) = 0 and F(z→ ∞)→ 1. This implies γ < 0 (we set γ =−1/α with α > 0) and A=−1. Thus
F(z) = exp
[−z−α], z ∈ (0,∞). (87)
On the other hand, for the case 3, F(0) = 1 and F(z→ −∞)→ 0. This implies γ > 0 (we set γ = 1/β with β > 0) and
A=−(−1)β . Therefore,
F(z) = exp
[−(−z)β ], z ∈ (−∞,0). (88)
In summary, there are only three limiting forms for the distributions of the maximum (or minimum) of a set of i.i.d. random
variables.
Exercise 15. Show that the functional equation g(z+d) = g(z)+ν can be transformed to the form h(λx) = λ kh(x) with
suitable choice of variable and h(x).
V. EXTREME VALUE STATISTICS OF RANDOM WALKS
In the section above, we have discussed the statistics of the maximum of a set of i.i.d. random variables {ξi,ξ2,ξ3, . . . ,ξN}, 1
i.e., each of them are drawn independently from a common distribution p(ξ ). A natural question is: How does the correlations
among the variables affect the statistics of the extremes? If the random variables are weakly correlated, (e.g., each random
variable is correlated with a finite number of other variables) or if the correlation is short-ranged (think of the variable index i
as either lattice index or the time step, and correlation between two variables ξi and ξ j becomes zero for |i− j|  ζ , where ζ
is the correlation length/time), then one can divide the variables into different blocks of size ζ and treat the block maxima to
be uncorrelated random variables. Therefore, one can still use the extreme value theory of the i.i.d. random variables discussed
above.
On the other hand, for strongly correlated random variables, there is no general theory for the extreme value statistics. Here we
discuss a particular class of correlated random variables that can be constructed from i.i.d. random variables. From the set of i.i.d.
random variables {ξi,ξ2,ξ3, . . . ,ξN}, we construct another set of random variables {X0,X1 =X0+ξ1,X2 =X0+ξ1+ξ2, . . . ,XN =
X0 +ξ1 +ξ2 + · · ·+ξN}, where X0 is a reference point that can be set to zero. The random variables {Xi} are highly correlated
as they share common ξ ’s.
Exercise 16. Compute the correlation function 〈XiX j〉− 〈Xi〉〈X j〉 for the case where the mean 〈ξ 〉 = 0 and the variance
〈ξ 2〉= 1, is finite.
The random sequence {Xi} can be generated recursively by using the equation
Xn = Xn−1+ξn with n= 1,2, . . . ,N, (89)
where Xn represents the position of a random walk that undergoes a random displacement ξn at the n-th step, from the previous
position Xn−1.
Let QN(m,X0) be the probability that the maximum position of a random walk of N steps is less than or equal to m, where
X0 ≤ m is the starting position, i.e.,
QN(m,X0) = Prob [X1 ≤ m,X2 ≤ m, . . . ,XN ≤ m] . (90)
1notation changed from {Xi} in the previous section to {ξi} here.
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Since each jump of the random walk is chosen independently, from Eq. (89) we get
QN(m,X0) =
∫ m
−∞
QN−1(m,X1)p(X1−X0)dX1, (91)
with the initial condition Q0(m,X0) = 1 for X0 ≤ m. Evidently, Q0(m,X0) = 0 for X0 > m. Since p(ξ ) does not depend on
the position of the random walk, QN(m,X) is only a function of the difference variable (m−X), i.e., QN(m,X) = qN(m−X).
Therefore, the above equation becomes
qN(y0) =
∫ ∞
0
qN−1(y1) p(y0− y1)dy1, with y0 ≥ 0, (92)
and the initial condition q0(y0) = 1 for y0 ≥ 0 and q0(y0) = 0 for y0 < 0. Note that, qN(y0) =QN(y0,0) is the probability that the
maximum position of a random walk of N steps, starting at the origin, is less than or equal to y0. For symmetric distributions of
the jumps, i.e., p(ξ ) = p(−ξ ), we can also identify qN(y0) with the usual survival probability — the probability that the random
walk, starting with position y0 does not cross the origin up to N steps.
Equation (92) is known as the Wiener-Hopf equation on the half space y ∈ [0,∞), and is very difficult to solve for general
kernel p(y0− y1). However, when p(ξ ) represents a probability density — as is the case here — then for any symmetric p(ξ ),
the the double Laplace transform of the PDF ( dqNdy0 ) is given by the Pollaczek-Spitzer formula
1,2,3
∫ ∞
0−
dy0 e−λy0
[
∞
∑
N=0
zN
dqN(y0)
dy0
]
=
1√
1− z exp
[
− λ
2pi
∫ ∞
−∞
ln
[
1− zp˜(k)]
λ 2+ k2
dk
]
, (93)
or equivalently [obtained by integration by parts on the left hand side],
∫ ∞
0−
dy0 e−λy0
[
∞
∑
N=0
zN qN(y0)
]
=
1
λ
√
1− z exp
[
− λ
2pi
∫ ∞
−∞
ln
[
1− zp˜(k)]
λ 2+ k2
dk
]
, (94)
where
p˜(k) =
∫ ∞
−∞
eikξ p(ξ )dξ , (95)
is the characteristic function of the random jump variable ξ . The derivation of Pollaczek-Spitzer formula is quite involved and
beyond the scope of these lectures. While this formula is difficult to invert to get the distribution of the maximum exactly, one
can analyze it to get the precise asymptotic behavior of the expectation value of the maximum4 — which also we will not discuss
here. We discuss a simpler model below.
Instead of the discrete sequence generated by Eq. (89), let us consider a continuous time series {X(τ) : 0≤ τ ≤ t}, generated
by the Langevin equation
dX
dτ
= ξ (τ), starting with X(0) = X0, (96)
where {ξ (τ) : 0≤ τ ≤ t} are assumed to be Gaussian random variables (noise) with zero mean, 〈ξ (τ)〉= 0 and delta-correlated in
time 〈ξ (τ)ξ (τ ′)〉= 2Dδ (τ− τ ′). The stochastic (random) motion of a particle governed by Eq. (96) is known as the Brownian
motion. From the properties of the Gaussian noise [see Exercise 3.], it immediately follows that, the displacement ∆X of a
Brownian motion in a given duration ∆t, is a Gaussian random variable (independent of the previous displacements) with
mean 〈∆X〉=
∫ ∆t
0
〈ξ (τ)〉dτ = 0 and variance 〈(∆X)2〉=
∫ ∆t
0
dτ1
∫ ∆t
0
dτ2 〈ξ (τ1)ξ (τ2)〉= 2D∆t. (97)
1F. Pollaczek, Comptes Rendus 234, 2334 (1952).
2F. Spitzer, Trans. Am. Math. Soc. 82, 323 (1956); Duke Math. J. 24, 327 (1957).
3A more general formula has been given by Spitzer for genera PDFs, which simplifies to Eq. (93) for symmetric PDFs.
4A. Comtet and S. N. Majumdar, J. Stat. Mech. Theor. Exp. P06013 (2005).
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Exercise 17. Show that the probability density function P(x, t) for the position x of a Brownian particle at time t satisfies
of the diffusion equation
∂P
∂ t
= D
∂ 2P
∂x2
. (98)
Further show that for the initial condition P(x,0) = δ (x− x0), –i.e., when the particle always starts at a fixed position x0,
the solution of the above equation is given by
P(x, t) =
1√
4piDt
exp
[
− (x− x0)
2
4Dt
]
. (99)
Let Q(m,X0, t) be the probability that the Brownian motion starting at X(0) = X0 <m, does not cross the point m up to time t.
Therefore, Q(m,X0, t) is also the probability that the maximum position reached by the Brownian motion in time duration (0, t),
is less than m. By discretizing the time in small steps of ∆t, here we have a backward equation [analogous to Eq. (91)]
Q(m,X0, t+∆t) =
〈
Q(m,X0+∆X , t)
〉
∆X . (100)
where the right hand side states that, in the first time step ∆t, the Brownian motion displaces by an amount ∆X and then starting
with the new position X0 +∆X , it does not cross m for the rest of the time t. Since the displacement ∆X is random, we need to
average the right hand side with respect to ∆X . By expanding the right hand side in Taylor series about X0, using Eq. (97) and
taking the limit ∆t→ 0, we get the backward Fokker-Planck equation
∂Q
∂ t
= D
∂ 2Q
∂X20
. (101)
[Find out why the higher order terms from the Taylor series expansion do not contribute].
Note that the above equation is same as in Eq. (99). However, the solution of a differential equation depends on the initial
and boundary conditions [What boundary conditions are used to solve Eq. (98) to arrive at the solution Eq. (99) ?]. The
initial condition for Eq. (101) is, evidently, Q(m,X0,0) = 1 for X0 < m. The boundary conditions are Q(m,X0 = m, t) = 0
and Q(m,X0→−∞, t) = 1. While the above differential equation can be solved with these initial and boundary conditions, it is
useful to note that Q(m,X0, t) is a function of only the difference variable (m−X0), i.e., Q(m,X0, t) = q(m−X0, t). Therefore,
q(y0, t) satisfies the differential equation
∂q
∂ t
= D
∂ 2q
∂y20
, (102)
with the initial condition q(y0,0) = 1 for y0 > 0, and the boundary conditions q(0, t) = 0 and q(∞, t) = 1. Note that q(y0, t) is
also the usual survival probability — the probability that starting with y0 > 0 the Brownian motion does not cross the origin up
to time t.
Equation (102) can be solved in many ways. A convenient way is in terms of the Laplace transform q˜(y0,s) =∫ ∞
0 q(y0, t)e
−st dt. Multiplying both side of Eq. (102) by e−st , then integrating over t and using the initial condition, we get
−1+ sq˜(y0,s) = D∂
2q˜
∂y20
. (103)
For the boundary condition, q˜(0,s) = 0 and q˜(∞,s) = 1/s, the solution is given by [check]
q˜(y0,s) =
1
s
[
1− e−y0
√
s/D
]
. (104)
The inverse Laplace transform gives
q(y0, t) = θ(y0)erf
(
y0√
4Dt
)
=⇒ Q(m,X0, t) = θ(m−X0)erf
(
m−X0√
4Dt
)
. (105)
The PDF of the maximum is given by
pmax(m,X0, t) =
∂Q(m,X0, t)
∂m
=
1√
piDt
exp
[
− (m−X0)
2
4Dt
]
θ(m−X0). (106)
16
Exercise 18. Find the inverse Laplace transform
q(y0, t) =
1
2pii
∫ 0++i∞
0+−i∞
q˜(y0,s)est ds, (107)
by evaluating the contour integral, where q˜(y0,s) is given by Eq. (104).
Exercise 19. Find the statistics (mean, variance, PDF) of the sample mean X(t) =
1
t
∫ t
0
X(τ)dτ , of the correlated random
variables (process) {X(τ)}, given by Eq. (96).
VI. NEAR-EXTREME EVENTS
How many events occur near the extreme value? The answer to this question tells us whether an extreme event is isolated
from the rest of the events or there are many events close to the extreme. A quantitatively measure of the crowding of events
near the extreme value is the density of states with respect to the maximum [7]:
ρ(r,N) =
1
N
N
∑
i
δ
[
r− (Xmax−Xi)
]
. (108)
It is easy to check that ∫ ∞
0
ρ(r,N)dr = 1. (109)
Note that, even though the random variables are i.i.d., the different terms in Eq. (109) become correlated through their common
maximum Xmax. Clearly, ρ(r,N) fluctuates from one realization of the random variables to another and we want to find its
statistical properties. In particular, we want to compute the mean
ρ(r,N) =
1
N
N
∑
i
〈
δ
[
r− (Xmax−Xi)
]〉
. (110)
To compute this, we need the joint distribution of Xmax and Xi. Let
W (x,y)dy= Prob.
[
Xmax < x,y< Xi < y+dy
]
. (111)
For i.i.d. random variables,
W (x,y) =
[∫ x
−∞
p(x′)dx′
]N−1
θ(x− y) p(y). (112)
Note that
W (x→ ∞,y) = p(y) and
∫ ∞
−∞
W (x,y)dy=
[∫ x
−∞
p(x′)dx′
]N
≡ Prob.[Xmax < x]. (113)
The joint PDF
w(x,y) =
∂
∂x
W (x,y) =
[∫ x
−∞
p(x′)dx′
]N−1
δ (x− y) p(y)+(N−1)
[∫ x
−∞
p(x′)dx′
]N−2
p(x)θ(x− y) p(y). (114)
Note that ∫ ∞
−∞
w(x,y)dy= Np(x)
[∫ x
−∞
p(x′)dx′
]N−1
=: pmax(x,N) [the PDF of the maximum] (115)
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and ∫ ∞
−∞
pmax(x,N)dx= 1. [normalization] (116)
Equation (114) can be written as
w(x,y) =
1
N
δ (x− y) pmax(x,N)+θ(x− y) p(y) pmax(x,N−1). (117)
Using his expression, we get〈
δ
[
r− (Xmax−Xi)
]〉
=
∫ ∞
−∞
dx
∫ ∞
−∞
dyδ
[
r− (x− y)]w(x,y) = δ (r)
N
+θ(r)
∫ ∞
−∞
dx p(x− r) pmax(x,N−1). (118)
Therefore, from Eq. (110)
ρ+(r,N) :=
[
ρ(r,N)− δ (r)
N
]
=
∫ ∞
−∞
p(x− r) pmax(x,N−1)dx, where r > 0. (119)
Now recall [Eq. (38)] limN→∞QN(aN+bN z) = F(z). Therefore,
lim
N→∞
bN pmax(aN+bN z,N) = lim
N→∞
Q′N(aN+bN z) = F
′(z)≡ f (z). (120)
How does bN depend on N? Recall that for the exponential tail p(x)∼ e−xδ , we have
bN ∼ (lnN)(1/δ )−1. (121)
Note that, bN displays three different types behaviors depending on δ :
1. bN → ∞ as N→ ∞, for δ < 1.
2. bN = O(1), is independent of N, for δ = 1
3. bN → 0 as N→ ∞, for δ > 1.
For the power-law tail p(x) ∼ x−(1+α), recall, bN ∼ N1/α → ∞ as N → ∞ [see Eq. (52)], whereas, for the bounded tail p(x) ∼
(a− x)β−1 bN ∼ N−1/β → 0 as N→ ∞ [see Eq. (57)].
Therefore, the generic behavior of bN can be classified into three categories:
1. For the pure exponential tail p(x)∼ e−x, bN is independent of N.
2. If the tail of p(x) decays slower than the pure exponential, then bN → ∞ as N→ ∞.
3. If the tail of p(x) decays faster than the pure exponential, then bN → 0 as N→ ∞.
This is responsible for, three generically different limiting form of ρ(r,N).
A. Slower than pure exponential tail
We make a change of variable x= aN+bNz in Eq. (119),
ρ+(r,N) =
∫ ∞
−∞
p
(
z− (r−aN)/bN
b−1N
) [
bN pmax(aN+bNz,N−1)
]
dz. (122)
Now, in the limit N→ ∞, second factor becomes f (z), whereas, in comparison, the first factor of the integrand becomes highly
localized around (r−aN)/bN , i.e,
lim
N→∞
1
b−1N
p
(
z− (r−aN)/bN
b−1N
)
→ δ
(
z− r−aN
bN
)
. (123)
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Therefore,
ρ+(r,N)
N→∞−−−→ 1
bN
f
(
r−aN
bN
)
=⇒ lim
N→∞
ρ+(aN+bN z,N) = f (z). (124)
Here f (z) is either Fréchet or Gumbel PDF depending on whether the tail of p(x) is a power-law or faster than power-law but
slower than pure exponential, respectively.
B. Faster than pure exponential tail
In this case, compared to p(x− r), the second factor pmax(x,N−1) in the integrand of Eq. (119) becomes highly localized:
pmax(x,N)→ 1bN f
(
x−aN
bN
)
N→∞−−−→ δ (x−aN). (125)
Therefore, from Eq. (119)
ρ+(r,N)
N→∞−−−→ p(aN− r). (126)
C. Pure exponential tail
This is a marginal case where bN = O(1), and neither of the PDFs in the integrand is sharply peaked in comparison of the
other. Making a change of variable x= aN+ z, we get
lim
N→∞
ρ+(aN+ y,N) =
∫ ∞
−∞
p(z− y) f (z)dz, (127)
where f (z) = e−ze−e−z is the Gumbel PDF.
Exercise 20. For p(x) = θ(x)e−x, show that
lim
N→∞
ρ+(aN+ y,N) = ey
[
1− (1+ e−y)e−e−y
]
(128)
VII. RECORD STATISTICS
What is a record?
An observation is called a record if its value exceeds that of all previous observations. (upper record). [see Fig. 3]
Consider a sequence of observations {X1,X2, . . . ,Xn, . . .}. The n-th entry is a record if Xn > Xk for all k < n.
Here, we focus mostly on the statistics of the total number of records occur in a given duration.
A. For a sequence of i.i.d. random variables
1. Mean number of records
Let In be an indicator variable, where
In =
{
1 if n-th observation is a record,
0 otherwise.
(129)
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l4
FIG. 3: The points (red and blue) represent random observations in a time sequence. The red points are record events, whose values are
greater than that of all the previous events. Ri’s are record values and li’s are the time step between two successive record events (except for
the last record, for which it is defined in a different way). In this example, we have l1 = 3, l2 = 2, l3 = 4, and l4 = 4 (the last (4-th) record
survives for at least 4 steps).
Therefore, the number of records can be written as
M =
N
∑
n=1
In =⇒ 〈M〉=
N
∑
n=1
〈In〉 (130)
The probability that n-th observation is a record ≡ Prob.(In = 1), is equal to the probability that Xn is greater than all the
previous entries. Now for i.i.d. random variables {X1,X2 . . . ,Xn}, any of the n variables are equally likely to be the maximum.
Therefore, the probability that the n-th (or any other) variable is a maximum, is given by
Prob[Xn > X1,Xn > X2, . . . ,Xn > Xn−1] =
1
n
. (131)
Prob[Xn > X1,Xn > X2, . . . ,Xn > Xn−1] =
∫ ∞
−∞
dx p(x)
[∫ x
−∞
p(x′)dx′
]n−1
(132)
[Note that the expression on the right hand side is not particular to the n-th variable and same for the probability of any
one of the given variable (say Xi) greater than all the other n−1 variables. It immediately implies that the probability is
equal to 1/n as written in Eq. (131)].
For more mathematically minded students, we make a change of variable,
u=
∫ x
−∞
p(x′)dx′ =⇒ du= p(x)dx. (133)
This gives
Prob[Xn > X1,Xn > X2, . . . ,Xn > Xn−1] =
∫ 1
0
duun−1 =
1
n
, (134)
for any distribution p(x).
Therefore,
〈M〉=
N
∑
n=1
1
n
≡ HN (harmonic number) = lnN+ γ+O(1/N). (γ ≡ Euler-Mascheroni constant) (135)
The mean number of records has a very slow logarithmic growth with N, for large N.
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2. Joint distribution
For a given number of records M, in a given sequence of N variables, we define ln with n = 1,2, . . . ,M− 1, to be the ages
of the records (except for the last one). These are the time steps between two successive records, and hence, the time steps
for which a record survives. Evidently, the minimum value of ln is 1 (at least one time step is needed to break the previous
record). The age of the last record lM is defined in a different way. For example, if the last (M-th) record occurs at the last time
step (i.e., the N-th entry is the last record), then we define lM = 1 (at least one time step is needed afterwards to break it). If
(N−1)-th entry is the last (M-th) record, then lM = 2, and so on. Let P(M; l1, l2 . . . , lM;R1,R2, . . . ,FM|N) be the joint probability
distribution of having M records in a sequence of i.i.d. random variables of N entries, with ages l1, l2, . . . , lM , and the record
values R1,R2, . . . ,RM [see Fig. 3]. Let p(X) be the common PDF from which the i.i.d. random variables are drawn. By definition
R1 = X1 and R1 < R2 < · · ·< RM . We have
P(M; l1, l2 . . . , lM;R1,R2, . . . ,RM|N) = θ(R2−R1)θ(R3−R2) · · ·θ(RM−RM−1)
× p(R1)
[∫ R1
−∞
p(X)dX
]l1−1
p(R2)
[∫ R2
−∞
p(X)dX
]l2−1
· · · p(RM)
[∫ RM
−∞
p(X)dX
]lM−1
×δ (l1+ l2+ · · ·+ lM−N), (136)
where the δ -function ensures that all the ages add up to N. 1
If we are not interested in the statistics of the actual values of the records, but only on the total number and their ages, then
Ri’s can be integrated out from Eq. (136) to get the joint distribution of the ages and the number of records,
P(M; l1, l2 . . . , lM|N) =
∫ ∞
−∞
dR1
∫ ∞
−∞
dR2 · · ·
∫ ∞
−∞
dRM P(M; l1, l2 . . . , lM;R1,R2, . . . ,RM|N). (137)
Let us define the variables
ui =
∫ Ri
−∞
p(X)dX for i= 1,2 . . . ,M. (138)
This gives p(Ri)dRi = dui. Moreover, ui is a monotonically increasing function of Ri with ui→ 0 as Ri→−∞ and ui→ 1 as
Ri→ ∞. Therefore,
P(M; l1, l2 . . . , lM|N) =
∫ 1
0
du1 u
l1−1
1
∫ 1
0
du2 u
l2−1
2 · · ·
∫ 1
0
duM u
lM−1
M
[
θ(u2−u1) · · ·θ(uM−uM−1)
]
δ (l1+ · · ·+ lM−N). (139)
Note that, this expression does not involve the PDF p(X). Therefore, as long as the i.i.d. random variables drawn from a
continuous distribution, the joint probability distribution P(M; l1, l2 . . . , lM|N) is universal, which is same as that for the uniform
distribution on [0,1].
Exercise 21. Show that∫ 1
0
du1 u
l1−1
1
∫ 1
0
du2 u
l2−1
2 · · ·
∫ 1
0
duM u
lM−1
M
[
θ(u2−u1) · · ·θ(uM−uM−1)
]
=
1
l1(l1+ l2) · · ·(l1+ l2+ · · ·+ lM) (140)
After performing integrals over ui in Eq. (139), we get
P(M; l1, l2 . . . , lM|N) = δ (l1+ l2+ · · ·+ lM−N)l1(l1+ l2) · · ·(l1+ l2+ · · ·+ lM) . (141)
Various statistics about the interval between successive records and the number of records can be computed from this joint
distribution. Some of the results may be found in the reference given at the end of the notes.
Note that l1 = n1 is the time step at which the first record is broken (equivalently, the second record is set). Similarly,
l1+ l2 = n2 is the time step at which the second record is broken. More generally, l1+ l2+ · · ·+ ln = nn is the time step at which
1We use the same notation δ -function for both continuous and discrete variables (e.g., integers). For Continuous variables, it represents the usual Dirac-δ
function, whereas for discrete variables δ (0) = 1 and δ (n) = 0 for n 6= 0.
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n-th record is broken. Therefore, from Eq. (141), we get the joint distribution of the record breaking times, and the number of
records, as
P(M;n1,n2 . . . ,nM−1|N) =
[
θ(n2−n1)θ(n3−n2) · · ·θ(N−nM−1)
] 1
n1
· 1
n2
· · · 1
nM−1
· 1
N
. (142)
The joint distribution factorizes in terms of the individual record breaking times, i.e., the record breaking times are independent
of each other. Note that for a given total number of records M, there are M−1 record breaking times, as the first entry is taken
to be a record by convention.
3. Statistics of number of records
The probability distribution of the number of records is obtained by summing over the ages from the joint distribution obtained
above.
P(M|N) =
∞
∑
l1=1
∞
∑
l2=1
· · ·
∞
∑
lM=1
P(M; l1, l2 . . . , lM|N). (143)
Note that, although the maximum values of li’s are bounded by N from above, the upper limit of the li’s in the above summations
can be taken to be ∞ due to the presence of the δ -function in the expression of P(M; l1, l2 . . . , lM|N). It is useful to consider the
generating function
∞
∑
N=0
P(M|N)zN =
∞
∑
N=0
zN
∞
∑
l1=1
∞
∑
l2=1
· · ·
∞
∑
lM=1
P(M; l1, l2 . . . , lM|N). (144)
Using Eq. (139) on the right hand side of the above equation, then performing the summations over N as well as all the li’s, we
get
∞
∑
N=0
P(M|N)zN =
∫ 1
0
zdu1
1− zu1
∫ 1
0
zdu2
1− zu2 · · ·
∫ 1
0
zduM
1− zuM
[
θ(u2−u1) · · ·θ(uM−uM−1)
]
(145)
=
1
M!
∫ 1
0
zdu1
1− zu1
∫ 1
0
zdu2
1− zu2 · · ·
∫ 1
0
zduM
1− zuM . (146)
In going from Eq. (145) to Eq. (146), we have used the fact that, a permutation of the dummy variables (u1,u2, . . . ,uM) changes
only the factors involving the θ -functions condition inside the square bracket (the rest remain unchanged), and summing over all
permutations of the θ -functions conditions gives unity (as one and only one condition is always valid). Performing the integrals,
∞
∑
N=0
P(M|N)zN = 1
M!
[− ln(1− z)]M. (147)
Multiplying both sides of the above equation by wM and then summing over M gives
∞
∑
M=0
wM
∞
∑
N=0
zN P(M|N) = (1− z)−w (148)
= 1+wz+
w(w+1)
2!
z2+
w(w+1)(w+2)
3!
z3+ · · · (149)
Therefore, by comparing the coefficients of the zN terms, we get
N
∑
M=1
wM P(M|N) = w(w+1)(w+2) · · ·(w+N−1)
N!
. (150)
By setting w= 1, it is easy to check the normalization
N
∑
M=1
P(M|N) = 1. (151)
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The mean:
Taking a derivative of Eq. (148) with respect to w
N
∑
M=1
MwM−1P(M|N) = w(w+1)(w+2) · · ·(w+N−1)
N!
[
1
w
+
1
w+1
+ · · ·+ 1
w+N−1
]
. (152)
Setting w= 1 we get
〈M〉= 1+ 1
2
+
1
3
+ · · ·+ 1
N
∼ lnN [same as in Eq. (135)]. (153)
The variance:
From the generating function, we have
〈M2〉−〈M〉2 =
{
∂
∂w
w
∂
∂w
ln
[
N
∑
M=1
wM P(M|N)
]}
w=1
. (154)
From Eq. (150),
ln
[
N
∑
M=1
wM P(M|N)
]
=
N
∑
n=1
ln(w+n−1)− lnN! (155)
=⇒ w ∂
∂w
ln
[
N
∑
M=1
wM P(M|N)
]
=
N
∑
n=1
w
w+n−1 (156)
=⇒ ∂
∂w
w
∂
∂w
ln
[
N
∑
M=1
wM P(M|N)
]
=
N
∑
n=1
1
w+n−1 −
N
∑
n=1
w
(w+n−1)2 . (157)
Therefore, setting w= 1 we get
〈M2〉−〈M〉2 =
N
∑
n=1
1
n
−
N
∑
n=1
1
n2
= 〈M〉−HN,2, (158)
where HN,2 = ∑Nn=1 n−2 is the harmonic number or second order, and for large HN,2 = pi2/6+O(1/N) for large N. Therefore,
for large N, variance also behaves like the mean.
The mean age:
The mean age of a record is given by
〈l〉=
〈
l1+ l2+ · · ·+ lM
M
〉
=
〈
N
M
〉
= N
〈
1
M
〉
. (159)
Dividing both sides of Eq. (150) by w and then integrating over w from 0 to 1, we find〈
1
M
〉
=
1
N!
∫ 1
0
(w+1)(w+2) · · ·(w+N−1)dw. (160)
To evaluate the integral on the right hand side, it is useful to make a change of variable ε = 1−w, which gives〈
1
M
〉
=
∫ 1
0
dε exp
[
N
∑
n=2
ln
(
1− ε
n
)]
=
∫ 1
0
dε exp
[
−
∞
∑
k=1
(
HN,k−1
)εk
k
]
, (161)
where HN,k = ∑kn=1 n−k is the harmonic number of order k, which for k > 1 converges to a finite value, given by the Riemann
zeta function, H∞,k = ζ (k). As we have seen above, HN,1 ∼ lnN, the leading behavior of the above is given by〈
1
M
〉
∼ 1
lnN
∼ 1〈M〉 . [self averaging] (162)
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Therefore, the mean age
〈l〉 ∼ N
lnN
. (163)
Exercise 22. Starting with Eq. (161), systematically obtain few lower order correction terms in the expression of
〈
1
M
〉
in Eq. (162).
The probability distribution:
The product on the numerator of the right hand side is also the generating function
w(w+1)(w+2) · · ·(w+N−1) =
N
∑
M=1
[
N
M
]
wM, (164)
where
[N
M
]
is the unsigned Stirling numbers of the first kind. Therefore,
P(M|N) = 1
N!
[
N
M
]
with M = 1,2, . . . ,N. (165)
Unsigned Stirling numbers of the first kind:[
N
M
]
:= the number of permutations of N elements with M disjoint cycles exactly.
Example: N = 3. Permutations of {1,2,3}.
(
1 2 3
1 2 3
)
= (1)(2)(3) [M = 3],
(
1 2 3
1 3 2
)
= (1)(2 3) [M = 2],
(
1 2 3
2 1 3
)
= (3)(1 2) [M = 2],(
1 2 3
2 3 1
)
= (1 2 3) [M = 1],
(
1 2 3
3 1 2
)
= (1 3 2) [M = 1],
(
1 2 3
3 2 1
)
= (2)(1 3) [M = 2],
[
3
1
]
= 2
[
3
2
]
= 3
[
3
3
]
= 1.
Note that
N
∑
M=1
[
N
M
]
= N! =⇒
N
∑
M=1
P(M|N) = 1. (166)
Thus, P(M|N) is identical to the probability distribution of number of disjoint cycles in random permutations with uniform
measure.
Using the large asymptotic properties of the Stirling numbers, one can show that for large N,
P(M|N)≈ 1√
2pi lnN
exp
(
−M− lnN
2lnN
)
. (167)
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4. Number of cycles in random permutation
We know that total number of permutations of N objects = N!.
LetN (k1,k2, . . . ,kN |N) be the number of permutations having
k1 cycles, each with one element [represent each cycle by a monomer (•)],
k2 cycles, each with two elements [represent each cycle by a dimer (•−•)],
. . .
kN cycles, each with N elements [represent each cycle by an N-mer (•−•−•· · ·−•)].
As we have seen in the example above, a partition can be represented in terms of cycles:
(•) (•) · · · (•)︸ ︷︷ ︸
k1cycles
(•−•) (•−•) · · · (•−•)︸ ︷︷ ︸
k2cycles
· · · (•−•−•· · ·−•) (•−•−•· · ·−•) · · ·(•−•−•· · ·−•)︸ ︷︷ ︸
kncycles
· · ·
Now for each n= 1,2, . . . ,N, any permutations among the kn cycles do not change the representation – e.g., (1)(2,3)(4,5) · · ·
and (1)(4,5)(2,3) · · · represent the same permutation. Therefore, to obtainN we must divide N! by kn! for each n= 1,2, . . . ,N.
Similarly, within a cycle of a given size n, any of the n cyclic permutations represent the same permutation – e.g., (1,2,3), (2,3,1)
and (3,1,2) represent the same permutation. Therefore, for each n= 1,2, · · · ,N, we further need to divide by n for each cycle of
size n, and hence, nkn for kn such cycles. Therefore, we have
N (k1,k2, . . . ,kN |N) = N!
∏Nn=1 [kn!nkn ]
δ
(
N
∑
n=1
nkn−N
)
, (168)
where the δ -function ensures that all the elements add up to the total number N.
If we put assign equal measure to each permutation, then dividingN by the total number of permutations N! gives the joint
probability distribution of a permutation having k1 cycles of size 1, k2 cycles of size 2, . . . , kN cycles of size N:
P(k1,k2, . . . ,kN |N) = 1
∏Nn=1 [kn!nkn ]
δ
(
N
∑
n=1
nkn−N
)
. (169)
Exercise 23. Check that
∞
∑
N=0
zn
[
∞
∑
k1=0
∞
∑
k1=0
· · ·
]
P(k1,k2, . . . ,kN |N) = 11− z , (170)
and hence, the normalization [
∞
∑
k1=0
∞
∑
k1=0
· · ·
]
P(k1,k2, . . . ,kN |N) = 1. (171)
The number of distinct cycles is given by
k = k1+ k2+ · · ·+ kN . (172)
Let P(k|N) be the probability that a permutation, drawn randomly with uniform measure, from the set of N! permutations of N
objects, have exactly k distinct cycles. It’s generating function is given by
∞
∑
k=0
wkP(k|N) = 〈wk〉= 〈wk1+k2+···+kN〉=〈 N∏
n=1
wkn
〉
=
∞
∑
k1=0
∞
∑
k2=0
· · ·
∞
∑
kN=0
δ
(
N
∑
n=1
nkn−N
)
N
∏
n=1
[
(w/n)kn
kn!
]
. (173)
Multiplying the above equation by zN and then summing over N gives the generating function
∞
∑
N=0
zN
〈
wk
〉
=
[
∞
∑
k1=0
∞
∑
k2=0
· · ·
]
∞
∏
n=1
[
(wzn/n)kn
kn!
]
=
∞
∏
n=1
[
∞
∑
kn=0
(wzn/n)kn
kn!
]
=
∞
∏
n=1
exp
[
wzn
n
]
= exp
[
∞
∑
n=1
wzn
n
]
. (174)
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Therefore, by carrying out the sum over n in the last expression, we get
∞
∑
N=0
zN
∞
∑
k=0
wkP(k|N) = exp [−w ln(1− z)] = 1
(1− z)w . (175)
This double generating function is same as that of the number of records, that we have obtained in Eq. (148). Therefore, the
distribution of the number of records is same as that of number of distinct cycles in a random permutation drawn with uniform
measure.
B. For a sequence generated by random walks
Let us consider a time sequence {X0,X1,X2, . . .XN} generated by a random walk
Xn = Xn−1+ξn with n= 1,2, . . . ,N. (176)
The noise sequence {ξ1,ξ2, . . . ,ξN} is a set of i.i.d. random variables, each drawn from the same PDF φ(ξ ), which is assumed
to be continuous and symmetric. Note that the random variables
X0, (177)
X1 = X0+ξ1, (178)
X2 = X0+ξ1+ξ2, (179)
...
XN = X0+ξ1+ξ2+ · · ·+ξN , (180)
(181)
are highly correlated, as they share the same X0 as well as some common ξ ’s.
We can again start with the joint probability distribution of having a certain number of records with their respective ages 1
and proceed from their to compute various statistics about the number of records and their ages. Here, we focus only on the
number of records. Since one of the objectives of these lectures, is to teach different techniques, we use a different method here,
to derive the probability distribution of the number of records.
Let P(M|N) be the probability of having M record breaking events (equivalently, having M+ 1 records, since X0 is called a
record by convention) for a random walk taking N steps. A record breaking event happens, when the random walk crosses the
previous record value. Between two successive upper records, the random walk stays below the previous record value and at the
record breaking step, it exceeds the previous record value for the first time. Therefore, a record breaking event is a first-passage
event of the random walk, when it crosses the previous record value for the first time, starting with that value and staying below
it in-between steps. For homogeneous random walks (i.e., the jump length ξ is independent of the position), the first-passage
probability to a starting point, is independent of the value starting point. Therefore, P(M|N) satisfies the recursion relation
P(M|N) =
N+1−M
∑
n=1
FnP(M−1|N−n) for 1≤M ≤ N. (182)
Here, Fn is the probability that the random walk starting at the origin, crosses (exceeds) the origin for the first time, at the n-th
step, i.e.,
Fn = Prob.
[
ξ1 < 0,(ξ1+ξ2)< 0, . . . ,(ξ1+ξ2+ · · ·+ξn−1)< 0,(ξ1+ξ2+ · · ·+ξn)> 0
]
. (183)
Let Qn be the (survival) probability that the random walk stays below the starting point up to step n, i.e.,
Qn = Prob.
[
ξ1 < 0,(ξ1+ξ2)< 0, . . . ,(ξ1+ξ2+ · · ·+ξn−1)< 0,(ξ1+ξ2+ · · ·+ξn)< 0
]
. (184)
Clearly,
P(0|N) = QN . (185)
1see Ref. [9], and also the section below on CTRW (Ref. [10])
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Making a change of index m= N−n, the right hand side of Eq. (182) can be also written as
N+1−M
∑
n=1
FnP(M−1|N−n) =
N−1
∑
m=M−1
FN−mP(M−1|m) =
∞
∑
m=0
FN−mP(M−1|m)θ [N−1−m]θ [m−M+1], (186)
where
θ [k] =
{
1 for k ≥ 0,
0 for k < 0.
(187)
Therefore, the recursion relation (182) becomes
P(M|N) =
∞
∑
m=0
FN−mP(M−1|m)θ [N−1−m]θ [m−M+1] for 1≤M ≤ N. (188)
Let us now define the generating functions
f (z) =
∞
∑
n=1
Fn zn , (189)
q(z) =
∞
∑
n=0
Qn zn where Q0 = 1 , (190)
G(w,z) =
∞
∑
N=0
zN
∞
∑
M=0
wM P(M|N)θ [N−M] =
∞
∑
N=0
zNP(0|N)+
∞
∑
N=1
zN
∞
∑
M=1
wM P(M|N)θ [N−M]. (191)
Applying Eqs. (185), (190) and (188), in Eq. (191), we get
G(z,w) = q(z)+
∞
∑
N=1
zN
∞
∑
M=1
wM θ [N−M]
∞
∑
m=0
FN−mP(M−1|m)θ [N−1−m]θ [m−M+1] (192)
Making change of variables, N = N′+m+1 and M =M′+1, the terms in the above summation can be rearranged as
G(z,w)−q(z) =
∞
∑
m=0
∞
∑
N′=−m
∞
∑
M′=0
zN
′+m+1wM
′+1 θ [N′+m−M′]FN′+1P(M′|m)θ [N′]θ [m−M′] (193)
=
[
∞
∑
N′=0
zN
′+1FN′+1
]
︸ ︷︷ ︸
= f (z)
w
[
∞
∑
m=0
zm
∞
∑
M′=0
wM
′
P(M′|m)θ [m−M′]
]
︸ ︷︷ ︸
=G(z,w)
(194)
In Eq. (194), the lower limit of N′ is zero due θ [N′] in Eq. (193). Moreover, always θ [N′+m−M′] = 1 in Eq. (193), and
therefore redundant, due to presence of the other two θ functions. Therefore, finally we get
G(z,w) =
q(z)
1−w f (z) = q(z)
∞
∑
M=0
wM
[
f (z)
]M
. (195)
Therefore, by comparing the coefficient of wM of the right hand side of Eq. (195) with Eq. (191), we get
∞
∑
N=M
zNP(M|N) = q(z)[ f (z)]M. (196)
To proceed further, we need to know the generating functions q(z) and f (z). Now, there is a very powerful theorem due to
Sparre Andersen, 1 according to which, as long as the jump distribution φ(ξ ) is symmetric and continuous, Qn is independent
of the jump distribution φ(ξ ), and the universal expression is given by
Qn =
(
2n
n
)
1
22n
for all n ⇐⇒ q(z) =
∞
∑
n=0
Qn zn =
1√
1− z . (197)
1E. Sparre Andersen, Math. Scand. 1, 263 (1953); 2, 195 (1954)
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It is easy to see that the survival probability Qn and the first-passage probability Fn are related as
Qn =
∞
∑
k=n+1
Fk =⇒ Qn−1−Qn = Fn. (198)
Therefore,
zq(z)− [q(z)−1] = f (z) =⇒ f (z) = 1− (1− z)q(z) = 1−√1− z. (199)
Exercise 24. Using the relation between f (z) and q(z) check the normalization
N
∑
M=0
P(M|N) = 1. (200)
Using the expressions of q(z) and f (z) in Eq. (196), we get
∞
∑
N=M
zNP(M|N) = 1√
1− z
[
1−√1− z
]M
. (201)
Note that, the lowest order term in the expansion of the right hand size of the above expression is zM , which confirms that
P(M|N) = 0 for M > N. By finding the coefficient of ZN on the right hand side, one finds
P(M|N) =
(
2N−M
M
)
1
22N−M
for 0≤M ≤ N. (202)
Exercise 25. P(M|N) can be found from Eq. (201) using
P(M|N) = 1
2pii
∮ dz
zN+1
[
1−√1− z
]M
√
1− z . (203)
Show that Eq. (202) can be obtained from the above contour integral.
Exercise 26. Find the mean and the variance of P(M|N) exactly and show that for large N
〈M〉 ∼
√
2√
pi
√
N and 〈M2〉−〈M〉2 ∼ 2
(
1− 2
pi
)
N. (204)
Exercise 27. Show that for large M and N, the probability P(M|N) has the scaling form
P(M|N)∼ 1√
N
g
(
M√
N
)
where g(x) =
1√
pi
e−x
2/4. (205)
C. For a sequence generated by continuous time random walks (CTRW)
Consider a time series {x(0),x(t1),x(t2), · · ·} generated by a continuous time random walk (CTRW), where the jump sizes
ξ (ti)−x(ti−1) = ξi are i.i.d. random variables, each drawn from a common PDF φ(ξ ), which is continuous and symmetric. The
waiting times ti− ti−1 = τi between successive jumps are also i.i.d random variables drawn from a one-sided PDF ρ(τ). We set
the initial time t0 = 0, without loss of generality.
Since the waiting time between two successive jumps is a random variable, the total number of jumps in a given interval [0, t]
is not fixed, but a random variable. Let P(M; l1, l2, . . . , lM|t) be the joint probability distribution of having M records in a given
time t, with the ages l1, l2, . . . , lM [see Fig. 4] — the definition of the last age lM is different, as before. It can be written as
P(M; l1, l2, . . . , lM|t) = F(l1)F(l2) · · ·F(lM−1)Q(lM)δ (l1+ l2+ · · ·+ lM− t), (206)
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FIG. 4: A realization of a CTRW in the time interval [0, t]. Filled circles (both red and blue) show the positions of the walker immediately
after the jump – the red circles show the record events. The horizontal lines between successive steps show the waiting times, whereas the
vertical lines show the step sizes. The record values are denoted by Ri. The starting position is a record by convention. The time of occurrence
of the i-th record is denoted by Ti whereas li denotes its age. The number of records M = 4 for this particular realization.
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FIG. 5: Left: A schematic trajectory of showing a CTRW exceeding the previous record value Rn for the first time, after an age ln. Right: A
schematic trajectory of showing a CTRW not exceeding the previous record value up to lM .
where F(li)dli is the (first-passage) probability that the time at which the CTRW to exceeds the previous record value Ri for the
first time, lies within [li, li+ dli] [see Fig. 5 (left)], and Q(lM) is the (survival) probability that the CTRW does not exceeds the
last record value at least for a duration lM [see Fig. 5 (right)]. The Dirac-δ function ensures that all the ages add up to the total
observation time t.
The first-passage probability density of the CTRW can be expressed in terms of the first-passage probability Fn of a discrete
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time random walk with variable number of steps n, i.e.,
F(l) =
∞
∑
n=1
Fn
[∫ ∞
0
· · ·
∫ ∞
0
ρ(τ1) · · ·ρ(τn) δ (τ1+ · · ·+ τn− l) dτ1 · · ·dτn
]
︸ ︷︷ ︸
PDF for the occurrence of then-th step at time l
. (207)
The Laplace transform
F˜(s) :=
∫ ∞
0
e−slF(l)dl (208)
is, therefore, given by
F˜(s) =
∞
∑
n=1
Fn
[
ρ˜(s)
]n where ρ˜(s) = ∫ ∞
0
e−sτ ρ(τ)dτ. (209)
Therefore, by recalling the Sparre Andersen theorem, ∑∞n=1Fn zn = 1−
√
1− z, we get,
F˜(s) = 1−
√
1− ρ˜(s). (210)
Similarly, we can write down the survival probability for the CTRW, in terms of the discrete time walk as
Q(l) =
∞
∑
n=0
Qn
[∫ ∞
0
· · ·
∫ ∞
0
ρ(τ1) · · ·ρ(τn)
{∫ ∞
τn+1
ρ(τ)dτ
}
δ
(
l−
n+1
∑
i=1
τi
)
dτ1 · · ·dτn+1
]
︸ ︷︷ ︸
probability of takingnsteps in time l
. (211)
Therefore, the Laplace transform becomes
Q˜(s) :=
∫ ∞
0
e−slQ(l)dl =
1− ρ˜(s)
s
∞
∑
n=0
Qn
[
ρ˜(s)
]n
=
√
1− ρ˜(s)
s
. (212)
where we have used the Sparre Andersen theorem, ∑∞n=0Qn zn = 1/
√
1− z, at the last step. Note the usual relation between the
Laplace transforms of the survival probability and the first passage probability density, Q˜(s) = s−1
[
1− F˜(s)].
1. Statistics of number of records
The probability distribution of the number of records in a given time can be found by integrating over the ages {li} from the
joint distribution Eq. (206). The Laplace transform of the probability distribution is given by∫ ∞
0
e−st P(M|t)dt = Q˜(s)
[
F˜(s)
]M−1
=
√
1− ρ˜(s)
s
[
1−
√
1− ρ˜(s)
]M−1
. (213)
The large t behavior of P(M|t) can be obtained by analyzing the small-s behavior of the expression on the right hand side of the
above equation.
The small-s behavior of the Laplace transform ρ˜(s) of the PDF of the waiting time can be divided into two categories:
1. The mean waiting time is finite.
〈τ〉=
∫ ∞
0
τρ(τ)dτ =−ρ˜ ′(0), is finite. (214)
We set 〈τ〉= 1, without loss of generality. Therefore, for as s→ 0,
ρ˜(s) = 1− s+ · · · (215)
This is the case, where the tail of ρ(τ) decays faster than the power-law τ−2.
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2. The mean waiting time is infinite, i.e., ρ˜ ′(0) = ∞. Therefore, as s→ 0,
ρ˜(s) = 1− sα + · · · with 0 < α < 1, (216)
where again, without loss of generality, we set the coefficient of sα term to be unity. This case corresponds to a slower
power-law decay ρ(τ)∼ τ−(1+α) for large τ , with 0 < α < 1.
Combining both the cases together, we have the small-s behavior,
ρ˜(s) = 1− sα + · · · with 0 < α ≤ 1, (217)
Therefore, from Eq. (213), ∫ ∞
0
e−st P(M|t)dt ≈ sα/2−1
[
1− sα/2
]M−1 −→ sα/2−1 e−Msα/2 (218)
in the scaling limit s→ 0 and M→ ∞ with keeping Msα/2 fixed. This suggests the scaling variable M/tα/2 for large t and M,
and a scaling form
P(M|t)≈ 1
tα/2
gα
(
M
tα/2
)
. (219)
Substituting this scaling form in Eq. (218), and making change of variables t =M2/α y and M2/α s= λ gives∫ ∞
0
e−λy
[
y−α/2gα
(
y−α/2
)]
dy= λα/2−1e−λ
α/2
. (220)
We need to invert this Laplace transform with respect to λ to obtain the scaling function g(x). To do this, it is useful to note the
Laplace transform of the one-sided Lévy stable density,∫ ∞
0
e−λyLµ(y)dy= e−λ
µ
. (221)
Differentiating both sides with respect to λ gives∫ ∞
0
e−λy
[
yLµ(y)
]
dy= µ λ µ−1 e−λ
µ
. (222)
By comparing Eqs. (220) and (222), we get[
y−α/2gα
(
y−α/2
)]
=
1
(α/2)
[
yLµ(y)
] y=x−2/α−−−−−→ gα(x) = 1
(α/2)
x−(1+2/α)Lα/2(x−2/α). (223)
Except few special cases, Lµ(y) does not have a closed-form expression in general. Therefore, gα(x) also does not have a
closed-form expression, in general. For α = 1, one has a closed-form expression
g1(x) =
1√
pi
e−x
2/4. (224)
We have encountered the same scaling function earlier for the discrete time random walk case [see Eq. (205)]. The discrete time
random walk can be thought of as the CTRW with ρ(τ) = δ (τ − 1), and hence, have finite mean waiting time. Another case,
where an explicit form is available, is
g2/3(x) =
√
x
pi
K1/3
(
2(x/3)3/2
)
. (225)
where Kν(z) is the modified Bessel function of the second kind.
Exercise 28. Expressing the right hand side of Eq. (220) as a series in λ and then evaluating the inverse Laplace transform
of the series, term by term, show that
gα(x) =
1
pi
∞
∑
k=1
(−x)k−1
(k−1)! Γ
(
k
α
2
)
sin
(
k
α
2
pi
)
. (226)
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Using the small-y behaviour of Lµ(y), one finds that,
gα(x)≈ 1√
(2−α)pi
(αx
2
)− (1−α)
(2−α) exp
[
−
(
2
α
−1
)(αx
2
) 2
(2−α)
]
for large x. (227)
Since 1 < 2/(2−α)< 2 for 0 < α < 1, the tail of gα(x) decays slower than Gaussian but faster than exponential, for 0 < α < 1.
The moments: For any ν > 0,
〈
Mν
〉
=∑
M
MνP(M|t) = tνα/2∑
M
(
M
tα/2
)ν
P(M|t) large t−−−−−−−−→
using Eq. (219)
Aνα t
να/2 (228)
where
Aνα =
∫ ∞
0
xνgα(x)dx =
∫ ∞
0
y−να/2Lα/2(y)dy
[
using Eq. (223) and y= x−2/α
]
(229)
=
Γ(ν)
(α/2)Γ(να/2)
.
[
using
∫ ∞
0
x−ν Lµ(x)dx=
Γ(ν/µ)
µΓ(ν)
]
(230)
In particular, the mean and the variance, are given by
〈
M
〉∼ tα/2
Γ(1+α/2)
and
〈
M2
〉−〈M〉2 ∼ [ 2
Γ(1+α)
− 1
Γ2(1+α/2)
]
tα , (231)
respectively. For α = 1, one recovers the results for the discrete time random walk mentioned in Eq. (204).
The mean age of a record:
Since all the ages add up to the total observation time, the mean age of a record is given by,
〈l〉=
〈
l1+ l2+ · · ·+ lM
M
〉
=
〈 t
M
〉
(232)
To compute the expectation value 〈M−1〉, we first multiply Eq. (213) by wM−1 and sum over it,
∫ ∞
0
dt e−st
∞
∑
M=1
wM−1P(M|t) = Q˜(s)
1−wF˜(s) . (233)
Next we integrate over w from 0 to 1, and get
∫ ∞
0
dt e−st
[
∞
∑
M=1
1
M
P(M|t)
]
︸ ︷︷ ︸
=
〈
M−1
〉
=− Q˜(s)
F˜(s)
ln
[
1− F˜(s)] s→0−−→ −(α/2)sα/2−1 lns. (234)
Therefore, for large t, by the inverting the Laplace transform and multiplying by t, we get the mean age as〈 t
M
〉
∼ (α/2) t
1−α/2
Γ
(
1− α2
) [ln t−Ψ(1− α
2
)]
where Ψ(x) = Γ′(x)/Γ(x) [digamma function]. (235)
This is different from t/〈M〉 ∼ Γ(1+α/2) t1−α/2, unlike in the i.i.d. case.
Exercise 29. Find the inverse Laplace transform of −sµ−1 lns and verify the result obtained above.
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VIII. SUMMARY
In these lectures I have discussed some of the basic results in the extreme value statistics. Of course, the literature for the
statistics of extreme events and records is quite large, and still growing. Covering all of them is beyond the scope of these
lectures. The hope is that, these lectures would provide the background to study them. In the same spirit, I have provided only a
few references below to help the students to understand the basic concepts.
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