Mining association rules in large database is one of most popular data mining techniques for business decision makers. Discovering frequent item set is the core process in association rule mining. Numerous algorithms are available in the literature to find frequent patterns. Apriori and FP-tree are the most common methods for finding frequent items. Apriori finds significant frequent items using candidate generation with more number of data base scans. FP-tree uses two database scans to find significant frequent items without using candidate generation. This proposed TR-FCTM (Transaction Reduction-Frequency Count 
INTRODUCTION
In recent years there has been an exponential progress in the generation and handling of electronic information as more and more tasks are computerized. Any organization or enterprise has started to realize that the information gathered over years is an important strategic benefit and it also recognizes that there are potential intelligences secreted in the large amount of data. So it requires techniques to extract the most valuable information from accumulated data [1] .
The data mining provides such techniques to find useful hidden information. Data mining is a group of methods for effective automated discovery of previously unknown, valid, novel, valuable and understandable pattern in large databases [1] , [2] . It has recently attracted considerable attention from database experts and researchers because of its applicability in several areas such as decision support, market strategy and financial forecasts [3] .
The data mining techniques or tasks can be mostly classified as descriptive or predictive. Descriptive mining denotes to the method in which the essential characteristics or common properties of the data in the data base are depicted. The descriptive techniques involve tasks like clustering, association and sequential mining [4] . Predictive data mining tasks are those that perform inference on input data to arrive at hidden knowledge and make interesting and useful estimate [5] . The predictive mining techniques involve tasks like classification, regression and deviation [4] . Key research topics or challenges in data mining are performance, mining methodology, user interaction and data diversity. So the data mining algorithm and methodologies must be competent and scalable well to the size of data base and their execution times [5] .
One of the most popular descriptive data mining techniques is association rule mining [4] . Since its introduction [7] , association rule mining has become one of the core data mining tasks and has attracted remarkable interest among data mining researches and experts [8] . It is a good method for finding correlations (association rule) between variables in large database. For example, x  persons, buys(x, "bread")  buys(x, "butter")
(1) where, x is a variable and buy(x, y) is a predicate that states that person x purchase item y. This rule specifies that a high percentage of people who purchase bread also buy butter [9] .
Most of the algorithms are created on traditional algorithm of association rule mining [7] , [10] . Association rule mining can be formally defined as follows. Let I = {i1, i2…in} is a set of items. Any subset of I is called itemset. Let D be a set of transactions. Each transaction T is a set of items such that T  I. Each transaction has a unique identifier (TID). Let P, Q be a set of items, Association rule has the form PQ, P^Q = , where P is an antecedent and Q is the consequent of the rule. It uses two statistical methods that control the activity of association rule mining are support and confidence [2] . Firstly, it determines frequent item set based on minimum support count. After that, minimum confidence is used to find association rules between frequent items. The support and confidence can be mathematically represented as follows.
Confidence(PQ) = (PQ)/P (3) Many researches have been done in developing efficient method for finding frequent patterns [3] , [6] , [8] , [9] , [10] [11], [12] , [13] , [14] after introducing Apriori by Agrawal et al. [7] . Among those methods, the Apriori [7] and FPTree [14] are the most popular methods for finding frequent items. FP-tree uses different algorithm strategy and structure to find frequent items with less computing time than Apriori. This paper introduces the TR-FCTM method to find significant frequent items with less computing time than FP-tree.
The rest of the paper is organized as follows: Related works are described in section 2. The proposed algorithm is discussed in section 3. Experimental results and discussions are given in section 4. The conclusion and the ideas for future work are written in section 5.
RELATED WORKS
Mining of frequent itemsets is the main phase in association mining which determines frequent itemsets in transactions database. It is an essential in many tasks of data mining methods.
Many algorithms are suggested to discover frequent itemsets, but all of them can be categorized into two classes: candidate generation or pattern growth [15] .
The AIS (Agrawal, Imielinski and Swami) algorithm introduced by Agrawal et al. [7] was the forerunner of all the algorithms used to find the frequent itemsets and confident association rules. It was renamed as Apriori by Agrawal et al. [10] , [16] . Though a number of algorithms were placed forth following the introduction of Apriori algorithm, a majority of them dealt with the optimization of one or more steps of the Apriori bearing the related general structure. Apriori algorithm suffers from many numbers of database scans required to find the frequent items set and take more time if the database size is increased [17] .
FP-tree was proposed by Han in 2000 which represents pattern growth approach and it uses a specific data structure FP-tree. It reduces number of data base scans required by constructing FPtree structure but it suffers from the time required to construct a FP-Tree structure for large database. The increase in the size of the FP -tree with respect to the growth of database leads to difficulties in constructing, search and insert operation on large FP-tree.
Although computing power has increased terrifically over the years, competent algorithms with customized data structures are still necessary to get timely outcomes. This is specifically true for data mining as it is a computationally-intensive method. So this paper introduces the TR-FCTM method to find significant frequent items so that to reduce computing time than FP-tree.
PROPOSED METHODOLOGY

REDUCING THE DATABASE SCANS USING TRANSACTION MERGING
It is based on the observation that transaction databases frequently hold identical transactions. The technique consists of finding these transactions and to swap them with single transaction. This can be mathematically defined as, if a set of identical transactions (Tx1, Tx2,…, Txm) are in a database D then it is replaced by a single new transaction as (TM, m) where TM is the identical itemset and m is the total number of particular identical itemset in the database [18] . This reduces the total transactions in database as less than or equal to 2 I -1 transactions where, I represents total the number of different items in the shop. So this greatly reduces computing time of finding frequent itemset.
FREQUENCY COUNT TABLE (FCT)
Let it X be any of an itemset in database D. It states that an itemset X of transaction T is a subset of I(X ⊆ I) and a set of such transactions form the database D. So in database D every transaction itemset X will be an element of 2 I -1, where 2 I is a power set of I. Power set of I contain all the subsets of I that may be in the form of transactions itemset in the transaction database D except ϕ. Hence our algorithm employ one table that's name is Frequency Count Table. It has two fields such as itemset and frequency count value. This table creates entries of frequency count of each itemset that are detected in transaction database. The frequency count of each itemset is the count of the existence of such itemset in transactional database D. This table is created and may be kept in memory till the frequent itemset are not found [19] . The format of frequency table count is given in Table. 1. 
PROPOSED ALGORITHM
This proposed work employs transaction merging and FCT to find the significant frequent items. First it merges the similar transactions in the database and stores the merged transactions in the main memory. Later it reads the merged transactions one by one from main memory and update the FCT correspondingly.
To find the frequent itemset for any threshold value it scans the FCT not the database. FCT has entries of frequency count of all itemset but not the total support count of that itemset. The frequency count of each itemset is the count of the direct existence of such itemset in transactional database D. The total count of particular itemset X is calculated by comparing whether it a subset of all its bigger itemset in the FCT. If total frequency count of particular itemset is greater than or equal to ST (Support Threshold) then the itemset is included in the FI (Frequent Itemsets). 
{
18.
If Xi ⊆ Xj;
{
TCXi = TCXi +FCT.FC (j);
}
if ( TCxi >= ST)
{
FI = FI U Xi;
}
28.
End.
ILLUSTRATION OF PROPOSED MOTHED
Suppose this problem has the transaction set D with 10 transactions , minimum support threshold values as 2 and item set I = {A,B,C}. The transaction set is shown in Table. 3. T1  A, B, C  T2  A, B  T3  B, C  T4  A  T5  A  T6  A, B  T7  B, C  T8  B, C  T9 A, B T10 A The algorithm scans the transactions one by one and merges the identical transactions and store those merged transactions into a table called TRT as shown in Table. 4. Next step is to construct the FCT with initial values as shown in Table. 5. A, B, C 0
Table.3. Transaction Database
Tid Itemset
The FCT is updated for each transaction scan as shown in Table. 6. A, B, C 1
Finally, the total frequency counts of all combinations of itemsets are generated as stated in the proposed algorithm. The value TFCT is shown in Table. 7. 
EXPERIMENTAL ANALYSIS
To study the performance of this proposed algorithm, it has been done several experiments. The intel core™ i5-2450m CPU @2.5GHZ, 4.0GB RAM, 64 bit windows 7 operating system and NetBeans IDE 8.0.2 were used to conduct the experiment. The synthetic Data set of 100,1000, 2000 and 4000 with 5 items were created to compare this proposed TR-FCTM with Apriori and FPtree in terms of time required to find significant frequent itemsets from given datasets.
The first experiment compares the execution time consumed of Apriori, FP-tree and proposed algorithm by applying the above said four groups of datasets. The Table. 8 shows execution time to find significant frequent items generated by Apriori, FP-tree and TR-FCTM for four groups of data sets with 20% minimum support threshold. It is observed that the execution time is decreased linearly from Apriori to FP-tree and FP-tree to TR-FCTM and the difference increases more and more as the number of transactions increases.
The Fig.1 demonstrates the performance of Apriori, FP-tree and TR-FCTM according to the execution time of each algorithm for given four groups of transactions. It is easily observed that the TR-FCTM outperforms than Apriori and FP-tree. Table. 9 shows execution time to find significant frequent items generated by Apriori, FP-tree and TR-FCTM. The Fig.2 demonstrates the performance of Apriori, FP-tree and TR-FCTM according to the execution time for 3 different minimum support thresholds with 2000 transactions. It is easily seen that the TR-FCTM outperforms than Apriori and FP-tree. 
THE ANALYSIS AND EVALUATION OF THE TR-FCTM
It is observed that the time consuming in TR-FCTM is less than the Apriori and FP-tree with reference to the Fig.1 and Fig.2  [15] . The Table. 10 shows that the time reduction rate of using TR-FCTM against Apriori according to vary the number of transactions. It proves that the time reduction rate increases as number of transactions increases. The average time reduction rate for using TR-FCTM against Apriori of this case is 63.43%. The Table. 11 indicates that the time reduction rate of using TR-FCTM against FP-tree by varying the number of transactions. Even though, the time reduction rate fluctuates as number of transactions increases, it agrees that the use of TR-FCTM will reduce the time. The average time reduction rate for using TR-FCTM against FP-tree of this case is 39.18%. The Table. 12 shows that the time reduction rate of using TR-FCTM against Apriori by varying support thresholds for 2000 transactions. Even though, the time reduction rate varies according to value of support threshold, it confirms that the use of TR-FCTM will reduce the time. The average time reduction rate for using TR-FCTM against Apriori for this case is 71.36%. The Table. 13 shows that the time reduction rate of using TR-FCTM against FP-tree by varying support thresholds for 2000 transactions. Even though the time reduction rate is approximately equal according to various value of support threshold, it accepts that the use of TR-FCTM will reduce the time. The average time reduction rate for using TR-FCTM against Apriori for this case is 42.4%.
CONCLUSIONS AND FUTURE WORKS
Frequent pattern mining algorithms are very important to find interesting patterns in large data base. This TR-FCTM is designed using transaction merging, finding direct frequency count and total frequency count for an itemsets. The experimental results show that the proposed methodology consumes less time for transaction scanning and candidate generation while it is compared with Apriori and FP-tree. So the TR-FCTM outperforms than Apriori and FP-tree for horizontal scalability of transactions for synthetically generated datasets. The vertical scalability and real time data set should be applied in future to improve its efficiency further.
