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Abstract—Domain adaptation aims to generalize a model from
a source domain to tackle tasks in a related but different target
domain. Traditional domain adaptation algorithms assume that
enough labeled data, which are treated as the prior knowledge are
available in the source domain. However, these algorithms will be
infeasible when only a few labeled data exist in the source domain,
and thus the performance decreases significantly. To address
this challenge, we propose a Domain-invariant Graph Learning
(DGL) approach for domain adaptation with only a few labeled
source samples. Firstly, DGL introduces the Nystro¨m method to
construct a plastic graph that shares similar geometric property
as the target domain. And then, DGL flexibly employs the
Nystro¨m approximation error to measure the divergence between
plastic graph and source graph to formalize the distribution
mismatch from the geometric perspective. Through minimiz-
ing the approximation error, DGL learns a domain-invariant
geometric graph to bridge the source and target domains.
Finally, we integrate the learned domain-invariant graph with
the semi-supervised learning and further propose an adaptive
semi-supervised model to handle the cross-domain problems. The
results of extensive experiments on popular datasets verify the
superiority of DGL, especially when only a few labeled source
samples are available.
Index Terms—Domain-invariant graph, the Nystro¨m method,
few labeled source samples, semi-supervised learning.
I. INTRODUCTION
IN the big data era, large amounts of data with distributiondivergence emerge in various application scenarios. It is
unrealistic for the huge time-consuming and labor-costing to
label massive samples for a specific task. Moreover, traditional
machine learning methods are workable only under the as-
sumption that training data (source domain) and testing data
(target domain) are independent and identically distributed
(i.i.d), and rich labeled data are needed during the training
period [1], [2]. Therefore, it is becoming a great challenge
to analyze newly-generated data characterized by scarce label
information and distribution divergence. Recently, domain
adaptation that can effectively narrow down the distribution
gap between source and target data [3]–[6] attracts lots of at-
tention, and it has been applied to a wide range of applications,
e.g., image categorization [7]–[9] text classification [10]–[12],
and so on.
The source domain and target domain involved in domain
adaptation are usually generated from different but related
probability distributions. Thus, domain adaptation proposes
to reduce distribution divergence between the two domains,
so that a model established in the source domain can be
well generalized to the target domain. Recently, a line of
domain adaptation frameworks have been proposed and can be
classified into two categories summarily [1], including instance
reweighting adaptation [13]–[15] and feature representation
adaptation [16]–[18].
The methods based on instance reweighting strategy gen-
erally assign different weights to source samples to reduce
distribution differences across domains so that the models built
in the source domain can be adaptive to the target domain. Dai
et al. [13] proposed the TrAdaBoost framework under the hy-
pothesis that certain parts of source data are still useful while
the remaining are outdated. It iteratively calculates the weights
of source data with the help of a few labeled target data and
reuses source data with larger weights and a few labeled target
data to train a classifier. Chu et al. [14] proposed the Selective
Transfer Machine (STM) method to reduce domain-specific
mismatches by simultaneously learning a generic classifier and
reweighting the source data related to target subject. Chen
et al. [15] presented a weighted subspace learning method,
which aligns two subspaces respectively generated from the
reweighted source data and the target data for across domain
adaptation.
The feature representation adaptation methods aim to find
a good feature representation of different domains. Long
et al. [16] introduced the Transfer Kernel Learning (TKL)
method based on Nystro¨m approximation error minimization
to learn a cross-domain kernel. Das et al. [17] used a graph
matching metric to measure the domain discrepancy. It realizes
a domain-invariant and category-discriminative representation
by minimizing this metric. Courty et al. [18] proposed an
unsupervised optimal transportation work. It learns a local
transportation map for each source sample, so that source
samples are close to target samples.
Although many domain adaptation algorithms have been
reported to connect source and target domains via different
strategies, almost all domain adaptation algorithms mentioned
above focus on the situation where enough labeled source data
can be available. However, it is expensive to collect massive
labeled source data or annotate newly-emerged data in real ap-
plications. As a result, these algorithms will fail to bridge two
domains without enough labeled data existing in the source
domain, and the performance reduces significantly. To address
this challenge, we propose the Domain-invariant Graph Learn-
ing (DGL) method to implement knowledge transfer across
domains with only a few labeled source samples. Specifically,
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DGL introduces the Nystro¨m method [19] to construct a plastic
graph L¯s which shares the similar geometric property as target
domain. Then, DGL utilizes Nystro¨m approximation error
to measure the distance between the plastic graph L¯s and
the source graph Ls to formalize the distribution mismatch
between domains from the geometric perspective. Through
minimizing the cross-domain approximation error, DGL can
learn a domain-invariant geometric graph L¯s∗ to link source
and target domains. In particular, the invariant geometric
graph can facilitate DGL to employ unlabeled source data
to assist knowledge transfer and thus reducing the reliance
on source label information. Finally, we integrate the learned
domain-invariant graph L¯s∗ with the semi-supervised learning
and further propose an adaptive semi-supervised model. In
addition, we extend RLS and SVM such two standard methods
under the adaptive model to effectively handle the cross-
domain classification problems.
The main contributions of DGL can be summarized as
follows:
• We propose a Domain-invariant Graph Learning (DGL)
approach to tackle the challenge of domain adaptation
with only a few labeled source samples.
• DGL flexibly uses the Nystro¨m method to learn a domain-
invariant graph to link source and target domains from the
geometric perspective. To our best knowledge, it is the
first attempt to transfer learning with such a strategy.
• We integrate integrate the learned invariant graph with the
semi-supervised framework and further propose an adap-
tive semi-supervised model to decrease the dependence
on source domain label information during the transfer
process.
• Many widely-used standard methods, e.g., RLS and SVM
can be easily integrated with the proposed adaptive model
to handle the cross-domain classification problems.
• We construct comprehensive experiments on different
kinds of datasets to demonstrate the superiority of DGL,
especially when scarce labeled source samples are avail-
able.
The subsequent sections are organized as follows. We
introduce the related works of DGL in Section II. And
then, we detail the DGL algorithm and further proposed an
adaptive cross-domain model in Section III. In section IV, we
extend two widely-used classification algorithms, i.e., RLS and
SVM under the adaptive model with different choices of loss
function to deal with the cross-domain classification problems.
In Section V, we conduct experiments on different kinds of
datasets to evaluate the performance of DGL. We conclude the
paper in in Section VI.
II. RELATED WORK
In this section, we discuss some related works to DGL
including geometric adaptation and the Nystro¨m method.
A. Geometric Adaptation
Geometric adaptation methods involve a hypothesis that
input samples are sampled from a low-dimensional manifold
structure, and similar samples should be encoded with similar
representations [4], [20]. It aims to better link source and target
domains by exploiting the low-dimensional structure which
reflects the intrinsic distribution of input samples.
Gong et al. [21] proposed a geometric flow kernel (GFK)
method to extract the infinite number of subspaces that change
along the geodesic flow across domains. Yao et al. [22] pro-
posed the Semi-supervised Domain Adaptation with Subspace
Learning (SDASL) method to find a subspace where the
divergence between the source and target mappings of the
same class is minimized. And it uses manifold regularization
to exploit the intrinsic information of the target domain. Wang
et al. [23] proposed the Manifold Embedded Distribution
Alignment (MEDA). It introduces manifold feature learning
to exploit the geometric property of the data in Grassmann
manifold to construct a cross-domain classifier better.
The major restriction of these domain adaptation works
is that they seriously rely on a large amount of source
label information, which is labor-consuming to collect in real
applications. Therefore, we propose DGL to deal with one
more practical problem of domain adaptation where only a
few labeled source samples are available.
B. Nystro¨m Method
The Nystro¨m method is initially introduced to seek the
solution of integral Eq.1 [19], [24].∫
p(t)φi(t)k(s, t)dt = λiφi(s) (1)
where k(·) is a function which is positive semidefinite and
square integrable. p(·) is probability density function. λi and
φi(·) are eigenvalues and eigenfunctions of integral Eq.1.
In the theory of kernel machine analysis, the Nystro¨m
method is employed to approximate the Gram matrix to
reduce the computational burden [25]–[27]. Given a dataset
T = {ti}n1i=1 sampled from the distribution p(t), a kernel
matrix KT built based on T. Given another new dataset
S = {si}n2i=1 sampled from the same distribution of T .
The eigenfunction φi(s) on new instance si can be estimated
by Eq. 2:
φi(s) '
n1∑
j=1
k (s, tj)φi (tj)
n1λi
(2)
The eigenfunction φi(s) on new dataset S is approximated
in a matrix form as follows:
ΦS ' KS,TΦTΛ−1T (3)
where ΛT = diag (λ1, . . . , λn1) ∈ Rn1×n1 are n1 eigenvalues
and ΦT ∈ Rn1×n1 are n1 eigenvectors of KT , i.e., KT =
ΦTΛTΦ
T
T . KS,T ∈ Rn2×n1 is the similarity matrix between
two datasets. ΦS ∈ Rn2×n1 is the extrapolated eigenvector
matrix of kernel matrix KS . The kernel matrix KS can be
estimated by Eq.4:
KS ' ΦSΛTΦTS = KS,T
(
ΦTΛ
−1
T Φ
T
T
)
KTS = KS,TK
−1
T KT,S
(4)
Attracted by the properties and successful applications of
the Nystro¨m method, we flexibly apply it to domain adaptation
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and use it to discuss geometric relationships between domains.
By flexibly employing the Nystro¨m method, we build a
domain-invariant graph to bridge two domains geometrically.
To our best knowledge, it is the first attempt for transfer
learning with such a strategy.
III. DOMAIN-INVARIANT GRAPH LEARNING
In this section, we detail the DGL algorithm including prob-
lem formulation, general framework, learning optimization,
and complexity analysis.
A. Problem Formulation
Suppose there are nt samples Xt = {xti}nti=1 ∈ Rm×nt in
target domain Dt, and ns samples Xs = {xsi}nsi=1 ∈ Rm×ns
in source domain Ds. Specifically, source domain includes u
unlabeled samples Xut = {xsui }ui=1 ∈ Rm×u and l labeled
samples X ls =
{
xsli
}l
i=1
∈ Rm×l (u l, u+ l = ns). Denote
Ys as the source label matrix. In DGL, only scarce source
label information can be available, referring to Y ls=
{
ysli
}l
i=1
.
Generally, the data of two domains are generated from the
identical m dimension feature space with the same C classes.
But they have different marginal probability distribution, i.e.,
Ps 6= Pt.
Let L represents a source or target graph Laplacian (
 can be either source or target) and Φ and Λ represent
the eigenvector and eigenvalue matrices of graph Laplacian
L respectively. In the following sections, we compute the
Laplacian matrix as L = D − W , where W  is the
affinity matrix given by Gaussian kernel k with the form
W ij = exp
(
−∥∥xi − xj∥∥22/2σ2 ). σ is bandwidth and fixed
1 in this paper. D is the diagonal matrix computed by
Dij =
∑
j=1W

ij .
B. General Framework
DGL is proposed to address a new problem of domain
adaptation where only a few labeled source samples are
available. Specifically, DGL geometrically links the source and
target domains via a domain-invariant graph Laplacian L¯s∗.
More specifically, DGL uses the Nystro¨m method to build a
plastic graph L¯s, which has the similar geometric property of
target graph. Then DGL utilizes the Nystro¨m approximation
error to measure the divergence between the plastic graph L¯s
and source graph Ls to formalize the distribution mismatch.
Finally, the domain-invariant graph can be successfully learnt
via minimizing Nystro¨m method approximation error and
naturally integrated into the semi-supervised framework based
on source data with the promising performance for target data.
1) Learning a domain-invariant graph: Source and target
data following similar marginal distribution naturally requires
that both domains have similar geometric structure, i.e.,
Ls w Lt. Considering that the graph Laplacian matrices of
different domains generally have different dimensions, i.e.,
Ls ∈ Rns×ns , Lt ∈ Rnt×nt . It is impossible to measure
the discrepancy between different Laplacian matrices directly.
Therefore, we use the Nystro¨m method [19] flexibly to tackle
this problem by generating a plastic graph Laplacian L¯s ∈
Rns×ns based on target graph Laplacian eigenvector matrix
Φt. According to the Nystro¨m method, L¯s has the similar
geometric property of of target graph Lt. Therefore, L¯s can
replace Lt to compare with Ls.
Firstly, we apply eigen-decomposition on target graph
Laplacian Lt, thus we get the eigensystem of target graph
structure {Φt,Λt}.
Lt = ΦtΛt
(
Φt
)T (5)
According to the Nystro¨m method, we can derive the
estimated eigenvector matrix of source graph as follows:
Φ¯s ' LstΦt (Λt)−1 (6)
where Lst is the cross-domain graph, which can be com-
puted by Lst = L (1 : ns, ns + 1 : ns + nt). L is the graph
Laplacian on all data. It can be computed by L = D −W ,
Wij = exp
(−‖xi − xj‖22
2σ2
)
and Dii =
∑
j=1Wij .
In the Nystro¨m method introduced in Section II, the source
graph can be directly approximated by Φ¯s and Λt similarly to
Eq. 4. However, Eq. 4 can be established if and only if two
domain data have the same distribution, which obviously does
not hold in domain adaptation. In other word, when Pt 6= Ps,
the source graph achieved by the Nystro¨m method on target
domain is not accurate and will cause large approximation
error. Nevertheless, this approximation error makes us realize
that Nystro¨m approximation error embodies distribution di-
vergence and can be used to formalize the domain difference,
i.e., when Ps ≈ Pt the error is approximately zero [16].
Therefore, by minimizing the Nystro¨m approximation error we
can find a geometric graph that is naturally domain-invariant
and can be used to bridge two domains.
Specifically, we relax target graph eigenvalue matrix Λt to
be learnable variable Λ and build a plastic graph L¯s based on{
Φ¯s,Λ
}
using the Nystro¨m method, i.e., L¯s = Φ¯sΛ
(
Φ¯s
)T
.
Note that because L¯s is extrapolated from target graph eigen-
system, therfore, L¯s naturally has the similar geometric prop-
erty of target graph Lt. In contrast, the source graph Ls is built
based on source data and captures the geometric characteristics
of source data. Therefore, the Nystro¨m approximation error
can adequately represent the distribution divergence.
Then we have the minimization problem of the Nystro¨m
approximation error between the plastic graph Laplacian L¯s
and the source graph Laplacian Ls as follows:
minΛ‖L¯s − Ls‖2F = ‖Φ¯sΛ
(
Φ¯s
)T − Ls‖2F
s.t. λi ≥ 0, i = 1, ..., nt,
λi ≥ ξλi+1, i = 1, ..., nt − 1
(7)
where Λ = diag (λ1, ..., λnt) are learnable free eigenvalues.
ξ ≥ 1 is eigenspectrum damping factor, and it can enable the
larger eigenvectors to make more contributions for knowledge
transfer [16].
Reformulate Eq. 7 into a matrix form:
minλλ
TQλ− 2RTλ
s.t.Zλ ≥ 0, λ ≥ 0 (8)
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Q, R, and Z are defined as follows:
Q =
((
Φ¯s
)T
Φ¯s
)

((
Φ¯s
)T
Φ¯s
)
R = diag
((
Φ¯s
)T
LsΦ¯s
)
Z = I − ξI¯
(9)
where λ = (λ1, ...λnt), I ∈ Rnt×nt is identity matrix,
I¯ ∈ Rnt×nt is a matrix with nonzero elements I¯i,i+1 =
1, i = 1, ..., nt − 1. The objective 8 is a QP probelm with
linear constrains, it can be easily solved by many convex
optimization packages [28].
Solving the problem 8, we get the eigenvalue matrix Λ∗.
Then the domain-invariant geometric graph is computed as
follows:
L¯s∗ = Φ¯sΛ∗
(
Φ¯s
)T (10)
where Λ∗ is learned eigenvalue matrix by optimizing 8.
The domain-invariant geometric graph L¯s∗ is constructed
based on eigensystem
{
Φ¯s,Λ∗
}
. Specifically, it preserves
the main structure of target graph Lt via the eigenvector
matrix Φ¯s. Simultaneously it can minimize the distribution
difference via eigenvector matrix Λ∗, which is determined
across domains. Thus, the learnt L¯s∗ is an appropriate bridge
linking source and target domain geometrically.
2) Adaptive Semi-supervised Model: Particularly, we use
DGL to learn an adaptive cross-domain model f . Considering
the scarce source label information, we adopt the idea of
semi-supervised learning, which employs manifold regulariza-
tion [20] to take advantage of a great deal of unlabeled source
data. Integrating L¯s∗ with manifold regularization, we further
propose an adaptive semi-supervised model for target domain.
f = argminf∈Hk
1
l
V
(
xsli , y
sl
i , f
)
+ λ1‖f‖2k + λ2fT L¯s∗f
(11)
where Hk represents a Reproducing Kernel Hilbert Space
(RKHS), k is the kernel function. V (∗) is the loss func-
tion defined on labeled source samples. xsli represents
labeled source sample with the corresponding label ysli ,
λ1 is the regularization parameter controlling the com-
plexity of the adaptive model and λ2 is another regu-
larization parameter controlling the geometric adaptation.
f =
[
f (xs1) , . . . , f
(
xsll
)
, f (xsu1 ) , . . . , f (x
su
u )
]T
. The term
fT L¯s∗f is an appropriate penalty item that reflects the shared
geometric properties across domains.
The model f induced by Eq. 11 can be used to predict
the target data. Notably, on the one hand, L¯s∗ captures the
common geometric properties across domains. On the other
hand, L¯s∗ involves all source data, which makes the unlabeled
source data can assist knowledge transfer. Therefore, L¯s∗ is the
main point, which enables DGL can transfer knowledge across
domains without relying on much source label information.
IV. ADAPTIVE CROSS-DOMAIN CLASSIFIER
CONSTRUCTION
Through discussions in Section III, we obtain an adaptive
semi-supervised model. Notably, V (∗) is the most flexible part
of the proposed model. Without loss of generality, we integrate
two widely-used loss functions, including the hinge loss for
SVM V (∗) = max (0, 1− yif (xi)) and the squared loss for
RLS V (∗) = (yi − f (xi))2, into the proposed model 11 to
construct two adaptive cross-domain classifiers.
Suppose the adaptive cross-domain classifier be f =
ωTψ (x), where ω is the classifier parameters, and ψ is the
mapping function that projects the original feature into the
RKHS Hk.
To construct the classifier effectively, we resort to use
the “Representer Theorem” [20] to solve the optimization
problem 11 under different choices of V (∗). The classical
“Representer Theorem” shows that the solution to the 11 can
be written as:
f (x) =
l+u∑
i=1
αik (x, xi) (12)
Specifically, ω =
∑l+u
i=1 αiψ (xi). k is the kernel function
induced by ψ such that k (x, xi) = 〈ψ (x) , ψ (xi)〉. The
optimization problem 11 is reduced to obtain the coefficients
αi.
In this paper, we construct the RLS and SVM under the
adaptive semi-supervised model with the corresponding loss
function V (∗) and use the “Representer Theorem” to solve
the optimal problems effectively. The details are discussed in
following two parts.
A. Adaptive RLS Classifier
Using the squared loss V
(
f
(
xsli
)
, ysli
)
=
(
ysli − f
(
xsli
))2
and the “Representer Theorem”, the objective 11 based on
RLS can be formulated as follows:
α = argminα∈R(l+u)
1
l
∥∥(Ys −αTK) J∥∥2F +
tr
(
λ1α
TKα+ λ2α
TKL¯s∗Kα
) (13)
where α = (α1, ..., αns)
T is the coefficient matrix. J is a di-
agonal matrix given by J = diag (1, ..., 1, 0, ..., 0) ∈ Rns×ns
with the first l diagonal elements as 1 and the rest 0. Ys is the
label matrix on source data. It does not matter that some source
label information is unknown, because they can be filtered
out by the label indicator matrix J . K ∈ R(l+u)×(l+u) is the
Gram matrix over all source data. To simplify calculations,
we choose Gaussian kernel function k to compute the Gram
matrix in this paper.
The derivative of the objective function is set to 0 and we
can obtain:
α =
((
J + λ2lL¯
s∗)K + λ1lI)−1 JY Ts (14)
Denote y ∈ RC as label vector, then yc = 1 if y (x) = c
and otherwise yc = 0. The label matrix Ys =
[
ys1, ..., y
s
ns
] ∈
RC×ns , and the parameter matrix α ∈ Rns×C . In such a way,
the adaptive classifier based on DGL can be used to deal with
the multi-class problem.
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B. Adaptive SVM Classifier
Using the hinge loss: V
(
f
(
xsli
)
, ysli
)
=
max
(
0, 1− ysli f
(
xsli
))
and the “Representer Theorem”,
the objective 11 based on SVM can be formulated as follows:
minα∈R(l+u),ξ∈Rl
1
l
∑l
i=1 ξi + λ1α
TKα+ λ2α
TKL¯s∗Kα
s.t.ysli
(∑l+u
j=1 αjk
(
xsi , x
s
j
)
+ b
)
≥ 1− ξi, i = 1, . . . , l
ξi ≥ 0, i = 1, . . . , l
(15)
where b is the bias term, ξi is the slack variable.
Equation 15 can be effectively solved using the Lagrange
dual [20]. Therefore, we can obtain:
β = arg max
β∈Rl
n∑
i=1
βi − 1
2
βTQβ
s.t.
l∑
i=1
βiy
sl
i = 0, 0 ≤ βi ≤
1
l
, i = 1, . . . , l
(16)
where β is Lagrange multipliers matrix, Q =
Yˆ JˆK
(
2λ1I + 2λ2L¯
s∗K
)−1
JˆT Yˆ , Yˆ = diag
(
ysl1 , ..., y
sl
l
)
,
Jˆ = [Il,0] ∈ Rl×(l+u) , and Il ∈ Rl×l is the identity matrix.
The adaptive SVM classifier can be easily constructed by
using a standard SVM solver with the quadratic form induced
by Q. Then the obtained β is used to solve the parameter α
by α =
(
2λ1I + 2λ2L¯
s∗K
)−1
J˜T Yˆ β.
The complete procedure of DGL with hinge or squared loss
is summarized in Algorithm 1.
Algorithm 1 Adaptive cross-domain classifier construction
Input: Source and target data Xs, Xt; Parameter: λ1, λ2, ξ;
Gaussian kernel function k.
1: Learning a domain-invariant graph:
2: Compute Ls, Lt, and Lst;
3: Achieve the eigensystem {Φt,Λt} of Lt;
4: Estimate the eigensystem Φ¯s of L¯s∗ by 6;
5: Solve optimal problem 8 for Λ∗;
6: Adaptive semi-supervised classifier:
7: Plug L¯s∗ = Φ¯sΛ∗
(
Φ¯s
)T
into 11;
8: Use the kernel function to construct Gram matrix K
9: Compute α for adaptive RLS classifier by Eq. 14 and for
adaptive SVM classifier by Eq. 16
Output: An adaptive classifier f ;
C. Complexity Analysis
The computational complexity of the model includes three
parts.
For build L¯s∗, computing graph Laplacian costs
O
(
m (ns + nt)
2
)
, achieving the eigensystem of Lt
costs O
(
(nt)
3
)
, estimating eigenvectors of L¯s∗ costs
O
(
ns (nt)
2
)
, and solving optimal problem for Λ∗ costs
O
(
2 (nt)
3
)
.
Solving the objective 14 using LU decomposition costs
O
(
(ns)
3
)
. Solving the SVM optimization 16 with the SVM
solver [29] costs O
(
(ns)
2.3
)
. For constructing the kernel
matrix K costs O
(
m (ns + nt)
2
)
.
Therefore, in summary, the computational complexity of Al-
gorithm 1 is O
(
m (ns + nt)
2
+ (nt)
3
+ ns (nt)
2
+ (ns)
3
)
.
D. Connections to Prior Works
We roughly explained the differences between the proposed
DGL and other existing methods in Section II. DGL is sub-
stantially different from the prior proposed domain adaptation
methods, such as [16], [21], [23]. All these methods rely on
large amounts of source label information, which limits their
application in real situations. In this subsection, we specifically
discuss the differences between DGL and other methods from
an insightful perspective.
1) Distribution mismatch reduction: The distribution diver-
gence between domains is the fundamental challenge
to generalize the source model to the target domain.
Therefore, formalizing the distribution mismatch and
designing useful strategies to minimize it is the most
crucial thing in domain adaptation. Maximum Mean
Discrepancy (MMD) [30], as a nonparametric measure-
ment, has been widely used in many domain adaptation
methods to compare the distribution distance [23], [31].
However, MMD highly depends on the nonlinear kernel
map, and the kernel function may be not optimal for
different transfer situations.
2) Scope of application: Almost all the prior methods are
feasible with a precondition, i.e., enough source label
information is available. Although we have rich data
resources in practical applications, the label information
is seriously insufficient. From this perspective, it is
difficult to promote the methods that rely on large
amounts of labeled data in practical applications.
DGL is completely different from the prior methods.
1) DGL flexibly uses the Nystro¨m approximation error
to formalize the distribution mismatch in a convenient
way. DGL has the different perspectives to analyze the
connection between domains and finally uses the learnt
domain-invariant graph to link two domains geometri-
cally.
2) Different from prior methods, the implementation pro-
cess of DGL does not need to rely on a large amount of
label information of source data, thereby broadening the
scope of application of DGL. Even when the label infor-
mation is sufficient, DGL can still achieve comparable
accuracy.
In summary, DGL can simultaneously explore the distri-
bution divergence minimization and the challenge of domain
adaption, where only a few labeled source data are available.
Moreover, DGL is a general idea in which the standard
methods can be easily integrated.
V. EXPERIMENT
We conduct experiments on different kinds of datasets,
including Reuters-21578, Office, and Caltech-256, to show
the performance of DGL under different amounts of source
domain label information.
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A. Data Description
Reuters-21578 is a challenging text dataset with many
categories. There are three top categories including orgs,
people, and place. We directly adopt the preprocessed Reuters-
21578 dataset by Gao et al. [32], and build three transfer
tasks including “org vs people”, “people vs place” and “org
vs place”.
Office and Caltech-256 are are two standard image datasets
widely used to evaluate the domain adaptation methods. Of-
fice [33], [34] comprises of three object domains, Amazon
(A), Webcam (W), and DSLR (D). Amazon contains image
downloaded from online merchants, Webcam includes low-
resolution images, and DSLR consists of high-resolution im-
ages. There are totally 4652 images and 31 categories. Caltech-
256 [35] includes 30607 images and 256 categories. We use
the public Office+Caltech dataset with SURF features released
by Gong et al. [21] in these experiments. Finally, we build
twelve transfer tasks, e.g., “A vs C”, “A vs D”, “A vs W”.
B. Comparison Methods
To evaluate the performance of DGL, we choose several
competitive domain adaptation algorithms to compare with
DGL on different transfer tasks.
• Regularized Least Squares (RLS)
• Support Vector Machine (SVM)
• Transfer Component Analysis (TCA) [3]
• Geodesic Flow Kernel (GFK) [21]
• Transfer Kernel Learning (TKL) [16]
• Transfer Joint Matching (TJM) [36]
• Joint Geometrical and Statistical Alignment (JGSA) [37]
• Balanced Distribution Adaptation (BDA) [38]
• Guide Subspace Learning (GSL) [39]
RLS and SVM are two standard learning algorithms,
which can be treated as the special cases of DGL RLS and
DGL SVM, i.e., λ2 = 0. TCA, GFK, TKL, TJM, JGSA,
BDA, and GSL are competitive domain adaptation frame-
works. Specifically, TCA aims to find a shared subspace by
minimizing maximum mean discrepancy across domains. TJM
aims to construct new data representations by matching the
features and reweighting data across domains. JGSA learns
two projections that project the domain data into the subspaces
where the geometrical and distribution shifts are reduced.
BDA aims to build a shared subspace via minimizing the
marginal and conditional distribution discrepancies adaptively.
GSL proposes to learn an invariant and discriminative domain
agnostic subspace where the distribution mismatch can be
minimized.
C. Experiment Setting
We randomly sample 5%, 10%, 25%, 50% of source sam-
ples as labeled source samples, and the remaining samples
are unlabeled. No label information is available in the target
domain. For all the methods, we will conduct these methods
based on different percents of labeled source samples and
test them in the target domain. All experiments are repeated
five runs, and we finally take the average of the experimental
results.
Fig. 1: Average classification accuracy (%) on the seven
transfer tasks with 5% labeled source data
The parameters of all comparison methods are set as sug-
gested in their original papers. In DGL, there are three main
parameters, i.e., λ1, λ2 and ξ. We tune these parameters in the
case of 5% labeled source samples. Specifically, λ1 and λ2 are
tuned in a range {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10}. ξ
is tuned in a range {1, 1.1, 1.2, 1.3, 1.5, 2, 2.5, 3, 5}. The best
results are reported, for image datasets λ1 = 10, λ2 = 0.001,
ξ = 1 and for text datasets λ1 = 5, λ2 = 0.001, ξ = 2.
We utilize classification accuracy on target data as the
evaluation metric [40], [41].
Accuracy(%) =
|xi ∈ Xt ∧ f (xi) = y (xi)|
|xi ∈ Xt| × 100 (17)
where f (xi) is the prediction label of target sample xi, y (xi)
is the ground truth label of xi.
D. Experiment Results and Analysis
We illustrate the experimental results and provide a brief
analysis of them.
The experiment results are shown in Table I-Table IV.
Each Table shows the average accuracy of the experiment
results in different transfer tasks with different label rates.
The best experimental results are shown in bold. Moreover,
in order to further observe the effectiveness of DGL. We
build another seven transfer tasks where only 5% source label
information can be available. From these results, we can make
the following analysis.
Firstly, from Table I, we observe that TCA, TKL, GFK,
TJM, JGSA, BDA, and GSL these domain methods fail to
predict target data in all of the transfer tasks when 5%
labeled source data are available during transfer process. A
major limitation of these methods is that they rely on large
amounts of source label information. In real applications, it
is time-consuming and labor-costing to collect large amounts
of labeled source samples and thus results in their poor
performance when there is scarce label information existing
in the source domain. However, DGL can ensure classification
accuracy with a few labeled source samples. That is because
the domain-invariant graph enables the classifier constructed
on source domain to be adaptive to target domain. At the same
time, this invariant graph enables DGL to employ unlabeled
source samples to assist knowledge transfer, thereby reducing
reliance on source label information.
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Secondly, from the Table I, DGL achieves much better
performance than the baseline methods. we can find that the
average classification accuracy of DGL on the different trans-
fer tasks is 46.45%. The accuracy improves 3.84% compared
to the best baseline method GFK. Similarly, from the Table 2
to Table 3, the average classification accuracy of DGL with
different source label rate is 48.75% and 50.69% respectively.
The accuracy improves 1.24% and 1.12% compared to the best
baseline method TKL. From the Table 4, with the increase
of labeled source data, DGL can still achieve comparable
performance than GSL.
Thirdly, the standard RLS and SVM classifiers perform
poorly on many transfer tasks. Both methods treat the data
from different domains as if they are drawn from the identical
distribution. However, this strict assumption is invalid in the
real world and therefore results in their poor performance in
cross-domain classification problems.
Further analysis of DGL can be observed in Fig. 1. We
build another six transfer tasks where only 5% source label
information can be available to analyze the effectiveness of
DGL further. From Fig. 1, we can find that DGL outper-
forms the baseline methods in most cases. Moreover, we can
observe that in some transfer tasks, the traditional learning
method RLS or SVM performs better than some comparison
domain adaptation methods. For example, in transfer tasks
C vs D, RLS performs better than TJM, JGSA, BDA, and
GSL. We analyze that when there is not enough source label
information, implementing knowledge transfer across domains
compulsorily will lead to a severe decline in algorithm perfor-
mance, also known as the negative transfer. However, DGL can
achieve stable performance even though there is scarce source
label information. Since the analysis is concluded from a large
number of experiments, it convincingly demonstrates that DGL
can build a robust adaptive classifier for the target domain,
especially when there is scarce source label information.
In order to further analyze the influence of source label
information in different transfer learning methods, we illustrate
the accuracy of different methods with different source label
information, referring to Fig. 2. From Fig. 2, we find that the
performance of all domain adaptation methods is growing bet-
ter with increasing source label information. However, we ob-
serve that the performance “TKL” and “GSL” increases steeper
than the other methods. This shows that these algorithms are
more dependent on the source domain label information. We
can also find that DGL increases stably with the growing label
information, which shows that DGL has strong adaptability
and stability. That means DGL can implement knowledge
transfer without relying on much source label information and
can also achieve comparable performance than the baseline
method with increasing label information.
However, from the trend in the Fig. 2, we speculate
that when the source domain label rate reaches 100%, the
performance of DGL is not necessarily significantly better
than other methods. We think that when source domain label
information is sufficient, merely considering the geometric
connection between domains is not enough. Maybe some
statistical information, e.g., means, the variance should also
be adapted between domains. We will analyze it in our future
Fig. 2: Performance of different methods with different label-
rate
work, because the fundamental point of DGL is to solve the
problem of domain adaptation with only scarce source label
information. From all experimental results, we can observe that
DGL can successfully implement knowledge transfer across
domains with scarce source label information.
E. Parameter Sensitivity Analysis
In DGL approach, three parameters should be tuned: classi-
fier complexity controlling parameter λ1, geometric adaptation
parameterλ2 and damping parameter ξ. We randomly conduct
parameter sensitivity on “D vs W”, “A vs D”, “C vs W”,
and “people vs place” transfer tasks. 5% source samples are
selected as labeled samples. We implement DGL with the
varying values of λ1 ∈ [0.001, 10] by fixing λ2 and ξ. Similar
settings are conducted with λ2 ∈ [0.001, 10] and ξ ∈ [1, 5].
All results are illustrated in Fig. 3 (a)-(c). λ1 is used to control
the classifier complexity. From the plots, we observe that DGL
can perform stably under a wide range λ1 ∈ [1, 10]. λ2 is
used to control the geometric adaptation. We plot classification
accuracy with different values of λ2. We find that DGL is a
little sensitive to the λ2, and the best results can be obtained
when λ2 = 0.001. ξ can be used to control the decaying
trend of the eigen-spectrum. For text dataset, we can choose
ξ ∈ [1.5, 2.5] for stable performance. For image dataset, DGL
is a little sensitive to ξ, and the best results can be achieved
when ξ = 1.
VI. CONCLUSION
In this paper, we proposed a Domain-invariant Graph Learn-
ing (DGL) method to cope with a domain adaptation problem
where only a few labeled source samples are available. DGL
flexibly utilizes the Nystro¨m approximation error to measure
the divergence between the plastic graph L¯s and source graph
Ls to formalize the distribution mismatch from the geometric
perspective. Through minimizing the approximation error, we
construct a domain invariant geometric graph to bridge two
domains. Integrating the domain-invariant graph with semi-
supervised learning, we further propose an adaptive semi-
supervised model, which enables DGL to effectively imple-
ment knowledge transfer with scarce source label information.
Experimental results on several popular datasets verify that
DGL outperforms other comparison methods, especially when
there is scarce label information in source domain.
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TABLE I: Average classification accuracy (%) on the different transfer tasks with 5% labeled source data
5% RLS SVM TCA TKL GFK TJM JGSA BDA GSL DGL SVM DGL RLS
A vs C 26.80 29.33 24.24 30.15 29.65 26.54 30.35 25.41 23.69 30.13 30.69
W vs D 32.48 34.65 35.03 45.10 41.53 42.04 44.85 44.59 45.22 48.79 53.87
A vs D 27.26 28.03 28.15 28.79 29.94 28.79 27.26 27.90 30.57 31.97 33.12
A vs W 28.61 32.48 23.19 29.42 30.78 27.73 26.37 26.78 25.42 31.26 31.73
C vs W 25.76 26.03 23.52 27.80 26.78 27.12 27.59 25.02 25.08 29.35 33.97
D vs C 19.16 19.98 23.76 23.74 22.71 21.85 21.54 21.18 18.52 21.26 24.82
org vs people 73.63 74.01 76.44 74.50 74.40 74.36 68.79 70.56 59.44 77.68 75.39
people vs place 57.47 58.78 61.32 56.81 58.53 58.37 56.08 54.60 57.66 62.53 64.15
org vs place 63.28 64.18 69.59 66.10 69.16 61.68 61.94 59.33 56.28 70.04 70.31
Average 39.38 40.83 40.58 42.49 42.61 40.94 40.53 39.48 37.99 44.78 46.45
TABLE II: Average classification accuracy (%) on the different transfer tasks with 10% labeled source data
10% RLS SVM TCA TKL GFK TJM JGSA BDA GSL DGL SVM DGL RLS
A vs C 31.70 31.81 31.15 34.37 31.74 30.61 32.16 29.14 28.58 35.01 34.73
W vs D 52.87 53.00 43.06 56.69 56.56 57.58 57.20 57.63 45.86 58.34 59.11
A vs D 30.06 30.45 30.32 32.74 32.48 31.75 28.41 28.92 33.76 34.27 35.67
A vs W 29.83 30.58 29.56 32.81 32.14 32.20 30.10 27.66 25.76 33.69 35.79
C vs W 26.58 26.78 31.59 31.59 30.85 28.27 30.20 28.00 34.92 32.54 34.91
D vs C 25.08 20.91 24.38 26.56 27.46 25.79 24.72 23.22 23.51 24.04 24.92
org vs people 74.85 75.50 77.10 78.24 75.55 74.58 72.16 72.68 60.02 78.04 77.85
people vs place 60.50 61.34 64.23 63.53 59.54 61.16 64.68 58.71 60.82 64.45 64.23
org vs place 68.30 67.96 71.52 71.07 70.07 67.66 66.96 61.68 58.96 70.15 71.58
Average 44.42 44.26 44.77 47.51 46.26 45.51 45.18 43.07 41.35 47.84 48.75
TABLE III: Average classification accuracy (%) on the different transfer tasks with 25% labeled source data
25% RLS SVM TCA TKL GFK TJM JGSA BDA GSL DGL SVM DGL RLS
A vs C 33.78 34.26 32.93 36.96 34.73 32.34 34.48 31.77 34.28 38.79 38.52
W vs D 65.22 64.71 60.00 59.74 68.79 71.98 71.59 68.28 63.06 63.44 64.84
A vs D 31.85 34.39 35.41 32.99 33.21 34.01 33.63 29.04 36.31 38.49 38.46
A vs W 30.98 32.00 34.31 35.32 33.70 32.34 34.24 31.67 33.90 35.26 36.07
C vs W 26.98 27.25 32.40 33.90 33.02 32.54 33.10 32.14 45.42 33.54 36.19
D vs C 28.98 25.38 25.56 30.78 30.70 29.54 27.57 27.45 27.52 27.73 26.69
org vs people 76.97 77.40 77.90 78.89 76.14 75.28 73.87 73.95 68.71 78.92 78.61
people vs place 64.12 64.20 64.85 65.16 61.41 59.86 59.64 58.53 63.79 64.81 64.68
org vs place 72.20 71.18 72.98 72.41 70.87 68.55 68.68 62.42 62.13 70.20 72.16
Average 47.90 47.86 48.48 49.57 49.17 48.49 48.53 46.14 48.35 50.13 50.69
TABLE IV: Average classification accuracy (%) on the different transfer tasks with 50% labeled source data
50% RLS SVM TCA TKL GFK TJM JGSA BDA GSL DGL SVM DGL RLS
A vs C 35.62 35.81 37.19 38.24 35.63 34.68 36.92 32.05 41.23 40.87 40.13
W vs D 75.16 75.16 72.48 62.17 75.67 78.09 82.04 76.05 65.61 76.56 71.21
A vs D 34.26 35.26 37.71 34.01 36.31 36.69 37.83 34.01 44.59 39.11 41.78
A vs W 31.80 31.39 34.85 35.73 35.05 33.83 35.86 34.71 41.69 36.13 36.88
C vs W 29.69 30.71 34.44 36.68 35.93 36.07 39.05 33.19 55.93 31.80 38.24
D vs C 30.67 28.69 29.83 31.76 31.22 29.71 29.81 28.03 28.76 30.54 30.34
org vs people 78.33 78.14 78.43 79.30 78.07 75.63 74.34 74.89 70.53 79.29 78.94
people vs place 64.27 64.25 66.31 66.69 62.69 59.36 54.38 58.13 65.55 62.30 64.94
org vs place 73.59 72.52 73.88 73.87 71.59 69.51 68.77 65.36 62.42 71.15 72.50
Average 50.38 50.22 51.68 50.94 51.35 50.40 51.00 48.49 52.92 51.97 52.77
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(a) Classifier complexity controlling parameter λ1
(b) Geometric adaptation controlling parameter λ2
(c) Damping parameter ξ
Fig. 3: Parameter sensitivity study for DGL.
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