A unified way of analyzing different greedy-type algorithms in Banach spaces is presented. We define a class of Weak Biorthogonal Greedy Algorithms and prove convergence and rate of convergence results for algorithms from this class. In particular, the following well known algorithms -Weak Chebyshev Greedy Algorithm and Weak Greedy Algorithm with Free Relaxation -belong to this class. We consider here one more algorithm -Rescaled Weak Relaxed Greedy Algorithm -from the above class. We also discuss modifications of these algorithms, which are motivated by applications. We analyze convergence and rate of convergence of the algorithms under assumption that we may perform steps of these algorithms with some errors. We call such algorithms approximate greedy algorithms. We prove convergence and rate of convergence results for the Approximate Weak Biorthogonal Greedy Algorithms. These results guarantee stability of Weak Biorthogonal Greedy Algorithms.
Introduction
Theory of greedy approximation (greedy algorithms) continues to actively develop. There are many important greedy-type algorithms, which are useful from applied point of view and interesting from theoretical point of view.
One of the main goals of this paper is to present a unified way of analyzing different greedy-type algorithms in Banach spaces. We define a class of Weak Biorthogonal Greedy Algorithms and prove convergence and rate of convergence results for algorithms from this class. In particular, the following well known algorithms -Weak Chebyshev Greedy Algorithm and Weak Greedy Algorithm with Free Relaxation (see [10] ) -belong to this class. We consider here one more algorithm -Rescaled Weak Relaxed Greedy Algorithm -from the above class. We also discuss modifications of these algorithms, which are motivated by applications. We analyze convergence and rate of convergence of the algorithms under assumption that we may perform steps of these algorithms with some errors. We call such algorithms approximate greedy algorithms. We prove convergence and rate of convergence results for the Approximate Weak Biorthogonal Greedy Algorithms. These results guarantee stability of Weak Biorthogonal Greedy Algorithms.
We formulate the main results of the paper in this section. In Sections 2 and 3 we give some known results from the theory of greedy approximation. We refer the reader to the book [10] for detailed discussion of greedy algorithms and historical comments. In Section 4 we prove Theorem 1.1 and Theorem 1.2 is proved in Section 5. In Section 3 we introduce a new algorithm -Rescaled Weak Relaxed Greedy Algorithm -which belongs to the class WBGA. In Section 6 we give comment on X-greedy algorithms. Section 7 is devoted to approximate versions of algorithms from WBGA. In Section 8 we give a motivation of the study of the above algorithms in our general setting.
Let X be a real Banach space with norm · . We say that a set of elements (functions) D from X is a dictionary (symmetric dictionary) if each g ∈ D has norm bounded by one ( g ≤ 1),
and spanD = X. We denote the closure (in X) of the convex hull of D by A 1 (D). We introduce a new norm, associated with a dictionary D, in the dual space X ′ by the formula
For a nonzero element f ∈ X we let F f denote a norming (peak) functional for f :
The existence of such a functional is guaranteed by Hahn-Banach theorem.
We prove convergence and rate of convergence results for the following class of greedy algorithms. This provides the above mentioned unified way of analyzing greedy-type algorithms from this class.
Weak Biorthogonal Greedy Algorithm (WBGA). Let τ := {t m } ∞ m=1 , t m ∈ [0, 1], be a weakness sequence. We define f 0 := f and G 0 := 0. Suppose that for each m ≥ 1 the algorithm has the following properties.
(1) Greedy selection. At the mth iteration the algorithm selects a ϕ m ∈ D, which satisfies
(2) Biorthogonality. At the mth iteration the algorithm constructs an approximant G m ∈ span(ϕ 1 , . . . , ϕ m ) such that Indeed, for λ < 0 we have
Our results on convergence and rate of convergence are formulated in terms of modulus of smoothness of the Banach space X. For a Banach space X we define the modulus of smoothness ρ(u) := sup
The uniformly smooth Banach space is the one with the property
One of the main results of the paper -Theorem 1.1 -is proved in Section 4. Theorem 1.1. Let X be a uniformly smooth Banach space with modulus of smoothness ρ(u) ≤ γu q , 1 < q ≤ 2. Take a number ǫ ≥ 0 and two elements f , f ǫ from X such that
with some number A(ǫ) > 0. Then for the WBGA we have
,
We prove a general convergence result for algorithms from the WBGA in a uniformly smooth Banach space in Section 5. We formulate here a corollary of that general result.
Then the WBGA converges for any f ∈ X. Theorems 1.2 and 1.1 address two important characteristics of an algorithm -convergence and rate of convergence. One more important characteristic of an algorithm -stability -is crucial for practical implementations. We discuss stability of greedy algorithms in Section 7. A systematic study of stability of greedy algorithms in Banach spaces was started in [8] , where some sufficient conditions for convergence and rate of convergence were established. An important further development of the theory of stability of greedy algorithms was conducted in [2] , where necessary and sufficient conditions for convergence were obtained.
In Section 7 we analyze an approximate version of the WBGA, which allows the steps of an algorithm to be performed with some controlled inaccuracies. Such permissions are natural for the applications as they simplify and speed up the execution of an algorithm. We begin by defining weakness sequences that represent these inaccuracies:
be sequences of real numbers from the interval [0, 1], and let {ǫ m } ∞ m=1 be a sequence of non-negative numbers. Denote by {F m } ∞ m=0 such a sequence of functionals that for any m ≥ 0
where {f m } ∞ m=0 is the sequence of remainders produced by the algorithm. Approximate Weak Biorthogonal Greedy Algorithm (AWBGA). We define f 0 := f and G 0 := 0. Suppose that for each m ≥ 1 the algorithm has the following properties.
(2) Biorthogonality. At the mth iteration the algorithm constructs an approximant G m ∈ span(ϕ 1 , . . . , ϕ m ) such that
(3) Error reduction. We have
For illustration purpose we formulate here a convergence result for the AWBGA. 
Then the AWBGA converges for any f ∈ X.
Novelty. This paper is the first successful attempt to find a unified way of analyzing a wide class of greedy-type algorithms. The step from analysis of specific greedy algorithms like Weak Chebyshev Greedy Algorithm and Weak Greedy Algorithm with Free Relaxation (see below) to a unified analysis of a rather wide class of Weak Biorthogonal Greedy Algorithms (WBGA) motivated us to introduce and study a new important greedy-type algorithm -Rescaled Weak Relaxed Greedy Algorithm. We have carried over a thorough study of three fundamental properties of algorithms from WBGA -convergence, rate of convergence, and stability.
2 A brief discussion of some known greedy algorithms
be a given sequence of nonnegative numbers t k ≤ 1, k = 1, . . . . We define first the Weak Chebyshev Greedy Algorithm (WCGA) (see [6] and [10] ) that is a generalization for Banach spaces of Weak Orthogonal Greedy Algorithm defined and studied in [5] (see also [3] for Orthogonal Greedy Algorithm).
Weak Chebyshev Greedy Algorithm (WCGA) We define f We define now the generalization for Banach spaces of the Weak Relaxed Greedy Algorithm studied in [6] (see also [10] ).
Weak Relaxed Greedy Algorithm (WRGA) We define f Both of the above algorithms use the functional F f m−1 in a search for the mth element ϕ m from the dictionary to be used in approximation. The construction of the approximant in the WRGA is different from the construction in the WCGA. In the WCGA we build the approximant G we need to solve the m parameters optimization problem. However, we stress that the WCGA works for all f ∈ X but the WRGA only works for f ∈ A 1 (D). As a result in a number of papers researchers suggested greedytype algorithms, which have the greedy step similar to the WCGA and the WRGA, such that their performance is close to that of the WCGA and their complexity is close to that of the WRGA. We give a brief description of some of those algorithms.
The following modification of the above idea of relaxation in greedy approximation in Hilbert spaces has been studied in [1] . Let a sequence r := {r k } ∞ k=1 , r k ∈ [0, 1), of relaxation parameters be given. Then at each iteration of our new algorithm we build the mth approximant of the form
With an approximant of this form we are not limited to approximation of functions from A 1 (D) as in the WRGA. The Banach space version of a realization of the above idea of relaxation was studied in [9] . We give a general definition of the algorithm -Greedy Algorithm with Weakness and Relaxation (τ, r) studied in [9] (see also [10] ).
, be a weakness sequence. We define f 0 := f and G 0 := 0. Then for each m ≥ 1 we inductively define 1). ϕ m ∈ D is any satisfying
and define
3). Denote
In the case τ = {t}, t ∈ (0, 1], we write t instead of τ in the notation. We note that in the case r k = 0, k = 1, . . . , when there is no relaxation, the GAWR(τ, 0) coincides with the Weak Dual Greedy Algorithm [7] , p.66 (see also [10] ). A relaxation of the X-greedy algorithm (see [7] , p.39 and [10] for the X-greedy algorithm), which corresponds to r = 0 in the definition that follows, was studied in [9] .
X-Greedy Algorithm with Relaxation r (XGAR(r)). We define f 0 := f and G 0 := 0. Then for each m ≥ 1 we inductively define 1). ϕ m ∈ D and λ m ≥ 0 are such that (we assume their existence)
and
2). Denote
We note that, practically, nothing is known about convergence and rate of convergence of the X-greedy algorithm. It can be seen from the results of [9] (see also [10] ) that relaxation helps to prove convergence and rate of convergence results for the XGAR(r). Both above algorithms -the GAWR(τ, r) and the XGAR(r) -belong to the class of greedy algorithms with fixed relaxation and are very close to the WRGA in the sense of complexity. At each iteration of the algorithm we perform in addition to the greedy step a single step of one parameter optimization. In this paper we discuss some other greedy-type algorithms, which use one parameter optimization.
Known results and some more greedy algorithms
It is natural to use the WCGA as a benchmark for comparison of its error bounds with error bounds of other (simpler) greedy-type algorithms. The following theorem is proved in [6] .
Theorem 3.1. Let X be a uniformly smooth Banach space with modulus of
with some number A(ǫ) > 0. Then we have
Corollary 3.1. Let X be a uniformly smooth Banach space with modulus of smoothness
with a constant C(q, γ) which may depend only on q and γ.
An important advantage of Theorem 3.1 is that the WCGA does not use any a priori information about f or X and automatically adjusts to its smoothness property. Also, the above formulation of Theorem 3.1 covers the case of noisy data: f is a noisy version of f ǫ . It is clear that there is no analog of Theorem 3.1 for the WRGA because it is designed for approximation of elements from A 1 (D). However, the following analog of Corollary 3.1 holds for the WRGA (see, for instance, [10] , p.348). 
The following error bounds are proved in [9] (see also [10] ) for the greedy algorithms with fixed relaxation. 
Consider the GAWR(t, r) and the XGAR(r) (for this algorithm t = 1). For a pair of functions
Theorem 3.3 covers a special case of the weakness sequence τ = {t}, t ∈ (0, 1] for the GAWR(τ, r). In this case Theorem 3.3 is as powerful as Theorem 3.1. However, we do not know if Theorem 3.1 holds for the GAWR(τ, r) in the case of general weakness sequence. It is known (see [9] and [10] ) that a slight modification of the GAWR(τ, r) -a modification from fixed relaxation to free relaxation -allows us to prove an analog of Theorem 3.1 for that modification. The following version of relaxed greedy algorithm was introduced and studied in [9] (see also [10] ).
Weak Greedy Algorithm with Free Relaxation (WGAFR).
2). Find w m and λ m ≥ 0 such that
Remark 3.1. It is proved in [9] (see also [10] ) that Theorem 3.1 holds for the WGAFR as well.
Thus, previous results show that we can simplify the WCGA to the WGAFR, which involves two parameters optimization at each iteration, and keep the result of Theorem 3.1 in the whole generality. We can further simplify the WCGA to the GAWR(τ, r) with r := {2/(k + 2)} ∞ k=1 , which involves one parameter optimization at each iteration, but in this case we only know the version of Theorem 3.1 for special weakness sequence τ = {t}, t ∈ (0, 1]. One of the goals of this paper is to present a new greedy-type algorithmthe Rescaled Weak Relaxed Greedy Algorithm -that does two one parameter optimizations at each iteration and provides the result of Theorem 3.1 in the whole generality.
Rescaled Weak Relaxed Greedy Algorithm (RWRGA). Let τ := {t m } ∞ m=1 , t m ∈ [0, 1], be a weakness sequence. We define f 0 := f and G 0 := 0. Then for each m ≥ 1 we inductively define 1). ϕ m ∈ D is any satisfying
2). Find λ m ≥ 0 such that
We note that the above algorithm does not use any information of the Banach space X. It makes this algorithm universal alike the WCGA and the WGAFR. A variant of the above algorithm was studied in [4] . In [4] the λ m was not chosen as a solution of the line search, it was specified in terms of f m−1 and parameters γ and q characterizing smoothness of the Banach space X.
We will use the following two simple and well-known lemmas (see [10] , p. 342, 343).
Lemma 3.1. Let X be a uniformly smooth Banach space and L be a finitedimensional subspace of F (f ).
New results for dual algorithms
The main goal of this section is to prove Theorem 1.1 from Introduction. This will give the following analog of Theorem 3.1 for the RWRGA.
Theorem 4.1. Let X be a uniformly smooth Banach space with modulus of smoothness ρ(u) ≤ γu q , 1 < q ≤ 2. Take a number ǫ ≥ 0 and two elements f , f ǫ from X such that
with some number A(ǫ) > 0. Then for the RWRGA we have
Theorems 4.1, 3.1 and Remark 3.1 show that three algorithms -the WCGA, the WGAFR, and the RWRGA -provide the same upper bounds for approximation in smooth Banach spaces.
Proof.
ǫ from X such that
with some number A(ǫ) ≥ ǫ. Then we have for the WBGA
Proof. The error reduction property implies
By the error reduction property it is sufficient to bound the quantity inf λ≥0 f m−1 − λϕ m . For any λ ≥ 0 we have
Next,
By the greedy selection we get
and continue using Lemma 3.2 and our assumption on f and f
The biorthoganality property provides
Combining relations (4)-(4.2) we complete the proof of Lemma 4.1.
We continue the proof of Theorem 1.1. It is clear that it suffices to consider the case A(ǫ) ≥ ǫ. Otherwise, f m ≤ f ≤ f ǫ + ǫ ≤ 2ǫ. Also, assume f m > 2ǫ (otherwise, Theorem 1.1 trivially holds). Then by (4.1) we have for all k = 0, 1, . . . , m that f k > 2ǫ. By Lemma 4.1 we obtain
Choose λ from the equation
we get from (4.3)
Raising both sides of this inequality to the power p and taking into account the inequality x r ≤ x for r ≥ 1, 0 ≤ x ≤ 1, we obtain
By Lemma 3.1 from [5] , using the estimates f ≤ A(ǫ) + ǫ and A q > 1, we get
with C(q, γ) = A 
A new convergence result
In this section we prove Theorem 5.1 on convergence of the WBGA. In the formulation of this theorem we need a special sequence which is defined for a given modulus of smoothness ρ(u) and a given τ = {t k } We prove that α = 0 by contradiction. Assume to the contrary that α > 0. Then, for any m we have f m ≥ α.
We set ǫ = α/2 and find f ǫ such that
with some A(ǫ). Then, by the Error Reduction Lemma we get
Let us specify θ := α 8A(ǫ) and take λ = αξ m (ρ, τ, θ). Then we obtain
We got a contradiction, which proves the theorem.
We now derive from Theorem 5.1 the convergence result formulated in Introduction -Theorem 1.2.
and therefore for any θ > 0 we have
For ρ q we get from the definition of ξ m that
Thus (1.1) implies that
It remains to apply Theorem 5.1.
X-greedy algorithms
We already mentioned an X-greedy algorithm the XGAR(r), which is an Xcompanion of the dual algorithm GAWR(τ, r). There are X-companions for the dual algorithms the WCGA, the WGAFR, and the RWRGA. We build an X-companion of a dual algorithm by replacing the greedy step -the first step of the mth iteration -by minimizing over all possible choices of a newly added element from the dictionary. We illustrate this principle on the construction of the X-companion of the RWRGA.
Rescaled Relaxed X-Greedy Algorithm (RRXGA). We define f 0 := f and G 0 := 0. Then for each m ≥ 1 we inductively define 1). Find λ m ≥ 0 and ϕ m ∈ D (we assume existence) such that
It is known (see [10] ) that results on the X-companions of dual relaxed greedy algorithms can be derived from the proofs of the corresponding results for the dual algorithms. We illustrate it on the RWRGA. First of all we note that the above proof of the Error Reduction Lemma gives the following more general result. Lemma 6.1. General Error Reduction Lemma. Let X be a uniformly smooth Banach space with modulus of smoothness ρ(u). Take a number ǫ ≥ 0 and two elements f , f ǫ from X such that
with some number
Theorem 6.1. Let X be a uniformly smooth Banach space with modulus of smoothness ρ(u) ≤ γu q , 1 < q ≤ 2. Take a number ǫ ≥ 0 and two elements f , f ǫ from X such that
with some number A(ǫ) > 0. Then for the RRXGA we have
Proof. It is sufficient to prove an analog of Lemma 4.1 for RRXGA. Let G m−1 and f m−1 be the approximant and the residual of the RRXGA after m − 1 iterations. Using Lemma 6.1 with
we find ϕ ′ ∈ D such that the error reduction (6.1) holds. It follows from the definition of the RRXGA that for the mth residual we have (taking inf over all ϕ ′ and sup over θ < 1)
This gives the Error Reduction Lemma for the RRXGA. We complete the proof of Theorem 6.1 in the same way as we derived Theorem 1.1 from Lemma 4.1.
Approximate Weak Biorthogonal Greedy Algorithm
We begin with a proof of Theorem 1.3 from Introduction.
Proof of Theorem 1.3. We will use the following analog of Lemma 4.1.
Lemma 7.1. Error Reduction Lemma. Let X be a uniformly smooth Banach space with modulus of smoothness ρ(u). Take a number ǫ ≥ 0 and two elements f , f ǫ from X such that
with some number A(ǫ) ≥ ǫ. Then for any m ≥ 0 and λ ≥ 0 we have for the AWBGA
Proof. The error reduction property implies for any m ≥ 0 and λ ≥ 0
From the definition of modulus of smoothness we have
and the greedy selection implies with Lemma 3.2
Assumption on f and f ǫ and the biorthogonality provide
Combining relations (7.1)-(7.4) we get
which completes the proof of Lemma 7.1.
We continue the proof of Theorem 1.3. Assume that for some f ∈ D the AWBGA does not converge, i.e. there exists α > 0 and a sequence {m ν } ∞ ν=0
such that for any ν ≥ 0 f mν > α.
We will obtain a contradiction by showing that this assumption does not hold for any sufficiently big ν. Fix ǫ = α/4, take corresponding f ǫ and A = A(ǫ), and denote
Find such K that for any k ≥ K the following estimates hold
Note that existence of such K is guaranteed by conditions (1.3). Take any k ≥ K. If f k ≤ α/2, then by the error reduction condition we have
If f k > α/2, then Lemma 7.1 and condition (7.6) provide
Let λ k be the positive root of the equation
which implies that
The choice λ = λ k in the previous estimate guarantees
and condition (7.7) provides
Note that estimates (7.8) and (7.9) guarantee that if
Therefore for any ν such that m ν ≥ N we have
which contradicts the assumption (7.5) and proves Theorem 1.3. We now investigate how the weakness parameters affect the rate of convergence of the AWBGA. Specifically, we prove the following analog of Theorem 4.1, which states such bounds for the weakness sequences that the convergence rate of the AWBGA is the same as the one of the WBGA. Theorem 7.1. Let X be a uniformly smooth Banach space with modulus of smoothness ρ(u) ≤ γu q , 1 < q ≤ 2. Take a number ǫ ≥ 0 and two elements f , f ǫ from X such that
with some number A(ǫ) > 0. Then an AWBGA with error parameters
for any m ≥ 0, provides
where C(q, γ) = 4q(2γ)
Proof. Take any k ≥ 0. If f k ≤ 2ǫ, then by the error reduction condition we have
If f k > 2ǫ then by Lemma 7.1 and condition (7.10) we get for any λ > 0
Hence, by taking infimum over all λ > 0 and using condition (7.11), we obtain
where
Therefore estimates (7.12) and (7.13) guarantee that as long as conditions (7.10) and (7.11) are satisfied, f k ≤ 4ǫ implies f k+1 ≤ 4ǫ. Thus for any m ≥ 0 either f m ≤ 4ǫ or f k > 4ǫ for any k ≤ m. In the latter case, by using estimate (7.13) and taking into account that f ≤ f ǫ + ǫ ≤ A(ǫ) + ǫ and C > 1 (due to the estimate γ ≥ 2 −q which follows from u − 1 ≤ ρ(u) ≤ γu q ), we complete the proof in the same way as in the proof of Theorem 1.1 in Section 4. 
and p = q/(q − 1).
We now state the approximate versions of the previously mentioned algorithms (namely, the WCGA, the WGAFR, and the RWRGA) and show that they belong to the class of the Approximate Weak Biorthogonal Greedy Algorithms. For each algorithm let {F m } ∞ m=0 denote a sequence of functionals that for any m ≥ 0
where {f m } ∞ and, since the inequality holds for any λ > 0,
Lastly, we derive the convergence and the rate of convergence result for these algorithms.
Assume now that conditions (7.14) are satisfied. We will show that then estimates (7.10) and (7.11) hold as well. Indeed, using the estimates γ ≥ 2 −q and f m ≤ 2 f ≤ 2 we obtain
Similarly, since f m+1 ≤ 2 f m , we get
Hence Theorem 7.1 guarantees the stated rate of convergence.
Discussion
The paper is devoted to a theoretical study of fundamental techniques used in sparse representation of data. Data can be structured or unstructured. The contemporary challenge is unstructured data, which come from different sources: medical, engineering, networks and many other. In order to apply a sparsity based method one needs to use a dictionary (a representation system), which provides sparse representation for the data in hand. In some cases the data structure itself gives us an idea of which dictionary to use. For instance, in signal processing, say, in music processing, it is natural to use the trigonometric system or the Gabor system as a dictionary for sparse representation. In other cases, especially in the case of unstructured data, we need to learn a dictionary providing sparse representation for the given data. Dictionary learning is a very important and rapidly developing area of numerical mathematics. Clearly, we cannot expect that a dictionary learnt from given unstructured data will have some special structure. Therefore, the theory broadly applicable to Big Data problems must address the problem of sparse representation with respect to an arbitrary (structured and unstructured) dictionary. This motivates our setting with greedy approximation with respect to an arbitrary dictionary. In order to address the contemporary needs of data managing, a very general model of approximation with regard to a redundant system (dictionary) has been considered in many recent papers. As such a model, we choose a Banach space X with elements as target functions and an arbitrary system D of elements of this space such that the closure of span D coincides with X as a representation system. We would like to have an algorithm of constructing m-term approximants that adds at each step only one new element from D and keeps elements of D obtained at the previous steps. This requirement is an analogue of on-line computation that is very desirable in practical algorithms. Clearly, we are looking for good algorithms which converge for each target function. It is not obvious that such an algorithm exists in a setting at the above level of generality (X, D are arbitrary). We consider here a very general setting of approximation in an infinite dimensional Banach space. We now give a motivation for that. An important argument that motivates us to study this problem in the infinite dimensional setting is that in many contemporary data management applications an ambient space R n involves a large dimension n and we would like to obtain bounds on the convergence rate independent of the dimension n. Our results for infinite dimensional spaces provide such bounds on the convergence rate.
It is known that in many numerical problems users are satisfied with a Hilbert space setting and do not consider a more general setting in a Banach space. We now give one remark that justifies our interest in Banach spaces. The first argument is an a-priori argument that the spaces L p are very natural and should be studied along with the L 2 space. The second argument is an a-posteriori argument. The study of greedy approximation in Banach spaces has discovered that the characteristic of a Banach space X that governs the behavior of greedy approximation is the modulus of smoothness ρ(u) of X. It is known that the spaces L p , 2 ≤ p < ∞ have modulo of smoothness of the same order: u 2 . Thus, many results that are known for the Hilbert space L 2 and proved using some special structure of a Hilbert space can be generalized to Banach spaces L p , 2 ≤ p < ∞. The new proofs use only the geometry of the unit sphere of the space expressed in the form ρ(u) ≤ γu 2 . Also, we note that in the case X = L p (Ω), p ∈ [2, ∞), Ω ⊂ R d the implementation of an algorithm from the class WBGA is not substantially more difficult in L p than in L 2 . An important advantage of the L p spaces over general Banach spaces is a simple and explicit form of the norming functional F f of a function f ∈ L p (Ω). The Thus at the most difficult greedy step (1) of the algorithm we should find at a step m an approximate solution to the following optimization problem (over g ∈ D)
Ω |f m−1 (x)| p−2 f m−1 (x)g(x)dx → max, which is not much more difficult in the case p = 2 than in the case p = 2. Finally, we comment on stability issue. Clearly, the most difficult (expensive) step of a greedy algorithm is the first, the greedy, step of the algorithm, when we need to search over the whole dictionary. A desire to make this step easier resulted in the introduction of weak greedy algorithms, where instead of finding sup g∈D F (g) we are satisfied with an element ϕ ∈ D such that The above discussion shows that results of the paper demonstrate that greedy algorithms from the wide class of algorithms WBGA are easily implementable in case of special and important Banach spaces (L p ) and have fundamental properties of convergence, rate of convergence, and stability.
