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Abstract
Microtask platforms such as Amazon Mechanical Turk
(AMT) are increasingly used to create speech and lan-
guage resources. AMT in particular allows researchers
to quickly recruit a large number of fairly demographi-
cally diverse participants. In this study, we investigated
whether AMT can be used for comparing the intelligi-
bility of speech synthesis systems. We conducted two
experiments in the lab and via AMT, one comparing
US English diphone to US English speaker-adaptive HTS
synthesis and one comparing UK English unit selection
to UK English speaker-dependent HTS synthesis. While
AMT word error rates were worse than lab error rates,
AMT results were more sensitive to relative di!erences
between systems. This is mainly due to the larger num-
ber of listeners. Boxplots and multilevel modelling al-
lowed us to identify listeners who performed particularly
badly, while thresholding was su"cient to eliminate rogue
workers. We conclude that AMT is a viable platform for
synthetic speech intelligibility comparisons.
Index Terms: intelligibility, evaluation, semantically
unpredictable sentences, diphone, unit selection, crowd-
sourcing, Mechanical Turk, HMM-based synthesis
1. Introduction
Crowdsourcing is increasingly used to create rich speech
and language data sets [1]. Instead of relying on
highly skilled annotators and transcribers, researchers
ask anonymous Internet users to contribute annota-
tions [2], transcriptions [3, 4], and ratings [5] for as little
as a cent per task.
In this paper, we experiment with crowdsourcing the
assessment of the intelligibility of synthetic speech. In
intelligibility tests, we measure to what extent listeners
can reproduce the content of one or more utterances pro-
duced by a given speech synthesis system. The degree to
which listeners are successful depends on many factors
apart from the synthesis system itself, such as the lis-
tener’s hearing [6], the listening environment [7, 8], and
the listener’s familiarity with the languages and voices
used. In laboratory settings, we can isolate the e!ect of
system quality by controlling most of these confounding
factors. When crowdsourcing, this is more di"cult. We
have no control over the circumstances under which lis-
teners work, and we do not know to what extent they are
honest about the information they share.
Our primary goal in this study is to establish whether
the intelligibility of speech synthesis systems can be as-
sessed using crowdsourcing, more specifically the micro-
task platform Amazon Mechanical Turk (AMT1). We hy-
pothesised that the results of AMT workers (Turkers)
would yield similar rankings of the intelligibility of speech
synthesis systems compared to the results obtained in the
laboratory with students (Lab Students) Our secondary
goals were to investigate the e!ect of listener-specific con-
ditions such as background noise and hearing on intelli-
gibility, and to develop a method for screening out unre-
liable annotators.
Since our focus is on exploring and validating the
methodology, we set up two experiments for which the
outcome can be predicted relatively well from the liter-
ature, one comparing a US English diphone voice to the
HTS 2007 [9] version of the same voice, and one compar-
ing a UK English unit selection voice to its HTS 2007
variant. In both cases, we expected HTS 2007 to be sig-
nificantly more intelligible than the other system.
The paper is structured as follows. In Section 2, we
introduce the AMT crowdsourcing platform and discuss
previous work on testing speech intelligibility over the
Internet. Information about voices, stimuli, participants,
and recruitment can be found in Section 3. The statis-
tical analysis methodology is outlined in Section 4. The
results of our comparison experiments are discussed in
Section 5.1; inter-annotator variation is explored in Sec-
tion 5.2. In Section 6, we discuss the implications of our
results for Internet-based intelligibility testing and con-
clude with a plan of future work in Section 7.
2. Background
Intelligibility tests are often conducted in carefully con-
trolled conditions, because we know that the presence
and type of background noise a!ects how well people can
understand speech [10]. Stimuli are typically presented
in quiet or sound-proofed rooms over high quality head-
phones. When intelligibility tests are conducted over the
Internet, we lose this control. Even if we ask listeners
to use headphones, they may not use them, or they may
use the low-quality ear buds that came with their cheap
MP3 player. Listeners can take the tests in conditions
that range from an o"ce in a quiet rural cul-de-sac to a
busy café next to major roadworks. This may well a!ect
their performance [11]. In addition, we encounter clas-
sical issues with Internet experiments such as multiple
submissions by the same person [12].
Despite these shortcomings, more and more listening
tests are conducted over the Internet, because there are
important logistical advantages. Listeners can complete
1http://www.mturk.com
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tests in their own time and the number of listeners that
can do a test at the same time is only limited by the
capacity of the web server that hosts the listening test.
Many of the expert listeners for the Blizzard Challenges
perform the tests over the Internet in their o"ces using
headphones, and a sizeable contingent of naive listeners
is recruited via email and social networking in addition
to the extensive lab tests performed at the site that co-
ordinates the challenge [13]. Listeners are usually asked
to complete a short questionnaire to control for relevant
factors such as use of headphones.
Recruiting participants using the Internet is not easy.
Microtask platforms such as Amazon Mechanical Turk
(AMT) provide a welcome link between experimenter and
participant. People who are registered with AMT (Turk-
ers) are paid small amounts of money to perform short,
simple tasks. The demographics of Turkers are skewed
compared to the general population; they are more likely
to be not working or in part-time work, and they tend to
be younger [14]. Since some Turkers are prone to gaming
the system, Kittur et al. [5] recommend several measures
for assessing the quality of a worker, such as externally
verifiable questions, making it as hard to game the task
as to complete it properly, and building in multiple ways
of detecting suspect responses.
In speech and language technology, AMT has pre-
dominantly been used to create rich data sets [1]. An-
notator and transcriber cost are one of the main reasons
that good linguistic resources are so expensive to build.
Although crowdworkers are cheaper, they are not always
reliable [5, 2], and a lot of research has focused on min-
imising the impact of people whose work is of insu"cient
quality. Novotney and Callison-Burch [3] report that
Turkers disagreed with gold-standard LDC transcriptions
of the Switchboard corpus of conversational speech 20%
of the time; while for data from a di!erent domain, route
instructions for robots, Marge et al. [4] found WERs of
around 4–6%. Both Novotney and Callison-Burch and
Marge et al. successfully improved WER by combining
transcriptions from several di!erent Turkers.
As in annotation and transcription, we have a ground
truth in intelligibility testing—the words that were spo-
ken by the speech synthesis system. However, there are
two important di!erences. First, the more intelligible a
system is, the smaller Turkers’ WERs will be, so dis-
tance to the gold standard cannot easily be used to weed
out bad workers. There are many legitimate sources of
inter-listener variability, such as di!erences in listening
environments. Therefore, we need to find a measure that
allows us to separate representative listeners and outliers.
Secondly, we are not only interested in absolute intelligi-
bility scores, but we also want to rank voices in terms of
significant di!erences in intelligibility [15]. So, whether
AMT is a useful venue for administering intelligibility
tests does not just depend on the absolute scores gener-
ated, but on whether these scores preserve the relative
order of synthesis systems.
3. Method
We set up two experiments, one comparing two US En-
glish speech synthesis systems, and one comparing two
UK English speech synthesis systems. Since we are
mainly interested in the methodological issues that arise
when conducting intelligibility tests via AMT, we se-
lected pairs of systems where one system was known to
be inferior to the other. In order to minimise variation
due to speaker quality, we ensured that the same speaker
had been used for both synthesis systems in each pair.
Voice and synthesis method were between-subjects vari-
ables, so that each listener only heard one of the four
system/voice pairs. The total duration of both experi-
ments was around 20 minutes.
Participants were asked to provide demographic in-
formation, fill in a standard hearing screening question-
naire (ten item version of the Hearing Handicap Inven-
tory for Adults; HHIA [16]), and transcribe 50 seman-
tically unpredictable sentences (SUS, [17, 18]), having
heard six practice stimuli first. Participants could only
hear each sentence once. Finally, participants were asked
to provide some information about the environment in
which they completed the test and the type of head-
phones used. The experiment was administered using
the software used for the Blizzard Challenge [15].
3.1. Voices and stimuli
For the US English experiment, we opted for the KAL
diphone voice that is part of the standard Festival in-
stallation and the KAL HTS voice that was built at
CSTR for demonstration purposes. The KAL HTS voice
was built using speaker-adaptive HMM synthesis [19].
523 sentences taken from the CMU KAL Communica-
tor database were used to adapt a basic model, which
was mixed-gender and had been trained on US English
data. Since HTS tends to score very well in comparative
tests, we hypothesised that KAL-HTS would be more in-
telligible than KAL-Diphone.
For the UK English experiment, we chose the unit
selection (USel) and HTS version of the voice Nick as
these were used for the speech-in-noise experiment re-
ported in [8]. In that study, we found that Nick HTS was
significantly more intelligible than the Nick USel for high
signal-to-noise ratios. Therefore, we hypothesised that
Nick HTS would be significantly more intelligible than
Nick USel. Nick USel is based on a total of over 10 hours
of recordings conducted over two years. Nick HTS was
trained on around 7,000 sentences (9.5 hours) of speech
taken from the original recordings. As enough training
data is available, Nick HTS uses only speaker-dependent
HMMs [9].
We synthesised 50 semantically unpredictable sen-
tences for each of the four voices. These sentences are
a subset of the 100 SUS that were used in the 2009
Blizzard Challenge [15]. The SUS consisted of 12 com-
mands, 8 questions, 10 statements with a relative clause
(complex statements), and 20 statements with no minor
clauses (simple statements). One of the commands oc-
curred twice, once in the middle of the sentence list and
once towards the end. The sequence of SUS began and
ended with a set of two commands, two questions, four
simple statements, and two simple statements. The se-
quence of sentences was randomised once for all voices.
3.2. Participants and recruitment
Listeners were recruited from two sources, the Univer-
sity of Edinburgh student population (Lab Students) and
AMT (Turkers). All listeners were required to be na-
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tive speakers of US English. Lab Students were recruited
through the Edinburgh University Student employment
service and paid £5 for their participation. The exper-
iment was conducted in a quiet meeting room; partici-
pants listened to stimuli over headphones. We recruited
a total of 20 listeners, 5 per voice. 80% of listeners were
female, and 90% were aged between 20 and 29. 19 listen-
ers scored below 3 on the HHIA, with one female student
scoring 14, above the cut-o! for potential sensorineural
hearing loss. This student did not report any problems
with her hearing in the free comment field and had the
second-best average WER out of the five students who
listened to that particular voice.
Turkers were paid US$1 for the task, with the time for
completion set to one hour. We restricted the experiment
to US workers and required participants to wear head-
phones and be native speakers of US English. After initial
slow recruitment, the task was re-released every day at
a time that roughly corresponded to morning in the US.
This led to an average of 20 new completed assignments
per day. Out of a total of 229 Turkers, 73% completed
the entire task, 11% completed the demographic ques-
tionnaire, but failed to transcribe all 50 sentences, and
16% did not complete any subset of the task.
In order to comply with the privacy policy of AMT,
we allowed Turkers to opt out of almost all of the demo-
graphic questions except for current location within the
US, country of birth, and dialect of English, which we
used to filter out people who were not native speakers of
US English and who were not born in the US. Only 6 of
our participants were born outside of the US; of these,
1 was born in New Zealand, and the others were born
in places not on our list of English-speaking countries.
The New Zealand native also identified themselves as a
native speaker of New Zealand English, while the others
all stated that they were native speakers of US English.
Finally, we excluded two additional participants with a
mean WER above 0.9. One of these had trouble play-
ing the stimuli, another failed to mention any problems
with sound. This leaves us with a total of 159 partici-
pants. The WER criterion appears to be a good method
for filtering out workers who did not complete the task
conscientiously. The Turker with the highest WER in the
remaining data set had a mean WER of 0.61 and scored
100% WER on only 5 sentences. The next worst scorers
scored 100% WER on two out of a total of fifty sentences,
and eight others had only one sentence with 100% WER.
All 159 Turkers specified their occupation. 1 chose
not to state their age, and 1 did not reveal their gender.
8 did not specify their level of education. 52% of Turkers
were female, 48% male. 58% were aged between 18 and
29, 33% between 30 and 49, and only 8% were aged 50
or older. Age groups and genders are distributed evenly
across voices (Fisher’s Exact Test, age: p <0.44, gender:
p <0.80). 25% described themselves as computer scien-
tists; they are distributed equally across all four voices
(!2 test, p <0.60). 17% listened to synthetic speech at
least weekly.
40% of the Turkers worked full or part-time, 24% were
students, 26% were homemakers, retired, or fell into a
category not covered by our alternatives. 70% had a col-
lege education or a Bachelor’s degree. While 10% had
a postgraduate degree, 11% had only completed high
school. 2 had not completed high school, but one of
these appears to have been a high school student. We
assessed background noise with three questions, level of
background noise (quiet all of the time, quiet most of the
time, equally quiet and noisy, noisy most of the time,
noisy all of the time); type of noise (not applicable, ra-
dio/TV, chat, music, tra"c, domestic); and character of
noise (not applicable, constant, fluctuating, short bursts).
54% of all Turkers reported that their environment was
quiet all of the time, for 38%, it was quiet most of the
time. Only 2% reported a mostly noisy environment.
The most frequent type of noise reported by the Turk-
ers who heard a background noise was radio/television
(40%), followed by tra"c (22%) and chat (16%). 38%
reported that the noise came in short, isolated bursts, for
25% the noise was constant, and for 26%, it fluctuated.
Noise types, levels, and sources were evenly distributed
across all four voices.
None of the Turkers and none of the Lab Students had
been fitted with a hearing aid. Only 10 Turkers scored 10
or higher on the HHIA, which means that they possibly
have a sensorineural hearing loss. In the free comments,
however, an additional 6 who scored low on the HHIA
mentioned hearing problems either due to hearing loss or
in specific situations.
4. Statistical analysis
In the following, we will retain WER for descriptive
statistics, but for statistical modelling, we converted it
to the number of errors that were made on each sen-
tence. WER itself is not normally distributed; 34.34% of
all scores are 0 and 62.84% are below 0.2, and 84.45%
are below 0.4. By replacing WER with the correspond-
ing number of errors, we obtain an outcome variable that
can be approximately characterised using the Poisson dis-
tribution, a well-understood type of distribution that is
widely used for models of counts.
We modelled the e!ect of speech synthesis system
type on the number of errors made using generalised lin-
ear mixed models [20, 21]. Individual-level e!ects were
synthesis system (diphone vs. HTS for US English, unit
selection vs. HTS for UK English), and type of sen-
tence (command, question, statement, complex state-
ment). We also included a term for the interaction be-
tween system and sentence type. We added two sets
of group-level predictors, a sentence-level term and a
listener-level term. The listener-level term only consisted
of an intercept, which reflects individual di!erences in
performance. We can use these intercepts to identify lis-
teners who have particular problems with the material.
The sentence-level term consisted of an intercept, which
reflects di!erences in di"culty between sentences, and a
slope for speech synthesis system. If the slope for a given
sentence is negative, listeners are less likely to make er-
rors on that particular sentence when a particular syn-
thesis system is used; if the slope is positive, listeners are
more likely to make errors. Models were fitted using the
R [22] package lme4 [23]; for Kruskal-Wallis, Wilcoxon,
and Spearman tests, we used the package coin [24].
P-values are specified to an accuracy of two digits
after the decimal point. Values of 0.00 mean that p <
0.005 or better. We introduced this restriction because
many actual p-values are very small, even though the
actual increase in model fit is relatively small.
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Table 1: Significance of individual-level predictors (ANOVA model comparison, !2 test).
Predictor US Lab US Turk UK Lab UK Turk
AIC P AIC P AIC P AIC P
Baseline 515 N/A 3784 N/A 401 N/A 3530 N/A
HTS 513 0.20 3798 0.00 416 0.00 3548 0.00
SUS Type 515 0.06 3796 0.00 405 0.01 3541 0.00
SUS!HTS 515 0.11 3794 0.00 407 0.01 3538 0.00
5. Results
5.1. Comparison of speech synthesis systems
The mean WER of Turkers across all four voices was 0.20
compared to 0.13 for the Lab Students—around 33.71%
higher. If we consider only those Turkers who identified
themselves as students, the di!erence between the two
conditions is the same, with a mean WER of 0.19 for stu-
dent Turkers. Both di!erences are statistically significant
at the p < 0.00 level (Wilcoxon test). When comparing
scores on the first and the last ten sentences, the Turk-
ers show significant learning e!ects (p <0.00, Wilcoxon
Test), but not the Lab Students (p <0.50). None of the
groups managed to improve WERs on the command that
is repeated.
While absolute WER scores from AMT are much
higher, relative di!erences between systems are either
preserved or enhanced. Figure 1 summarises WER for
the two US English KAL voices, and Figure 2 shows
WER for the UK English Nick voices. Both figures are
boxplots, with the boxes representing the interquartile
range and the whiskers 1.5 ! the interquartile range.
Dots are outliers; solid lines indicate means.
In order to examine the e!ect of speech synthesis sys-
tem (HTS), type of SUS (SUS), and the interaction be-
tween SUS type and system (HTS!SUS), we removed
all variables that contained the predictor to be tested
from the fitted model described in Section 4. So, when
testing for the e!ect of HTS and SUS, we removed both
the variable itself and the interaction term, because oth-
erwise part of the e!ect of the removed variable would
have been captured in that term. We then assessed the
di!erence between full and reduced models using ANOVA
and the !2 test for establishing significance. The results
are summarised in Table 1. For each combination of ex-
periment and participant group, we give the AIC of the
baseline model with all predictors, followed by the AIC
of the models that result when one of these predictors is
removed, and the probability that the di!erence between
the original and the reduced model is significant. While
the results from the Lab Students did not di!erentiate
between the two US voices, clear di!erences emerge in
the data collected from AMT. Looking at the boxplots in
Figure 1, we see that this is due to a few of the laboratory
students who had particular problems understanding the
KAL HTS voice (upper end of the boxplot).
There are also significant e!ects of sentence type and
interactions between sentence type and system. This
is illustrated by Table 2, which gives mean WERs by
SUS Type and voice, calculated from Turkers’ responses.
Commands are easiest for people who heard KAL Di-









































Figure 1: Word Error Rates for KAL (US).
5.2. Characterising individual annotators
Figures 1 and 2 reflect substantial variation in Turkers’
WER scores. In order to find out whether listener and en-
vironmental characteristics a!ected scores, we quantified
the e!ect of exposure to synthetic speech, age group, gen-
der, background noise levels, and background noise type
on listeners’ mean scores using a linear model. (Since
the mean scores follow a log-normal distribution, we
predicted the logarithm of this variable.) An ANOVA
showed no significant e!ects. Nevertheless, looking at
the residual plots, we were able to identify three individ-
uals who performed particularly well and one person who
performed much worse than expected—this is the Turker
with the highest overall mean score.
We can do better than modelling mean scores, how-
ever. The statistical model described in Section 4 con-
tains a term where separate intercepts are fitted for
each listener. These intercepts describe the overall WER
trends for each listener after global e!ects of speech syn-
thesis system and sentence type have been taken into ac-
count. The histograms for US English (Figure 3) and UK
English (Figure 4) show several clear outliers with very
large intercepts. These correspond to Turkers whose indi-
vidual mean score is more than two interquartile ranges
above the mean for their respective voice. And so we









































Figure 2: Word Error Rates for Nick (UK).
such Turkers will also be represented as empty circles in
a typical boxplot.
Table 2: WER by sentence type for all voices.
SUS Type US (KAL) UK (Nick) Avg.
Diphone HTS USel HTS Overall
Command 0.17 0.25 0.20 0.20 0.21
Question 0.25 0.17 0.17 0.07 0.16
Statement 0.29 0.17 0.21 0.12 0.20
Complex Stat. 0.25 0.21 0.22 0.13 0.20
Average 0.25 0.20 0.20 0.13 0.20
6. Discussion
To the best of our knowledge, this is the first paper where
speech intelligibility is measured using AMT to recruit
listeners. Although absolute WERs are much worse than
in the laboratory situation, the AMT results reflect rel-
ative di!erences in intelligibility fairly well. For many
applications, for example when a new speech synthesis
approach needs to be compared to older technology or
to a human voice, this will be su"cient, but not if we
want to know whether it is possible to understand syn-
thetic speech perfectly. Listeners who perform less well
than expected can be identified through simple boxplots;
these results agree well with the outcomes of multilevel
models where separate group-level intercepts are fitted
for each listener.
The result of our test experiment using UK English
voices is as expected, while the outcome of the compari-
son of the US English voices is somewhat surprising, given
that HTS generally yields very high-quality voices. The
poor performance of KAL HTS may be due to the lack
of material available for adapting the average speaker
model. The results on the KAL voices illustrate the par-












Figure 3: Listener-level intercepts, US English.
ticular advantage of AMT. For small e!ect sizes, many
listeners are needed to obtain su"cient power, especially
if the comparison is between subject. Thus, the AMT
data were able to reveal a clear di!erence between the
diphone and HTS voices, which had not emerged from
the laboratory study due to the small number of listen-
ers.
All Turkers who completed the task fit the recruit-
ment criteria, except for one who misread the instruc-
tions and five native speakers of US English who had not
been born in the US. The percentage of sentences that
are completely mistranscribed (100% WER) appears to
be a good criterion for identifying people who enter ran-
dom words instead of carefully listening to the sentences.
We are somewhat concerned by the high drop-out rate.
Around 15% of all Turkers failed to complete the task.
We did not ask non-completers what their main problem
was, but from previous experience with Internet listening
experiments, we suspect that sound is the main culprit.
While the sample of Turkers we recruited is not rep-
resentative of the population of the US, it is far more di-
verse than the student and expert samples which are typ-
ically recruited for listening experiments. Overall word
error rates are in line with WERs reported by Novot-
ney and Callison-Burch [3] for transcription of sponta-
neous speech. It remains to be seen how WERs on hu-
man speech compare with those on synthetic speech. The
WERs obtained by the Turkers in our experiments also
vary far more than the WERs of the Lab Students. Al-
though we asked all participants to fill in an extensive
questionnaire about their listening situation and their
hearing, none of these variables was able to cover a size-
able amount of this variation. Indeed, quite a few Turkers
who scored well on the HHIA mentioned specific hearing
problems in comments. We also suspect that the ques-
tions we used to assess environmental noise levels during
the test may not have adequately reflected true noise lev-
els and sources.
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Figure 4: Listener-level intercepts, UK English.
7. Future work
Now that we have established that AMT is a viable plat-
form for conducting speech intelligibility tests, we intend
to use AMT for investigating methodological issues in in-
telligibility testing that typically require a large number
of listeners, such as the choice of sentence material, and
the e!ect of learning. We believe that this year’s Blizzard
Challenge may contain a sizeable sample of judgements
collected via AMT [13]. A reanalysis of this data set
could be used as a further test of our finding that AMT is
good at reproducing relative di!erences in intelligibility,
while also providing baseline data from a human speaker.
In future experiments, we may replace the HHIA with a
few simple questions that ask people directly whether
they have ever experienced problems with their hearing.
We also plan to replace the three questions regarding am-
bient noise levels with a larger set of easier and more de-
tailed questions where Turkers are asked about the type
of environment (home/café/train. . .) and the presence of
noise sources that are specific to the environment (e.g.,
whether the café was busy, whether there was a lot of
tra"c noise, whether the radio or TV was on).
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