Abstract. We prove the following Whitney estimate. Given 0 < p ≤ ∞, r ∈ N, and d ≥ 1, there exists a constant C (d, r, p), depending only on the three parameters, such that for every bounded convex domain ⊂ R d , and each function f ∈ L p ( ),
Introduction
We begin by recalling classical smoothness measures over multivariate domains. Here and throughout the paper we assume that domains ⊂ R d are bounded with a nonempty interior. Let W r p ( ), 1 ≤ p ≤ ∞, r ∈ N, denote the Sobolev spaces, namely, the spaces of functions g ∈ L p ( ) which have all their distributional derivatives of order up to r ,
The kth seminorm, 0 ≤ k ≤ r , is given by |g| k, p := |α|=k D α g L p ( ) < ∞ and, in particular, the r th seminorm may be regarded as a measure of the smoothness of order r of the function, provided it is in the appropriate Sobolev space. The K-functional of order r of f ∈ L p ( ), 1 ≤ p ≤ ∞, (see, e.g., [8] , [9] ) is defined by We denote
For f ∈ L p ( ), 0 < p ≤ ∞, h ∈ R d , and r ∈ N we recall the r th-order difference operator where [x, y] denotes the line segment connecting any two points x, y ∈ R d . The modulus of smoothness of order r (see, e.g., [8] , [9] ) is defined by
where for h ∈ R d , |h| denotes the norm of h. As above we also denote
It is known that, for 1 ≤ p ≤ ∞, the above two notions of smoothness, (1.1) and (1.3), are sometimes equivalent. In particular, it is shown in [14] that if ⊂ R d has the uniform cone property (see Definition 2.1 below), then for 1 ≤ p ≤ ∞ and r ∈ N, there exist C 1 > 0 and C 2 such that, for any f ∈ L p ( ) and t > 0,
However, while it is easy to show that C 2 in (1.5) depends only on r , the constant C 1 may further depend on the geometry of (see [14] ). Also, it is important to note that the K-functional is unsuitable as a measure of smoothness if 0 < p < 1 (see [11] ).
Let r −1 := r −1 (R d ) denote the multivariate polynomials of total degree r − 1 (order r ) in d variables. Given ⊂ R d , our initial goal is to estimate the degree of approximation of a function f ∈ L p ( ), 0 < p ≤ ∞,
using either one of the above notions of smoothness. One of the classical results in this direction is the Bramble-Hilbert lemma [3] . To introduce it we require the following definitions.
A domain is star-shaped with respect to a ball if for each point x ∈ , the closed convex hull of {x} ∪ B is contained in . Let ρ max = max{ρ | is star-shaped with respect to a ball B ⊆ of radius ρ}. The chunkiness parameter of is defined by 
The Bramble-Hilbert lemma implies that for , a star-shaped domain with respect to some ball B, and f ∈ L p ( ), 1 ≤ p ≤ ∞, we have
( 1.8) By (1.5) if we further assume that the domain has the uniform cone property, then the equivalence 9) holds for 1 ≤ p ≤ ∞ with constants that depend on the shape of the domain . When d ≥ 2, the main drawback of (1.7) and (1.8) is that the constant depends on the chunkiness parameter (1.6) which "blows-up," for example, in the case of a sequence of triangles of equivalent diameter that become thinner and thinner. Also (1.9) may further depend on the geometry of the domain. This dependence is too restrictive to be applied in estimates in nonlinear approximation by piecewise polynomials (see [8] for a survey on nonlinear approximation). For instance, a problem that is motivated by image compression applications is trying to characterize the degree of nonlinear approximation (see [15] , [16] and [7] ), 10) where
In order to apply (1.9), we would need to assume that all of the simplices { k } have some sort of uniform geometric properties. In the finite-elements community [4] , one says that the mesh { k } is required to be "quasi-uniform." This limitation is in contradiction to the main idea behind piecewise polynomial approximation which is to adaptively place the simplices { k } over subdomains where the function is smooth. These subdomains could be long and narrow and thus, under the constraint of a "quasi-uniform" mesh, it may take many simplices to cover them.
In [6] we have proved the following variant of the Bramble-Hilbert lemma:
Then there exists a polynomial P ∈ r −1 for which
A direct consequence of Proposition 1.2 is the following ( [6] ):
where K r ( f, ) p is defined in (1.2) and the constants of equivalency depend only on d and r .
Our main result which we prove in Section 2 is the following Whitney-type theorem that generalizes a result by Karaivanov and Petrushev [15] for triangles in the plane and a result by Storozhenko and Oswald [19] for multivariate boxes (see also [5] for the case of continuous functions). 13) and for 0 < p < 1, we have the equivalence 14) where the constants of equivalency depend only on d, r , and p. In Section 3 we show how these equivalences can be used in the analysis of piecewise polynomial approximation where arbitrarily long and thin simplices are allowed in (1.10). We prove, in the multivariate case, the results anticipated by Karaivanov and Petrushev [15] , who introduced bivariate smoothness spaces, the so-called bivariate skinny B-spaces, for the purpose of characterizing the approximation spaces corresponding to nonlinear n-term piecewise polynomials over nested triangulations (see also [16] for a survey on such spaces).
Local Polynomial Approximation over Convex Domains
In this section we prove the Whitney Theorem 1.4, separately for 1 ≤ p ≤ ∞, and for 0 < p < 1. In the former case we can use the equivalence (1.5) and the full machinery of K-functionals. In the latter case we have to work harder as the classical K-functional in L p , 0 < p < 1, is trivial (see [11] ), and thus inappropriate for our purposes. We begin by recalling the definitions of domains with the uniform cone property, and of Lipschitz domains (see [1, p. 66] ). 
It is known that a Lipschitz domain has the uniform cone property (see [1, p. 66] ). Later, in the proof of Lemma 2.9, which is one of the crucial lemmas of this paper, we find it expedient to apply the uniform cone property. However, in order to show that the absolute constants we obtain in the Whitney estimates are valid uniformly for all bounded convex domains, we find it more convenient, in Lemma 2.3, to obtain estimates on the Lipschitz constants of the domain which depend solely on certain given parameters.
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The equivalence between the K-functional and the modulus of smoothness may further depend on the geometry of the domain. However, one can provide uniform equivalency constants for a class of domains that are of the same "Lipschitz-type."
Proof. As already mentioned in the Introduction, the right-hand side of (2.1) holds for arbitrary domains. The left-hand side inequality is almost immediate from [14, Theorem 1], where it is proved for domains with the uniform cone property, and where the constant C 1 depends on r and p, and on the uniform cone properties of . Since Lemma 2.3 implies that the Lipschitz properties of only depend on d and R, and the Lipschitz property implies the uniform cone property, we get that
Recall that an ellipsoid E is the image of the closed unit ball in
The following result by Fritz John [13] (see also [2] ) is an important tool in this work:
be a bounded convex domain. Then there exists an ellipsoid E ⊆ so that if x 0 is the center of E, then the inclusions
John's theorem implies that for each convex domain one can find a nonsingular affine map A such that
It is interesting to note that John's ellipsoid is the ellipsoid E ⊆ with maximal volume. In some sense this means that it "covers" sufficiently well.
We are ready to prove Theorem 1.4 for 1 ≤ p ≤ ∞. 
Since the domain fulfills the conditions of Lemma 2.3, we may further apply Lemma 2.4 to obtain
This shows that for 1
We now turn to the proof of Theorem 1.4 for the case 0 < p < 1. We follow the method to prove the univariate Whitney estimate, which was used in [17, Section 7.1] (see also [9, Section 12.5]), but we apply it in the multivariate setting. We first prove the case r = 1 (compare with [17, Lemma 7.6]).
Then there exists a constant c such that
| f (x) − c| p dx ≤ 1 | | |h|≤diam( ) | h ( f, , x)| p dx dh,(2.
3)
where | | denotes the volume of the domain .
Proof. Consider the function ϕ(y)
Therefore with c := f (y 0 ) we get
By definition, for any domain and every x ∈ , if x +h ∈ , then h ( f, , x) = 0. Therefore, the substitution h = y − x yields (2.3).
Proof. Let := A −1 ( ) be the convex domain for which (2.2) holds and let f := f (A · ). By Lemma 2.6 there exists a constant c such that
As we have seen in the proof of Theorem 1.4 for the case 1 ≤ p ≤ ∞, the Whitney inequality is invariant under affine maps and therefore (2.5) implies (2.4).
Next we require the following piecewise constant approximation estimate which is similar to the univariate estimate in [17, Lemma 7.7]):
with the following properties: 
Proof. For n ∈ N, we select from the uniform grid of length n −1 all the cubes
For each 1 ≤ k ≤ K , we construct from Q k , by a symmetric extension, the cube Q k with side-length 3n −1 . We claim that there exists a constant
, then it is easy to see that there exists a constant C 3 (d) for which
Otherwise, x 0 ∈ B(0, 1), and we denote by V (x 0 ) the cone defined by the convex closure of the set {x 0 } ∪ B(0, 1) ⊆ . From the properties of the domain , it follows that the head angle α of the cone satisfies sin(α/2) ≥ 1/d. Therefore, as the cone V (x 0 ) is not too "thin," there exists a constant
We conclude that (2.6) holds with C 2 := min(C 3 , C 4 ).
Next we augment cubes
We first assume that f ≥ 0, and we take 0 < p ≤ 1. Lemma 2.6 implies that for each 1 ≤ j ≤ K there exists a constant c j that satisfies
We denote by
the collection of larger cubes that contain the cube Q k , 1 ≤ k ≤ K , and set
where we have used
This proves (3). In order to prove property (4), we note that since we assumed that f ≥ 0, it follows from the proof of Lemma 2.6 that we may takec j ≥ 0, 1 ≤ j ≤ K , and hence that
Using the norm equivalence of finite-dimensional spaces we may proceed with
The proof of the case 1 ≤ p < ∞ is similar, and this completes the proof of (4) for nonnegative functions.
For an arbitrary function f ∈ L p ( ), 0 < p < ∞, we use the representation f = f + − f − where f + , f − ≥ 0. Using the above method, we construct approximating step functions ϕ 1 , ϕ 2 such that
Recalling that
we conclude that the step function ϕ := ϕ 1 − ϕ 2 fulfills the properties (1)-(4).
We have not been able to find a reference to a multidimensional Marchaud inequality for 0 < p < 1, on Lipschitz domains. The only known results related to this that we are aware of are Marchaud inequalities for the unit cube in R d (see [10] , [12] ). Thus we give here a proof of a particular case of the Marchaud inequality that suffices for our purposes. Namely, we have Lemma 2.9. Let be a bounded Lipschitz domain and let f ∈ L p ( ), 0 < p < ∞. Then for any r ≥ 2, there exists 0 < t 0 < 1 such that, for 0 < t ≤ t 0 ,
where the constants t 0 , C 1 , and C 2 depend on d, p, r , and the Lipschitz properties of .
Proof. The case 1 ≤ p < ∞ is well-known (see [14] ), so we shall prove the case 0 < p < 1. From the Lipschitz properties of it is easy to see that we may augment the cover of ∂ (see Definition 2.1) to a finite open cover {U j } of , with corresponding finite cones {V j }, each congruent to a fixed finite cone V , such that for each x ∈ U j , we have x + V j ⊂ . Furthermore, there exists t 0 > 0, such that if x, y ∈ with |x − y| ≤ t 0 , then x, y ∈ U j for some j, the cones x + V j and y + V j intersect, and there is a z ∈ (x + V j )∩(y + V j ) such that |x − z|, |y − z| ≤ C|x − y|, where C depends only on the head-angle of V . Moreover, we can choose that z so that the length of the intersection of the ray from x through z with is proportional to diam( ), and the same for y, with the proportion depending on the Lipschitz properties. Indeed, if either x or y is in the cone whose vertex is the other, say, y ∈ x + V j , then we take z := y. Otherwise, we take for z the vertex of the cone (x + V j ) ∩ (y + V j ). Clearly in both cases z satisfies the above requirements (for illustration, see Fig. 2 .2). Let 0 < t ≤ t 0 , fix h ∈ R d with |h| ≤ t. Since the direction of h is arbitrary, if x + h ∈ , we cannot simply connect x and x + h by a segment and proceed, as in the proof below to x + mh, to sufficiently large m, because we clearly may get out of too soon. Thus, we proceed differently and denote
It follows from the discussion above that there exist two unit vectors h i,1 and h j,2 such that if x, x + h ∈ U j , then:
For k ≥ 1 and a unit vector H ∈ R d we denote
Also we let
Then we clearly have
Note that an inequality like (2.9) is invalid for higher order moduli, and is the reason why we concentrate on proving only the particular case of the Marchaud inequality.
The proof of the Marchaud inequality for each of the components ω 
10) now follows the proof of the univariate Marchaud inequality (see, e.g., [9, (2.8.3) , (2.8.5), and Proof of Theorem 8.1]). We remark that we do not need to worry about (a fixed number of) the translates of any x in U j,h , by multiples of H getting out of . Combining (2.9) and (2.10) yields
Finally, (2.8) is obtained by summing (2.11) over all U h, j , and then taking supremum on h. We note that we used again the relation (2.7).
Combining Lemmas 2.3 and 2.9 we obtain: Proof. Since we already proved (1.12) for the case 1 ≤ p ≤ ∞, we may apply it to conclude that E r −1 ( f, ) p = 0 and hence that f is a.e. a polynomial. To obtain the result for 0 < p < 1 one partitions to a countable number of overlapping boxes
This can be done, for example, by taking a decomposition of into interior disjoint dyadic cubes (see, e.g., [18, p. 167] ), and then extending the cubes to boxes so that they overlap with at least one of their neighbors while remain contained in . Since for 0 < p < 1, (1.12) is known for multivariate boxes [19] , the inequality
implies that f is a.e. a polynomial P k on each Q k . For any two overlapping boxes Q i , Q j we have that P i = P j a.e. on Q i ∩ Q j , which implies P i = P j . Therefore there exists a polynomial P ∈ r −1 (R d ) such that f = P a.e. on .
Hence { l } l≥2 is a Cauchy sequence in L p ( ), and therefore converges to, say, ∈ L p ( ). This implies that ϕ k j → in L p ( ) and, in turn, that on the one hand ω r ( , ) p = 0, while on the other hand,
contradicting Lemma 2.13. We conclude that there exists a constant C(d, r, p) such that for all bounded convex domains and all functions f ∈ L p ( ), 0 < p < 1,
Multivariate Skinny B-Spaces
Karaivanov and Petrushev [15] introduce the bivariate skinny B-spaces and remark that they can be extended to higher dimensions but they do not consider them since they want to avoid some complications (see [15, ) such that, for each ∈ T and any child of ,
In particular, the number of children of any ∈ T satisfies
The following are generalizations of Lemma 2.7(a) and (b) in [15] :
Lemma 3.1. Let P ∈ r −1 (R d ) and let 1 , 2 ⊂ R d be bounded convex domains such that 1 ⊆ 2 and | 2 | ≤ ρ| 1 | for some ρ > 1. Then, for 0 < p ≤ ∞,
Proof. Let Ax = M x + b be the affine transform for which (2.2) holds for 1 
3)
with constants of equivalency depending only on d, r , p, q, and ρ.
Proof. We begin with a proof of (3. 
To prove (3. 
