Biorthogonal ensembles with two-particle interactions by Claeys, Tom & Romano, Stefano
Biorthogonal ensembles with two-particle interactions
Tom Claeys∗ and Stefano Romano∗
November 12, 2018
Abstract
We investigate determinantal point processes on [0,+∞) of the form
1
Zn
∏
1≤i<j≤n
(λj − λi)
∏
1≤i<j≤n
(λθj − λθi )
n∏
j=1
w(λj)dλj , θ ≥ 1.
We prove that the biorthogonal polynomials associated to such models satisfy a
recurrence relation and a Christoffel-Darboux formula if θ ∈ Q, and that they can
be characterized in terms of 1× 2 vector-valued Riemann-Hilbert problems which
exhibit some non-standard properties. In addition, we obtain expressions for the
equilibrium measure associated to our model if w(λ) = e−nV (λ) in the one-cut case
with and without hard edge.
1 Introduction
We study determinantal point processes which consist of n particles λ1, . . . , λn ∈
[0,+∞) following a probability distribution of the form
1
Zn
∆(λ1, . . . , λn) ·∆(λθ1, . . . , λθn) ·
n∏
j=1
w(λj)dλj , (1.1)
where θ ∈ [1,+∞) and ∆ is the Vandermonde determinant defined as
∆(z1, . . . , zn) =
∏
1≤i<j≤n
(zj − zi). (1.2)
The weight function w is positive and such that xkw(x) is integrable for any k ∈ N.
The partition function Zn = Zn(θ, w) is given by
Zn =
∫
[0,+∞)n
∆(λ1, . . . , λn) ·∆(λθ1, . . . , λθn) ·
n∏
j=1
w(λj)dλj . (1.3)
The probability distribution (1.1) shows a repulsion between the different particles
λi and a repulsion between the λ
θ
i ’s. Such point processes (1.1) with two-particle
interactions appeared in the study of disordered conductors in the metallic regime [30],
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where it was shown that the correlation kernel can be expressed in terms of biorthogonal
polynomials: it is given by
Kn(x, y) =
n−1∑
j=0
pj(x)qj(y
θ)
√
w(x)w(y), (1.4)
where pj(x) = κjx
j+. . . and qj(x) = κjx
j+. . . are polynomials of degree j characterized
by the orthogonality conditions∫ +∞
0
pj(x)qk(x
θ)w(x)dx = δjk, (1.5)
where we normalize pj and qj in such a way that their leading coefficients κj are
equal and positive. Existence and uniqueness of the families {pj , j = 0, 1, . . .} and
{qj , j = 0, 1, . . .} is guaranteed if the bimoment matrix(∫ +∞
0
xk+jθw(x)dx
)
j,k=0,...,n−1
(1.6)
is nonsingular for every n [20, 1, 3]. It follows from Proposition 2.1 (i) below that
this is indeed the case. The polynomials pj and qj are biorthogonal polynomials of
a special type, and their history goes back to the 1950’s when they appeared in the
penetration of gamma rays through matter [33] in the Laguerre case w(x) = xαe−nx
for θ = 2. The Laguerre biorthogonal polynomials were subsequently studied for θ ∈
N by several authors in the 1960’s, and recurrence relations, generating functions,
differential equations, and a Rodrigues’ formula were derived [32, 23, 5, 16, 17, 31, 35].
A slightly more general notion of biorthogonal polynomials was introduced in [22].
Biorthogonal polynomials with respect to a constant weight on [0, 1] were studied in
[27, 28], motivated by problems in numerical analysis. The polynomials pj and qj
can also be interpreted as multiple orthogonal polynomials [25] of a degenerate type.
In particular, pj is the multiple orthogonal polynomial of type II corresponding to j
different orthogonality weights xkθw(x), k = 0, . . . , j − 1.
In the simplest case θ = 1, if the weight w takes the form w(x) = xαe−nV (x), the
joint probability distribution (1.1) is realized by the eigenvalues of n×n positive-definite
Hermitian random matrices invariant under unitary conjugation with distribution
1
Ẑn
(detM)α exp(−nTrV (M))dM, dM =
n∏
j=1
dMjj
∏
1≤i<j≤n
dReMijdImMij , (1.7)
and the correlation kernel is built out of usual orthogonal polynomials. In this case,
large n asymptotic results have been obtained for general classes of external fields V .
For θ = 2, the process (1.1) appears in the so-called O(n) model [24, 14] with n = −2
and the limiting macroscopic behavior for a large number of particles has been studied,
see also [29] for the Laguerre case.
Except for θ = 1, asymptotic results about the microscopic behavior of particles are
available only for special choices of weight functions: Borodin [4] obtained asymptotics
for the correlation kernels for Laguerre, Jacobi, and Hermite weights for general θ ≥ 1
and computed large n scaling limits of the correlation kernel (1.4) for x and y close to 0.
He showed that there is a class of limiting kernels, depending on α and θ, expressed in
2
terms of certain generalizations of Bessel functions. For general V and θ /∈ {1, 2}, even
the macroscopic behavior of the particles as n→∞ has not been described before.
In the first part of the paper, we recall some well-known properties of the biorthog-
onal polynomials which hold for general weight functions w: they can be expressed as a
determinant and they have a multiple integral formula. In addition, we prove that the
biorthogonal polynomials satisfy recurrence relations and a Christoffel-Darboux type
formula if θ is rational:
Theorem 1.1 Let θ = ab with a, b ∈ N, a > b. The biorthogonal polynomials pj , qj
defined by (2.15) satisfy recurrence relations of the form
xapk(x) = u0(k)pk+a(x) + u1(k)pk+a−1(x) + · · ·+ ua+b(k)pk−b(x), (1.8)
xbqk(x) = v0(k)qk+b(x) + v1(k)qk+b−1(x) + · · ·+ va+b(k)qk−a(x), (1.9)
where we use the convention that pj(x) = qj(x) = 0 for j < 0, and the coefficients
uj(k), vj(k) are related by
uj(k) = va+b−j(k + a− j). (1.10)
Moreover, we have the Christoffel-Darboux formula
n−1∑
k=0
pk(x)qk(y
θ) =
1
xa − ya
(
a∑
`=1
n−1∑
k=n−`
ua−`(k)pk+`(x)qk(yθ)
−
b∑
`=1
n−1∑
k=n−`
ua+`(k + `)pk(x)qk+`(y
θ)
)
. (1.11)
Remark 1.2 If θ is integer, a similar Christoffel-Darboux formula had already been
obtained in [18]. In [20], Christoffel-Darboux formulas of a different nature have been
derived for biorthogonal polynomials. It is also interesting to compare our Christoffel-
Darboux formula with the ones for multiple orthogonal polynomials [8] and for multiple
orthogonal polynomials of mixed type [9].
As a next result, we characterize the polynomials pj and qj in terms of Riemann-
Hilbert (RH) problems, which are similar to RH problems in [7] for polynomials related
to a random matrix model with equi-spaced external source. We believe that asymptotic
methods similar to the one developed in [7] can be applied to the RH problems in order
to obtain asymptotics for the biorthogonal polynomials, but such an asymptotic RH
analysis is not the aim of the present paper.
For the formulation of the RH problems, we restrict ourselves to weights of the form
w(x) = xαe−nV (x) here, with α > −1 and V sufficiently smooth on [0,+∞). Neverthe-
less, it is straightforward to generalize the RH problems for general weight functions
by adapting condition (d) below. Define the following modified Cauchy transform of
the polynomial pj :
Cpj(z) ≡ 1
2pii
∫ +∞
0
pj(x)
xθ − zθw(x)dx. (1.12)
This function is well-defined as long as zθ ∈ C\[0,+∞), but we consider it as a function
defined in Hθ \ [0,+∞), with
Hθ =
{
z ∈ C : −pi
θ
< arg(z) <
pi
θ
}
. (1.13)
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For z ∈ Hθ, we define zθ corresponding to arguments between −pi/θ and pi/θ. In the
following theorem, we characterize pj and Cpj in terms of a RH problem.
Theorem 1.3 Let Y be defined by
Y (z) ≡
(
1
κj
pj(z),
1
κj
Cpj(z)
)
. (1.14)
Then Y is the unique function which satisfies the following conditions:
RH problem for Y
(a) Y = (Y1, Y2) is analytic in (C,Hθ \ [0,+∞)),
(b) Y has continuous boundary values Y± when approaching (0,+∞) from above (+)
and below (−), and we have
Y+(x) = Y−(x)
(
1 1
θxθ−1w(x)
0 1
)
, for x > 0, (1.15)
(c1) as z →∞, Y1 behaves as Y1(z) = zj +O(zj−1),
(c2) as z →∞ in Hθ, Y2 behaves as Y2(z) = O(z−(j+1)θ),
(d) as z → 0, Y2(z) = O(1) + O(zα+1−θ) if α + 1 − θ 6= 0; Y2(z) = O(log z) if
α+ 1− θ = 0,
(e) for x > 0, we have the boundary condition
Y2(e
pii/θx) = Y2(e
−pii/θx). (1.16)
Remark 1.4 There are several differences between the above RH problem and the
classical RH problem for orthogonal polynomials introduced by Fokas, Its, and Kitaev
[15]. A first difference is that our RH problem is vector-valued and not matrix-valued.
One could add a second row to Y containing the orthogonal polynomial of degree
j − 1 and its modified Cauchy transform, thus obtaining a 2 × 2 matrix RH problem,
but contrary to the determinant of the solution to the Fokas-Its-Kitaev problem, the
determinant of Y would not be equal to 1 in our case, and without the guarantee that
the determinant of Y is different from 0, it is not clear that a matrix RH problem is more
convenient than a vector RH problem, for example for asymptotic analysis. Therefore
we prefer to write our RH problem as a vector-valued one. Another, more crucial,
difference is that the entries Y1 and Y2 live in different domains C and Hθ \ [0,+∞).
The jump contour [0,+∞) lies in the intersection of both domains, and this leads
to a standard multiplicative jump condition with matrix-valued jump matrix. The
asymptotic conditions for Y1 and Y2 hold as z → ∞ and z → 0 in their respective
domains. The boundary condition (e) glues together the edges of the sector Hθ, so that
Y2 actually lives on a cone.
A similar RH characterization exists for the polynomials qj . Define
C˜qj(z) ≡ 1
2pii
∫ +∞
0
qj(x
θ)
x− z w(x)dx, z ∈ C \ [0,+∞). (1.17)
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Theorem 1.5 Let Y˜ be defined by
Y˜ (z) ≡
(
1
κj
qj(z
θ),
1
κj
C˜qj(z)
)
. (1.18)
Then Y˜ is the unique function which satisfies the following conditions:
RH problem for Y˜
(a) Y˜ = (Y˜1, Y˜2) is analytic in (Hθ,C \ [0,+∞)),
(b) Y˜ has continuous boundary values Y˜± when approaching (0,+∞) from above and
below, and we have
Y˜+(x) = Y˜−(x)
(
1 w(x)
0 1
)
, for x > 0, (1.19)
(c1) as z →∞ in Hθ, Y˜1 behaves as Y˜1(z) = zjθ +O(z(j−1)θ),
(c2) as z →∞, Y˜2 behaves as Y˜2(z) = O(z−(j+1)),
(d1) as z → 0 in Hθ, Y˜1(z) = O(1),
(d2) as z → 0, Y˜2(z) = O(1) +O(zα) if α 6= 0; Y˜2(z) = O(log z) if α = 0,
(e) for x > 0, we have the boundary condition
Y˜1(e
pii/θx) = Y˜1(e
−pii/θx). (1.20)
Remark 1.6 In the RH problem for qj , the first entry Y˜1 lives on a cone, and the second
entry Y˜2 lives in the complex plane. Consequently, we have a boundary condition for
Y˜1, and the asymptotic conditions for Y˜1 are valid in Hθ.
In the final part of the paper, we will study in detail the equilibrium problem
associated to the point processes (1.1) if w has the form w(x) = e−nV (x), with V
sufficiently smooth on [0,+∞) and satisfying the growth condition
lim
x→+∞
V (x)
log x
= +∞. (1.21)
The relevant equilibrium problem for our model is to find the unique probability mea-
sure µ = µV,θ minimizing the functional
IV,θ(µ) =
1
2
∫∫
1
|x− y|dµ(x)dµ(y)+
1
2
∫∫
log
1
|xθ − yθ|dµ(x)dµ(y)+
∫
V (x)dµ(x),
(1.22)
among all probability measures µ on [0,+∞). The solution to this problem describes
the limiting mean distribution of the particles in the process as n→∞ [13]. Existence
and uniqueness of the measure µ can be proved using similar methods as in [10]. If a
measure µ satisfies the Euler-Lagrange conditions∫
log |x− y|dµ(y) +
∫
log |xθ − yθ|dµ(y)− V (x) = `, for x ∈ suppµ, (1.23)∫
log |x− y|dµ(y) +
∫
log |xθ − yθ|dµ(y)− V (x) ≤ `, for x ∈ [0,+∞), (1.24)
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Figure 1: The transformation Jc which maps D \ [−1, 0] to Hθ \ [0, b] and C \ D to
C \ [0, b]. The upper and lower edges (1)-(6) of the boundary of D \ [−1, 0] at the left
are mapped to (1)-(6) at the right.
for some ` ∈ R, then it is well understood that µ is the unique minimizer of (1.22). We
will study in detail, for θ ≥ 1, a class of external fields V for which the equilibrium
measure is supported on a single interval of the form [0, b] (the one-cut case with a
hard edge) and we will also study the case where the support consists of one interval
of the form [a, b] with a > 0 (the one-cut case without hard edge). This equilibrium
problem has been studied extensively for θ = 1, see e.g. [10, 11, 34], and many results
are available about the equilibrium measure in this case. Once the support of the
equilibrium measure is known, one can compute the density of µV,1 from the Euler-
Lagrange condition (1.23) using the Sokhotski-Plemelj formula. For θ > 1, it is not
obvious how one can generalize this method, but we will show that one can compute the
equilibrium measure µ by solving (1.23) if the measure µ is supported on one interval.
A key role in the construction of the equilibrium measure in the one-cut case with
hard edge is played by the transformation
J(s) = Jc(s) = c (s+ 1)
(
s+ 1
s
) 1
θ
, (1.25)
where the branch is chosen which is analytic in C \ [−1, 0], and such that J(s) ∼ cs as
s → ∞. It has two critical points on the real line, −1 and sb = 1θ , which are mapped
to 0 and
b = c
(1 + θ)1+1/θ
θ
. (1.26)
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Jc(s) is real for s ∈ (−∞,−1] ∪ [sb,+∞) and along two complex conjugate arcs γ1, γ2
joining −1 and sb in the upper and lower half planes respectively. Both γ1 and γ2 are
mapped bijectively to the interval [0, b]. We denote by I+(x) and I−(x) the inverse
images of x ∈ [0, b] belonging to γ1, γ2 respectively. We write γ for the union of γ1 and
γ2, oriented in the counterclockwise direction, and we write D for the region enclosed
by γ. As we will show in Section 4.1, the region of the complex plane outside γ is
mapped bijectively to the complex plane with the interval [0, b] removed; the inner
region D \ [−1, 0] is mapped bijectively to Hθ \ [0, b]. The mapping Jc is illustrated in
Figure 1.
Remark 1.7 If θ = 1, it is easy to verify that the curve γ is the unit circle, and that
J maps both the interior and the exterior of the circle to C \ [0, b].
Theorem 1.8 Let θ > 1, let V be twice continuously differentiable on [0,+∞) and
such that (1.21) holds. If
(i) V ′′(x)x+ V ′(x) > 0 for all x > 0,
(ii) V ′′(x) ≥ 0 for all x > 0,
the equilibrium measure µV,θ is supported on a single interval [0, b], where b is given by
b = c
(1 + θ)1+1/θ
θ
,
and c is the unique solution of the equation
1
2pii
∮
γ
V ′(Jc(s))Jc(s)
s
ds = 1 + θ. (1.27)
The density ψ = ψV,θ of µV,θ is given by
ψ(x) =
1
2pi2x
∫ b
0
(
V ′′(y)y + V ′(y)
)
log
∣∣∣∣I+(y)− I−(x)I+(y)− I+(x)
∣∣∣∣ dy. (1.28)
Remark 1.9 From the formula (1.28) for the equilibrium density, we can derive its
local behavior near the endpoints. We have
Jc(s) = ce
∓pii/θ(s+ 1)1+
1
θ (1 +O(s+ 1)) , s→ −1, ±Im s > 0, (1.29)
Jc(s) = b+
1
2
J ′′c (sb)(s− sb)2 +O
(
(s− sb)3
)
, s→ sb, (1.30)
where the branch cut for (s + 1)1+
1
θ lies on (−∞,−1]. For x ∈ (0, b), the inverses I±
behave consequently as
I±(x) = −1 + c−
θ
θ+1 e±
pii
θ+1x
θ
θ+1 (1 +O(x)), x→ 0+, (1.31)
I±(x) = sb ± i
√
2
J ′′c (sb)
(b− x)1/2(1 +O(x− b)), x→ b−. (1.32)
Substituting this into (1.28) as x→ b−, we obtain after a straightforward calculation
ψ(x) = d1x
− 1
θ+1 +O(x θ−1θ+1 ), x→ 0, (1.33)
ψ(x) = d2(b− x)1/2 (1 + o(1)) , x→ b−, (1.34)
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with
d1 = − 1
pi2
c−
θ
θ+1 sin
pi
θ + 1
∫ b
0
(
V ′′(y)y + V ′(y)
)
Im
1
I+(y) + 1
dy > 0, (1.35)
d2 = − 1
pi2b
√
2
J ′′c (sb)
∫ b
0
(
V ′′(y)y + V ′(y)
)
Im
1
I+(y)− sbdy > 0. (1.36)
Remark 1.10 The square root behavior (1.34) near b is similar to what one has in
the random matrix case θ = 1 near soft edges of the support. On the other hand, the
exponent − 1θ+1 in (1.33) near 0 is different from the behavior of the equilibrium measure
in random matrix ensembles, where one typically has an exponent −1/2 near a hard
edge. In more general random matrix ensembles, one can have equilibrium measures
corresponding other rational exponents ±p/q [2], but the exponents −1/(θ + 1) we
obtain for our model, range over the entire interval [−1/2, 0).
The following result states that the formula (1.28) for the equilibrium density holds
under weaker assumptions than the ones in Theorem 1.8.
Theorem 1.11 Let θ > 1, let V be twice continuously differentiable on [0,+∞) and
such that (1.21) holds. If a probability measure µ is supported on one interval [0, b],
has a continuous density ψ on (0, b), and satisfies the Euler-Lagrange conditions (1.23)-
(1.24), then ψ = ψV,θ is given by (1.28). The endpoint b is given by (1.26), where c
solves equation (1.27).
In order to study the one-cut case without hard edge, define the transformation
J˜(s) = J˜c0,c1(s) = (c1s+ c0)
(
s+ 1
s
) 1
θ
, c0 > c1 > 0, (1.37)
with branch cut on [−1, 0], and such that J˜(s) ∼ c1s as s → ∞. J˜ has two critical
points sa < sb on the real line,
sa = −θ − 1
2θ
− 1
2θc1
√
4c0c1θ + c21(θ − 1)2, (1.38)
sb = −θ − 1
2θ
+
1
2θc1
√
4c0c1θ + c21(θ − 1)2. (1.39)
We have sa < −1 and sb > 0, and a ≡ J˜(sa) > 0, b ≡ J˜(sb) > a. There are two
complex conjugate curves γ˜1, γ˜2 starting at sa and ending at sb in the upper and lower
half plane respectively which are mapped to the interval [a, b] through J˜c0,c1 . Let γ˜ be
the counterclockwise oriented closed curve consisting of the union of γ˜1 and γ˜2, enclosing
a region D˜. Define I˜+, I˜− as the two inverses of J˜c0,c1 from [a, b] to γ˜1, γ˜2 respectively.
J˜c0,c1 maps the region of the complex place outside γ˜ to C\ [a, b]. The inner region with
[−1, 0] removed is mapped to Hθ \ [a, b]. The mapping J˜c0,c1 is illustrated in Figure 2.
Theorem 1.12 Let θ > 1, let V be twice continuously differentiable on [0,+∞) and
such that (1.21) holds. If a probability measure µ is supported on one interval [a, b] with
a > 0, has a continuous density ψ on (a, b), and satisfies the Euler-Lagrange conditions
(1.23)-(1.24), then ψ = ψV,θ is given by
ψ(x) =
1
2pi2x
∫ b
a
(
V ′′(y)y + V ′(y)
)
log
∣∣∣∣∣ I˜+(y)− I˜−(x)I˜+(y)− I˜+(x)
∣∣∣∣∣ dy. (1.40)
8
r r rr −1 0 sbsa
γ˜1
γ˜2
(5)
(6)







A
A
A
A
A
A
AA
r rr(1)
(4)
(2)
(3)
0 ba99K
J˜ : D \ [−1, 0]→ Hθ \ [a, b]
r ra b99KJ˜ : C \D → C \ [a, b]
(3)
(2)
(6)
(5)
(4)
(1)
Figure 2: The transformation J˜ = J˜c0,c1 which maps D \ [−1, 0] to Hθ \ [a, b] and C \D
to C \ [a, b]. The upper and lower edges (1)-(6) of the boundary of D \ [−1, 0] at the
left are mapped to (1)-(6) at the right.
The endpoints a and b are given by a = J˜(sa), b = J˜(sb), with sa and sb given by
(1.38)-(1.39), and where c0 and c1 solve the system of equations
1
2pii
∮
γ˜
V ′
(
J˜c0,c1(t)
)
J˜c0,c1(t)
t
dt = 1 + θ, (1.41)
1
2pii
∮
γ˜
V ′
(
J˜c0,c1(t)
)
J˜c0,c1(t)
t+ 1
dt = 1. (1.42)
Remark 1.13 By a similar computation as in Remark 1.9, one observes that the
equilibrium density vanishes generically as a square root near the endpoints a and b.
Outline
In Section 2, we study the biorthogonal polynomials pj and qj , and prove the recurrence
relation and Christoffel-Darboux formula stated in Theorem 1.1. In Section 3, we prove
the RH characterizations for the biorthogonal polynomials given in Theorem 1.3 and
Theorem 1.5. In Section 4, we construct the equilibrium measure µV,θ in the one-cut
case with hard edge and without hard edge, which leads to proofs of Theorem 1.8,
Theorem 1.11, and Theorem 1.12. We also study several examples to illustrate the
construction and the behavior of the equilibrium measure in particular cases, including
examples for the one-cut case with hard edge, the one-cut case without hard edge, and
a transition between them. In Section 5 finally, we discuss, without proving any results,
various scaling limits of the correlation kernel.
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2 General properties of the bi-orthogonal polynomials pj
and qj
2.1 Determinantal and integral expressions for the polynomials
Let θ ≥ 1 and let w be positive on (0,+∞) and such that xkw(x) is integrable for every
k ∈ N ∪ {0}. Then all the bimoments
mjk =
∫ +∞
0
xk+jθw(x)dx, j, k ∈ N ∪ {0} (2.1)
exist, and we define
Hn(w) = det(mjk)j,k=0,...,n−1. (2.2)
Write
∆n(x) = ∆(x1, . . . , xn), ∆n(x
θ) = ∆(xθ1, . . . , x
θ
n).
In the following proposition, we collect some well-known results about the determinant
of Hn(w) and about the biorthogonal polynomials pj and qj .
Proposition 2.1 (i) The determinant Hn(w) can be expressed as
Hn(w) =
1
n!
∫
[0,+∞)n
∆n(x) ·∆n(xθ)
n∏
j=1
w(xj)dxj > 0. (2.3)
(ii) The polynomials pj and qj have the following determinantal expressions:
pj(x) =
1√
Hj(w)Hj+1(w)
det

m00 m01 m02 . . . m0j
m10 m11 m12 . . . m1j
...
...
...
...
mj−1,0 mj−1,1 mj−1,2 . . . mj−1,j
1 x x2 . . . xj
 , (2.4)
and
qj(x) =
1√
Hj(w)Hj+1(w)
det

m00 m01 . . . m0,j−1 1
m10 m11 . . . m1,j−1 x
...
...
...
...
mj,0 mj,1 . . . mj,j−1 xj
 . (2.5)
(iii) The polynomials pj and qj have the following multiple integral representations:
pj(x) =
1
j!
√
Hj(w)Hj+1(w)
∫
[0,+∞)j
j∏
k=1
(x− xj)∆j(x)∆j(xθ)
j∏
k=1
w(xk)dxk,
(2.6)
qj(x
θ) =
1
j!
√
Hj(w)Hj+1(w)
∫
[0,+∞)j
j∏
k=1
(xθ − xθj)∆j(x)∆j(xθ)
j∏
k=1
w(xk)dxk.
(2.7)
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Those properties are straightforward to prove in analogy to similar properties for
usual orthogonal polynomials, see for example [21] for (i), [1, 3, 12, 19, 25] for (ii)
and [12, 25] for (iii). It is also worth noting that it has been proved in [19] that
the polynomials pj have positive and simple zeros, and that the zeros of pj and pj−1
interlace.
2.2 Recurrence relation and Christoffel-Darboux formula for θ ∈ Q
Assume that θ = a/b with a > b positive integers. Let pj and qj be the biorthogonal
polynomials defined by (1.5). After the substitution u = x1/b in (1.5), we obtain∫ +∞
0
pj(u
b)qk(u
a)w˜(u)du = δjk, w˜(u) = bu
b−1w(ub). (2.8)
Writing
< f, g >≡
∫ +∞
0
f(ub)g(ua)w˜(u)du, (2.9)
we have the relation
< xaf(x), g(x) >=< f(x), xbg(x) >, (2.10)
and the semi-infinite moment matrix
µ∞ ≡ (µij)i,j=0,1,... ≡ (< xi, xj >)i,j=0,1,...
is block-Hankel with rectangular a × b blocks. In terms of the shift operator Λ =
(δi+1,j)i,j=0,1,..., we have
Λaµ∞ = µ∞
(
Λt
)b
. (2.11)
Define the semi-infinite column vectors of biorthogonal polynomials
p(x) = (p0(x), p1(x), p2(x), . . . )
t, (2.12)
q(x) = (q0(x), q1(x), q2(x), . . . )
t. (2.13)
Those vectors can be expressed in the basis of monomials as
p(x) = S1χ(x) q(x) =
(
S−12
)t
χ(x), (2.14)
where χ(x) = (1, x, x2, . . . )t, where S1 is a lower triangular semi-infinite matrix, and
S2 is an upper triangular semi-infinite matrix. Since
〈pj , qk〉 = δjk, (2.15)
the semi-infinite moment matrix µ∞ can be written in the factorized form
µ∞ = S−11 S2. (2.16)
The dressed shift operators
L1 = S1ΛS
−1
1 , L2 = S2Λ
tS−12 (2.17)
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play the role of recursion operators for the biorthogonal polynomials. Indeed from
(2.14) we obtain
L1p(x) = xp(x) L
t
2q(x) = xq(x). (2.18)
The recursion operators (2.17) satisfy the identity
La1 = L
b
2. (2.19)
This follows from (2.11) and (2.16):
La1 = S1Λ
aS−11 = S1Λ
aµ∞S−12 = S1µ∞
(
Λt
)b
S−12 = S2
(
Λt
)b
S−12 = L
b
2.
In order to prove the recursion relation (1.8), note that
〈xapn(x), xk〉 = 〈pn(x), xk+b〉 = 0 for k < n− b.
Therefore the expression of xapn(x) as a linear combination of left-orthogonal polyno-
mials pj can only involve polynomials of degree at least n−b. Noting that the left hand
side is of degree n+ a, we obtain (1.8). The recursion relation for the right-orthogonal
polynomials qj is obtained in the same way.
To prove the relation (1.10) between the coefficients of the recursion relations, note
first by (1.8)-(1.9) that
uj(k) = 〈xapk(x), qk+a−j(x)〉, vj(k) = 〈pk+b−j(x), xbqk(x)〉. (2.20)
On the other hand we have that
xapk(x) = (L
a
1p(x))k , x
bqk(x) =
(
Lbt2 q(x)
)
k
, (2.21)
and by (2.20) we obtain
uj(k) = (L
a
1)k,k+a−j , vj(k) =
(
Lb2
)
k+b−j,k
. (2.22)
By (2.19), we have uj(k) = va+b−j(k+ a− j). This proves the recurrence relation (1.8)
and the relation between the recurrence coefficients (1.10).
The Christoffel-Darboux formula is a consequence of the recurrence relation: con-
sider (xa − yb)∑n−1k=0 pk(x)qk(y) and use the recurrence relations (1.8). Cancellations
take place by (1.10) and one obtains the formula
n−1∑
k=0
pk(x)qk(y) =
1
xa − yb
(
a∑
`=1
n−1∑
k=n−`
ua−`(k)pk+`(x)qk(y)
−
b∑
`=1
n−1∑
k=n−`
ua+`(k + `)pk(x)qk+`(y)
)
. (2.23)
Substituting yθ for y, we arrive at (1.11). This completes the proof of Theorem 1.1.
3 RH problems for pj and qj
As stated in Theorem 1.3 and Theorem 1.5, the polynomials pj and qj can be char-
acterized in terms of two 1 × 2 vector RH problems. Those RH problems have some
non-standard properties compared to those for orthogonal polynomials. It is our hope
that the RH problems are suitable for a Deift/Zhou asymptotic analysis following the
methods developed in [7].
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3.1 Proof of Theorem 1.3
Assume that w(x) = xαe−nV (x) with α > −1, and that θ > 1. Define, like in (1.12),
Cf(z) ≡ 1
2pii
∫ +∞
0
f(x)
xθ − zθw(x)dx, (3.1)
defined in Hθ \ [0,+∞) and with zθ corresponding to arguments between −pi/θ and
pi/θ.
We first show that Y =
(
1
κj
pj
1
κj
Cpj
)
indeed solves the RH problem for Y stated
in Theorem 1.3. Conditions (a) and (e) are clearly satisfied by the definition (3.1).
Condition (b) follows from the relation
(Cpj)+(x)− (Cpj)−(x) = 1
θxθ−1
pj(x)w(x), x ∈ (0,+∞), (3.2)
which is easily seen by Cauchy’s theorem. Condition (c1) is valid since Y1 is a monic
polynomial of degree j. For condition (c2), note that as z →∞ in Hθ \ [0,+∞),
Cpj(x) = − 1
2pii
j−1∑
k=1
1
z(k+1)θ
∫ +∞
0
pj(x)x
kθw(x)dx+O(z−(j+1)θ), (3.3)
and by orthogonality each of the integrals in the sum vanishes. Condition (d) is straight-
forward to verify using (3.1) and the fact that w(x) = xαe−nV (x).
For the proof of the uniqueness of the RH solution, let us assume that Y = (Y1, Y2) is
a solution to the RH problem for Y , a priori possibly different from (1.14). Then, since
Y1 is an entire function, by the asymptotic behavior (c1) and by Liouville’s theorem,
Y1 is a monic polynomial of degree j. Given Y1, the jump condition (b) gives us the
relation
Y2,+(x)− Y2,−(x) = 1
θxθ−1
Y1(x)w(x), x ∈ (0,+∞). (3.4)
Consider the function
U(s) = Y2(s
1/θ)− (CY1)(s1/θ).
Then U is analytic in C \ R. By (3.2), which holds for any polynomial pj , and (3.4),
it follows that U is continuous across (0,+∞), and by condition (e) it is continuous
on (−∞, 0). As s → 0, we have that U(s) = o(s−1) by condition (d) and (3.1), and it
follows that U is entire. Moreover, it tends to 0 as s → ∞ by condition (c) and (3.1),
and it follows that U = 0, and thus Y2 = CY1.
It remains to show that Y1 is orthogonal with respect to w(x), x
θw(x), . . . , x(j−1)θw(x).
Therefore, recall (3.3), which holds for any polynomial pj . Applying this to the poly-
nomial Y1, (3.3) can only be consistent with condition (c2) if∫ +∞
0
Y1(x)x
kθw(x)dx = 0, k = 0, 1, . . . , j − 1.
By uniqueness of the biorthogonal polynomial pj we have Y1 =
1
κj
pj and Y2 =
1
κj
Cpj .
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3.2 Proof of Theorem 1.5
The proof of Theorem 1.5 is similar to the one of Theorem 1.3. The fact that Y˜ solves
the RH problem stated in Theorem 1.5, follows again from a straightforward verification
of all of the properties, where the orthogonality of qj is needed for condition (c2). The
uniqueness follows from similar considerations as before: first one uses conditions (a),
(b), (c1), and (e) to show that Y˜1 is a monic polynomial of degree j in z
θ, then one
shows that Y˜2 = C˜Y˜1 using conditions (b), (d), and (e), and finally one shows that Y˜1
is biorthogonal using condition (c2).
4 Equilibrium problem
4.1 The mapping J
Recall the transformation J = Jc defined in (1.25). As already explained in the intro-
duction, J has two critical points on the real line, 0 and sb =
1
θ , which are mapped to
−1 and
b = c
(1 + θ)1+1/θ
θ
. (4.1)
Let us now investigate which parts of the complex plane are mapped to [0, b]. Writing
s = reiφ with 0 ≤ φ < 2pi, we have
arg J(s) = (1 +
1
θ
) arg(1 + reiφ)− 1
θ
φ.
For this to vanish, we need that
(1 +
1
θ
) arg(1 + r cosφ+ ir sinφ) =
1
θ
φ.
For 0 < φ < pi, the left hand side of this equation is an increasing function of r, which
is 0 at r = 0, and which tends to (1 + 1θ )φ as r → ∞. By continuity, there exists,
for any φ ∈ (0, pi), a unique value of r = r(φ) such that s = r(φ)eiφ is mapped to the
positive half-line by J . The equation r = r(φ) describes a curve γ1 in the upper half
plane connecting −1 with sb, which is mapped bijectively to (0, b) by J , and the same
is true for γ2 = γ1. It is also easy to see that γ, the counterclockwise oriented union of
γ1 and γ2, lies inside the unit circle for θ > 1, and that it is independent of c > 0. The
curve γ is shown in Figure 3 for different values of θ. The half-line (sb,+∞) is mapped
bijectively to (b,+∞), and the upper and lower side of the interval [−1, 0] are mapped
bijectively to the boundary of the region Hθ defined in (1.13).
We thus observe that J maps the region D \ [−1, 0] to a subset of Hθ \ [0, b] and
that it is bijective between the boundaries of the regions. Let a ∈ Hθ \ [0, b] and
let Σ be a counterclockwise oriented closed curve in D \ [−1, 0] sufficiently close to
its boundary for J to be bijective on Σ, and such that J(Σ) winds around a. Then
1
2pii
∫
Σ
J ′(s)
J(s)−ads =
∫
J(Σ)
dz
z−a . The right hand side of this equation is equal to 2pii, and
the left hand side is equal to the number of points s inside Σ such that J(s) = a by the
residue theorem. This number has to be 1, and by letting Σ approach the boundary of
D\ [−1, 0], one can conclude that there is a unique point in D\ [−1, 0] which is mapped
to a. Thus, J is bijective. In order to prove bijectivity between C \ D and C \ [0, b],
one can proceed in a similar way. This gives us the following lemma:
Lemma 4.1 Let D be the open region enclosed by the curves γ1 and γ2. J maps C\D
bijectively to C \ [0, b], and it maps D \ [−1, 0] bijectively to Hθ \ [0, b].
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Figure 3: The curve γ for θ = 1 (top left), θ = 1.5, θ = 2, θ = 3, θ = 4, and θ = 10
(bottom right).
4.2 Solution in the one-cut case with hard edge
In this section, we will prove Theorem 1.11 and Theorem 1.8. We first need the following
lemma.
Lemma 4.2 Let V be twice continuously differentiable on [0,+∞) and let V satisfy
(1.21) and the conditions
V ′′(x)x+ V ′(x) > 0, V ′′(x) ≥ 0 for x > 0. (4.2)
Then there exists a unique c ∈ (0,+∞) such that
f(c) ≡ 1
2pii
∮
γ
Uc(s)
s
ds = 1 + θ, (4.3)
where
Uc(s) = V
′(Jc(s))Jc(s).
Proof. We easily verify that f(c) is real for c ∈ (0,+∞) and that limc→0 f(c) = 0.
The latter follows from the fact that limc→0 Uc(s) = 0 uniformly on γ. If we can prove
that f ′(c) > 0 for c > 0 and that f ′(c) > δ > 0 for c > 0 large, it follows that f(c) is a
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bijection from [0,+∞) to [0,+∞), which proves the lemma. We have
f ′(c) =
d
dc
1
2pii
∮
γ
Uc(s)
s
ds
=
1
2pii
∮
γ
(
V ′′(Jc(s))Jc(s) + V ′(Jc(s))
)Jc(s)
c
d log s
= − 1
pic
∫
γ1
(
V ′′(Jc(s))Jc(s) + V ′(Jc(s))
)
Jc(s) Im d log s
= − 1
pic
∫ c (1+θ)1+1/θ
θ
0
(
V ′′(x)x+ V ′(x)
)
x d arg I+(x).
In the second line we used the fact that γ1 and γ2 are complex conjugates and that
V (Jc(s)) and Jc(s) are real on γ. In the last line we made the change of variable s =
I+(x). By inspection of the function Jc one can check that arg I+(x) strictly decreases
from pi to 0 along γ1. Using (4.2) we conclude that indeed f
′(c) > 0. Moreover, by the
convexity of V and (1.21), we have that V ′′(x) and V ′(x) are positive for large x, and
hence V ′′(x)x+ V ′(x) is larger than a positive constant for x large. This implies that
f ′(c) > δ > 0 for c sufficiently large, which completes the proof. 2
4.2.1 Proof of Theorem 1.11
In this section, we assume that µ is a probability measure supported on [0, b] with a
continuous density ψ and which satisfies the Euler-Lagrange conditions (1.23)-(1.24).
We introduce the logarithmic transforms
g(z) ≡
∫ b
0
log(z − y)dµ(y), z ∈ C \ (−∞, b], (4.4)
g˜(z) ≡
∫ b
0
log(zθ − yθ)dµ(y), z ∈ Hθ \ [0, b], (4.5)
where we choose the logarithms corresponding to arguments between −pi and pi. By
(1.23) and the fact that µ is a probability measure, it follows that g and g˜ satisfy the
following conditions.
RH problem for g and g˜
(a) (g, g˜) is analytic in (C \ [−∞, b],Hθ \ [0, b]).
(b) Writing g+, g−, g˜+, g˜− for the boundary values of g and g˜ when approaching
(−∞, b) and (0, b) from above (for +) or below (for −), we have the relations
g±(x) + g˜∓(x) = V (x) + `, for x ∈ (0, b), (4.6)
g˜(e−ipi/θx) = g˜(eipi/θx)− 2pii, for x > 0, (4.7)
g+(x) = g−(x) + 2pii, for x < 0. (4.8)
(c1) As z →∞, g(z) = log z +O(z−1).
(c2) As z →∞ in the sector Hθ, we have g˜(z) = θ log z +O(z−θ).
Let
G(z) = g′(z) G˜(z) = g˜′(z). (4.9)
Then the RH conditions for (g, g˜) imply
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RH problem for (G, G˜)
(a) (G, G˜) is analytic in (C \ [0, b],Hθ \ [0, b]).
(b) G±(x) + G˜∓(x) = V ′(x) for x ∈ (0, b).
G˜(e−ipi/θx) = e2pii/θG˜(eipi/θx) for x > 0.
(c1) G(z) = 1z +O(z
−2) for z →∞.
(c2) G˜(z) = θz +O(z
−1−θ) for z →∞ in Hθ.
A crucial observation to solve this RH problem, is that we can use Jc to pull back the
domain (C \ [0, b],Hθ \ [0, b]) to C \ (γ ∪ [−1, 0]). In this way we can transform the RH
problem for (G, G˜) to a scalar RH problem in the complex plane. Namely, let
M(s) ≡
{
G(Jc(s)) for s outside γ,
G˜(Jc(s)) for s inside γ.
(4.10)
Then, relying on Lemma 4.1, we have that M solves the Riemann-Hilbert problem
RH problem for M
(a) M is analytic in C \ (γ ∪ [−1, 0]).
(b) M+(s) +M−(s) = V ′(Jc(s)) for s ∈ γ \ {−1, sb}.
M+(x) = e
2pii/θM−(x) for x ∈ (−1, 0), with (−1, 0) oriented from left to right.
(c1) M(s) = 1Jc(s) (1 + o(1)) as s→∞.
(c2) M(s) = θJc(s) (1 + o(1)) as s→ 0.
We can solve this RH problem explicitly. To that end, we let
N(s) = Jc(s)M(s). (4.11)
By the multiplication with Jc(s), the jump along (−1, 0) is eliminated and the RH
problem is transformed to the following form:
RH problem for N
(a) N is analytic in C \ γ.
(b) N+(s) +N−(s) = Jc(s)V ′(Jc(s)) = Uc(s) for s ∈ γ \ {−1, sb}.
(c1) N(s)→ 1 as s→∞.
(c2) N(0) = θ.
A solution to the RH solution N can be constructed immediately as follows. The
function defined by
N0(s) =
{
− 12pii
∮
γ
Uc(ξ)
ξ−s dξ + 1 outside γ
1
2pii
∮
γ
Uc(ξ)
ξ−s dξ − 1 inside γ
(4.12)
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satisfies conditions (a), (b), and (c1). In order to have condition (c2) as well, we need
c to satisfy (4.3). We also have (1.26) since b = Jc(sb).
There is, however, a caveat: the solution to the RH problem for N is not unique
without imposing additional conditions about the behavior of N near −1 and sb, and
therefore we cannot be sure that the function N constructed by (4.4)-(4.5), (4.9), (4.10),
and (4.11) is the same as the function N0 defined in (4.12). If we assume for a moment
that N = N0, we can reconstruct the density ψ of µ by a direct computation. Indeed,
by (4.4) and (4.9), for x ∈ [0, b] we have
ψ(x) = − 1
2pii
(G+(x)−G−(x)) = − 1
2piix
(N−(I+(x))−N−(I−(x))) (4.13)
= − 1
4pi2x
∮
γ
Uc(t)
(
1
t− I+(x) −
1
t− I−(x)
)
dt
=
1
2pi2x
∫ b
0
V ′(y)y Re
[
I ′+(y)
I+(y)− I+(x) −
I ′+(y)
I+(y)− I−(x)
]
dy
=
1
2pi2x
∫ b
0
V ′(y)y
d
dy
Re
[
log
I+(y)− I+(x)
I+(y)− I−(x)
]
dy
=
1
2pi2x
∫ b
0
(
V ′′(y)y + V ′(y)
)
log
∣∣∣∣I+(y)− I−(x)I+(y)− I+(x)
∣∣∣∣ dy, (4.14)
which is formula (1.28). In order to complete the proof of Theorem 1.11, we only need
to show that N = N0.
By the RH conditions for N and N0, we have that Q(s) ≡ N(s) − N0(s) has no
jumps and is thus a meromorphic function, which tends to 0 as s → ∞ and which
possibly has isolated singularities at −1 and sb. If we show that these singularities are
removable, we have Q ≡ 0 and N ≡ N0 by Liouville’s theorem. By the definition of N
outside γ (see (4.4), (4.9), (4.10), and (4.11)), one verifies that N(s) is bounded for s
outside γ and near −1. Together with (4.12), this implies that −1 is either a removable
or an essential singularity of Q, the latter being impossible by the definition of N inside
γ (see (4.5), (4.9), (4.10), and (4.11)). For s near sb, again by the definition of N , Q
can only have a simple pole or a removable singularity at sb. If it has a simple pole,
we would have that ψ(x) ∼ c(b − x)−1/2 as x ↘ b, but one can show that this is in
contradiction with the variational conditions (1.23)-(1.24). We have that N = N0, and
this completes the proof of Theorem 1.11.
4.2.2 Proof of Theorem 1.8
In this section, we assume the conditions of Theorem 1.8 are satisfied. Then, without
assuming one-cut regularity, we can pursue the construction done in the previous sec-
tion, and define the density ψ as before, with c defined by (4.3) and b by (1.26). By
construction the measure dµ = ψ(x)dx satisfies the Euler-Lagrange condition (1.23).
In order to prove that our candidate-equilibrium measure is indeed the one, we need to
prove that it is a probability measure, and that it satisfies the Euler-Lagrange inequality
(1.24).
Positivity of ψ follows immediately from (4.14) and the assumption that xV ′′(x) +
V ′(x) > 0, since the term inside the logarithm of (4.14) can be checked geometrically
to be greater than 1. The fact that
∫
ψ(x)dx = 1 is equivalent to condition (c1) of the
RH problem for (G, G˜) and this is true by construction.
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To show the variational inequality outside the support, consider the function
h(x) = G+(x) + G˜−(x)− V ′(x)
We have h(x) = 0 for x ∈ [0, b] by condition (b) of the RH problem for (G, G˜). Now,
by the assumption V ′′(x) ≥ 0, for x > b we have
d
dx
h(x) =
d
dx
(G(x) + G˜(x)− V ′(x))
= g′′(x) + g˜′′(x)− V ′′(x)
= −
∫ b
0
(
1
(x− y)2 +
θx2θ−2 + θ(θ − 1)xθ−2yθ
(xθ − yθ)2
)
ψ(y)dy − V ′′(x) < 0
where we used the fact that θ > 1 in the last inequality. We conclude that h(x) < 0
for x > b, which yields (1.24) after integration.
This shows that the density ψ we constructed is indeed the equilibrium measure, and
this completes the proof.
4.3 The mapping J˜
Consider the transformation J˜ defined in (1.37). It has two critical points sa and sb
given by (1.38), which are mapped to a ≡ J˜(sa) and b ≡ J˜(sb). Write s = reiφ with
0 ≤ φ < 2pi. It is easy to verify that arg J˜(s) = 0 if and only if
arg
(
c0
c1
+ reiφ
)
+
1
θ
arg(1 + reiφ) =
φ
θ
. (4.15)
If c0c1 > 0, given 0 < φ < pi, the left hand side is increasing in r, tends to 0 as r → 0,
and to
(
1 + 1θ
)
φ as r → ∞. We can conclude that there is a unique r = r(φ) such
that (4.15) holds, or in other words such that J˜(reiφ) > 0. We have that there exists a
curve γ˜1 connecting sa with sb in the upper half plane which is mapped bijectively to
[a, b]. By symmetry the complex conjugate curve γ˜2 is also mapped bijectively to [a, b].
The union γ˜ of γ˜1 and γ˜2 is shown in Figure 4 for different values of θ and c0/c1. In a
similar way as we did before for J , see Section 4.1, we can prove the following lemma.
Lemma 4.3 Let c0 > c1 > 0 and let D be the open region enclosed by the curves γ˜1
and γ˜2. J˜ maps C \ D bijectively to C \ [a, b], and it maps D \ [−1, 0] bijectively to
Hθ \ [a, b].
4.4 Solution in the one-cut regular case without hard edge
We assume that µ is a probability measure with a continuous density ψ supported
on [a, b] which satisfies the Euler-Lagrange condition (1.23). Consider as before the
logarithmic transforms
g(z) =
∫ b
a
log(z − y)dµ(y), z ∈ C \ (−∞, b],
g˜(z) =
∫ b
a
log(zθ − yθ)dµ(y), z ∈ Hθ \ [0, b]. (4.16)
The variational condition (1.23) translates into the following conditions for G(z) =
g′(z), G˜(z) = g˜′(z):
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Figure 4: The curve γ˜ for θ = 2 and c0c1 = 1, 2, 3, 4 (upper row), for θ = 3 and
c0
c1
= 1, 2, 3, 4 (middle row), and for θ = 4 and c0c1 = 1, 2, 3, 4 (bottom row).
RH problem for (G, G˜)
(a) (G(z), G˜(z)) is analytic in (C \ [a, b],Hθ \ [a, b]),
(b) G±(x) + G˜∓(x) = V ′(x) for x ∈ (a, b),
G˜(e−pii/θx) = e2pii/θG˜(epii/θx) for x > 0.
(c1) G(z) ∼ 1z as z →∞,
(c2) G˜(z) ∼ θz as z →∞ in Hθ,
We proceed in a similar way as in the hard edge case, and pull back the domain
(C \ [a, b],Hθ \ [a, b]) to C \ (γ˜ ∪ [−1, 0]) using J˜ , where γ˜ is the counterclockwise
oriented union of γ˜1 and γ˜2. Introducing
N(s) =
{
J˜c0,c1(s)G(J˜c0,c1(s)) outside γ˜
J˜c0,c1(s)G˜(J˜c0,c1(s)) inside γ˜
(4.17)
we obtain the following RH problem for N :
RH problem for N
(a) N analytic in C \ γ˜.
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(b) N+(s) +N−(s) = Uc0,c1(s) for s ∈ γ˜ \ {sa, sb}, where
Uc0,c1(s) = V
′(J˜c0,c1(s))J˜c0,c1(s).
(c1) N(s)→ 1 as s→∞.
(c2) N(0) = θ, N(−1) = 0.
As in the hard edge case, we can again show that if µ satisfies the variational conditions
(1.23)-(1.24), N has to be bounded near sa and sb. The unique solution to conditions
(a), (b), and (c1) which is bounded near sa and sb is given by
N(s) =
{
− 12pii
∮
γ˜
Uc0,c1 (ξ)
ξ−s dξ + 1 outside of γ˜
1
2pii
∮
γ˜
Uc0,c1 (ξ)
ξ−s dξ − 1 inside of γ˜.
(4.18)
In order to have condition (c2), we need that c0, c1 satisfy the equations (1.41)-(1.42).
Then we have
ψ(x) = − 1
2pii
(G+(x)−G−(x)) = − 1
2piix
(N−(I˜+(x))−N−(I˜−(x)))
= − 1
4pi2x
∮
γ˜
Uc0,c1(t)
(
1
t− I˜+(x)
− 1
t− I˜−(x)
)
dt
=
1
2pi2x
∫ b
a
V ′(y)y Re
[
1
I˜+(y)− I˜+(x)
− 1
I˜+(y)− I˜−(x)
]
I˜ ′+(y)dy
=
1
2pi2x
∫ b
a
V ′(y)y
d
dy
Re
[
log
I˜+(y)− I˜+(x)
I˜+(y)− I˜−(x)
]
dy
=
1
2pi2x
∫ b
a
(V ′′(u)u+ V ′(u)) log
∣∣∣∣∣ I˜+(y)− I˜−(x)I˜+(y)− I˜+(x)
∣∣∣∣∣ dy.
This gives us formula (1.40), and Theorem 1.12 is proved.
4.5 Examples
If θ = 2, we have Jc(s) = c (s+ 1)
3/2 s−1/2. In order to compute the inverses I±(x), we
need to find two complex conjugate roots of the equation Jc(s) = x, which reduces to
the third degree equation
s3 + 3s2 +
(
3− x
2
c2
)
s+ 1 = 0.
By Cardano’s formulas, we have
I±(x) =
x2/3
21/3c2/3
(uχ∓(t) + uχ±(t))− 1, (4.19)
where
χ±(t) =
(
1±
√
1− 4x
2
27c2
)1/3
, u =
1 + i
√
3
2
. (4.20)
Substituting (4.19) and (4.20) into (1.28), one has an explicit integral formula for the
equilibrium density ψ.
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Figure 5: The equilibrium density ψ(x) for the Laguerre weight e−nx if θ = 2 (solid
curve) and θ = 1 (dashed curve).
4.5.1 The Laguerre case
We let V (x) = ρx and θ > 1. The conditions of Theorem 1.8 are satisfied. By (1.27),
c = 2pii
1 + θ
ρ
(∫
γ
(
s+ 1
s
)1+1/θ
ds
)−1
=
θ
ρ
, (4.21)
and by (1.26), the endpoint b is given by b = 1ρ(1 + θ)
1+1/θ. The RH problem for N
can be solved explicitly in this case: we have
N(s) =
{
θs+ θ, s inside γ,
θ(s+ 1)
(
s+1
s
) 1
θ − θs− θ, s outside γ.
(4.22)
Using (4.11) and (4.10), we obtain
G˜±(x) =
1
x
(θI∓(x) + θ) , 0 < x < b, (4.23)
and by (4.5) and (4.9), we have
ψ(x) = − 1
2pii
(
G˜+(x)− G˜−(x)
)
=
θ
2piix
(I+(x)− I−(x)) . (4.24)
For θ = 2, we have b = 3
√
3
ρ , and we can substitute the explicit expressions (4.19)-(4.20)
for I± into (4.24). We then obtain
ψ(x) =
√
3ρ2/3
2pix1/3
(1 +√1− ρ2x2
27
)1/3
−
(
1−
√
1− ρ
2x2
27
)1/3 . (4.25)
This formula for the density, which is shown in Figure 5, is the same as the one obtained
in [29].
4.5.2 V (x) = τx2 + ρx: hard-to-soft edge transition
We let V (x) = τx2 + ρx, with τ > 0 and ρ ∈ R. Then V ′′(x) = 2τ > 0, and
xV ′′(x) + V ′(x) = 4τx + ρ. This means that the conditions given in Theorem 1.8 to
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Figure 6: The equilibrium density ψ(x) for V (x) = x2 + ρx if ρ = 0, ρ = −1.8, and
ρ = −2 (upper row), ρ = −2.5, ρ = −3, and ρ = −4 (middle row), with θ = 2. Observe
the transition where the hard edge turns into a soft edge, at ρ = −2. For comparison,
in the bottom row, the densities constructed under the (false) one-cut assumption with
hard edge for ρ = −2.5, ρ = −3, and ρ = −4, which are negative near 0.
have a one-cut supported equilibrium measure with hard edge are satisfied only if ρ ≥ 0.
Nevertheless, even for ρ < 0 , we can pursue with the construction done in Section 4.2
under the one-cut assumption with hard edge, without knowing that the constructed
measure will be the equilibrium measure satisfying (1.23)-(1.24).
By residue calculus, it follows from (1.27) that c is given by
c =
−ρθ + θ
√
ρ2 + 16τ + 8τθ
4(2τ + τθ)
, (4.26)
and
b =
−ρ+
√
ρ2 + 16τ + 8τθ
4(2τ + τθ)
(1 + θ)1+1/θ. (4.27)
The RH solution N can be constructed explicitly, and it is given by
N(s) =
{
2τc2s2 + 4τc2 θ+1θ s+ ρcs+ ρc
θ+1
θ + 2τc
2 (θ+1)(θ+2)
θ2
− 1 ≡ Nin(s), s inside γ,
Jc(s)V
′(Jc(s))−Nin(s), s outside γ,
where Nin(s) denotes the analytic continuation of N from the inside of γ. This gives
the formula
ψ(x) = − 1
2pii
(
G˜+(x)− G˜−(x)
)
=
1
2piix
(Nin(I+(x))−Nin(I−(x))) . (4.28)
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Let us take a closer look at the case θ = 2. One can then substitute the explicit
expressions (4.19) for I±. The density ψ(x) constructed in this way is shown in Figure
6 for τ = 1 for different values of ρ. We observe that the constructed density is a
probability density for ρ ≥ −2, but that it becomes negative near 0 for ρ < −2. It
is natural to expect that the constructed density is the true equilibrium density for
ρ ≥ −2, although the conditions of Theorem 1.8 are not satisfied. If ρ < −2, the
one-cut assumption with hard edge is false. Following the construction done in Section
4.4, we can construct the equilibrium density under the assumption that it is one-cut
supported without hard edge.
Substituting (1.37) for θ = 2 and V (x) = x2 + ρx into (1.41)-(1.42), we find the
solution
c0 = −ρ
2
, c1 = −2
ρ
,
which indeed satisfies c0 > c1 > 0 for all ρ < −2. Plugging this into (1.38)-(1.39) we
get
sa = −1
4
(1 +
√
2ρ2 + 1), sb = −1
4
(1−
√
2ρ2 + 1),
and a = J˜(sa), b = J˜(sb). Again we can write the solution (4.18) of the RH problem
for N explicitly. Inside γ˜, it is given by
Nin(s) =
2
ρ2
(4s+ ρ2)(s+ 1).
As before, the inverse of J˜ in the upper/lower half plane is given explicitly in terms of
Cardano’s formulas, and we can finally substitute in (4.28) to obtain the expression of
the equilibrium density. This construction leads indeed to a valid density, see Figure 6,
which behaves locally like a square root at both of the endpoints a and b. As ρ↘ −2,
a approaches 0, and for ρ = −2, we have the local behavior
ψ(x) = Cx1/3(1 + o(1)), x→ 0. (4.29)
For general θ, one expects a critical value ρc = ρc(θ) < 0 such that the equilibrium
measure is one-cut supported without hard edge for ρ < ρc, one-cut supported with
hard edge and with local behavior
ψ(x) = d1x
− 1
θ+1 (1 + o(1)), x→ 0, (4.30)
for ρ > ρc, and such that
ψ(x) = Cx
θ−1
θ+1 (1 + o(1)), x→ 0, (4.31)
for ρ = ρc. At the critical value, the constant d1 in (1.33)-(1.35) must vanish.
5 Scaling limits of the correlation kernel
In the previous sections, we explained how one can compute the equilibrium measure
associated to the point processes (1.1) if w = e−nV , which is expected to describe
the macroscopic behavior of the particles in the large n limit. In order to have more
detailed information about the microscopic behavior of the particles, one is typically
interested in scaling limits of the correlation kernel (1.4). Such scaling limits have been
investigated in detail in the random matrix case θ = 1 and have lead to a number of
universal limiting kernels if w(x) = xαe−nV (x). Loosely speaking, for θ = 1, there are
three different regular scaling limits:
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(i) If x > 0 lies in the bulk of the spectrum, i.e. x lies in the interior of the support
of the equilibrium measure and the density ψ(x) > 0, then the scaled correlation
kernel tends to the sine kernel:
lim
n→∞
1
ψ(x)n
Kn
(
x+
u
ψ(x)n
, x+
v
ψ(x)n
)
=
sinpi(u− v)
pi(u− v) . (5.1)
(ii) If x > 0 is a soft edge, i.e. an endpoint of the support of µ where the density ψ
behaves locally like a square root, the scaled correlation kernel tends to the Airy
kernel:
lim
n→∞
1
|c|n2/3Kn
(
x+
u
cn2/3
, x+
v
cn2/3
)
=
Ai (u)Ai ′(v)−Ai ′(u)Ai (v)
u− v , (5.2)
for some suitably chosen c ∈ R.
(iii) If the equilibrium density blows up like one over a square root at the hard edge
0, the scaled correlation kernel tends to the Bessel kernel: if u, v > 0, we have
lim
n→∞
1
cn2
Kn
( u
cn2
,
v
cn2
)
=
Jα(
√
u)
√
vJ ′α(
√
v)−√uJ ′α(
√
u)Jα(
√
v)
2(u− v) , (5.3)
for some c > 0.
Apart from the regular scaling limits, various singular double scaling limits have been
obtained if the equilibrium density behaves differently than in the three regular cases.
One double scaling limit worth mentioning here, is one that occurs when the left end-
point a of the support of the equilibrium measure approaches the hard edge 0. This
leads to a family of kernels built out of Painleve´ II functions [6].
Proving similar scaling limits for θ > 1 and general V is out of reach for now, since
we would need asymptotics for the biorthogonal polynomials for that. For weights of the
form w(x) = xαe−nV (x), it is generally believed that scaling limits of the correlation
kernel near a point x∗ are determined only by the local behavior of the equilibrium
density ψ(x) = ψV,θ(x) near x
∗, except if x∗ = 0, when the limiting kernel will also
depend on the value of α. Away from zero, we have shown in this paper that the
equilibrium density typically vanishes like a square root at soft edges of the support,
and there is thus no difference in the local behavior of the density compared to the case
θ = 1. Therefore, one can expect that the sine and Airy limits (i) and (ii) are still valid
for general θ > 1. This is not true for the Bessel kernel near 0. In the Laguerre case
where w(x) = xαe−nx, Borodin [4] proved that
lim
n→∞
1
n1+1/θ
Kn
( u
n1+1/θ
,
v
n1+1/θ
)
= Kα,θ(u, v), (5.4)
where the limiting kernel Kα,θ is given by
Kα,θ(u, v) = θ(uv)
α/2
∫ 1
0
Jα+1
θ
, 1
θ
(ut)Jα+1,θ((vt)
θ)tαdt, (5.5)
and Jα,θ is Wright’s generalized Bessel function, also known as the Bessel-Maitland
function, given by
Ja,b(x) =
∞∑
m=0
(−x)m
m!Γ(a+ bm)
. (5.6)
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If θ = 1, Kα,1 is the well-known hard-edge Bessel kernel [26] given in scaling limit (iii)
above. In view of the universal nature of the scaling limits of the correlation kernel,
one can expect a scaling limit
lim
n→∞
1
cn1+1/θ
Kn
( u
cn1+1/θ
,
v
cn1+1/θ
)
= Kα,θ(u, v) (5.7)
whenever V is such that the equilibrium measure is one-cut supported with hard edge,
and with c = cV,θ depending on V and θ, as long as d1 given in (1.33) and (1.35) is
different from zero. In the critical regime where the soft edge hits the hard edge, see
Section 4.5.2, a new family of kernels can be expected.
Acknowledgements
The authors are grateful to G. Akemann for drawing their attention to [29], to M.
Atkin and A. Kuijlaars for useful discussions, and to the anonymous reviewers for their
useful suggestions. They were supported by the European Research Council under
the European Union’s Seventh Framework Programme (FP/2007/2013)/ ERC Grant
Agreement n. 307074 and by the Belgian Interuniversity Attraction Pole P07/18. TC
was also supported by FNRS.
References
[1] M. Adler, P. Van Moerbeke, and P. Vanhaecke, Moment matrices and multi-
component KP, with applications to random matrix theory, Comm. Math. Phys
286 (2009), 1–38.
[2] M. Berge`re and B. Eynard, Universal scaling limits of matrix models, and (p, q)
Liouville gravity, arXiv:0909.0854.
[3] M. Bertola, Moment determinants as isomonodromic tau functions, Nonlinearity
22 (2009), no. 1, 29–50.
[4] A. Borodin, Biorthogonal ensembles, Nuclear Phys. B 536 (1999), no. 3, 704–732.
[5] L. Carlitz, A note on certain biorthogonal polynomials, Pacific J. Math. 24 (1968),
425–430.
[6] T. Claeys and A.B.J. Kuijlaars, Universality in unitary random matrix ensembles
when the soft edge meets the hard edge, Integrable systems and random matrices,
Contemp. Math. 458 (2008), 265–279.
[7] T. Claeys and D. Wang, Random matrices with equispaced external source, Comm.
Math. Phys. 328 (2014), no. 3, 1023–1077.
[8] E. Daems and A.B.J. Kuijlaars, A Christoffel-Darboux formula for multiple or-
thogonal polynomials, J. Approx. Theory 130 (2004), no. 2, 190–202.
[9] E. Daems and A.B.J. Kuijlaars, Multiple orthogonal polynomials of mixed type
and non-intersecting Brownian motions, J. Approx. Theory 146 (2007), no. 1,
91–114.
26
[10] P. Deift, Orthogonal Polynomials and Random Matrices: A Riemann-Hilbert Ap-
proach. Courant Lecture Notes in Mathematics 3, Amer. Math. Soc., Providence,
RI, 1999.
[11] P. Deift, T. Kriecherbauer, and K.T.-R. McLaughlin, New results on the equilib-
rium measure for logarithmic potentials in the presence of an external field, J.
Approx. Theory 95 (1998), no. 3, 388–475.
[12] P. Desrosiers and P.J. Forrester, A note on biorthogonal ensembles, J. Approx.
Theory 152 (2008), 167-187.
[13] P. Eichelsbacher, J. Sommerauer, and M. Stolz, Large deviations for disordered
bosons and multiple orthogonal polynomial ensembles, J. Math. Phys. 52 (2011),
no. 7, 073510.
[14] B. Eynard and J. Zinn-Justin, The O(n) model on a random surface: critical points
and large-order behaviour, Nuclear Physics B 386 (1992), 558–591.
[15] A.S. Fokas, A.R. Its, and A.V. Kitaev, The isomonodromy approach to matrix
models in 2D quantum gravity, Comm. Math. Phys. 147 (1992), 395–430.
[16] R. Genin and L.-C. Calvez, Sur les fonctions ge´ne´ratrices de certains polynoˆmes
biorthogonaux, C. R. Acad. Sci. Paris Se´r. A-B 268 (1969), A1564–A1567.
[17] R. Genin and L.-C. Calvez, Sur quelques proprie´te´s de certains polynoˆmes
biorthogonaux, C. R. Acad. Sci. Paris Se´r. A-B 269 (1969), A33–A35.
[18] M.N. Il´yasov, An analog of the Christoffel-Darboux formula for biorthog-
onal polynomials, Izvestiya Akademii Nauk Kazakhskoi SSR, Seriya Fiziko-
Matematicheskaya (1983), no. 5, 61–64 (Russian).
[19] A. Iserles and S.P. Nørsett, On the theory of biorthogonal polynomials, Trans.
Amer. Math. Soc. 306 (1988), no. 2, 455–474.
[20] A. Iserles and S.P. Nørsett, Christoffel-Darboux-type formulae and a recurrence
for biorthogonal polynomials, Constr. Approx. 5 (1989), 437–453.
[21] K. Johansson, Random matrices and determinantal processes, in: Mathematical
Statistical Physics: Lecture Notes of the Les Houches Summer School 2005 (Bovier
et al., eds.), Elsevier, 2006, 1-55.
[22] J.D.E. Konhauser, Some properties of biorthogonal polynomials,J. Math. Anal.
Appl. 11 (1965), 242–260.
[23] J.D.E. Konhauser, Biorthogonal polynomials suggested by the Laguerre polyno-
mials, Pacific J. Math. 21 (1967), 303–314.
[24] I.K. Kostov, O(n) vector model on a planar random lattice: spectrum of anomalous
dimensions, Modern Phys. Lett. A 4 (1989), no. 3, 217–226.
[25] A.B.J. Kuijlaars, Multiple orthogonal polynomial ensembles, in Recent Trends in
Orthogonal Polynomials and Approximation Theory (J. Arvesu´, F. Marcella´n and
A. Martnez-Finkelshtein eds.), Contemp. Math. 507 (2010), 155–176.
27
[26] A.B.J. Kuijlaars and M. Vanlessen, Universality for eigenvalue correlations from
the modified Jacobi unitary ensemble, Int. Math. Res. Not. 2002 (2002), no. 30,
1575–1600.
[27] D. S. Lubinsky, A. Sidi, and H. Stahl, Asymptotic zero distribution of biorthogonal
polynomials, J. Approx. Theory, in press (2014).
[28] D. S. Lubinsky and H. Stahl, Some explicit biorthogonal polynomials, in Approx-
imation Theory XI (eds. C. K. Chui, M. Neamtu, L. L. Schumaker), Nashboro
Press, Brentwood, TN, 2005, 279–285.
[29] T. Lueck, H.-J. Sommers, and M.R. Zirnbauer, Energy correlations for a random
matrix model of disordered bosons, J. Math. Phys. 47 (2006), no. 10, 103304–24.
[30] K.A. Muttalib, Random matrix models with additional interactions, J. Phys. A
28 (1995), no. 5, L159–L164.
[31] T.R. Prabhakar, On a set of polynomials suggested by Laguerre polynomials, Pa-
cific J. Math. 35 (1970), 213–219.
[32] S. Preiser, An investigation of biorthogonal polynomials derivable from ordinary
differential equations of the third order, J. Math. Anal. Appl. 4 (1962), 38-64.
[33] L. Spencer and U. Fano, Penetration and diffusion of X-rays. Calculation of spatial
distribution by polynomial expansion J. Res. Nat. Bur. Standards 46 (1951), 446–
461.
[34] E.B. Saff and V. Totik, Logarithmic potentials with external fields, Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences], 316, Springer-Verlag, Berlin, 1997.
[35] H.M. Srivastava, On the Konhauser sets of biorthogonal polynomials suggested by
the Laguerre polynomials, Pacific J. Math. 49 (1973), 489–492.
28
