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ABSTRACT
We present deep photometric observations of the open cluster NGC 2477 using HST/WFPC2. By identifying
seven cluster white dwarf candidates, we present an analysis of the white dwarf age of this cluster, using both the
traditional method of fitting isochrones to the white dwarf cooling sequence, and by employing a new Bayesian
statistical technique that has been developed by our group. This new method performs an objective, simultaneous
model fit of the cluster and stellar parameters (namely, age, metallicity, distance, reddening, as well as individual
stellar masses, mass ratios, and cluster membership) to the photometry. Based on this analysis, we measure a white
dwarf age of 1.035 ± 0.054 ± 0.087 Gyr (uncertainties represent the goodness of model fits and discrepancy among
models, respectively) in good agreement with the cluster’s main-sequence turnoff age. This work is part of our
ongoing work to calibrate main-sequence turnoff and white dwarf ages using open clusters, and to improve the
precision of cluster ages to the ∼5% level.
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1. INTRODUCTION
Age is one of the most important quantities in astronomy and
is essential to a number of astrophysically interesting problems.
From the fundamental questions of the formation of the universe
to the creation of planets, knowing and understanding the ages of
celestial objects is important. There are currently two main ways
to measure the age of stellar populations: main-sequence (MS)
evolution theory (via cluster isochrones) and white dwarf (WD)
cooling theory. These two methods are especially important in
understanding the ages of the constituents of our own Milky
Way. Ages determined from the MS turnoffs (MSTOs) of many
globular clusters have long been used to provide the age of the
Galactic halo (e.g., Chaboyer et al. 1996), while WD cooling
ages of field WDs provide the most reliable age of the Galactic
disk (Winget et al. 1987; Oswalt et al. 1996; Leggett et al. 1998;
Knox et al. 1999).
However, before ages determined by these two techniques
can be meaningfully compared and the full picture of Galaxy
formation understood, they must be calibrated to the same
absolute scale. The only way to empirically perform this
calibration is to measure and compare the ages determined
from both methods in a single-age, single-metallicity stellar
population. Open clusters provide the ideal environment for
such a calibration. In addition to a calibration of these two
chronometers, measuring the age of a single cluster both ways
allows us to compare WD theory with MS theory (and vice
versa), providing an excellent opportunity for the refinement of
both.
∗ Based on observations made with the NASA/ESA Hubble Space Telescope,
obtained at the Space Telescope Science Institute, which is operated by the
Association of Universities for Research in Astronomy, Incorporated, under
NASA contract NAS5-26555.
Using WDs as the means to measure the age of a stellar popu-
lation is conceptually straightforward. There are no appreciable
internal energy sources in a WD (such as nuclear fusion), so it
shines because it is hot, and as time passes the star cools. Mestel
(1952) first showed that there is a relatively simple relationship
between the cooling time (i.e., age) of a WD and its brightness.
When considered in a simple, conceptual way, this means that
if we can measure the brightness of the faintest WDs in a stellar
population, we can measure the population’s age. Although this
simplified view of a WD can be helpful in conceptualizing the
determination of a WD cooling age, in practice, WD cooling
models are more complicated than this, and measuring an ac-
curate WD age requires other information, including the WDs
mass.
The first studies to apply this technique in open clusters were
done by Claver (1995) and von Hippel et al. (1995). Later
studies (von Hippel & Gilmore 2000; von Hippel 2001; Claver
et al. 2001; DeGennaro et al. 2009; Bellini et al. 2010) showed
good agreement in WD ages and MS ages for clusters up to
4 Gyr. A summary of these studies and techniques has been
recently presented by von Hippel (2005). This technique has
also been applied to two globular clusters (M4: Hansen et al.
2002; NGC 6397: Hansen et al. 2007), and a third (47 Tuc; H.
Richer et al. 2011, in preparation) is underway. These deep
observations of the faintest WDs in these globular clusters
represent a remarkable triumph for observational astronomy.
While measuring the age of a stellar population with the
population’s WDs seems simple, WD cooling models are com-
plicated. Substantial work has been done to better understand
them (e.g., Montgomery et al. 1999; Salaris et al. 2000), but
many puzzles remain, especially among the coolest WDs (e.g.,
Kilic et al. 2006). This is one of the reasons the studies of WD in
star clusters is so important. Studies of WDs in globular clusters
1
The Astrophysical Journal, 730:35 (10pp), 2011 March 20 Jeffery et al.
Table 1
Cluster Parameters from the Literature for NGC 2477
Age (Gyr) (m − M)V AV a [Fe/H] Source
1.0 11.43 0.93 . . . 1
1.0 11.45 0.713 0.00 2
1.0b . . . . . . . . . 3
1.0 . . . . . . −0.14 4
1.3 11.60 0.93 −0.05 5
1.5 11.48 0.868 . . . 6
Notes.
a Average value.
b White dwarf age.
References. (1) Kassis et al. 1997; (2) Salaris et al. 2004; (3) von Hippel et al.
1995; (4) Eigenbrod et al. 2004; (5) Friel & Janes 1993; (6) Hartwick et al.
1972.
allow us to study these coolest WDs in a more controlled, uni-
form population. Open clusters are also important, especially
for the calibration of the WD and MSTO ages, as it allows us to
gradually push up the calibration limit in order to better under-
stand the WD cooling physics. This paper adds to the ongoing
effort of our and other groups to study WDs in clusters. Our
work complements the immense efforts that have gone into the
studies of the WDs in the great globular clusters.
An illustration of the need for continuing studies of WDs
in open clusters and our incomplete understanding of stellar
evolution and the formation of WDs is the recent case of the
old, metal-rich open cluster NGC 6791. This cluster’s faint
WDs were first observed by Bedin et al. (2005) and initial
observations showed a peak in the WD luminosity function (LF)
that, when fit with standard models, indicated an age of 2.4 Gyr,
in stark disagreement with the MSTO age. Subsequent studies
have sought an explanation for this. One such explanation was
put forth by Hansen (2005), who suggested that the bright peak
was due to a large population of helium-core WDs, formed when
stars experience excessive mass loss (due to the cluster’s high
metallicity) along the red giant branch (RGB), thereby skipping
the helium flash and prematurely becoming WDs. Kalirai et al.
(2007) used spectroscopic observations to confirm the existence
of such a population. Additionally, a second, fainter peak in the
WDLF of NGC 6791 was discovered with deeper observations
(Bedin et al. 2008b), as Hansen (2005) also predicted. However,
Van Loon et al. (2008), using Spitzer observations, found no
evidence of excessive circumstellar dust around the cluster RGB
stars, indicating that these stars were not experiencing extreme
mass loss. Other groups have also sought to explain the strange
bimodal WDLF of this cluster, employing scenarios such as
high binary fraction (Bedin et al. 2008a), and the gravitational
settling of 22Ne in the core causing the cooling rate of old metal-
rich WDs to be slower than normal (Deloye & Bildsten 2002;
Garcia-Berro et al. 2009).
The puzzle of NGC 6791 illustrates the need to continue
observations of WDs in open clusters. Our goal is to perform
the calibration of MSTO and WD ages using open clusters,
covering a range of ages and metallicities. Pushing up the limit
of calibration gradually will allow us to better understand and
improve upon any uncertainties in the WD cooling physics as
well as MSTO physics.
This paper presents a study of the open cluster NGC 2477.
We have observed it with the Hubble Space Telescope (HST)
to obtain photometry of the cluster WDs. This rich cluster is
moderately old (Kassis et al. 1997 measured an MSTO age
Table 2
Coordinates of Observed Fields for NGC 2477 with HST/WFPC2
Field R.A. (2000) Decl. (2000)
1 07:52:16.81 −38◦35′40′′
2 07:52:26.20 −38◦34′40′′
Table 3
Summary of Observations for NGC 2477 with HST/WFPC2
Date Filter Exposure Field Cycle
Observed Time (s)
1994 Mar 18 F555W 8 × 400 1 4
1994 Mar 18 F814W 9 × 400 1 4
1996 Mar 25 F555W 8 × 500 1 6
1997 Mar 17 F555W 12 × 500 2 6
1997 Mar 17 F814W 8 × 500 2 6
of 1 Gyr), with a distance modulus of 10.61, and differential
reddening with an average value of E(B − V ) = 0.3 (Hartwick
et al. 1972). It is slightly metal-poor, with [Fe/H] ∼ −0.14
(Eigenbrod et al. 2004). We have listed these and several other
literature sources for these cluster parameters in Table 1. This
cluster was first studied using HST by von Hippel et al. (1995),
who found a preliminary WD age of 1.0 Gyr. In a subsequent
paper, von Hippel et al. (1996) studied the lower mass MS.
In this paper, we reanalyze these HST data and incorporate
unpublished Cycle 6 data, using updated HST reduction and
photometry techniques, new ground-based data for the brighter
stars, new stellar evolution models, and our new Bayesian
statistical technique.
We have organized this paper as follows. Section 2 outlines
our observations and data reduction techniques, as well as
presenting the deep color–magnitude diagram (CMD) for this
cluster. In Section 3, we measure an age for NGC 2477 by
fitting WD isochrones to the candidate cluster WDs. We discuss
our new Bayesian algorithm in Section 4. We developed this
technique to objectively fit models to CMDs and measure cluster
ages to higher precision than previously possible. We then apply
this technique to NGC 2477 and discuss the results in Section 5.
2. OBSERVATIONS AND DATA REDUCTION
Two fields of NGC 2477 were observed with the Wide Field
Planetary Camera 2 (WFPC2) aboard HST. Data were taken in
two filters, F555W and F814W (equivalent to broadband V and
I, respectively). These fields were observed on three days over
two cycles: 1994 March 18 (Cycle 4), 1996 March 25, and 1997
March 18 (both Cycle 6). We have listed coordinate information
for the two fields in Table 2 and summarized the observations
in Table 3.
Basic image calibrations, such as bias correction and flat
fielding, were performed by the WFPC2 pipeline (Baggett et al.
2002), using the most up-to-date calibration files. We performed
the drizzle procedure on the data using a detailed cookbook and
IRAF7 script provided by STScI in the HST Dither Handbook
(Koekemoer et al. 2002).
Sources for photometry were found and morphologically
classified using SExtractor (Bertin & Arnouts 1996). We em-
ployed CCDCAP (Mighell & Rich 1995) to derive instrumental
7 IRAF is distributed by the National Optical Astronomy Observatory, which
is operated by the Association of Universities for Research in Astronomy, Inc.,
under cooperative agreement with the National Science Foundation.
2
The Astrophysical Journal, 730:35 (10pp), 2011 March 20 Jeffery et al.
Figure 1. Left: CMD of NGC 2477 taken with HST/WFPC2. Only objects with magnitude errors less than 0.1 have been plotted. Overplotted is the cooling track of a
0.6 M WD (Wood 1992). Right: ground-based photometry (small black and gray points) of NGC 2477 combined with HST data (large black points). The numbered
regions indicate (1) the cluster MS; (2) a substantial stellar background population; (3) other field stars, image defects, and background galaxies; and (4) the cluster
WD sequence. The dashed lines in this panel indicate the portion of the MS used when running MCMC (see Section 4.2). That is, when running MCMC, only the
portion of the MS between the dashed lines as well as the cluster WDs candidates are used. The rest of the data are discarded.
(A color version of this figure is available in the online journal.)
magnitudes via aperture photometry. To perform aperture pho-
tometry, we utilized a stellar aperture of 4 pixels (compare with
the FWHM of ∼3.0 pixels for the drizzled images), with a sky
annulus of radius 10 pixels (0.′′5), with a width of 3 pixels. The
size of the stellar aperture was chosen for consistency with the
aperture used by Dolphin (2000) when calculating charge trans-
fer efficiency (CTE) corrections. We used these corrections from
Dolphin (2000) with the most up-to-date corrections available
on his Web site.8 The corrections we used here were taken from
the 2008 October update of his Web site.
The zero points (ZPs) and color terms we used were those
determined by Holtzmann et al. (1995) and updated by Dolphin
(2000). We used the most up-to-date values (available from
Dolphin’s Web site) to transform raw, CTE-corrected WFPC2
magnitudes to standard V and I magnitudes. We note that the
cluster observations were taken with the gain setting of seven,
so the appropriate ZPs were used. We also applied an aperture
correction to correct the smaller aperture measurements of the
observations to the appropriate size of the standards.
In the left panel of Figure 1, we present the CMD of all
the objects in our WFPC2/HST fields, with only objects with
magnitude (V and I) errors less than 0.1 plotted. Overplotted in
this figure is the cooling track of a 0.6 M WD (Wood 1992),
assuming a true distance modulus (i.e., (m−M)0) of 10.74 and
reddening (E(B − V )) of 0.23; Salaris et al. 2004). We note
that the average WD mass of this cluster is likely higher than
0.6 M; however, since this is roughly the average of field WDs
(e.g., Kepler et al. 2007), it serves as a good first approximation
in helping us locate the position of the WD sequence.
The right panel of Figure 1 combines the HST data (large black
points) with a set of new photometric observations of the upper
MS of NGC 2477 (small black and gray points). (The black
points are those that lie within 300 arcsec of the cluster center,
and are therefore more likely to be cluster members, while the
8 http://purcell.as.arizona.edu/wfpc2_calib/
gray points lie outside the cluster core.) The details of these
data will be forthcoming in a later paper (Jeffery 2009). Briefly,
we observed NGC 2477 with the SMARTS 1 m telescope
and Y4KCam CCD camera9 at Cerro Tololo Inter-American
Observatory. The CCD provides a 20×20 arcmin field of view
with a scale of 0.298 arcsec per pixel. Observations were taken
with standard BVI filters and achieve a signal-to-noise ratio of
5–10 at V ∼ 19.5. In the current analysis, the data in V and
I will be used in combination with the HST photometry of the
cluster WDs.
Because the CMD of this cluster is somewhat complicated,
we have classified it into four main parts, as diagramed in the
right panel of Figure 1. Region 1 is the cluster MS. Region 2
is a significant background population that has merited some
discussion in the literature (e.g., Momany et al. 2001); some
argue that it is part of the Canis Major overdensity system
(Bellazzini et al. 2004), while others argue that it is not part
of the CMa system (Carraro et al. 2005). Nonetheless, it is well
accepted that this background population exists and that it is not
associated with NGC 2477. Region 3 includes other field stars,
image defects, and background galaxies. And finally, Region 4
is the cluster WD cooling sequence.
Also included in the right panel of Figure 1 are two horizontal
dashed lines on the upper MS. This indicates the region of the
MS used in our Bayesian analysis and will be discussed further
in Section 4.2.
Our observations were taken at multiple epochs (see Table 3),
so we investigated the feasibility of measuring proper motions
(PMs) in order to clean the CMD. PMs would be extremely
useful for separating the cluster members from the field (es-
pecially with such a large background field population). The
observations for Field 2 were taken on the same day, making
9 More information about the Small and Moderate Aperture Research
Telescope System (SMARTS) can be found at
http://www.astro.yale.edu/smarts/.
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Figure 2. Stellarity index vs. V magnitude. Stellarity index ranges from 0
(galaxies) to 1 (stars). Objects with stellarity 0.78 (indicated by the dashed
line) were automatically rejected from the analysis.
measurements of PMs impossible. The observations of Field 1
were taken just two years apart. Dias et al. (2006) measured
a PM for this cluster as differing from the field by less than
2 mas yr−1. Given this, we would expect ∼3.5 mas of move-
ment over the two-year baseline, translating to 0.07 WFPC2
drizzled pixels.
Because we are reanalyzing data taken during Cycle 4 and
6, i.e., taken before we properly understood subpixel offsets
and drizzling procedures, the resulting drizzled point-spread
functions are not as well constructed when compared to current
standards, simply because of the way the data were taken. The
result is that we cannot calculate the centroids to the precision
required to measure the PM of this cluster. Fortunately, we can
use morphological information to reject many of the background
galaxies (see Section 3), allowing us to proceed in our analysis
without PM information.
3. FITTING WHITE DWARF ISOCHRONES
Despite contamination in the region of the cluster WDs being
minimal (see Figure 1), star–galaxy separation was still an
important point of concern. Because of small shifts among the
images input to the drizzle algorithm, SExtractor had a difficult
time distinguishing between stars and galaxies on the drizzled
images. To mitigate this problem, we ran SExtractor on images
that were a simple combination of individual images (using
the IRAF IMCOMBINE task, rather than drizzle), and matched
the object classification with the master (drizzled) photometry
values. We present a plot of stellarity versus magnitude in
Figure 2. The so-called stellarity index ranges from 0 (galaxies)
to 1 (stars). All sources with a stellarity index less than 0.78
were automatically rejected. This threshold was chosen based
on results from von Hippel & Gilmore (2000), although the
final WD candidates all had stellarity indices greater than 0.90
(i.e., they are definitely stars). The stellarity values provided the
first cut toward isolating a clean stellar sample of cluster WD
candidates.
After the stellarity cut, nine possible WD candidates re-
mained. We plot these in Figure 3, a zoomed region of the CMD
around the region of the WDs. We visually inspected each ob-
ject on the original images to confirm the stellar nature of each
Figure 3. CMD of NGC 2477, zoomed on the WD region. Only objects passing
the first stellarity cut (Figure 2) are plotted. Each object was then visually
inspected on the original images. Objects 1–7 are confirmed to be stellar and
we assume them to be the cluster WDs; objects 8 and 9, plotted as triangles,
are found to be image defects (see Figure 4) and will be discarded from further
analysis. We have overplotted WD isochrones (from Wood 1992) for 0.5, 1.0,
and 1.5 Gyr. The best fit to the WDs (i.e., objects 1–7) in this cluster is 1.0 Gyr,
in good agreement with the MSTO age.
(A color version of this figure is available in the online journal.)
one and to exclude any image defects (hot pixels, diffraction
spikes, etc.) or other non-stellar objects. In Figure 4, we display
the portion of the image used for visual inspection with each
of these nine possible WD candidates indicated. This exami-
nation confirms that objects 1–7 are stellar, while 8 and 9 are
likely image defects, found in the noisy vignetted edge region
of the CCD. Because of this, these two objects were discarded
from further analysis. In our first analysis, using standard WD
isochrone fitting, we assume that the stellar objects in the WD
region are primarily cluster WDs. We relax this assumption in
our full Bayesian analysis, as mentioned below.
As an important consistency check, we calculated how many
WDs we would expect to find, based on the number of stars
we observe on the MS. To do this calculation, we first count
the number of MS stars in a particular magnitude range. (We
chose bright MS stars, so as to avoid the complications of
incompleteness.) We then simulate a cluster with the previously
published age and metallicity of NGC 2477, incorporating
a Miller & Scalo initial mass function (IMF), MS evolution
timescale models of Dotter et al. (2008), the initial–final mass
relation of Weidemann (2000), WD cooling timescales of Wood
(1992), and WD atmospheres color from Bergeron et al. (1995).
Because this process can be somewhat stochastic, we produced
1000 clusters in this manner and selected only those clusters
with a number of MS stars in the same magnitude bin equal to
that determined for NGC 2477, totaling 165 simulated clusters.
From these 165 clusters, we calculated the average and standard
deviation of the number of WDs produced in each instance to
be 6.5 ± 2.4. This is a good estimate of the number of WDs we
expect to find. Our finding of seven WD candidates falls within
the expected number.
We also expect the number of field WDs or unresolved quasars
in this region to be small. To estimate the total number of
background quasars, we first take the observed number density
of these objects from the recent Sloan Digital Sky Survey
4
The Astrophysical Journal, 730:35 (10pp), 2011 March 20 Jeffery et al.
Figure 4. Image screenshots of the nine blue objects in the WD region of the CMD with high stellarity (objects 1–9, see Figure 3). (We note that we are displaying the
IMCOMBINE, not drizzled, images. See the text for further discussion.) Visual inspection confirms that objects 1–7 are indeed stellar, while 8 and 9 are likely image
defects, found in the noisy vignetted edge region of the CCD. Because of this, these two objects will be completely discarded for further analysis.
observations (e.g., Richards et al. 2009) and use a quasar LF
(e.g., Richards et al. 2006) to extend this number density from
their limiting magnitude to that of our cluster WD terminus.
By then scaling this number density to the field of view of our
observations, we expect to find less than one quasar in our field.
We therefore do not expect background quasars to be a problem
and proceed with our analysis.
In many cases when observing the faintest members of a
cluster, observational incompleteness becomes an important
issue. von Hippel et al. (1996) calculated the incompleteness
of Field 1 to be ∼98% at the level of the coolest WD candidates
(see their Figure 1). Field 2 was taken with similar exposure
times, so we can assume the completeness to be similar. Because
of this high completeness, the data do not need to be corrected
for observational incompleteness.
We fit isochrones to the candidate WDs to estimate the WD
age for NGC 2477. In Figure 3, we overplot several Wood
(1992) isochrones for ages of 0.5, 1.0, and 1.5 Gyr, as labeled.
Objects 1 through 7 are our WD candidates. We have listed the
photometry and coordinate positions for these stars in Table 4.
This demonstrates a best fit to the terminus of the WD cooling
sequence with the 1.0 Gyr isochrone. This is in good agreement
with the MSTO age (Kassis et al. 1997). We will discuss error
analysis in a later section.
4. A BAYESIAN APPROACH TO MEASURING
CLUSTER WD AGES
The method used in the previous section for determining
cluster ages (that is, fitting isochrones to the WD cooling
sequence) has served us well for years. However, we desire
a more objective approach to fitting models to the data, as well
Table 4
WD Candidates in NGC 2477, Including Photometry and Coordinate
Information
ID V σV V−I σV −I R.A. Decl.
WD1 23.108 0.008 0.292 0.020 07:52:22.6 −38◦35′40.′′9
WD2 23.566 0.011 0.284 0.026 07:52:28.3 −38◦34′54.′′3
WD3 23.689 0.010 0.452 0.027 07:52:22.9 −38◦35′54.′′4
WD4 23.904 0.012 0.443 0.033 07:52:12.5 −38◦36′10.′′2
WD5 23.963 0.015 0.387 0.034 07:52:25.6 −38◦35′21.′′7
WD6 23.957 0.015 0.371 0.034 07:52:23.3 −38◦34′32.′′1
WD7 23.972 0.016 0.334 0.038 07:52:21.8 −38◦34′46.′′9
Notes. Numbering is consistent with Figure 3. We note that only confirmed
stellar objects are listed.
as to increase the precision of the fit. Our goal is to improve
the precision of both MSTO and WD ages to 5%. Because
no qualitative gains are likely to be made in the near future
in the precision of cluster photometry, stellar abundances, or
cluster distances, our best hope of achieving this high age
precision is from improved models and improved statistical
fitting procedures.
In this section, we will discuss the application of a powerful
new Bayesian technique we have developed to determine cluster
ages with higher precision. We give a brief overview of the
technique and then apply it to the data set discussed in Section 2
to measure the WD age of NGC 2477 from the cluster WDs.
4.1. Overview of the Technique
Our Bayesian technique derives posterior distributions for
various cluster and stellar parameters by utilizing Bayesian
5
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analysis methods. These parameters include age, distance mod-
ulus, metallicity, and line-of-site reddening as well as individual
stellar masses, mass ratios, and cluster memberships probabil-
ities. For a thorough and in depth discussion of the technique
and its first applications, we refer the reader to von Hippel et al.
(2006), Jeffery et al. (2007), DeGennaro et al. (2009), and van
Dyk et al. (2009). However, for the convenience of the reader,
we provide a short overview of the technique here.
Our Bayesian algorithm aims to fit a cluster evolution model
using clear statistical principles. In our current analysis, the
cluster evolution model is as follows. It incorporates a Miller &
Scalo (1979) IMF, one of three available MS evolution timescale
models (namely, the models of Dotter et al. 2008 (DSED), Yi
et al. 2001 (YY), and Girardi et al. 2000), the initial (MS)
mass–final (WD) mass relation of Weidemann (2000), WD
cooling timescales of Wood (1992), and WD atmospheres colors
from Bergeron et al. (1995). In our current analysis, we will
compare and discuss the results of using each of the three MS
evolution timescale models, while the other model ingredients
are held fixed.
Bayes’ theorem is at the heart of Bayesian statistics. It states
that the posterior probability distribution of the parameters of
our model (e.g., cluster age) is proportional to the product of
the prior probability distribution and the likelihood function.
The prior probability distribution incorporates any information
from outside the data, including the cluster-wide parameters
age, metallicity, distance, and reddening, and individual stellar
parameters such as cluster membership probability (if available
from either PMs or radial velocity measurements), mass deter-
minations, and the mass ratio of any unresolved companions.
The likelihood function compares the predicted photometry for
each star (via our cluster evolution model) with the observed
photometry assuming known errors in the latter.
Because of the high dimensionality and complex nature of
these distributions, the equations cannot be manipulated analyt-
ically. We use a Markov Chain Monte Carlo (MCMC) technique
to sample the posterior distributions of the different cluster-wide
parameters, as well as individual stellar quantities such as the
mass of each star, mass ratio of any unresolved binary com-
panions, and membership probability. The convergent MCMC
chain provides a (correlated) sample from the posterior dis-
tributions of the corresponding quantities, and can be used to
compute means and intervals as parameter estimates and error
bars.
We wish to note that the precision of the parameters discussed
in the following sections is internal precision rather than external
accuracy. Our technique objectively determines the best fit of
the model to the data, and the goodness of that fit; it cannot
assess the physical accuracy of the model itself. For example, a
change in the initial–final mass relation could change our results
systematically, but the internal precision would still be high. A
better understanding of such external modeling issues comes as
we intercompare results from multiple model sets, as we begin
to do here.
4.2. Input Data
For the application of the Bayesian technique,10 we use the
photometry of the seven WD candidates (see Table 4) and
ground-based photometry of the cluster MS (taken from Jeffery
2009, as discussed in Section 2). Only a small portion of the MS
10 For ease, from this point forward we will refer to the Bayesian algorithm
simply as “MCMC.”
Table 5
Priors Used by the Bayesian Algorithm
Cluster Mean
Parameter Value σ
Fe/H −0.10 0.30
(m − M)V 11.460 0.22
AV 0.750 0.10
Notes. Mean values are within literature values for these parame-
ters (see Table 1) and σ values are representative of conservative
uncertainty for these quantities. The mean values of these distribu-
tions were used as the starting value for MCMC, as mentioned in
Section 4.3.
is used; for this cluster we used the MS between V = 14.5 to 15.5.
Assuming a reddened distance modulus of 11.45 for this cluster,
which translates to an absolute magnitude of 3.05–4.05,11 or a
mass limit of 1.16–1.40 M, we have indicated these limits
with the dashed horizontal lines in Figure 1. (We note that
everything outside the dashed horizontal lines, except the seven
WD candidates, was discarded from the Bayesian analysis.) The
upper MS magnitude cutoff was imposed to remove the entire
turnoff region, in order to derive age information from the WDs
alone.
A lower MS limit was imposed to control the amount of MS
to be included in each run. The MS fit provides the primary
constraint on cluster metallicity, distance, and reddening. While
models tend to fit the upper MS well, most do a poor job at fitting
the lower MS. Because the MCMC fit is predicated upon the
cluster evolution model, the poor fit of the model to the data can
result in poor fits of certain cluster parameters. (This specific
issue was explored extensively by DeGennaro et al. 2009.) To
bypass this problem, we only use the upper MS (below the
MSTO) where the models better fit the observed shape of the
cluster MS. For this reason, the MS observed from the deep
HST photometry was not used. Rather, MCMC was given the
WD photometry from HST observations and a MS from the
ground-based data from Jeffery 2009.
4.3. Running MCMC
For each of the three MS stellar model sets, we ran a total of
twelve separate MCMC chains. Each chain was set to sample
for 2 × 106 iterations, reading out every 100th iteration, until
20,000 values of the posterior distribution have been saved.
Prior to each run was a burn-in period. During this burn-in
period, which totaled 130,000 samples per chain, the MCMC
chain was allowed to stabilize and various correlations were
calculated (see DeGennaro et al. 2009 for more details). This
allows for more efficient sampling during the MCMC run. We
note that all statistics were calculated after the burn in.
We initiated each of the chains at the prior means of
metallicity, distance, and reddening (see Table 5). We used a flat
prior on log(age). To check for sensitivity to the starting value of
this parameter of primary interest, as well as to look for different
modes in the posterior distribution (i.e., competing best/good
fits), we started chains at three different starting values for age,
namely log(age) = 8.9, 9.0, and 9.1. Starting values for the
masses were compiled by creating an isochrone at the starting
value of the cluster parameters and computing the mass for
each star that results in the best match between its observed
11 The exact limits on the MS are relatively unimportant, as long as the criteria
of the upper and lower limits, discussed in this section, are met.
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Figure 5. Comparison of posterior distributions of cluster parameters given different start values for log(age), namely log(age) = 8.9, 9.0, and 9.1, represented by
different line styles: solid (8.9), dashed (9.0), and dotted (9.1). We note how consistently MCMC found the posterior distribution, regardless of starting value. This
demonstrates the robustness of the technique to the age starting value and the plausibility of no additional modes in this area of parameter space.
colors and magnitudes and the created isochrone. Because no
additional information was available (from radial velocity data
or PMs), we set the starting values for the mass ratios to 0.1
and cluster membership priors to 0.5. All of this results in three
chains for each MS model, for a total of nine chains. As we
describe below, this entire scenario was replicated four times
using different random seeds, or twelve chains for each MS
model, for a grand total of 36 MCMC chains.
We compared the results for the three starting log(age) values
for each model, and in each case, MCMC consistently found the
same location of the posterior distribution. This demonstrates
both the robustness of the algorithm on determining the posterior
distribution as well as indicate the plausibility that no other
modes in the posterior distribution exist in this region of
parameter space. We plot this result in Figure 5 for the DSED
models, but note similar results for both the YY and Girardi
models. In this plot, we show the sampling histories of these
runs as histograms. Each panel is a different cluster parameter
(as labeled). The three line styles represent the three start values
of log(age): solid (8.9), dashed (9.0), and dotted (9.1). Clearly,
MCMC finds the same posterior distribution, regardless of the
start value.
For each combination of stellar evolution model and starting
value for log(age), we set MCMC to run four times, using four
different initial seeds. Each time, the MCMC chain stabilized
and sampled well. We demonstrate this in Figure 6. This
represents multiple runs starting at log(age) = 9.0, using the
DSED models, although results were similar for both the YY
and Girardi models, as well as for other log(age) start values.
This demonstrates that the posterior distribution is located and
well sampled, regardless of the initial random seed.
5. RESULTS
Once we had the full posterior distributions, we were able
to calculate statistics. We emphasize that the best summary
of our analysis is the complete posterior distribution. Because
of its high dimensionality (four cluster parameters plus three
parameters for each star), we focus on simpler and more familiar
summaries that are easier to compute. In particular, we report
the average and the standard deviation of the sample MCMC
chains combined from individual runs with each of the three
starting values for log(age) and each of the four random seeds.
Again, we emphasize that the precision reported here is internal
precision.
We compare the values determined by each of the MS
evolution model sets we used. In Figure 7, we overplot the
full posterior distributions of each model set, a combination of
the twelve individual runs for each model set, as discussed in
Section 4.3. Colors and line styles consistent with DeGennaro
et al. (2009), namely solid purple (Girardi et al. 2000), dotted
red (Yi et al. 2001), and dashed blue (Dotter et al. 2008). The
average and standard deviation for each model set is listed in
Table 6. The DSED and Girardi values agree well on the age,
while the YY models give a slightly younger age, although the
distributions still overlap.
As we explained in Section 4.1, MCMC compares the
observed photometry to the predicted photometry of each star
given the set of stellar cluster parameters for a given step in
the MCMC chains. The predicted magnitudes of each star can
then be averaged over the course of the chain and compared
to the data. This demonstrates how well MCMC models the
photometry and indicates the reliability of the fit.
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Figure 6. Histograms of the sampling histories for the cluster parameters of NGC 2477 using different initial random seeds for each run. The results plotted here used
the DSED MS models with a log(age) starting value of 9.0 (see Section 4.3). Different runs using different random seeds are represented by different colors and line
styles. From this, it can be seen how consistently MCMC found the location of the posterior distribution for sampling, regardless of the initial random seed.
(A color version of this figure is available in the online journal.)
Figure 7. Comparison of the combined posterior distributions of cluster parameters given the different MS evolution models. Each posterior distribution is the
combination of twelve individual MCMC runs (i.e., three different log(age) starting values, each run with four different random seeds). The different models are
represented by different line styles: solid purple (Girardi et al. 2000), dotted red (Yi et al. 2001), and dashed blue (Dotter et al. 2008). For age, DSED and Girardi
models are in the best agreement, while the YY models give a slightly lower age, although the distributions are all overlapping. We have listed the average and standard
deviation for each of these distributions in Table 6.
(A color version of this figure is available in the online journal.)
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Figure 8. CMD of the WD region of NGC 2477. In both panels, the solid black points are the data. On the left, the blue stars represent the average of the photometry
values produced by MCMC (using the DSED models). A WD isochrone simulated with the DSED values in Table 6 is overplotted to demonstrate the quality of the fit
to the data. (We also note that for WD2 in this panel, the final cluster membership probability from each MCMC run was typically low, often less than 10%, which
explains for the offset predicted photometry value.) The right panel of this plot shows multiple WD isochrones simulated with the appropriate values for that model,
listed in Table 6, for easy comparison of the models in color–magnitude space. Color and line styles are consistent with those used in Figure 7.
(A color version of this figure is available in the online journal.)
Table 6
Mean and Standard Deviation of the Posterior Distributions of Cluster
Parameters of NGC 2477 from WD Plus MS Photometry
Cluster DSED YY σYY Girardi
Parameter Mean σDSED Mean Mean σG
Age (Gyr) 1.08 0.06 0.94 0.05 1.10 0.05
Fe/H −0.098 0.05 −0.246 0.07 −0.338 0.07
(m − M)V 11.378 0.07 11.504 0.06 11.363 0.06
AV 0.591 0.03 0.720 0.03 0.615 0.03
Notes. We note that the small sigma on AV should not be taken to imply that the
cluster does not exhibit differential reddening (as was mentioned in Section 1);
rather, our model does not incorporate differential reddening at this time. The
sigma here is an error on the mean reddening.
In both panels of Figure 8, we display the CMD of just the WD
region of NGC 2477, with the photometry of the WD candidates
given by the black points and error bars. In the left panel, we plot
the average values of the photometry as predicted by MCMC
for the DSED model set, represented by the blue stars. We
note that for WD2, the final cluster membership probability
from each MCMC run was typically low, often less than 10%,
explaining for the somewhat skewed predicted photometry. Also
overplotted is a WD isochrone, simulated with the best fit
cluster parameters (by MCMC using the DSED models) listed
in Table 6. This figure demonstrates that the photometry data
were fit very well and that the combination of parameters found
(especially age) by MCMC did an excellent job at fitting the
data. The right panel of this plot shows multiple WD isochrones
simulated with the values in Table 6 for all models for easy
comparison of the models in color–magnitude space.
Our final value for the WD age of this cluster comes by
taking a weighted average of the ages determined by all three
model sets, calculated in the standard way, with weights being
inversely proportional to the MS model specific variances. We
then calculated two error bars. The first represents a quality of
the model fit to the data (i.e., internal or within-model error) and
is found by taking the square root of the average of the variances
for each MS model (i.e., the square of the standard deviations,
as listed in Table 6). The second represents the spread among
the three different models we used, found by computing the
standard deviation of the three model-specific fitted values (i.e.,
average of the MCMC chains, see Table 6). It is a preliminary
measurement of the theoretical uncertainty in the fits to the
degree that these three models span the range in uncertainty
in the input physics. (Although they do not capture all of that
uncertainty, it is a start in the process of quantifying it.)
With this in mind, our final value for the WD age of NGC 2477
is 1.035 ± 0.054 ± 0.087 Gyr.
6. CONCLUSIONS
In this paper, we have presented deep HST observations
of NGC 2477. We have estimated a WD age of this cluster
using traditional techniques of fitting WD isochrones by eye,
resulting in a WD age of approximately 1.0 Gyr. In order
to achieve higher precision in clusters ages, our group has
developed a new algorithm that utilizes Bayesian statistics. By
employing an MCMC technique, we are able to sample from the
posterior distributions of cluster parameters, specifically age,
performing a simultaneous best fit of the free parameters to
the photometry. WD ages determined from this method have
much higher precision than by simply fitting isochrones by
eye. Using the Bayesian algorithm and utilizing different MS
evolution timescale models, we have measured the WD age of
NGC 2477 to be 1.035 ± 0.054 ± 0.087 Gyr (uncertainties
represent the goodness of model fits and discrepancy among
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models, respectively). This age is consistent with that measured
from traditional isochrone fitting (both from MSTO fitting by
Kassis et al. 1997, and the initial WD age derived by von Hippel
et al. 1995), as we would expect, but our new result is objective,
marginalizes over the other cluster parameters, and includes
posterior distributions on all parameters. Even with only a few
WDs, our technique achieves a 5% age precision within a given
model, and when marginalizing over three MS stellar evolution
models, it achieves better than 9% precision.
This material is based upon work supported by the National
Aeronautics and Space Administration under Grant NAG5-
13070 issued through the Office of Space Science, and by the
National Science Foundation through Grant AST-0307315, as
well as NSF grant DMS-0907522.
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