The Steiner tree problem is one of the most fundamental and intensively studied NP-hard problems. There have been improved approximation algorithms for this problem starting from the naive 2-approximation algorithm and resulting in the best combinatorial approximation with ratio 1 + ln(3) 2 + ǫ < 1.55 [33] . An LP-based approximation algorithm, and in particular an integrality gap smaller than 2 had been an important open problem until [7] gave an algorithm with approximation ratio ln(4) + ǫ < 1.39. This algorithm has high running time as it considers computing optimal k-components for large values of k and uses LP-rounding.
Introduction
In the Steiner tree problem, we are given an undirected graph G = (V, E), a cost function on the edges c : E → Q + and a subset of nodes R ⊆ V called terminals (we set n := |V | and m := |E| throughout the paper). The objective is to find a tree T of minimum cost c(T ) := e∈T c(e) which connects all the terminals. Note that the solution might contain nodes that are not in R. These nodes are often called Steiner nodes. There is an approximation preserving reduction from this problem to its metric version. Hence, we assume that the edge weights satisfy the triangle inequality, and a given algorithm works on the metric completion of the input graph G. The importance of the Steiner tree problem is mainly because it is a natural generalization of the minimum spanning tree problem and that it appears as a special case of a large number of network design problems that are of great interest in the field of approximation algorithms. Its elegance allows generalizations in many different directions. As a result, it is one of the fundamental problems that have been intensively studied in theoretical computer science and operations research.
The Steiner tree problem already appears as an NP-hard problem in Karp's classic paper [24] , and the book [15] . In fact, it is NP-hard to find an approximation ratio better than 96/95 [10, 11] . Thus, approximation algorithms have been sought. The fact that a minimum spanning tree on the terminals is twice the cost of an optimum solution has been exploited by early authors [16, 12, 22, 27, 29, 34] resulting in 2-approximation algorithms (see also [36] ). The first algorithm breaking the barrier of factor 2 came from [37] followed by a series of work [4, 30, 25, 20] resulting in the best purely combinatorial algorithm of factor 1 + ln (3) 2 + ǫ ≈ 1.55 by [32, 33] . More recently, an LP-based algorithm was provided by [6, 7] achieving the approximation ratio ln(4) + ǫ ≈ 1.39, which stands as the current best result. The special case of the Steiner tree problem in which there are no edges between the Steiner nodes has been of usual interest in the literature. Such special instances are called quasi-bipartite graphs. The best approximation ratio on such instances is 73/60 + ǫ, again by [6, 7] .
The main ingredient of all the algorithms discussed so far is concerned with the concept of a k-restricted Steiner tree. A component is a tree whose leaves are all from the set of terminals R. A k-component is a component having at most k terminals as leaves. A k-restricted Steiner tree T is a collection of components whose union induces a Steiner tree. In this case, the cost c(T ) of T is the total cost of its components, counting the duplicated edges with their multiplicity. An example of a 4-restricted Steiner tree is given in Figure 1 , where terminals are depicted by squares, and Steiner nodes by filled circles. Here, the solution contains a single instance of a 2-component, a 3-component and a 4-component.
A theorem of [5] states that in order to get a good approximation ratio for Steiner tree, it is sufficient to consider k-restricted Steiner trees provided that k is large enough. In particular, let ρ k be the supremum of the ratio between the cost of an optimal k-restricted Steiner tree and the cost of an optimal Steiner tree with no restrictions. Theorem 1. [5] Given nonnegative integers r and s satisfying k = 2 r + s and s < 2 r , we have ρ k = (r + 1)2 r + s r2 r + s ≤ 1 + 1 ⌊log 2 k⌋ .
Given an optimal solution with a set of components, a specific component is optimal for the problem induced by its terminals. Besides, contracting the nodes in a specific component creates a tree which is also optimal for the residual problem. Using these facts and the theorem above, a natural approach for approximating Steiner tree is then following: start from a minimum spanning tree on terminals (which is 2-approximate), identify by some greedy selection criteria, a k-component to contract, remove redundant edges and iterate until there is no improvement. The Figure 1 : An example of a 4-restricted Steiner tree early combinatorial algorithms together with the LP rounding algorithm of ratio 1.39 have used this general idea. One obvious disadvantage of this scheme is that it requires computing optimal k-components for large values of k. Although this can be done in polynomial time (which is enough for theoretical purposes), in order to attain the claimed approximation ratios, the running time of the algorithms have to be exorbitantly high. This is even more pronounced in the case of the recent LP-rounding algorithm, where one uses separation oracles based on the ellipsoid method. Another disadvantage is that the true nature of the algorithms are not fully apparent as there is, to the best of our knowledge, no way of constructing a tight example on which the algorithm is forced to give a solution with quality close to the proven bound. The iterative nature of the algorithms naturally yield performance ratios that are expressed in terms involving natural logarithms. In most cases, it is not even clear whether such an algorithm places an upper bound on the LP-relaxation that is explicitly or implicitly used. This is due to the fact that the performance bound of such algorithms usually involve an analysis comparing the decrease in the cost of an optimum solution with the cost of a minimum spanning tree at each iteration, being oblivious to the optimum of the LP-relaxation.
It is clear by the foregoing discussion, that the case for the Steiner tree problem with respect to approximability is rather unusual from what we have been used to see for some of the other fundamental combinatorial optimization problems. In the usual setting, we have an LP-relaxation for a problem together with an algorithm fully exploiting this relaxation in the sense that its approximation ratio is equal to the integrality gap of the relaxation. The approximation ratio of the algorithm is usually proven by comparing the cost of the solution to the cost of the optimum of the LP-relaxation or the cost of a dual feasible solution. It is also not difficult to find a tight example for the algorithm, which would give us hints on improving the approximation ratio. A good example of this phenomenon is the more general Steiner forest problem with the undirected cut relaxation and the famous algorithms of [1, 19] . Whether such a standard approach can be developed for Steiner tree is an important open problem and is the main focus of this paper.
The advances on the problem by purely combinatorial algorithms using the concept of a krestricted Steiner tree have kept researchers busy for some time and it is a rather recent event that exploiting the LP-relaxations are considered. Among the most basic of these relaxations is the aforementioned undirected cut relaxation for Steiner forest. This relaxation already has an integrality gap of 2 for Steiner tree as well. In fact, its integrality gap is 2 even for the minimum spanning tree problem, i.e. where we have R = V .
The LP-relaxation used by the relatively recent result of [6, 7] is the directed-component cut relaxation (DCR). In this relaxation, one considers components as directed graphs towards a unique sink. Specifically, given a subset R ′ ⊆ R and an r ′ ∈ R ′ , consider the minimum-cost Steiner tree on R ′ with edges directed towards r ′ , which we call a directed component. For a given directed component C, let c(C) be its cost and sink(C) be its unique sink terminal. Other nodes in the directed component will be called sources. Let the set of all components obtained this way be C n . Let us say that a directed component C ∈ C n crosses a set U ⊆ R if C has at least one source in U and the sink outside. Denote the set of directed components crossing U by δ(U ). Select an arbitrary terminal r as a root. Then, the following is a relaxation for the Steiner tree problem:
Strictly speaking, one needs to replace C n by C k , which is the set of directed k-components since the cardinality of C n is exponential. However, the basic idea does not change as one can use Theorem 1. The algorithmic idea exploiting this relaxation is called iterative randomized rounding by the authors. It is based on selecting an appropriate k-component, contracting and iterating, which is similar to the purely combinatorial algorithms. However, the selection criterion is based on the values x C returned by an LP solver rather than a greedy approach. The authors prove an approximation ratio of ln(4) + ǫ < 1.39, which is still far from the lower bound of 8/7 for DCR from the same paper. Note that, even if one would like to use a standard primal-dual approach using this relaxation, one has to increase dual variables corresponding to subsets of R until a constraint in the dual becomes tight. These constraints correspond to k-components in the dual. And, one again faces the idea of selecting a k-component, contracting it and iterating.
Our Contributions
The main purpose of this paper is to introduce a standard primal-dual approach for approximating Steiner tree in general graphs, thus deviating from the component contracting paradigm. In doing so, we make use of the bidirected cut relaxation (BCR). The naive primal-dual approach using this relaxation cannot break the ratio 2 due to the emergence of high degree dual variables. We overcome this barrier by introducing a new and potentially widely applicable extension of the primal-dual schema. The new technique allows us to construct a dual solution with a higher cost and we are able to prove an approximation ratio of 6/5. This is obtained by comparing the cost of the solution returned by the algorithm directly to the cost of the dual solution constructed. Thus, it puts an upper bound of 6/5 = 1.2 on BCR. Note that this is quite close to the lower bound of 36/31 = 1.16 from [7] . In order to better explain the main conceptual contribution of this paper, we find it convenient to discuss things in the context of one of the most important meta-problems in the field of approximation algorithms: the problem of whether one can always fully exploit a relaxation for a given problem. This was already mentioned by one of the main textbook authors of the field [36] , not surprisingly while discussing the Steiner tree problem and whether one can obtain a significantly better approximation ratio using BCR: "A more general issue along these lines is to clarify the mysterious connection between the integrality gap of an LP-relaxation and the approximation factor achievable using it".
This issue is best illustrated on the development of the primal-dual schema for approximation algorithms. The first use of the schema (although using a different language) in the field is due to [3] , which gives an elegant solution to a basic covering problem. The basic idea is to increase the dual variables one by one and take the elements of the primal whose constraints become tight. It is an easy result that the algorithm based on the schema attains the integrality gap of the relaxation used. The power and elegance of this approach was once observed by [1, 19] on a more elaborate problem, namely Steiner forest, whose LP-relaxation is again a covering LP. The integrality gap of this relaxation is lower bounded by 2. However, a direct application of the primal-dual schema cannot attain this ratio. In particular, selecting dual variables to grow one by one can result in a case where there are many edges that cut a dual variable, i.e. the degree of the dual variables may be arbitrarily high. The key observation of the authors was that although the dual degrees cannot be bounded, their average degree is bounded by 2. The main idea exploiting this fact is then to increase the appropriate set of dual variables synchronously, thereby constructing a dual solution with a higher cost. This powerful extension of the primal-dual schema has then become prevalent in the field of approximation algorithms.
Steiner tree is one of the foremost among a bunch of problems for which even this enhancement alone could not give satisfactory results. This is even more remarkable in the light of BCR, which we now give. We first fix a root node r ∈ R. We then replace each edge e = {u, v} ∈ V by two directed edges (u, v) and (v, u) each with cost c(e). For a given cut S ∈ V , we define δ + (S) = {(u, v) ∈ E|u ∈ S, v / ∈ S}, i.e. the set of edges emanating from S. Then, the following is a relaxation for the Steiner tree problem:
subject to
Although not initially considered for Steiner tree, BCR has been known for about half a century [13] , yielding optimal results for finding minimum spanning trees and in general minimum cost branchings. Its compact formulation is also attractive in that it might yield algorithms with good running times using the primal-dual schema. There are results proving upper bounds on BCR for quasi-bipartite graphs. In particular, [31] puts an upper bound of 3/2, and [8] puts an upper bound of 4/3 (via a non-polynomial algorithm) for these class of graphs. Both of the papers mention the possibility of the true integrality of BCR being close to 1. Furthermore, an early survey on the Steiner tree problem [35] states that designing an algorithm using BCR and determining the integrality gap of this relaxation is "perhaps the most compelling open problem in this area".
Since current techniques cannot approach the integrality gap of BCR, there is a possibility of a new enhancement of the primal-dual schema, which will allow us to construct a better dual solution. In this paper, we provide such an enhancement on top of the idea of growing duals synchronously. Specifically, we run the primal-dual schema twice together with a third and final phase for polishing the solution to ensure some technical requirements. In the first run, we take note of the degrees of the duals in the constructed solution. In the second run, the value of a given dual is increased with a speed inversely proportional to its degree computed in the first run. This favors a rapid growth of low degree duals whose number is large compared to the high degree duals (a separate fact which will be proven). In this way, we force the algorithm to construct a dual solution with a larger cost. We call this technique dual growth with variable speed. It is not unlikely that it might be useful for devising algorithms for many other problems with LP-relaxations that have not been fully exploited yet. The new extension of the primal-dual schema allows us to prove the following.
Theorem 2.
There is an O(m 2 log n + m 2 |R| + mn|R| 2 ) time primal-dual schema based algorithm for Steiner tree with approximation ratio 6/5. Furthermore, the integrality gap of BCR is at most 6/5.
Related Work
There are many different ways of giving an LP-relaxation for Steiner tree. A catalog of such relaxations is given in [17] , which also contains BCR and a relaxation equivalent to DCR. Besides providing an algorithm, proving an integrality gap of smaller than 2 using one of these relaxations has attracted attention. An upper bound of 1.55 was proven by [7] for DCR. A simpler proof of this fact using an equivalent formulation appears in [9] . This upper bound was improved by [18] to 1.39, which also proves an upper bound of 73/60 for quasi-bipartite graphs and provides a deterministic algorithm with the same performance ratio as that of [7] by solving the LP only once.
The relationship between BCR and DCR has also been studied. One of the motivations for this is that using BCR results in much more efficient algorithms due to its size. Thus, establishing equivalence between these two relaxations for some restricted set of graphs might result in faster algorithms on these graphs, for which only an algorithm using DCR is known. The first such result was given by [8] , which shows that the two relaxations are equivalent on quasi-bipartite graphs. An efficient procedure converting a solution from BCR to DCR was then given by [18] . This equivalence is strengthened to the case of graphs that do not have a claw on Steiner nodes by [14] . These are instances which do not contain a Steiner node with three Steiner neighbors.
A New Extension of the Primal-Dual Schema on BCR
In this section, we give a primal-dual schema based algorithm using BCR and proving Theorem 2. The dual of BCR is given as follows:
The algorithm consists of three phases. The first phase is a standard application of the primaldual schema in the vein of [19] . The algorithm initializes by setting the dual variables to 0. The superscript in y 1 denotes that the values belong to the first phase. Initially, the tree to be constructed in the first phase T 1 is empty. An important concept in the application of the schema is that of a minimally violated set. In our algorithm, we say that a set S ⊆ V − {r} is minimally violated if it contains at least one terminal, there is no outgoing edge from the set on (V, T 1 ), and it is minimal with respect to inclusion. Thus, at the beginning of the algorithm, there are |R| − 1 such sets each representing a single terminal except the root. The algorithm simultaneously increases the dual variables corresponding to these sets until the constraint of an edge becomes tight. This edge is included into the solution. The algorithm continues this process, keeping track of the minimally violated sets after each iteration, until all the terminals are connected to the root r. In the final step, the redundant edges are removed from the solution considering them one by one from the most recently included one. This step is often called the reverse-delete step, and it is crucial for the correctness of our algorithm.
As noted before, the first phase alone cannot provide an approximation ratio better than 2. In the second phase, we run the primal-dual schema once more, but this time using different rate of growths for dual variables. These rates are determined from the degrees of the dual variables on the solution computed in the first phase. Specifically, in this phase the algorithm grows a dual variable S with a rate inversely proportional to its degree on (V, T ′ 1 ), namely |δ + (S) ∩ T ′ 1 |. The solution produced by the second run is T ′ 2 . In general, the degree of a given dual in the second phase might differ from that of the first phase. For our purposes, it is important to forbid a higher degree in the second phase, which will be crucial for the proof of the approximation ratio. The third phase of the algorithm ensures just that. It runs the primal-dual schema of the second phase again. Given an iteration and a minimally violated set S, it performs a short-cutting operation on certain edges if
We now describe this operation in detail. Let the outgoing edges from S on (V, T ′ 2 ) be e 1 , . . . , e d 2 , and let the set of nodes incident to these edges in S, which we call the frontier of S be s 1 , . . . , s d 2 , respectively (By the algorithm, these nodes are all Steiner nodes; see Lemma 3). Given d 2 > d 1 > 0, the algorithm selects d := d 2 − d 1 of these nodes making sure that none of them has an incoming
Let C be the set of all minimally violated sets C on (V, T 1 )
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Increase y C for all C ∈ C uniformly until for some e ℓ ∈ δ + (C ′ ), C ′ ∈ C, c(e ℓ ) = S:e ℓ ∈δ + (S) y 1 
e. the nodes that appear "just before" s i s on (V, T ′ 2 ). The algorithm deletes the edges (v i , s i ) and e i = (s i , w i ), and includes the edge e ′ i = (v i , w i ) for all 1 ≤ i ≤ d (See Figure 2 for an illustration). Note that the degree of the dual S after this operation is equal to its degree in the first phase. At the end of the third phase, we have new tree T , which is the overall solution returned by the algorithm.
Implementation Details
What we will give in this subsection is a straightforward implementation of the algorithm and not the most efficient one. There may be faster and more compact implementations using tools from 
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while not all terminals in R − {r} are connected to r on (V, T 3 ) do
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Let C be the set of all minimally violated sets C on (V, T 3 )
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Let C ′ be the set of new minimally violated sets on (V, The implementation of the algorithm is less efficient than that of the primal-dual algorithm for Steiner forest [19] . One of the reasons is that in our case, the minimally violated sets are not necessarily disjoint. Thus, we cannot use the union-find structure. Besides, for the purposes of querying the degrees of the duals in the second phase, we need to explicitly store all the nodes in a given minimally violated set. Thus, during the course of the algorithm, we keep a list for each minimally violated set, which contains the nodes of the set. Initially, there are |R| − 1 such lists and each list only contains a single terminal representing a minimally violated set. By the execution of the algorithm, this number is non-increasing. Thus, we have at most |R| − 1 ≤ n minimally violated sets at any time in the algorithm.
In the first phase of the algorithm, there are two main issues to be handled. The first one is updating the minimally violated sets and determining which edge to select in the current iteration. The second one is implementing the reverse-delete step.
In order to find the next tight edge, we keep a priority queue for edges. The key values of the edges are the times at which they will go tight. Initially, all the edges that are not incident to the terminals might be set to ∞, and the key values of the immediately accessible edges are set to their correct values examining their weights. For each edge, we also keep a list of duals growing against that edge together with its degree. This is convenient in updating the key values. The number of duals together with their growing speed against an edge is sufficient to perform this update. Note that initially, each edge has only one dual in its list with a growth rate of 1. This initialization of the priority queue takes O(m log n) time. At each iteration of the loop, we extract the minimum from the priority queue and update all the other edges in the queue with the information obtained from the new set of minimally violated sets. This also takes at most O(m log n) time since we consider at most m edges to update. In practice, this number might be much smaller.
Updating the minimally violated sets is the most expensive part of the algorithm. Upon inclusion of the edge in the current iteration, we update the list of nodes in the sets by performing a standard graph traversal procedure such as BFS. This takes time at most O((m+n)|R|) = O(m|R|). Notice that not all of these sets might be minimally violated. In particular, there might be a set which is a proper subset of another. In that case, the larger set is not a minimally violated set. Initially declare all the sets active, i.e. consider them as minimally violated sets. In order to determine which one of these are actual minimally violated sets, we perform the following operation starting from the smallest cardinality set (we may assume that the lists keep their size as a value). Compare the elements in the set with all the other sets, and if another set turns out to be a strict superset of this set, declare the larger set inactive, i.e. not a minimally violated set. Comparing sets can be performed in time O(n) by hashing the values of one set and looping over the second set to see if they contain the same elements. Thus, for a single set, we spend O(n|R|) time. The total time requirement for this operation is then O(n|R| 2 ). If the two sets compared are identical, we merge them into a new minimally violated set and declare it active (See Figure 5 for an example of this procedure and merging). The number of iterations of the main loop of the algorithm is at most m, the number of edges. Thus, the execution of the whole loop takes time O(m 2 log n + m 2 |R| + mn|R| 2 ).
In order to implement the reverse-delete step, we consider the edges in T 1 starting from the most recently included one. For each such edge, we check for each terminal if they are still connected to r. This takes time O((m + n)|R| = O(m|R|) with a standard graph traversal algorithm such as BFS. Since there are at most m edges to consider, the total running time is then O(m 2 |R|). This does not affect the total time required for the first phase.
The running time calculations for the second phase is the same as those of the first phase, except the calculation of the degrees of the duals on T ′
1 . An efficient implementation need not compute these values for all the duals at each iteration. Rather, we can query the degree of a dual when it is first created. Such a dual is represented by a set of nodes by our implementation. One can go over all the nodes in this list and compute the total number of outgoing edges from these nodes on T ′ 1 , which gives us the required degree. This takes time O(n). Since the total number of duals created cannot exceed m by the algorithm, in total computing degrees takes time O(mn). Thus, the second phase can also be implemented in time O(m 2 log n + m 2 |R| + mn|R| 2 ) overall.
The third phase is only a re-execution of the second phase together with the extra operations of short-cutting. There are at most m such operations. Each operation can be implemented in constant time given the node lists of the duals in the first and the second phase. Thus, the overall running time does not change. Note that we could implement the third phase without re-executing the second phase if we had access to the set of all duals created in the second phase. However, this might require as much as O(mn) space, something we have chosen to refrain from.
In order to make the description of the algorithm more concrete, we give an example execution where there is no merging of minimally violated sets in Figure 3 and Figure 4 , representing the two phases separately. The third phase does not change the solution, so we do not need to depict it. The edge weights are given next to the edges, minimally violated sets are shown using dashed lines and included edges are shown in bold lines. Minimally violated sets upon reaching the root are not shown, and the final result is what we have after the reverse-delete step. Note that in the second phase, the rate of growth of the dual in the middle with degree 2 is half as that of other degree 1 duals so that the algorithm selects the outer edges of cost 9/5, resulting in a different, and in particular a cheaper solution. More specifically, in the first phase, the edges of cost 1 are included into the solution at time t = 1. Then, the dual of degree 2 and two duals of degree 1 start to grow together. The edges of cost 3/2 are then included into the solution at time t = 7/4, where both the degree 1 dual and the degree 2 dual contributes a growth of 3/4. In this case, the outer edges cannot go tight since 9/5− 1 = 4/5 > 3/4. In the second phase, the edges of cost 1 in the lower part of the graph are included into the solution as usual at time t = 1. In order for the edge of cost 3/2 to go tight, degree 1 dual must contribute a growth of 1, whereas the degree 2 dual contributing only 1/2. However, the outer edge goes tight before this happens since 9/5 − 1 = 4/5 < 1. The dual of degree 2 then takes the edges of cost 3/2 at the same time. However, only one remains after the reverse-delete step.
In general, merging of minimally violated sets can occur during the algorithm, particularly when the algorithm takes some edges in both directions. This is illustrated in Figure 5 . The dual growing from r 1 takes the edge e 1 in forward direction, which we denote by e + 1 . The list of nodes representing this dual then becomes S 1 = {r 1 , s 1 }. The dual growing from r 2 takes the edges e + 2 and e + 3 , making its node list S 2 = {r 2 , s 1 , s 2 }. When S 1 continues to grow to take e − 2 , its node list is updated to S 1 = {r 1 , s 1 , r 2 , s 2 } since these are the nodes reachable from r 1 . However, this cannot be a minimally violated set as the list for S 2 is a proper subset of this list. Thus, the only minimally violated set in this iteration is S 2 = {r 2 , s 1 , s 2 }. After some time, S 2 takes e − 1 and adds r 1 to its node list. At this time, the algorithm realizes that both node lists for S 1 and S 2 are the same, i.e. {r 1 , r 2 , s 1 , s 2 } and merges them to a new minimally violated set.
Analysis of the Approximation Ratio
We complete the proof of Theorem 2 in this subsection. The improved approximation ratio is due to the larger dual cost constructed in the second phase. Note that higher degree duals grow at a slower rate than lower degree duals, in particular duals with degree 1. Thus, our strategy is to show that the number of degree 1 duals is large compared to higher degree duals. Consider a particular iteration of the second phase and the set C of minimally violated sets. We introduce shorthand Figure 4: Execution of the second phase notation for the proof of the next four lemmas. Given C ∈ C, let the δ + (C) ∩ T ′ 1 be denoted shortly δ 1 (C). We call the cardinality of this set |δ 1 (C)|, the degree of C in the first phase. We call the set of nodes which are incident to the edges in δ 1 (C) the frontier of C, and denote it by ∆ 1 (C). Similarly, we denote δ + (C) ∩ T ′ 2 by δ 2 (C), and the set of nodes incident to the edges in δ 2 (C) by ∆ 2 (C). We call |δ 2 (C)| the degree of C in the second phase. Note that each C contains at least one terminal. We call the set of terminals defining a given C the origin of C and denote it by o(C).
Lemma 3. Given C ∈ C at any iteration of the second phase, if |δ 1 (C)| > 1, then ∆ 1 (C) contains only Steiner nodes.
Proof. Assume for a contradiction that there is some r j ∈ ∆ 1 (C). Since |δ 1 (C)| is at least 2 and one terminal is in ∆ 1 (C), we have that |o(C)| ≥ 2, i.e. there are also other nodes r i ∈ o(C). Then, the sets for all such r i and r j must have merged in a previous iteration to form C. Note also that the edges in δ 1 (C) must have been considered for deletion in the reverse-delete step of the first phase before the edges that are in C. Otherwise, i.e. if any edge in C is included after the edges Figure 5 : An example of a merging of δ 1 (C) in the first phase, C cannot be a minimally violated set. Consider in this case, the edge e j ∈ δ 1 (C) which is incident to r j . When it was considered for deletion in the reverse-delete step of the first phase, it must have been deleted since r j is already connected to the root via a path through r i s and the nodes in ∆ 1 (C), which is a contradiction. Thus, if |δ 1 (C)| > 1, ∆ 1 (C) cannot contain a terminal (See Figure 6 for a simple illustration).
Lemma 4.
Given an iteration of the second phase, let the degree sequence of all the minimally violated sets with degree greater than 1 be α 1 , α 2 , . . . , α t . Then, the cardinality of the set of degree 1 duals in this iteration is t i=1 α i . Proof. We will show that for any C ∈ C with |δ 1 (C)| > 1, there exists a separate list of |δ 1 (C)| duals with degree 1. Given such a C, let ∆ 1 (C) = {s 1 , . . . , s d }. By the previous lemma, there are no terminals among these nodes. Let also the e i be the edge in δ 1 (C) incident to s i for 1 ≤ i ≤ d, i.e. δ 1 (C) = {e 1 , . . . , e d }. First, observe that at most one of the s i s has an incoming edge since others are redundant and deleted in the first phase. Without loss of generality, assume that the terminals in o(C) connect to the root via s 1 and e 1 . Since e 1 is not deleted in the reverse-delete step of the first phase, there must exist a set of terminals r i which connect to the root via s 1 and e 1 . Consider any dual C ′ which contains all such r i in o(C ′ ). We shall argue that |δ 1 (C ′ )| = 1. Assume for a contradiction that |δ 1 (C ′ )| > 1. Then, there exists an s ′ 1 ∈ ∆ 1 (C ′ ) and a corresponding e ′ 1 ∈ δ 1 (C ′ ) such that s 1 = s ′ 1 , and e 1 together with e ′ 1 is in T ′ 1 . Since e ′ 1 was not deleted in the reverse-delete step of the first phase, similar to the previous reasoning, there must exist at least one more terminal r j which connects to the root via s ′ 1 and e ′ 1 (See Figure 7a for an illustration). But in this case, when e 1 was considered for deletion in the reverse-delete step, it must have been deleted, because o(C ′ ) and r j can connect to the root via e ′ 1 , and o(C) can connect via any e ℓ for 2 ≤ ℓ ≤ d even if e 1 does not exist, which is a contradiction.
We have shown the existence of one dual with degree 1 corresponding to s 1 ∈ ∆ 1 (C). Consider now any s i and e i with 2 ≤ i ≤ d. Since e i is not deleted in the reverse-delete step of the first phase, there must exist a set of terminals r i which connect to the root via s i and e i . Consider any dual C ′ which contains all such r i in o(C ′ ). By the same argument presented above for e 1 and s 1 , e i turns out to be redundant in the first phase, leading to a contradiction. Thus, we have that |δ 1 (C ′ )| = 1, and there exists in total d degree 1 duals for a given C with |δ 1 (C)| = d. These d duals grow together with C, i.e. as long as C is growing these duals must also be growing (See Figure 7b for an illustration). This completes the proof of the lemma.
In the next lemma, we will show a relation between the cost of T and the duals computed in the second phase. This is required as the approximation ratio will naturally be proven by a comparison to the values of the duals computed in the second phase whereas the tree returned is T , which was computed in order to ensure that the degrees of the duals do not exceed those of the first phase. Let us recall the definitions and terminology related to the short-cutting operations performed in the third phase. Given an iteration of the second phase and a minimally violated set C, assume 
Lemma 5.
c(e
Proof. The degree of C 1 is 1 in the second phase, which clearly implies y 1
. C 2 possibly grows together with C on e i . Since its speed is larger than that of C in the second phase, it also follows that y 1
, proving the second inequality. For the first inequality, assume for a contradiction that c(e
In this case, the edges (v i , s i ) and e i must be included into the solution in the first phase before e ′ i is considered. Assume now that e i is deleted in the reverse-delete step of the first phase. Then o(C 1 ) must be connected to the root via some terminal in o(C). In particular, y C 2 must arrive at a terminal in o(C) before e i is taken. Since the degree of C 2 is 1 in the second phase, the same thing happens in the second phase, too (See Figure 8b for an illustration). This means that e i is redundant in the second phase, which is a contradiction. Thus, e i is not redundant in the first phase. But, this leads to another contradiction that the degree of C is higher in the first phase than the assumed value.
The preceding three lemmas put restrictions on the structure of a solution. Given this structure, the next lemma compares the increase in the cost of a dual solution in an iteration with the number of duals involved, and is crucial in establishing the approximation ratio. Recall that C is the set of duals in a given iteration of the second phase.
Lemma 6. Given an iteration of the second phase,
Proof. Let the degree sequence of all duals with degree greater than 1 be α 1 , α 2 , . . . , α t . By Lemma 4, there are t i=1 α i degree 1 duals growing together with these. The analysis splits into two with respect to the appearance of degree 2 duals. If all the higher degrees are 2, i.e. α i = 2 for 1 ≤ i ≤ t, then we have 2t degree 1 duals and a total of 3t duals. Given this, we obtain
as desired. Suppose now that for some 0 ≤ k ≤ t − 1, k of the higher degree duals α 1 , α 2 , . . . , α k have degree 2, and the remaining t − k of them have degree at least 3. Let α be the sum of the degrees of all high degree duals so that we have
We need a lower bound for the sum of the reciprocals of the degrees which are at least 3. By the Cauchy-Schwartz inequality, we obtain
Note that |C| = t + α, and
Thus, the statement of the lemma is equivalent to
From (2), we have
In the last expression, let k = ct for some 0 ≤ c ≤ 1, and α = dt for some d ≥ 2. Then, we obtain
First, note that by definition of c and d, (1) implies
Thus, d ≥ 3 − c. We now let c = 1 − ǫ for some 0 ≤ ǫ ≤ 1, and d = 2 + δ for some δ ≥ 0. Note that by the last remark, we have δ ≥ ǫ. Given these, the last expression is equivalent to The last equality follows since δ ≥ ǫ implies (2δ + 4ǫ)/(2δ + 3ǫ) ≤ 6/5. This completes the proof of the lemma.
Theorem 7. Algorithm 3 returns a 6/5-approximate solution for Steiner tree. Furthermore, the integrality gap of BCR is at most 6/5.
Proof. Let T ′ ⊆ T be the set of edges that are included in the third phase, i.e. the short-cut edges. Given e ∈ T ′ , let C 1 (e) and C 2 (e) be the degree 1 duals mentioned in the proof of Lemma 5. Then, by the lemma, we have c(e) ≤ y 2 C 1 (e) + y 2 C 2 (e) . Since |δ 1 (C 1 (e))| = |δ 1 (C 2 (e))| = 1, and a dual S on T − T ′ has degree |δ 1 (S)| by the algorithm, we can write
Let Z * BCR be the optimum of BCR, and let OP T be the cost of an optimal Steiner tree so that Z * BCR ≤ OP T . Our goal is to show the first inequality of the chain
which will establish the bound on the integrality gap of BCR together with the approximation ratio. We argue by induction on the number of iterations of the second phase. Initially, both the left and the right hands sides of the desired inequality is 0 so that it holds. Assume the inequality holds at the beginning of an iteration. During the iteration, the algorithm increases a given
Edges incident to r and the optimal solution 
The right hand side increases by an amount of
By Lemma 6, the increase on the left hand side cannot be larger than the increase on the right hand side, completing the induction step and the proof.
A Tight Example
A tight example for the algorithm is given in Figure 9 . We show the set of all edges in two separate figures, namely Figure 9a and Figure 9b . In the instance, there is a set of 2k terminals except the root. These are grouped into two as a 1 , a 2 , . . . , a k and b 1 , b 2 , . . . , b k . There is also a set of k Steiner nodes s 1 , s 2 , . . . , s k . There are edges between a i and s i of cost 1. The nodes b i and s i form a complete bipartite graph, again with all edges of cost 1. There are also edges of cost 1 from each s i to the root. The edges from a i to the root are of cost 3/2 + ǫ for some small ǫ > 0, and the edges from b i to the root are of cost 1 + ǫ. We select k ≫ 1/ǫ. In the first phase, the algorithm selects all the edges between the groups as shown in Figure 9a , together with the edges between s i and the root. In the reverse-delete step, only k of the edges from the complete bipartite graph remain. Together with the edges between s i − a i , and the edges between s i and the root, the cost of the tree returned in the first phase is 3k. In the second phase, after the edges in Figure 9a are taken, the growth rate of the duals associated with a i will be 1, whereas the growth rate of the duals associated with b i will be 1/k. As a result, given an edge between an s i and the root, there are k duals growing with a rate of 1/k and one dual growing with a rate of 1. The amount of time that makes the edge go tight is then t = 1/2. Note that in this period of time, the edges of cost 3/2 + ǫ cannot go tight. The same holds for the edges of cost 1 + ǫ because after 1/2 unit of time, the growth on such an edge is 1/(2k) ≪ ǫ. Thus, the solution returned by the second phase is the same as that of the first phase with a cost of 3k. The third phase does not change this solution. The optimal solution however, has a total cost of (5/2 + 2ǫ)k, shown in bold lines.
Note that this instance is a quasi-bipartite graph, showing that the algorithm cannot guarantee an improved approximation ratio on such graphs. In disregarding such a structural specialty of the input graph, the algorithm differs from the previous approaches.
Final Remarks
We believe that the idea of growing duals with variable speed is an important extension of the primal-dual schema and should be widely applicable. In the case of Steiner tree, the technique does not only give a significantly improved approximation ratio. The running time of the algorithm we have analyzed is incomparably better than the previous ones. As a result, it has the potential to be of great practical interest, and how fast this algorithm can be implemented is an important question, which we leave open.
Turning to the more theoretically interesting meta-problem mentioned in the introduction, we have the conviction that the integrality gap of a certain LP-relaxation for an optimization problem can always be attained. This is due to our belief that there is still a lot of room for the development of algorithmic techniques that can exploit LP-relaxations. Recall that the idea of growing duals synchronously allowed us to approach (and in some cases attain) the integrality gaps of many LPrelaxations given for NP-hard problems. In our case, we take one more step to include the Steiner tree problem into this list.
It is on the other hand, a curious fact that if the rate of growth of duals in the second phase is set to a function other than the reciprocal of the degrees in the first phase, one cannot get an approximation ratio better than 6/5. This fact coupled with our intuition that the scheme we have proposed is strong enough to attain integrality gaps of many more LP-relaxations lead us to conclude with the following. 
