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1 Introduction
It is well-known that Pardoux and Peng (1990) firstly establishes the existence and uniqueness of
solution of the nonlinear BSDE under the Lipschitz condition. Since then, the theory of BSDEs
has gone through rapid development in many different areas such as probability, PDE, stochastic
control, and mathematical finance, etc. An important study in BSDEs theory is to interpret
the relation between the generators and solutions of BSDEs. In this topic, the representation
theorem for generator of BSDE is established, which shows a relation between generators and
solutions of BSDEs in limit form. It plays an important role in the study in BSDEs theory and
nonlinear expectation theory.
Representation theorem of generator is firstly established by Briand et al. (2000) for BSDEs
with Lipschitz generators under two additional assumptions that E[sup0≤t≤T |g(t, 0, 0)|
2 ] < ∞
and (g(t, y, z))t∈[0,T ] is continuous in t, in order to study the converse comparison theorem of
BSDEs. After a series of studies by Jiang (2005a, 2005b), two assumptions mentioned above
in Briand et al. (2000) are eliminated by Jiang (2005c, 2008). Since then, the representation
theorem for generators is further studied for BSDEs with linear growth (generator has a
linear growth in z). One can see Fan and Jiang (2010), Fan et al. (2011) and Jia (2008), etc.
Quadratic BSDEs (generator has a quadratic growth in z) have been firstly studied
by Kobylanski (2000), then by many papers. Such BSDEs have many important applications
∗This work is supported by the National Natural Science Foundation of China (No. 11171010) and Natural
Science Foundation of Beijing (No. 1132008).
†E-mail: shiqiumath@163.com (S. Zheng).
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in PDE, stochastic control and finance. To interpret the relation between the generators and
solutions of quadratic BSDEs considered in Kobylanski (2000). Ma and Yao (2010, Theorem
4.1) establish a representation theorem for generator of BSDE when generator satisfies some
conditions similar as in Kobylanski (2000) and two additional assumptions (see conditions (g1)
and (g2) in Ma and Yao (2010, Theorem 4.1)). Recently, Jia and Zhang (2015, Theorem 3.1)
establish a representation theorem for generator of BSDE with so called Lipschitz-quadratic
generator (see assumption (H) in Jia and Zhang (2015)). The main result of this paper is
a general representation theorem for generator of BSDE, whose generator only satisfies the
conditions in Kobylanski (2000). We firstly obtain this representation theorem in almost surely
sense, then in Lp sense for p > 0. This phenomenon is different from the representation theorems
for BSDEs with linear growth, which are obtained in Lp or Hp sense for 1 ≤ p < 2 or p = 2
(see Fan and Jiang (2010), Fan et al. (2011), Jia (2008) and Jiang (2008), etc). Recently,
some results in this paper has been used to establish a representation theorem for BSDE whose
generator is monotonic and convex growth in y and quadratic in z (see Zheng and Li (2015)).
A discussion on the differences between the present work and some known results is given in
Remark 3.7.
The famous comparison theorem of BSDEs shows that we can compare the solutions of
BSDEs through comparing generators. Converse comparison theorem for BSDEs shows that
we can compare the generators through comparing the solutions of BSDEs. It is firstly studied
by Chen (1997), then by Briand et al. (2001), Coquet et al.(2001), Fan et al. (2011) and
Jiang (2004, 2005b, 2005c), etc., for BSDEs with linear growth, and by Ma and Yao (2010) for
quadratic BSDEs. Using representation theorem obtained in this paper, we establish a general
converse comparison theorem for quadratic BSDEs.
The notion of g-expectation is introduced by Peng (1997), which is a nonlinear expectation
induced by BSDE with Lipschitz generator. Ma and Yao (2010) consider g-expectation induced
by quadratic BSDE, called quadratic g-expectation, and study its properties. Quadratic g-
expectation is also studied in Hu et al. (2008). Using representation theorems obtained in this
paper, we study uniqueness theorem, translation invariance for quadratic g-expectation.
This paper is organized as follows. In section 2, we will present some basic assumptions.
In section 3, we will prove some important lemmas and establish representation theorems for
quadratic BSDE. In section 4 and section 5, we will give some applications of representation
theorem for quadratic BSDEs and quadratic g-expectation, respectively.
2 Preliminaries
Let (Ω,F ,P) be a complete probability space carrying a d-dimensional standard Brownian
motion (Bt)t≥0, starting from B0 = 0, let (Ft)t≥0 denote the natural filtration generated by
(Bt)t≥0, augmented by the P -null sets of F , let |z| denote its Euclidean norm, for z ∈ R
n , let
T > 0 be a given real number. We define the following usual spaces:
Lp[0, T ] = {f(t) : Lebesgue measurable function;
∫ T
0 |f(t)|
pdt <∞}, p ≥ 1;
Lp(FT ) = {ξ : FT -measurable random variable; ‖ξ‖Lp = (E [|ξ|
p])
{ 1
p
∧1}
<∞}, p > 0;
L∞(FT ) = {ξ : FT -measurable random variable; ‖ξ‖∞ = esssupω∈Ω|ξ| <∞};
HpT (R
d) = {ψ : predictable process; ‖ψ‖Hp =
(
E
[∫ T
0 |ψt|
pdt
]){ 1
p
∧1}
<∞}, p > 0;
H∞T (R
d) = {ψ : predictable process; ‖ψ‖H∞ = esssup(w,t)∈Ω×[0,T ]|ψt| <∞};
2
S∞T (R) = {ψ : continuous predictable process in H
∞
T (R)}.
Let us consider a function g
g (ω, t, y, z) : Ω× [0, T ]×R×Rd 7−→ R
such that (g(t, y, z))t∈[0,T ] is progressively measurable for each (y, z) ∈ R×R
d and g always
takes the following form:
g(t, y, z) = g1(t, y, z)y + g2(t, y, z).
we give the following assumptions for g:
• (A1). For each (y, z) ∈ R×Rd, both g1 and g2 are progressively measurable and for each
(t, w) ∈ [0, T ]× Ω, both g1 and g2 are continuous in (y, z);
• (A2). There exist constants α, β, b and a continuous increasing function l : R+ → R+,
such that for (t, y, z) ∈ [0, T ] ×R×Rd ,
P − a.s., β ≤ g1(t, y, z) ≤ α and |g2(t, y, z)| ≤ b+ l(|y|)|z|
2;
• (A3). For any M > 0, there exist a function k(t) ∈ L2[0, T ] and a constant C such that
∀(t, y, z) ∈ [0, T ]× [−M,M ]×Rd ,
P − a.s.,
∣∣∣∣∂g∂z (t, y, z)
∣∣∣∣ ≤ k(t) + C|z|;
• (A4). For any ε > 0, there exists a function hε(t) ∈ L
1[0, T ], such that for (t, y, z) ∈
[0, T ]×R×Rd ,
P − a.s.,
∂g
∂y
(t, y, z) ≤ hε(t) + ε|z|
2.
Remark 2.1 If g satisfies assumption (A2), then it also satisfies the following (A2)∗.
• (A2)∗. For any constant M > 0, there exists a constant λM = max{|α|, |β|, |b|, l(M)} such
that ∀(t, y, z) ∈ [0, T ]× [−M,M ]×Rd ,
P − a.s., |g(t, y, z)| ≤ λM (1 + |y|+ |z|
2).
In this paper, we consider the following BSDE introduced by Pardoux and Peng (1990):
Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds −
∫ T
t
ZsdBs, t ∈ [0, T ] (1)
where g is called generator, ξ and T are called terminal variable and terminal time, respectively.
The BSDE (1) is usually called BSDE with parameter (g, T, ξ).
Now, we introduce a stochastic differential equation (SDE). Suppose b(·, ·, ·) : Ω × [0, T ] ×
Rm 7→ Rm and σ(·, ·, ·) : Ω× [0, T ]×Rm 7→ Rm×d satisfy the following two conditions:
• (H1). There exists a constant µ ≥ 0 such that P -a.s., ∀t ∈ [0, T ], ∀x, y ∈ Rm ,
|b(t, x) − b(t, y)|+ |σ(t, x)− σ(t, y)| ≤ µ|x− y|.
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• (H2). There exists a constant ν ≥ 0 such that P -a.s., ∀t ∈ [0, T ], ∀x ∈ Rm ,
|b(t, x)| + |σ(t, x)| ≤ ν (1 + |x|) .
Given (t, x) ∈ [0, T [×Rm, by SDE theory, the following SDE:{
Xt,xs = x+
∫ s
t b(u,X
t,x
u )du+
∫ s
t σ(u,X
t,x
u )dBu, s ∈]t, T ],
Xt,xs = x s ∈ [0, t],
have a unique continuous adapted solution Xt,xs .
In the end of this section, we introduce the following Lebesgue Lemma, which plays an im-
portant role in this paper.
Lemma 2.2 (Hewitt and Stromberg (1978, Lemma 18.4)) Let f ∈ L1[0, T ]. Then for almost
every t ∈ [0, T [, we have
lim
ε→0+
1
ε
∫ t+ε
t
|f(u)− f(t)|ds = 0.
3 Representation theorems for quadratic BSDEs
In this section, we will study the representation theorem for generators of quadratic BSDEs.
Firstly, we recall some known results in Kobylanski (2000). By Kobylanski (2000, Theorem 2.3),
if g assumptions (A1) and (A2), for stopping time δ ≤ T, a.s. and ξ ∈ L∞(Fδ), BSDE with
parameter (g, δ, ξ) has a maximal solution (Y t, Zt) ∈ S
∞
δ (R) ×H
2
δ(R
d) and a minimal solution
(Y t, Zt) ∈ S
∞
δ (R)×H
2
δ(R
d) in the sense that for any solution (Yt, Zt) of BSDE with parameter
(g, δ, ξ), we have Y t∧δ ≤ Yt∧δ ≤ Y t∧δ, a.s., for each t ∈ [0, T ]. Moreover, we have the following
two facts:
‖Yt∧δ‖H∞ ≤ (‖ξ‖∞ + |b|T )e
α+T , (2)
and for each ε ∈]0, T − t] and stopping time τ ∈]0, T − t], if (Y t+ε∧τs , Z
t+ε∧τ
s ) is a solution of
BSDE with parameter (g, t+ ε ∧ τ, 0), then
P − a.s., sup
t≤s≤t+ε∧τ
|Y t+ε∧τs | ≤ |b|εe
α+ε. (3)
In fact, since ‖Yt∧δ‖H∞ <∞, we define a continuous function φ(y) : R→ [0, 1], such that
φ(y) :=
{
1, |y| ≤ ‖Yt∧δ‖H∞ ,
0, |y| > ‖Yt∧δ‖H∞ + 1.
Set
gˆ(r, y, z) := g1(r, y, z)y + φ(y)g2(r, y, z),
then by (A2), we can check that gˆ(r, y, z) satisfies condition (H0) in Kobylanski (2000, Proposi-
tion 2.1 and Corollary 2.2). Clearly, (Yt, Zt) is also a solution of BSDE with parameter (gˆ, δ, ξ).
Then we can get (2) from Kobylanski (2000, Corollary 2.2), immediately. Similarly, we also can
get (3) from Kobylanski (2000, Proposition 2.1), immediately.
Now, we will prove three lemmas in the following.
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Lemma 3.1 Let g satisfy (A1) and (A2). Then for each t ∈ [0, T [ and stopping time τ ∈]0, T−t],
there exists a constant γ > 0 such that for each ε ≤ γ,
E
[∫ t+ε∧τ
t
|Zt+ε∧τr |
2dr|Ft
]
≤ Cε2,
where (Y t+ε∧τs , Z
t+ε∧τ
s ) is an arbitrary solution of BSDE with parameter (g, t+ ε ∧ τ, 0) and C
is a constant only depending on α, β, b, T, γ.
Proof. For t ∈ [0, T [, ε ∈]0, T − t] and stopping time τ ∈]0, T − t], we consider the follow-
ing BSDEs with parameter (g, t+ ε ∧ τ, 0)
Y t+ε∧τs =
∫ t+ε∧τ
s
g(r, Y t+ε∧τr , Z
t+ε∧τ
r )dr −
∫ t+ε∧τ
s
Zt+ε∧τr dBr.
By (2), we have
P − a.s., sup
0≤s≤t+ε∧τ
|Y t+ε∧τs | ≤ |b|Te
α+T .
We set Mˆ := |b|Teα
+T . Applying Itoˆ formula to |Y t+ε∧τs |
2 for s ∈ [t, t + ε ∧ τ ], and in view of
(A2)∗, we can get there exists a constant λ
Mˆ
= max{|α|, |β|, |b|, l(Mˆ )} such that
|Y t+ε∧τt |
2 +
∫ t+ε∧τ
t
|Zt+ε∧τr |
2dr
≤ 2
∫ t+ε∧τ
t
|Y t+ε∧τr ||g(r, Y
t+ε∧τ
r , Z
t+ε∧τ
r )|dr − 2
∫ t+ε∧τ
t
Y t+ε∧τr Z
t+ε∧τ
r dBr
= 2λ
Mˆ
∫ t+ε∧τ
t
|Y t+ε∧τr |dr + 2λMˆ
∫ t+ε∧τ
t
|Y t+ε∧τr |
2dr + 2λ
Mˆ
∫ t+ε∧τ
t
|Y t+ε∧τr ||Z
t+ε∧τ
r |
2dr
−2
∫ t+ε∧τ
t
Y t+ε∧τr Z
t+ε∧τ
r dBr (4)
Then by (3), we can select γ small enough such that for each ε ≤ γ, we have
sup
t≤s≤t+ε∧τ
|Y t+ε∧τs | ≤
1
4λ
Mˆ
.
Then by this, (3) and (4), for each ε ≤ γ, we have
E
[∫ t+ε∧τ
t
|Zt+ε∧τr |
2dr|Ft
]
≤ 2λ
Mˆ
E
[∫ t+ε∧τ
t
|Y t+ε∧τr |dr +
∫ t+ε∧τ
t
|Y t+ε∧τr |
2dr +
∫ t+ε∧τ
t
|Y t+ε∧τr ||Z
t+ε∧τ
r |
2dr|Ft
]
≤ 2ε2λ2
Mˆ
eελMˆ + 2ε3λ3
Mˆ
e2ελMˆ +
1
2
E
[∫ t+ε∧τ
t
|Zt+ε∧τr |
2dr|Ft
]
.
From above inequality, the proof is complete. ✷
Inspired by Fan and Jiang (2010, Proposition 3) and Fan et al. (2011, Lemma 3 and Propo-
sition 2), we have the following Lemma 3.2.
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Lemma 3.2 Let g satisfy (A1) and (A2). For any constant M > 0 and (y, x, q) ∈ [−M,M ] ×
Rm ×Rm , there exists a non-negative process sequence {(ψnt )t∈[0,T ]}
∞
n=1 depending on (y, x, q),
which satisfies
‖ψnt ‖H∞ ≤ C, and ∀t ∈ [0, T ], limn→∞
ψnt = 0, P − a.s., (5)
such that for each n ∈ N and (t, y¯, z¯, x¯) ∈ [0, T ] × [−M,M ]×Rd+m, we have
|g(t, y¯, z¯ + σ∗(t, x¯)q)− g(t, y, σ∗(t, x)q)| ≤ 2nλ˜M (|y¯ − y|+ |z¯|
2 + |x¯− x|2) + ψnt .
In the above, λ˜M = 4λM (1 + |q|
2|ν|2), λM = max{|α|, |β|, |b|, l(M)} and C is a constant only
dependent on λ˜M and (y, x).
Proof. For any constant M > 0 and (y, x, q) ∈ [−M,M ]×Rm ×Rm , we set
f(t, y, z, x) := g(t, y, z + σ∗(t, x)q).
Then by (A2)∗ and (H2), there exists a constant λM = max{|α|, |β|, |b|, l(M)} such that
|f(t, y, z, x)| ≤ λM (1 + |y|+ |z + σ
∗(t, x)q|2)
≤ λM (1 + |y|+ 2|z|
2 + 4|q|2|ν|2(1 + |x|2))
≤ 4λM (1 + |q|
2|ν|2)(1 + |y|+ |z|2 + |x|2).
we set λ˜M := 4λM (1 + |q|
2|ν|2) and
f1n(t, y, z, x) := sup
(u,v,w)∈{Q∩[−M,M ]}×Q
d+n
{f(t, u, v, w) − 2nλ˜M (|u− y|+ |v − z|
2 + |w − x|2)}.
f2n(t, y, z, x) := inf
(u,v,w)∈{Q∩[−M,M ]}×Q
d+n
{f(t, u, v, w) + 2nλ˜M (|u− y|+ |v − z|
2 + |w − x|2)}.
Then by argument of Fan et al. (2011, Lemma 3), we can deduce the following fact:
(i)|f in(t, y, z, x)| ≤ 2λ˜M (1 + |y|+ |z|
2 + |x|2), i = 1, 2;
(ii)f1n(t, y, z, x)ց and f
2
n(t, y, z, x)ր, as n −→∞;
(iii)f in(t, y, z, x) −→ f(t, y, z, x) as n −→∞, i = 1, 2.
Setting
ψ1n(t) := f
1
n(t, y, 0, x) and ψ
2
n(t) := f
2
n(t, y, 0, x).
By (i), we have
|ψ1n(t)| ≤ 2λ˜M (1 + |y|+ |x|
2) and |ψ2n(t)| ≤ 2λ˜M (1 + |y|+ |x|
2).
Then by (iii), we have
lim
n→∞
ψ1n(t) = limn→∞
ψ2n(t) = f(t, y, 0, x).
By the definition of f1n and f
2
n, we also have
f(t, y¯, z¯, x¯)− f(t, y, 0, x) ≤ 2nλ˜M (|y¯ − y|+ |z¯|
2 + |x¯− x|2) + ψ1n(t)− f(t, y, 0, x);
f(t, y¯, z¯, x¯)− f(t, y, 0, x) ≥ −2nλ˜M (|y¯ − y|+ |z¯|
2 + |x¯− x|2) + ψ2n(t)− f(t, y, 0, x);
By setting
ψnt := |ψ
1
n(t)− f(t, y, 0, x)| + |ψ
2
n(t)− f(t, y, 0, x)|,
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we have
|f(t, y¯, z¯, x¯)− f(t, y, 0, x)| ≤ 2nλ˜M (|y¯ − y|+ |z¯|
2 + |x¯− x|2) + ψnt .
The proof is complete. ✷
Lemma 3.3 Let (ϕt)t∈[0,T ] be a R-valued progressively measurable process such that ‖ϕt‖H∞ <
∞, then for almost every t ∈ [0, T [ and any stopping time τt ∈]0, T − t], we have
P − a.s., ϕt = lim
ε→0+
E
[
1
ε
∫ t+ε∧τt
t
ϕrdr|Ft
]
.
Proof. For t ∈ [0, T [, let τt ∈]0, T−t] is a stopping time. Set l
ε
t :=
1
ε
∫ t+ε∧τt
t ϕrdr for t ∈ [0, T [. we
can easily check lεt is a continuous process on [0, T [. Thus l
ε
t is measurable w.r.t. B([0, T [)⊗FT .
we set
Ξ1 := {(t, ω) ∈ [0, T [×Ω : lim inf
ε→0+
lεt 6= ϕt}, and Ξ2 := {(t, ω) ∈ [0, T [×Ω : lim sup
ε→0+
lεt 6= ϕt}.
Thus Ξi is a measurable set w.r.t. B([0, T [) ⊗FT . For ω ∈ Ω and t ∈ [0, T [, we set
Ξωi = {t : (t, ω) ∈ Ξi}, i = 1, 2, and (Ξ1 ∪ Ξ2)
ω = {t : (t, ω) ∈ Ξ1 ∪ Ξ2}.
By Lemma 2.2, we have P−a.s., for almost every t ∈ [0, T [, lim
ε→0+
lεt = ϕt. Thus, we have P−a.s.,
Λ(Ξωi ) ≤ Λ((Ξ1 ∪ Ξ2)
ω) = 0,
where Λ is the Lebesgue measure. By Fubini theorem, we have
Λ⊗ P (Ξi) =
∫
Ω
Λ(Ξωi )dP = 0, i = 1, 2.
Thus Λ⊗ P ((Ξ1 ∪ Ξ2)) = 0. Set Ξ = Ξ
c
1 ∩ Ξ
c
2, we have ∀(t, ω) ∈ Ξ, lim
ε→0+
lεt = ϕt. Furthermore,
Λ⊗ P (Ξ) = Λ⊗ P (Ξc1 ∩ Ξ
c
2) = Λ⊗ P ((Ξ1 ∪ Ξ2)
c) = T − Λ⊗ P ((Ξ1 ∪ Ξ2)) = T.
Thus for almost every t ∈ [0, T [, P−a.s., lim
ε→0+
lεt = ϕt. Then by Jensen inequality and dominated
convergence theorem, we have for almost every t ∈ [0, T [,
E
∣∣∣∣E
[
lim
ε→0+
lεt |Ft
]
− ϕt
∣∣∣∣ = E
∣∣∣∣E
[
lim
ε→0+
lεt − ϕt|Ft
]∣∣∣∣
≤ E
∣∣∣∣ lim
ε→0+
lεt − ϕt
∣∣∣∣
= 0.
By this and dominated convergence theorem, for almost every t ∈ [0, T [, we have,
P − a.s., lim
ε→0+
E [lεt |Ft] = E
[
lim
ε→0+
lεt |Ft
]
= ϕt.
The proof is complete. ✷
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The following Theorem 3.4 is a general representation theorem for generators of quadratic
BSDEs, which is the main result of this paper.
Theorem 3.4 Let g satisfy (A1) and (A2). Then for each (y, x, q) ∈ R × Rm × Rm and
almost every t ∈ [0, T [, we have
P − a.s., g (t, y, σ∗(t, x)q) + q · b(t, x) = lim
ε→0+
1
ε
(
Y t+ε∧τt − y
)
,
where τ = inf{s ≥ 0 : |Xt,xt+s| > C0} ∧ (T − t) for a constant C0 > |x| and (Y
t+ε∧τ
s , Z
t+ε∧τ
s ) is an
arbitrary solution of BSDE with parameter (g, t + ε ∧ τ, y + q · (Xt,xt+ε∧τ − x)).
Proof. Given (y, x, q) ∈ R × Rm × Rm and a constant C0 > |x|. For t ∈ [0, T [, we define
the following stopping time:
τ := inf
{
s ≥ 0 : |Xt,xt+s| > C0
}
∧ (T − t)
By the continuity of Xt,xt+s, we have 0 < τ ≤ T − t and ∀s ∈ [0, T ],
‖Xt,xt+s∧τ‖∞ ≤ C0. (6)
For ε ∈]0, T − t], let
(
Y t+ε∧τs , Z
t+ε∧τ
s
)
be a solution of BSDE with parameter (g, t+ ε∧ τ, y+ q ·
(Xt,xt+ε∧τ − x)) and for s ∈ [t, t+ ε ∧ τ ], we set
Y˜ t+ε∧τs := Y
t+ε∧τ
s − (y + q · (X
t,x
s − x)), Z˜
t+ε∧τ
s := Z
t+ε∧τ
s − σ
∗(t,Xt,xs )q. (7)
By (2), (6) and (7), there exists a constant M˜ depending b, α, y, x, q, T and C0, such that for
s ∈ [t, t+ ε ∧ τ ], we have
‖Y˜ t+ε∧τs ‖∞ ≤ ‖Y
t+ε∧τ
s ‖∞ + ‖y + q · (X
t,x
s − x)‖∞ ≤ M˜ . (8)
Applying Itoˆ formula to Y˜ t+ε∧τs for s ∈ [t, t+ ε ∧ τ ], we have
Y˜ t+ε∧τs =
∫ t+ε∧τ
s
(
g(r, Y˜ t+ε∧τr + y + q · (X
t,x
r − x), Z˜
t+ε∧τ
r + σ
∗(r,Xt,xr )q) + q · b(r,X
t,x
r )
)
dr
−
∫ t+ε∧τ
s
Z˜t+ε∧τr dBr. (9)
Now, we define a continuous function φ˜(y˜) : R→ [0, 1], such that
φ˜(y˜) :=
{
1, |y˜| ≤ M˜ ,
0, |y˜| > M˜ + 1.
Set
g˜(r, y˜, z˜) := g˜1(r, y˜, z˜)y + g˜2(r, y˜, z˜),
where
g˜1(r, y˜, z˜) := g1(r, y˜ + y + q · (X
t,x
r − x), z˜ + σ
∗(r,Xt,xr )q),
g˜2(r, y˜, z˜) := φ˜(y˜)g2(r, y˜ + y + q · (X
t,x
r − x), z˜ + σ
∗(r,Xt,xr )q) + q · b(r,X
t,x
r ).
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Clearly, g˜ satisfy the assumptions (A1). Moreover, by (A2), (H2), (6) and (8), we have for
r ∈ [0, t+ ε ∧ τ ],
β ≤ g˜1(r, y˜, z˜)| ≤ α,
and
|g˜2(r, y˜, z˜)| = |φ(y˜)g2(r, y˜ + y + q · (X
t,x
r − x), z˜ + σ
∗(r,Xt,xr )q) + q · b(r,X
t,x
r )|
≤ |b|+ |φ˜(y˜)|l(|y˜ + y + q · (Xt,xr − x)|)|z˜ + σ
∗(r,Xt,xr )q|
2 + |q · b(r,Xt,xr )|
≤ b˜+ 2l(|y˜|+ M˜)|z˜|2,
where b˜ = |b| + 2q2ν2(1 + C0)
2l(2M˜ + 1) + |q|ν(1 + C0). Then, we get that g˜ also satisfy the
assumption (A2). Then by (A1), (A2) and (9), (Y˜ t+ε∧τs , Z˜
t+ε∧τ
s ) is a solution of BSDE with
parameter (g˜, t+ ε ∧ τ, 0) in [t, t+ ε ∧ τ ]. By (3) and Lemma 3.1, there exists a constant γ > 0
such that for each ε ≤ γ, we have
sup
t≤s≤t+ε∧τ
|Y˜ t+ε∧τs | ≤ b˜εe
α+ε and E
[∫ t+ε∧τ
t
|Z˜t+ε∧τs |
2dr|Ft
]
≤ c˜ε2, (10)
where c˜ is a constant only depending on α, β, b˜, T, γ.
Set
M
ε,τ
t :=
1
ε
E
[∫ t+ε∧τ
t
g(r, Y˜ t+ε∧τr + y + q · (X
t,x
r − x), Z˜
t+ε∧τ
r + σ
∗(r,Xt,xr )q)dr|Ft
]
P
ε,τ
t :=
1
ε
E
[∫ t+ε∧τ
t
g(r, y, σ∗(r, x)q)dr|Ft
]
,
U
ε,τ
t :=
1
ε
E
[∫ t+ε∧τ
t
q · b(r,Xt,xr )dr|Ft
]
,
Then by (7) and (9), we have
1
ε
(
Y t+ε∧τt − y
)
− g(t, y, σ∗(t, x)q) − q · b(t, x)
=
1
ε
Y˜ t+ε∧τt − g(t, y, σ
∗(t, x)q) − q · b(t, x)
= (M ε,τt − P
ε,τ
t ) + (P
ε,τ
t − g(t, y, σ
∗(t, x)q)) + (U ε,τt − q · b(t, x)) . (11)
By Jensen inequality, we have
|M ε,τt − P
ε,τ
t |
≤
1
ε
E
[∣∣∣∣
∫ t+ε∧τ
t
(
g(r, Y˜ t+ε∧τr + y + q · (X
t,x
r − x), Z˜
t+ε∧τ
r + σ
∗(r,Xt,xr )q)− g(r, y, σ
∗(r, x)q)
)
dr
∣∣∣∣ |Ft
]
≤
1
ε
E
[∫ t+ε∧τ
t
∣∣∣g(r, Y˜ t+ε∧τr + y + q · (Xt,xr − x), Z˜t+ε∧τr + σ∗(r,Xt,xr )q)− g(r, y, σ∗(r, x)q)∣∣∣ dr|Ft
]
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Then by (7), (8) and Lemma 3.2, we get there exists a non-negative process sequence {(ψnt )t∈[0,T ]}
∞
n=1
depending on (y, x, q), which satisfies (5), such that for each n ∈ N
|M ε,τt − P
ε,τ
t |
≤
1
ε
E
[∫ t+ε∧τ
t
∣∣∣2nλ˜2M˜ (|Y˜ t+ε∧τr |+ |q||Xt,xr − x|+ |Z˜t+ε∧τr |2 + |Xt,xr − x|2) + ψnr
∣∣∣ dr|Ft
]
≤
2
ε
nλ˜2M˜E
[∫ t+ε∧τ
t
|Y˜ t+ε∧τr |dr|Ft
]
+
2
ε
nλ˜2M˜E
[∫ t+ε∧τ
t
|Z˜t+ε∧τr |
2dr|Ft
]
+
2
ε
nλ˜2M˜E
[∫ t+ε∧τ
t
(|q||Xt,xr − x|+ |X
t,x
r − x|
2dr)|Ft
]
+
1
ε
E
[∫ t+ε
t
|ψnr |dr|Ft
]
(12)
where λ˜2M˜ = 4λ2M˜ (1 + |q|
2|ν|2), λ2M˜ = max{|α|, |β|, |b˜|, l(2M˜ )}. By (10), we can deduce
lim
ε→0+
1
ε
E
[∫ t+ε∧τ
t
|Y˜ t+ε∧τr |dr|Ft
]
≤ lim
ε→0+
b˜εeα
+ε = 0, (13)
and
lim
ε→0+
1
ε
E
[∫ t+ε∧τ
t
|Z˜t+ε∧τr |
2dr|Ft
]
= 0. (14)
By (6), Lebesgue dominated convergence theorem and the continuity of Xt,xr in r, we have,
lim
ε→0+
1
ε
E
[∫ t+ε∧τ
t
(|q||Xt,xr − x|+ |X
t,x
r − x|
2)dr|Ft
]
= E
[
lim
ε→0+
1
ε
∫ t+ε∧τ
t
(|q||Xt,xr − x|+ |X
t,x
r − x|
2)dr|Ft
]
= 0. (15)
Since {(ψnt )t∈[0,T ]}
∞
n=1 satisfies (5), then by (12)-(15) and Lemma 3.3, we get that for almost
every t ∈ [0, T [,
P − a.s., lim
ε→0+
|M ε,τt − P
ε,τ
t | ≤ lim infn→∞
lim
ε→0+
1
ε
E
[∫ t+ε
t
|ψnr |dr|Ft
]
= lim
n→∞
|ψnt | = 0. (16)
by (A2), (H2) and Lemma 3.3, we have for almost every t ∈ [0, T [,
P − a.s., lim
ε→0+
|P ε,τt − g(t, y, σ
∗(t, x)q)| = 0. (17)
By Jensen inequality, we have,
lim
ε→0+
|U ε,τt − q · b(t, x)|
= lim
ε→0+
∣∣∣∣E
[
1
ε
∫ t+ε∧τ
t
(q · b(r,Xt,xr )− q · b(r, x) + q · b(r, x))dr|Ft
]
− q · b(t, x)
∣∣∣∣
≤ lim
ε→0+
∣∣∣∣1εE
[∫ t+ε∧τ
t
(q · b(r,Xt,xr )− q · b(r, x))dr|Ft
]∣∣∣∣
+ lim
ε→0+
∣∣∣∣E
[
1
ε
∫ t+ε∧τ
t
q · b(r, x)dr|Ft
]
− q · b(t, x)
∣∣∣∣
≤ lim
ε→0+
1
ε
E
[∫ t+ε∧τ
t
|q · b(r,Xt,xr )− q · b(r, x)|dr|Ft
]
+ lim
ε→0+
∣∣∣∣E
[
1
ε
∫ t+ε∧τ
t
q · b(r, x)dr|Ft
]
− q · b(t, x)
∣∣∣∣ . (18)
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By (H2) and Lemma 3.3, we have, for almost every t ∈ [0, T [,
P − a.s., lim
ε→0+
E
[
1
ε
∫ t+ε∧τ
t
q · b(r, x)dr|Ft
]
− q · b(t, x) = 0. (19)
Then by (18), (19), (6), Lebesgue dominated convergence theorem, (H1) and the continuity of
Xt,xr in r, we have, for almost every t ∈ [0, T [, P − a.s.,
lim
ε→0+
|U ε,τt − q · b(t, x)| ≤ lim
ε→0+
1
ε
E
[∫ t+ε∧τ
t
|q · b(r,Xt,xr )− q · b(r, x)|dr|Ft
]
≤ E
[
lim
ε→0+
1
ε
∫ t+ε∧τ
t
|q · b(r,Xt,xr )− q · b(r, x)|dr|Ft
]
≤ E
[
lim
ε→0+
1
ε
∫ t+ε∧τ
t
|q|µ|Xt,xr − x|dr|Ft
]
= 0. (20)
By (11), (16), (17) and (20), The proof is complete. ✷
Now, by Theorem 3.4, we will give two representation theorems in Lp and Hp for p > 0,
respectively.
Corollary 3.5 Let p > 0 and g satisfy (A1) and (A2). Then for each (y, x, q) ∈ R×Rm ×Rm
and almost every t ∈ [0, T [, we have
g (t, y, σ∗(t, x)q) + q · b(t, x) = Lp − lim
ε→0+
1
ε
(
Y t+ε∧τt − y
)
,
where τ = inf{s ≥ 0 : |Xt,xt+s| > C0}∧ (T − t) for a constant C0 > |x|, and (Y
t+ε∧τ
s , Z
t+ε∧τ
s ) is an
arbitrary solution of BSDE with parameter (g, t + ε ∧ τ, y + q · (Xt,xt+ε∧τ − x)).
Proof. By (7) and (10), for ε ∈]0, T − t], we have
P − a.s.,
1
ε
∣∣∣Y t+ε∧τt − y∣∣∣ = 1ε |Y˜ t+ε∧τt | ≤ b˜eα+ε ≤ b˜eα+T . (21)
For each p > 0, by (21), (A2), (H2) and Lebesgue dominated convergence theorem, we have
lim
ε→0+
E
∣∣∣∣1ε
(
Y t+ε∧τt − y
)
− g (t, y, σ∗(t, x)q) + q · b(t, x)
∣∣∣∣p
= E
∣∣∣∣ lim
ε→0+
1
ε
(
Y t+ε∧τt − y
)
− g (t, y, σ∗(t, x)q) + q · b(t, x)
∣∣∣∣p .
Then by Theorem 3.4, we complete the proof. ✷
Let m = d, q = z, b(t, x) = 0, σ(t, x) = 1, x = 0 in Theorem 3.4. Then we have
Corollary 3.6 Let g satisfy the assumptions (A1) and (A2), then for each (y, z) ∈ R × Rd
and almost every t ∈ [0, T [, we have
P − a.s., g (t, y, z) = lim
ε→0+
1
ε
(
Y t+ε∧τt − y
)
,
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where τ = inf{s ≥ 0 : |Bt+s − Bt| > C0} ∧ (T − t) for a constant C0 > 0 and (Y
t+ε∧τ
s , Z
t+ε∧τ
s )
is an arbitrary solution of BSDE with parameter (g, t+ ε ∧ τ, y + z · (Bt+ε∧τ −Bt)).
In the end of this section, we will give the following remarks on the representation theorems
obtained in the above.
Remark 3.7
• To our knowledge, all the representation theorems for BSDEs with linear growth are es-
tablished in Lp or Hp space for 1 ≤ p < 2 (or p = 2) (see Briand et al. (2000), Jia (2008),
Jiang (2005c, 2008), Fan and Jiang (2010), Fan et al. (2011), etc). But our represen-
tation theorems for quadratic BSDEs are established in Lp sense for p > 0, due to the
boundedness of solutions of such BSDEs.
• To our knowledge, all the representation theorem for generators of BSDEs in Lp space
are established under the additional condition that b(t, x) and σ(t, x) in SDEs are right
continuous in t or independent on t (see Briand et al. (2000), Jiang (2005), Jia (2008) and
Jia and Zhang (2015), etc). But this condition is eliminated in our results.
• Ma and Yao (2010, Theorem 4.1) established a representation theorem for quadratic BSDE
using a different method under some assumptions slightly stronger than (A1)-(A4) and two
additional assumptions (see conditions (g1) and (g2) in Ma and Yao (2010, Theorem 4.1)).
Our representation theorems are not dependent on (A3), (A4) and such two additional
assumptions.
• Jia and Zhang (2015, Theorem 3.1) established a representation theorem for BSDE with
so called Lipschitz-quadratic generator (see assumption (H) in Jia and Zhang (2015)). In
fact, one can check such Lipschitz-quadratic condition is a special case of (A1) and (A2).
• The representation theorems in Ma and Yao (2010, Theorem 4.1) and Jia and Zhang
(2015, Theorem 3.1) both holds true for all t ∈ [0, T [, due to the continuity assumption on
generator g.Without such continuity assumption, our representation theorem are obtained
for almost every t ∈ [0, T [ due to the use of Lebesgue Lemma (Lemma 2.2).
• For simplicity, we only consider the representation theorem for quadratic BSDE with
deterministic terminal time. In fact, with the similar method and some special treatments,
one also can study the representation theorem for quadratic BSDE with random terminal
time δ <∞, considered in Kobylanski (2000). But in this case, the representation theorem
will hold true for almost every t ∈ [0, δ[.
4 Some applications for quadratic BSDEs
In this section, we will give some applications of representation theorem for quadratic BSDEs.
Theorem 4.1 (Converse comparison theorem) Let g1 and g2 satisfy (A1) and (A2), for any
stopping time τ ∈]0, T ] and ∀ξ ∈ L∞(Fτ ), BSDEs with parameter (g1, τ, ξ) and (g2, τ, ξ) exist
solutions (Y τ,1, Zτ,1) and (Y τ,2, Zτ,2), respectively, such that ∀t ∈ [0, T ],
P − a.s., Y τ,1t∧τ ≥ Y
τ,2
t∧τ . (22)
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Then for each (y, z) ∈ R×Rd and almost every t ∈ [0, T [, we have
P − a.s., g1(t, y, z) ≥ g2(t, y, z).
Proof. By Corollary 3.6, for each (y, z) ∈ R × Rd and almost every t ∈ [0, T [, there exists a
stopping time τ > 0, such that
P − a.s., gi(t, y, z) = lim
n→+∞
n(Y
t+ 1
n
∧τ,i
t − y), i = 1, 2. (23)
where (Y
t+ 1
n
∧τ,i
t , Z
t+ 1
n
∧τ,i
t ) is an arbitrary solution of BSDE with parameter (gi, t +
1
n
∧ τ, y +
z · (Bt+ 1
n
∧τ −Bt)), i = 1, 2, respectively. By (22) and (23), we can complete this proof. ✷
Self-financing condition and Zero-interest condition are considered in Jia (2008), Fan and
Jiang (2010) and Fan et al. (2011) for BSDEs with linear growth. By Corollary 3.6, we can get
the following similar results for quadratic BSDEs.
Theorem 4.2 (Self-financing condition) Let g satisfy (A1) and (A2). Then the following two
statements are equivalent:
(i) For almost every t ∈ [0, T [,
P − a.s., g(t, 0, 0) = 0;
(ii) There exists a solution (Yt, Zt) of BSDE with parameter (g, T, 0) such that ∀t ∈ [0, T ],
P − a.s., Yt = 0.
Theorem 4.3 (Zero-interest condition) Let g satisfy (A1) and (A2). Then the following two
statements are equivalent:
(i) For each y ∈ R and for almost every t ∈ [0, T [,
P − a.s., g(t, y, 0) = 0;
(ii) For each y ∈ R, there exists a solution (Yt, Zt) of BSDE with parameter (g, T, y) such
that ∀t ∈ [0, T ],
P − a.s., Yt = y.
5 Some applications for quadratic g-expectation
In this section, using representation theorem obtained in this paper, we will give some properties
of quadratic g-expectation in general case. Firstly we will give the following condition.
• (A5). P -a.s., ∀(t, y) ∈ [0, T ]×Rd , g(t, y, 0) = 0.
By Kobylanski (2000, Theorem 2.3 and Theorem 2.6), if g satisfies (A1)-(A4), for each
ξ ∈ L∞(FT ), BSDE with parameter (g, T, ξ) has a unique solution (Y
T
t , Z
T
t ) ∈ S
∞
T (R)×H
2
T (R
d).
Moreover, if g also satisfies (A5), we set ETg (ξ) := Y
T
0 , called quadratic g-expectation of ξ, and
ETg [ξ|Ft] = Y
T
t for t ∈ [0, T ], called conditional quadratic g-expectation of ξ. For each stopping
time σ ∈ [0, T ], We denote ETg [ξ|Ft∧σ ] := Y
T
t∧σ, t ∈ [0, T ].
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Theorem 5.1 (Uniqueness theorem) Let g1 and g2 satisfy (A1)-(A5). Then the following two
statements are equivalent:
(i) For each ξ ∈ L∞(FT ), we have E
T
g1
(ξ) = ETg2(ξ);
(ii) For each (y, z) ∈ R×Rd , and almost every t ∈ [0, T [, we have
P − a.s., g1(t, y, z) = g2(t, y, z).
Proof. We sketch this proof. By comparison theorem for quadratic BSDEs (see Kobylanski
(2000, Theorem 2.6) or Ma and Yao (2010, Theorem 3.2)), we get (ii) =⇒ (i). One check the
following fact: if (A1)-(A5) holds for g, then for each stopping time σ ∈ [0, T ], ξ ∈ L∞(Fσ), we
have
P − a.s., ETg [ξ|Fs∧σ] = E
σ
g [ξ|Fs∧σ], s ∈ [0, T ]. (24)
By the strict comparison in Ma and Yao (2010, Theorem 3.2) and the proof of Jiang (2004,
Proposition 3.1), we also have the following fact: Let (A1)-(A5) holds for g. If for each stopping
time σ ∈ [0, T ] and ∀ξ ∈ L∞(Fσ), we have E
σ
g1
[ξ] = Eσg1 [ξ], then ∀ξ ∈ L
∞(Fσ) and for each
stopping time ρ ∈ [0, σ], we have
P − a.s., Eσg1 [ξ|Fρ] = E
σ
g1
[ξ|Fρ]. (25)
By (24), (25), Corollary 3.6 and the proof of Theorem 4.1, we can prove (i) =⇒ (ii). ✷
The following is a general converse comparison theorem for quadratic g-expectation, in which
(i) ⇐⇒ (iii) generalizes Ma and Yao (2010, Theorem 4.2) and (i) ⇐⇒ (ii) is new.
Theorem 5.2 (Converse comparison theorem) Let g1 and g2 satisfy (A1)-(A5). Then the
following three statements are equivalent:
(i) For each ξ ∈ L∞(FT ) and each t ∈ [0, T ], we have
P − a.s., ETg1 [ξ|Ft] ≤ E
T
g2
[ξ|Ft];
(ii) For each ξ ∈ L∞(FT ) and each t ∈ [0, T ], we have
E
[
ETg1 [ξ|Ft]
]
≤ E
[
ETg2 [ξ|Ft]
]
;
(iii) For each (y, z) ∈ R×Rd and almost every t ∈ [0, T [, we have
P − a.s., g1(t, y, z) ≤ g2(t, y, z).
Proof. By comparison theorem for quadratic BSDEs (see Kobylanski (2000, Theorem 2.6) or
Ma and Yao (2010, Theorem 3.2)), we can get (iii) =⇒ (i). By Theorem 4.1 and (24), we can
get (i) =⇒ (iii). (i) =⇒ (ii) is trivial. So, we only need show (ii) =⇒ (i). In fact, If (i) does not
hold, then there exist ξ ∈ L∞(FT ) and s ∈ [0, T ] such that for some constant δ > 0,
P
(
ETg1 [ξ|Fs] ≥ E
T
g2
[ξ|Fs] + δ
)
> 0.
We set A :=
{
ETg1 [ξ|Fs] ≥ E
T
g2
[ξ|Fs] + δ
}
. Clearly A ∈ Fs, then by the properties of quadratic
g-expectation (see Ma and Yao (2010)), we have
ETg1 [1Aξ|Fs] = 1AE
T
g1
[ξ|Fs] ≥ 1AE
T
g2
[ξ|Fs] + 1Aδ = E
T
g2
[1Aξ|Fs] + 1Aδ.
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Taking expectation on both sides, we have
E
[
ETg1 [1Aξ|Fs]
]
> E
[
ETg2 [1Aξ|Fs]
]
,
which contradicts (ii). The proof is complete. ✷
By Corollary 3.6 and the argument of Jiang (2008, Theorem 3.1) or Ma and Yao (2010,
Proposition 4.3), we can get the following translation invariance of g-expectation, which gener-
alizes Ma and Yao (2010, Proposition 4.3).
Theorem 5.3 (Translation invariance) Let g satisfy (A1)-(A5). Then the following three state-
ments are equivalent:
(i) g is independent on y;
(ii) For each ξ ∈ L∞(FT ) and constant C, we have
ETg (ξ + C) = E
T
g (ξ) + C;
(iii) For each ξ ∈ L∞(FT ), t ∈ [0, T ] and η ∈ Ft, we have
P − a.s., ETg [ξ + η|Ft] = E
T
g [ξ|Ft] + η.
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