Abstract. Feynman-Kac transforms driven by discontinuous additive functionals are studied in this paper for a large class of Markov processes. General gauge and conditional gauge theorems are established for such transforms. Furthermore, the L 2 -infinitesimal generator of the Schrödinger semigroup given by a non-local Feynman-Kac transform is determined in terms of its associated bilinear form.
Introduction
Markov processes with discontinuous sample paths constitute an important family of stochastic processes in probability theory. It is well known that (cf. e.g., Janicki and Weron [28] , Samorodnitsky and Taqqu [37] ) many physical and economic systems should be and in fact have been successfully modeled by discontinuous processes, such as stable processes. In this paper we study FeynmanKac transforms of discontinuous Markov processes through discontinuous additive functionals. In other words, we study non-local perturbations of discontinuous Markov processes and their properties. In this paper we are mainly concerned with the gauge and conditional gauge theorems for this kind of non-local Feynman-Kac transforms. We now explain what the gauge and conditional gauge theorems are while laying out the settings we shall work in.
Let E be a Lusin space (i.e., a space that is homeomorphic to a Borel subset of a compact metric space) and B(E) be the Borel σ -algebra on E, and let m be a σ -finite measure on B(E) with supp[m] = E. Let X = ( , M, M t , X t , P x , x ∈ E) be a Borel standard process on E, which is transient in the sense of [23] . Here, a Borel standard process on Lusin space E is a strong Markov process satisfying the following conditions: (i) it is right continuous, (ii) it has no branching points, (iii) its resolvents map Borel functions into Borel functions and (iv) it is quasi-left continuous on (0, ζ), where ζ is the lifetime of the process. The shift operators θ t , t ≥ 0, satisfy X s • θ t = X s+t identically for s, t ≥ 0. Adjoined to the state space E is an isolated point ∂ / ∈ E; the process X retires to ∂ at its "lifetime" ζ := inf{t ≥ 0 : X t = ∂}. Denote E∪{∂} by E ∂ . Throughout this paper, the process X is assumed to be m-irreducible in the sense that if a measurable set A has positive m-measure then P x [T A < ∞] > 0 for all x ∈ E, where T A = inf{t > 0, X t ∈ A} is the first hitting time of A.
The transition operators P t , t ≥ 0, are defined by
(Here and in the sequel, unless mentioned otherwise, we use the convention that a function defined on E takes the value 0 at the cemetery point ∂.) We assume that there is a Borel function G(x, y) on E × E such that The previously known gauge theorem is a result of the following type.
Gauge Theorem. Under suitable hypotheses on the process X and the function q, if g is finite at some point x ∈ E, then g is bounded on E.
The gauge theorem of this type has been proved for quite general Markov processes in Chung and Rao [14] . See also [43] .
Suppose we now have another transient Borel standard process X = ( , M, M t , X t , P x , x ∈ E) on the same state space E which is a strong dual of X with respect to the measure m. That is, the semigroup { P t } t≥0 of X is the dual in L 2 (E, m) to the semigroup {P t } t≥0 of X:
E f (x)P t g(x)m(dx) =

E g(x) P t f (x)m(dx) for all f, g ∈ L 2 (E, m)
and the resolvents {U α } and { U α } satisfy the following conditions: for each α > 0, a B(E × E)-measurable potential density G α (x, y) can be chosen so that
(a) U α (x, dy) = G α (x, y)m(dy), U α (x, dy) = G α (y, x)m(dy); (b) x → G α (x, y) is α-excessive for X, y → G α (x, y) is α-excessive for X.
When α = 0, we will drop the subscript and write G for G 0 .
Under the above assumption, one can easily show that every excessive function of X is Borel measurable. For any excessive function h of X, let E h := {x ∈ E : 0 < h(x) < ∞} and define
p h (t, x, dy) = h(y)p(t, x, dy) h(x)
, t > 0, x, y ∈ E, then p h is a transition probability and determines a Borel standard process X h on E h (see [32] or Proposition 2.2 of [16] ), which is called Doob's h-transformed process of X or the h-conditioned process. We are going to use ζ h to denote the lifetime of the h-conditioned process. For any x ∈ E, we are going to use P h x and E h x to denote the probability and expectation with respect to the h-conditioned process starting from x respectively. When h(·) = G(·, y) for some y ∈ E, we will use P y x and E y x to denote the probability and expectation for the h-conditioned process starting from x respectively. In this case, the lifetime ζ h will be denoted as ζ y .
For any continuous additive functional of the form
is an m-a.e. finite Borel function, we define the conditional gauge function:
All the previously known conditional gauge theorems are of the following type.
Conditional Gauge Theorem. Under suitable hypotheses on X and q, if u is finite at some point
Unlike the gauge theorem, the conditional gauge theorem had been proved only for a very limited class of symmetric Markov processes, mainly for Brownian motion and symmetric stable processes in bounded Lipschitz domains. The conditional gauge theorem was first proved for Brownian motions by several authors under various conditions (see, Chung and Zhao [15] for a history). The conditional gauge theorem for symmetric stable process was first proved by Chen and Song in [11] on bounded C 1,1 -domains. It was later extended to symmetric stable processes in bounded Lipschitz domains by Bogdan and Byczkowski [7] , and by Chen and Song [12] independently, and in more general κ-fat domains by Song and Wu [41] . We should point out that in these papers [11] - [12] , [7] and [41] , the conditional gauge theorem were established in the following slightly weaker form: Under suitable conditions, if the gauge function for the symmetric stable process is finite, then the conditional gauge function is bounded. Very recently general condition gauge theorems were established in Chen and Song [13] for a large class of non-symmetric Markov processes in the ultimate form mentioned above.
When the underlying process X is discontinuous, there is a large class of additive functionals which are discontinuous. In this paper we will be mainly concerned with additive functionals of the following form:
where q is a Borel function on E and F is some Borel function on E × E ∂ vanishing on the diagonal. We set e q+F (t) = exp(A q+F (t)) for convenience. Throughout this paper, all additive functionals should be understood in the strict sense, i.e., in the sense of [6] . The purpose of this paper is to establish gauge and conditional gauge theorems for the gauge function g(x) = E x A q+F (ζ ) and the conditional gauge function u(x, y) = E y x A q+F (ζ y ) . As we mentioned above, for gauge and conditional gauge theorems, up to now almost all the attention has been focused on continuous additive functionals of X. The only exception is [39] , where a gauge theorem was proved for discontinuous additive functionals of a symmetric stable process.
Throughout this paper, we denote by (N, H ) a Lévy system of X (cf. [5] and [38] ). That is, H is a positive continuous additive functional (PCAF in abbreviation) of X with bounded 1-potential, N(x, dy) is a kernel from (E, B(E)) to (E ∂ , B(E ∂ )) with N(x, {x}) = 0 for all x ∈ E such that for any nonnegative Borel function f on E × E ∂ vanishing on the diagonal and any x ∈ E,
In this paper, we assume that H s is of the form of s 0 h(X s )ds for some Borel function h ≥ 0 on E. Many processes such as rotationally symmetric stable processes have such property. We are going to use µ H to denote the Revuz measure h(x)m(dx) of H . When m is an excessive measure of X, µ H can be characterized as the unique measure (cf. [19] 
for any Borel measurable function f ≥ 0. Here ↑ lim t↓0 means the quantity is increasing as t ↓ 0. We remark here that Lévy systems are crucial in dealing with discontinuous additive functionals and our hypothesis that X is a Borel standard process is to guarantee the existence of a Lévy system (N, H ). If we are only concerned with continuous additive functionals (i.e. F = 0 in A q+F ), then we only need to assume that X is a Borel right process having left limits on (0, ζ ) (see [13] ).
The content of this paper is organized as follows. In sections 2 and 3, we establish the general gauge and conditional gauge theorems for discontinuous additive functionals, extending the results in [13] where the corresponding results are established for continuous additive functionals. In the last section, the generators of the Schrödinger semigroups obtained from this type of non-local Feynman-Kac transforms are characterized in terms of the associated bilinear form.
Gauge theorem
In this section, X is an irreducible transient Borel standard process on a Lusin space E with Green function G(x, y), as is specified at the beginning of Section 1. The results of this section are generalizations of the corresponding results in [13] to discontinuous additive functionals. They also extend results in [39] , where a gauge theorem is proved for A F of a symmetric stable process. Our argument here is adapted from the approach in [13] .
The following definition is taken from [13] . For a subset K ⊂ E, we use Proof. Suppose that ν(dx) = q(x)m(dx) is a positive measure in K ∞ (X). By Proposition 2.1 of [13] , Gν is bounded. Let A n be a sequence of Borel sets that increases to E. For any given ε > 0, let K = K(ε) and δ = δ(ε) > 0 be specified as in Definition 2.1 of
This says that G(1 A n ν) increases to Gν uniformly on E and so ν is G-Kato measure in the sense of [4] . If this is not true, then one can find a decreasing sequence of Borel subsets
B k is a sequence of Borel sets that increases to E. As ν is a G-Kato measure and is absolutely continuous with respect to m, G(1 B n ν) = G(1 E\A n ν) should decrease to zero uniformly on E, which is a contradiction. Therefore ν is in class K ∞ (X).
By Proposition 2.2 of [13], we know K ∞ (X) ⊂ K(X).
Recall that µ H is assumed to be absolutely continuous with respect to the reference measure m.
Definition 2.2. Suppose that F is a Borel function on E × E ∂ vanishing on the diagonal. (1) We say that F belongs to the class J(X) if F is bounded and the measure N|F |(x)µ H (dx) belongs to K(X), where
N |F |(x) := E ∂ |F (x, y)|N(x, dy).
(2) We say that F belongs to the class J ∞ (X) if F is bounded and the measure N|F |(x)µ H (dx) belongs to K ∞ (X).
It is easy to see that if F 1 and F 2 belong to J(X) (respectively J ∞ (X)) and c is a constant, then cF 1 , F 1 + F 2 , F 1 F 2 all belong to J(X) (respectively J ∞ (X)). Furthermore, one can also show easily that if F belongs to J(X) (respectively J ∞ (X)), then the function e F − 1 belongs to J(X) (respectively J ∞ (X)).
Proof. For any x ∈ E,
As q ∈ K 1 (X) and N |F |(x)µ H (dx) belongs to K ∞ (X), our assertion follows from Proposition 2.1 of [13] .
This proposition implies that for q ∈ K 1 (X) and F ∈ J ∞ (X), A q+F (ζ ) is almost surely finite and so e q+F (ζ ) is finite almost surely. Hence the gauge function
x ∈ E is well defined, nonnegative. Since ζ is in the σ -field σ {X t , t ≥ 0}, one can check easily that g is Borel measurable.
Proof. We need only to prove the assertion for nonnegative q and
is the dual predictable projection of B t . Therefore B t − B p t is a P x -martingale for every x ∈ E. Now it follows from the Doleans-Dade formula that
is a non-negative local martingale under P x for every x ∈ E. Hence L t is a supermartingale multiplicative functional of X. Thus
Applying the Cauchy-Schwartz inequality we get
As αq ∈ K 1 (X) and B p ∈ K(X), it follows from Proposition 2.3 of [13] that there exists a t 0 > 0 such that
Thus by Khasminskii's inequality and (2.3),
It follows from the above inequality and the Markov property of X that there are constants c 1 ,
The case of q ∈ K(X) and F ∈ J(X) can be handled using a similar but simpler argument, cf. the definition of K(X).
For a measurable function f , let µ H f denote the measure f (x)µ H (dx). Recall that µ H is the Revuz measure of H . We define a linear operator F that maps a bounded function f on E into the function
When β is greater than the constant
is well defined on E for any bounded function f on E. 
Theorem 2.4. For any β greater than the constant β 1 in Proposition 2.3 and any bounded function f on E, we have
Thus by (2.6) and Fubini's theorem
In the third to last equality we used the fact that A s,t = e q+F (t − s) • θ s and the Markov property of X.
Remark 1. Let L be the infinitesimal generator of X. The above theorem suggests that the infinitesimal generator of the semigroup T t takes the form of L + µ H F + q. We will address the issue of L 2 -generator of T t rigorously in section 4 of this paper under an extra condition that the bilinear form of X satisfies a sector condition.
Theorem 2.5. For every x ∈ E with g(x) < ∞, g(X t ) is right continuous in t ∈ [0, ζ) and has left limits in
Proof. Let x ∈ E be such that g(x) < ∞. By the strong Markov property of X, for any bounded stopping time T ,
Here the martingale t → E x e q+F (ζ ) M t is taken to be the right continuous version. As t → X t is right continuous with left limits and g is Borel measurable, the process t → g(X t ) is optional. Hence by the Optional Section Theorem (cf. Theorem 4.10 in [27] ), we have from (2.7) that
Therefore t → g(X t ) is right continuous in t ∈ [0, ζ) and has left limits in t ∈ (0, ζ) P x -a.s..
Theorem 2.6. Assume that q ∈ K 1 (X) and F ∈ J ∞ (X). Then the gauge function g is finely continuous. Furthermore the function g is either bounded on E or is identically ∞ on E.
Proof.
By the strong Markov property,
Since K is closed, X T K ∈ K by the right continuity of t → X t . Thus g(X T K ) = ∞ on {T K < ζ}. On the other hand, e q+F (T K ) > 0 on {T K < ζ} P x -a.s.. It follows that P x (T K < ζ ) = 0. This being true for all closed subsets K ⊂ E \ O, we have
Thus O is absorbing. Let K, δ and β be specified as in Definition 2.1 for q ∈ K 1 (X). Let α > 1 be such that αβ < 1 and let γ > 1 be such that
Choose M large enough so that the set {x ∈ K 1 : M < g(x) < ∞} has m-measure less than δ 1 
Then by an argument similar to that used for deriving (2.4) we get
where τ B := T B c = inf{t > 0 : X t / ∈ B}. Thus for x ∈ E, we have 
We now show that the gauge function is finely continuous. It is equivalent to show that t → g(X t ) is right continuous on [0, ζ) P x -a.s. for all x ∈ E. Define T = inf{t > 0 : g(X t ) < ∞} with the convention inf ∅ = ζ . Clearly g(X t ) = ∞ for t < T . It follows from Theorem 2.5 that t → g(X t ) is finite and right continuous for t ∈ (T , ζ ) P x -a.s. Hence it suffices to show that g(X T ) < ∞ P x -a.s. on {T < ζ} and apply Theorem 2.5.
For this, observe that for each bounded stopping time S,
where the symbol ↑ indicates increasing convergence. Here the martingale
is automatically taken to be the right continuous version. As t → X t is right continuous with left limits and g is Borel, so t → g(X t ) is optional. By the Optional Section Theorem again (cf. Theorem 4.10 of [27]), we have P x -a.s.
On the other hand, P x -a.s. on {T < ζ}, as g(
By (2.9) and the Optional Sampling theorem, P x -a.s. on {T < ζ},
holds for every n ≥ 1, all s ∈ (0, ζ • θ T ) and hence for s = 0 as well. Now by (2.9) again,
In view of Proposition 2.2, this implies that g(X T ) < ∞. Now by Theorem 2.5,
This proves the fine continuity of g.
and so m(O c ) > 0. This would imply by the m-irreducibility of X that O can not be absorbing unless O is empty. This says that either O or O c is empty, and therefore either g is identically infinity or bounded on E.
Conditional gauge
In addition to the assumptions on X made in Section 2, we assume that the process X has a strong dual Borel standard process ( X, P x , x ∈ E) on E with respect to the measure m. Under our assumption, G(x, y) = G(y, x) is the Green function of the dual process X.
We are also going use ( N(x, dy) , H t ), where N(x, dy) is a Borel kernel on (E, B(E ∂ )) and H t is a positive continuous additive functional of X with bounded 1-potential, to denote a Lévy system of X. According to [22] , we may and do assume that H t and H t are dual additive functionals with Revuz measure µ H and that N and N are dual kernels with respect to the measure µ H on E, i. e.,
for all nonnegative functions f and g on E. That is,
We first recall a definition from [13] . 
(2) A function q is said to be in class S 1 (X) if there is a Borel set K of finite m-measure and a constant δ > 0 such that
Now we introduce the following
Definition 3.2. Suppose F is a Borel function on E ×E vanishing on the diagonal. (1) F is said to be in the class semi-A ∞ (X) if F is bounded and for any ε > 0 and w ∈ E, there is a Borel subset K = K(ε, w) of finite m-measure and a constant δ = δ(ε, w) > 0 such that for all measurable set B ⊂ K with m(B) < δ,
sup x∈E w K c ∪B G(x, y) E |F (y, z)|G(z, w) G(x, w) N(y, dz) µ H (dy) ≤ ε.
(2) F is said to be in the class A ∞ (X) if F is bounded and for any ε > 0 there is a Borel subset K = K(ε) of finite m-measure and a constant δ = δ(ε) > 0 such that for all measurable set B ⊂ K with m(B) < δ, sup (x,w)∈(E×E)\d (K\B) c ×(K\B) c G(x, y) |F (y, z)|G(z, w) G(x, w) N(y, dz)µ H (dy) ≤ ε. (3.1)
It is easy to see that if F 1 and F 2 belong to semi-A ∞ (X) (respectively A ∞ (X)) and c is a constant, then cF 1 , F 1 +F 2 , F 1 F 2 all belong to semi-A ∞ (X) (respectively A ∞ (X)). Furthermore, one can also show easily that if F belongs to semi-A ∞ (X) (respectively A ∞ (X)), then the function e F − 1 belongs to semi-A ∞ (X) (respectively A ∞ (X)).
Clearly A ∞ (X) ⊂ semi-A ∞ (X); and F ∈ A ∞ (X) if and only if F ∈ A ∞ ( X), where F (x, y) : = F (y, x) . It is shown in Corollary 3.1 of [13] that S 1 (X) ⊂ K 1 (X). Concrete examples of S 1 (X) functions were also given in [13] . Here we present some examples of functions in A ∞ (X).
Example 1.
In the case when X a killed symmetric α-stable process on a bounded κ-fat set D of R n for some α ∈ (0, 2), κ ∈ (0, 1) and n ≥ 2, it is well known that
It follows easily from the 3G inequality (see [41] ) that if a function F on D × D satisfies the inequality
Example 2. Suppose that X is a killed symmetric α-stable process on a bounded
for some constants β > α and C > 0, then F ∈ A ∞ (X). In fact, it is shown in Theorems 1.1 and 1.2 of [10] (cf. also [31] ) that there exist constants 
G(x, y)|F (y, z)|f (z)N(y, dz)µ H (dy)
Proof. For any z ∈ E, the functions y → G(y, z) is an excessive function of X. So (3.6) implies (3.1) and therefore F is in A ∞ (X) if the condition (3.6) is satisfied. Conversely suppose that (3.1) holds. Then (3.6) is valid when f is the potential of some measure ν. Now the conclusion follows because any excessive function is the increasing limit of a sequence of potentials of the form Gh n , where h n = n(f − nG n f ) ≥ 0.
Since the constant function 1 is excessive with respect to X, we can take f = 1 in the Proposition above and get
Corollary 3.2. A ∞ (X) ⊂ J ∞ (X).
For each z ∈ E, let E z := {x ∈ E : 0 < G(x, z) < ∞} and X ·,z = (X, P z x , x ∈ E z ) be the h-conditioned process of X with h(·) = G(·, z); that is, X ·,z has transition probability q (t, x, dy) = p(t, x, dy)G(y, z)/G(x, z) . As we previously mentioned that, by [32] or Proposition 2.2 of [16] , X ·,z is a Borel standard process on E z . It follows from Proposition 5.4, Theorem 6.5 and in particular Example 6.14 in [25] that X ·,z is a transient with finite lifetime ζ z and lim t↑ζ z X ·,z t = z almost surely. Clearly, the conditional process X ·,z is irreducible. Note that the Green function for X ·,z with respect to m is
The following result gives a Lévy system for the conditioned process X ·,w .
Proposition 3.3. For any non-negative Borel function f on E × E vanishing on diagonal and any x, w ∈ E with
0 < G(x, w) < ∞, E w x s≤t f (X s− , X s ) = E x t 0 E f (X s , y)G(y, w) G(x, w) N(X s , dy)dH s .
Furthermore, a Lévy system of the conditioned process X ·,w is given by (N w , H t )
where
Proof. Let
Then Z s is a supermartingale multiplicative functional of X. It follows from Section 62 of [38] that
Similarly, we have
So the second conclusion of the proposition is valid.
Remark 2.
It follows from the Proposition above that (cf. the proof of Proposition 2.2) for q ∈ S 1 (X) and F ∈ A ∞ (X), the function 
y)|q(y)|G(y, w) G(x, w) m(dy)
. So the theorem follows immediately from Theorem 2.6.
It follows from Theorem 6.5 and Example 6.14 of [25] that for fixed x, z ∈ E with 0 < G(x, z) < ∞, the time reversal at the lifetime of the process (X, P z x ) (obtained by reversing the conditional process (X, P z x ) at its lifetime ζ z and taking the right continuous version) has the same distribution as the conditioned process ( X, P x z ).
where F is defined by F (y, w) = F (w, y).
Applying Theorem 3.4 to the process X and using (3.7), we get
This implies by applying Theorem 3.4 to the process X that for any x ∈ E,
where E x = {z ∈ E : 0 < G(z, x) < ∞}.
Let K, δ and β 2 be specified as in Definition 3.1 for q ∈ S 1 (X). Let α > 1 be such that αβ 2 < 1 and let γ > 1 be such that
sup z∈E u(x, z) > M} = ∅, we can choose M large enough so that the set {x ∈ K 1 : sup w∈E u(x, w) > M} has m measure less than δ 1 . Let B = K c 1 ∪ {x ∈ K 1 : sup z∈E u(x, w) > M}. Similar to the argument leading to (2.4), we can show that for any (x, w)
, w)
Observe also that for
, w) ≤ M since by Theorem 2.5 t → u(X ·,w t , w) is right continuous on [0, ζ w ). Therefore the second term on the right side of (3.8) is bounded by ηM. It follows that for
. By the definition of B we know that for
Recall that L is the infinitesimal generator of X, µ H is the Revuz measure of H t , and F is the operator that maps any bounded function f on E into the function
Theorem 3.6. Let q ∈ S 1 (X) and F ∈ A ∞ (X) be such that the conditional gauge
y) m(dy) whenever it exists. Then for any function φ with G|φ| bounded,
Proof. From Theorem 3.5 we know that under the assumptions of the theorem,
By (2.6), the Markov property of X and Proposition 3.3, we have
Thus we have 
Generator of the Schrödinger semigroup
In this section, X is an irreducible transient Borel standard process on a Lusin space E with Green function G(x, y), as is specified at the beginning of Section 1. In Theorem 2.4, we gave a formula for the generator of the Schrödinger semigroup T t defined in (2.5) . But what is the domain of this generator? We will answer this question precisely under an assumption that the Dirichlet form (E, F) of X is nearly symmetric, that is, it satisfies Silverstein's sector condition:
. It is easy to see that if (4.1) holds then it holds with E β in place of E 1 for every β ≥ 1. It is known from the results of [3] , [9] and [17] that such a process X is quasi-homeomorphic to a nearly m-symmetric irreducible transient Hunt process with a dual Hunt process on a locally compact separable metric space whose Dirichlet form is regular. Without loss of generality, we may and do assume in the following that X is a nearly symmetric irreducible transient Hunt process on a locally compact separable metric space E whose Dirichlet form (E, F) is regular. Note that X has a dual Hunt process X whose Dirichlet form is ( E, F) , where
It is well known that (E, F) is a regular Dirichlet form in L 2 (E, m). We refer the readers to [21] , [35] , and [33] for the definitions and basics of Dirichlet forms, such as capacity, quasi-continuous version, measure of finite energy integral, smooth measure. For each u ∈ F, it is well known that it has a quasi-continuous version. It is understood throughout this section that functions in F are represented by their quasi-continuous versions.
Under the above assumptions, the Green function G(x, y) can be uniquely chosen so that for each y ∈ E, x → G(x, y) is excessive for X and for each x, y → G(x, y) is excessive for X. We can therefore extend the Kato class K(X) and K 1 (X) to smooth measures that may not be absolutely continuous with respect to the reference measure m. For a signed smooth measure ν, let A ν and |A ν | be the continuous additive functionals having Revuz measures ν and |ν| respectively. Extending Definition 2.1(4), we say throughout this section that a signed smooth measure ν is in K(X) if lim
2) is satisfied with |ν|(dy) in place of |q(y)|m(dy) and β(ν) in place of β(q).
Proposition 4.1. For u ∈ F and β ≥ 1,
where Cap (β) stands for the β-capacity of X and K is the constant in the sector condition (4.1).
Proof. For each fixed t > 0, let K t := {x ∈ E : |u| ≥ t} and
Clearly F K t is non-empty. It is known (cf. [21] , [29] , [35] and [33] 
As Proposition 2 of [44] tells us
the assertion of our proposition is valid in view of (4.2).
Remark 4.
The earliest inequality of the type given in this proposition may be due to Maz'ya for Sobolev spaces, see [34] . For results of this type in the case of symmetric processes, see [26] , [30] and [44] . In [36] Rao established the inequality in 
where K ≥ 1 is the constant in (4.1).
Proof. Note that for positive smooth measures ν and η, When the process X is symmetric, Lemma 4.3(1) was proved in [1] .
The following result follows immediately from Lemma 4.3, the definition of J(X), and the inequality |f
In the remainder of this section, we fix a function F ∈ J(X) with F ∈ J( X) and a signed measure ν such that |ν| = ν + + ν − is in K(X). F can and will be extended to E ∂ × E ∂ by setting it to be zero off E × E. Then it follows from the above two lemmas that the bilinear form (Q, F) defined by
is closed, lower bounded and satisfies sector condition, i.e., there are positive constants c and β such that Q β (f, f ) ≥ 0 for f ∈ F and
Let A t = A A F (t) ). For any nonnegative f and t ≥ 0, we define the operators T t and T t by 
In fact one can easily show, similar to that in [15] , that for any 1 ≤ p ≤ ∞, (T t ) and ( T t ) are semigroups on L p (E, m) and that, for any 1 ≤ p < ∞, (T t ) and ( T t ) are strongly continuous semigroups on
To prove this fact, we recall the definition of the time-reversal operator r t on the path space. Given a path ω ∈ {t < ζ}, the operator r t is defined by 
Proof. By time reversal, we have
e ν+F (t) • r t g( X t )].
From the definition of e ν+F (t), it was easy to see that e ν+F (t) • r t = e ν+ F (t), hence we have shown that where C is a positive constant. Therefore we have The following result follows immediately from the above theorem (cf. [33] ). and F ∈ J(X) as well. This is because by Lemma 4.3(2), the bilinear form (Q, F) defined by (4.5) is closed, lower bounded and satisfies the sector condition. It is can be shown (see Theorem 3.14 of Getoor [24] ) that the Schrödinger semigroup T t defined by T t f (x) = E x [e ν+F (t)f (X t )] is a strongly continuous semigroup in L 2 (E, m). Theorems 4.6, 4.7 and therefore 4.8 can then be proved with an easy modification of the corresponding proofs in this section.
