Abstract Axon guidance by graded diffusible ligands plays an important role in the developing nervous system. Concentration gradients induce an asymmetric localization of molecules in the axon tip, the growth cone, and the consequent internal polarized signaling pathway leads to rearrangement of the growth cone cytoskeleton and, ultimately, to motility. In this work, we provide a mathematical description of the growth cone transduction chain as a series of functional boxes characterized by input/output relations. The model relies on the assumption that the characteristic time of independent concentration measures by growth cone receptors, the characteristic time of growth cone internal reorganization preceding motion and the characteristic time needed for a discernible axon turning belong to separated scales. The results give insight into the deterministic vs. stochastic regime of internal growth cone functions that are not readily accessible from experimental observations, pointing out a substantial equilibrium of the two contributions. The mathematical model predicts the decrease of the coefficient of variation of the signal moving down the functional chain leading to motion. Moreover, possible mechanisms that allow for buffering against noise are highlighted. These results have an interest also for the more experimentally-minded reader, since they can be used to predict sample sizes for detecting significant differences in benchmark gradient assays.
Introduction
In the developing embryo, neurons form connections by projecting axons to appropriate target areas. Pathfinding crucially relies on extracellular cues present in the environment [37] . Axons can be guided by diffusible chemoattractant substances secreted at some distance by intermediate or final targets [38] ; long-range chemorepulsion exists as well, demonstrated by the fact that axons can be repelled by diffusible factors [8] . Contact-mediated mechanisms involving interaction with substrate bound nondiffusible molecules are also known to play an important role, both in terms of contact attraction [23] or contact inhibition [25] .
In this paper, we focus on guidance by gradients of diffusible chemoattractant ligands; this process has been described for different molecules, including netrins, semaphorins, neurotransmitters (see, e.g., [37, 30, 33] ). The growth cone (GC), located at the axon tip, is a highly motile structure that mediates detection and transduction of navigational cues [15, 13] . Chemotropic gradients across the GC diameter are often quite small. Studies of cultured Xenopus spinal neurons showed that the GC can respond to a gradient of diffusible attractants of about 5 − 10% across its diameter [44, 33] . In the theoretical analysis of [10] , the minimum percentage change of concentration detectable by a GC is indicated in 1 − 2%. In [32] , a gradient percentage change as low as 0.1% is used to induce axon turning. Despite these shallow gradients, a steeper internal polarization arises in the GC [5] , which leads, in turn, to a rearrangement of the GC cytoskeleton and, ultimately, to motility [19, 24] .
During the last decade, several studies have focused on deciphering portions of the signaling pathway and identifying the role of various molecules (see, e.g., [33, 15, 41] ). The understanding of the complete organization of the GC transduction machinery is a highly complex task still far from being completed, so that phenomenological mathematical models can play a significant role in assessing the main physical properties of the underlying intracellular transformations [11, 28] . The benchmark chemotaxis assay studies the response of GCs exposed to steady graded concentrations of a single attractive/repulsive ligand [44, 45, 29] . Turning angles and standard error parameters are measured after a certain time interval from the onset of the gradient. Data are tabulated as a function of ligand concentration and (less often) of gradient percentage change (steepness). Different mathematical and computational models have been developed to account for these results. The computational model of [6] focuses on two distinct modes of GC motility. The first mode characterizes motility on homogeneous substrates and is based on a Langevin equation (persistent random walk model) where the velocity decreases as an exponential function of time, with sudden increases/variations in the speed due to random "kicks" arising from Gaussian noise terms. A second mode characterizes motility on patterned substrates in which the GC appears to move in a biased fashion along preferential paths. The concept of resistance of GC to directional changes is advanced and modeled as a "residence time" of stationarity of order comparable to a characteristic time (the value 360s is used in simulations) between deviations in the trajectory. In the seminal work [4] , physical constraints underlying concentration measures by a small sensing device with a limited number of receptors are analyzed. Predictions of the statistical fluctuations arising from the estimation of the concentration and of the time needed to carry out independent measurements are formulated. Based on this theoretical analysis, in [12] the minimum detectable gradient steepness, the maximum range of guidance, and the sensitivity as a function of ligand concentration are discussed in the case of GCs and compared to experiments (see also [10] ). A further computational model is investigated in [11] , where filopodia, thin filaments that protrude from the GC surface, act as antennae-like devices to guide the GC. Guidance is mediated by ligand receptors located on filopodia and on the GC surface: the gradient of receptor binding across the GC diameter is supposed to produce a difference in the likelihood of generating new filopodia. Filopodia production is enhanced/inhibited in the angular sector facing the attractant/repellent source. This effect represents a positive feedback mechanism. The new orientation of the GC is a combination of the previous orientation plus a function of the average angle of receptor binding. Inertial (memory) effects are kept into account by weighting the two contributions for the 97% and the remaining 3%, respectively. In [42] , the same authors consider a conceptually similar model, adding spatial and temporal averaging of stochastic receptor-binding signal in order to obtain a close fitting with experimental GC sensitivity. A timescale of about 100 − 200s of averaging (characteristic time of signal decay) is found to be adequate, considering that a time interval of the order of 10s is needed to obtain an independent measurement of concentration. In [1] , a step towards the introduction of internal dynamics is done, by relating the angular distribution of filopodia to the angular variation of ionic calcium diffused in the periphery of the GC. In [27, 28] , a simple model of random walk is adopted to describe GC migration in response to a contact cue. In order to quantify the deterministic and stochastic components of such a motion, a dimensionless number Ψ is introduced, representing the ratio between the sum of the mean deterministic migration over the stochas-tic migration in a characteristic time. Only when Ψ is of the order of the unity, constructive guidance is shown to be possible, this value corresponding to a characteristic time of 10 − 90s, comparable to the GC reorganization time in response to a stimulus. In [17, 18] , the formation of a coherent axonal organization is investigated under the hypothesis that guidance is driven by steady-state diffusible chemoattractants and chemorepellants as well as by contact attraction/repulsion. In [22] , finite-dimensional state vectors in an ordinary differential equation system describe the deterministic macroscopic motion of the GC and the dynamical evolution of its internal state, respectively. Reviews of mathematical models for studying different phases of neurite outgrowth (initiation, elongation, branching) can be found in [20, 14] .
In this work, we model the GC transduction chain as a series of functional tasks, which lead from gradient sensing to signal transduction, down to motion actuation. The mathematical representation maps input/output signals of each unit, without reproducing intracellular chemical processes. Such modeling is based on the identification of three characteristic times -corresponding to independent concentration measure by GC receptors, GC internal reorganization preceding motion and discernible axon turningwhich belong to separated scales, ranging from the smaller to the larger ones. The key elements of directional response towards a target, memory effect and randomness are translated into the mathematical form of an Ornstein-Uhlenbeck process, which models the central transduction box. Insights into the deterministic vs. stochastic regime of internal GC functions that are not readily accessible from experimental observations are gained through descriptive statistical indexes of output signals. Referring in particular to the test setting of the gradient chemotaxis assay, the model predicts the decrease of the coefficient of variation of the output signal moving down the functional boxes of the chain. The transduction process is shown to be in equilibrium between deterministic and stochastic regimes. A mechanism that allows for buffering against noise is highlighted in the motor actuator function, in which inertia exerts a smoothening effect that contributes to produce the relatively straight paths of GCs (like the ones observed on in vitro experiments [33] ). An analysis of the origin of the stochastic contribution is carried out, predicting the transduction process to be a main source of noise. The mathematical model presented in this work has a point of interest also for the more experimentally-minded readers. Some literature papers on in vitro gradient assays present results on axon turning angles (see the discussion of Sect. 3) displaying a tendence toward biased trajectories, without being statistically significant. Our results show that the sample sizes needed for detecting statistical significant difference of axonal response are bigger compared to the sample size commonly used in experiments. Moreover, when carrying out assays with a single steady-state cue, our model shows how a single pilot test, precursor to a full-scale study, may be used to evaluate sample sizes for different analyses.
The remaining of the paper is organized as follows. In Sect. 2 we present the mathematical model, yielding the stochastic differential law for the GC trajectory. In Sect. 3 we introduce the descriptive statistical indexes that characterize the transduction process. In Sect. 4 the results of the above sections are discussed. Finally, in Sect. 5 the conclusions are drawn, reviewing the validity of the proposed model.
Model description
We consider a synthetic representation of the transduction chain of the GC, which leads from sensing of ligand concentration gradients to motion. Measures of concentration differences ∆C in the environment are produced by the Sensing Device Box (SDBox). The Signal Transduction Box (STBox) processes the input from the SDBox performing an appropriate amplification of the signal (see, e.g., [11] for a mathematical model of amplification functions). Actin reorganization in the GC cytoskeleton, directly preceding motion [34, 35] , is activated by the STBox signal (see [43, 33, 24] for discussions on activated signal pathways). The Motor Actuator Box (MABox) produces a deviation of the trajectory. in a time of the order of a few minutes, trajectory deviations in a time of the order of tenth of minutes. Table 1 . Inputs and outputs refer to quantities of system (7).
Mathematical model of the SDBox
Receptors located on the GC surface and filopodia bind to external ligands. The density function of bound receptors around the GC can be used to model the process of ligand concentration sensing, as proposed for example in [1, 11] . In the present model, we do not consider such a physical process, but we directly model the output of the SDBox as a mathematical object, the vector b P which triggers the deviation of the GC trajectory ( Fig. 1 , leftmost panel of bottom row). This idea stems from the fact that a concentration gradient orients the GC motion toward the direction of the concentration source. According to a mechanical description, we ascribe the trajectory deviation to an equivalent force vector process P t acting on an equivalent GC mass m. The process P t , output of the STBox (see the next section for a detailed study), is continuously attracted towards b P . The vector b P is a function of ∆C: its direction is related to the orientation of the stimulus gradient, while its modulus is connected to the amplification produced by the GC transduction chain. We observe that a conceptually similar approach is used in [42] , where the GC responds to the stimulus along a direction connected to the mean value of the angle of maximum receptor binding (the quantityφmax) and with a modulus given by the sensitivity surface function of [42, Fig.4 ].
Mathematical description of the STBox
The role of the STBox is to compare the output b P of the SDBox, function of the external signals, against an "equivalent" actual force P t (Fig. 1, central panel of bottom row) . In this process, a memory effect exists (see also [42, Sect. Mathematical models]), which damps the response, so that the updated equivalent force is written as
where λ ∈ [0, 1] is a weighting factor and e P is the contribution arising from the comparison. If the time interval δt is long enough, e P can be assumed statistically independent from P t and written as
where Z denotes a two-dimensional standardized random vector independent of P t , σ = σ( b P ) is a volatility parameter and the factor p 2/λ appears due to a normalization choice. One may also think that the comparison produces an incremental "kick" δP [6] , yielding P t+δt = P t + δP . From Eq. (1), we obtain that the kick is composed of a deterministic part, representing its mean effect (δP ) which re-orients the response towards b P and of a random part. The first term acts as a linear spring of constant λ: (δP ) = −λ(P t − b P ), while the second term is a distribution independent of P t (but possibly depending on b P ). Let λ = δt τ , τ being a persistence time. Then, δP can be written as
If we consider time scales larger than δt, Eq. (2) tends to the continuous generalized Ornstein-Uhlenbeck (OU) process, which is assumed to obey to Ito calculus (see for example [3] )
where W t denotes a two-dimensional Wiener process. When b P does not depend on time, σ is constant and the solution of (3) reads
Relation (4) shows that the mean value of P t tends exponentially fast in time to b P . Moreover, Ito's lemma [3] implies that at steady-state, P t is a bivariate Gaussian distribution with subjected to an isotropic random perturbation of bounded variance σ 2 . Moreover, the autocorrelation function for each component of the process
which implies that the time after which practically independent outputs are produced is proportional to τ . 
Mathematical description of the MABox
We suppose that the equivalent force P t induces an acceleration only along the direction transversal to the trajectory (see also [22] for a similar hypothesis). Consequently, if the axon moves with velocity vector vg = vgeg (vg = 20−30µm/h, [39] ), only the direction of the unit vector eg is affected, leaving the velocity modulus constant. The following equation of dynamical equilibrium describe the transversal motion of the GC (see Fig. 2 for notation)
where a is the transversal acceleration, m is the GC equivalent mass, β is the angle between eg and P t and we have supposed a negligible internal mechanical reaction in the axon shaft along the transversal direction. The acceleration changes the angle α that eg forms with the horizontal direction. Notice that when P t is such that (P t ) = 0, the trajectory is not deterministically deviated. This models the physical fact that, in absence of ligand gradients and at least on in vitro experiments, axons tend to follow noised trajectories with no significant bias from their initial growth direction [9] .
Mathematical model of the GC trajectory law
Based on the above considerations, the complete model of the GC motion reads: given b P , 1 find for 0 ≤ t ≤ T the GC position xg = xg(t), such thaṫ
1 Notice that b P , being a function of ∆C, may actually depend on time and on the spatial position.
g are the given initial position and direction of the axon GC. Eq. (7) 3 models the STBox input/output relation, while Eq. (7) 1,2 model the MABox input/output relation. System (7) is a stochastic differential system and can be numerically solved by using a stochastic Runge-Kutta integration scheme (see for example [21] ).
In order to determine the asymptotic equivalent acceleration b P /m, we consider experimental data from the benchmark gradient assay [44, 29, 32] . The mean velocity variation during a time interval ∆t due to b P
leads to a mean angle variation of the trajectory
to which we can associate the curvature radius
The minimum of Rc
occurs when the trajectory of the axon is orthogonal to the ligand gradient (sin β = 1). From the experimental quantities vg and R c,min , we can thus estimate
Remark 1 Notice that using (10) into Eq. (8), we get
sin(β)∆t, which recovers the deterministic macroscopic GC model of [22, Eq. (28) ].
Descriptive statistical indexes of the transduction chain
The variability of the stimulus-response maps of each functional box can be characterized by the variance and the coefficient of variation of the box output. In particular, the coefficient of variation, defined as the ratio between the standard deviation and the expected value of a distribution, is a dispersion index that relates the weight of the stochastic and deterministic effects. We use this parameter to assess the importance of the stochastic component over the deterministic one in the outputs of the functional chain. 
Variability of the STBox output
In this section we study the coefficient of variation of the STBox output. From the experimental point of view, this information is not readily accessible, being an internal product of the chain. The dimensionless quantity
is the coefficient of variation of the OU process P t at steady state. Notice that such a situation is fairly achieved for times larger than 4 of 5τ . The order of magnitude of CV P characterizes the behavior of the box. When CV P ≫ 1 the output is stochastically dominated without a significant bias due to the external cues; when CV P ≪ 1, it is deterministically oriented close to b P , while when CV P ≈ 1 the output exhibits is affected by noise but it is remains in the neighborhood of b P . In order to assess the effect of the value of CV P on the variability of the GC trajectory, we numerically solve Eq. (7) 3 for a fixed b P directed along the positive x-axis considering different values of σ, so to study the regimes CV P ≪ 1, CV P ≈ 1 and CV P ≫ 1. Axon trajectories are then computed by numerically integrating Eqs. (7) 1,2 with x 0 g = (0, 0) and v 0 g = (0, vg). In Fig. 3 (top row) , we show the results of the simulation of the process for T = 40τ . The dimensionless quantity P * t = P t /| b P | is plotted for convenience of representation. Observe that when CV P ≪ 1, the process value exponentially drifts to the target value (1,0) and remains confined in a narrow neighborhood of this latter. This means that P * t maintains an almost constant orientation. On the contrary, when CV ≫ 1, P * t does not exhibit a biased direction, but it represents a pure random walk. When CV ≈ 1, the drift and the volatility effects are in competition. In Fig. 3 (bottom row) , we plot the corresponding macroscopic GC trajectories (50 trajectories out of 10000 simulations are represented in each panel), which display a very different level of coherency depending on the magnitude of CV. Notice that, with respect to the circumference of center O ′ passing through O and P , γ = (π/2 − α)/2, since it is the inscribed angle corresponding to half the central angle π/2 − α.
Variability of the MABox output
In order to study the variability of the MABox, we consider the standard gradient assay. A single steady gradient of a chemoattractant ligand is established along the positive x-axis. Axons initially grow along the direction of the positive y-axis, starting from the origin. We study the variance and the coefficient of variation of the axon turning angle γ, defined as the angle between the y axis and the line connecting the origin and the position of the GC at a certain time after the onset of the gradient application (see Fig. 4 , left and refer to [44, 45, 32] for experimental results).
Throughout the section, we consider Eq. (7) 2 written in terms of the angular coordinate α, which is connected to the linear velocity vg byvg = vge ⊥α . Eqs. (7) 2−3 becomeṡ
where we have introduced the (x, y) components (X t , Y t ) of P t (see Fig. 4 , left), and W 1 t and W 2 t are independent Brownian processes. For small variations of α, it is possible to consider a simplified version of system (13), on which it is more straightforward to compute the statistical indexes. Under this hypothesis, we have that γ ≃ (π/2 − α)/2 (see Fig. 4 , right) and system (13) can be written aṡ
The turning angle (14) is thus an integrated OU process. On in vitro experiments, the steady-state distribution of X t is reached in a relatively short time. In these conditions, one may assume that (X t ) = | b P | for all times. With this hypothesis, and recalling that for the OU process X t the covariance reads
we compute from (14) Var
Its first order approximation reads
Then, we have
and we compute the coefficient of variation of γ
In order to assess the results of this section, we solve the complete system (13) (equivalent to (7)) simulating 5000 axons trajectories, each starting from the origin and initially directed along the positive y-axis. For each simulation we consider a total time of 2h, τ = 200s and we use a time step of 10s. Fig. 5(left) shows std(γ(t)) as a function of σ. Fig. 5 (right) shows (γ(t)) and std(γ(t)) as a function of time. In the same figures we plot in dotted lines the approximate analytical expressions (16) and (17) . Notice that, despite the simplifications, the the results of the complete numerical integration of are well reproduced, so that (16) and (17) provide a good prediction of the effective behavior.
Accuracy of the MABox
The MABox acts as a filter processing a noised input signal to obtain another signal. In order to evaluate the performance of this function, we introduce the accuracy index AI, defined as the reciprocal of the coefficient of variation, AI := 1/CV. We consider the following "accuracy index ratio" k
where we have used the approximate results of the previous section. The index k represents the amplification of the accuracy of the signal. It grows monotonically with time, coherent with the fact that a significantly biased motion is observed only after a time long enough, of the order of some multiples of τ . Analogously to what done in the previous section, we solve the complete system (13) simulating 5000 axons trajectories and for each we compute the accuracy indexes AI Pt , AI γ(t) and the accuracy index (7) shows the linear dependence of σ and std(γ(t)). Each curve is parametrized for different time values (in hours). Right: the expected value of γ and its variance vary linearly with time and as the square root of time, respectively (angles are in degrees, time in hours). ratio k. In Fig. 6 (left) the coefficient AI γ(t) is plotted as a function of AI Pt for different times. Fig. 6(right) shows the factor k as a function of time. 
Discussion

Choice of the mathematical model
GCs subjected to a graded field of an attractive ligand describe noised paths in the direction of the concentration source. This behavior can be mathematically modeled by an OU process. In Eq. (13), the OU process is a model for the angular velocityα (or for the linear acceleration); one may wonder whether the OU process should rather model the evolution of the angular variable α. This latter model should read
where b α is the asymptotic mean response to the given gradient, θ is a time persistence parameter and σα is a volatility parameter. A SDE equation of the type (13) or (19) produces solutions that are continuous but non differentiable. Thus, in model (13) (resp. (19)) the angular velocity (resp. angular variation) is a continuous function with no time derivates: a white noise process is observed inα (resp.α). Changes in the external solicitations require a certain reorganization time before being effective [45] . This suggests that the velocity of adaptation should be at least a bounded continuous function of time, which leads to model (13) . Further elements of discrimination for the model choice are much more critical. If smoothness of the trajectories is taken as a decision parameter, even if model (19) produces C 1 paths, while model (13) produces more regular C expansions. In any case, both the model of Eq. (13) and the alternative model of Eq. (19) show the same dependence of statistical indexes with respect to time (std(γ(t)) ≍ t 1/2 , CVγ ≍ t −1/2 ), and again these quantities -that can be connected to experimental results-do not represent an useful discriminant test.
Stochastic vs. deterministic regime of the STBox output
Experimental data may be used to characterize the regime of variability of the STBox output, which is a hidden information from the macroscopic point of view. Referring to the benchmark gradient assay data of [44] , we compute
where S.E.M. is the standard error of the mean of γ(t), N is the number of cells examined,γ is the average of the measured values of the turning angles and the experiments are carried out for a time t = 2h. Comparable values are obtained from similar experiments, see e.g., [29, 32] . From Eq. (18), using τ = 200s, we estimate CV P ≃ 5, which, being of the order of the unity, shows that stochastic and deterministic effects act with comparable magnitude. This mechanism represents a "robust" process with respect to fluctuations: axons effectively reach their target following a graded concentration field (expression of organization) while allowing for a large amount of noise (expression of variability). This is an energetic trade-off: the STBox output is the most noised signal that can be accepted without losing the underlying directional message (see also [27, 28] ). The coefficient of variation provides information on the amplitude of the signal deviations from the average. Information about the time frequency of such deviations are contained in the characteristic times. When modeling the GC function of sensing with a characteristic time of the order of δt, the introduction of a memory effect as in Eq. (1), dilates the non-correlation time of the signal from δt to τ (see Eq. (5)). The ratio λ of the two times is the factor of dilation. As λ decreases, the system dumps out high frequencies, avoiding sharp variations in the output P t .
Origin of stochastic noise
Experimental data collected for different concentration fields [44, 29, 32 ] mean values of the turning angle with a substantially constant Var(γ). This observation reported in Eq. (16) implies that σ is constant. In particular, this means that the variability of the output of the STBox does not depend on the absolute concentration field or on its steepness (through b P ). If the model of [4] is considered to describe the process of concentration sensing (the SDBox in our functional model), the uncertainty in the concentration measure is predicted to be proportional to the concentration value itself. Under this latter assumption, the STBox transforms a signal which variability depends on the concentration value into a signal with constant (and possibly larger) variability. As a consequence, we may infer that the STBox internal signal processing is a main responsible of the noise observed in the experimental paths. Notice that the observable data are the result of a further signal process by the MABox. Its functional effect is to damp out the signal variability with time (see Eq. (18)).
Statistical planning of experiments
The mathematical results of the above sections have also an immediate implication for the experimental work since they can be used to design statistical tests in benchmark axon guidance experiments. Let γ 1 and γ 2 be the turning angle measurements after a time t coming from the benchmark gradient assay carried out with different values of the concentration gradient and/or different types of ligand. We recall that the sample size N = N (t) needed for two independent normal samples to detect the difference (γ 1 ) − (γ 2 ) with Type I errorᾱ and power 1 −β is given by the two-sided alternative formula [40] where z 1−· is the 100(1 − ·)th percentile of the standard normal distribution. It is convenient to introduce the ratio (20) reads
where in the subscript of CV is specified the length of the experiment. When there is no a-priori knowledge of the variance of the turning angles, a pilot experiment, precursor to a full-scale study, can be used to establish N . Let us consider pilot experiments with a final time of e.g. 2h. From Eq. (17), we obtain
, that inserted into Eq. (21) yields
In particular, if we are testing the response to varying concentrations of the same cue (possibly, the effect of a cue vs. control), Eq.(17) again gives CV
γ2,2h , and we further obtain from Eq. (22)
In Table 2 , we show sample sizes as a function of t and f obtained from Eq. (23) , and referred to the experimental value CV γ1,2h = 1.16, with Type I errorᾱ = 0.05 and power 1 −β = 0.8. These values may provide a justification of the fact that a large amount of data reported in benchmark axon guidance tests are not statistically significant, because of the limited number of samples considered (see for example [45, Table 1 ]).
Conclusions
We have gained insight into the mechanisms of GC guidance through a phenomenological model of the functional cascade activated by an external stimulation (graded concentration field). The present approach contributes to the understading and evaluation of the performance and efficiency of the cellular decisionmaking process (see the recent paper [2] and references therein for a study of chemotaxis strategies in eukaryotic cells based on rate distortion theory). The mathematical modeling takes advantage of the existence of well defined characteristic times, from smaller to larger, in gradient sensing, signal elaboration and motion actuation. This time scale separation has a well conserved meaning in neurite functions. Solicitation, internal reorganization (plasticity) and macroscopic response times do exist even after completion of the nervous wiring and initiation of the electrical signaling activity [26] . Each time scale is linked in the model to a different functional box. In [11] and in the successive work [42] , the functions of sensing and transduction are fused into a unique mechanism, which directly translates the probabilistic binding state of receptors into motion. Randomness only arises from the stochasticity of receptor binding. The memory effect is modeled by relaxation in the momentum equation. A different point of view is presented in [31] , where the authors are not interested in establishing a connection of intra-cellular processes with the external solicitation and the resulting motion and a detailed model of the sole transduction box is proposed. Our work has been rather devoted to the study of the complete chain, without dealing with the internal description of each function box, but keeping each as a separate entity. This approach stems from the consideration that we do not think that, at the present state of knowledge, a detailed mechanistic model of the complete chain could be feasible. Consider for example the fact that the force generated by a filopodium/lamellipodium is in the range of some µdyne (see [16] and the very recent work [7] ), lasting some seconds. However, the magnitude of the effective GC acceleration is generally much smaller (∼ 10 −6 µm/s 2 ). This suggests that the great part of the traction force is balanced by internal unkonwn mechanical reactions that should require a proper modeling. The present work focuses on identifying macroscopic mechanisms and the corresponding mathematical quantities that impact on the variability of the trajectories. The analysis of the stochastic contribution shows the transduction process to be a main source of noise. The transduction function is characterized by an equilibrium between deterministic and stochastic regimes (see also [27] ). This represents an advantageous trade-off where the largest amount of noise is tolerated, while preserving directional response. Moreover, the relatively straight paths shown by GCs, at least on in vitro experiments, and the few errors of navigation made by GCs even in very noisy environments [36] suggest the presence of a buffering mechanism against fluctuations. This latter mechanism is reproduced in our model by the decrease of the coefficient of variation of the signal as it propagates down the transduction chain.
The mathematical results presented may have an impact on the experimental work since they allow to compute sample sizes for detecting statistical significant difference of axonal response in different scenarios with a single pilot study. The number of samples in literature is shown to be often underestimated, possibly leading to the lack of significance underlined by the authors in many experiments.
The Matlab software package developed by the authors and used for the simulations can be made available upon request.
