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We consider the problem of choosing the data flow rate on a wireless link with randomly varying channel gain, to optimally
trade oﬀ average transmit power and the average utility of the smoothed data flow rate. The smoothing allows us to model the
demands of an application that can tolerate variations in flow over a certain time interval; we will see that this smoothing leads to
a substantially diﬀerent optimal data flow rate policy than without smoothing. We pose the problem as a convex stochastic control
problem. For the case of a single flow, the optimal data flow rate policy can be numerically computed using stochastic dynamic
programming. For the case of multiple flows on a single link, we propose an approximate dynamic programming approach to
obtain suboptimal data flow rate policies. We illustrate, through numerical examples, that these approximate policies can perform
very well.
1. Introduction
We consider the flow rate assignment problem on a wireless
link with randomly varying channel gain, to optimally trade
oﬀ average transmit power and the average utility of the
smoothed flow data rate. We pose the multiperiod problem
as an infinite-horizon stochastic control problem with linear
dynamics and convex objective. For the case of a single
flow, the optimal policy is easily found using stochastic
dynamic programming (DP) and gridding. For the case of
multiple flows, DP becomes intractable, and we propose
instead an approximate dynamic programming approach
using suboptimal policies developed in the single-flow case.
Simulations show that these suboptimal policies perform
very well.
In the wireless communications literature, varying a
link’s transmit rate (and power) depending on channel
conditions is called adaptive modulation (AM); see, for
example, [1–5]. One drawback of AM is that it is a physical
layer optimization technique with no knowledge of upper
layer optimization protocols. Maximizing a total utility
function is also very common in various communications
and networking problem formulations, where it is referred
to as network utility maximization (NUM); see, for example,
[6–10]. In the NUM framework, performance of an upper
layer protocol (e.g., TCP) is determined by utility of flow
attributes, for example, utility of link flow rate.
Our setup involves both adaptive modulation and utility
maximization but is nonstandard in several respects. We
consider the utility of the smoothed flows, and we consider
multiple flows over the same wireless link [11].
2. Problem Setup
2.1. Average Smoothed Flow Utility. A wireless communi-
cation link supports n data flows in a channel that varies
with time, which we model using discrete-time intervals t =
0, 1, 2, . . .. We let ft ∈ Rn+ be the data flow rate vector on the
link, where ( ft) j , j = 1, . . . ,n, is the jth flow’s data rate at
time t and R+ denotes the set of nonnegative numbers. We
let Ft = 1T ft denote the total flow rate over all flows, where 1
is the vector with all entries one. The flows, and the total flow
rate, will depend on the random channel gain (through the
flow policy, described below) and so are random variables.
We will work with a smoothed version of the flow rates,
which is meant to capture the tolerance of the applications
using the data flows to time variations in data rate. This
was introduced in [12] using delivery contracts, in which
the utility is a function of the total flow over a given time
interval; here, we use instead a very simple first-order linear
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smoothing. At each time t, the smoothed data flow rate
vector st ∈ Rn+ is given by
st+1 = Θst + (I −Θ) ft, t = 0, 1, . . . , (1)
where Θ = diag(θ), θj ∈ [0, 1), j = 1, . . . ,n, is the smoothing












where at time t, each smoothed flow rate (st) j is the
exponentially weighted average of previous flow rates.
The smoothing parameter θj determines the level of
smoothing on flow j. Small smoothing parameter values (θj
close to zero) correspond to light smoothing; large values
(θj close to one) correspond to heavy smoothing. (Note
that θj = 0 means that flow j is not smoothed; we have
(st+1) j = ( ft) j .) The level of smoothing can be related to
the time scale over which the smoothing occurs. We define
Tj = 1/ log(1/θj) to be the smoothing time associated with
flow j. Roughly speaking, the smoothing time is the time
interval over which the eﬀect of a flow on the smoothed
flow decays by a factor 1/e. Light smoothing corresponds to
short smoothing times, while heavy smoothing corresponds
to longer smoothing times.
We associate with each smoothed flow rate (st) j a
strictly concave nondecreasing diﬀerentiable utility function
Uj ; R+ → R, where the utility of (st) j is Uj((st) j). The









where U(st) = U1((st)1) + · · · + Un((st)n). Here, the
expectation is over the smoothed flows st, and we are
assuming that the expectations and limit above exist.
While most of our results will hold for more general
utilities, we will focus on the family of power utility
functions, defined for x ≥ 0 as
U(x) = βxα, (4)
parameterized by α ∈ (0, 1) and β > 0. The parameter α
sets the curvature (or risk aversion), while β sets the overall
weight of the utility. (For small values of α, U approaches a
log utility.)
Before proceeding, we make some general comments on
our use of smoothed flows. The smoothing can be considered
as a type of time averaging; then we apply a concave utility
function; finally, we average this utility. The time averaging
and utility function operations do not commute, except
in the case when the utility is linear (or aﬃne). Jensen’s
inequality tells us that average smoothed utility is greater


















So the time smoothing step does aﬀect our average utility; we
will see later that it has a dramatic eﬀect on the optimal flow
policy.
2.2. Average Power. We model the wireless channel with
time-varying positive gain parameters gt, t = 0, 1, . . ., which
we assume are independent identically distributed (IID),
with known distribution. At each time t, the gain parameter
aﬀects the power Pt required to support the total data flow






where φ : R+×R++ → R+ is increasing and strictly convex in
Ft for each value of gt (R++ is the set of positive numbers).
While our results will hold for the more general case,
we will focus on the more specific power function described
here. We suppose that the signal-to-interference-and-noise
ratio (SINR) of the channel is given by gtPt . (Here gt
includes the eﬀect of time-varying channel gain, noise, and
interference.) The channel capacity is then μ log(1 + gtPt),
where μ is a constant; this must equal at least the total flow

















where, again, we are assuming that the expectations and limit
exist.
2.3. Flow Rate Control Problem. The overall objective is to
maximize a weighted diﬀerence between average utility and
average power,
J = U − λP, (9)
where λ ∈ R++ is used to trade oﬀ average utility and power.
We require that the flow policy is causal; that is, when
ft is chosen, we know the previous and current values of
the flows, smoothed flows, and channel gains. Standard
arguments in stochastic control (see, e.g., [13–17]) can be
used to conclude that, without loss of generality, we can






where ϕ : Rn+×R++ → Rn+. In other words, the policy depends
only on the current smoothed flows and the current channel
gain value.
The flow rate control problem is to choose the flow rate
policy ϕ to maximize the overall objective in (9). This is
a standard convex stochastic control problem, with linear
dynamics.
2.4. Our Results. We let J be the optimal overall objective
value and let ϕ be an optimal policy. We will show that in
the general (multiple-flow) case, the optimal policy includes
a “no-transmit” zone, that is, a region in the (st, gt) space
in which the optimal flow rate is zero. Not surprisingly,
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the optimal flow policy can be roughly described as waiting
until the channel gain is large, or until the smoothed
flow has fallen to a low level, at which point we transmit
(i.e., choose nonzero ft). Roughly speaking, the higher the
level of smoothing, the longer we can aﬀord to wait for a
large channel gain before transmitting. The average power
required to support a given utility level decreases, sometimes
dramatically, as the level of smoothing increases.
We show that the optimal policy for the case of a
single flow is readily computed numerically, working from
Bellman’s characterization of the optimal policy, and is not
particularly sensitive to the details of the utility functions,
smoothing levels, or power functions.
For the case of multiple flows, we cannot easily compute
(or even represent) the optimal policy. For this case we
propose an approximate policy, based on approximate
dynamic programming [18, 19]. By computing an upper
bound on J, by allowing the flow control policy to use
future values of channel gain (i.e., relaxing the causality
requirement [20]), we show in numerical experiments that
such policies are nearly optimal.
3. Optimal Policy Characterization
3.1. No Smoothing. We first consider the special case Θ = 0,
in which there is no smoothing. Then we have st = ft−1, so














In this case the optimal policy is trivial, since the stochastic
control problem reduces to a simple optimization problem
at each time step. At time t, we simply choose ft to maximize













which does not depend on st . A simple and eﬀective approach
is to presolve this problem for a suitably large set of values
of the channel gain gt and store the resulting tables of
individual flow rates ( ft)i versus gt; online we can interpolate
between points in the table to find the (nearly) optimal
policy. Another option is to fit a simple function to the
optimal flow rate data and use this function as our (nearly)
optimal policy.
For future reference, we note that the problem can also
be solved using a waterfilling method (see, e.g., [21, Section
5.5]). Dropping the time index t and using j to denote the









subject to F = 1T f , f ≥ 0,
(13)
with variables f j and F. Introducing a Lagrange multiplier
ν for the equality constraint (which we can show must be








− λφ(F, g) + ν
(
F − 1T f
)
(14)
over f j ≥ 0. This problem is separable in f j and F, so we can
maximize over f j and F separately. We find that





, j = 1, . . . ,n,
F = arg max
y≥0
(
νy − λφ(y, g)).
(15)
(Each of these can be expressed in terms of conjugate
functions; (see, e.g., [21, Section 3.3].) We then adjust ν (say,
using bisection) so that 1T f = F. An alternative is to carry
out bisection on ν, defining f j in terms of ν as above, until
λφ′(1T f , g) = ν, where φ′ refers to the derivative with respect
to y.
For our particular power law utility functions (4), we can







For our particular power function (7), we use bisection to
find the value of ν that yields






where the flow values come from the equation above. (The
left-hand side is decreasing in ν, while the right-hand side is
increasing.)
3.2. General Case. We now consider the more general case,
with smoothing. We can characterize the optimal flow rate
policy ϕ using stochastic dynamic programming [22–25]
and a form of Bellman’s equation [26]. The optimal flow rate




) = arg max
w≥0
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where V : Rn+ → R is the Bellman (relative) value function.
The value function (and optimal value) is characterized via
the fixed point equation
J + V = T V , (19)
where, for any function W : Rn+ → R, the Bellman operator
T is given by
(T W)(z)
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where the expectation is over g. The fixed point equation and
Bellman operator are invariant under adding a constant; that
is, we have T (W +a) = T W +a, for any constant (function)
a, and, similarly, V satisfies the fixed point equation if and
only if V+a does. So without loss of generality we can assume
that V(0) = 0.
The value function can be found (in principle) by value
iteration [14, 26]. We take V (0) = 0 and repeat the following
iteration, for k = 0, 1, . . ..
(1) V˜ (k) = T V (k) (apply Bellman operator).
(2) J (k) = V˜ (k)(0) (estimate optimal value).
(3) V (k+1) = V˜ (k) − J (k) (normalize).
For technical conditions under which the value function
exists and can be obtained via value iteration, see, for
example, [27–29]. We will simply assume here that the value
function exists, and J (k) and V (k) converge to J and V ,
respectively.
The iterations above preserve several attributes of the
iterates, which we can then conclude holds for V . First of all,
concavity of V (k) is preserved; that is, if V (k) is concave, so is
V (k+1). It is clear that normalization does not aﬀect concavity,
since we simply add a constant to the function. The Bellman
operator T preserves concavity since partial maximization of
a function concave in two sets of variables results in a concave
function (see, i.e., [21, Section 3.2]) and expectation over a
family of concave functions yields a concave function; finally,
addition (of U) preserves concavity. So we can conclude that
V is concave.
Another attribute that is preserved in value iteration
is monotonicity; if V (k) is monotone increasing (in each
component of its argument), then so is V (k+1). We conclude
that V is monotone increasing.
3.3. No-Transmit Region. From the form of the optimal
policy, we see that ϕ(z, g) = 0 if and only if w = 0 is optimal
for the (convex) problem




subject to w ≥ 0,
(21)
with variable w ∈ Rn. This is the case if and only if
(I −Θ)∇V(Θz) + λφ′(0, g)1 ≤ 0 (22)






1− θi , i = 1, . . . ,n. (23)
Using the specific power function (7) associated with the log










as the necessary and suﬃcient condition under which
ϕ(z, g) = 0. Since ∇V is decreasing (by concavity of V), we
can interpret (24) roughly as follows: do not transmit if the
channel is bad (g small) or if the smoothed flows are large (z
large).
4. Single-Flow Case
4.1. Optimal Policy. In the case of a single flow (i.e., n =
1) we can easily carry out value iteration numerically, by
discretizing the argument z and values of g and computing
the expectation and maximization numerically. For the
single-flow case, then we can compute the optimal policy
and optimal performance (up to small numerical integration
errors).
4.2. Power Law Suboptimal Policy. We replace the optimal
value function (in the above optimal flow policy expression)
with a simple analytic approximation of the value function




) = arg max
w≥0
(
V̂(θz + (1− θ)w)− λφ(w, g)
)
, (25)
where V̂(z) is an approximation of the value function.
Since V is increasing, concave, and satisfies V(0) = 0, it
is reasonable to fit it with a power law function as well, say
V(z) ≈ β˜zα˜, with β˜ > 0, α˜ ∈ (0, 1). For example, we can
find the minimax (Chebyshev fit) by varying α˜; for each α˜ we





where zi are the discretized values of z, with associated value
function values Vi. We do this by bisection on β˜.
Experiments show that these power law approximate
functions are, in general, reasonable approximations for
the value function. For our power law utilities, these
approximations yield very good matches to the true value
function. For other concave utilities, the approximation is
not as accurate, but experiments show that the associated
approximate policies still yield nearly optimal performance.
We can derive an explicit expression for the approximate


































and W is the Lambert function; that is, W(a) is the solution
of wew = a [30].
Note that this suboptimal policy is not needed in the
single-flow case since we can obtain the optimal policy
numerically. However, we found that the diﬀerence between
our power law policy and the optimal policy (see the example
of value functions below) is small enough that in practice
they are virtually the same. This approximate policy is
needed in the case of multiple flows.
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4.3. Numerical Example. In this section we give simple
numerical examples to illustrate the eﬀect of smoothing on
the resulting flow rate policy in the single-flow case. We
consider two examples, with diﬀerent levels of smoothing.
The first flow is lightly smoothed (T = 1; θ = 0.37), while
the second flow is heavily smoothed (T = 50; θ = 0.98).
We use utility function U(s) = s1/2, that is, α = 1/2, β = 1
in our utility (4). The channel gains gt are IID exponential
variables with mean Egt = 1. We use the power function (7),
with μ = 1.
We first consider the case λ = 1. The value functions are
shown in Figure 1, together with the power law approxima-
tions, which are 1.7s0.6 (light smoothing) and 42.7s0.74 (heavy
smoothing). Figure 2 shows the optimal policies for the
lightly smoothed flow (θ = 0.37), and the heavily smoothed
flow (θ = 0.98). We can see that the optimal policies are quite
diﬀerent. As expected, the lightly smoothed flow transmits
more often, that is, has a smaller no-transmit region.
Average Power versus Average Utility. Figure 3 further illus-
trates the diﬀerence between the two flow rate policies. Using
values of λ ∈ (0, 1], we computed (via simulation) the
average power-average utility tradeoﬀ curve for each flow. As
expected, we can see that the heavily smoothed flow achieves
more average utility, for a given average power, than the
lightly smoothed flow. (The heavily smoothed flow requires
less average power to achieve a target average utility.)
Comparing Average Power. We compare the average power
required by each flow to generate a given average utility.
Given a target average utility, we can estimate the average
power required roughly from Figure 3, or more precisely
via simulation as follows: choose a target average utility,
and then run each controller, adjusting λ separately, until
we reach the target utility. In our example, we chose U =
0.7 and found λ = 0.29 for the lightly smoothed flow,
and λ = 0.35 for the heavily smoothed flow. Figure 4
shows the associated power trajectories for each flow, along
with the corresponding flow and smoothed flow trajectories.
The dashed (horizontal) line indicates the average power,
average flow, and averaged smoothed flow for each trajectory.
Clearly the lightly smoothed flow requires more power than
the heavily smoothed flow, by around 25%: the heavily
smoothed flow requires P = 0.7, compared to P = 0.93 for
the lightly smoothed flow.
Utility Curvature. Table 1 shows results from similar exper-
iments using diﬀerent values of α, η = (P1 − P2)/P1. We
see that for each α value, as expected, the heavily smoothed
flow requires less power. Note also that η decreases as α
increases. This is not surprising as lower curvature (higher
α) corresponds to lower risk aversion.
5. A Suboptimal Policy for
the Multiple-Flow Case
5.1. Approximate Dynamic Programming (ADP) Policy. In





























Figure 1: (a) Comparing V (blue) with V̂ (red, dashed) for the
lightly smoothed flow. (b) Comparing V (blue) with V̂ (red,
dashed) for the heavily smoothed flow.
in the multiple-flow case. Our proposed policy has the same
form as the optimal policy, with the true value function V













A policy obtained by replacing V with an approximation is
called an approximate dynamic programming (ADP) policy
[18, 19, 31]. (Note that by this definition (25) is an ADP
policy for n = 1.)
We construct V adp in a simple way. Let V̂ j : R+ →
R denote the power law approximate function for the
associated single-flow problem with only the jth flow. (This
can be obtained numerically as described above.) We then
take
V adp(z) = V̂1(z1) + · · · + V̂n(zn). (30)













































Figure 2: (a) Optimal policy ϕ(s, g) for smoothing time T = 1











Figure 3: Average utility versus average power: heavily smoothed
flow (top, dashed), and lightly smoothed flow (bottom).
This approximate value function is separable, that is, a
sum of functions of the individual flows, whereas the exact
value function is (in general) not. The approximate policy,
however, is not separable; the optimization problem solving
to assign flow rates couples the diﬀerent flow rates.
Table 1: Average power required for target U = 0.7, lightly
smoothed flow (P1), heavily smoothed flow (P2).
α P1 P2 η
1/10 0.032 0.013 59%
1/3 0.59 0.39 34%
1/2 0.93 0.70 25%
2/3 1.15 0.97 16%
3/4 1.22 1.08 11%
In the literature on approximate dynamic programming,
V̂ j would be considered basis functions [32–34]; however, we
fix the coeﬃcients of the basis functions as one. (We have
found that very little improvement in the policy is obtained
by optimizing over the coeﬃcients.)
Evaluating the approximate policy, that is, solving (29),













subject to F = 1T f , f j ≥ 0, j = 1, . . . ,n,
(31)
with optimization variables f j , F. This is a convex opti-
mization problem; its special structure allows it to be solved
extremely eﬃciently, via waterfilling.
5.2. Solution via Waterfilling. We can solve (31) using the













− ν f j
)
− (λφ(F, g)− νF),
(32)
over variables f j ≥ 0, whereas before, ν > 0 is a Lagrange
multiplier associated with the equality constraint. For our
particular power law approximate functions we can express
f j in terms of ν:














We then use bisection on ν to find the value of ν for which






Since our surrogate value function is only approximate, there
is no reason to solve this to great accuracy; experiments show
that around 5–10 bisection iterations are more than enough.
Each iteration of the waterfilling algorithm has a cost that
is O(n) which means that we can solve (31) very fast. An
interior point method that exploits the structure would also
yield a very eﬃcient method; see, for example, [35].



















































Figure 4: Sample power, flow, and smoothed flow trajectories; lightly smoothed flow (a, c, e), heavily smoothed flow (b, d, f).
5.3. Upper-Bound Policies. In this section we describe two
heuristic data flow rate policies: a steady-state flow policy
and a prescient flow policy. We show that both policies result
in upper bounds on J (the optimal objective value). These
upper bounds give us a way to measure the performance
of our suboptimal flow policy ϕadp: if we obtain a J from
ϕadp that is close to an upper bound, then we know that our
suboptimal flow policy is nearly optimal.




) = arg max
ft≥0
(U(s)− λPt), (35)
where gt is channel gain at time t and s is the steady-
state flow rate vector (independent of time) obtained by
solving the optimization problem
maximize U(s)− λφ(s, Eg)
subject to s ≥ 0,
(36)
with optimization variable s, and λ being known. Let J ste
be our steady-state upper bound on J obtained using the
policy (35) to solve (9). Note that in the above optimization
problem, we ignore time (and hence, smoothing) and
variations in channel gains, and so, for each λ, s is the optimal
(steady-state) flow vector. (This is sometimes called the
certainty equivalent problem associated with the stochastic
programming problem [36, 37].)
By Jensen’s inequality (and convexity of the max) it is
easy to see that J ste is an upper bound on J. Note that once
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s is determined, we can evaluate (35) using the waterfilling
algorithm described earlier.
5.3.2. Prescient Policy. To obtain a prescient upper bound on
J, we relax the causality requirement imposed earlier on the
flow policy in (10) and assume complete knowledge of the
channel gains for all t. (For more on prescient bounds, see,
e.g., [20].) For each realization of channel gains, the flow rate










Uj(sτ) j − λφ
(




subject to sτ+1 = Θsτ + (I −Θ) fτ , Fτ = 1T fτ ,
fτ ≥ 0, τ = 0, 1, . . . ,N − 1,
(37)
where the optimization variables are the flow rates
f0,. . ., fN−1 and smoothed flow rates s1,. . .,sN . (The problem
data are s0 and g0,. . .,gN−1.) The optimal value of (37) is a
random variable parameterized by λ. Let Jpre = Upre − λPpre
denote our prescient upper bound on J. We obtain Jpre by
using Monte Carlo simulation: we take N large and solve (37)
for independent realizations of the channel gains. The mean
is our prescient upper bound.
5.4. Numerical Example. In this section we compare the
performance of our ADP policy to the above prescient policy
using a numerical example.
We construct a simple two-flow problem using the
previous problem instance from Section 4.3 with α = 1/2,
where, now, both flows share the single link, that is, s, f ∈
R2+. Our approximate value function is
V adp = 1.7s0.61 + 42.7s0.742 . (38)
(Note that this is easily extended to a problem with more than
two flows.)
Let Jadp = Uadp − λPadp denote the objective obtained





) in the (P, U) plane. Using the same λ, we





). (Every feasible controller must lie on or





We carried out Monte Carlo simulation (100 realizations,
each with 1000 time steps) for several values of λ ∈ [0.5, 1.5],
computing Jadp as described in Section 5.2 and our prescient
upper bound as described above.
Figure 5 shows our ADP controllers and the associated
upper bounds. We can see that the ADP controllers are
clearly feasible and perform very well depending on λ. For
example, for λ = 1, Jadp = 0.47(Uadp = 0.69,Padp = 0.22)
and Jpre = 0.5(Upre = 0.74,Ppre = 0.24), so we know that
0.47 ≤ J ≤ 0.5. So in this example, for λ = 1, Jadp is not











Figure 5: ADP controllers (red), and prescient upper bound (blue).
6. Conclusion
In this paper we present a variation on a multiperiod stochas-
tic network utility maximization problem as a constrained
convex stochastic control problem. We show that judging
flow utilities dynamically, that is, with a utility function and
a smoothing time scale, is a good way to account for network
applications with heterogenous rate demands.
For the case of a single flow, our numerically computed
value functions obtain flow policies that optimally trad oﬀ
average utility and average power. We show that simple
power law functions are reasonable approximations of the
optimal value functions and that these simple functions
obtain near optimal performance.
For the case of multiple flows on a single link (where the
value function is not practically computable using dynamic
programming), we approximate the value function with
a combination of the simple one-dimensional power law
functions. Simulations, and comparison with upper bounds
on the optimal value, show that the resulting ADP policy can
obtain very good performance.
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