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Abstract
For exponential weights, a necessary condition of weighted mean convergence for Lagrange interpolation
is given.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and main results
We denote by N the set of positive integers. We also use the notation I = (a, b), −∞a <
b∞.
Let  be a non-decreasing function on I with inﬁnitely many points of increase such that all
moments of d are ﬁnite and {Pn(x)},
Pn(x) := Pn(d; x) = nxn + · · ·
(n := n(d) > 0), the orthonormal polynomials with respect to d. The support of d is the set
of points of increase of . We call d a measure. If  is absolutely continuous, we write ′ = w
and use Pn(w; x) and n(w) instead. In this case we call w a weight (function). As usual for
n ∈ N, let Pn denote the set of polynomials of degree at most n.
We denote by c, c1, . . . positive constants independent of variables and indices, unless otherwise
indicated; their value may be different at different occurrences, even in subsequent formulas. We
write an ∼ bn if c1an/bnc2 holds for every n. The notations a(x) ∼ b(x) and an(x) ∼ bn(x)
have similar meaning.
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Denote by
X : a < x1n < x2n < · · · < xnn < b, n = 1, 2, . . . ,
a triangular matrix of nodes and by
Ln(f ; x) := Ln(X, f ; x) :=
n∑
k=1
f (xkn)lkn(x), n = 1, 2, . . . ,
the Lagrange interpolation polynomials of f ∈ C(I), where
lkn(x) = lkn(X; x) = n(x)
′n(xkn)(x − xkn)
, k = 1, 2, . . . , n, n = 1, 2, . . . ,
with n(x) = n(X; x) = (x − x1n)(x − x2n) · · · (x − xnn), n = 1, 2, . . . . If X consists
of the zeros of Pn(d; x) then we write lkn(d; x) and Ln(d, f ; x) instead of lkn(X; x) and
Ln(X, f ; x), respectively.
As we know













, n = 1, 2, . . . ,
are called the Christoffel functions which is closely related to the Cotes numbers
kn = n(xkn), k = 1, 2, . . . , n, n = 1, 2, . . . ,
where xkn = xkn(d).
The Gaussian quadrature formula is∫ b
a




which is exact for f ∈ P2n−1.
We have the formula [11, (1.2.14), p. 4]
n−1
n
knPn−1(xkn)Pn(x) = (x − xkn)lkn(x). (1.1)






The following notations and deﬁnitions are taken from [10]:
Z(′) := {x ∈ I : ′(x) = 0},
M := the collection of all Lebesgue measurable sets in I,
|E| := the measure of E, E ∈ M,





,  ∈ M, 0 <  ||. (1.3)
Shi gave an interesting result, in which the factor n−1/n was omitted.
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Theorem 1.1 (Shi [10, Theorem 5]). Let d be an arbitrarymeasure onR. Let  ⊂ R be a union
of ﬁnitely many disjoint intervals and  ∈ C(). Suppose that the zero of the largest modulus of














In this paper, we give a more general result.
Theorem 1.2. Let d and d be measures on I and 0 < p < ∞. Let  ⊂ I and let  = [c, d] ⊂




d(x) with cc′d ′d then c′ = c
and d ′ = d. Suppose that the zero of the largest modulus of Pn(d) is o(n). Then for  > 0 small
































|Pn(x)|pd(x) > 0. (1.6)
Letd anddbemeasures on I. Letbe an interval and letC0()denote the space of continuous
functions on I with support in, that is, f ∈ C0()means that f ∈ C(I) and f (x) = 0, x ∈ I\.
Write for f ∈ C0() and 0 < p∞,
‖Ln(X)‖C0()→Lpd := sup‖f ‖1 ‖ Ln(X, f ) ‖d,p.
Here
‖f ‖ = sup
x∈I
|f (x)|, f ∈ C(I).
Shi obtained the following:
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Theorem 1.3 (Shi [11, Lemma 11.3.1, p. 282]). Let d be a measure supported in [−1, 1]. Let











‖Ln(X)‖C[−1,1]→Lpd = sup‖f ‖1 ‖Ln(X, f )‖d,p, f ∈ C[−1, 1].
We obtain the inequalities for Lagrange interpolation operators, which are extensions of The-
orem 1.3.
Theorem 1.4. Let d and d be measures on I. Let  = (c, d), −∞ < c < d < ∞, and






























Remark 1.1. If I is ﬁnite then the factors 1/(1 + |x|) in (1.7)–(1.9) may be omitted.
In the rest of this section we assume that a < 0 < b. A function f : (c, d) → (0,∞) is said
to be quasi-increasing (or quasi-decreasing) if there exists C > 0 such that
f (x)(or) Cf (y), c < xy < d.
Deﬁnition 1.1 (Levin and Lubinsky [3, pp. 10–14]). Let W = e−Q, where Q : I → [0,∞)
satisﬁes the following properties:
(a) Q′ ∈ C(I) and Q(0) = 0.
(b) Q′ is non-decreasing in I.
(c) We have
lim
t→a+ Q(t) = limt→b− Q(t) = ∞.
(d) The function
T (t) := tQ
′(t)
Q(t)
, t 	= 0
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is quasi-decreasing in (a, 0) and quasi-increasing in (0, b), respectively. Moreover
T (t) > 1, t ∈ I \ {0}.
(e) There exists 	0 ∈ (0, 1) such that for y ∈ I \ {0},


















holds for all x ∈ I \ {0}.



















[(x − a−t )(at − x)]1/2 dx.



















The list of inclusions between the various classes of weights is




























Deﬁnition 1.2 (Damelin and Lubinsky [1, Deﬁnition 1.2]). Let W = e−Q, where Q : R → R
is even, continuous, Q′′ exists in (0,∞), Q(j)0 in (0,∞), j = 0, 1, 2, and the function
S(x) = 1 + xQ′′(x)/Q′(x)
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is increasing in (0,∞), with
lim
x→∞ S(x) = ∞, S(0+) = limx→0+ S(x) > 1.







and for every 	 > 0,
S(x) = O (Q(x)	) , x → ∞.
Then we write W ∈ E1.
Deﬁnition 1.3 (Lubinsky [4, Deﬁnition 1.1]). Let W = e−Q, where Q : (−1, 1) → R is even,
and twice continuously differentiable in (−1, 1). Assume moreover, that Q(j)0 in (0, 1), j =
1, 2, and that the function
S(t) = 1 + tQ′′(t)/Q′(t), t ∈ (−1, 1) \ {0}
is increasing in (0, 1) with
S(0+) = lim
t→0+ S(t) > 1
and for t close enough to 1,
S(t) ∼ Q′(t)/Q(t)
while for some A > 2 and t close enough to 1,
S(t) A
1 − t2 .
Then we write W ∈ W .
One of Turán’s favorite and frequently repeated problems was the following [13, p. 32]
Problem VIII. Does there exist an absolutely continuous measure d with support in [−1, 1]





|f (x) − Ln(d, f ; x)|p d(x) = ∞ (1.10)
for every p > 2?
Nevai gave answers to this problem in [5, Corollary 10.18, p. 181; 7, Theorem].
Theorem 1.5 (Nevai [7, Theorem]). Let I = [−1, 1] and  ∈ S, that is,
ln ′(x)
(1 − x2)1/2 ∈ L
1[−1, 1].
Let 1p0 < ∞ and u(0) ∈ L1[−1, 1]. Suppose that the relation∫ 1
−1
[′(x)(1 − x2)1/2]−p/2u(x) dx = ∞
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|Ln(d, f ; x)|pu(x) dx = ∞
holds for every p > p0.
Later Shi obtained the following:
Theorem 1.6 (Shi [9, Corollary 12]). Let  be absolutely continuous and let 2 < p < ∞. If 
satisﬁes∫ 1
−1
[′(x)(1 − x2)1/2]−p/2′(x) dx = ∞,
then there exists a function f ∈ C[−1, 1] such that (1.10) is true.
For Hermite weights, Nevai [6] found necessary conditions for weighted Lp convergence of
Lagrange interpolation.
Theorem 1.7 (Nevai [6, Theorem 2]). Let W(x) = e−x2/2. Let u(0) ∈ L1(R) and 0 < p <





|f (x) − Ln(W 2, f ; x)|pu(x) dx = 0.
Then ∫
R
[(1 + |x|)W(x)]−p u(x) dx < ∞.
Remark 1.2. (Nevai [8, Theorem 4.19.5, p. 123]) announced that he extended Theorem 1.7 to
the weight W(x) = e−xm/2 with even m. But we have not found this paper.
For the weights in E1, Damelin and Lubinsky [1,2], and for the weights in W , Lubinsky [4]
also gave similar necessary conditions of weighted mean convergence of Lagrange interpolation
as follows:
Theorem 1.8 (Damelin and Lubinsky [1, Theorem 1.4]). Let W = e−Q ∈ E1 and p > 4. Sup-
















Then there exists a continuous function f : R → R, vanishing outside [−2, 2], such that
lim sup
n→∞
‖Ln(W 2, f ; ·)WU‖Lp(R) = ∞.
Theorem 1.9 (Damelin and Lubinsky [2, Theorem 1.5]). Let W = e−Q ∈ E1. Suppose that a
measurable function U : R → R satisﬁes
lim
x→∞U(x)x
−3/4 (logQ(x))1/4 = ∞.
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Then there exists a continuous function f : R → R vanishing outside [−2, 2], such that
lim sup
n→∞
‖Ln(W 2, f ; ·)WU‖L4(R) = ∞.




2/3(x)S(x)] 14 − 1p = ∞.




‖Ln(W 2, f ; ·)WU‖Lp[−1,1] = ∞.
In this paper, we extend Theorem 1.7 to the exponential weights and ﬁll some gaps in Theorems
1.8–1.10.




with −a = b and let Q be even. Let 0 < p < ∞. Suppose









Remark 1.3. If I is ﬁnite then the factor a1/2n in (1.11) may be omitted, because in this case
anb.




with −a = b and let Q be even. Let  ⊂ I be a ﬁnite
interval and let 0 < p < ∞.





|Ln(W 2, f ; x) − f (x)|pu(x) dx = 0 (1.12)
holds for every f ∈ C0(). Then∫
I
[(1 + |x|)W(x)]−p u(x) dx < ∞. (1.13)
In comparison with Theorems 1.8–1.10, Theorem 1.12 provides necessary conditions of
weighted mean convergence of Lagrange interpolation for the case when W ∈ (E1 ∪ W) ∩
F(lip 12+) and 0 < p < 4, and when W ∈ F(lip 12+) \ (E1 ∪ W) and 0 < p < ∞.
Remark 1.4. If I is ﬁnite then the factor 1 + |x| in (1.13) may be omitted.
Remark 1.5. When I = [−1, 1] comparing Theorem 1.12 with the following theorem [9, The-
orem 7], we can see that (1.13) is weaker than (1.14).
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|Ln(d, f ; x) − f (x)|pu(x) dx = 0





u(x) dx < ∞. (1.14)
We shall give some auxiliary lemmas in Section 2 and the proofs of our main theorems in
Section 3.
2. Auxiliary lemmas
We need some known results as follows.
Lemma 2.1 (Szego˝ [12, Theorem 6.1.2, p. 108]). Let d be a measure on R. Suppose that the
zero of the largest modulus of Pn(d) is o(n). If
∫ d
c
d(x) > 0 then there exists a number N such
that, for each nN, Pn(d) has at least one zero in [c,d].




xin for in > 1,
a for in = 1,
jn =
{
xjn for jn < n,
b for jn = n.
Then we have
Lemma 2.2 (Shi [10, Theorem 2]). Let s1 and 1 injnn. Then for any sequence of posi-




(xkn − hkn, xkn + h′kn) ∩ n











holds for all x ∈ n\In, and n = 1, 2, . . . .
Lemma 2.3 (Shi [10, Lemma 2]). Let d be a measure on I and  ∈ M. If ∫ d(x) > 0, then
there exists a number ,
0 <  < || (when |\Z(′)| > 0 each  satisfying 0 <  < |\Z(′)| is suitable) such that
(d,; ) > 0.
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In particular, there must exist a number  > 0 such that (d, I; ) > 0.
Lemma 2.4 (Shi [11, Lemma 5.3.2, p. 93]). Let A,B, p0 and AB + p > 0. Then





2p−1, p > 1.
















|x − a−2t | |x − a2t |
t[(|x − a−t | + |a−t |−t ) (|x − at | + att )]1/2
, x ∈ [a−t , at ],
t (a−t ), x ∈ [a, a−t ],
t (at ), x ∈ (at , b),
and
t (x) := |(at − x)(a−t − x)|1/4.
If −a = b and Q is even in I, then we have simple formulas:
−a−t = at = t , t = [tT (at )]−2/3, t > 0.
Again let
xkn = xkn(W 2), Pn(x) = Pn(W 2; x), n(x) = n(W 2; x),
and
kn = kn(W 2), n = n(W 2).
We have




and n ∈ N. Then
(a) Uniformly for L > 0 and nn0,{
n(x) ∼ n(x)W(x)2, a−n(1 + L−n)xan(1 + Ln),
n(x)cn(x)W(x)2, x ∈ I. (2.3)
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(c) Uniformly for x ∈ [xk−1,n, xkn], n2, and 2kn,
|Pn(x)|W(x) ∼ min{|x − xk−1,n|, |x − xkn|}n(xkn)−1n(xkn)−1. (2.4)
(d) Uniformly for n1 and 1kn,
|P ′n(xkn)|W(xkn) ∼ n(xkn)−1n(xkn)−1
and
|Pn−1(xkn)|W(xkn) ∼ −1n n(xkn). (2.5)
(e) Uniformly for n2 and 2kn,
xkn − xk−1,n ∼ n(xkn) (2.6)
and uniformly for nn0,
1 − x1n
a−n








For simplicity for  = (c, d) ⊂ I, Case A means that p = 2 and c = a or d = b, and Case B
otherwise. The following estimations are of independent interest.




with −a = b and let Q be even. Assume that  ⊂ I is an



















(xkn − xk−1,n)W(xkn)2−p ∼
{ ∫
W(x)
2−pdx, p < 2,
| ∩ [−an, an]|, p = 2.
This proves (2.9). 




with −a = b and let Q be even. Assume that  ⊂ I is an
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Hence by (2.9) we obtain (2.10). 









∼ a1/2n . (2.11)








which by (2.10) implies (2.11). 
Remark 2.1. If I is ﬁnite then each right-hand side in (2.9)–(2.11) may be replaced by 1, because
in this case an ∼ 1. Moreover, in this case relations (2.10) and (2.11) remain true provided we




3. Proofs of theorems
3.1. Proof of Theorem 1.2
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Since the zero of the largest modulus of Pn(d) is o(n), by Lemma 2.1 there exists a number N
such that for each nN , Pn(d; x) has at least one zero in both [c, c + /3] and [d − /3, d],







whenever nN , where ′n = [xin,n, xjn,n]. Applying Lemma 2.2 with s = 1 and εn = /3, we
obtain In such that |In|/3 and inequality (2.1) holds for all x ∈ ′n\In. Integrating (2.1) over











































































= (d,; ). (3.4)
Hence (1.4) follows from (3.1) to (3.4).
To prove (1.6) we choose  > 0 so small that (1.4) is valid, and further by Lemma 2.3 that
(d,; ) > 0, (3.5)
because (1.5) is true. Then (1.6) follows from (1.4), (1.5), and (3.5).
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3.2. Proof of Theorem 1.4
Let n be ﬁxed. Choose f ∈ C0() so that ‖f ‖ = 1 and
f (xkn) = sgn′n(xkn), xkn ∈ .
Then applying the identities
n(x)
′n(xkn)






































































Inequality (1.8) follows from (3.6) and (1.7).










which, together with (1.8), yields (1.9).
3.3. Proof of Theorem 1.11
Let d < b is an arbitrary positive number. By the mean theorem of integrals it follows from












































−pu(kn)(xkn − xk−1,n), (3.7)
where c is independent of d and n, and
kn ∈ [xk−1,n, xkn].









As d → b, we obtain (1.11).
3.4. Proof of Theorem 1.12













which, together with (1.11) and (1.12), gives (1.13).
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