i dt, log(h(x)) = a that is, the logarithm can be defined as an integral. Note also that we do not restrict ourselves to a single function log(x), but consider the family of functions log(h(x)).
Here we shall consider the class of special functions F defined by ~h (x) F(h(x)) = j a g(t)dt, where a is a constant, and g(t) can be obtained by rational operations upon the variable t and by exponential and logarithmic terms involving t. The function g may also contain special function terms not involving F, but it must not be integrable in terms of the allowed functions.
This class of special • (x) log t Sp(h(x)) =-t-i dt.
We claim that much of the machinery for integrating expressions involving such special functions is contained in the logarithm case of the Risch algorithm [i] . An extension to the Risch algorithm is to be preferred to traditional integration methods (e.g., integration by parts, substitution of variables) because it is a decision procedure. This means that the procedure should be able to obtain the integral if it is expressible in closed form or to show that the integral cannot be so expressed. Traditional methods cannot make such a decision and are particularly weak if the integrand involves division in a nontrivial way.
On the other hand the Risch algorithm we shall employ is weak in that it does not handle algebraic expressions (e.g., ~x). However, such a restriction has been removed by Risch in extensions to the algorithm described in [3, 4] .
Our description of the steps necessary to extend the Risch algorithm will concentrate on the particular case of the error function.
We have extended the current state of our implementation of the Risch algorithm to handle the error function. At the present time our implementation of the Risch algorithm contains a nearly complete implementation of the logarithm case and a partial implementation of the exponential case. Details about the approach taken in our implementation are to be found in [2] .
The first thing one notices in attempting an extension is that the introduction of special functions will cause a modification to be made to the Liouville theorem which is basic to the Risch algorithm. The Liouville theorem says, roughly speaking, that the integral of an expression E is the sum of an expression which is rational in the logarithmic and exponential The other new log terms (i.e., not involving the main variable) arise through the recursive use of the integration process in the polynomial part. Such terms must also be obtained from rational terms at some point in the recurs ion.
The form of the integrand leading to the error function term is
Based on this form it is clear that the main variable at the point in the integration process when the error function arose was an exponential. Furthermore, the term arose when integrating the polynomial part of the expression or rational terms of the form
(The latter terms are treated like polynomial terms in the algorithm, when f . e is the main variable).
We shall now indicate how the algorithm can be extended to handle the error function.
Let us suppose the erf(u(x)) is the main variable in the integrand, and the integrand has the form k p+ \-~ R_j_ , i S. i=l l where P, R., and S are polynomials in erf(u(x)). l i
For rational terms a reduction in the degree of the numerator can be made. Thus for i > i,
where A and B are polynomials in erf(u(x)) obtained by a simple computation based on the gcd of S and S' For i=l, the denominator is completely factored and we proceed as in [2] to find logarithmic terms.
For example, consider the integral
The reduction procedure should yield
The latter term need not be factored since the denominator is linear in erf(x). This term yields -~ log erf(x). It thus appears that when the main variable is erf(u(x)) the algorithm is quite similar to the log case as we have claimed. The algorithm must also be modified in the exponential case. We have to permit constant multiples of error-function terms to be included in the solution. This follows from our previous discussion. That is, if the main variable is e u(x) then ~ A(x)e ku(x) dx = Be ku(x) + c erf(p(x)), where c is a constant, k is a nonzero integer, and p(x) is so defined that We shall assume that except for purely constant expressions such relations do not exist.
As an example, let us consider -2x 2 We shall now discuss the problems encountered in generalizing our e3 analysis of the error function extension to the Risch algorithm.
A very important factor to be considered in the following is that the number of useful special functions in most fields of application is relatively stable and not very large.
For each special function one must perform an analysis of the ways in which constant multiples of an instance of it can enter into the integral.
This involves some pattern recognition, and it seems difficult to obtain a simple algorithm to perform the task in general. However, for each special function definable by an integral that we have encountered, the analysis is
We must also know in what ways the special function interacts with previous functions. .The algorithm assumes the algebraic independence of all the terms. Hence, we must not let algebraically dependent expressions appear in the integrand.
An example of such a dependence is given below.
There may also be algebraic relationships between different instances of the same function (e.g., log(ab) = log a + log b + 2k~i). In these cases
we presently have to rely on previous analyses of the simplification rules associated with the special functions under consideration. Divining the simplification rules applicable to any given special function relative to a given set of functions seems very difficult at present.
It should also be clear that the fact that an expression is not integrable in terms of existing functions does not necessarily make its integral a suitable candidate for a special function. For example, note that i j. log x---i I i x dx = --+ 2 log x log x log x dE .
Because of this relationship the integral on the left is a bad candidate for a special function.
A little consideration will reveal several restrictions on what one might call "primitive" integrals.
Restricting special functions to those defined by such primitive integrals will make the extension a good deal easier.
In order to debug the program, we used our version of the Risch algorithm Risch has pointed out to us that Ostrowski [8] gives an algorithm which is, in the case where no algebraic expressions appear, an extension of the Risch algorithm for the log case. Ostrowski deals with integrals of rational expressions involving a function defined in terms of an integral. However, he considers only a single function (e.g., log(x) or erf(x + i) ) rather than a family of functions. Hence he deals with the case when a log or special function is the main variable of integration, but does not handle cases where constant multiples of special functions can appear in the integral.
As we have seen, the problems that remain unsolved in such cases are essentially simplification problems.
