S. M. Ulam [6] raised the following question:
Someone thinks of a number between one and one million (which is just less than 2*"). Another person is allowed to ask up to twenty questions, to each of which the tirst person is supposed to answer only yes or no. Obviously the number can be guessed by asking first: Is the number in the first half-million? and then again reduce the reservoir of numbers in the next question by one-half, and so on. Finally the number is obtained in less than log,(l,OOO,OC!Q). Now suppose one were allowed to lie once or twice, then how many questions would one need to get the right answer? One clearly needs more than n questions for guessing one of the 2" objects because one does not know when the lie was told. This problem is not solved in general.
Some partial answers to this question follow from results of Rivest et al. [4] and Spencer [IS] . In both papers a search in the set (1, . . . . of for any natural n is considered. For one lie allowed, Rivest et al. obtained the following: 62
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-it is impossible to determine the number in k questions if 2k <n (k+ 1);
-it is possible to determine the number in k questions if 2k-' > nk.
For at most two lies allowed their result gives the following:
-it is impossible to determine the number in k questions if 2kcn k2+k+2.
'
-it is possible to determine the number in k questions if 2k-2>nk2-3kf4 , 2 It is easy to see that in the case of one lie allowed these estimates leave two possibilities for the minimal number of questions and in the case of two lies allowed they leave three possibilities. For the particular case of n = lo6 the possibilities left are 25 or 26 for one lie and 29, 30, or 31 for two lies.
Spencer [S] obtained the following estimates for the case of one lie allowed :
-it is impossible to determine the unknown integer in k questions if 2k<n (k+ 1);
-it is possible to determine the unknown integer in k questions if 2k>$z(k+l).
As before this result leaves two possibilities for the minimal number of questions.
An exact solution of a generalized version of Ulam's problem for one lie was obtained in Pelt [3] : -for even n, k questions are sufficient to determine a number in { 1, . . . . n} iffn(k+1)62k; -for odd n, k questions are sufficient to determine a number in {l,...,n} iffn(k+1)+(k-1)<2k.
A particular instance of Ulam's problem for two lies and n = l,OOO,OOO was obtained in [Z] where the minimal number of questions was shown to be 29.
The main objective of the present paper is to give a solution of Ulam's problem for two lies, in the case when the search space has size 2". We show that it is then possible to determine an unknown number in exactly From the above result it is easy to get the answer for n = 106, already obtained in [2] (cf. corollary in Section 3).
An important correspondence should be noted between Ulam's problem for two lies and that of finding a shortest 2-error correcting code of size n. Indeed, consider the non-interactive version of Ulam's game; that is, when the Questioner is required to state all his queries at once, then collect all answers and find the unknown number on this basis. Any optimal Questioner's strategy in this game yields a minimal length 2-error correcting code of size n and conversely. Hence, looking from the more general point of view of searching games admitting lies, the above problem of coding theory is that of finding an optimal strategy in a non-interactive game, while Ulam's problem concerns the interactive counterpart.
Two-error correcting codes of minimal length are known only for some values of the size n and the problem of finding such codes for every n = 2" is still open. It would be interesting to modify our techniques in order to solve this non-interactive version of Ulam's problem. No such modification seems apparent at this point.
TERMINOLOGY
We begin the analysis of the case of two lies by introducing some terminology. A game is considered between two players: the Questioner and the Responder. Before the game both players agree on the size n of the search space and the number k of questions to be stated. Then the Responder chooses an element e E { 1, . . . . n} unknown to the Questioner who has to determine it in k queries of the form "Ed T?" for Tc { 1, . . . . n}. Each move of the Questioner is such a query and the next move of the Responder is the answer yes or no. The Responder may lie 'at most twice. If the Questioner has a winning strategy to determine the hidden number in k queries independently of the Responder's choice and play, we say that he wins the game in k questions. Our interest is focused on the minimal k necessary for a given n.
With each stage of the game when the turn of the Questioner comes, we associate a state of the game which is a triple (a, b, c) of natural numbers. The first number is the size of the truth-set: the set of those elements of ( 1, . . . . a} which satisfy all answers given previously. The number b is the size of the one-lie-set: the set of those elements of { 1, . . . . n} which satisfy all but one answer. Finally the last number in the state is the size of the two-lies-set: the set of elements of { 1, . . . . n} satisfying all but two answers. The state at the beginning is clearly (n, 0,O).
Following the idea of Berlekamp [l] we define the weight of each state (a, b, c) corresponding to a stage of the game at which j questions remain to be asked. This weight is defined by The Questioner's win in the remaining j questions starting at a given stage of the game depends exclusively on the state corresponding to this stage and on the number j, rather than on the particular elements of the truth-set, the one-lie-set, and the two-lies-set. This justifies the following DEFINITION.
The state (a, 6, In view of the lower bound from [4] and of terminology adopted in Section 2 the above result follows from Indeed, suppose the Questioner wins in K = ch( 1, m, (';)) questions starting from (1, m, (7)); K is the minimal k for which
It is easy to see that starting from (2", 0,O) one can ask m consecutive questions each time yielding equal states. After i questions the state will be ( 2"-j, i.2"-', (i) .2mPi) and then the query
? yields two equal states
After m questions the state (1, m, (';)) is reached. The unique element of the truth-set is then the one which satisfies all the answers, the m elements of the one-lie-set are those which do not satisfy the first, second, . . . . and mth answer, respectively, and similarly for the two-lies-set. By Theorem 2 the Questioner needs K more questions to win. Hence the total number of queries he requires is K+ m. By the definition of K, L = K + m is the least natural 1 such that 
Proof
We may assume n 3 1. Let ch(0, 1, n) = k. We prove the lemma by induction on n. Suppose that for m <n it is true. Consider two cases. ,,,,(O, 1, x) ).
For x=n, wk-10'%.dO, 1, x)) = k + n > 1 = wk-, (NO,,,,,(O, 1, x) ).
Hence for some 0 d x <n, we get
This implies ch(YES,,,JO, 1, x)), ch(NOo.,,,(O, 1, x)) d k -1. Moreover, the state (0, 1, x) is nice by the inductive hypothesis and the state (0, 0, n-x $1) is nice by Lemma 1. Hence the Questioner wins in k -1 questions starting from each of these states, which means that he wins in k questions starting from (0, 1, n).
This proves the lemma in the second case, and hence it concludes the entire proof. Two cases are possible:
1. ~f~~~~(~~O~O)>~~~~(O~l,n)then~~~,(O,l,n)~2~~'.Thestate (1, 0,O) is the Questioner's win and the state (0, 1, n) is nice by the previous lemma. It follows that the Questioner can win in k -1 questions starting from it. Hence he can also win in k questions starting from (LO, n), which proves that this state is nice in the case we considered. Hence for some 0 d x <n, we get
which implies ch(YES,,,,,( 1, 0, x)), ch(NO,,,J 1, 0, x)) <k -1. Moreover, the state (1, 0, x) is nice by the inductive hypothesis and the state (0, 1, n-x) is nice by Lemma 2. Hence the Questioner wins in k -1 questions starting from each of these states, which means that he wins in k questions starting from (0, 1, n).
This completes the analysis of the second case and concludes the proof of the lemma. It was proved in Pelt [3] that for b > a -1 any state (0, a, b) is nice. (Note that in the abovementioned paper the case of one lie was considered and hence states were defined as couples of natural numbers, the state (a, b) corresponding to (0, a, b) in our present terminology). Let a = 2c be any even number, n any natural number, and k = ch(0, a, n). We have The lemma will be proved by induction on n. Suppose it is true for m < n.
Consider two cases. Hence ch(YES,.,,,(l, 0, x)), ch(NO1,,.,(l, 0, x))<f-1. Since the state (LO, x + 1) is nice by Lemma 3 and the state (0, 2, n -x) is nice by Lemma 4, it follows that the Questioner wins in I-1 questions starting from any of them, hence he wins in 1 questions starting from (1, 1, n), which proves that this state is nice in Case 2 as well. Now we are able to present the final part of the proof of Theorem 2. Now let ch( 1, m, (7)) = k + 1. We prove two inequalities:
For (a) we have: k > 3; hence k + 3 < 2k < 2m, which gives k2+3k+4<k2+4k+3=(k+l)(k+3)<(k+1)2m. It follows that the number of yes-no queries necessary and sufficient to find an unknown number in the set { 1,2, 3,4}-if the Responder may lie at most twice-is 8.
2. It should be noted that in Rivest et al. [4] and Spencer [S] the lower bound for the minimal number of questions is computed allowing arbitrary yes-no queries (i.e., queries of the type "x E T?" for any subset T of { 1, . . . . n}) whereas the upper bound is computed using only comparison queries (i.e., queries of the type "x < a?" for a E { 1, . . . . H}). We worked with arbitrary yes-no queries following Ulam's original problem.
