Human ratings of emotional expressions are the foundation for building and training automatic affect recognition systems. We compare two rating schemes for labeling emotional expressions: likert scales and pair-wise preferences. A statistical analysis shows that while there is a strong correlation between the two schemes, there are also frequent mismatches. Our findings indicate that the schemes perform differently well per affect label. We discuss reasons for this and outline planned future work based on the findings.
INTRODUCTION
When building automatic affect recognition systems based on bodily manifestations of affect (such as facial expressions, posture, behavior, physiology) one typically has to go through the following steps. First, collecting data that contains such bodily manifestations. Then, establishing which particular affective states can be observed in the data when it is considered that an inherently "correct" affective label does not exist, a process known as ground truth labeling. With these labels one would search for the features within the collected data that are key to the respective affective states. These then form the basis for building a system that can automatically identify affective states.
Establishing the ground truth is thus a key component in the development process. Human perception of emotions is often the benchmark that a system is tested against; it is an important step for the creation of affect recognition systems. Labels are often obtained in two ways: self-report from the person who portrayed an emotional expression or recruiting observers to rate images or sequences of affective expressions and assign a label to each sequence.
Our aim is to find better rating schemes for obtaining ground truth labels. For this, we investigate alternative methods for rating stimuli containing emotional expressions. At the very least, this allows us to assess the influences of particular schemes on the resulting affect labels. Ideally, we can make recommendations which labeling scheme works best given the particular goals of a study or system to be developed. In this initial study, we compare two rating schemes for the labeling of a corpus of affective body postures: pairwise preference rating and rating on multiple scales. The hypothesis that the rating schemes are tested against is: H 1 . There is an inconsistency between reported preferences and reported scale ratings. The remainder of this paper is organized as follows: Section 2 examines typical approaches for establishing the ground truth. Section 3 describes the method implemented in our study to compare ground truth labeling approaches. The results are reported in Section 4. A discussion and conclusions are presented in Sections 5 and 6, respectively.
GROUND TRUTH LABELING
Emotional expressions are usually elicited in two ways: letting actors portray emotions that are not actually felt (acted) or recording the affective behavior of people in various scenarios and who were not instructed to portray particular behavior (non-acted). Acted expressions are often exaggerated portrayals of emotional states, whereas non-acted expressions are generally subtler and more complex. Not surprisingly, until recently automatic affect recognition systems were based on acted expressions, as these are easier to detect (Zeng et al., 2009) . Only recently there has been a shift towards subtler naturally occurring expressions.
However, self-report may not be feasible and is often considered unreliable (A fzal and Robinson, 2009; Kapoor et al., 2007 ). Yet, in particular since the shift towards non-acted data, observer ratings are becoming more common for establishing the ground truth (K leinsmith and Bianchi-Berthouze, 2013) . This method may be particularly relevant when the aim of the application into which the recognition software will be integrated is to act as a human interaction partner.
When establishing the ground truth using observers, what labeling model should be used? Two options are pairwise preference ratings and rating on multiple scales. Many studies in the A ffective Computing field employ a forced-choice design, e.g., (Savva and Bianchi-Berthouze, 2012) and (K leinsmith et al., 2011) . In this design, observers are presented with a list of choices and are forced to choose from that list. An advantage of a forced-choice design over a free-form design is that it forces an absolute match and eliminates the possibility of observers providing non-emotion labels, a known issue with freeform designs (Russell, 1994) . However, forcing an absolute match is also a disadvantage, as the list may not include all options considered applicable by the observers. Similarly, concurrence of more than one distinct emotional state can not be captured in a forced choice design. A lso, the intensity of a perceived emotion is lost, which may be particularly problematic when dealing with subtle emotional expressions.
Pairwise preference rating is used in artificial intelligence (Fürnkranz and Hüllermeier, 2005; Doyle, 2004) and machine learning (Yannakakis, 2009 ) fields and may be considered an attempt to overcome the limitation of a forced choice design. In pairwise preference rating, observers are presented with pairs of stimuli and asked to choose which stimulus best represents a particular label. This process is repeated for all possible stimulus pairs. Because it does not require the observers to determine an absolute match, pairwise preference rating may help to reduce the variability that exists between observers when a forced choice design is used (K leinsmith and BianchiBerthouze, 2013).
Obtaining ratings for the same stimulus on multiple scales representing discrete emotion labels has also been used in other emotion recognition research (Liscombe et al., 2003) . Observers were asked to rate speech tokens on separate scales for 10 discrete emotions. The authors conclude that by rating stimuli on multiple emotion scales shows that their stimuli expressed several different emotions at the same time, resulting in a better, more complete representation of emotion.
METHOD

Participants
For this initial study, participants were recruited via mailing lists from within the university community. They were aware of the aims of the study and no compensation was given. 12 participants took part in the study.
Stimuli
As stimuli we use images from the U CLIC Database of Affective Postures and Body Movements (K leinsmith et al., 2006; K leinsmith et al., 2011) ; these are readily available online. The database consists of separate corpora of acted and non-acted whole body postures, of which we use the latter. The non-acted collection consists of 105 postures that were obtained from people playing physically active video games and have been rated for four affective labels: concentrating, defeated, frustrated, and triumphant. The postures are modeled on an abstract avatar seen from a frontal perspective in front of neutral grey background.
In order to prevent study fatigue and to account for the fact that the study was conducted online (as was the original labeling for the database used), the number of ratings the participants were required to make was kept to a level sufficient for carrying out the study.
For this reason we only use a subset of 10 postures from the U C LIC collection, chosen at random. Pairwise preference rating means that for n postures, n (n 1)=2 pairs of postures have to be rated. For the entire corpus this would result in 5460 pairs. Bringing the number of stimuli down to 10 results in 45 pairs. Figure 1 shows one of the 45 screens participants see in the preferences condition. In a further attempt to keep the number of ratings at a manageable level, we let our participants rate a posture for all four labels in one screen in the scale condition as can be seen in Figure 2 .
Procedure
Upon clicking on the link in the invitation email, participants reached the welcome screen. Here they received information about the study and that we ask them to rate postures on 55 screens. The order of rating conditions was assigned randomly.
In the preference condition, participants saw two postures next to each other. Below the posture images, they were asked: "Which posture looks more [blank] ?" four times; each time with the blank replaced by the four affective labels concentrating, defeated, frustrated, triumphant, respectively. With radio buttons they then indicated whether the posture on the left or on the right better corresponded to the label in question. Clicking a button labeled next brought them to the next screen. The order of the pairs was designed so that the same posture never appeared on two consecutive screens.
In the scales condition, participants saw a single posture and the instruction: "Please rate the posture for the following attributes:" Below, they saw four likert scales for the four affective labels, each with five options to rate the intensity of the particular attribute: extremely, fairly, moderately, slightly, and not at all.
A fter having rated the postures in both conditions, participants saw a debriefing screen, thanking them for their participation and giving them the opportunity to write any comments or thoughts they might have had in a text field.
RESULTS
The average time participants took to take part in the survey was 26.8 minutes, with a median of 23.5 minutes. We first check for order effects between the group of participants that first rated preferences and the group that first rated on scales. No significant differences can be found.
Comparison to existing Labels
The postures of the U C LIC Database of A ffective Postures and Body Movements have already been labeled with the most frequent label that were assigned by raters when the data corpus was created. From the postures chosen for the study, 2 out of 10 postures are assigned different labels by our participants than labels that were assigned in the initial rating.
H 1 Test Statistic
To measure the degree of agreement between scale ratings and preference ratings we calculate the correlation coefficients between them. For this we follow the statistical analysis procedure for pairwise preference data introduced by (Yannakakis and Hallam, 2007) . This procedure has been previously applied for the comparison of scale ratings and preference ratings for self-report data in (Yannakakis and Hallam, 2011 ). To make a comparison possible, pairwise preferences are inferred from scale ratings. These are then compared to the direct pairwise preferences.
Following (Yannakakis and Hallam, 2007) , we obtain the correlation coefficients using
where N is the number of pairs i to correlate and z i = + 1, if scale ratings and preference ratings and z i = 1 where there is no match. P-values of c(z) are obtained from the binomial distribution. We only take into account pairs where we can infer a clear preference from the scale ratings. If, e.g., a participant chose moderately for posture A and slightly for posture B for the same affective label, we can infer a preference for posture A in a pairwise comparison. This way, we do not assume a numerical basis of the scale. A lso, we do not compare one participant's scale ratings to another.
As can be seen in Table 1 , the direct preference ratings matched the preferences inferred from the scale ratings for 74% of the data samples (1595 out of 2160 possible matches). The number of incidents where we can infer a preference from scale ratings varies from 116 to 148 per participant, out of a possible total of 180 ratings (45 posture pairs x 4 affect labels). In total we have 1595 incidents where we can correlate between the preference rating condition and the scale rating condition. Correlation coefficients vary from .43 to .74 per participant and the total agreement correlation coefficient is .61. A ll correlation coefficients are highly statistically significant, ruling out the null hypothesis H 1 .
Agreement Rates Across Affect Labels
Next, we take a closer look at the agreement rates between participants for each posture pair. We calculate the difference in agreement rates between direct preference ratings and inferred preference ratings for each posture pair where there is a clear preference inferred from scale ratings. We split the differences in agreement rates into three groups: scale rating has a lower agreement rate as preference rating, scale rating has the same agreement rate than preference rating, and scale rating has a higher agreement rate than preference rating. Figure 3 shows the distribution of ratings for each affect label across the three groups. We can see that the labels frustrated and concentrated are rated more often with lower agreement rates in the scales condition than the preference condition. They are rated least frequently when there are higher agreement rates in the scales condition. The label defeated is to a lesser extent also rated more often with a lower agreement for scales than for preferences. The label triumphant on the other hand is only rated in a few instances with a higher agreement rate for scales than for preferences. In most instances, there is a higher agreement rate for preferences than for scales. Where the scale condition receives the same agreement rates as the preference condition, all affect label appear with similar frequency.
Figure 3: Distribution of ratings for an affect label across participants that happen with a lower agreement rate for scales than for preferences (SC < PR), an equally high agreement rate for scales and preferences (SC=PR), and higher agreement rate for scales and preferences (SC > PR).
DISCUSSION
Most significant is the finding that while direct preferences and preferences inferred form scale ratings are well correlated, there are frequent mismatches. The question remains, why is there a mismatch between scale ratings and preferences ratings from the same raters on the same set of stimuli? One possible answer is indicated by our analysis of differences between agreement rates for each affect label across the two rating schemes. This revealed differences in agreement rates. These are distributed unevenly, in that some affect labels are more often rated with a higher agreement rate in one scheme, and others are rated more often with higher agreement rates in the other scheme. It thus appears that the rating schemes may be differently well suited for various affect labels. With the limitation of our findings being based on only one corpus of affective data we must be careful to generalize this finding to other rating scenarios.
There are several other points worth noting. A study taking all of them into account is beyond the scope of the present paper, but our findings indicate that such a study may be worthwhile.
Number of ratings. As pointed out above, there were many more ratings in the preference scheme than in the scale scheme. Where n stimuli are to be rated, there have to be n (n 1)=2 ratings. Our posture set is comparably small (n=10), still we already had 45 ratings in the preference scheme as opposed to 10 in the scale scheme. Rating a large number of abstract postures quickly becomes a monotonous task and in fact several participants reported that felt bored towards the end of the study. Another comment was that a participant felt increasingly insecure about previous ratings over the course of rating all stimuli.
Possible bias in experimental protocol. It is possible that our experimental protocol did favor preference rating, as there had to be more ratings made than for the scale ratings. One can argue that this leads to more familiarity. It can be also argued that pairwise preference rating is easier, because there are only two options from which to choose. The scale ratings consisted of 20 options.
Reliability of participants. In our present study there is no redundancy in the stimuli. This makes it impossible to assess the consistency and reliability with which participants rate the stimuli and whether there are differences for the rating conditions. A possible solution is given in (K leinsmith et al., 2011) , where participants had to rate the same set of postures multiple times. In addition, this would lead to increasing familiarity over time, thus addressing the possible bias in the experimental protocol.
We investigated differences between ratings of affective stimuli expressed through preferences and through scales. Our aim is to find appropriate schemes for rating affective stimuli in order to better define ground truth labels for the training and testing of automatic affect recognition systems.
Based on a corpus of abstract body postures, we find that while there is a strong correlation between preference and scale ratings, there are also frequent mismatches. We discuss reasons as indicated by our findings, as well as other potential causes. We plan to address these in future work. As we find that different rating conditions work better for different affect labels, we believe it is worthwhile to investigate rating schemes that make use of scales as well as preference ratings. Preference rating quickly requires large numbers of ratings to be made. We believe that data mining techniques can be helpful here. When a stimuluslabel combination is rated with a high-consistency from a low number of raters it can be retired, leaving more capacity of further raters to more disputed cases. Ultimately, we envisage a protocol to assist assessors to achieve higher levels of consistency and agreement rates when rating affective stimuli for ground truth labeling.
INTRODUCTION
Nowadays, low-cost hardware is driving innovation in ways never before seen; in his book "The Medici Effect", Frans Johansson states that "When you step into an intersection of fields, disciplines, or cultures, you can combine existing concepts into a large number of extraordinary ideas" (Johansson, 2006) , which is partially the secret behind this ongoing revolution. Physical computing has grown as a field in its own right (O 'Sullivan and Igoe, 2004) , and so far it has mostly been characterized by the use of hardware designed to deal with requirements that are not completely compatible with the needs of biosignal acquisition, such as relatively high tolerance to noise, low sampling rates, no need for galvanic isolation, among others.
While physical computing has the Arduino and its successors and predecessors as stepping stones, the physiological computing community has been mostly lacking a comparable tool. Biosignals have very specific requirements, and many projects end up heavily bounded by the high cost and limited access to suitable hardware materials. Building on the guiding principles of existing Do-it-Yourself (Di Y) hardware platforms, in this paper we focus on BITalino; a low-cost and highly versatile hardware framework designed to allow anyone, from students to professional app developers, to create projects and applications with physiological sensors (Figure 1) .
The rest of the paper is organized as follows: Section 2 describes the background and related work; Section 3 details the overall architecture of BITalino; Section 4 presents the analog biosignal acquisition blocks and their benchmarking; Section 5 highlights the results of a usability study performed with multiple potential target user groups; and finally Section 6 summarizes the main conclusions and future work.
