The aim of this paper is to study the geometrical and topological structure of the efficient frontier of simply-shaded sets in the three-dimensional Euclidean space with respect to the usual positive cone. Our main result concerns the contractibility of the efficient frontier and refines a recent result of A. Daniilidis, N. Hadjisavvas and S. Schaible (1997) regarding the connectedness of the efficient outcome set for three-criteria optimization problems involving continuous semistrictly quasiconcave objective functions.
The aim of this paper is to revisit the three criteria case from the contractibility point of view, by exploring the geometric structure of the orthogonal projection of the efficient frontier on a suitable plane. In fact, this approach allows us to establish a more general result concerning the contractibility of some abstract sets in the Euclidean plane, induced by a so-called simply-crossed shading family, which consists of some halflines satisfying simple geometric properties.
The paper is organized as follows. In Section 2 we recall some preliminary notations and definitions in vector optimization and we introduce the notion of three-dimensional simply-shaded set. Section 3 is devoted to the axiomatization of simply-crossed shading families in the plane and to present some basic results, which play a key role in the sequel. In Section 4 we state our main result on the contractibility of the nucleus of a simply-crossed shading family. Section 5 is devoted to establish the relationship between simply-shaded sets and simply-crossed shading families, in order to get the contractibility of the efficient frontier of simply-shaded sets. In particular, we obtain the contractibility of the efficient outcome in three-criteria semistrictly quasiconcave optimization problems. In Section 6 we conclude by pointing out some interesting open problems.
Simply-shaded sets in the Euclidean space
Our study here will be limited to the three-dimensional Euclidean space R 3 , partially ordered by the positive cone R 3 + , but some notions and results included in the sections 2 and 3 may be extended to higher dimensions.
We denote by ≥ and > the usual component-wise order relations defined in R 3 by
x ≥ y ⇐⇒ x − y ∈ R It is well-known that for any set Y ⊂ R 3 we have Max Y = Max (Y − R 3 + ) which shows that for studying the topological structure of the efficient frontier of a set Y it causes no loss of generality to suppose that Y = Y − R 3 + , i.e. that Y is a free-disposal set (see Ref. 4) . Note that, in general, the efficient frontier of a free-disposal set may be not connected, as shown by the following example.
In the sequel, we denote by (c 1 , c 2 , c 3 ) the canonical basis of R 3 and we put I = {1, 2, 3}.
Example 2.1
The set Y = i∈I (c i − R 3 + ) is free-disposal, but the set Max Y = {c i : i ∈ I} is not connected. Remark that, in this case, there exist some points x ∈ Y and y ∈ bd Y such that
x ≥ y and x + R + (y − x) ⊂ bd Y.
The following definition seems to give the appropriate assumptions that we need to impose on a free-disposal set in order to get, not only the connectedness, but also the contractibility of its efficient frontier. Note that some properties of simply-shaded sets were utilized by Benoist in Ref. 3 for studying the connectedness of the efficient frontier for so-called nice frontier sets. A basic property of the simply-shaded sets, which will be useful in the sequel, is given below.
For all x, y ∈ R 3 we put I(x, y) = {i ∈ I : x i > y i }. Proof Since y ∈ bd Y and x > y, from (SS2) it follows that |I(x, y)| ∈ {1, 2}.
If |I(x, y)| = 1, the conclusion follows directly from (SS3).
Suppose that |I(x, y)| = 2 and let z ∈ x − i∈I(x,y) R + c i . In this case, there exists a point u ∈ [x + R + (y − x)] ∩ (z − R 3 + ) and by (SS3) yields u ∈ bd Y ∩ (z − R 3 + ). By (SS2) it follows then that z ∈ bd Y (otherwise u ∈ z − R 3 + ∈ int Y − R 3 + ⊂ intY , contradicting u ∈ bd Y ).
It can be easily seen that every closed and free-disposal convex set is simply-shaded. Another class of simply-shaded sets which was intensively studied in multicriteria optimization will be pointed out by the next theorem. Recall that a function F : D → R, defined on a nonempty convex subset D of a linear space, is called: 
Proof The conditions (SS1) and (SS2) are obviously satisfied. In order to prove (SS3) let (x, y) ∈ Y × bd Y be such that x ≥ y. Since y ∈ bd Y , by (SS2) we infer that |I(x, y)| ≤ 2. We shall distinguish the following three cases: Case 1. If |I(x, y)| = 0, i.e. x = y, then the condition (SS3) is obvious.
Case 2. If |I(x, y)| = 1, say I(x, y) = {i 1 }, then suppose on the contrary that there exists a point z ∈ [x + R + (y − x)] \ bd Y . Then, by (SS1) we have z ∈ int Y and there exists a small enough
> y i 1 , by the continuity of F i 1 we can find a large enough t ∈]0, 1[ such that
Let us distinguish the following three possible situations:
and, by the semistrictly quasiconcavity of F i 2 and F i 3 it follows that
which show, together with (1) , that y ∈ F (td 1
and, by the semistrictly quasiconcavity of F i 2 we obtain
On the other hand, since
we deduce that
Recalling (1) and (2), we deduce that y ∈ F (td 1 Case 3. If |I(x, y)| = 2, say I(x, y) = {i 1 , i 2 }, suppose to the contrary that there exists a point
Then, by (SS2) we have z ∈ int Y and there exists a small enough ǫ > 0 
, by the semistrictly quasiconcavity of
which shows, together with (3) , that y ∈ F (td 1 In what follows it will be convenient to define e 0 := e 3 and e 4 := e 1 . In this way, e i−1 and e i+1 will be well defined for every i ∈ I = {1, 2, 3}. In the sequel we shall adopt the same convention in notation for all sets or elements which will be indexed by i − 1 or i + 1 with i ∈ I. More precisely, whenever an index becomes 0 or 4, we actually mean that it stands for 3 or 1 respectively.
For every i ∈ I, we define the straight line δ i = aff{e i−1 , e i+1 } and we consider the isomorphism a i between the real axis and δ i , given for all x ∈ R by
By means of a i , we also define an isomorphism Φ i between R 2 and H, given for all (x, u) ∈ R 2 by
The following definitions play a key role in the sequel.
We say that (G i ) i∈I is a shading family in H if there exist three real functions f i : R → R (i ∈ I) such that for all i
where hypo(f i ) = {(x, u) ∈ R | u ≤ f i (x)} denotes, as usual, the hypograph of f i (see Fig. 1 ).
Note that for any shading family (G i ) i∈I in H the real functions f 1 , f 2 , f 3 : R → R which satisfy the condition (5) are uniquely determined. Hence we can define, for each i ∈ I and for all x ∈ R:
Note that we have
For all h ∈ H and (i, j) ∈ I × I such that i = j, we denote
Definition 3.2 Let G = (G i ) i∈I be a shading family in H. We say that G is simply-crossed if it satisfies the following conditions:
(SC3) For all pairs (x, y) ∈ R 2 and (i, j) ∈ I × I such that i = j,
An illustrative example of a simply-crossed shading family is given in Fig. 2 .
Definition 3.3 By the nucleus of a simply-crossed shading family G = (G i ) i∈I we mean the set
According to the assumption (SC2) we can easily check that
Note that the nucleus N G may be empty. The following result characterizes this situation.
Lemma 3.1 Let G = (G i ) i∈I be a simply-crossed shading family. Then N G = ∅ if and only if the following condition holds:
Proof Assume that (SC4) holds and let h be an arbitrary point of H. Then h ∈
•
Gi 0 for some 
, according to (SC3) it is not possible that i 2 = 3
and, consequently,
Finally, by making use of (SC3), it is easy to check that
Conversely, assume that (SC4) does not hold, i.e. there exists h ∈ i∈I
Gi. Then we have
In what follows, we consider a simply-crossed shading family G = (G i ) i∈I , which satisfies the condition (SC4). In order to study the geometrical structure of G, we are going to construct some remarkable elements associated to G, which are illustrated in Fig. 3 . These elements will allow us to explore in the next section the topological structure of the nucleus N G . Firstly, we consider for every i ∈ I the following subsets of R, which are closed in virtue of (SC1):
According to (SC2), we have e i+1 ∈
• Di−1 (1). Thus, the orthogonal projection of the point
and D i−1 (1), we deduce that
Analogously, since e i−1 ∈
• Di+1 (0), we infer the existence of a number ε ′ i > 0 for which
We claim that
Indeed, for any
for some y ∈ R. By (SC3) we can then deduce that a i (x ′ ) ∈ G i−1 for all x ′ ≤ x, since we have
The second inclusion in (11) can be proved in a similar way.
Let us now prove that
For this aim, suppose to the contrary that x > x ′ for some (x,
Similarly, by using the fact that
Gi, which contradicts (SC4). Consequently, (12) is true.
From (9)- (12), we infer the existence of some numbers 0 < x
As shown by the following results, the numbers x − i and x + i (i ∈ I) defined by (13) possess some remarkable properties, which will play a key role in the next section.
Lemma 3.2 For every i ∈ I, the following assertions hold:
Proof We just need to prove (a), since (b) can be derived by a similar argument.
. Applying again (SC3), this time for the half-lines
The right-hand side of this inclusion being a closed set, we can deduce the first desired inclusion: x≥x
The converse inclusion can be proved by a similar argument.
, the following implication holds: 
In the sequel, the elements of the set B G = i∈I {d
+ i } will be called the basic points of the simply-crossed shading family G. Note that, according to Lemma 3.4 and relation (7), one has
The relations (8) , (13) and (14) show that for every i ∈ I, a 
intersect themselves in an unique point that we denote by s i .
Note that the intersection points s i (i ∈ I) defined as above did not necessary belong to the triangle co{e 1 , e 2 , e 3 }, but they satisfy the following property:
Indeed, by (14) we have d
). Thus, in virtue of Lemma 3.3, we have d
In the sequel it will be useful to represent the plane H as the union H = ( i∈I K i ) ∪ K of the following nonempty closed sets, defined by means of (6):
It is easy to see that, for every i ∈ I, we have:
Note that according to (18), we have
. We conclude this section by studying the location of the shading family G = (G i ) i∈I with respect to the sets K i (i ∈ I). For this aim, let us focus our attention on G i for an arbitrary fixed i ∈ I.
By applying Lemma 3.3 twice, for i − 1 and i + 1 instead i respectively, we can deduce that
In what concerns the relationship between G i and K i , we have to do some sharper analysis.
For this aim we consider the following set, which is well defined according to Lemma 3.3:
As a direct consequence of Lemma 3.2, we obtain that
Now, let us denote by b 
Indeed, according to (20) we have
in virtue of (19), and since
according to (18). Thus, the relation (22) The following two preliminary results will be also useful in the proof of Theorem 4.1.
is Lipschitz continuous and satisfies the following two properties:
. The function g ′ being lower semicontinuous, by applying the classical Sandwich Theorem to the functions f and g ′ , we infer the existence of a continuous
Finally, leth 1 andh 2 be the Lipschitz continuous functions of the type (23) which correspond to the functions h 1 = ϕ − f and h 2 = g ′ − ϕ. Now, it is a simple exercise to prove that the functioñ f = ϕ + (h 2 −h 1 )/2 satisfies the properties (a), (b) and (c).
Lemma 4.2 Let (T 1 , τ 1 ) and (T 2 , τ 2 ) be two topological spaces. If C 1 , . . . , C n are closed subsets of ii) A function φ : T 1 → T 2 is continuous if and only if, for every k ∈ {1, . . . , n}, the restriction of φ on C k is continuous.
Proof Both conclusions are straightforward consequences of classical definitions in topology.
We are now ready to state the main result of this paper.
Theorem 4.1 For any simply-crossed shading family G, the nucleus N G is contractible.
Proof We can suppose that (SC4) holds, otherwise, N G = ∅ in virtue of Lemma 3.1. In order to simplify the presentation of our proof, we shall divide it into three parts.
Step 1 
. Note that this function is well defined. Indeed, for any x ∈ R, the set {u ∈ R : a 1 (x) + ue 1 ∈ Γ} is nonempty (since C 2,3 (e 1 ) ⊂ Γ according to Lemma 3.3) and bounded below by 0 (since Γ ∩ • G1= ∅ according to Lemma 3.2). Moreover, Γ being closed, the function g 1 is lower semicontinuous and
Let us prove that
Indeed, suppose on the contrary that there exists
Then, according to Lemma 3.2, we obtain ξ < x − 2 which is impossible. Similarly, if a 1 (x) + g 1 (x)e 1 ∈ ξ≤x
, which contradicts again the conclusion of Lemma 3.2 that ξ > x 
By means of the functionf 1 we can construct a shading familyG = (G i ) i∈I in H, as follows:
where ∆ = Φ 1 (hypo(f 1 )) = {a 1 (x) + ue 1 : x − 1 ≤ x ≤ x + 1 and u ≤f 1 (x)}. Note that the new shading familyG satisfies the conditions (SC1-SC4) and has the same basic points as the initial shading family G, i.e. BG = B G , due to the following property:
In order to prove (24), suppose on the contrary that there exist (x, u)
. According to the construction off 1 , we shall distinguish two possible situations:
If f 1 (x) =f 1 (x) = g 1 (x), then a 1 (x) + ue 1 = d 1 (x) ∈ NG, which contradicts Lemma 3.4.
If f 1 (x) <f 1 (x) < g 1 (x), then we have u < g 1 (x) and hence a 1 (x) + ue 1 ∈ Γ by the definition
• D3 (ξ)). On the other hand, by Lemma 3.3, we also have ξ<x
We can then deduce that x ∈ {x − 1 , x + 1 } and hencef 1 (x) = f 1 (x) (by construction of f 1 ), which is not the case. Thus, the proof of (24) is completed.
Our next task is to prove that NG is a deformation retract of N G .
For this aim, consider the function
Note that the function h is well defined since
We are going to prove the continuity of h. Let {(t n , p n )} be a sequence in [0, 1] × N G converging to an element (t,p) ∈ [0, 1] × N G . By using the isomorphism Φ 1 between R 2 and H we can write
where the sequence {(x n , u n )} converges to (x,ũ) in R 2 . Since the sequence {h(t n , p n )} is bounded, it suffices to prove that any convergent subsequence of {h(t n , p n )} has the limit h(t,p). In order to simplify the notations, let us suppose that {h(t n , p n )} is convergent. We will distinguish two cases:
Thenp ∈ ∆ sincef 1 is continuous. Moreover, the function
Case 2. There is no subsequence of {p n } included in ∆.
In this case, for n large enough (for simplicity, suppose that this is the case for all n ∈ N), we have p n ∈ ∆, which implies that h(t n , p n ) = p n . Note that ifp ∈ ∆ the conclusion is immediate. If p ∈ ∆ then h(t,p) = a 1 (x) + [tf 1 (x) + (1 −t)ũ]e 1 and we must prove that
For this aim, we must distinguish again two possible situations:
Then u n k >f 1 (x n k ) and taking k → +∞ yieldsũ ≥f 1 (x). Sincep ∈ ∆, we haveũ =f 1 (x) and thus the equality (25) is true.
Subcase 2.2.
There is no subsequence of {x n } included in [x
Then, beginning with a large enough rank, we have
for all k ∈ N. Passing to the limit we obtainũ ≥ f 1 (x We start by defining, for every i ∈ I, the functions ϕ i , ψ i , χ i : R → R, by the following relations:
where Φ i is the isomorphism between R 2 and H given by (4) . By using the particular structure of the sets K i and P i (recall that C i−1,i+1 (e i ) ⊂ P i ), it is easy to check that all these functions are well defined on R and take strictly positive finite values. Let us show that they are continuous on R.
Obviously, ϕ i is continuous as being a piecewise linear function.
Taking into account that P i = Φ i (epi(ψ i )) is closed (recall the assumption (SC1) and the fact that P i = K i ∩ (G i−1 ∪ G i+1 ) ), we can deduce that ψ i is lower semicontinuous. The upper semicontinuity of ψ i follows directly from the following property (of the set P i ):
In order to prove the continuity of χ i , let us firstly observe that since G i = Φ i (hypo(f i )) and
, the function χ i can be simply represented as follows:
Now, by using the following equivalent form of (22):
[. Taking into account that ϕ i is continuous, and recalling that at this step the function
] was assumed to be continuous, we can then conclude that χ i is continuous.
Remark that, according to (21) and (22), we actually have
More precisely, by the definition of d 
which shows that for any y ∈]y − i , y + i [ the following implication holds:
In what follows, it will be convenient to denote p i (y) = a i (y)+ψ i (y)e i and q i (y) = a i (y)+χ i (y)e i for all y ∈ [y 
Indeed, if (31) does not hold, then there exists v ∈ [χ i (y),
By the definition of N G and taking into account that
On the other hand, we also have
. By the definition of ψ i , we can then deduce that v ≥ ψ i (y), which contradicts the choice of v < ψ i (y).
In order to prove (32), let us firstly remark that if y ∈ {y − i , y + i } then the conclusion follows directly from (15), since in this case we have q i (y) = p i (y) ∈ {d
, then we actually have q i (y) = p i (y) and, by (30), we can deduce that χ i (y) = ψ i (y) = f i (y), i.e. q i (y) = p i (y) = d i (y). Now, combining (30) with (27) yields
In what follows, it will be useful to define for every i ∈ I the function
and to denote r i (y) = a i (y) + ρ i (y)e i for all y ∈ [y − i , y
As being the arithmetic mean of χ i and ψ i , the function ρ i satisfies the following properties, which follow directly from (28) and (29):
In particular, we obtain χ i (y
Let us now define, for every i ∈ I, the following subsets of the cone K i :
Note that R i = cl
•
Ri since ρ i is continuous. Moreover, by (34) we have
Let us prove that, for all i ∈ I and y ∈ [y − i , y + i ], the following implication holds: We are now ready to construct a closed deformation retract of N G , by defining the set
Let us firstly prove that S is a closed set. For this aim, recall that H can be represented as the union of the four closed sets given by (17). Thus, in virtue of Lemma 4.2, it suffices to show that for each i ∈ I, the set S ∩ K i is closed and also that S ∩ K is closed.
Indeed, for every i ∈ I, the set
} is closed, since the functions χ i and ρ i are continuous. On the other hand, according to (35) and
. By using (19) and (16), and recalling that at this step we have assumed that the functions
] are continuous, we can deduce that the set Φ i (epi f i ) ∩ K is closed (even if the set Φ i (epi f i ) is not necessary closed). Hence, the set S ∩ K is also closed.
Our last task at this step is to prove that S is a deformation retract of N G . For this aim, we consider the function h :
Note that the function h is well defined. Indeed, if some point p ∈ N G belongs to two distinct 
It is easy to check that h satisfies the following three conditions: h(0, p) = p for all p ∈ N G , h(1, p) ∈ S for all p ∈ N G , and h(1, p) = p for all p ∈ S. Thus, to conclude that S is a deformation retract of N G , we just need to prove the continuity of h. Given that the sets [0, 1] × (N G ∩ K) and 
Since the sequence {h(t n , p n )} is bounded, it suffices to prove that any convergent subsequence of {h(t n , p n )} has the limit h(t,p). In order to simplify the notations, let us suppose that {h(t n , p n )} is convergent.
We must distinguish two possible situations: Case 1. There exists a subsequence {p n k } of {p n } such that p n k ∈ R i for all k ∈ N.
Then, since R i is closed, we also havep ∈ R i . On the other hand, since the function
]×R, the subsequence {h(t n k , p n k )} converges to h(t,p), and therefore the sequence {h(t n , p n )} has the limit h(t,p).
Case 2.
There is no subsequences of {p n } contained in R i .
Then, for n large enough we have p n ∈ R i , which implies that h(t n , p n ) = p n and
Since {h(t n , p n )} converges top, it suffices to prove that h(t,p) =p. We can suppose thatp ∈ R i , otherwise the conclusion is obvious by the definition of h. Letting n → ∞ in (37) yieldsṽ ≤ ρ i (ỹ) and thenṽ = ρ i (ỹ), sincep ∈ R i . Finally, by definition of h, we infer h(t,p) = a i (ỹ) + ρ i (ỹ)e i =p.
Step 3. At this step we will complete the proof of Theorem 4.1 by proving that the set S is a retract of H. Indeed, in this case S will be contractible in virtue of Proposition 4.1 since the plane H is contractible. Then, thanks to Proposition 4.2 and to the fact that S is a deformation retract of N G , we infer the contractibility of the nucleus N G of the simply-crossed shading family G.
In order to construct a retraction from H into S, we will represent H as the union of thirteen closed sets. For this aim, we introduce beside the closed sets S and R i (i ∈ I) the following nine closed subsets of H, defined for all i ∈ I as follows:
Thus, by considering the family C = ( i∈I {R i , S
we can write H = C∈C C (see Fig. 4 ).
We can now define the function r : H → H, for all h ∈ H, by
Note that the function r is well defined. Indeed, by definition of the sets from the family C and recalling in particular the relations (18-19),(35-36) and Lemma 3.4, it is easy to see that whenever a point h ∈ H belongs to some distinct sets C, C ′ ∈ C, then either
and then h belongs to the relative interior of the half-line which delimits the sets C and C ′ , the end-point of which is actually r(h) ∈ B G . Thus, in both situations, r(h) is independent of the choice of the sets C and C ′ which is taken in its definition.
Since for all C ∈ C the restriction r| C is continuous, we can conclude by Lemma 4.2 that r is continuous. Finally, taking into account that r| S = id S , we infer that S is a retraction of H.
Contractibility of the efficient frontier of simply-shaded sets
In this section we will focus on closed free-disposal sets, which have a bounded efficient frontier, i.e. sets of the type Y = X − R 3 + , where X is a nonempty compact subset of R 3 . By considering the particular hyperplane
we denote by Ψ : bd Y → H the orthogonal projection from R 3 onto H, restricted to bd Y . It is known (see Ref. 7) that Ψ is an homeomorphism between bd Y and H and, for all h ∈ H, we have
For every i ∈ I, let us define the closed sets
Taking into account that Max Y ⊂ X, there exists a large enough M > 0 such that
By considering in H the equilateral triangle of vertices
we can now state the main theorem of this section, which gives the link between the simply-shaded sets from the space R 3 and the simply-crossed shading families in H.
Theorem 5.1 Let X be a nonempty and compact subset of R 3 . If the set Y = X − R 3 + is simplyshaded, then G Y = (G i ) i∈I defined by (38) is a simply-crossed family with respect to the equilateral triangle defined by (39), which satisfies (SC4). Moreover, we have
Proof Let us firstly show that for every i ∈ I we can construct a function f i : R → R which satisfies the condition (5). For this aim, let x ∈ R and let us prove that the set
with some f i (x) ∈ R. Note that since G i is closed, the set U i (x) is also closed and, by the definition of Y i , we have R + e k and {h, Ψ(z)} ⊂ G k , ∀ k ∈ I(z, Ψ −1 (h)).
Since Ψ(z) ∈ Ψ(Max Y ) ⊂ δ i + εe i + R * + e i and (R * + e i ) ∩ ( k∈I\{i} R + e k ) = ∅ we deduce that i ∈ I(z, Ψ −1 (h)) and (41) shows that h ∈ G i . Now, on one hand, by the definition of h and U i (x) we have
which shows that U i (x) = ∅.
On the other hand, by definition of G i it follows that Ψ −1 (h ′ ) − R + c i ⊂ bd Y for any h ′ ∈ G i , and since Ψ(Ψ −1 (h ′ ) − R + c i ) = {h ′ } − R + e i , we can deduce that for all h ′ ∈ G i
Thus, if we suppose on the contrary that G i (x) = R, by letting h ′ = a i (x) + ue i in (43) for all u ∈ R, we infer that Ψ −1 (a i (x) + Re i ) is a straight line contained in bd Y . Or, this contradicts the assumption that X is compact.
So, we have proved the existence of three real functions f i : R → R (i ∈ I) satisfying the property that U i (x) = ] − ∞, f i (x)] for all x ∈ R.
Let us now check the conditions (SC1-SC4). Recall that we have already proved that (SC1)
holds. Condition (SC2) is also satisfied thanks to (42). In order to prove (SC3), suppose that for some distinct i, j ∈ I, the intersection 
Conclusions
The present study of three-dimensional simply-shaded sets is motivated especially by Theorem 2.1 and its Corollary 5. 
