The Girsanov's theorem is useful as well in the general theory of stochastic analysis as well in its applications. We show here that it can be also applied to the theory of stochastic differential inclusions. In particular, we obtain some special properties of sets of weak solutions to some type of these inclusions.
Introduction
Stochastic differential inclusions, introduced independently by F. Hiai [1] and M. Kisielewicz [2] , are defined as the relations of the from: (1) that have to be satisfied for 0 ≤ s ≤ t ≤ T by a continuous (F t )-adapted stochastic process x = (x t ) 0≤t≤T on a filtered complete probability space (Ω, F, (F t ) 0≤t≤T , P ) satisfying usual hypotheses ( [5] ). We assume that set- 
Having given the probability space (Ω, F, P ) mentioned above with a filtration (F t ) 0≤t≤T , F t -Brownian motion B and set-valued mappings F and G, we can look for a continuous F t -adapted stochastic process x = (x t ) 0≤t≤T on (Ω, F, P ) satisfying (1) for 0 ≤ s ≤ t ≤ T . Such a process x is said to be a strong solution to (1).
If we have given only F and G we can look for a system {(Ω, F, (F t ) 0≤t≤T , P ), (x t ) 0≤t≤T , (B t ) 0≤t≤T } satisfying conditions mentioned above and such that (1) is satisfied for 0 ≤ s ≤ t ≤ T . Such a system is said to be a weak solution to (1) .
It is clear that weak solutions can be identified with pairs (x, B) of processes x = (x t ) 0≤t≤T and B = (B t ) 0≤t≤T defined on a filtered probability
In what follows the Banach space of all n-dimensional (n × m -type matrices)
. We also assume that B = (B t ) 0≤t≤T , being an m-dimensional F t -Brownian motion on (Ω, F, P ), is such that P (B 0 = 0) = 1.
Finally, by Conv(IR n ) and Conv(L(IR n , IR m ) we denote the space of all nonempty compact and convex subsets of IR n and L(IR n , IR m ), respectively.
Let us recall ( [2] , Theorem 4) that for given measurable and square integrable bounded set-valued mappings
We define stochastic set-valued integrals for Φ and Ψ on
where S(Φ) and S(Ψ) denote again the families of all F t -adapted selectors for Φ and Ψ, respectively. For Φ and Ψ given above a family 
It follows immediately from the properties of the set-valued stochastic integrals ( [2] , Theorem 4) that for the set-valued Itô process Z(Φ, Ψ, B) with Φ and Ψ taking convex values and a continuous n-dimensional stochastic process x = (x t ) 0≤t≤T on (Ω, F, P ) the relation
is satisfied for every 0 ≤ s ≤ t ≤ T if and only if there exist ϕ ∈ S(Φ) and ψ ∈ S(Ψ) such that
(P.1)
Continuous selectors of set-valued Itô processes
Let (Ω, F, (F t ) 0≤t≤T , P ) be a complete probability space satisfying usual hypotheses.
Theorem 1. Let Z(Φ, E, B) be a set-valued Itô process corresponding to
an n-dimensional F t -Brownian motion B on (Ω, F, P ) and convex valued F t -adapted set-valued process Φ, where E denotes n × n-unit matrix, i.e., E = (σ ij ) n×n with σ ij = 1 for i = j and σ ij = 0 for i = j. Assume Φ is such that
Then for every continuous
P roof. As mentioned in the previous section, there exists f x ∈ S(Φ) such that 
for t ∈ [0, T ] and define the measure Q x on F T such that dQ x = M T dP . It follows immediately from formula (8) and Theorem 8.6.3 of [4] that x is an n-dimensional F t -Brownian motion with respect to the probability measure Q x .
Theorem 2. Let Z(Φ, Ψ, B) be a set-valued Itô process corresponding to an m-dimensional F t -Brownian motion B and F t -adapted set-valued stochastic processes
for every 0 ≤ s ≤ t ≤ T , there is a probability measure Q x on F such that
P roof. Similarly as in the proof of Theorem 4 from [2] we can verify that
with f x t −α t = g x t ·u t on Ω for t ∈ [0, T ]. Therefore, by virtue of Theorem 8.6.4 from [4] there is a probability measure Q x on F such that:
where
Hence, in particular it follows that Q x is equivalent to P . Furthermore, by Theorem 8.6.4 from [4] it follows that
Hence and by (9) it follows that
Therefore,
It is easy to see that we also have
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Stochastic differential inclusion
Let us consider the stochastic differential inclusion of the from:
where E is the n × n -unit matrix.
is measurable and square intergrably bounded. Then (i) for every solution x = (x t ) 0≤t≤T to (10) there is a probability measure Q x on F, equivalent to P and such that x is an n-dimensional Therefore, by virtue of Theorem 1 there is a probability measure Q x on F such that condition (i) is satisfied. If η : Ω → IR n is F 0 -measurable, then x t = η + B t is F t -measurable for t ∈ [0, T ]. Then x = (x t ) 0≤t≤T is continuous with an initial distribution P x = P η . Taking now f ∈ S(F • x) we also obtain E exp 
