Explaining the origin and evolutionary dynamics of the genetic architecture of adaptation is 8 a major research goal of evolutionary genetics. Despite controversy surrounding success of the attempts 9 to accomplish this goal, a full understanding of adaptive genetic variation necessitates knowledge about 10 2 Christopher J. Friedline et al.
selected fragments in the size range of 400 bp (300 bp to 500 bp) by excising and purifying pooled DNA from 163 2.5% agarose gels using QIAquick Gel Extraction Kits (Qiagen). Further details, including relevant reagents 164 and oligonucleotide sequences, can be found in File S1. All DNA sequencing was performed on the Illumina 165 HiSeq 2000 or 2500 platform at the VCU Nucleic Acids Research Facility (http://www.narf.vcu.edu/). 166 
DNA Sequence Analysis 167
There are multiple steps involved with the processing of raw DNA sequence reads into a set of SNP genotypes 168 that are useful for linkage mapping: (1) quality control, filtering, and demultiplexing, (2) assembly to generate 169 a reference sequence for mapping reads, (3) mapping of reads to call SNPs and genotypes for each sample, 170 and (4) filtering of SNPs and the resulting genotypes for data quality and biological meaning.
171
DNA sequence reads were demultiplexed into sample-level fastq files, following quality control and filter-172 ing. The filtering pipeline was adapted from Friedline et al. (2012) . Briefly, reads containing any N beyond 173 the first base were excluded, however, reads having N as the first base were shifted by one base to the right 174 to exclude it (i.e, a read starting with NTGC would become a read starting with TGC). Additional quality 175 filtering ensured that all reads in the resulting set for downstream processing had a minimum average quality 176 score of 30 over 5-bp sliding windows and that not more than 20 % of the bases had quality scores below 30. 177 Reads passing the quality control steps were demultiplexed into sample-specific fastq files by exact pattern 178 matching to known barcodes. Reads that did not match a known barcode were excluded. 179 The individual with the largest number of reads across all four maternal trees was assembled using 180 Velvet (Zerbino, version 1.2.10), with hash length (k) optimized using parameter sweeps of k through the 181 contributed VelvetOptimiser (http://www.vicbioinformatics.com, version 2.2.5) script (for odd k on 182 k = [19, 63] ). Assembly robustness was evaluated in each case using the LAP likelihood framework (Gh-183 odsi et al. 2013), version 1.1 (svn commit r186) following mapping of the original reads to the assembly 184 with Bowtie2 (Langmead and Salzberg 2012) (--local --very-sensitive-local). The assembly with the 185 maximum likelihood value was chosen as the reference for SNP calling. 186 SNPs were called for all individuals against the reference using the following methodology. First, reads 187 were mapped to the reference with Bowtie2 (--local --very-sensitive-local). These resulting sam files 188 were converted to their binary equivalent (e.g., bam) using samtools version 0.1.19 (view, sort, index) 189 (Li et al. 2009 ). SNPs were called using bcftools and filtered using vcfutils to exclude SNPs with less 190 than 100x coverage. The resulting variant call files (vcf) were further processed using vcftools version 0.1.11
191
(Danecek et al. 2011) to remove indels, exclude genotype calls below a quality threshold of 5, and output as 192 a matrix (--012) the haploid genotype of each megagametophyte for each SNP.
We used several thresholds to filter called SNPs for linkage mapping. First, we excluded SNPs using a χ 2 test of homogeneity against an expectation of 1:1 segregation. This segregation pattern was expected 195 because the maternal tree had to be a heterozygote to detect a SNP, and Mendel's first law guarantees that 196 the segregation ratio for this SNP should be 1:1. Significance of each test was assessed using a corrected significance threshold of α = 0.05, where α was corrected using the number of SNPs tested. As reads 198 from each family were mapped against a single reference assembly, we performed the χ 2 test and corrections 199 on a family-wise basis. Second, for each family, we filtered the resulting SNPs based on the genotype of the 200 pseudo-diploid sample in that family so as to keep only those SNPs where the pseudo-diploid was either 1) 201 called a heterozygote or 2) had a missing genotype call. Lastly, we filtered the resulting SNPs so as keep 202 only those that had a minimum of 5 genotype calls for each of the alternate alleles. The resulting subset of 203 SNPs was then used as the input to linkage analysis.
204

Linkage Analysis
205
The production of a linkage map requires three main steps: (1) calculation of pairwise distances between 206 all pairs of loci, (2) clustering (i.e., grouping) of loci based on these pairwise distances, and (3) 
213
In brief, this method can be described as follows. Pairwise distances were estimated and loci were clustered can also be used to impute and correct genotype errors (see Wu et al. 2008a ), but the amount of missing 217 data and putative genotyping errors in our RADseq data far surpassed those used to develop this software.
218
These two programs were used in an iterative fashion. MSTmap was used initially to order markers, which 219 was followed by the use of Maskov to impute and correct putative genotype errors conditional on this initial 220 marker ordering. A last round of ordering was performed using MSTmap conditional on the imputed and error 221 corrected genotype data. This general schema was followed for each of the four maternal trees independently.
222
The relevant pairwise distance for linkage mapping in our haploid case is defined as the probability of biallelic loci using the Hamming distance (d i,j ). The Hamming distance is the number of differences 225 separating two binary strings (Hamming 1950) , which are in this case, the haploid genotypes for a set of two 226 megagametophytes. This distance, scaled by the number of positions (i.e., d i,j /n), is the maximum likelihood 227 estimate of the probability of a recombination event with respect to a pair of haplotypes in a double haploid 228 design (Wu et al. 2008a) . It is also an estimate of the recombination fraction, so that these distances can 229 be transformed into LOD scores (see Morton 1955) . Missing data were dealt with in a pairwise manner, so 230 that each pairwise comparison had missing data removed prior to estimation of d i,j /n. When values of d i,j /n 231 exceeded 0.5, which is the theoretical maximum value given the expected 1:1 segregation pattern, they were 232 set to 0.5. The d i,j /n values were used to construct the pairwise distance matrix between all possible pairs 233 of loci passing our quality thresholds.
234
Loci were clustered hierarchically based on the pairwise distance matrix using Ward's method as the showed that the minimum-weighted TSP can be found using a minimum spanning tree approach and that 246 it corresponds to the correct order of the loci if the minimum spanning tree on the full, undirected graph 247 is unique. We employed MSTmap using the maximum likelihood objective function, grouping turned off, 248 imputation of missing data turned off, and the Kosambi mapping function (Kosambi 1944) . The resulting 249 ordering of loci within each cluster, along with the distances (i.e., cM) in each cluster, were taken as the 250 initial linkage map from which data were error-corrected and imputed.
251
Data were subsequently imputed and corrected for errors using Maskov (Ward et al. 2013) . A full account 252 of the mechanics used in the algorithm of Maskov can be found in Text S1 from Ward et al. (2013) . For our 253 purposes, the accuracy of the imputation and error correction depends upon two choices: (1) the threshold 254 for missing data for a given megagametophyte and (2) the number of contiguous loci where genotype errors 255 can occur. We chose a value equal to 90% for the amount of missing data across megagametophytes for the former and a value of 5% of the number of loci in the initial map for each cluster for the latter (cf., Ward 257 et al. 2013).
258
A final round of ordering was conducted with the imputed and error corrected data using MSTmap as 259 described previously. Imputation and error correction resulted in many loci where d i,j /n = 0. These co-260 segregating markers were thus mapped to the same bin (Wu et al. 2008a ). The collection of resulting ordered 261 clusters was taken as the final linkage map for each of the four maternal trees. The end result of the linkage 262 analysis was thus four independent linkage maps, one per maternal tree.
263
Consensus Map Construction and Biological Interpretation 264
We took a two-step approach to the inference of the consensus linkage map. First, the four linkage maps, one 265 for each maternal tree, were combined into a framework linkage map using MergeMap (Wu et al. 2008b ). We 266 constructed a set of weights with which to rank SNP orderings from each map as more or less probable based 267 on the average amount of missing data, where a higher weight meant that the genotype data used to infer the 268 linkage map had fewer instances of missing data (red: 0.05, green: 0.40, blue: 0.15, yellow: 0.40). We focused 269 on only those markers that appeared in three or more of the linkage maps, with the stipulations that two of 270 the three linkage maps be those for the green and yellow libraries and that the amount of missing data in (v. 1.01, annotation V2). Each contig from the assembly was queried against the set of scaffolds comprising 286 the loblolly pine genome using blastn. The hits from each comparison was retained and these top hits were filtered based on query coverage and the percent identity. As a thresholds, we used a minimum of 50% for the 288 query coverage and 75% for the percent identity. The percent identity for the query coverage was set according 289 to the expected number of substitutions between two sequences (2µt, see Nei 1987), where the mutation rate 290 (µ) was assumed to be 1 × 10 −9 substitutions/site/year and the divergence time (t) was assumed to be 291 8 × 10 7 years (Willyard et al. 2007 ). This translated into an average expectation of 16% divergence between 292 any two DNA sequences of loblolly and foxtail pines. We rounded down to 75% to account for a portion of 293 the variance around this expectation. Hits that exceeded these thresholds were transferred as annotations, by approximately 1.66-fold, with a range of a 2.56-fold (red) to a 1.33-fold (yellow) reduction. After filtering, 306 the average length of reads was 88 ± 13 bp, with a range of 40 bp to 102 bp across libraries. The number of linkage groups, which was significantly greater than expected randomly (n = 1, 000 permutations/maternal 347 tree, P < 0.015).
348
Marker ordering within putative linkage groups using MSTmap resulted in extremely long linkage maps 349 (e.g., > 50 000 cM) for each maternal tree. This translated into an average number of recombination events 350 which exceeded 100 per megagametophyte. This pattern is consistent with problems of inference due to 351 missing data and genotyping errors (Ward et al. 2013) . To verify this assumption, data for the blue library 352 were split into two sets of 35 megagametophytes -those with the least amount of missing data and those 353 with the largest amount of missing data. As expected, the inferred recombination distances were 3.5-fold 354 smaller for the maps inferred using the megagametophytes with less missing data. Thus, we followed the The resulting linkage maps for each maternal tree were aligned manually based on the presence of shared 364 contigs. Overall, there was excellent agreement among maps, with only 115 SNPs being mapped to conflicting 365 linkage groups across maternal trees. All 115 SNPs with conflicting group assignments were unique to the 366 red library. These were dropped from further consideration. Within linkage groups, SNPs present in multiple 367 libraries were ordered similarly (pairwise Spearman's ρ > 0.956, P < 0.001), with conflicting orderings 368 having average differences of 5.91 cM (±5.64 cM). Inferred linkage maps for each maternal tree also resulted 369 in SNPs from the same contig largely being mapped to the same position, with an average of only 5.8% 370 of SNPs from the same contig being mapped to a different position. Approximately 94% of the time, these 371 different positions were adjacent on the linkage map. For those SNPs from the same contig that did not map 372 to the same position, the average difference in positioning was 1.64 cM (± 3.01 cM), with no instances of 373 SNPs from the same contig being located on different linkage groups. We thus pruned multiple SNPs per 374 contig by randomly selecting one SNP per contig from the data set and re-estimated the linkage maps for 375 each maternal tree as described previously. The resulting 4 linkage maps were taken as the final estimates maternal tree (n = 296) and the largest number in the linkage map for the blue maternal tree (n = 1101).
384
With respect to average distances between adjacent positions, the linkage map for the red maternal tree had 385 the largest (5.53 cM ± 6.11 cM), while that for the blue maternal tree had the lowest (1.16 cM ± 0.77 cM). 
396
Given this overall similarity, we incorporated the remaining markers into the map by using weighted averages 397 of observed pairwise recombination fractions across maternal trees and inferred a consensus linkage map as 398 outlined previously. Inferred marker positions and distances for the framework markers were highly correlated 399 across linkage groups in this map relative to that inferred using MergeMap and only the framework markers 400 (Mantel's r :> 0.95, P < 0.001). We used this as evidence in support of our approach and the inferred 401 consensus linkage map was taken as the final consensus estimate of linkage relationships for the 20 655 402 unique contigs located in the four maternal tree linkage maps.
403
As with the individual tree maps, K = 12 linkage groups was most consistent with the averaged data. This 404 corresponded to a minimum pairwise LOD score of approximately 5.5 for each maternal tree for markers 405 to be placed within the same linkage group. The consensus linkage map was 1192.00 cM in length, with 406 linkage groups varying in length from 88.44 cM to 108.76 cM (Table S5 ). There were 901 unique positions across the 12 linkage groups for this map, so that the average number of contigs per position was 23 (± 35).
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Supplementary Text
706
A nonparametric permutation analysis was used to test the hypothesis that sharing of polymorphic contigs 707 was greater between maternal trees located in the same regional population. The null hypothesis in this case 708 is that the degree of sharing between trees in the same regional population is not different than between trees 709 in different regional populations. To conduct this test, we constructed a null distribution of the difference 710 between mean within versus mean between levels of contig sharing. This distribution was based on permuta- Fig. S1 The fraction of loci with silhouette values being maximal at each value of K reveals that K = 12 is an optimal clustering solution. For each locus, the maximum silhouette value was determined and the fraction of loci with maximal values at each value of K was plotted. These results are for the yellow maternal tree. Results for the other single-tree, as well as consensus linkage map were qualitatively similar with pronounced peaks at K = 12. 
