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I. Introduction
The CCSDS recommended turbo encoder [1] is a robust candidate for systems with near Shannonlimit [2] performance. Due to its powerful error correcting capability, reasonable complexity, and flexibility in terms of different block lengths and code rates, number of memory element etc., turbo codes are widely used in various wireless systems such as 3GPP, CDMA 2000, IEEE 802.16, DVB-RCS, UMTS and CCSDS.
As a complement to turbo encoding, there are several decoding techniques. Traditional MAP algorithm was too complex to implement in hardware, because the exponential calculus was too complex and huge memory was required for storing the metrics: forward, backward and transition. But Log MAP and its suboptimal version, max log map can reduce its complexity to a great extent [4] [5] . In turbo code, interleaver unit is a random block that is used to rearrange the input data bits with no repetition. Interleaver unit is used in both encoder and decoder part. At the encoder side it generates a long block of data, whereas in decoder part it correlates the two SISO decoder and helps to correct the error. At the decoder side after passing the encoded data from first decoder some of the errors may get corrected, then we again interleave this first decoded data and pass through the second decoder. Here, remaining error may get corrected. The process is repeated for more number of times.Several implementations recently proposed regarding turbo decoder [4] [5] [6] are based on fixed point arithmetic. This paper extends the log map SISO algorithm for the turbo codes used in CCSDS compliant systems as an example.Encoder specifications are based on CCSDS recommendations [1] and decoding algorithm are explained in section [III] and section [IV] respectively.
II. CCSDS Turbo Encoder Structure
The turbo encoder in the CCSDS Recommended Standard [1] is shown in Fig. 1 . The two convolutional encoders in the figure are identical recursive with constraint length K = 5, and are realized by feedback shift registers. The input message is a frame of k information bits. The parity symbols generated by the two component encoders are selected by a puncturing block for a particular rate and are sent along with the uncoded information bits. An interleaver permutes bit wise
Fig1.Turbo system block diagram
The original k information bits before input to the second encoder. The turbo codeblock is terminated by running each encoder for an additional K-1 bit times beyond the end of the information bit frame. Turbo code considered here has the following specifications [ 
III. Turbo Decoder
The block diagram of the turbo decoder is shown in fig.2 .There are two SISO decoder corresponding to the two encoders. The inputs to the first decoder are the observed systematic bits, the parity bit stream from the first encoder and the deinterleaved systematic bit stream, the observed parity bit stream from the second RSC and the interleaved extrinsic information from the first decoder.
Fig2 Turbo Decoder An iterative decoding procedure,in each component decoder is an algorithm that computes the a posteriori probability(APP) of the information symbols which is the reliability value for each information symbol.The sequence of reliability values generated by a decoder is passed to the other one.To improve the correctness of its decisions ,each decoder has to be fed with information that does not originate from itself.The concept of extrinsic information was introduced to identify the component of the general reliability value,which depends on reduntant information introduced to identify the component of the general reliability value,which depends on redundant information was introduced by the considered constituent code.A natural reliability value,in the binary case is the logarithm likelihood ratio(LLR).Each decoder has a number of compute intensive tasks to be done during decoding .there are five main computations to be performed during each iteration in the decoding stage as shown in Fig.2 The computations are as follows (computations in one decoder per iteration)
A.
Branch Metric Unit (BMU) In the algorithm for turbo decoding the first computational block is the branch metric computation. The branch metric is computed based on the knowledge of input and output associated with the branch during the transition from one state to another state.There are sixteen states and each state has two branches,which gives a total of thirty two branch metrics.The computation of branch metric is done using below equation:
(1) only two values are sufficient to derive branch metrics for all the state transitions Where γ[k] is the branch metric at time k,x s [k] are the systematic bits information with frame length N,is the information that is fed back from one decoder to other decoder,z[k] is the channel estimate which corresponds to the maximum signal to distortion ratio, x p k is the encoded parity bits of the encoder, y p [k] is the noisy observed values of the encoded systematic bits.The γ unit takes the noisy systematic bit stream,the parity bits from encoder 1 and encoder 2 to decoder 1 and decoder 2 respectively and the a priori information to compute the branch metrics.The branch metrics γ[k] for all branches in the trellis are computed and stored.
B.
State Metric Unit(SMU) The forward metric α is the next computation in the algorithm,which represents the probability of a state at time k,given the probabilities of states at previous time instance α is calculated using equation (2) α s k = α s ′ k − 1 . γ s ′ ,s s′ ∈s
Where the summation is over all the state transitions s" to s.α is computed at each node at a time instance k in the forward direction traversing through the trellis.α is computed for states 16 states. C.
Backward State Metric -β unit
The backward state probability being in each state of the trellis at each time k,given the knowledge of all the future received symbols,β is recursively calculated and stored.The backward metric β is computed using equation (3) 
D. LLR Unit (LU)
The LLR unit will compute the log likelihood ratios and is in fact an extended version of the state metric unit in hardware where three inputs(a,P,y) are applied to each input adder and the maximum of sixteen inputs are calculated instead of two as in BMU. Log Likelihood Ratio (LLR) is the output of the turbo decoder.This output LLR for each symbol at time k is calculated as 
E .
Extrinsic unit Extrinsic information computation uses the LLR outputs,the systematic bits and the a priori information to compute the extrinsic value.This is the value that is fed back to the other decoder as the priori information. This sequence of computations is repeated for each iteration by each of two decoders.After all iterations are complete,the decoded information bits is a zero.This is because the LLR is defined to be the logarithm of the ratio of the probability that the bit is a one to the probability that the bit is a zero.
IV. Decoding Algorithm
This section will not try to discuss the derivation of the Log-MAP algorithm, which has been described in [7] [8] [10] . This section is intended to present a simplified practical computation method to be implemented efficiently in the turbo decoder. A simplified block diagram of the turbo decoder is depicted in Fig. 2. [8] [9] .
Decoding process for turbo decoder starts with the estimation of a-posteriori probability(APP) for each transmitted bit that corresponds to the MAP probability of that bit [9] [11] . Whenever a demodulated sequence is received, which was corrupted by AWGN channel; the APP decision process allows the MAP algorithm to determine the most likely transmitted bit on each time. The turbo decoding process is performed in an iterative manner, and its basic idea is to use two MAP decoders to decode each turbo code component and obtain soft estimations of the received bits. Obtained soft estimations are interleaved and used by the second decoder to improve the estimation of the information bit. New estimations are sent to the first decoder to complete an iterative sequence after being deinterleaved.
LOG MAP algorithm consists of four main operations: branch metric computation, forward recursion, backward recursion and log likelihood ratio (LLR) calculation. The algorithm takes a block of N received symbols that corresponds to N trellis stages. When the received signal values y k are assumed to be got after BPSK (binary phase shift keying) 1-2c mapping and corrupted by an AWGN channel, the branch probability (gamma) of each transition from state s" to state s has been calculated first. After that, forward recursion (alpha), backward recursion (beta) and LLR calculations have been done [8] [9] .
The decoding process in MAP algorithm performs calculations of the forward and backward state metric values to obtain the log likelihood ratio (LLR) values which have the decoded bit information and reliability values. The LLR values are represented by the following equation.
Where γ,α and β represent the branch, forward and backward state metric values,respectively.The subscript k and S denote time and state. The LLR value (LLR)is calculated by the metric values at all states(S) of time k andl-1.The equation of γ,α and β can be represented to logarithm form below.
Where the branch metric (γ)is calculated by the a priori information (L e ),channel reliability value (L c ),input symbols(x and y1),the systematic bit (u k ,b) and the parity bit (u k ,s) As described in previous section,a priori information is obtained from the LLR value computed in previous decoding process after subtracting the input symbol data and a priori values from the LLR value. In order to make the logarithm function sum functionable, the well known approximation called Jacobi logarithm function is used. Which is given as: ln(e + e )=Max(x,y)+ln(1+e −| − | ). A lookup table can implement the corrective term ln(1+e −| − | ).
V. Simulation Results
Performance of the log map decoder can be evaluated by calculating its bit error rate(BER) corresponding to each Eb/No value. The decoder using Log Map algorithm was simulated using MATLAB platform,from the curve for 1784 input bits the decoder is achieving close to capacity performance.The obtained result is shown below.A RTL Turbo encoder simulated on Verilog is also included . 
VI. Conclusion
The iterative nature of decoding process improves the efficiency of transmission. The data transmission can be made error free by correct design of the decoder. The Turbo decoder can be implemented using LOG Map Algorithm as it is less computationally complex with respect to MAP Algorithm although the Log MAP algorithm is complex it can still achieve a good BER performance. The BER performance can be improved easily by increasing the number of iterations.
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