We address the problem of measuring matching similarity in terms of template matching. A novel method called two-side agreement learning (TAL) is proposed which learns the implicit correlation between two sets of multi-dimensional data points. TAL learns from a matching exemplar to construct a symmetric tree-structured model. Two points from source set and target set agree to form a two-side agreement (TA) pair if each point falls into the same leaf cluster of the model. In the training stage, unsupervised weak hyper-planes of each node are learned at first. After then, tree selection based on a cost function yields final model. In the test stage, points are propagated down to leaf nodes and TA pairs are observed to quantify the similarity. Using TAL can reduce the ambiguity in defining similarity which is hard to be objectively defined and lead to more convergent results. Experiments show the effectiveness against the state-of-the-art methods qualitatively and quantitatively.
Introduction
Relationship between similarity estimation and template matching: Matching similarity estimation is one of the fundamental key problems to many computer vision tasks. Generally, given two input point sets P and Q, a numerical output is required in order to quantify the similarity between P and Q. Each point in the point sets belongs to n-dimensional feature space which depends on specific applications. Template matching, which is a classical problem and has been studied for a number of decades, is a typical application that largely depends on the performance of visual similarity estimation. Template matching can also be expressed in P − Q matching form because any image can be divided into patches and each patch can be treated as a n-dimensional point. In real-world matching scenarios, there usually exist deformation between a reference image and a target image, this requires an algorithm to be able to estimate the visual similarity under unconstrained environment and does not depend on any ideal deformation models (e.g. affine transformation, projective transformation). In addition, external influences, such as occlusion, illumination change and background clutter will increase the degree of non-linearity and the difficulty of template matching.
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Non-parametric way for dealing with appearance-variant matching task: To deal with mentioned problems, instead of deformation-model-based approaches, many works try to improve matching performance in non-parametric way. Among them, the relationship between image patches have been proved as an important property. For a long time, there exists an argument that whether similarity should be treated as a symmetric or asymmetric relation [1] . As an example of asymmetric methods, Hausdorff distance [2] takes the largest distance of all the distances from a point in one set to the closest point in the other set as the output. Formally, max(dmax(P, Q), dmax(Q, P)), where function dmax(P, Q) calculates the largest directed distance which starts from P. As an example of symmetric methods, Best-Buddies similarity (BBS) [3] finds that a pair of points plays an important role in matching if each point is the nearest neighbor of the other. Formally, ∑ P ∑ Q bb (p, q) , where function bb(p, q) equals to 1 if point p and q are each other the nearest neighbor, and otherwise equals to 0. Either symmetric way or asymmetric way reveals an important principle that when estimating the similarity between P and Q, quantifying point-wise relationship usually yields better performance than taking a distance measurement after extracting feature of whole P and Q separately. Problems in conventional methods: However, most of the conventional methods burden with manual designed matching mechanisms. The drawback is obvious because for all kinds of foreground models, there is only one predetermined method can be used to estimate the similarity, which is difficult to be redesigned when confronted with failure. Our contributions: We propose a data-driven method called two-side agreement learning (TAL) based on the assumption that to each specific combination of foreground and background in the template, there underlies an appropriate matching mechanism. With a given matching exemplar, we extract a single positive sample and a large number of negative samples for learning. The contributions can be concluded as follows:
• We design a symmetrically tree-structured model which contains two randomized clustering tree (RCT) as shown in Fig. 1 .
• We propose a new unsupervised quality measurement method for node splitting of RCT, which is formulated in Eq. (11).
• A cost function is proposed for model selection, which is formulated in Eq. (13).
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• Based on the above model, a data-driven distance estimation method is proposed, which is formulated in Eq. (2).
• The effectiveness of the proposed method is proved both with synthetic data and real images.
Related Work
In this section, we mainly review the related works from two points of view. In Sect. 2.1, similarity estimation methods with respect to template matching are reviewed including parametric and non-parametric ways. In Sect. 2.2, similarity learning techniques are reviewed which may easy to be confused with the proposed method, and the difference is also described.
Similarity Estimation for Template Matching
Paramatric matching: Classical methods, based on such as SAD, SSD, NCC, and ZNCC have been widely applied [4] - [6] . Lucas, et al. [4] proposed parametric optical flow to estimate inliers between a template and a target. Further developed by feature-based methods, Lucas and Kanade's framework has become an essential approach in many matching problems. C. Zhang and T. Akashi [5] proposed a stochastic method to search the 2D affine parameters efficiently with a fitness function of SAD. D. J. Tan, et al. [7] modelled 2D deformation with the cubic B-Splines. Larger number of control points are required if more complex deformation want to be matched. Most of the parametric methods can hardly be applied to "wild" images which may contain incalculable and unpredictable deformation. Non-parametric matching: As a common solution, histogram matching (HM) [8] - [10] plays an important role in non-parametric template matching. HM can deal with deformable matching problem by disregarding the geometric relationship between pixels. In addition to mentioned methods [2] , [3] , Y. Rubner et al. [11] introduced a function named Earth Mover's Distance (EMD) to measure the minimum cost that must be paid from one point set to another. EMD allows partial matches, which means it is robust with occlusion and clutter. D. Simakov et al. [12] proposed bidirectional similarity (BDS). BDS considers two point sets are similar if all points of set P are contained in set Q and vice versa.
Similarity Learning
Instead of using predefined metrics such as Bhattacharyya coefficient, Kullback-Leibler divergence, a majority of similarity learning methods focus on learning metrics based on Mahalanobis distance or bilinear similarity [13] , [14] . Differently with metric learning methods, our method attempts to learn a measurement over each data point instead of each feature channel. [15] use linear SVM to learn data-driven "uniqueness" from a single positive sample and a very large negative set of samples. The uniqueness is than used to quantify the similarity. However, it is hard to be applied on template matching since it only works based on the precondition that each pair of image patches is roughly spatially consistent.
Our Approach

Problem Setting
If we treat a patch of an image as a multi-dimensional point, and a template as a point set which includes multiple points, then the template matching problem can be converted to general P − Q form:
, where p i , q j ∈ R d and M is the number of patches a template can be divided. The number of feature dimension d is proportional to the patch size. For a pz × pz image patch with RGB feature, d = 3 × pz × pz. For clarity, we only use color feature in this paper to concentrate on the analysis of matching mechanisms. Under exhaustive slidewindow-detection framework, the goal of our approach can be formulated as:
Where P is the template extracted from a reference image and Q is the candidate area within each search window of the target image. Distance function T AD will be introduced in the next section.
Two-side Agreement Distance
The basic form of TAD can be presented as:
Where function d is an asymmetric distance measurement function based on two-side agreements, which can be specifically defined as: 
Where L denotes the spatial location of each image patch with respect to the image coordinate, C denotes which leaf node an image patch reaches. p C i equals to q C j when the two nodes that p i and q j reach can be connected by a twoside agreement. q j is randomly selected from the candidates which meet the conditions when
because either of them has the possibility to be matched with p i . In the right part of Fig. 1 , some examples of calculating d(p i , Q) have been shown. The combination of leaf nodes can also be seen as a number of compact clusters. The remained problem turns out to be how to assign each image patch s into each leaf node such that TAD of positive sample and negative sample can be distinguished at the most. We wish to learn a function with input s and an output of reached leaf cluster:
and extend f to a symmetric model:
3.3 Two-Side Agreement Learning
As mentioned in Sect. 1, we take both the advantages of tree designs of density forest [16] and random forest [17] to model function f with randomized clustering tree (RCT). Positive sample and negative samples are sampled from the foreground and background models of the training image respectively. Similar with ranking metric learning, the template is known to be more similar with the positive sample than the negative samples. The tree construction process is based on the binary random tree [17] . The difference is, we redesign the information gain (Eq. (11)) which can use unlabelled samples to determine a hyperplane (Eq. (12)) for node splitting. Node splitting: RCT is a full binary tree with each internal node initialized with a set of N random tests
. Each random test can be treated as a candidate hyperplane that can divide the data of the node into two parts. Specifically,
Where S m denotes a sample set of a certain node. S L and S R represent the sample sets that belong to a left child node and a right child node respectively. A best splitting hyper-plane ⟨φ i ,θ i ⟩ is selected according to a quality measurement. For labelled samples, entropy or Gini index are usual choices for the quality measurement. However, in our case, although P, Q are labelled as positive or negative, image patches p i , q j are not labelled. This requires us to define an unsupervised quality measurement to select a suitable hyper-plane.
Unsupervised quality measurement:
The density forest provides an unsupervised quality measurement method under the assumption that the data in each node distributes with Gaussian distribution [16] . The general information gain with respect to a node's sample set S and a random test is defined as:
As the extension of information entropy, general differential entropy is defined as:
Where g(x) is a general distribution function. With the assumption that the data in the sample set S obey a multivariate Gaussian distribution, the above equation can then be rewritten by replacing g(x) with Gaussian:
Where c is a constant number equals to 1 2 log(2πe) d . The differential of multi-variate Gaussian entropy H is then defined by the determinant of the covariance matrix Σ ∈ R d×d , which can be seen as the volume of the hyper-ellipsoid that bounds the uncertainty of the data distribution. Substituting Eq. (9) into Eq. (7), we can get:
Since the value of first term 1 2 log det(Σ(S )) is fixed as long as the sample set S of a node is fixed, it is not needed when maximizing I for selecting a best random test with respect to a given node. Note that Σ(S ) is the covariance matrix calculated from observation (real data), and the real data can distribute in a more complex way. It has been pointed in [18] that such measurement has the problem of rank-deficiency, and suggests to use the trace of covariance matrix instead of determinant. Although it has been argued in [19] that trace is not suitable for covariance based metric due to the lack of invariance to scales and sensitiveness to the parameters, it is not the problem in our case because the RGB color feature is naturally well scaled by itself. In addition, we add two penalty terms to avoid splitting off degenerate clusters and ensure a full binary tree can be built. Based on the above discussion, Eq. (10) can be rewritten as:
Where function centroid(·) returns the centroid of input sample set, λ 1 and λ 2 are constant numbers. The first weighted penalty term avoids an internal node to generate hyperplanes that split off extremely unbalanced child nodes. This is important for RCT since every node other than the leaf nodes should has two child nodes. The second penalty term is similar with [18] , it increases as the centroid of two child nodes get apart and samples in each child node distribute closely with the centroid. With unsupervised quality measurement defined, we can select a best hyperplane by maximizing the I ′ : Cost function for tree selection: Slide-window search leads to dense matching which requires efficient similarity estimation. Considering the computational cost, we select a best symmetric RCT model from candidate model set
instead of performing weighted combination of each independent model's result. Given positive sample set S pos and negative sample set S neg , the cost function is defined and the tree model with minimum cost function value is selected for matching:
Where a L2 regularization term weighted by λ is added to avoid the situation that ∑ Q∈I neg T AD(P, Q) and ∑ Q∈I pos T AD (P, Q) are both too small.
Analysis
The central point of this section is to generate synthetic numerical samples from two different mathematical distributions (Gaussian distributions) and check whether two samples drawn from the same distribution has higher similarity score then the two samples which are drawn from two different distributions. We first visualize the matching results in 2D case (d=2) and then calculate the matching expectation of TAL with 1D case (d = 1). The state-of-theart alternative [3] is compared in both cases. 2D case: Points of positive samples (foreground) and negative samples (background) are drawn from two different multivariate Gaussian distribution N(µ, Σ) respectively. Each sample and template consists of 50 2D data points. We prepare 3 kinds of distributions for generating data: for distribution A, µ = (4, 3), Σ = (2, −1; −1, 2); for distribution B, µ = (3, −3), Σ = (1, 0; 0, 4); for distribution C, µ = (4, 3), Σ = (3, 0; 0, 3). Distribution B and C are both used to draw background points, the difference is, since C has the same µ with A, the background points are much more mixed with the points of foreground generated by A comparing with B. Figure 3 visualizes the matching results. As we can see, the matching results of TAL (Fig. 3(c) and 3(g) ) does not contain any points of negative sample, this indicates that negative samples can be sensitively distinguished from positive samples by TAL even the background is mixed with the foreground (Fig. 3(f) ). On the other hand, although BBS can less rule out the points of positive sample ( Fig. 3(d) ), it confuses with mixed background (Fig. 3(h) ). Furthermore, we randomly generate more pairs of test data to validate two methods' distinguish ability between positive and negative sample, the statistical result is shown in Table 1 . As we can see, in the case of generating background with distribution B, both TAL and BBS can distinguish between positive and negative sample well. When it comes to the case of distribution C, TAL has better distinguish performance. 1D case: To prove TAL as a better method, we have to show that 1) the expectation of two data points to be matched is highest when two points are sampled from the same distribution. Conversely, the expectation drops when two points are sampled from two different distributions; 2) Expectation of TAL drops more sharply when two distributions leave each other. At first, we generate a point set P under normal distribution N(0, 0.1), |P| = 1000. Similarly, we generate Q under N(µ, σ), where µ ranges from 0 to 2 at 
Fig. 5
Influence of the number of negative samples. The number of negative samples varies from 1 to 1000. The number of positive samples is set to 1, the tree depth is set to 3 and the dimensionality of each sample is set to 100. Heat maps of the matching expectation are shown. Each heat map is generated by models with different number of negative samples.
intervals of 0.05, σ ranges from 0.1 to 1 at intervals of 0.01, and |Q| = 1000. We calculate BBS (P, Q)/1000 to approximate E(BBS (p i , q j )), T AL(P, Q)/1000 to approximate E(T AL(p i , q j )). As we can observe from Fig. 4 , 1) in both (b) and (c), higher expectation can be observed when parameters (µ, σ) are closer with (0, 0.1); 2) In (b), the expectation drops faster than (c) when (µ, σ) increase. These two observations show that TAL is more sensitive with the difference between distributions and thus results in better performance.
Influence of the number of negative samples: In general, the number of negative samples affects our algorithm from two perspectives: 1) With more negative samples, the clustering ability of RCT tree increases as information gain can be more reasonably calculated from more sufficient data for node splitting. 2) With more negative samples, the cost function can be calculated from more samples thus contributes to selecting a better model. However, increasing the number of negative samples can not always improve the performance of algorithm. With shallow depth of RCT tree, the number of internal hyperplanes is not enough to divide the data into "pure" clusters and the number of leaf nodes is also not enough to hold all kinds of clusters. In this condition, increasing the number of negative samples will conversely reduce the performance. We visually show how the number of negative samples affect the whole performance of our algorithm in 1D Gaussian case, which is shown in Fig. 5 . Under ideal conditions, highest expectation should be observed at top left, where µ = 0, σ = 0.1. As we can observe from Fig. 5 , when the number of negative samples is 1, the high values of expectation do not gather on the top left area. When the number of negative samples increases to 100, the high values gather most closely on the top left area. However, further increasing the number of negative samples can not make the high values gather more closely due to the limitation of tree depth. This observation well supports our explanation on the influence of the number of negative samples.
Implementation and Complexity
In this section, we analyze the complexity of our algorithm, which can theoretically reflect the processing speed and memory cost. Instead of constant number, TAL dynamically determines patch size pz according to the size of template (ranges from 2 to 5 pixel in the experiment). The influence of pz and template size can be concluded as: in case of small template, large pz will lead to insufficient patches for training a reliable model. In case of large template, small pz will make each patch feature-less and burden with high computational cost in training stage. The stride of sliding-window-detection is set to the size of single image patch. Besides, calculating TAD over each detection window independently will result in redundant computation since detection windows always share image patches with each other. To improve the efficiency, we construct a buffer vector C where C j = q C to assign each non-overlapped image patch of the target image to the according cluster in advance. The size of P and Q depend on the size of template, the patch size pz, and the stride parameter of detection window. Assuming that a target image can be divided into k × k non-overlapped image patches, and a template can be divided into k ′ × k ′ image patches, by using buffering vector, the complexity reduces from O(k
. Each splitting operation with hyper-plane has complexity of O(d), we randomly select 5 channels from the patch feature instead of full d-dimensional feature to construct each hyper-plane. With depth of tree given by D, the main complexity for matching a target image is O(Ddk 2 ). The D is set to 9 during the comparative experiment. On the other hand, BBS is a symmetric matching method and it needs to compute full d-dimensional Euclidean distance between each patch in the template and each patch in the target image, thus it has complexity of O(dk ′2 k 2 ) using buffer matrix, which is larger than TAL.
Experiments
Qualitative Evaluation
Influence of hyper-parameters: Main hyper-parameters of TAL include tree depth, number of trees, number of random tests, and number of feature channels for splitting. In Fig. 6 , we take an example of matching and plot the according likelihood map to analyse the influence of tree depth. We can see that when the depth is small, multiple local optimums can be observed. With increase of the tree depth, the number of negative local optimums decrease while the positive optimum remains. As a conclusion, we state that deeper structured tree can better distinguish between positive and negative sample. Based on the matching example shown in Fig. 6, Fig. 7 shows the change of cost function value with respect to the tree depth and the number of candidate trees respectively. As we can see, both increasing the tree depth and number of candidate trees can reduce the cost function value and thus contribute to selecting a better model. Considering the computational cost, we set tree depth as 9 and the number of candidate trees as 100 in the experiment. Robustness with multi-view geometry: In real-world applications of non-parametric template matching (e.g. 3D reconstruction, product inspection), the key characteristic expected by users is the ability to handle matching tasks that not limited to ideal geometry models. We use the famous multi-view sequence Graffiti † to evaluate this characteristic and plot the results of TAL, BBS and SSD in Fig. 8 . As we can see, both TAL and BBS can deal with template matching under multi-view environment. However, in the case of the last target image, which exist large deformation caused by drastic view point change, BBS fails in matching while our method can still keep successful. As a baseline method, classical SSD cannot deal with multi-view situation well.
Quantitative Evaluation
We use the benchmark † built by [3] to evaluate our method quantitatively. This benchmark is inherited from online tracking benchmark [20] . In this benchmark, various difficulties in real scenes have been taken into account (e.g. illumination variation, occlusion, deformation, background clutter), and it is more challenging for global template matching task than ROI based online tracking task. There are 105 pairs of template and target image in this benchmark in various sizes. Each pair consists frame t and t + 20 of a sequence as template and target image respectively, and t is randomly selected. Additional training frame for TAL is selected from [t + 15, t + 19] ∪ [t + 21, t + 25] randomly. Only one kind of random seed is used throughout the experiment. The ground truth bounding boxes are annotated manually with a semantic foreground defined.
We use the overlap rate to judge whether a matching result is successful by referring to the ground truth. Specifi- cally, the criteria used by PASCAL challenge [21] is applied to calculate the overlap rate:
Where BB re represents bounding box of result and BB gt represents bounding box of ground truth. area(·) is a function to count number of pixels within the input area. Based on the overlap rate, we can obtain the answer about whether a matching result is correct or wrong by setting a threshold. Specifically, answer = { 1 if overlap rate > threshold 0 otherwise .
Finally, success ratio = #{answer|answer = 1}/#tests is taken as the accuracy criterion. All the experiments have been done on a PC equipped with Intel Core-i7 2.9GHz and 16 GB RAM. We compare our method with both classical methods and state-of-the-art methods. Classical methods such as SAD, SSD, HM and NCC have been comprehensively studied in [22] . Among recent methods, BBS [3] , LRC [23] , BDS [12] are patch based similarity measurements, which are closest to our method. Other methods include EMD [11] and HOG [24] . HOG is extracted as a dense feature and combined with SSD during the comparison. Figure 9(a) illustrates the comparative result of accuracy at a glance. The threshold of overlap rate is dynamically changed and each threshold corresponds to a success ratio. Each curve represents a method's result. We can observe from Fig. 9(a) that the curve of TAL outperforms the other methods overall. Especially, when threshold equals to 0.5, which is a widely-used criteria in detection or matching tasks, TAL nearly improves the accuracy by 6% and 3% comparing against BBS and LRC respectively. When threshold equals to 0.6, TAL nearly improves the accuracy by 9% and 4.5% comparing against BBS and LRC respectively. Also, we plot the overlap rate of TAL and BBS case by case in Fig. 9(b) . We can see that in most of the cases, TAL can improve the performance comparing against BBS. Figure 10 shows some matching results on the benchmark. The likelihood maps generated by TAL converge on the ground truth more than ones generated by BBS.
Conclusions
In this paper, we introduced a new method called Twoside agreement learning (TAL) to improve the accuracy of non-parametric template matching with a single matching exemplar for training. We compare our method against several widely used methods on public benchmark and show the effectiveness. TAL can work well under real-world scenes and make user easier to define the "similarity" since a matching exemplar is allowed to be provided.
Our method can fail when extreme changes occur between template and target image as well as other methods do. For example, drastic scaling change, illumination change, occlusion, etc. Part of the reasons are that we only use RGB color feature rather than many state-of-the-art features such as SIFT, HOG, etc. After TAL has been proved as effective, integrating such features can further improve the accuracy and contribute to many computer vision tasks which may benefit from object localization.
