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SYNOPSIS  
The 2007 International System Dynamics Conference (ISDC) was the 25th 
International Conference and also celebrated the 50th year of the founding of the 
field of System Dynamics (SD). It was held July 29th – August 2nd, 2007 in The 
Seaport Hotel at Boston, MA, U.S.A. Preceding this milestone event, for a full day on 
Sunday, July 28, 2007, exciting presentations were made and lively discussions held 
on the platform of The Ph.D. Colloquium. While the colloquium has become a regular 
feature of the ISDC, the 2007 Colloquium was also special in several ways; 
• It featured the largest numbers of papers and posters presented by doctoral 
students. To accommodate all the selected papers, four parallel sessions were 
organized, as are characteristic of mainstream conferences. 
• It hosted the largest audience in any year. At any time, there were from 50 to 
110 graduate students and faculty in attendance. 
• It had a richly-formatted portfolio of plenary, parallel, and poster sessions. 
• Invited presentations and a thematic panel discussion featuring accomplished 
SD faculty were well positioned in the context of the colloquium and the 
conference. 
• A student chapter meeting with over 30 representatives and officers and 
elections for 2008 concluded the formal event. 
• Doctoral students from graduate institutions in three continents presented 
(Australia, Europe, and North America). Ethnic origins of presenters and 
audience reflected all six continents.  
Given that this Colloquium was exclusively designed, developed, and delivered by 
graduate students coordinating well in advance across geographies, it is admirable to 
see its excellent outcome reflecting superior content and critique. The moving spirit 
propelling this forward were two outstanding Ph.D. students, Stefan Groesser of 
University of St. Gallen and University of Berne (both Switzerland) and Chintan 
Vaishnav of M.I.T. (U.S.A.), who voluntarily organized the Colloquium for many 
months. Their passion for quality SD and personal high values were reflected in the 
excellence defined by this Colloquium and the degree of responsibility they effectively 
executed in a globally integrative endeavor.  
Professor Jay W. Forrester, the founder of the field of system dynamics, attended 
part of the Colloquium with interest, even when he had other commitments that day.  
The impact of this milestone Colloquium will be felt for sometime in both, the 
emerging SD ideas, hypotheses, and theories that were presented and discussed as 
well as the benchmark this event has set for future colloquia. 
SPECIFICS  
This Colloquium flowed as follows: 
• Invited keynote presentation  
• Three plenary sessions 
• Six parallel sessions, each featuring one plenary speaker 
• A poster presentation session 
• A reflective panel discussion 
• Student Chapter meeting 
1. Invited Keynote Presentation  
Prof. John Sterman (M.I.T.) was invited to present his thoughts on building good 
foundations for an academic career in system dynamics. John titled his presentation 
“The System Dynamics of System Dynamics: A System Dynamics Approach, or, How 
to Succeed in Modeling with a lot of Trying.” While a long title, it was an 
personification of how John thinks and wants the community to be sincere about the 
field. As the subtitle indicated, John focused most of his comments on best practices 
in modeling and the common pitfalls we SDers have a tendency to encounter. He 
described 10 bad practices (7 in modeling and 3 in attitude) that he has seen over 
the years that many SDers and potentials SDers unknowingly inculcate but that these 
practices should be caught and forbidden. “We have all made and seen some of 
these errors but must seriously watch out for.” John then shared 10 critical success 
factors for building a sound basis for an academic career in SD. Amassed from the 
learning of many1 over the past 50 years and his own observations of SD students, 
these factors were a portfolio of do’s, don’ts, and guidelines that affected the entire 
academic career beyond modeling and into academic publishing, refereeing, and 
integrating SD into and with other fields. As is characteristic of John, he was 
informative, instructive, reflective, and entertaining – all at the same time. 
2. Three Plenary Sessions  
There were two plenary sessions in the morning and one in the afternoon. Each 
plenary session featured two full-time Ph.D. students pursuing their doctorates in SD 
and/or applying SD to address issues in various domains of social science. During 
the plenary, students presented highlights of their research agenda, the approach 
they are taking, and their emerging findings. Each took up to five questions and 
comments from the audience. A plenary session was followed by two parallel 
sessions where each of the two plenary presenters got a full session to delve deeper 
into the research details (see Section 3 below). This “every speaker gets his/her own 
full session” approach enabled the topics to be explored in details – as much as time 
would allow – and became the basis for a two-way exploratory dialogue between the 
presenter and the audience. The plenary sessions were alternately moderated by the 
organizing doctoral students, Stefan Groesser and Chintan Vaishnav, who then each 
moderated a parallel session. 
The six plenary presenters and their research areas included: 
• Gokhan Dogan (M.I.T.): Improving Product Quality 
• David Lyell (U. New South Wales): A Dynamic Balanced Scorecard for 
Managing Health Systems Performance 
• Chintan Vaishnav (M.I.T.): The End of Core: Should Disruptive Innovation in 
Telecom Invoke Discontinuous Regulatory Response? 
• Matthias Muller (U. Berne2): Towards a Conceptualization of the Diffusion of 
Energy-Efficient Renovations in Switzerland’s Built Environment 
• Swibert Miczka (U. Mannheim3): Looking at System Dynamics from a 
Resource-Based Point-of-View: Can SD Models Become a Source of 
Competitive Advantage?  
• Nicole Zimmermann (U. Mannheim): System-Dynamical Analysis of Systemic 
Mutability and Commitment in Organizational Changes 
Summary of each presentation is described within a paragraph in the next section on 
Six Parallel Sessions. For details, please read the paper or contact the 
author/speaker directly. 
3. Six Parallel Sessions – one per plenary speaker  
Parallel sessions generated rich discourse and brought diversity of thought to each 
topic. Both, the breadth and depth of discussion handled by the speakers and 
moderators cast the topics under sharp focus and positioned these in different ways 
within the various fields of research. Accomplished academics in the audience and 
critics (yours truly also included) asked piercing questions and provided critique that 
was positively received.  
Gokhan Dogan (M.I.T.): Improving Product Quality 
Gokhan displayed the typical analysis of product quality and failures (e.g., defects per 
machine). This was related to the traditional product lifecycle where time delays 
affect the decision quality and one needs some rules of thumb to prioritize failures 
(defect → delay → failure). This especially relates to field failures and the projects set 
up to fix them. Cost v. Benefit tradeoffs are also implied in how many engineers, for 
example, does a firm need to fix field problems. This goes on to related 
considerations like, how many projects should a company be working on 
simultaneously. Policy questions driving his research are: How should product quality 
problems be prioritized? How should this process be managed? What is the best 
practice? How do we know we are working on the right problems? 
David Lyell (U. New South Wales): A Dynamic Balanced Scorecard for 
Managing Health Systems Performance 
Beginning with a simple – yet powerful – statement that the human (body) is one 
system but in health care it is broken into mutually exclusive boxes for analysis, 
David went on to say this is similar to the health care (HC) system of modern times 
where the system is not always seen as a whole. David’s focus is on assessing the 
performance of HC systems, especially investigating the long-term drivers of 
successful performance. He admits that this is a complex problem and an SD 
approach is a step closer to being in the wholeness aspects of the real system. This 
is relevant today from a cost-benefit perspective but also in the long run as 
population ages and demands draw heavy on existing HC systems. He has assessed 
various instruments that measure HC performance and is working on a dynamic 
balanced scorecard (Dynamic BSC) in Australia. 
Chintan Vaishnav (M.I.T.): The End of Core: Should Disruptive Innovation in 
Telecom Invoke Discontinuous Regulatory Response? 
As new technologies take over the telecommunications landscape, they are making 
disruptive changes to the traditional core that had been protected by regulation for a 
long time until just a few years ago. The impact is significant as it relates to the 
architecture and ownership of the network in an increasingly fragmented value chain. 
It will affect how wealth will be generated and shared and migrated in new ways. 
Issues also relate to public safety and security. Chintan has developed a framework 
for analyzing voice over Internet protocol (VOIP) vs. public switch to network (PSTN) 
architecture. His dynamic, multi-sector framework (CLDs and SFDs) is also helping 
understand the effects of migration towards end-devices with reduced role of core. 
Self-regulation – as it happened in the case of Web technologies – may be one 
possibility. A play across reinforcing mechanisms and balancing (regulation-related) 
mechanisms will be crucial in developing proper policy design that is not easily 
possibly through other, linear methods. 
MatthiasMuller (U. Berne): Towards a Conceptualization of the Diffusion of 
Energy-Efficient Renovations in Switzerland’s Built Environment 
A very interesting study in the Zurich, Switzerland area, Matthias looks at the effect of 
commercial buildings on the environment. There may be leverage in planning the 
maintenance of old buildings to reduce carbon dioxide (CO 2) emissions as well as in 
designing future buildings for reduced emissions. In a carefully planned multi-
disciplinary research (bringing together economics, innovation, marketing, 
psychology, etc. sectors), Matthias is putting the building manager in a central role to 
explore the alternatives for better, more environmentally-friendly commercial building 
maintenance planning. This is especially relevant when it is too much hassle to 
change existing, aged designs; one needs sophisticated planning to make changes 
that are functionally effective while also economically profitable. In addition to SD, 
Matthias is using soft systems and other tools.  
Swibert Miczka (U. Mannheim): Looking at System Dynamics from a Resource-
Based Point-of-View: Can SD Models Become a Source of Competitive 
Advantage? 
For some time now, SDers have been excited about the possibilities of advocating 
the SD approach in the corporate domain. Since the rebirth of the resource-based 
view (RBV) of the firm, most methodologies have wanted to fully explain the 
capabilities of a company and how it plays as resource (or constraint) in the 
implementation of strategy. Even in communities outside SD, different people are 
beginning to talk about using SD if they can communicate it in the language of their 
audience. Swibert is exploiting commonalities between RBV and SD while also 
making connection points wherever accumulation (and preservation) or resources 
take place as well as where a long-term approach is utilized. There are two lines 
Swibert is analyzing; the model and the modeling process (e.g., knowledge elicitation 
and integration). 
Nicole Zimmermann (U. Mannheim): System-Dynamical Analysis of Systemic 
Mutability and Commitment in Organizational Changes 
Change is as old as human perception of it. Both, change and addressing change 
confound policy makers, strategists, and managers. The perennial question has 
been: Why do change efforts fail (at least, most of the time)? Change failure has 
puzzled everyone. Nicole has set herself up to take on the missing element of 
combining several reasons for change inefficacy (in contrast to the notion that there 
is one or two prevailing factors that must be looked into). Defining new concepts like 
‘mutability’ as the capability of a system to change, efficacy, etc. Nicole is bringing 
together a systemic explanation of change failure and how we can get to deeper 
interconnected reasons in a system to change and relieve employee resistance to 
enhance commitment and trust. 
Collectively, the plenary and parallel sessions were a treat to SDers in revisiting 
various themes that form new perspectives and define new areas for research. 
4. Poster Presentation Session  
Unlike the general poster session in the main conference itself, the Colloquium 
Poster Session was highly selective to eight posters and including only Ph.D. 
students and advisors.  
The eight poster presenters and their topics included: 
• John Ansah (U. Bergen4): The Dynamics of Indebtedness and Integrated 
National Development Planning in Less Developed Countries – The Case of 
Ghana 
• Salima Delhoum (U. Bremen5): The Choice of an Order Fulfillment Ratio 
Function for Inventory Control Models – The Case of the Supply Net Game 
• Rajat Dhawan (U. Sydney6): Systems Thinking and Modeling: If, What, and 
How do They Influence Our Decisions 
• Gary Linnéusson (U. Skövde7): Manufacturing Organization Development 
Efficiently Using System Dynamics 
• Angèle Pieters ( Tilburg U.8): Using Group Model Building with Many 
Independent Organizations to Create Integrated Health Care Networks 
• Martin Rafferty ( London South Bank U.9): Reductionism, Holism, and System 
Dynamics 
• Rosemarie Sadsad (U. New South Wales10): Using Multi-Scale Systems 
Simulation to Evaluate Health Record Solutions to Improve Medication Use by 
the Elderly in the Community 
• Timothy Taylor (Texas A&M U.11): Influence of Expert Domain Knowledge on 
Public Policy and Natural Systems 
Descriptions of these posters are provided on the System Dynamics Society Website 
as well as the contact email addresses of the presenters. 
5. A reflective Panel Discussion  
The organizers of the Colloquium arranged a very exciting panel discussion inviting 
five accomplished SD academics to take on the theme: “Academic versus Action 
Research in System Dynamics.” 
This was set up in a two-viewpoint discussion:  
• Profs. Ed Anderson and Rogelio Oliva taking the stance of Academic 
Research, 
• Profs. Andy Ford and Peter Senge with the Action Research stance, and 
• Prof. George Richardson moderating and summarizing the panel discussion. 
The Academic Research in SD side opened the discussion with Rogelio Oliva setting 
an excellent stage by highlighting the characteristics of SD; interactive, multi-
disciplinary, boundary expanded, and problem oriented. He then shared the 
characteristics of Action Research; strong social science tradition, and depicted its 
framework and application applied/bridged by process methodology. Granted the 
differences and similarities however, the realities of tenure track and academic 
promotion are narrow which is counter to SD’s approach. Therefore it would be 
prudent to simplify models to 1-2 loops and/or become a dominant expert in an area 
using SD, integrating fragmented domains. 
Then, the Action Research in SD side opened their discussion by Andy Ford 
mentioning that engineering uses dynamic feedback explicitly. In social sciences, he 
postured that what was once done as group study with no modeling was very helpful; 
in fact, those discussions were strong and one could see them as generically rich in 
SD as stories. People saw the vicious circles even though these were called “the 
problem triangles” but nobody simulated these. 
Back to Academic Research in SD, Ed Anderson suggested the ‘wait till you have 
leverage’ approach. His own success in using and advocating SD came after he got 
his tenure and then he had the option to do whatever he liked and chose to freely use 
SD and publish in it as well. “I was not stealthy but used my SD with an OM 
language, math that doesn’t look like SD in form. ... So, find an area, get to know it 
well, make friends and alliances in it, use SD to address some of their issues, and 
then beat the problem to death till you own it.” Ed also suggested all Colloquium 
participants to (re)read of “Scientific Revolutions12” so as not to be in normal science 
but in breakthroughs. 
Finally, Peter Senge from the Action Research in SD side added on that normal 
social science is a subset of action science. He mentioned the work of Kanter; you 
need a theory of the thing and you need a theory of change. The policy – which 
resides in our mental models – is the bridge between the theory of things and theory 
of change. So, how do mental models change? These are habits of thought and 
action. And, the meta theory of change is in reflection. Only by drawing into the 
process of reflection do we change as we are able to ask ourselves questions like: 
Am I a part of the problem? Are my judgment and activities counterproductive? It is 
not bad luck; rather it is the lack of reflection that fails us. Peter quotes a Chilean 
scientist, Humberto Maturana13: “It is only through reflection that history changes.” 
George Richardson wrapped up very well by assimilating the common thoughts and 
differences. “It is a disciplined process of observation,” “framework without people is 
useless,” and “”usefulness is the ultimate criterion; when will we have a social 
science?” 
6. Student Chapter Meeting  
The Student Chapter of the System Dynamics Society met after the Colloquium and 
panel discussion. The 30+ paid members present conducted various business of the 
chapter and elected new officers to four offices for the coming year. Results and 
details may be found on the Web in the Student Chapter area. 
1 For example, Jørgen Randers (Ed.), “Elements of the System Dynamics Method,” 
The MIT Press, 1980. 
2 University of Berne, Switzerland. 
3 University of Mannheim, Germany. 
4 University of Bergen, Norway. 
5 University of Bremen, Germany. 
6 University of Sydney, Australia. 
7 University of Skövde, Sweden. 
8 Tilburg University, The Netherlands. 
9 London South Bank University, UK. 
10 University of New South Wales, Australia. 
11 Texas Agricultural & Mechanical University, U.S.A. 
12 Thomas Kuhn, “The Structure of Scientific Revolutions,” The University of Chicago 
Press, 1970. 
13 A Chilean biologist whose work extends to philosophy, cognitive science and even 
to family therapy. “Living systems are cognitive systems, and living as a process is a 
process of cognition. This statement is valid for all organisms, with or without a 
nervous system.” Metadesign.  
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Abstract 
 
The research interest of the dissertation focuses on the analysis of the effects of learning 
laboratories on the control of inventories. Learning laboratories aggregate a simulation 
game (or management flight simulator); such as the supply net game developed in the 
thesis, and a systems thinking intervention based upon mental model elicitation 
methods, for instance the left-hand column method. In this paper submitted to the 2007 
Ph.D. Colloquium, the focus is on one aspect of the doctoral thesis, namely the choice 
of an appropriate function for the order fulfillment ratio function because it can greatly 
contribute to the results obtained in respect to the performance measures of the 
production network. The paper proceeds to present and analyze two order fulfillment 
ratio functions. The first was adapted for the supply net game whereas the second was 
suggested for the beer game in the system dynamics literature. Results are paralleled in 
respect with two performance measures of production systems namely inventory costs 
and the capacity utilization of the machines embedded in the production lines. 
 
Keywords 
 
Bullwhip effect, elicitation methods, learning, production network, simulation games, 
and system dynamics 
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Introduction 
 
The paper proposes the review of the methodology used to find an adequate order 
fulfillment ratio function for a simulation game, called the supply net game, based on 
the structure of a production network. This simulation game is offered to decision 
makers and students as a training tool with the objective to increase their inventory 
control skills and let them grasp soft skills such as collaboration & cooperation as well 
as communication in dynamic systems in general and distributed production systems in 
particular. The model describes a four-factory production network in which every 
factory disposes of four parallel production lines. A line comprises a work-in-process 
(WIP) of raw materials or semi-finished products and a stock of finished items. 
Incoming supplies are delivered in the WIP, after that, they are manufactured by a 
machine, and then they are sent to a stock of finished items ready to be delivered to the 
customer. Extensive details about this model are provided by Scholz-Reiter and 
Delhoum (2006). Moreover, this simulation game is part of a controlled experiment 
whose subjects are divided into control and experimental teams made up of four players 
each. In that, the subject plays the role of a scheduler and endeavors within the team to 
minimize the inventory costs caused by the products on hold or those backlogged. The 
control team experiences the simulation game only whereas the experimental team 
undergoes a mental model elicitation before it runs the simulation game. This protocol 
evaluates the effect of the learning lab (elicitation and simulation game) on the task of 
inventory control. Preliminary results about this learning lab, which is included in a 
workshop, are discussed in Scholz-Reiter and Delhoum (2007). 
 
Review of Order Fulfillment Ratio Functions 
 
The usual performance measurements of production systems are throughput, inventory 
level, lead time and delivery time fulfillment. Generally, a good performance with 
respect to one measure is not a guarantee for the achievement of the same result with 
regard to another one. Often, a reduction of inventory levels in simulated systems 
coincides with higher lead times. The quantity of inventories and backlogs is 
proportional to the underlying inventory costs. Similarly, the lead time corresponds to 
the capacity utilization of the machines in the production system. Moreover, a high 
throughput determines a low throughput time. The paper focuses on inventory levels 
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and lead times in a logistic and production network. Therefore, both inventory costs and 
machines’ capacity utilization are taken account of in respect to the aforementioned 
performance measures.  
 
The order fulfillment ratio (OFR) function is an important component of system 
dynamics inventory control problems since it (i) measures the efficiency of the order 
fulfillment process and (ii) ensures positive numerical values for stocks of system 
dynamics models. An order fulfillment process starts with receiving orders from 
customers and ends with delivering the finished goods. The order fulfillment process is 
complex because it is composed of several activities, executed by different entities, and 
heavily interdependent among the tasks, resources, and entities involved in the process. 
In the broader sense, order fulfillment means how companies react to customer orders 
according to the strategies executed. Mather (1988) defined four policies for order 
fulfillment. First, Engineer-to-Order depicts the process by which a product is designed 
to customer specifications. Second, Build-to-Order or also Make-to-Order involves the 
situation in which the components of the product follow a standardized design. 
However, the final manufacturing of the item is made in accordance with customer 
demand. Third, whereas components result from a mass production, the final product is 
assembled in respect to customized demand in Assemble-to-Order. Last, the product is 
manufactured and sold based on sales forecasts and marketing in the strategy Make-to-
Stock or Build-to-Forecast.  
 
The order fulfillment function implemented by the system dynamics model of the 
production network is a Make-to-Order policy because the items of the network follow 
a standardized design. The order fulfillment ratio function is more sophisticated than the 
minimum function (MIN) supported by most system dynamics software. First, a 
reference function (Figure 1) for OFR is documented in the system dynamics literature, 
and especially adopted in the beer game (see Sterman 2000, p. 721). This function, 
which takes as input the ratio of the maximum shipment rate to the desired shipment 
rate, should be harnessed when products are highly aggregated. This is most often 
satisfied because of the continuous simulation approach of system dynamics. 
Additionally, Figure 1 suggests that when fewer products are available in inventories, 
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OFR will be lower than otherwise. Indeed, Sterman (2000) commented that a firm with 
weak inventories would probably opt to respond only partially to incoming demand 
(Product Withholding Policy). From one side, the policy deems major customers. From 
the other side, it makes some strategic reserves. 
 
 
 
Figure 1: Order fulfillment ratio function for the beer game 
 
 
 
 
Second, the production network’s model backing the supply net game has an OFR 
function growing quickly to unity as shown in Figure 2. The input and output data for 
this function can be found in the Appendix. 
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Figure 2: Order fulfillment ratio function for the supply net game 
 
 
 
Methodological Determination of the Order Fulfillment Ratio Function 
 
The order fulfillment ratio function for items P13, denoted OFR P13, guarantees that the 
stock of products P13 will always be positive since this stock has two outflows 
representing a potential threat of turning the stock negative. OFR P13 is mathematically 
expressed as follows: 
 
OFR P13 = OF table (MIN (max ship rate dist P13, max ship rate P13) / (desired ship 
rate dist P13 + desired ship rate P13)) 
 
The OF table is the same function for all the items of the production network’s model. 
Further, it is designed to reach promptly unity in order to decrease inventory costs. 
Indeed, products ordered should be shipped as soon as their availability is physically 
confirmed in order to reduce inventory and backlog costs. From the one hand, the OF 
table chooses the minimum of the two outflows to the stock of products P13 as a 
numerator. Indeed, one outflow concerns the shipment to the customer while the other 
outflow regards the delivery to the coupled production line. From the other hand, the 
sum of the desired shipment rates for both the customer and the coupled line constitute 
the denominator of the OF table. This function is the same as that suggested by Sterman 
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(2000) with a few adjustments to the numerator and denominator since the 
manufacturing system is reentrant, and hence, a processing line receives the demand of 
the customer and the coupled production line too. Furthermore, the extreme values of 
the OF table (Figure 2) were computed with respect to the minimum and maximum 
values of the desired shipment rate and maximum shipment rate for both the customer 
and the coupled production line observed by the simulation of the production network’s 
model. The intermediate outputs of the OF table were determined in order to quickly 
achieve unity. 
 
Comparison of the Simulation Results for the OFR Functions 
 
Both aforementioned OFR functions were applied to the production network’s model of 
the supply net game run with the anchoring and adjustment heuristic in the simulation 
mode. Results yielded by both functions were compared against two performance 
measures of inventory costs and capacity utilization. The average marginal inventory 
cost is 13,758 Euro per minute in the case of the OFR shown in Figure 1, and 7,434 
Euro per minute in the instance of Figure 2. Figure 3 and 4 exhibit the corresponding 
graphs of the marginal inventory costs. 
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Figure 3: Marginal inventory costs based on the OFR of Figure 1 
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These outcomes clearly demonstrate that the order fulfillment function of the supply net 
game (Figure 2) is not as expensive as that of the beer game (Figure 1) in regard with 
the inventory costs of the production network. Most important, it seems that the former 
is more attractive than the latter on the operational side since the former has a greater 
capacity utilization of the machines than the latter (Table 1). 
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Figure 4: Marginal inventory costs based on the OFR of Figure 2 
 
 
 
Discussion and Conclusion 
 
The paper focused on one aspect of the doctoral thesis, namely the choice of an 
appropriate function for the order fulfillment ratio function because this can greatly 
contribute to the results obtained as measured by the inventory costs and machines´ 
capacity utilization within the network. The paper proceeded to present two order 
fulfillment ratio functions. The first was adapted for the supply net game whereas the 
second was suggested for the beer game in the system dynamics literature. Results are 
paralleled in respect with two performance measures of production systems namely 
inventory costs and the capacity utilization of the machines embedded in the production 
lines. The results clearly prove that the order fulfillment function for the supply net 
game is not as expensive as that of the beer game in regard with inventory costs of the 
production network. On the operational level, it seems that the former is more attractive 
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than the latter because it results in higher capacity utilizations. Thus, the order 
fulfillment ratio function of the supply net game (see Figure 2) is recommended in this 
instance. 
 
 
 
Average machine utilization based on 
the OFR for the 
Line Pij supply net game beer game 
L11 0.6501 0.6501 
L12 0.5190 0.4875 
L13 0.5167 0.4931 
L14 0.5511 0.4465 
L21 0.5868 0.5270 
L22 0.6501 0.6501 
L23 0.6354 0.5605 
L24 0.5211 0.4893 
L31 0.5896 0.5353 
L32 0.5685 0.4423 
L33 0.9594 0.9594 
L34 0.5224 0.4901 
L41 0.8468 0.5196 
L42 0.7036 0.6403 
L43 0.7066 0.6418 
L44 0.6501 0.6501 
All lines 0.6360 0.5739 
 
Table 1: Average machine utilization based on the OFR function 
 
 
The generation and validation of an order fulfillment ratio function is a major task in 
modeling problems of inventory control. Therefore, the research of generic and 
powerful rules for the establishment of such functions is underscored through evaluative 
and experimental research. An example of such an attempt could be exemplified by a 
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typical search procedure inspired by (i) the search for appropriate order fulfillment ratio 
functions, (ii) testing them based on certain specified criteria by the application of these 
functions to the system dynamics model at issue, (iii) the comparison of the results 
yielded, and finally (iv) the selection of the best function. 
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Appendix: OFR Function of the Supply Net Game 
 
 
Input Output 
0.000 0.000
0.025 0.100
0.050 0.200
0.100 0.400
0.200 0.600
0.300 0.600
0.300 0.800
0.400 0.880
0.500 0.900
0.600 0.930
0.700 0.970
0.800 0.990
1.000 1.000
1.200 1.000
1.400 1.000
1.600 1.000
1.800 1.000
2.000 1.000
2.100 1.000
2.200 1.000
2.300 1.000
2.400 1.000
3.500 1.000
7.000 1.000  
 
Table 3: Inputs and outputs of the order fulfillment ratio of the supply net game 
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Introduction 
 
 
Systems thinking and system dynamics are widely used systems-based approaches that 
provide tools which aid in the understanding of complex systems. Both these approaches 
are used extensively to assist in the understanding of complex feedback systems and to 
solve dynamic tasks (Forrester 1969). Even though these systems tools are widely used as 
management aids, their relationship with our fundamental cognitive ability - dynamic 
decision-making, has not been empirically tested.  
 
Background 
 
Even though systems thinking and system dynamics are widely applied techniques, there 
is controversy surrounding the definition of these (Forrester 1994). In the context of this 
particular study, we consider system dynamics to be a quantitative extension of systems 
thinking that uses computer-based simulation software to model stocks and flows that 
represent the system.  
 
In spite of the number of applications that use case study evidence to evaluate the 
usefulness of systems models, there is little research in the area that focuses on empirical 
assessment in a controlled setting. To establish the utility of our interventions, several 
extraneous factors need to be controlled. This calls for the use of an experimental setting. 
Experimental control is crucial in answering questions about the effectiveness of systems 
thinking tools on mental models (Doyle, Radzicki et al. 1996). Cavaleri and Sterman 
argue for the importance of experimental rigour in building a strong foundation for the 
refinement and use of systems tools. This has been a concern raised by several 
researchers such as (Cavaleri and Sterman 1997; Huz, Andersen et al. 1997; Maani and 
Maharaj 2004).  
 
Motivated by the dearth of empirical research to determine the relative contribution of 
system dynamics over systems thinking (or vice versa) we come up with the following 
hypotheses: 
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RQ1. Does systems thinking intervention help participants (i) in improving their 
understanding of a system, (ii) Does it lead to better performance in dynamic tasks and 
(iii) Does it improve the confidence in their judgments when compared to abilities prior 
to the intervention?  
RQ 1.1 In a simple task, does performance and confidence of participants improve 
with ST training as compared to without any systems training? 
RQ 1.2 In a complex task, does performance and confidence of participants 
improve with systems thinking training as compared to without any systems 
training? 
RQ 1.3 Does participant’s understanding of the system improves with ST training 
as compared to without any systems training? 
 
RQ2. Does system dynamics intervention help participants (i) in improving their 
understanding of a system, (ii) Does it lead to better performance in dynamic tasks and 
(iii) Does it improve the confidence in their judgments when compared to only systems 
thinking intervention and abilities prior to any intervention? 
RQ 2.1 In a simple task, does performance and confidence of participants improve 
with SD training as compared to mere systems thinking training and no systems 
training? 
RQ 2.2 In a complex task, does performance and confidence of participants 
improve with system dynamics training as compared to mere systems thinking 
training and no systems training? 
RQ 2.3 Does participant’s understanding of the system improves with system 
dynamics training as compared to mere systems thinking training and no systems 
training? 
 
Method 
 
This section is sub-divided into three sections – Design, Participants and Procedure. 
These are discussed in detail below. 
 
Design 
 
Figure 1: Design 
 
Control 
(Pre-test) 
ST 
(Mid-test) 
 
ST Intervention  SD Intervention  
SD 
(Post-test) 
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Tasks: 
Each test consisted of three questions. After each question, space was provided within 
which subjects could write/justify their responses. This was followed by a confidence 
rating scale. They did this by marking their response on a scale of 0 to 100. The tests on 
all three occasions were similar and based on the same case study. However, the 
questions were not provided to the participants after the test, nor were the students aware 
that similar questions would be repeated in subsequent tests. The tasks are discussed in 
detail below. 
 
Task 1 was a simple question on stocks and flows. The aim of this task was to evaluate 
performance of participants in a simple dynamic task. It addresses research questions 
RQ1.1 and RQ2.1. This task is an adaptation of a previously utilized task (Kainz and 
Ossimitz 2002)with the context changed.  
 
The second task was on inferring the behaviour of a key factor. The aim of the task is to 
observe the changes in participant’s abilities to forecast the behaviour over time of a key 
variable in the case study (‘total workforce’) in response to a ‘step’ function. Participants 
were provided with the situation and a graph on which they could draw their response 
(see appendix for details). This question too was followed by an add-on question for 
participants to rate their confidence in answering this question. Task 2 addresses research 
questions RQ1.2 and RQ2.2. The correct answer to this question is shown in the graph 
below (to be changed). 
 
The nature of the task was inherently complex. It involved knowing the underlying 
feedback structure of the problem and subsequently finding out the feedback loop that 
dominates over a period of one year. Predicting the correct graph also involves taking the 
two main stocks (newly hired workforce and experienced workforce) that make up total 
workforce into consideration. The rates of in and outflow need to be considered to 
calculate the value of stock. Time delays (hiring, training and quitting) also needed to be 
taken into consideration. Apart from these, participants also need to take into account 
other variables which affect ‘total workforce’. An interaction of these variables makes the 
task a complex one as compared to stock and flow task previously discussed. 
 
The third task was used to observe changes in participant’s understanding of the problem. 
Participants are required to explain the dynamics of the system using cause and effect 
relationships. This task addresses research questions R.Q. 1.3 and RQ2.3. The aim of this 
task was to evaluate participants abilities to see the ‘big picture’ by understanding the 
trade-offs between short-term and long-term affects of a decision. This included 
identifying key factors, time delays and the right causal relationships between these 
factors and feedback loops. The purpose of having such a question was to observe the 
change in participants understanding of the system in terms of (i) detailed complexity - 
number of components in a system or the number of combinations one must consider in 
making a decision (Sweeney and Sterman 2000) and (ii) dynamic complexity - situations 
where cause and effect are subtle, and where the effects over time of interventions are not 
obvious (Senge 1990). 
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Participants 
Twenty postgraduate students enrolled in the School of Business at the University of 
Sydney, participated in the study. All students were in their final year at the University 
and had prior work experience. The Experiment was part of a course participants had 
chosen to undertake as part of their degree. Further, participants had an incentive to be 
seriously involved in the study as it counted towards 50% of their total assessment.  
Procedure 
 
The experiment was spread over a period of six weeks and was based on a pre-test/post-
test design which is illustrated in figure 1. Briefly, participants underwent a pre-test, 
followed by systems thinking intervention and then were administered the mid-test. 
Following this they underwent system dynamics intervention and then a post-test. 
Detailed schedule of the experiment is explained below: 
 
Data analyses and Results 
 
Data was collected from thirty-one participants using three tests over a period of six 
weeks. As depicted in figure 1, data was collected in the form of answers from 
participants at three stages (pre-test, mid-test and post-test). There were three tasks (task 
1, task 2 and task 3). In the following section, for each task, the method of analysis is first 
described followed by the results obtained in the three tests. Subsequently the results are 
discussed.  
 
Task 1 
 
This task answers RQ 1.1 and 2.1.  
Method of analysis:  
Participants were required to find out the time period at which the value of the ‘stock’ 
was largest. In addition to this they had to explain the logic with which they arrived at 
their answer. The question was followed by a Confidence Rating Scale. Participants were 
required to rate the confidence with which they answered this question on a scale of 0 to 
100. 
 
Participants could solve the task in two ways. One way is to compute the net flows for 
each time period and then summing them up. The other way is by simply observing that 
the inflow exceeds outflow till a particular time period and then the trend reverses.  
 
The analysis was done by identifying the participants into three categories – (i) those 
identified the correct time period (their logic of reaching this is then explored), (ii) those 
used the correct logic but failed to identify the correct time period and thirdly (iii) those 
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that got the wrong logic and answer. This analysis is quite objective and is described in 
detail in Kainz and Ossimitz  (2002). 
Results: 
 
 Participants who got 
correct result  
Average Confidence  
Control 58% 76% 
ST 81% 88% 
SD 85% 95% 
 
Discussion: 
Given that the task is quite simple, the performance of participants without any systems 
training was poor. Out of the 58% participants who got the correct result, 67% computed 
net flows to derive the answer and 33% were smart enough to identify the answer by 
merely looking at the trend of inflows and outflows. Out of the 42% participants who 
identified the time period incorrectly - one participant used the right logic to compute net 
flows, however messed up with the arithmetic and got the wrong answer. The overall 
confidence of participants was pretty high at this stage, which was not a true indicator of 
their performance.  
 
Systems thinking intervention helped participants improve their scores over the first test. 
Overall performance increased by 23% and so did their logic behind the answers. This 
intervention contributed the most to the improvement in performance. The overall 
confidence of the cohort increased by 12% after the intervention. Their confidence was a 
good indication of the performance.  
 
System dynamics intervention further helped participants to distinguish between stocks 
and flows. Though the increase from the previous results was marginal (4%). Out of all 
the participants who arrived at the correct response, 21% used the method of computing 
net flows to arrive at the answer. 79% of the participants used the shorter method. The 
confidence of the cohort increased considerably with system dynamics intervention. 
Participants were very confident that they understood the concepts of stocks and flows 
after the computer modelling intervention. 
 
In terms of our research questions results suggests that: 
• In a simple task, both, performance and confidence of participants do improve 
considerably with systems thinking training as compared to without any systems 
training 
• In a simple task, performance and confidence of participants do not improve with 
system dynamics training when compared to mere systems thinking training 
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Task 2  
 
This task answers RQ 1.2 and 2.2.  
 
 
 
Method of analysis:  
We analysed each graph in three components. These are represented in the figure above. 
The first was from time period 1/1/2005 to 21/3/2005. In this period the ‘desired 
workforce’ is same as the ‘total workforce’ and there is no requirement for hiring new 
employees. However the total number of employees still reduces due to the fixed quit 
factor. This is represented by the slight drop in total workforce. The next time period that 
was of interest was from 21/3/2005 to 1/7/2005. At the beginning of this period the 
‘desired workforce’ is doubled and in response to that the values of various stocks 
change. The ‘total workforce’ variable ‘seeks’ a goal that it has to reach (of the desired 
workforce). The delay in hiring along with the dynamics caused by the two stocks plays 
an important role in determining the value of ‘total workforce’. The graph increases 
constantly in a goal-seeking pattern till 1/7/2005 (to be checked) and then stabilizes.  The 
time period from 1/7/2006 to the end of the graph (1/1/2006) forms the third time period 
of interest. In this time interval, the ‘total workforce’ variable almost reaches 20 (‘desired 
workforce’). The graph remains almost constant during this time. Participant’s graph of 
the ‘actual workforce’ was matched with the ideal solution and those who forecasted the 
variable correctly at these three time intervals were classified as the ones who got the 
‘correct’ result. All others were classified as unable to predict. At this stage we are only 
looking at the overall ‘behaviour’ of the variable which is a sufficient measure of their 
understanding of key concepts involved in solving this kind of task. We did not calculate 
the ‘accuracy’ of the forecast at this stage. 
 
Results: 
 
 
The results of the forecast are shown in the table below: 
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 Participants who got 
correct result  
Average Confidence  
Control 0% 52% 
ST 4% 48% 
SD 58% 70% 
 
Discussion: 
As shown in the table, none of the participants could correctly predict ‘total workforce’ 
correctly before any systems intervention. At this stage participants made fundamental 
errors like ignoring delays. The graph of many participants followed the same behaviour 
as that of the ‘desired workforce’. With the answers at this stage, it seemed that most 
participants had no idea of the way to tackle this question. They were confused and 
probably overwhelmed with the complexity. None of the participants took the time delays 
into account in the first time period. All these answers were a straight line coinciding 
with the ‘desired workforce’ as shown in the answer below. The results at this stage were 
extremely poor but surprisingly the overall confidence of participants was high. They 
were probably confident with their answers. This was quite unexpected. 
 
A systems thinking intervention too did not help the participants much. The overall 
results were same as that of the control group. Having said that, systems thinking 
intervention did help participants in understanding some aspects in solving this question. 
In the first time interval, one participant was able to acknowledge the effect of ‘quit rate’ 
on the ‘total workforce’. Even though participants improved somewhat in their 
understanding from the previous stage, their confidence remained almost the same as last 
stage. Rather it dropped by 4%. They were still confident of the ‘mostly wrong’ forecasts 
they made.  
 
The system dynamics intervention proved to be the ‘winner’ in this case. Overall 
performance increased by as much as 54% after system dynamics intervention. This time 
participants had the option of using system dynamics software (Powersim) to solve the 
problem. Participants were involved in stock and flow modelling of the problem. Most 
participants were able to identify the important aspects of the behaviour of ‘total 
workforce’. As many as 58% recognized the fall in ‘total workforce’ in the first time 
interval. In subsequent interval 85% of the participants took time delays into account and 
69% drew a goal-seeking curve. This was a enormous increase when compared to the 
systems thinking intervention. In the last time interval 65% participants drew the correct 
graph by considering all relevant variables including the ‘quit rate’. The number of 
participants who got the entire behaviour correctly over a period of one year was 58%. 
Most of the remaining participants got partial results. Confidence too rose considerably 
when from the systems thinking intervention. Participants were much more confident in 
answering this question using system dynamics modelling than before. The average 
confidence of the cohort was 70%. 
 
In terms of our research questions results suggests that: 
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• In a complex task, both, performance and confidence of participants do not improve 
with systems thinking training as compared to without any systems training 
• In a complex task, performance and confidence of participants do improve 
considerably with system dynamics training as compared to mere systems thinking 
training  
 
Task 3 
 
This task answers RQ 1.3 and 2.3.  
 
Method of Analysis: 
In order to measure the level of detailed complexity in participants’ response, the number 
of relevant factors identified by each participant was counted. This process was repeated 
for the three tests and results were compared. Dynamic complexity was measured by 
identifying cause and effect relationships between the factors identified by participants 
and counting the number of time delays taken into account by participants. The 
relationships identified were classified under three categories – (i) 1-1 relationships, (ii) 
1-many relationships and (iii) feedback loops. Depending on the level of identification, 
participants were classified in one of these three categories. A similar scheme has also 
been used in a previous study (Maani and Maharaj 2004).  
 
As in the other tasks, participants were asked to rate the confidence with which they 
answered the question on a scale of 0 to 100.  
 
Results: 
The results from this task are shown below: 
 
 Number of 
relevant 
factors 
identified 
Number of 
time delays 
%age of 
participant who 
identified ‘big-
picture’ 
Average 
Confidence  
Control 130 9 4% 71% 
ST 155 16 38% 83% 
SD 184 24 85% 90% 
 
Discussion: 
The results from measuring the number of relevant factors increased linearly from one 
intervention to the other. As shown in the table above, participants identified very limited 
factors to identify the cause of oscillations. The average number of factors identified by 
each participant was five. More importantly, these factors and relationships among them 
(described in detail later) were those which were evident in the case study. The level of 
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relationships (1-1, 1-many and identifying feedback loops) rose consistently from one 
stage to the next. Without any systems intervention, more than 50% of the participants 
could only identify one-to-one relationships, most of which were clearly mentioned in the 
case study. For example, majority of participants identified one-to-one relationships like 
“delayed projects leads to decrease in revenue”. Participant responses were mostly 
superficial and lacked any in-depth analysis of the relationship between key variables. In 
this stage less than one-third participants identified any sort of time delay. These 
participants merely mentioned the presence of delays and that there was ‘some’ affect of 
them on hiring. Hence it is not totally surprising that only one participant could identify 
the ‘big-picture’ at this stage. This participant could identify the ‘feedback’ between 
management decisions, results and change in decisions. The average confidence of 
participants in understanding the cause of oscillations was 71%. 
 
After systems thinking intervention, participants identified more factors relevant to 
understanding the short-term benefits versus long-term tradeoffs. The average number of 
factors identified per participant increased to six. Even though the increase is not 
significant, the interrelationships identified at this stage were much more complex than in 
the pre-test. Most participants improved in their ability to recognize key relationships. 
Further, participants were more explicit with the affect the time delays might have. Many 
participants represented delays in diagrams and pointed out their affects on the overall 
process. As many as 38% participants could identify the big-picture. The focus was more 
on finding an ‘endogenous’ cause of the problem, as opposed to that seen in the pre-test 
results. They could trace relationships as well. Many performed an in-depth analysis of 
the problem and some even attempted to compare the situation correctly with well-known 
system archetypes. One participant wrote, “…for the short-period, more project in hand, 
more new employees hired and relieve the work pressure, make revenue increase. 
However, from long-period, this lead to increase in quit-rate, experienced employee 
decreased, that makes the project fail, this make the revenue fall down. This is a 
repeatable situation”. Another participant wrote “since employee pressure increase, 
company will try to increase hiring rate to decrease employee pressure, but there is delay 
in their process, and other unintended consequences happen faster than this delay, so 
employee pressure is accumulated, which cause performance to slow down = revenue 
slow down”. The intervention, made a significant impact on the ability of participants to 
think causally, focus on the delays of the system and analyse the situation by tracing 
causal links. The average confidence of the cohort at this stage was 83% - which was 
12% more than the previous stage. 
 
The system dynamics intervention too had a positive affect on participants’ abilities to 
understand the issue. The number of relevant factors increased to seven. After system 
dynamics intervention, the total number of delays identified by participants increased 
significantly. Participants were not involved in modelling the issue of oscillating revenue. 
However they forecasted another problem using system dynamics modelling software. 
Hence at this stage the affect of system dynamics modelling was limited on participants 
understanding. Even then, participants not only explicitly pointed out the presence of 
delays but also related these to the two stocks and the flows associated with them. The 
average confidence of participants increased by 7%. 
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In terms of answering the research questions results suggests that: 
• Participant’s understanding of the system improves with systems thinking training as 
compared to without any systems training 
• Participant’s understanding of the system improves with system dynamics training as 
compared to mere ST training 
 
Conclusion 
 
Our research questions pertained to answering questions of the usefulness of systems 
interventions and on the relative contribution of system dynamics over systems thinking. 
The findings suggest that participants’ abilities to understand complex systems and solve 
simple as well as complex tasks are originally quite poor. Further, both systems thinking 
and system dynamics are useful methodologies in understanding complex systems which 
result in improved performance and higher confidence. Specifically systems thinking is 
helpful in understanding basic building blocks of dynamic complexity and might be 
sufficient in managing simpler systems. It however fails to help in understanding the 
situation in-depth and has limited utility in more complex problems. System dynamics 
modelling on the other hand improves upon our understanding gained with ST especially 
in much more complex tasks that involved numerical data to be processed and an in-
depth analysis and subsequently involve forecasting a key variable. Participants felt more 
confident solving complex questions using system dynamics. Many of these results 
confirm anecdotal evidence in the field. 
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My thesis is going to be about improving product quality. It will cover both new 
product development (NPD) and field quality improvement processes. Upfront project 
planning, high quality design practices, analysis and testing are used by NPD teams to 
prevent or fix product problems before going to the field (i.e. start of production). After 
going to the field, product groups rely mostly on data coming from consumers such as 
warranty claims and complaints to identify product problems. Then, they prioritize and 
address those product problems. My thesis will include three essays related to product 
quality improvement but I will present only one of them in this draft proposal. The 
following sections will be about data and essay 1. 
 
Data 
I have been doing field work for the past 1.5 years in a major construction equipment 
company. It is a multi-billion dollar company that manufactures a wide range of products 
at several facilities all around the world. They have many autonomous business units 
responsible for NPD and manufacturing of different products as well as component 
groups (e.g. transmission, engine, hydraulics, electronics etc.) that support the business 
units. So far I conducted 68 formal semi-structured interviews with 58 employees ranging 
from junior engineers to VP of R&D. I recorded and transcribed all of these formal 
interviews. Even though I had a generic topic and a list questions for interviews, they 
were open ended and I changed the focus if the interviewee raised an interesting point. In 
addition to these formal interviews, I conducted dozens of informal ones that were not 
recorded. I also have access to the company’s databases. 
 
Essay 1 
The majority of literature on product quality focuses on the NPD side of it. However, 
field product quality improvement is also very important for companies. During NPD 
projects, number of prototype and pilot machines used for testing is only a very small 
fraction of the total field population due to time and budget constraints. Moreover, 
customers might use products in several different ways and at different usage intensity 
levels and it is very costly to imitate all of these different application types in testing 
environment during NPD projects. Hence, due to the excessive cost and time required to 
identify all possible product problems during NPD projects, companies cannot identify 
and fix all product problems before going to the field. Rather, they continue to improve 
product quality based on customer feedback after going to the field. Field quality 
improvement can be done in two ways. First method is to recall all products once a 
product problem is identified and fix it on all products that have been sold. This is a very 
costly method and companies do it only in limited cases such as safety or extreme 
customer dissatisfaction. Most of the time, after identifying the problem they find the root 
cause, validate the fix and implement it either by changing product design or 
manufacturing process. In this case, the fix will not impact products that have already 
been sold but it will be in effect on products that will be produced from the fix 
implementation date on. This is the practice followed for most field problems and I will 
focus on this process. It should be noted that the fixes usually mitigate the problem but do 
not always solve it completely. In some cases, the problem gets worse because the fix 
creates new problems. 
 
Field problems have several properties that differentiate them from NPD problems 
and make them interesting from a research point of view. First of all, unlike NPD 
problem identification pace of problem identification is not controlled by the product 
team. In NPD projects, the project team decides on the analysis and testing schedule and 
hence controls the problem identification rate. After going to the field, problems are 
identified by evaluating customer complaints and identification rate depends on product 
characteristics. Second, field failure information is reported by customers through dealers 
and the product group needs to wait for failing parts to be returned by the dealers for 
problem identification. Also they do not have complete information about the assembly 
conditions. On the other hand, NPD analysis and testing is a much more controlled 
environment than data coming from customers. NPD team is intact during the project and 
follows test results closely and hence they have faster and better information about the 
failures. They have information about the testing environment and assembly. Since there 
are waves of prototype and pilot testing conducted during NPD projects, proposed 
solutions to NPD problems are tested in shorter time than field problems. Furthermore, 
since the NPD project team is focused on the project, it is easier to get design engineers’ 
time and implement design changes. For field problems, implementing the fix takes 
longer because they are implemented in batches. A third difference is that the data about 
field problems come from a much bigger number of machines than the NPD testing 
sample. Moreover, for field problems warranty claim amounts are known. These two 
factors increase the opportunity to prioritize field problems accurately with respect to 
NPD problems. The differences between NPD problem solving and field problem solving 
have not received attention in academic literature and I will incorporate these insights 
into my thesis. 
 
As mentioned earlier, field problem fixing has not received enough attention in 
academic literature. Mac Duffie (1997) describes differences between three major auto 
companies’ approaches but his observations are based on plant operations and plant 
problem fixing only. This type of problem solving does not always follow a formal 
process and rarely involves a change in product design. MacDuffie notes that sometimes 
plant workers do not even notify R&D organization about the fix. I am interested in the 
more methodical problem solving activities that follow a formal process. The process is 
shown below at Figure 1. After a number of failures show up in the databases, a problem 
attracts engineers’ attention depending on the nature and timing of problems and they 
create an “issue”. First, the issue is investigated to understand if it is a real problem that 
should be worked on. If the answer is yes, it becomes a “pending project” that is waiting 
for resources. Otherwise it gets cancelled. A pending project becomes an “active project” 
when a team of people becomes available to work on it. In both stages a project might be 
cancelled if they were late at solving it and the problem goes out of production, further 
investigation or new information about the problem indicates that there is no need to 
address it or if cost/benefit analysis shows that the problem fixing cost will exceed the 
benefits. My host company uses Six Sigma methodology and Six Sigma black belts lead 
field problem solving projects once they are activated. They get support from engineering 
and marketing resources to investigate and fix the problem. Within the active project 
phase, the project team first tries to understand the root cause by examining failed 
product parts returned by the customer. Then, they try to find a solution to the problem, 
validate the proposed solution by analysis and testing and close the project if they 
conclude that the proposed solution is indeed effective.  
 
 
Figure 1: Field problem solving process 
 
The product team makes several decisions at different phases of this process. The 
research question I will try to answer is: “which policies maximize the benefits of the 
field problem solving process?” The main benefit of the process is to mitigate customer 
dissatisfaction. I will use unreliability metrics (dealer repair frequency) and warranty as 
proxies for customer dissatisfaction.   
 
As mentioned earlier, the company has several autonomous business units that do 
their own new product development. Interviews revealed considerable policy and 
performance differences across these business units.  
 
Performance metrics such as projects closed per year per black belt, time it takes to 
close projects after issue creation, cancellation fraction of issues or projects and the 
effectiveness of the fix directly influence the extent to which the process mitigates 
customer dissatisfaction. 
 
All else being equal, the more projects they close per year per black belt, the lower 
customer dissatisfaction will be. It is preferable to minimize the cancellation fraction of 
issues or projects because time spent on a project that eventually gets cancelled is a waste 
of resources. Effectiveness of the fix shows how much improvement is achieved by 
implementing the proposed solution to the problem. As mentioned earlier, implemented 
fix does not always fix the problem completely and one of the goals of the process is to 
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maximize the effectiveness of the fix. Also it is very important to fix field problems as 
soon as possible after issue creation. Each day the problem is not fixed means that the 
company is producing defective products. The total time to close field problems is the 
sum of two time periods: time spent waiting in the queue before activation and the time it 
takes to close resolve the project once it is activated.  
 
I will collect more data and perform statistical analysis to understand the impact of 
different factors and policies on these four performance metrics. Then, I will use a 
simulation model to assess the results of different policy combinations that minimize 
customer dissatisfaction.  
 
Interviewees told me that these four performance metrics are influenced by several 
factors and policies. They think that the time to close a particular project after activation 
is influenced by policy choices and resource availability. Policy choices are: 
-What percent of their time the black belts spend on field problem fixing process: A 
black belt might work on other Six Sigma projects in addition to field problem 
fixing projects and some interviewees thought that this impacts the expertise level 
of black belt and hence influence the time it takes to fix problems. Other related 
factors are the cumulative experience of the black belts when they started working 
on the project. 
-Are field problem solving black belts co-located with design engineers: Some 
interviewees thought that if the field problem fixing engineers are co-located with 
design engineers, they can work more efficiently due to shorter iteration cycles in 
information sharing. 
-Do field problem solving black belts report to the same manager as the design 
group: According to some interviewees, if the field problem fixing black belts 
report to the product manager instead of a field problem fixing manager, they have 
a higher sense of urgency and get more support from design engineers. 
 
Resource availability related issues also play a role on the time to close a project after 
activation. First factor is the support the black belts receive from the design group. 
Another one is the number of projects the black belt is working on simultaneously. 
Interviewees told me that until a certain point, assuming responsibility for one more 
project does not delay the other projects the black belt is working on. There are several 
phases in each project the black belt is waiting for something such as parts return from 
the dealers, analysis results, testing results, the next meeting with other team members 
etc. Hence, a black belt might fit in another project. However, after a certain point adding 
one more project delays other projects. They proposed functional relationships such as:  
  
 
 
Figure 2: Impact of number of simultaneous projects black belts have on the average time 
to close projects and number of projects closed per month. 
  
I will try to collect data on this relationship and estimate the shapes of these 
functions. Note that after a certain point increasing the number of projects will not 
increase projects closed per month. In fact, according to Wheelwright and Clark (1992), it 
would even decrease the number of projects closed per month. Average time to close a 
project and the number of simultaneous projects impact the number of projects closed per 
month per black belt, another important performance metric I will consider. 
 
There are also important problem and product specific factors that impact the time to 
close a project after activation such as the field population of the product, percent of 
products on which the problem led to a failure and the time it takes for the problem to fail 
on a product. The higher the sales volume of the product and the higher the failure 
percentage on products, the more data and failed parts the engineers will receive from the 
customers. Hence, it will be easier to identify the root cause of the problem. If it takes 
longer for a typical failure to occur in a product, it will be harder for the team to validate 
the solution. If the problem typically fails after 5000 hours of operation, they need to 
spend much longer time to understand if the proposed fix was indeed effective compared 
to a problem that typically fails after 20 hours of operation. 
 
Another piece of the time spent between issue creation and project closure is while 
the project is waiting for resources in the queue. The length of this period depends on the 
inflow of projects coming into the queue and the rate in which they are closed. The 
inflow rate is influenced by how selective the team is at accepting issues to their project 
list. There are cases in which teams increased the fraction of issues they accepted as 
projects and this in turn increased the average time projects spend in the queue as 
pending projects. 
 
The amount of time projects spend in the queue also impacts the cancellation fraction. 
The longer the project remains in the queue, the less time remaining until the end of 
production. This decreases the benefits of fixing the problem and the team might cancel 
the project. If they invested some time on the project for investigating it, this will be a 
waste of resources. Interviewees claimed that who created the issue (marketing vs. 
engineering groups) also influences the cancellation fraction.  
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Potential factors that impact the effectiveness of the fix are the workload of black 
belts, the support they get from design group, sales volume, failure percentage and time 
to fail.  
 
Using archival, survey and interview data, I will try to estimate the relationship 
between the above mentioned factors and performance metrics. The fact that there are 
several business units following different policies will hopefully provide enough 
variation to estimate those relationships. To summarize, performance metrics and factors 
that influence them are explained below: 
 
Performance metrics: 
Percent Improvement: How did the failure rate change after fix implementation? 
Active time: How long did it take to close the project once they started working on it? 
Projects per year per black belt: How many projects were closed per year per black belt? 
Fraction of Issues or Projects Cancelled 
 
Factors: 
Resource Availability: How much support did the black belts get from other people (e.g. 
green belts, design engineers etc.)?  
Black Belts: How many full time equivalent black belts were there in the facility? 
Focus of black belts on field problem fixing: What percent of black belt’s time is spent on 
field problem fixing? 
Co-location: Are field problem fixing people located in the same place as design 
engineers and field support engineers?  
Organizational Structure: Do field problem fixing people report to the same manager as 
the design and field support engineers? 
Project Selection: Who chooses which projects to work on? Managers or black belts? 
Project Selection Criteria: How do they decide which problem to work on next? 
Issue Source: Who submitted the issue? Marketing or engineering group? 
Project Investigation Strategy: Some groups start investigating problems in 2-3 days. 
Some of them do not start investigation until a black belt becomes available. 
Time to change drawing: How long does it take to implement the drawing change? 
Time to failure: What’s the average machine operating hours until failure for that 
problem? 
Field Population: What’s the field population for that problem? 
Concurrent projects per black belt: How many projects do black belts work on 
simultaneously? (Percent of time per project) 
Component vs Prime product group: Is this a component group or prime product? 
Funding Model: Do they sell products to customers or do they get their funding from 
other groups in the company? 
Overall Quality: Overall quality level of that business unit’s products. 
 
I noticed that component groups that do not sell products to customers but rather 
supply components to product groups within the company solve problems in longer time. 
Some interviewees think that this is because component groups are under resourced. 
That’s another hypothesis I will test using statistical analysis. Also, overall product 
quality of the business unit might have a negative impact on the time to fix problems 
because if the product quality of the organization is high, field problem solving might not 
be a high priority for them. 
 
After estimating these relationships, I will use a simulation model to find the best mix 
of policies that maximize customer satisfaction. Similar to most other companies, my 
host company has much more field problems than resources can handle. Therefore, 
problem selection and prioritization decisions are extremely important and in addition to 
the above mentioned factors, I will also test different prioritization and selection policies 
using the simulation model.  
 
Selection criteria influence what percent of the problems will be investigated and 
accepted as projects. Some groups investigate all problems as soon as they show up in the 
databases whereas others do not investigate them until resources become available. Both 
approaches have advantages. Investigating them as soon as possible can identify 
emerging important problems and they can take action early on. However, they will also 
spend time on investigating problems that are not so important. If they wait until 
resources become available, they react later to big problems but since they will have 
more data available for each problem by the time they start investigation, they might 
conclude right away that the problem was not so serious and it was a sporadic one. 
 
There are several factors they can consider to choose the next project they are going 
to work on among projects were accepted to the list as a result of investigation One factor 
is the failure history and warranty claim per failure. This data helps them to estimate a 
probability distribution about the severity of the problem. Weibull distribution, which is a 
widely used distribution in reliability engineering is used for this purpose. Another factor 
that might be considered is the confidence level in Weibull parameters. Production 
schedule is also important because if the problem is going to go out of production soon, it 
might not be worth working on it even if it is a very severe problem. Right now this 
information is not taken into account. The prioritization scheme assumes that all 
problems will be in production for one more year. Also, most of their products are multi-
generation and they do not change the entire product during NPD projects. As a result, 
some problems of the current product are carried over to the next generation. I observed 
that these problems do not get enough attention from field problem solving engineers and 
NPD engineers. Using carry-over information for prioritization might be useful. The 
observation that carry-over problems do not get enough attention is very interesting and it 
will be the topic of another essay in my thesis. One potential prioritization policy I will 
test is ranking problems according to expected dollar and reliability benefits of fixing the 
problem. I will estimate the expected benefits using the information I explained above. 
 
For prioritization, filtering and interpreting data that comes from customers is also 
important. Since the product group does not have full information about how the product 
is being used by the customer, they do not know if the failure occurred because the 
product was overloaded or “abused” by the customer. Likewise, they do not know if 
preventive maintenance was done properly on the product or not. They also do not have 
full information about assembly. Sometimes some parts of the machine are out of stock 
during assembly but assembly workers move on and assemble the product and put it aside 
while waiting for the parts to arrive. When the missing parts arrive, they complete the 
assembly process and ship the product. Analysis shows that the parts that are assembled 
later on tend to have higher failure rate. These factors have not been taken into account 
for problem prioritization because field problem solving teams did not have complete 
access to this data. However, advancements in information technology makes more data 
available in databases and “how to use that information for problem prioritization” is one 
of the questions I will try to answer using a simulation model. The core loop of the model 
is the problem fixing loop. 
 
Figure 3: Field problem fixing loop 
 
I have a running agent-based model right now. I chose agent based because for 
prioritization I want to use detailed information such as the number of failures, warranty 
costs of failures, product operating hours until failure, remaining production schedule, 
vehicle models that share the problem, if the problem is going to be carried over to the 
next generation or not, additional information such as product abuse, lack of preventive 
maintenance, assembly of parts that arrive late etc. I will use information about failures 
reported so far and product operating hours to failure to estimate the Weibull 
characteristics of the problem which will be used to estimate the severity of problem. 
Remaining production schedule, vehicle models that share the problem, if the problem is 
going to be carried over to the next generation or not will be used to estimate the 
expected benefits of fixing the problem. I will also test strategies such as assigning 
different weights to failures due to product abuse, lack of preventive maintenance, 
assembly of parts that arrive late etc. Differential equation approach would require 
binning the stocks across all these different dimensions and would lead to a very big 
number of stocks.  
 
I built the model using AnyLogic simulation software. Right now it is in reasonable 
shape but needs to be improved. The model includes: 
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-Product Models: There are different product models in the simulation. Each model 
includes machines and is associated with problems. Machines are produced according to 
the production schedule. Each machine has a unique sales delay after production and 
operating hours per month. The sales delay and operating hours per month are random 
variables that follow Weibull distribution. The parameters of the Weibull distribution are 
different for each model.  
 
At the creation of each machine, defects are introduced. Each problem associated 
with the model assigns hours to failure to that machine. Hours to failure follow Weibull 
distribution with parameters unique to that model-problem pair. If the hours to failure 
assigned by a problem to the machine is smaller than the data collection life of that 
machine, a defect is created. According to that logic, each problem associated with a 
model would fail in all machines if they were to run infinitely. These defects then fail 
when the cumulative operating hours of the machine equals hours to failure. Each defect 
is also assigned a warranty cost following a Weibull distribution with parameters unique 
to the model-problem pair. 
 
-Problems: A problem might be associated with more than one model. It can have 
different warranty and hours to failure characteristics for different models. Following 
statechart shows different states a problem will pass through.  
 
 
Figure 4: Problem statechart 
 
After the first failure, a problem transitions to HadFailures state. It moves to 
IssueCreated when the third failure happens. Investigation is completed after a certain 
time. Right now resources do not play a role in this transition but in the future I might 
change that structure. Investigated issues are closed investigated according to a certain 
probability. The ones that do not get closed investigated become pending projects. These 
projects enter the queue for being worked on. If there’s an available black belt, they begin 
to be worked on immediately. Otherwise, they wait in the queue. Black belts choose the 
problem with the highest number of failures to date. This is actually a policy question and 
I will modify this in the future to try different prioritization schemes. Some of them are 
cancelled even before they are worked on and some of them are cancelled after being 
worked on for some time. Cancellations occur according to some probability. Right now 
the probability is fixed but in the future I may make it a function of how selective they 
were at issue creation. The more selective they are, the less probability of cancellation 
programs would have. The ones that are not cancelled are closed resolved. Once the 
problem is closed resolved, Weibull parameters for hours to failure change and that 
impacts the fraction of machines that will have defects. The logic for finding the time to 
close the problem is explained below. 
 
-Black Belts: Each black belt has a variable called maximum number of problems. If 
there are any pending problems, she accepts them until she reaches this limit. This is a 
policy variable. She also has a congestion limit. Black belts told me that they cannot 
work on a problem nonstop because they wait for parts, analysis results, test result, 
meetings to discuss things with other team members etc. I assume that until they hit the 
limit, having more than one problem will not delay the time it takes for them to close a 
problem. After exceeding that limit, each additional problem will delay problem closure 
more and more.   
 
There’s a required full time effort for each problem. The problem is closed once the 
cumulative effort equals the required effort. This is in terms of black belt months. Let’s 
say that the required effort is 5 months. If the black belt has fewer problems than 
congestion limit, effort spent on each active problem will be 1 each month and the 
problem will be closed in 5 months. If she exceeds congestion limit, it will take more 
than 5 months. Cumulative effort is computed dynamically. For now, I used simplistic 
equations. I’ll analyze data to find out the proper equational form. If it won’t be 
sufficient, I can ask experts. Equations used are as follows: 
 
Effort = min(1, congestion_threshold / current_number_of_projects); 
Cumulative Effort = Integral(Effort) 
 
These equations result in the behavior in figure 2. This formulation allows me to 
dynamically determine the time to close since between the time to start to work on a 
problem and time to close it, a black belt might work on different number of 
simultaneous problems at different times. 
 
Right now it takes about 7 seconds to simulate the model for 8 years. If I need to 
increase the speed substantially in the future, I can do so by aggregating some structures 
such as defects. Simulation software allows me to feed all the input data to the model 
either using an excel sheet or defining equations in the model. I can also write desired 
outputs to an excel sheet. The next step will be to test the model and then start to calibrate 
it with real data. I ran some tests so far but I need to do more testing.  
 
In the literature, there are two papers (Loch and Terwiesch 1999, Terwiesch and Loch 
1999) that use simulation for policy analysis regarding the handling of engineering 
change orders. Their scope is limited to implementing the engineering change orders 
within NPD project only. Problem investigation, root cause analysis and testing are out of 
their scope. Hence, they do not consider cancellation of projects, effectiveness of the fix 
and information about the usage of products. Unlike my model, they focus on minimizing 
the time only and do not consider the heterogeneity across problems or prioritization. 
Since my model will take into account the dollar or reliability benefits of problem 
solving, prioritization will be a fundamental part of my model.   
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Abstract 
 
This paper describes the first steps on the construction of a support for managers at manufacturing 
industries. Its main purpose is to create understanding about the manufacturing organization to 
increase change management abilities and align mental models. Its approach is novel in that it will 
apply only on a specified area of usage. Thereto use a base model approach, which is intended to 
make it more accessible to the client. Employing the methodology will be conventional and enable 
experimentation of changes on the manufacturing organization model, to enable efficient selecting of 
structural changes through learning and understanding of the dynamical behaviours. 
Ambition is to deliver a novel, practical methodology that is validated to be capable of serving its 
purpose. 
 
Key words: change management, manufacturing organization, system dynamics simulation  
 
 
1. Introduction 
 
This paper is the first step on the construction and development of a methodology to perform 
Manufacturing organization development efficiently (Mode) which will use system dynamics 
(SD) simulation. The end result will be a methodology that offers a base model of an 
industry’s manufacturing organization (MO) and then applies a step by step adoption, with 
the purpose to enable a systemic view. It is a novel approach to support strategic and 
developing issues compared to present methodologies that utilizes SD. The methodology of 
SD use a multi applicability approach to problems [Forrester 1994], and methodologies that 
utilize SD applies the same approach [Lane 1994], [Warren 2005]. A multi approach may 
demand more time and support from experts than a head start on the issue would. Neither 
will the research to develop Mode aim on exploring combinations of SD with different 
methodologies as in [Schwaninger et al. 2004]. But depending on how detailed the model of 
Mode turns out to be it might be suitable to combine it with discrete event simulation as is 
made in [Baines & Kay 2002]. The research project to achieve this is within the frames for a 
PhD conducted at a contract manufacturing SME (small medium enterprise) in Sweden 
called Arkivator AB.  
SD is a known methodology to parts of the academic world and in some extent to 
manufacturing industries, but in Sweden employment of it is low, and it is probably due to 
the unawareness about the methodology among both industry people and academics.  
 2 
2. The manufacturing perspective 
 
As competition for manufacturing industries increase the need for change increase, just to 
stay in status quo demands continuous change, but to be at the head more than that is 
demanded. To reach the lead one needs to be more proactive and less reactive. Manufacturers 
would benefit form exploring the opportunities through the use of SD to achieve the 
proactive behaviour, through creating understanding about the consequences of change in the 
MO. Time is often a lack at manufacturing industries and therefore a proactive approach is 
difficult to obtain. The methodology for support is defined with this in mind, explaining why 
it will use a specified area approach utilizing a base model providing with a validated starting 
point.  
 
The reality of manufacturing is complex and is dealt with every day to create value. The 
complex reality is an issue of value to learn more about in order to enable improvement in 
performance. There are obstacles on the road to such knowledge and it needs efforts to 
remove them. One of the obstacles is different mental models (definition of [Doyle and Ford 
1998]) that people may have in the organization from which actions are chosen. Complexity 
arises from that people react on situations depending on their capability and possibility to 
percept. People might also have different and conflicting attitudes and objectives with their 
actions [Avison et al 1999]. Neither is it said to be the right action, since it is taken with 
guidance from previous experiences and the mental models of people [Senge 1990]. It can be 
a great opportunity for manufacturing industries in aligning people’s mental models. 
Productivity increasing efforts that use tools and methods have been performed. Lean 
thinking for example, is a method for creating common mental models but focus most on 
selected parts respectively. It does not for sure create a systemic view of the MO for labour 
and management. Systems in a MO may need cooperation and integration with other systems 
which demands understanding of the organization as a system and not as separated parts. 
 
Forty years ago Wickham Skinner observed that top management had lost the link to 
manufacturing. He saw that “manufacturing’s potential to strengthen or weaken a company’s 
competitive ability” [Skinner 1969] was overlooked by top management. A study of two 
medium sized manufacturing firms by [O’Mara et al. 1998] showed that “Strategic decisions 
rested with the organization’s senior management whereas performance measures were often 
set by lower level managers”. This may indicate the inactivity by top management on the 
manufacturing level and that there still exist underdevelopment on this link at manufacturing 
companies.  
 
It is a tendency in change management decision making to focus on short-term perspective 
improvements; such behaviour is at risk to be promoted when focus is on financial 
profits/returns [O’Mara et al. 1998]. And such a focus is on the behalf of the focus on 
manufacturings potential to strengthen the competitiveness as regarded to be the winning 
concept by [Skinner 1969]. That long-range planning lacks on the behalves of quarter 
economics was observed fifty years back by Jay Forrester [Forrester 1961]. Might it be a 
human defect to act short sighted, but quick fixes will only give better behaviour temporally 
and while unnoticed can grow worse [Senge 1990]. One must be long-term oriented to take 
corrective actions that seem worse than the problem to be removed [Forrester 1971], [Senge 
1990], [Sterman 2001]. This kind of behaviour is called worse-before-better and may be one 
ingredient to why it is hard to manage a MO and why much of the opportunities observed 
forty to fifty years ago still exist. 
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3. The methodology of SD 
 
A computer model of a dynamic system will generate the very difficulties that the company 
is experiencing [Forrester 2000]. And it will reveal that the policies that are expected to solve 
the problems actually are the cause of the problems.  
SD is based on four foundations: (1) Feedback Information Control Theory, (2) Decision 
Making Process, (3) Experimental Approach, and (4) Digital Computers. 
 
1. The theory of SD offers logics and control, parameters in systems depend on each other in 
defined interactions which forms feedback loops that reinforce or balance the dynamical 
behaviour. 
 
2. The decision making processes in a system defines the interactions of the governing 
policies that control the system; time delays and structure. The quotation of [Forrester 1987] 
describes the riches of information from the decision making: “A wealth of knowledge exists 
about the general nature of nonlinear relationships for which there is no numerical data. Such 
descriptive knowledge can be used in model building”. 
 
3. and 4. together enable the verification and validation of the model, and then development. 
Nonlinearities are represented in the structure and it enables more contacts to the real system 
than a linear model, “a rich representation of nonlinearities leads to a model that is relatively 
insensitive to parameter values” [Forrester 1987].  
 
In figure 1 is the SD process steps defined by [Forrester 1994] illustrated.  
 
 
 
3.1 Applications of SD  
 
SD undertakes systems to create understanding through model construction and simulation. It 
captures the underlying characteristics caused by cause and effect structures of systems 
[Schwaninger et al. 2004]. Employment of SD results on designing policy changes to 
develop the system. “Understanding comes first, but the goal is improvement” [Forrester 
1994]. “A system dynamics perspective has a powerful logic that offers substantial 
improvements in dealing with issues in strategic management, whether one-off challenges or 
the continuous direction of enterprise strategy” [Warren 2005].  
 
Figure 1,”System dynamics steps from problem symptoms to improvement” [Forrester 1994]. 
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SD originates from the industrial area having the former name Industrial Dynamics. It was 
described as “a quantitative and experimental approach for relating organizational structure 
and corporate policy to industrial growth and stability” [Forrester 1961] by the founder Jay 
Forrester. In the literature one can find that SD has continued growing in various areas. For 
example, 80 papers made during 1990 to 1995 were identified that applied SD in different 
applications [Baines and Harrison 1999], of which eight regarded manufacturing operations.  
 
One resent trial on presenting SD using a generic framework on manufacturing strategy is 
presented by [Lin et al. 1998]. They diagnosed SD not reaching its full potential on this field 
because of the lack of a tailored modelling platform to manufacturing problems. Other 
examples of industrial applications of SD is described in [Sterman 2001]; which also 
includes the making of management flight simulators, a conception thoroughly described in 
[Senge 1990]. Many successful projects has been made using SD, though is it not always 
obvious that they last and evolves. General Motors is at least one exception on this, in 
[Keenan and Paich 2004] it is pointed that SD is one of the analysis tools at the Strategic 
Initiatives department. The work in their report is a follow up to an analysis from 1995 
including new and used cars market [Sterman 2000], but it did not include manufacturing. In 
[Keenan and Paich 2004] though, manufacturing productivity is concerned but only as one 
out of many other parts of the complete model. Summarized: pointed work on manufacturing 
issues are not very common [Baines and Harrison 1999], [Lin et al. 1998].  
 
An explored area in SD is its usage as a management tool [Akkermans 1995] and on 
managerial interventions [Maani and Li 2004] and strategies [Baines et al. 1998], [Warren 
2005] to achieve learning. And the most common method to achieve learning is group model 
building [Andersen et al 1997] used in [Akkermans 1995] and for one example of detail 
procedure look in [Luna-Reyes et al. 2006]. With confident SD is considered as the proper 
method for this kind of issues [Akkermans 1995]. Despite this SD has a surprisingly low 
usage by management and is rarely included in business school’s core strategy courses or 
executive educations [Warren 2005, p329]. 
 
A flaw with SD described by the founder is the lack in providing guidance on how to convert 
“a real-life situation into a simulation model” [Forrester 1994]. The field of SD took shape in 
1956 by Forrester; forty years after [Richardson 1996] stated eight problem areas that were 
considered vital for the surviving of the field. One of them was “Accumulating wise 
practice” declaring a need for “improved mechanisms for accumulating and promulgating 
insights about wise modelling practice”. The usage of SD may be low as a result from this 
lack. And another lack is the pedagogical flaws of SD argued on in [Warren 2004]. Warren 
further states in [Warren 2005] the non use of SD and traces it to how SD is communicated 
and practised. It is mentioned in [Sterman 1991] that basic understanding and awareness of 
SD models is low among common people. It is because most models of systems are 
econometric, a linear representation of statistics and historical numerical data. Few examples 
of dynamic models, nonlinear representations of feedback interactions in systems, have 
attracted attention. It ought to be different since a dynamic model reaches higher accuracy in 
capturing the dynamical behaviour [Sterman 1991].  
What talks against increased attention is that “dealing with nonlinear systems is less elegant 
and less precise than coping with linear systems” [Forrester 1987]. May also the fact that 
experience gained in SD can be transformed into financial means be a factor that can create 
inertia in knowledge transfer? 
 
When it comes to management would SD benefit from a wider usage in industrial 
applications if it is wants to get into the top 50 management tool list mentioned about in 
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[Warren 2005]. Applying SD at a manufacturing industry can be a very practical experience 
for the involved and may this practice help the methodology to move from an academic 
conception into practicality. It would align with the motto of Prof. Jay W Forrester to value 
practicality in research and theory making [Forrester 2000]. Perhaps is this a hard thing to 
achieve from an academic community perspective, since “accepting nonlinearity tends to 
force a person out of the world of the theorist into the world of the practitioner, a shift that 
does not match the standards for promotion in the academic world” [Forrester 1987]. But 
from the industry perspective reality and practicality is a requirement, and it is what will be 
sought for during the construction of the Mode methodology. 
 
 
4. The Mode methodology 
 
The Mode methodology is intended to be used by the management team at an industry and to 
be a tool to use for change management for the manufacturing unit. Its aim is to enhance 
management’s capacity to perceive the whole picture, a systemic view, of their MO. 
Enabling stakeholder demands to be viewed upon without ending in narrow-minded 
decisions of short-time character, and move towards a more proactive decision making. It 
will be sought for that Mode would create the condition needed to recognize the potential of 
manufacturing, and become the means used to cure the “missing link in corporate strategy” 
[Skinner 1969]. The cure to this is according to Skinner that top management actively would 
manage manufacturing through the making of policies. 
 
The idea with developing the Mode methodology is to fill the gap between improvements at 
production floor and the business strategy, at manufacturing industries. At the Arkivator 
factory improvement cells of production people have been in function for some few years, 
and it is a common behaviour at other companies in our networks as well. Also is a business 
strategy used and so at other companies, but more seldom is a specified manufacturing 
strategy used. How to contribute on filling this gap then with Mode is through enable 
understanding of the dynamics of improvements on the level between labour and the business 
strategy within the manufacturing unit of the company. The first stage of utilization will 
create understanding of the present dynamics and then changes capable to remove the side 
effects from present system can be applied while keeping the function of the system intact. In 
[Bellgran and Säfsten 2005] the manufacturing strategy is described as something vital to use 
in order to fulfil the sales strategy and they together support on the fulfilment of the business 
strategy. Mode intends to be constructed to be a tool to enlighten the dynamics of 
manufacturing and how it should develop to support the business strategy and connect it to 
the continuous improvements made by labour. For the client then, improvements and 
development could be made with a more thorough consideration on the consequences from 
changes and hint on the dynamical forces in the MO. 
 
4.1 The specified area of usage  
 
It is the focus on a specified area of usage that differ the Mode methodology from other 
methodologies that applies SD. The abbreviation of Mode tells that the focus is on the 
manufacturing organization (MO) and focus is within that part on production engineering and 
manufacturing. The goal with using Mode is to enable management to simulate on how 
improvements in one part of the system (the MO) may result on the entire system. Outside 
the focus of Mode is to find the perfect organization chart and it does not simulate on 
organizational changes. Such kind of change is regarded not affecting the behaviour of the 
system since details on the level of what different people may do differently will be 
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impossible to include in the model making. Although if such a change will include changes 
of structures of how the parts within the model cause one another such change must be 
possible to be simulated. But such a change can be made regardless of any organizational 
chart changes and represents better the kind of changes suitable to simulate on for the Mode. 
Thus is the purpose of Mode to be a method to create knowledge about the dynamics in the 
MO and the parameters that is the causes to it, enabling to find the dynamic behaviour and 
the triggers to the behaviour.  
 
The main parts to be included in the model 
of the MO are pictured in figure 2: 
Manufacturing, Human Resources, 
Production Engineering, and Preparation of 
Manufacturing. These parts can be 
considered having a developing impact on 
the manufacturing. Inputs from other parts 
than these will not be modelled to the same 
extent. Thus will Mode not include sales, 
customer relations, planning, purchase, 
external production, quality, claims, and 
finance to the extent as the main parts will 
be. Parameters not considered in core 
definition will be included only to enlighten 
their interrelations and how their interactions cause behaviour in the MO or vice verse.  
 
It is a requirement naturally to find the proper level of detail in model making, neither is a 
too extensive or a too diffuse model wanted. The motivations for including the selected parts 
at this stage are: Manufacturing represents where production is made and value added. 
Preparation of manufacturing represents how manufacturing is set and should perform. 
Production engineering represents systems for improvement and standardized work in 
manufacturing. Human resources will add “soft values” representation to the model; it will 
include not only competence development but how humans interact with the system. 
Including “soft values” will enable to simulate inertia in human interaction with the system, 
to enhance the understanding about how the “soft values” affect the dynamics. May it 
become to work as a filter or sensitive analysis on the importance to align people with the 
aims of the change within an organization. 
Product development is one function that could be included as an area of its own. But at 
Arkivator continuous improvements on product development is made through the preparation 
of manufacturing function, and so will it in Mode. Product development is from the point of 
productivity view an important issue to consider for creating a more lean value adding 
process.  
 
The complexity of the model to represent the MO will be high and all parameters have to be 
selected with care. One aspect in selecting parameters will be that the purpose of using the 
model is to really get to know the MO for management, what we do, how, and why. But it 
has to be on a proper level of detail, the level between labour and the business strategy. The 
main purpose with using the Mode methodology is to enable management to lead the MO 
with more confident on the dynamical consequences of the actions, therefore creating 
knowledge through the use of the model is vital. With help from the model managing the MO 
may be more effective and mistakes be avoided thanks to the model.  
 
 
 
 
 
 
 
 
 
Other parameters outside the core definition 
 
 
 
Human Resources 
Production Engineering 
Preparation of Manufacturing 
Manufacturing 
Figure 2, Visualization of the specified area of 
usage, the manufacturing organization. 
The Manufacturing Organization (MO) 
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4.2 Dealing with complex nonlinear systems 
 
An easy solution to the problem of missing the link to manufacturing could be to put 
production people in the management team. Though would the decision making still be made 
on intuition and guesswork from experiences and mental models [Forrester 1961], [Senge 
1990], [Sterman 1991]. Decision making is commonly made without really knowing the 
affects on the present organization. The results of a changed management setting would not 
be different due to cognitive limitations of the human mind to process information 
[Akkermans and Oorshot 2002] and difficulties to interpret the behaviour of social systems 
[Forrester 1971]. Summarized does it depend on “our inability to make correct inferences 
about the dynamics of complex nonlinear systems” [Sterman 1994].  
 
The change consequences from a certain decision are made up of causal effects. The direct 
effects are known and perhaps some side effects, but the rest of the changes the human mind 
lacks to control. In feedback systems nonlinearity appears as a shifting in loop dominance (a 
chain of cause and effect variables), it means that variables active within their normal ranges 
influence to a certain extent but when moving outside these normal ranges they can dominate 
all the other variables of the system [Forrester 1987]. 
 
“The complexity of a system of interrelated stocks and the information feedback structure of 
the industry raises managerial decision making process as one of –if not- the most important 
variable to manipulate the evolution of an industry” [Kunc 2004]. Another purpose with 
using the Mode methodology as a support on the decision making is to improve knowledge 
of “hidden” nonlinearities.  
 
4.3 Mode methodology in the SD context 
 
There are two ways of using SD, quantitative 
with simulation or qualitative with causal 
diagramming as in systems thinking. To be able 
to simulate the parameters needs to be 
quantified and can be presumed easier to falsify 
[Popper 1963]. Both applications are alike when 
considering the area of usage; it is general with 
wide applicability, only limited by the user. To 
define the problem/area is the hard work and 
decides on if it becomes science or not. Systems 
thinking can not be verified and validated to the 
same extent as SD.  
 
Mode methodology will aim on using a narrow area of usage, see figure 3. In the pre work of 
the construction of the Mode will it be qualitative and as verification of causalities (not 
correlations) is made move into quantification. Mode intends to be specified to attract the 
manufacturing industry and to be quantitative to enable the development of a verified 
scientific methodology. 
 
4.4 Mode methodology outline 
 
SD is not widely used at SME industries in Sweden and to appeal them with Mode may need 
a practical and easy understood methodology. Too complicated tools may create uninterested 
potential users. But if it can be kept plain and simple may the interest increase?  
Figure 3, Mode methodology in the system 
dynamics context. 
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An issue to regard in making models is that a model is impossible to accept for a 
management (any) person if it is not understood [Lane 1994], [Senge et al 1999]. Therefore 
the Mode will use an easily understood adaptable base model and further extend though 
modelling together with the managers at the company. 
 
In [Senge et al 1999, p61] it is warned that entering a system that is to say if the change 
initiative will succeed or fail due to how the change is performed using “a simple “one-size-
fits-all” programmatic effort is almost certainly going to backfire”. This is not the focus of 
the research, but to focus on which changes to make in relation to and how they will affect 
the performance of the company. 
 
Mode methodology will use the principles of group model building [Andersen et al 1997] in 
the individual, group and organizational level; and the client group is the management team.  
The individual level: management team member learns the behaviour of the MO.  
The group level: is realized through that the management team reach “mental model 
alignment”, “creating agreement (consensus) about a policy or decision”, and “generating 
commitment with a decision” [Andersen et al 1997]. The organizational level represents the 
overall view, the results of the system outcome, not just focusing on the parts but the whole.  
The employment of the Mode will aim on using the principles of traditional action research 
starting with the practical level ending in the emancipatory level of researcher participation 
according to [Perry and Gummesson 2004, p312].  
The different mental models of people may at first result in that they define their industry 
differently [Kunc 2004]. But as the model building process develops a common mental model 
will take shape and each participator will grow in their mental model and approach each 
other’s. It will so due to that our mental models constantly changes depending on our 
knowledge and perceptions about systems [Forrester 1961], [Senge 1990]. 
 
4.5 Tentative procedure when utilizing the Mode methodology 
 
The procedure, pictured in figure 4 below, when utilizing the Mode will copy the principle of 
the “System dynamics steps from problem symptoms to improvement” [Forrester 1994] 
according to figure 1. 
 
 
Mode Methodology 
• Introduction to the Generic Base Model and SD concepts. 
• The complementing procedure to tailor model to actual company and encompasses as shown below. 
Model Making 
• According to SD steps 1, 2 and 3 in figure 1. 
• SD Education at the same time.  
• Aligning mental models 
• Part by part looping step 1, 2 and 3 including 
validation, starting with  
• Manufacturing, then  
• Preparation of Manufacturing, then  
• Production Engineering, then  
• Human Resources. 
• Other parameters will be connected to the parts 
during looping.  
Model Validation 
When all parts are 
included validation 
on the total model 
behaviour is 
conducted. 
Development 
Following process 
steps are as 
according to SD in 
figure 1, steps 4, 5 
and 6. 
Figure 4, The tentative procedure when utilizing the final Mode methodology. 
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4.6 Future work and research on Mode 
 
The initial work on the construction of the Mode methodology is hereby made and further 
work and research is to be carried out.  
 
RQ1. To verify and validate the change management support methodology to be made for 
manufacturing organizations (MO). Research method to accomplish this is seen in figure 5.  
 
 
Verification and validation of SD models will be a central question of issue in the processing. 
Case studies in step 1 will use SD as well but they will not have the same focus on the 
validation as in step 2.  
 
RQ2. Examine if Mode can be considered to support in creating knowledge of the MO for 
managers?  
 
RQ3. How can “soft values”, how humans interact with the system, be integrated in a model 
together with “physical hard values”? 
 
RQ4. What importance has “soft values” to the development of a MO? 
 
RQ5. Is the usage of a base model approach as described in this paper, applicable to apply in 
the Mode methodology and will it limit or facilitate the usage? 
 
RQ6. How shall Arkivator AB apply the developed Mode methodology, in order to develop 
its MO to increase the productivity? 
 
 
5. Conclusion 
 
The first step of the development of the Mode methodology is presented in this paper. Mode 
has an industrial purpose to fill namely to empower management to strengthen their link to 
manufacturing. It will utilize system dynamics (SD) with the purpose to create real 
knowledge of the dynamical behaviours for the users. And to create real knowledge through 
that SD approach nonlinear representations of systems which offer more realistic behaviour 
than a linear does. 
Work and research 
on Mode initialized 
Now defined are: 
• Specified Area of 
Usage 
• Mode Outline 
• Procedure of Mode 
methodology 
 
The manufacturing 
perspective; there is a 
need for this kind of 
support. 
Future work/research on Mode, step 1 
 
Develop a qualitative MO model. 
Part by part define parameters of the MO 
and causal relations within the parts 
according to figure 2, through case studies 
and verify the choice of parameters 
through literature reviews. 
Define the relations between the parts, 
using literature and case studies, 
verification will be made through support 
from literature and sound judgement on 
applicability in reality, and case studies. 
Future work/research on 
Mode, step 2 
Transform model into SD. 
Quantify parameters and their 
interactions. 
Validate the quantification 
through the research work of 
others and where unexplored 
use case studies. 
Probably further selection 
and unselecting of parameters 
as improved knowledge is 
gained. 
Final work/research on Mode, step 3 
 
Formulate the complementing procedure to tailor model to actual company (the step by step adoption). 
Validate the Mode methodology through case studies at Arkivator AB as well at other MOs to test 
applicability and generic ability. 
Figure 5, Method description of how to do future work on the Mode methodology. 
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One aim with the Mode is to facilitate for the alignment of mental models of people within a 
manufacturing organization (MO), which in fact is a powerful issue when achieved to 
become a goal-oriented organization. This put focus on what is most important for the 
methodology, the applicability of it, it is crucial that from manufacturing point of view the 
essential parameters of interest are included. Therefore focus of the project will be onto 
ensuring practical applicability rather on focus on new theoretical academic knowledge. But 
it is not said that the one excludes the other either. 
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Abstract 
 
Health system performance management is a dynamically complex problem, affected by a 
large number of factors which interact to produce health outcomes over time. A brief 
review of current health system performance assessment instruments, including the 
balanced scorecard, demonstrates only a  limited ability to deal with the dynamic 
complexity of this problem. These are limitations that can be overcome with the 
incorporation of system dynamics methods. We propose a dynamic balanced scorecard 
for managing regional health system performance in New South Wales, Australia.  
Central to this scorecard will be an understanding of the dynamic interactions of cost, 
quality and access and how these affect population health. 
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Overview of Health System Performance 
 
The goal of any health system is to improve health for the population that it covers. 
Health system performance management is the means by which a health system measures 
progress towards this goal and provides a mechanism to inform decision making about 
corrective action that needs to be taken when the system progress deviates from the goal.  
 
While this sounds simple, nothing could be further from the truth. First let us consider 
what is involved in improving health. The World Health Organisation in its constitution 
defines health as ‘a state of complete physical, mental and social well-being and not 
merely the absence of disease or infirmity’ (WHO, 2006).  
 
This is a very broad definition which demonstrates how a multitude of factors interact to 
produce health. These factors might include access, education, clean water, adequate 
nutrition, sanitation, paid employment, pest control, stress management, adequate shelter 
and protection from criminal activity and violence. There are enviromental factors to 
consider such as levels of pollution, exposure to second hand ciggarette smoke, the 
presence of fluoride in the water supply, quality of food and the quality of roads and 
transport infrastructure which reduce accidents. There are also numerous individual 
factors which contribute to health such as level of fitness, obesity, genetic factors and risk 
taking behaviour such as smoking, drinking or unsafe sex pratices. On top of this there is 
also government intervention to improve health. 
 
This list could go on, and all these are in addition to the provison of medical services.  
Ultimately this means that the responsibility for improving health rests with everybody 
which makes performance management very difficult.  
 
Improving health is a dynamically complex problem with many contributing factors and 
time delays between the implementation of policy and when results are observed.  A 
health system is "all actors, institutions and resources that undertake health actions - 
where the primary intent of a health action is to improve health" (WHO, 2003, p 7).  The 
focus of the research presented in this paper will be on managing performance in the 
context of a regional health system. 
 
A number of performance management and measurement systems have been developed 
for the health system with the focus being to improve health. We will review some of the 
more sophisticated performance management systems in use. To varying extents these all 
appreciate the systemic interactions that are required to achieve the goal of improving 
health.  However, these could be strengthened with the use of system dynamics to 
understand the dynamic complexity of health system interactions and the knowledge to 
improve health.  
 
This paper will briefly overview the components of health system performance by 
examining a number of health system performance assessment instruments. It will them 
move to consider the balanced scorecard as an instrument for health system performance 
management. The limitations of the scorecard are also identified and how these can be 
overcome by incorporating system dynamics methodology. Finally we will propose the 
development of a dynamic balanced scorecard for use in area health services, which are 
responsible for the regional health system performance in the Australian state of New 
South Wales.  
World Health Organisation Health System Performance 
Assessment Framework 
 
The World Health Organisation’s (2003) Health System Performance Assessment 
(HSPA) framework focuses on three intrinsic goals of a health system. These are to 
improve health, to be responsive to those who interact with it and the fairness of financial 
contribution.  
 
There are two dimensions to health and responsiveness, the first being the level or quality 
and the second being the distribution or equity. So healthcare should be of high quality 
and be highly responsive when interacting with the user. In addition it should also be 
equitably distributed across the population covered by the health system, providing those 
who reside in rural areas with the same quality of care as those who are in metropolitan 
areas and similarly the same level of responsiveness for the rich as the poor.  
 
The final goal, fairness of financial contribution is designed to ensure that all households 
pay an equitable amount for healthcare in proportion to their means. This goal is the 
responsibility of governments. In Australia this is mostly handled by the federal 
government with programs such as Medicare and the Pharmaceutical Benefits Scheme, 
which provide citizens with subsidised healthcare and prescription medications 
respectively. However this is beyond the scope of a regional health system and will not 
be considered here in any great detail.  
 
The HSPA (WHO, 2003) considers four functions which contribute to the achievement of 
the intrinsic goals.  These are financing the health system, the provision of healthcare 
services, the generation of resources (such as training medical personnel and investment 
in infrastructure) and stewardship. 
 
The WHO HSPA was originally focused on benchmarking member counties against each 
other, but this was widely reported as a ranking of counties on their health system 
performance. Many participants in the Western Pacific regional forum on the HSPA 
framework (WHO, 2003) felt this ranking was not useful and instead the framework 
should be adapted more for internal use to improve or supplement each counties own 
performance framework. They also identified the problem of the time and expense that is 
required to gather the data required for the HSPA.  
 
Health Metrics Network 
 
The Health Metrics Network (HMN) is an initiative of the World Health Organisation 
and aims to improve health thorough the provision of better health information based on 
the premise that better information will lead to better decision making and improved 
health outcomes (WHO, 2007). At the present time HMN is working on the development 
of Health System Metrics (HSM), which aims to provide users with “a minimal set of 
core indicators, that are comparable between populations and over time, and identify the 
key measurement issues and strategies required to report regularly on the status of the 
health system.” (Health Metrics Network, 2006, p 6) The goal is that the information by 
the dashboard can then be used for health system improvement.  
 
The Health System Metrics will present a dashboard of indicators of the inputs and output 
of the health system. This will focus on the three intrinsic goals considered by the HSPA 
discussed previously, in addition to health system coverage, efficiency, quality and 
safety.  
 
The HSM will measure the following inputs of the health system: governance and 
leadership, financing human resources, health information, service provision (including 
availability and quality) and the coverage of services.  
 
Presently the HMN is in the process of developing indicators for the various inputs and 
outputs described above, with the exception of those already developed by the HSPA.  
Balanced Scorecard in Health 
 
The balanced scorecard (BSC) developed by Kaplan and Norton is perhaps one of the 
most well known multi-dimensional performance management systems which views 
performance as more than simply the bottom line. Derived from an organisation’s vision 
and strategy a balanced scorecard focuses on the long and short term drivers of 
performance, by viewing performance from four different perspectives: that of the 
customers, that of stakeholders, from the perspective of what internal business processes 
the business must excel at in order to achieve their vision and strategy and organisational 
growth and learning how to perform better (Kaplan and Norton, 1996).  
 
 Figure 1 - The Balanced Scorecard 
 
Although originally developed for use in the private for-profit sector, Kaplan and 
Norton’s (1996) method can also be used in the pubic and not-for-profit sectors, where 
the financial perspective rather than being viewed as a goal, now comes to represent the 
financial and resource constraints in which these organisations must operate.   
 
The balanced scorecard has been used to manage performance in public health. 
Sometimes the scorecard is implemented in its pure form as set out by Kaplan and Norton 
(Kaplan and Norton, 1992), however many people have proposed modified scorecards 
(eg Linard et al., 2000) and others have proposed more radical transformations, which 
though they were inspired by the BSC look very different to it.  Such alternations are 
generally to ensure fitness for purpose.  
 
For example Linard et al (Linard et al., 2000) propose a template for a dynamic balanced 
scorecard for the Australian public sector. This template identified three customers: the 
Minister as the representative of government for the implementation of policy, the 
auditor-general and parliament in respect of good governance and finally to the customers 
with whom the public sector agency or departments deals.   
 
The scorecard is used for performance management in public hospitals in Ontario, 
Canada (Paul et al., 2006), was the basis for the development of the Performance 
Assessment Framework in the UK NHS (Chang et al., 2002) and Queensland Health in 
Australia is currently in the process of developing a balanced scorecard.  
 
To a large extent the WHO’s HSPA and the HMN’s HSM are instruments which 
approximate the beginnings of a balanced scorecard. Each has a focus on customers, 
providing quality healthcare, system responsiveness and equity of healthcare. Each has a 
focus on finance or the resources that are available in order to realise the goal of health 
improvement. There is consideration of efficiency, an internal business processes 
perspective and growth and learning,  with efforts to improve stewardship and health 
information.   
Limitations of the Balanced Scorecard 
 
The balanced scorecard is not without its limitations, some of which can be overcome 
with system dynamics.  
 
The scorecard is based on a series of cause and effect relationships, where improving 
performance on one or another indicator will increase outcomes (Kaplan and Norton, 
1996).  
 
This is an overly simplistic and unidirectional view of causation. However in complex 
system it is more likely that there is bi-directional causality with multiple contributors 
(Akkermans and van Oorschot, 2002). It also ignores the effect feedback.  
 
The BSC also ignores the time lag between cause and effect (Linard, 2001, Akkermans 
and van Oorschot, 2002). Major reform in public health policy takes time to implement 
and there will be a time delay before the results begin to appear. For example recently in 
the state of New South Wales, Australia, the government has placed significant 
restrictions on smoking in pubs and clubs, however we would expect there to be a 
significant time delay between the implementation of that law and seeing a drop in people 
suffering the effects of passive smoking.  
 
The scorecard also lacks a rigorous means for the selection and validation of performance 
indicators and policy decisions or business rules which respond to performance gaps 
(Linard, 2001). Typically indicators for the scorecard are chosen by consensus among the 
stakeholders and it is further assumed that presenting decision makers with information 
on the scorecard will lead to good decision making. This is not so, especially when faced 
with the dynamically complex problems of managing organisational performance.  
 
System dynamics (SD) can help to overcome these limitations. SD provides a framework 
by which we can understand dynamically complex causal relationships. In addition to this 
models can be constructed to test hypotheses of casual relationships and the effectiveness 
of indicators and policy to correct performance deviations from targets (Linard, 2001, 
Akkermans and van Oorschot, 2002). The application of system dynamics to the balanced 
scorecard results in what has been called a dynamic balanced scorecard. 
 
Developing a dynamic balanced scorecard to manage 
health system performance 
 
This present research will focus on the development of a dynamic balanced scorecard 
(DBSC) for an area health service (AHS) within the state of New South Wales, Australia. 
New South Wales is divided up into eight AHSs, each being responsible for the delivery 
of healthcare in their region, including health promotion, disease prevention, primary 
health care, community health services, home care, hospital services and nursing home 
care. 
NSW Department of Health Performance Framework 
 
The New South Wales Department of Health has four strategic goals for the New South 
Wales (NSW) health system (NSW Department of Health, 2000, NSW Department of 
Health, 2005).  These are: 
• To keep people healthy (health outcomes for the population) 
• To provide the health care people need (access) 
• To deliver high quality health services (quality) 
• To manage health services well (cost) 
 
These four areas represent the most important outcomes for the New South Wales Health 
system. The Department of Health requires the area health services (AHS) who are 
responsible for delivering health services to report their performance and outcomes 
against these indicators derived from these four strategic goals. AHS also receive 
incentive funding for meeting targets set by the department of health.  
 
The interaction of Cost, Quality and Access 
 
Central to the operation of the dynamic scorecard will be an understanding of the 
interaction of cost, quality and access to produce health outcomes for the population 
covered by the AHS.  
 
Figure 2 - The interaction of cost, quality and access on health outcomes 
 It has been generally said that a health system in improving population health can provide 
two but never all three of these goals. It could produce high quality care which is highly 
accessible, but this would be very costly. It could produce high accessibility at a low cost, 
but with poor quality.  
 
This makes is especially important to understand this dynamic as the costs of healthcare 
are rising (see Figure 3). This raises some very important policy questions looking to the 
future. How will this impact of the quality of healthcare? How will it impact on the 
ability of people to access healthcare when they need it? How will these in turn impact on 
population health? 
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Figure 3 - Australian Healthcare Expenditure from all sources as a percentage of GDP. (AIHW, 
2007) 
 
According to the Australian Productivity Commission (2005a) the two main drivers of 
real growth in healthcare expenditure is due to advances in medical technology and the 
ageing population.  
Advances in medical technology  
 
Advances in medical technology has provided significant benefits to the health system, 
with higher quality treatments, the ability to treat more patients, increase quality of life 
and also creates a greater demand for treatments. However advances in medical 
technology are also responsible for around one-third of  growth in health expenditure 
(Productivity Commission, 2005b). The report by the Productivity Commission form the 
opinion that on the whole these benefits outweighed the additional costs.  
Ageing population 
The Australian population is ageing, with the portion of people over 65 expected to 
double in the next 40 years (Productivity Commission, 2005a). By 2045 it is expected 
that Australian aged 65 and older will make up one quarter on the entire population (see 
Figure 4). Presently this group comprises around 12.5% of the population.  
 
 
Figure 4 - Ageing profile for Australia from 1925 to 2000, with projections for 2025 and 2045. 
(Productivity Commission, 2005a) 
A recent report by Productivity Commission (2005a) highlights that the ageing 
population will have a significant impact on health expenditure, as health care 
expenditure for people over 65 is significantly higher than for those under 65 (see Figure 
5).  
  
Figure 5 - Cost of public hospitals and PBS by age (Productivity Commission, 2005a) 
 
Other factors for consideration 
 
A recent Auditor-General’s report (New South Wales Auditor-General, 2006) projected 
that by 2010 there will be a shortfall of 40,000 nurses in New South Wales owing to 
nurses retiring from practice and the increasing demand for nurses as a result of the 
ageing population. Presently New South Wales hospitals are relying on overtime, casual  
and agency nurses to fill the existing shortages, but this will present larger challenges in 
managing performance in the future as staffing shortages are magnified by increasing 
demand due to the ageing population. Such shortfalls are likely to have a significant 
impact on cost, quality and access and therefore health outcomes.  
 
Conclusion 
 
Health system performance management is a dynamically complex task, due to the 
number of factors that contribute to improving health, the interaction and feedback 
among factors and the time delays between the implementation of public policy and 
achieving results and feedback.  
 
A number of different performance management systems have been reviewed. Each to 
varying extents focus on measuring inputs and outputs of the health system to determine 
performance. What is common to all is that all measure multiple dimensions of health 
system performance. The common categories for health system performance are quality 
healthcare, equitable access to healthcare and health system responsiveness to users. Each 
acknowledge that health systems are characterised by limited resources and the need to 
manage these well.  
 
The balanced scorecard has been used in the health field and was also considered that  
while the scorecard itself has limited ability to adequately deal with dynamic complexity, 
the application of system dynamics methods to the development of a BSC can overcome 
these limitations and provide a robust basis for the testing of policy interventions 
designed to close any performance gaps.  
 
For the New South Wales health system it will be necessary to develop an understanding 
of the dynamic interactions produced by cost, quality and access in delivering population 
health. This is especially important in light of increasing costs of healthcare, due to 
advanced in medical technology and the ageing population and the decreasing workforce 
of nurses, so that we gain an understanding of what this will mean for the quality and 
accessibility of the healthcare system and ultimately population health.  
 
It is hoped that the development of a dynamic balanced scorecard for New South Wales 
area health services will provide a tool by which to gain understanding of the dynamics 
which affect health system performance and make explicit and understand the tradeoffs 
between cost, quality and access with the end result of this knowledge being improved 
decision making about health system performance and improved population health.  
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LOOKING AT SYSTEM DYNAMICS FROM A 
RESOURCE-BASED POINT OF VIEW 
 
 
The System Dynamics community frequently discusses to what extent System 
Dynamics is adopted in management practice to support strategic decision-making. 
Often, such considerations go in hand with reflections on the benefits of the method, as 
well as on obstacles preventing a broader adoption. Warren (2003) argues that the cost-
benefit ratio of System Dynamics-based interventions is perceived as rather unfavorable 
by many practitioners. The method’s presumably high complexity is assumed to cause 
extraordinary efforts in its adoption while at the same time the expected returns are 
rather uncertain. Accordingly, the challenge of presenting System Dynamics to potential 
adopters and of developing new ways for familiarizing non-System Dynamicists with 
the method and its benefits is an ongoing issue in the System Dynamics community. 
The present paper proposes that a systematic discussion of System Dynamics in the 
terminology of a particular research field may increase the understanding and adoption 
of the method. Studies show that communication may be particularly successful if it 
aims at expressing and explaining the new in terms that the recipient is familiar with. 
(Picot, Reichwald, and Wigand 2003) Framing System Dynamics in the addressees’ 
terminology allows a presentation and argumentation that might be of increased 
persuasiveness as the receiver perceives it as more clearly structured and can takes it up 
more easily. In addition to that, looking at System Dynamics ‘with an outsider’s eyes’ 
may result in a better understanding of potentially existing communication barriers and 
also reveal room for methodological or communicational improvement that might not 
have been brought to light otherwise. By all means not a comprehensive argumentation, 
this paper presents first suggestions on how to develop such an outsider’s consideration 
of System Dynamics from the perspective of the resource-based view of the firm (RBV), 
a prominent and influential stream in strategic management. 
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Commonalities of SD and the RBV  
As a largely acknowledged and widely applied framework in strategic management, the 
resource-based view of the firm (Penrose 1959; Wernerfelt 1984; Barney 1991; Grant 
1996; Teece, Pisano, and Shuen 1997; Dosi, Nelson, and Winter 2000) qualifies for 
such an approach particularly. The resource-based view directs the observer’s focus 
towards firm-internal reasons for the existence (or absence) of competitive strength it 
emphasizes the importance of a firm’s resource endowment and complements the 
market-based perspective of strategy that was developed particularly in the early 1980s 
(Porter 1980, 1985; Buzzell and Gale 1987). Generally spoken, three objects are 
considered in order to explain a firm’s competitive advantage: resources, capabilities, 
and dynamic capabilities. Resources are “stocks of available factors that are owned or 
controlled by the firm. Resources are converted into final products or services by using 
a wide range of other firm assets and bonding mechanisms […], [and consist] of 
knowhow that can be traded […], financial or physical assets […], human capital, etc. 
[…] Capabilities, in contrast, refer to a firm’s capacity to deploy resources, usually in 
combination, using organizational processes, to effect a desired end. They are 
information-based, tangible or intangible processes that are firm-specific and are 
developed over time through complex interactions among the firm’s resources.” (Amit 
and Schoemaker 1993: 35) As a specific type of capabilities, dynamic capabilities are 
understood as those “specific organizational and strategic processes (e.g., product 
innovation, strategic decision making, alliancing) by which managers alter the resource 
base“ (Eisenhardt and Martin 2000: 1111). 
System Dynamics shows a number of commonalities with the resource-based view, and 
a high degree of conceptual compatibility is assumed to support the here attempted 
argumentation. As a major parallel, both approaches make the accumulation and 
conservation of both tangible and intangible resources the center of their considerations. 
The genuine application of a long-term perspective is a second obvious similarity. 
Accordingly, a large number of studies probing resource-based problems make use of 
System Dynamics as method of analysis (e.g., Morecroft 1997; Ford and Mahieu 1998; 
Mollona 2002; Morecroft, Sanchez, and Heene 2002; Warren 2002; Salge and Milling 
2004). In contrast to those studies leveraging the complementary characteristics on 
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managerial issues, the present paper suggests to make System Dynamics the object of 
analysis, applying a resource-based framework to it. Aim of this undertaking is the 
assessment of the potential competitive meaning of adopting System Dynamics for a 
company from the conceptual point of view of a proponent of the RBV. 
 
Criteria for identifying strategic resources / dynamic capabilities 
Aiming at the identification of reasons for the existence of (sustained) competitive 
advantage, the RBV offers a clearly defined set of criteria to assess the competitive 
meaning of resources or capabilities. This set, commonly referred to as the VRIO- or 
VRIN-framework, presumes that a resource can found a sustained competitive 
advantage if it is rare and neither imitable nor substitutable, but accessible and 
exploitable for the company, and if its application produces value for the company 
owning it (Barney 1991; Eisenhardt and Martin 2000; Barney 2001, 2002; Peteraf and 
Bergen 2003). The more firm-specific resources are and the better they can be identified, 
exploited and combined with each other, the higher is the bundle’s potential to provide a 
solid foundation for sustainable competitive advantage. Otherwise, i.e. if a resource 
bundle does not fulfill all of the criteria, still a temporarily advantageous resource 
position may exist, but it may be hardly defendable under serious competition. Adopting 
the idea of the VRIO-/VRIN-concept for an analysis of the characteristics of System 
Dynamics, the present paper therefore may actually also present some considerations on 
the question to what extent the method’s application may become a source of 
competitive advantage. 
 
System Dynamics from a resource-based point of view 
System Dynamicists strive for the externalization and elicitation of mental models. The 
purpose of System Dynamics modeling is the identification and formal conservation of 
individually held knowledge, both of the already explicitly stated, but to larger extent of 
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the tacit knowledge that has not yet been made accessible to discussion and formal 
processing (Forrester 1968, 1987; Vennix et al. 1992; Ford and Sterman 1998). The 
modeling process leads to the recombination and extension of a firm’s specific resource 
base. It conserves explicit knowledge on a subject matter, and also externalizes parts of 
the previously held tacit part of an individual’s knowledge base. Hence, from a 
resource-based point of view, the modeling process represents an organizational 
capability, whereas the System Dynamics model itself is a tangible resource based on 
the accumulation and integration of previously inter- and intra-individually scattered 
knowledge. Both, the model as well as the modeling, undergo a resource-based analysis 
in the following sections.  
 
Models as resources 
System Dynamics models represent explicitly integrated knowledge and, as such, a 
resource in the above stated sense. They are based on the accumulation and integration 
of previously inter- and intra-individually scattered pieces of knowledge and combine 
and codify this knowledge in a formalized way. According to Grant (1996: 376), its 
overall nature and distinctive characteristics “point to knowledge (tacit knowledge in 
particular) as the most strategically-important resource which firms possess”. With 
System Dynamics aiming for the externalization and elicitation of previously not 
explicitly available and formally accessible (tacit) knowledge, System Dynamics 
models come in exactly at this point. Nevertheless, this gives us not more than a vague 
and superficial hint at the potential strategic meaning of System Dynamics models for a 
firm. Therefore, the VRIO-/VRIN-scheme shall be used for a more structured analysis. 
A VRIO-/VRIN-based assessment may be based on different kinds of primary and 
secondary data. A review of published project reports or similar publications can give 
information on the extent to which System Dynamics models fulfill the criteria of 
strategic resources. Similarly, own experiments, field data or expert surveys may 
provide some insight. Of course, for all kinds of sources a critical appraisal of their 
respective credibility and scientifically desirable neutrality seems to be indicated. As the 
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purpose of the present paper is the basic development and presentation of the approach, 
a mixed, but only limited set of sources will be used and interpreted at the present stage. 
The exemplary assessments are grounded in findings of a previously conducted case 
study (Miczka 2007) and, to a lesser degree, draw on evaluations presented in the 
literature. The case study examines the application of System Dynamics for strategy 
making in a globally active company that is among the 100 largest corporations stock-
listed in Germany. For matters of confidentiality, the company will be named ‘Shiny 
Steel Corp.’. The company is mainly active in the machinery industry, being the clear 
world-market and technology leader in its business. It has been using System Dynamics 
for several years and, among other applications, has developed a market model which is 
constantly maintained by designated staff with considerable background in System 
Dynamics. In the remainder of this section, a brief testing of each of the VRIO/VRIN 
criteria of value, rarity, imitability, substitutability, and organizational accessibility is 
put forward for System Dynamics models. 
Concerning the value of a particular System Dynamics model to its holder, the result of 
an evaluation depends to a large degree on the soundness of the model that, in turn, 
relates to the abilities of the modelers and the quality of the modeling process. It is 
certainly of importance that the model complies to the standards of ‘good models’ that 
are laid out in the literature (Forrester 1961; Forrester and Senge 1980; Barlas 1996; 
Sterman 2000). Nevertheless, the ultimate evaluation of a model’s value may be 
determined only subjectively by those using it. For the users, even a not fully rule-
compliant model may be of value. In the case of Shiny Steel, the model has been 
decently developed and tested for being good modeling practice, and several directly 
observed benefits from the availability of the model have been identified: (1) a better 
preparation for a range of previously simulated scenarios, (2) an argumentative backing 
in the case of differences about the development of a particular variable, expressed by 
one manager as follows: “We cannot forecast that a particular development will be 
observable. But we can show that some of the assumptions about the effects of a 
particular strategy—that are spontaneously expressed in a meeting—simply cannot be 
right.” (Miczka 2007: 19). Furthermore, (3) a more integrated understanding of the 
market dynamics due to a clear mapping of causal relationships has been reported. 
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Therefore, in this case the value of the particular System Dynamics model can be 
assumed to be given. 
The rarity of a particular model may be assumed to exist initially. This assumption 
seems to hold regardless the rarity of the knowledge sources that have contributed to the 
model: If some of the information combined in the model is private, then the model 
necessarily shares this attribute. Otherwise, the model may still represent an individual 
perspective if it is an idiosyncratic combination of publicly available information. The 
latter is the case for Shiny Steel’s market model that is based on causal relations that are 
to a large extent common knowledge or, at least, “it is no rocket science to determine 
them”, as one manager puts it. Similarly, the numerical inputs used to initialize the 
simulations are to a large extent freely available information. The major difference 
between models developed on the basis of private versus public information is the 
probability of imitation. Private information acts as a natural barrier to imitation (even 
though not necessarily to substitution). Accordingly, the interviewees at Shiny Steel 
unanimously assume that their market model might be replicated rather fast, and for that 
reason try not to point competitors to the specific approach they have taken in analyzing 
market dynamics. Even though rarity at the micro level, i.e. for the specific formulation 
of the model, may persist, the overall approach and the benefits (e.g., from mapping 
relationships explicitly) may be replicated to some extent and thus reduce the strategic 
meaning of a model to the previously sole user. Due to the “equifinality of systems” 
(Katz and Kahn 1978) the following company may come to similar strategic insights 
and conclusions even though the model itself differs. In this case a perfect substitute 
exists. 
The final criterion is the model’s organizational accessibility and exploitability. Several 
ways of using System Dynamics models have been presented in the literature, differing 
in the degree to which decision makers get into contact with the model structure 
(Morecroft 1988; Vennix, Richardson, and Andersen 1997; Sterman 2000; Warren 
2002). Whereas some authors argue that decision makers need to be involved directly 
into the model building as well as into the actual simulation setup and interpretation, 
others suggest that expert modeling is the most adequate approach for most cases, with 
only some roughly sketched causal loop diagrams surfacing and preventing content 
Looking at System Dynamics from a resource-based point of view. ISDC PhD colloquium 2007. 
 
 
7
experts from accessing (and assessing) the model itself in order to keep the user’s 
attention on the model behavior. Again, a third group makes a case for using System 
Dynamics in its entirety only as background tool for increasing the awareness of 
complex dynamic interrelations, and for changing the mental models of decision makers, 
sensitizing them to the power of non-linear feedback systems by using simulators or 
keeping an intervention closely tied to actual behavior (modes) instead of analyzing 
structural issues excessively. The literature reports positive examples for all of those 
methods. The actual evaluation of organizational accessibility certainly depends on 
many situative factors such as the company’s experience with System Dynamics, the 
qualification of the instructors introducing the method, managerial commitment, the 
devoted resource etc. Many authors address specific difficulties in this context (Warren 
2003; Zock and Rautenberg 2004; Ackoff 2006). With respect to the considerable size 
of the model, Shiny Steel has chosen to develop and maintain the model within a 
particular department, devoting specialized staff to this task. This expert modeling 
approach has been considered to concentrate understanding of the model to a small 
group of content and modeling experts that are able to introduce directly business 
related consideration based on the model analysis into decision making circles.  
 
Modeling as organizational capability 
An assessment of the modeling process seems to call for a slightly more differentiated 
approach. In accordance with the earlier expressed understanding of System Dynamics 
as explicitly integrated knowledge, the modeling process is understood as a process of 
knowledge elicitation, accumulation and combination. The modeling process involves 
and brings together a number of other resources such as information stored in databases 
or ‘content experts’, modeling experts etc., combines them and results in a model, i.e. a 
newly created resource. 
The objective of System Dynamics modeling is largely described as supporting decision 
making in complex problem situations, i.e. in situations that are characterized by high 
variety and numerous non-linear feedback relationships between the elements (Forrester 
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1961; Milling 1981; Morecroft 1984). Such decisions processes are termed “strategic 
decision making” processes if they address issues that are “important, in terms of the 
actions taken, the resources committed, or the precedents set” (Eisenhardt and Zbaracki 
1992: 17). Strategic decision making is considered to be one of the essential dynamic 
capabilities of a company. Possibly inducing the timely alternation of the firm’s 
resource base it may indirectly path the way for the development of a sustainable 
competitive advantage (Teece, Pisano, and Shuen 1997; Eisenhardt and Martin 2000). 
Nevertheless, as Eisenhardt and Martin (2000) argue, dynamic capabilities themselves 
can hardly become sources of sustainable competitive advantage themselves as they 
tend to be imitable, substitutable, and often even lack rarity from the outset. For 
example, the application of analytic frameworks such as Porter’s five competitive forces 
(Porter 1980) or the SWOT framework (Christensen et al. 1982: 179-188) which have 
experienced wide dissemination and adoption can hardly lead to the creation of a unique 
decision making capability. The diffusion of management procedures through the 
publication of ‘best practices’ and the activities of knowledge intermediaries (consulting 
firms, management trainers, business schools) certainly contribute to this development. 
Yet, the characteristics of System Dynamics potentially let it become effective in a 
different way and thus still support the formation of distinguishable decision making 
processes. 
System Dynamics has been developed with the intention to support strategic decision 
making processes (Forrester 1958). In contrast to analytical frameworks that mainly 
prescribe the objects of analysis, System Dynamics addresses and affects the process 
and perspective regardless of the actual issue of analysis. System Dynamics originally 
fosters double-loop learning (Argyris 1976), whereas the application of frameworks 
does not automatically motivate a deviation from the currently held, ‘implanted’, pre-
defined, and not necessarily company-specific (mental) model. Therefore, primarily 
referring to the process instead of the content of strategic decision making, the effect of 
introducing System Dynamics on the decision-making process’ uniqueness can be 
considered to be potentially higher and more substantial than the effect of a new, 
adopted ‘framework’ (Rumelt, Schendel, and Teece 1991; Mintzberg 1994; Bierly and 
Chakrabarti 1996). 
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The process of strategic decision making has been described from different perspectives. 
Eisenhardt and Zbaracki (1992) distinguish three major streams: bounded rationality 
(Simon 1957; Cyert and March 1963; Simon 1976; Janis 1982; Mintzberg and Waters 
1982), contributions focusing on power and politics (Dean and Sharfman 1993; 
Eisenhardt, Kahwajy, and Bourgeois 1997), and the garbage can model (Cohen, March, 
and Olsen 1972). Each of the streams stresses characteristics and, in particular, 
shortcomings of decision making processes as the respective authors have observed 
them in field studies or experimental research. Therefore, a comprehensive evaluation 
of the contribution of System Dynamics to an improvement of strategic decision making 
should take the respective leverage points into account and investigate if System 
Dynamics may address or even neutralize the weaknesses of ‘conventional’ decision 
making. 
From the perspective of the bounded rationality stream an application of System 
Dynamics may produce value at several levels. First, easing the transfer of previously 
often tacit and thus “sticky” knowledge (Szulanski 2000), System Dynamics may 
support the alignment and joint improvement of the management team’s mental models. 
A more consistent, more reflectedly built intuition resulting from System Dynamics-
based considerations may improve decision making especially in high pressure 
situations where lengthy analysis cannot be conducted, but less obvious policies may 
have already been recognized as advantageous based ob the previous improvement of 
the management’s mental models. Second, it may increase the organization’s 
information processing power due to the possibility to discuss and analyze complex 
problem settings. In combination, management may develop more comprehensive and 
consistent expectations about possible future opportunities and threats, and may be 
better prepared for troublesome, unexpected situations (Miczka 2006). 
Similarly, from the power and politics perspective positive effects of an introduction of 
System Dynamics may be identified, considering the method’s ability to reach 
consensus on disputed issues through explication and formalization (Vennix 1995). 
System Dynamics models resulting form open-ended, constructive discussions may be 
used as an objective, jointly accepted basis for debates that reveal implicit assumptions 
and create an common understanding: “[System Dynamics] allowed an integrated 
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description of the market context. Everybody felt how things are linked up, but we were 
not able to represent them consistently”, as a manager at Shiny Steel reported. Hence, 
System Dynamics modeling may mitigate politically caused difficulties in decision 
making processes. 
Finally, also from the garbage can model’s perspective improvements seem probable. 
The elicitation and explicit formal conservation of tacit knowledge may render a 
different understanding of a problem’s roots, and may reveal new solutions through the 
identification of previously unperceived causal relations, and uncover indirect effects of 
particular policies and decisions. Should an improved understanding lead to new insight 
about possible system behavior, the resulting enhanced foresight may also uncover that 
assumed solutions may not be advantageous to the problems they have originally been 
assigned to. 
Hence, System Dynamics may be considered to be of value from each of the three 
perspectives on strategic decision making. Of course, the here presented considerations 
represent an only superficial analysis. Future, more comprehensive considerations 
certainly need to take into account the ‘net value’ of a System Dynamics application, 
comparing the here discussed probable ‘gross value’ and the costs of an intervention 
(Snabe 2007). Yet our considerations already indicate several starting points for 
promoting System Dynamics through targeted, community-specific communications 
pointing out how its application may mitigate some of the shortcomings of decision 
making processes that are discussed in the respective community. 
The further resource-based criteria for evaluating capabilities shall be considered only 
briefly and very selectedly in this paper. With respect to rarity the fact that System 
Dynamics is a well documented and easily adaptable method is a limiting factor, 
apparently. Nevertheless, at present it is not that widely applied that one may speak of a 
‘broad adoption’ compared to many other (content-focused) methods for strategy 
analysis and therefore a certain exclusiveness can still be attested. Certainly reports of 
positive outcomes may attract new adopters, and accordingly imitation is considered a 
major threat to the immediate competitive advantages System Dynamics-based decision 
making may found, as also the interviewees at Shiny Steel state: “The hard thing is to 
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figure out that System Dynamics is a powerful approach to this problem, […] the 
modelling can be done within half a year or a year, probably.” Still, in high pressure 
situations an organization’s ability to imitate a competitor’s System Dynamics 
capability seems difficult. Therefore, in such situations the advantage based on rarity 
may persist without being threatened immediately, and System Dynamics may be 
particularly advantageous by fostering (or having fostered) an increased understanding 
of causal relationships and non-linear dynamics, preparedness, and the reflection on 
otherwise unidentified solutions and policies. 
The organizational exploitability of System Dynamics is a major object of research 
within the System Dynamics community. Several structured approaches have been 
presented to involve decision makers and tap their mental model systematically, e.g. 
group model building (Vennix 1996; Vennix, Richardson, and Andersen 1997; 
Rouwette, Vennix, and Thijssen 2000) or the Strategy Dynamics approach (Warren 
2002). Many organizations, among them Shiny Steel, consider System Dynamics 
modeling as an expert tool and accordingly keep model building and analysis within the 
boundaries of a particular department that hardly uses System Dynamics in its external 
communications. Others apply the approach at board level, and only keep the technical 
aspects with a specialized team or external consultancy. The involvement of the key 
decision makers determines to what extent System Dynamics may be used to address 
particular difficulties of decision making processes. For example, from a garbage can 
point of view, it seems essential that the benefits from the modeling process are realized 
with exactly those people that are in the position to participate in the important decision 
situations and can thus introduce systematical solutions to the upcoming problems. 
 
Conclusions 
The present paper has attempted to develop the idea of a systematic evaluation of 
System Dynamics from a non-System Dynamicist’s point of view. It has applied the 
resource-based VRIO/VRIN evaluation scheme, and analyzed how a scholar or 
practitioner rooted in a resource-based mindset might assess System Dynamics. The 
considerations have considered both System Dynamics models as organizational 
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resources and System Dynamics modeling as organizational capability taking effect in 
strategic decision making processes. For the latter, three different perspectives of 
strategic decision making have been introduced, and our analysis suggests possible 
assessments of the value of System Dynamics modeling for a company from those three 
perspectives. The considerations identify several starting points for attracting ‘outsiders’ 
to System Dynamics by pointing out the specific advantages of the method for 
addressing difficulties in decision making processes. 
This paper has not presented a comprehensive analysis, but developed the general idea 
of how to communicate the benefits of System Dynamics to ‘outsiders’, and at the same 
time built awareness for possible problems non-System Dynamicists may see from their 
point of view when coming across the method. The presented approach is a general, 
conceptual one that does not take into account situative aspects potentially changing the 
evaluation. Nevertheless, it might hint at a possibility to support the further 
dissemination of System Dynamics systematically by taking an ‘empathic’ approach. 
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Abstract
In the next decade, a large part of Switzerland’s stock of apartment build-
ings comes into an age in which major renovations are needed in order to
maintain the substance of the buildings. Several social, demographic, and
economic processes can be expected to change the structure of demand and
supply for residential living space. Further, the evolution of technology
and its interaction with markets can be expected to change practices in the
construction sector. It is in this dynamic environment that a rising num-
ber of societal actors call for an increase of energy-efficiency in buildings
in order to reduce the emission of CO2. Unfortunately, the widespread
adoption of advanced energy-efficient renovation technologies (ART) en-
counters a number of barriers, even though many of these technologies are
often profitable in the long run.
This paper outlines an inter- and transdisciplinary research project sub-
stantially based on systems thinking. The aim of the project is to identify
governmental policies and organizational strategies that help in overcom-
ing barriers to the diffusion of advanced renovation technologies. In order
to describe and understand the dynamic interdependence of driving forces
and barriers, a System Dynamics model of the problem situation is devel-
oped. It’s main function is to provide a consistent account of the issue, guide
debate over desirable and feasible changes and inform the development of
change management tools. The study’s focus is on multi-family apartment
blocks within Switzerland’s greater Zürich region.
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1 Introduction
According to the Intergovernmental Panel on Climate Change (2007, 2),
“carbon dioxide is the most important anthropogenic greenhouse gas. (...).
The primary source of the increased atmospheric concentration of carbon
dioxide since the pre-industrial period results from fossil fuel use (...).”
In order to contribute to a reduction of Switzerland’s CO2-output, the
total demand for carbon-based energy services by Switzerland’s stock of
buildings must be reduced. Theoretically, total energy use as well as carbon-
based energy use by the built environment can be reduced by lowering
levels of service (such as lower average room temperature) or by increasing
the level of energy efficiency. Reducing the level of service on a large scale
is hardly feasible in practice, as it would decreases the inhabitants’ level of
comfort and thus very likely lead to political resistance.
Substituting fossil, carbon-based energy-sources by sustainable energy-
sources will play an important part in making Switzerland’s consumption
patterns more sustainable in the long run. In the short to middle run,
however, large reductions in the total demand for energy services can be
achieved by increasing the level of energy-efficiency of the built environ-
ment. Building highly energy-efficient and ecological houses is an impor-
tant aspect of a long-term strategy. In the short term, the use of energy can
be significantly reduced by renovating existing houses.
In order to develop the technological know-how at a highly cost-effective
price, a research project developing advanced renovation technologies has
been initiated in the year 2006.1 The author’s PhD project is located
within the project’s work-package C4 “Modeling the diffusion of energy-efficient
building refurbishment.” The dissertation will provide a System Dynamics
model of the diffusion dynamics of advanced energy efficient renovations
in Switzerland’s greater Zürich region. It will focus on the advanced reno-
vation technologies (ART) that are developed within the CCEM-CH project.
1The project, titled “Advanced Energy-efficient Renovation of Buildings,” is conducted
within Switzerland’s Competence Center for Energy and Mobility (CCEM-CH). (See
http://www.empa-ren.ch/ccem-retrofit.htm for further information.) This research
project is located within the context of the International Energy Agency ECBCS Annex
50 framework “Prefabricated Systems for Low Energy Renovation of Residential Buildings.” (See
http://www.empa-ren.ch/A50.htm for further information.)
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These technologies together will be referred to as the Integrated Renovation
Concept (IRC).
This paper provides a first account of the dissertation’s research questions,
theoretical and methodological foundations and the envisioned research
process. Further, preliminary conceptualizations of the whole System Dy-
namics model and selected submodels are sketched.
The structure of the paper is as follows: After this introduction, the prob-
lem situation motivating the dissertation is presented. In section 3, the
research goals and questions underlying the study are explicated. Section 4
introduces theoretical and methodological foundations. Section 5 presents
the envisioned design of the research process, while section 6 presents
preliminary conceptualizations of the System Dynamics model. Section 7
finishes with some concluding remarks on the use of System Dynamics as
an integrative approach.
Throughout this paper, the following terminology is employed: With
building manager, the person or group of persons making final decisions
concerning a building is meant. This generally is the owner of the building
or her agents. The term renovation system is a metaphor for that part of reality
that is part of the problem situation. The term construction system refers to
the part of the renovation system that is concerned with the construction of
buildings.
4
2 The Problem Situation
A large part of Switzerland’s built environment was built before the year
1981 and now comes into an age in which major renovations are needed
in order to maintain the physical substance of the building. Gerheuser
(2007, VI) estimates that in the next few years roughly 2.2 Million living
units are in need of substantial renovations. Renovations are needed in
order to maintain the value of the buildings and provide an opportunity
to retrofit the units to present and future demand. Gerheuser (2007, VIII)
further finds that particularly in units in the lower price-segment too little
renovation work is carried out. Further, when renovations take place in
that segment, aspects of energy-efficiency are hardly considered.
There are several reasons why too few renovations are being carried out
and why energy-efficiency is a minor aspect of present renovation practices:
1. Renovating is much more complex than building new and frequently
leads to major hassles for the actors involved: Existing plans may
not be accurate and precise measures of the built substance are often
tedious to obtain. Construction work often has to be carried out
while the tenants still live in the building. Other approaches, such as
emptying a building or renovating single units when tenants change,
either take long or are costly.
2. There exist institutional arrangements, that impede the investment
into energy efficiency: For example, in a situation called the “investor-
user dilemma” the building manager pays the cost of investing into
energy efficiency, while the tenants gain the benefits in form of energy-
bill savings. Further, tax regulations often set incentives to perform
renovations step by step, instead of efficiently and effectively imple-
menting a large renovation project at once.
3. Advanced energy-efficient technologies frequently still are innova-
tions for building managers, architects and construction companies.
They are presently perceived to be more risky and hence only adopted
by a minority.
4. Similarly, energy-efficient residential living space is an innovation
for the majority of tenants. The materialization of energy-savings is
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perceived to be rather uncertain and hence the value of the savings is
discounted. In consequence, tenants are not willing to compensate the
building manger for his investment into energy-efficient renovations.
The Integrated Renovation Concept presently under development within
the “Advanced energy-efficient Retrofit” Project explicitly aims at overcom-
ing such obstacles: By employing laser-scanning technologies and indus-
trial prefabrication a quick, clean and economical renovation procedure
for large apartment buildings is envisioned. The prefabricated elements
intended for the hulls of multi-family apartment block’s will come with
a high degree of insulation implemented by default. In addition, further
technologies such as ventilations or solar panels can be integrated into the
prefabricated façade- or roof elements. However, the successful diffusion
of this Integrated Renovation Concept relies on changed practices of actors
in the construction sector (construction companies, architects) as well as on
changed decision-making by building managers. Building managers are
only then likely to adopt advanced renovation technologies, if they con-
sider them as an option and then evaluate them as the best option available.
This evaluation process in return is contingent upon a number of selected
dynamic processes, such as the development of demand for residential
living space (see subsection 6.3 for further details).
3 Research Goals and Questions of the Study
3.1 Research Gap and Research Goals
A lot of research has already been carried out on the general topic of
energy-efficiency in buildings. In particular, Switzerland’s federal office for
energy (Bundesamt für Energie) has commissioned several quite sophisti-
cated studies that provide detailed analysis of selected aspects. However,
no study has yet been conducted that offers a consistent, problem-oriented
dynamic understanding of the issue.
First, it is the stated aim of this study to synthesize existing knowledge as
well as original research into a consistent framework. More precisely, the
study wants to understand how the ‘renovation system’ affects the spread of
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the IRC. In order to do so, interdependencies between important econom-
ical, societal, demographical, organizational and technological variables
need to be taken from the scientific literature and translated into a System
Dynamics model. Further, original empirical research will be needed to fill
gaps in the literature and refine the model. The emerging System Dynam-
ics simulation model will then provide a holistic perspective on the issue.
This synthesis process will be guided by a first subset of research questions,
called model building research questions (see p. 8).
Second, it is a goal of this study, to develop sound instrumental knowledge
in support of the IRC. In particular, this study aims to understand how
transformation- and change management tools have to be used in order to
effectively accelerate the diffusion of the IRC. The System Dynamics model
plays a crucial role in the development of diffusion support tools, because
it represents important aspects of the system into which the IRC shall be
released into. In order to reach this research goal, a second subset of research
questions is developed called diffusion acceleration research questions (see p.
9).
3.2 Process Goals
In addition to the scientific research goals, the project has a number of
implementation-oriented objectives:
• The project supports the CCEM-CH research project in its effort to
achieve widespread diffusion of the IRC.
• Because of the project’s transdisciplinary approach, important repre-
sentatives of the problem situation (such as building managers, archi-
tects, construction companies and government officials) enter into a
dialog. As a result of this exchange, they gain a realistic and consistent
understanding of changes needed in order to move towards the ideals
of the 2kW-society2.
2The 2kW-society is a vision, according to which Switzerland would reduce it’s energy
use from presently around 6000 Watt to 2000 Watt per capita. See Jochem (2004) for a general
discussion. See Koschenz & Pfeiffer (2005) for a discussion of the built environment’s
potential contribution towards this goal.
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• The project supports the harmonization of strategies and policies
across the problem situation’s actor-network that aim at implementing
the changes identified as necessary. By supporting the emergence of
convincing policies and strategies, the project helps to lay the ground
for a broader public acceptance of high standards of energy-efficiency
as embodied in Switzerland’s Minergie and Minergie-P standards3.
This is important because public acceptance for ambitious standards
reduces policy resistance and thus serves as an important prerequisite
for the successful implementation of the new standards.
3.3 Preliminary Research Questions of the Dissertation
In order to reach the research goals of the study, the following explicit re-
search questions need to be answered. However, these are preliminary
research questions that still need further refinement. As a logical con-
sequence of the research goals and the envisioned research process (see
section 5), two subsets of research questions are proposed: First, research
questions in relation to the construction of the System Dynamics simula-
tion model need to be answered in order to build the model (subset A).
Here, the guiding research interest is: “How can the issue be represented
be represented dynamically?” Based on the SD model, a second subset of
research questions will be addressed (subset B): Here, the guiding research
interest is: “How can the diffusion of advanced energy-efficient renovation
technologies, such as the IRC, be accelerated in order to increase the level
of energy efficiency implemented during renovations?”
Model Building ResearchQuestions (subset A) In the following, prelim-
inary research questions related to the definition of the problem situation
and the construction of a SD simulation model are formulated. The internal
logic of this subset of questions is best understood, when figure 2 on page
18 is known:
1. How does the stock of residential living space behave over time?
(This research question will be addressed for multi-family apartment
3Minergie and Minergie-P are labels that can be awarded to building owners to certify
that their building comply with high levels of energy efficiency. For more information, see
www.minergie.ch.
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houses in the greater Zürich region. Special attention will be given to
essential characteristics of residential living space, such as whether it
is energy-efficient or not.)
2. What aspects of the market for residential living space are essential
for the building manager’s investment-decision? How do essential
variables behave dynamically? (This question will be addressed for
the entire rental market for residential living space in the greater
Zürich region. Special attention will be given to tenant’s willingness
to pay for advanced renovation technologies and their co-benefits.)
3. Which agents of the construction system are essential to the diffusion
of the IRC? (This question aims at the identification of a small number
of agents that are key players in the diffusion of advanced renovation
technologies.)
4. How do advanced energy-efficient renovation technologies diffuse
into the construction system. (The focus of the investigation will be,
how essential agents of the construction system respond to techno-
logical change.)
5. What categorization of professional building managers is useful in
order to explain essential differences in decision-making? (Research
will first address differences relevant to questions of energy efficiency.
Second, research will address differences concerning the ability to
change their business model.)
6. What factors influence each group of building manager’s evaluation
process towards or against the implementation of energy-efficient
renovations?
Diffusion Acceleration Research Questions (subset B) In the following,
preliminary research questions related to the governance of the renovation
system are formulated. Here, the interest lies in the question how the
widespread diffusion of advanced, energy-efficient renovation technologies
can be supported. In order to do so, internal characteristics of system-agents
as well as external structures framing their decisions need to be addressed.
By exemplarily looking at the question, how the Integrated Renovation
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Concept can be marketed to it’s key customers, a contribution of practical
relevance can be made towards the improvement of the problem situation.
Investigations aimed at accelerating the diffusion of the IRC will be based
substantially on the System Dynamics model.
1. Who are the key customers of the Integrated Renovation Concept?
2. How should the Integrated Renovation Concept be marketed to its key
customers? (This question aims at finding out how essential agents
of the renovation system evaluate adoption of the IRC. The specific
criteria according to which specific agents evaluate the benefit of a
new business model still need to be researched empirically.)
3. What actions can governing bodies, such as governments or industry
associations, take in order to support the widespread diffusion of the
Integrated Renovation Concept? (In a first step, the focus will be on a
selection of governmental policies that are systemically desirable and
culturally feasible. However, the forced implementation of “com-
mand and control”-type instruments, such as making high levels of
energy efficiency mandatory by law, presently is rather unfeasible.
Therefore, special attention will be given to the question, how gov-
ernments and other societal actors can support the diffusion of the IRC
by employing participatory, collaborative or informal approaches in
addition to legally enforceable policies and financial incentives.)
3.4 Boundaries and Limits of the Dissertation
• The dissertation does not look at processes that control the rate of
renovation.
• The dissertation does not include detailed regional aspects. However,
it is intended to collaborate with a group of researchers that will in-
tegrate the System Dynamics Model with a geographical information
system (GIS) in a later step.
• The dissertation can not provide all the original empirical research.
Instead, the work of other researchers, in particularly the work found
in the literature will be drawn upon to develop the SD model. The
survey carried out within the dissertation is intended to fill gaps.
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3.5 Societal Relevance of the Dissertation
The residential building stock’s potential for energy savings is large and
technologically accessible. While many energy-efficiency measures are al-
ready profitable today, increasing energy prices and decreasing costs of
energy-efficient technologies can be expected to increase the profitability
of investments into buildings’ energy-efficiency. However, a widespread
implementation of high levels of energy-efficiency requires that the indus-
trial infrastructure in the construction system be in place. Hence, while
the existence of energy-efficient technology is a necessity, the successful
diffusion of such technology into the construction system heavily depends
on non-technological processes: For example, economic processes such as
economies of scale and declining costs due to productivity gains affect the
structure of costs. This in turn has implications for the overall strategy of
companies in the construction system.
By identifying policies and strategies that help to accelerate the diffu-
sion of advanced renovation technologies, such as the IRC, the dissertation
contributes to the implementation of such an infrastructure. In addition,
the transdisciplinary research approach employed contributes to the gov-
ernance4 of industrial change in Switzerland’s construction industry.
4 Theoretical and Methodological Foundations
In this section, the theoretical and methodological foundations of the study
are outlined: Theories of the diffusion of innovations constitute the larger the-
oretical framework of the dissertation. They guide the identification of
(mostly aggregate) variables that matter for the case under study. Concepts
from sustainability marketing support research on the individual decision-
making of essential agents and the development of instrumental knowledge
in support of a wide diffusion of the IRC. Soft Systems Methodology is em-
ployed to provide the epistemological and ontological underpinnings of
4The concept of governance is to be distinguished from the concept of government: The
concept of government refers to the rule of a rather clearly defined administration, with
legally sanctioned power to govern. Governance refers to a wider and ‘weaker’ form of
societal coordination, that involves various stakeholders of a problem situation. Governance
of a societal field rather rests on voluntary agreements or mutual interests and does rather
not draw power directly from law.
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the study, whereas System Dynamics is considered to be the ‘working horse’
that will be employed for modeling. Within the methodological framework
of systems thinking, further methods such as statistics, qualitative research
methods and workshop methods will be employed.
4.1 Theories of the Diffusion of Innovations
There is a large body of literature investigating the diffusion of innovations
that provides an important starting point. This study significantly relies
on the general theoretical framework of Rogers (2003): First, the spreading
of awareness-knowledge among potential adopters is important: Mass-
media coverage, observability of the innovation and characteristics of the
social system that ‘carries’ the innovation significantly affect the spread of
awareness knowledge. It is the existence of uncertainty concerning the
innovation and the implications of adoption that makes potential adopters
go through a process of evaluation once they are aware of the innovation.
The evaluation of an innovation leads to adoption whenever the decision-
making unit finds that adoption ‘makes sense’ from its perspective: On
the one hand, the perspective of the decision making-unit is shaped (in
a probabilistic rather than a deterministic way) by characteristics of the
decision-making unit and it’s environment. On the other hand, the char-
acteristics of the innovation are evaluated. Which variables exactly are
influential shaping a potential adopter’s perspective and which character-
istics of the innovation are important has to be determined empirically.
However, several authors have developed categories of variables that can
provide guidance during the specification phase. (See, for example Stone-
man (2002), Wejnert (2002) and Shove (1998).)
4.2 Sustainability Marketing5
In addition to theories of the diffusion of innovations, integrative sustain-
ability marketing can provide important insights how the diffusion of the
IRC could be accelerated: Sustainability marketing as described by Belz
5The description of sustainability marketing provided in this subsection was taken from
Müller (2007).
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(2001; 2004) takes socio-ecological problems in addition to the needs of the cus-
tomers as the point of departure. On a normative level, sustainability market-
ing aims to integrate ecological and social goals in addition to economical
goals into the management principles and practices of a company. On a
strategic level decisions concerning the positioning of specific products and
services, the definition of customer target groups or the timing of market
entry need to be taken. The decisions taken on the strategic level, are then
put into practice on the operative level. Here, a whole range of marketing
tools can be employed in order to communicate the product or service to its
customers. However, often the market success of social-ecological products
and services is hampered due to disadvantageous external conditions. This
is addressed by the transformative level of sustainability marketing: In order
to create an external setting that is favorable to social-ecological products
and services, changes in political and legal frameworks need to be brought
about.
4.3 Soft Systems Methodology
Soft Systems Methodology (SSM) was developed over the last few decades
by Peter Checkland and colleagues at Lancaster University. At the core
of SSM lies the insight, that most situations can be usefully analyzed by
treating them in a systemic way. By developing systems-thinking models
of a problem situation, a debate over culturally feasible and systemically
desirable changes can be initiated among people concerned with the issue.
This shared understanding of the issue then forms the basis for taking ac-
tion in order to improve it. In addition to SSM’s provision of a rigorous
methodological underpinning, SSM provides a number of useful tools, such
as it’s ‘rich pictures’, ‘root definitions’ and tools for comparing the prob-
lem situation with systems-thinking models. (See Checkland (1993; 2005)
and Checkland & Scholes (1998) for SSM; see Lane & Olivia (1998) and
Rodriguez-Ulloal & Paucar-Caceres (2005) for the potential of integrating
SSM with System Dynamics.)
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4.4 System Dynamics
By consciously applying control principles to management and economics,
Jay W. Forrester developed System Dynamics (SD) in the late 1950s and early
1960s at the Massachusetts Institute of Technology’s Sloan School of Man-
agement (Lane & Olivia, 1998, 219). System Dynamics is a systems-thinking
methodology that employs numerical simulations in order to represent the
structure of complex systems and research the behavior of the system. The
central building blocks of a SD-model are its stocks. They are changed over
time by in- and outflows. In SD, the dynamics of a system can be shown to
result from the interactions between the various stocks and flows over time,
in particular from feedback-loops.
In the literature on System Dynamics, authors generally insists on high
standards of ‘confidence building’ for models.6 While logical inconsis-
tencies and contradictions to observed reality mean the model has to be
changed, a model in the social sciences never can be a complete representa-
tion of reality. Rather, a modeling project should strive to include all relevant
aspect of the problem situation. It is here, where Soft Systems Methodology
can provide substantial assistance in finding out, what issues should be
included into the problem situation.
5 General Design of the Research Process
Based on the theoretical foundations and methodological reflections dis-
cussed in the previous section, this section elaborates more specifically on
the envisioned research process (see figure 1). It should be noted that the au-
thor stresses the importance of iterative research approaches7; the following
‘linear’ presentation of the research process therefore is rather idealtypical.
The envisioned research process follows a transdisciplinary approach:
On the one hand, the study will rely on the methodological knowledge and
research of an interdisciplinary team (in the following termed ‘researchers’).
6See, for example, Sterman (2000, chapter 21) or Barlas (1996).
7A number of social science research methodologies support ‘cyclic’ and iterative re-
search processes. See, for example, Soft Systems Methodology (Checkland, 1993), Grounded
Theory (Glaser & Strauss, 1967) or Integrative Systems Methodology (Schwaninger, 1996;
Schwaninger, 2004).
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On the other hand, a group of representatives of important agents of the
system will be invited to form a ‘System Expert Group’. By collaborating
with real persons participating in the problem situation, knowledge from
different perspectives can be brought into the research process.
In a first step, the literature is reviewed and the problem situation is
analyzed in order to arrive at a preliminary understanding of the problem
situation. During this phase, the system expert group and a number or
reference buildings are selected in an iterative process8.
In a first workshop, the researchers and the system experts come together
in order to provide feedback on the first steps of the system analysis and
validate the selection of system experts. In a second step, interviews with the
individual experts are conducted, information from the reference buildings
is gathered and first elements of important subsystems are sketched in a
heuristic manner. This work then is presented to the system expert group
in a second workshop and updated with their feedback. In a third step,
statistical information is gathered, either from existing numerical data or
by means of a survey. That data is used to inform structural modeling and
validation of the model. The feedback received from the expert group then
will be used in a fourth step to improve the model and calibrate it with the
available data. On the basis of the calibrated and validated model, govern-
mental policies and organizational strategies are developed that support
the diffusion of advanced renovation technologies. These strategies and
policies are discussed with the expert group. Finally, in a fifth step, a
transformation support tool for strategy- and policy-makers is developed.
8A precise description of the method employed can be found in Müller, Ulli-Beer &
Grösser (2007): They basically propose to cycle several times through the following four
steps: Obtaining a preliminary understanding of the system, Obtaining a preliminary understanding
of agents, Identification of experts representing important agents, Eliciting expert’s interests and
value-systems in order to understand agents’ actions. Insights gained during one step can
inform any other step; by iteratively cycling through the steps and testing the knowledge
gained, an empirically well-founded understanding of the system emerges.
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Figure 1: The Transdisciplinary Research Strategy of the Study.
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6 Preliminary Conceptualizations of the System Dy-
namics Simulation Model
In the following subsections, preliminary conceptualizations of selected
aspects are briefly sketched. First, the general architecture of the model
is presented. In the next three subsections, the physical structure of the
built environment, selected dynamics of the market for residential living
space and selected dynamics of the construction system are introduced.
Finally, a preliminary dynamic hypothesis is presented that puts the build-
ing manager’s decision’s in the center of the system. The author wants to
stress the fact that these conceptualizations are not yet necessarily always
based on sound research but rather serve the purpose of producing a first
conceptualization on the basis of which empirical work will be carried out.
6.1 Model Architecture
The general architecture of the model is shown in figure 2: The submodel
“Built Environment” simulates the composition and ageing behavior of
the built environment. The building manager’s investment decision is
at the heart of the model. It is here where decisions what to do with
ageing buildings are taken. The building managers’ decisions however are
influenced by his perceptions and expectations of the market for residential
living space and the construction system.
The submodel “Construction System” simulates the construction indus-
try’s capability to transform ageing buildings. The co-evolution of tech-
nologies, their markets and organizational strategies of actors in the reno-
vation value creation chain constitute important drivers of the construction
system’s capability to implement energy-efficient solutions at competitive
prices.
The submodel “Market for Residential Living Space” simulates the de-
mand for housing services offered by the built environment. Obviously,
demographical dynamics such as changes in the total population and its
composition have a strong impact on the demand for housing. But also
economical factors such as income, capital, energy prices or the willing-
ness to pay for energy-efficiency influence the demand for specific types of
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apartments. Further, societal values and their underlying life-styles need
to be taken into consideration in order to understand demand for specific
configurations of living space.
The Built
Environment
Construction 
System
Market for 
Residential 
Living Space
Investment 
Decision of the 
Building 
Manager
Demography
the
Economy
Values
Technology Organizational Strategies
Figure 2: The General Conceptualization of the Model’s Architecture.
6.2 The Physical Structure of the Built Environment
Figure 3 shows a first stock-and-flow diagram of the built environment’s
physical structure: The basic process consists of a flow of buildings through
various stages.9 “Old Adequate Buildings” depreciate and flow into the
stock of “Buildings In Need of Renovation”. The building manager has
three possibilities what to do with the buildings; Demolition, energy-
efficient renovation or non-energy-efficient renovation. The two renovation
choices increase either the stock of “EE Buildings in Good Shape” or the
stock of “non EE Buildings in Good Shape”. Demolition diminishes the
number of buildings in need of renovation and increases the potential for
9It is not yet clear, if the quantity “buildings” constitutes the right measure, or if it would
not be better to use quantifications such as square- or cubicmeters of built space.
18
new buildings. The potential for new buildings is then decreased by actual
construction of new buildings in good shape. Over time, buildings in good
shape become old adequate buildings again, and the whole circle starts
over.
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ment’s Physical Structure.
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6.3 SelectedDynamics of theMarket forResidential LivingSpace
Figure 4 shows the core of the market for residential living space: Change in
the demand for space arises from changes in the population, from changes
in the socio-demographic composition of the population and from economic
growth (omitted) leading to higher median incomes and hence a higher will-
ingness of the population to spend on rent. As a consequence of increased
demand, rental prices increase. On the one hand, high rental prices reduce
the attractiveness of the city and hence reduce demand for space. On the
other hand, a high rental price increases the building managers’ willingness
to renovate and in consequence the absolute number of renovations carried
out increases too. Depending on the cost of construction, the structure of
the built environment is changed by renovations and hence the discrepancy
between the levels of quality demanded and the level of quality supplied is
closed, thus increasing the attractiveness of the city.
Figure 4: Causal Loops and Subsystems in the Market for Residential Living
Space.
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6.4 The Diffusion of Advanced Renovation Technologies in the
Construction System
Figure 5 shows a preliminary stock and flow diagram explaining how Ad-
vanced Renovation Technologies (ART) diffuse among companies in the
construction system. By implementing the first installations of ART in
buildings, a small number of pioneers and technology developers increase
the installed base and work towards the maturing of advanced renovation
technologies. The more ART gets installed and the more the technology
matures, the more experience can construction companies gain. In con-
sequence, the average cost of installing decreases across the construction
system and the perceived riskiness of adopting ART declines. Further, as
ART gains competitiveness compared to conventional technologies and the
adoption is perceived to be less and less risky, the perceived benefit of
adopting ART increases leading to higher rates of adoption.
Figure 5: The Diffusion of Advanced Renovation Technologies (ART) in the
Construction System.
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6.5 Preliminary Dynamic Hypothesis
The physical decay of the built environment as well as an increasing dis-
crepancy between the configurations supplied and the configurations de-
manded on the market for residential living space put pressures on man-
agers to renovate their buildings. Both processes are mostly exogenously
driven, by physical laws in the case of the built environment’s decay and by
demographic, socio-economic and cultural trends. The building managers
who are confronted with this situation evaluate different renovation options
by comparing a small number of options’ earning potential with the costs
of implementing that option.10
Aspects of energy-efficiency are not yet generally perceived to be of crucial
importance by tenants. Hence, the diffusion of energy-efficient renovation
technologies needs to happen in an implicit manner rather than by explicit
choice: By integrating energy-efficiency into advanced renovation technolo-
gies and by assuring that they are perceived to offer a superior bundle, the
market success of advanced renovation technologies leads to higher levels
of energy-efficiency in Switzerland’s built environment. Because advanced
renovation technologies constitute an innovation for building managers
and construction firms, some time is needed to allow positive feedback
loops to endogenously generate the transformation of the construction sec-
tor’s value creation chains and lead to the widespread diffusion of these
technologies.
10Although the result of a strictly economic evaluation has an important influence on
the choice taken, it does not determine it. Further - presently unknown - variables from
non-economic domains need to be included. Theories that are closer to observable behavior,
such as psychology, sociology or marketing promise higher explanatory power.
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7 Concluding Remarks on the Use of System Dynam-
ics as an Integrative Approach
In the author’s view, the methodology of System Dynamics rightly insists on
causality to be the basis of modeling. However, System Dynamics can not
by itself identify causal relations from the real world, it can ‘only’ represent
them in models and simulate the logical implications of causality. This
makes System Dynamics extremely valuable for the conceptualization of
research projects and for the rigorous synthesis of knowledge. In addition,
it provides a valuable tool to perform scenario- and policy analysis.
Based on theoretical guidance and the concepts developed with the aid of
Systems Thinking, the author intends to employ ‘conventional’ statistical
techniques in conjunction with qualitative methods to confirm the existence
of correlation as a necessary precondition of causality. Where statistical
analysis is not possible, non-numerical data generated by interviews, work-
shops and the analysis of documents will be relied upon. This allows to
capture mental models with information concerning the problem situation.
By offering a method that can integrate insights from the ‘quantitative’ as
well as from the ‘qualitative’ research paradigms, System Dynamics is seen
by the authors to offer a rigorous approach to scientific investigation that
transcends narrow boundaries of methodological paradigms and scientific
disciplines.
By employing System Dynamics, the author strongly hopes to be able to
contribute relevant knowledge in support of the IRC.
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Abstract 
 
This paper reports on an action research case study of integrated obstetric care in the 
Netherlands. Efficient and patient-friendly patient flows through integrated care networks are 
of major societal importance. How to design and develop such inter-organizational patient 
flows is still a nascent research area. We have shown that a modification of an existing 
method to support inter-organizational collaboration by system dynamics based group model 
building (the Renga method (Akkermans 2001)) may be effective in achieving such 
collaboration. At the time writing, the action research project that this paper reports upon is 
still ongoing, but so far, perceived results are promising.  
 
1. Introduction 
 
Health care networks in need of redesign 
The Dutch health care sector is responsible for 12,4% of the GNP (2006) and this percentage 
is rising.1 The health care sector is confronted with a growing demand for high quality care, 
                                                    
1
 Statistics Netherlands (Centraal Bureau voor Statistiek) 
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with more demanding clients and with limited financial options to meet this demand (Linden et 
al. 2001). For a long time, the health care sector has been characterized by specialization, 
differentiation and fragmentation. Patients are confronted with multiple care providers and 
with disconnected care processes. This fragmented care leads to a suboptimal performance 
of the system in terms of costs, effectiveness and quality of care. Chains of care processes 
need the be designed to fulfil the needs of the patient (Herzlinger 2004). So, the health care 
sector is challenged to collaborate, to coordinate better demand and supply and to provide 
more efficient care. Therefore, major redesign of care processes is necessary.  
 
Redesign of care processes has been studied for several decades, mostly in the US and the 
UK. On the one hand one discerns studies in the field of operations management (Vissers et 
al. 2005). On the other hand one discerns studies in the field of organization theory, like how 
to build care networks? Different fields of research relate to studying redesign of care 
processes. There have been many applications of system dynamics to improve care 
processes (Vennix 1996; Edwards 2005; Liddell 2004). Also organizational network theory is 
used for studying the development of care networks (Wijngaarden 2006). From industry, 
concepts such as supply chain management and customer-buyer relations might be of use in 
designing client-oriented care.  
 
Some of these studies discuss collaboration between and modelling with different care 
providers in order to improve process performance. However, these studies typically focus on 
2 or 3 different groups or stakeholders (Vennix 1996) Little has been written about how to 
foster collaboration between and modelling with a large number of stakeholders (n>3). How 
can one make such a process manageable?  
 
This paper describes work in progress in the design of a process improvement project with 14 
independent stakeholders in The Netherlands. This project is aimed at improving the care 
process for pregnant women. This paper describes this project and especially the design and 
methods used in more detail. The paper is structured as follows. Section 2 pays attention to 
health care networks and their developmental path. In section 3, the organization of the Dutch 
obstetric care system is explained. The methodology used and the design of the improvement 
process are described in section 4 and 5. Although this paper describes ongoing research, 
some results are presented in section 6. This paper is concluded by a short discussion (7), 
ideas for further research (8) and a conclusion (9).  
 
2. Health care networks 
 
Organizational changes in health care and redesign of care processes are described by 
concepts like transmural care, shared care, integrated care, managed care, and disease 
management (Delnoij et al. 2002; Rosendal 2002). Applying the above concepts on health 
 3 
care often results in the development of health networks. A health network can be defined in 
different ways. On the one hand, a health network can be defined as two or more health care 
organizations that have merged (Weil 2001). A common strategy for the development of these 
networks is the development of Integrated Delivery Systems (Fabbricotti 2007; Gillies et al. 
1993; Shortell et al. 1996, 2000), which is merely top-down oriented. One also speaks of 
vertical integration (Axelsonn 2006). On the other hand, a health network can be defined as a 
formalized cooperation between independent health care providers (Meiboom et al. 2002). 
Often, these networks concern horizontal integration (Axelsonn 2006). The research 
described in this paper concerns this second kind of networks.  
 
The notion that networked firms are going to be the new dominant organizational form is 
increasingly taken for granted. No standard definition of this new organizational form exists, 
but according to Tapscott (1996) essential elements are the following: it is a grouping of a 
number of semi-independent organizations, each with their capabilities and competencies, 
which collaborate in ever-changing constellations to serve one or more markets in order to 
achieve some business goal specific to that collaboration. The interactions and 
interdependencies in these networks are so complex that it is virtually impossible to control 
and design them centrally and hierarchically, as management theory has long believed. In 
such highly decentralized networks - according to complexity theory - coordination and order 
emerge bottom-up, rather than being forced top-down (Axelrod 1997). Classical central 
hierarchical control is not possible since there of no single locus of formal authority. Power 
and influence replace the formal line and command, whilst communication, convincing and 
consensus building take the place of orders (Akkermans, 2001). 
 
One approach for developing such networks is using collaborative improvement models like 
the Breakthrough Series (BTS) from the Institute for Healthcare Improvement (Kilo, 1999). 
The BTS brings together groups of health care organizations that share a commitment to 
making major rapid system changes to specific aspects of their health care organization. 
Approximately 20-40 organizations participate in a 6- to 13-month program involving three 2-
day learning sessions alternating with action periods (Wagner et al. 2001; Minkman 2005). 
However this approach seems promising (Pearson et al. 2005), some remarks can be made. 
BTS surpasses the individual case level and is brought into action on a more national level 
needing several participating regions or cases. Also, one is only allowed to participate if one 
is willing to improve care processes and if project management resources are available at the 
start. In practice, these conditions are not always easily fulfilled.  
 
Akkermans (2001) designed a facilitation approach to intra- and inter-organizational network 
development that is aimed at, on the one hand, creating favourable conditions for 
spontaneous bottom-up emergence of successful network relations and, on the other hand, 
developing – from a top-down perspective – workable business processes to embed those 
 4 
network relations in. This facilitation approach is based firmly on concepts of system 
dynamics modelling and process consultation, or, to use the terminology of the system 
dynamics field, group model building (Vennix 1996; Andersen and Richardson 1997; Vennix 
1999). This generic facilitation style is embedded in a project design that lends itself 
especially well to collaboration between groups from different organizational units. 
 
3. Case setting 
 
3.1 The Dutch obstetric care system 
The Netherlands have an unique system of obstetric care, consisting of a first, second and 
third echelon (figure 1). Women are assigned to an echelon on the basis of their initial risk. 
The first echelon is responsible for low risk pregnancies, the second and third echelon for 
intermediate and high risk pregnancies. The risk can change during pregnancy, resulting in a 
referral from one to another echelon. The risk and referral criteria are set up by the Royal 
Dutch Organisation of Midwives (KNOV) and the Dutch Society of Obstetrics and 
Gynaecology (NVOG). Underlying this system lies the assumption that being pregnant and 
giving birth are physiological processes, involving no illness or disease. When no 
complications are expected, delivery can take place at home (Oudshoorn, 2003). 
 
risk?
low risk patients
intermediate risk 
patients
high risk patients
primary care / first echelon
extramural / home
midwives
family physicians 
secondary care / second echelon
general hospitals
gynecologists
pediatricians
tertiary care / third echelon
university hospitals
subspecialists
 
Figure 1. The Dutch obstetric care system 
 
The aim of obstetric care is the enhancement of a (physically and emotionally) optimal 
outcome of the pregnancy and the delivery/birth for both the mother and the baby. Obstetric 
care consists of antenatal care (care for mother and baby during pregnancy), intrapartum care 
(care for mother and baby during labour and delivery) and postpartum care (care for mother 
and baby after delivery). Many professionals are involved in this care process, as is illustrated 
in figure 2. However, this research project focuses on gynaecologists and midwives, because 
they are primarily responsible for the overall care process. 
 
 5 
 
antenatal care intrapartum 
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postpartum 
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midwife
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Figure 2.Professionals involved in the Dutch obstetric care process 
 
The Netherlands count about 1900 midwives, 650 gynaecologists and 800 obstetric active 
general practitioners (Wiegers 2005). Midwives are working in small organizations (midwifery 
practices), which employ on average 3.5 midwives, or in a hospital (Wiegers 2005). 
Gynaecologists are working in hospitals. In 2006 about 185.000 children were born2.  
 
The Dutch obstetric care system is questioned because of its perinatal mortality rate (out of 
fourteen the second highest in Europe3) and its maternal mortality rate (for example, the 
Dutch maternal mortality rate due to the pregnancy disorder preeclampsia is fourfold the rate 
observed in the UK (Steegers, 2005)). Possible explanations are: more foreign ethnicities, 
more smoking, higher age of mothers, more twin births, more obesities, less prenatal 
screening, more interventions during delivery, different attitude of Dutch caregivers and the 
Dutch system of obstetric care (Achterberg, 2005). Among many other factors the way the 
Dutch have organised obstetric care may be related to less technical effectiveness. Obstetric 
care is provided by different echelons, depending on the risk of a pregnancy. However, at the 
start of a pregnancy, it cannot always accurately assessed whether the pregnancy will be a 
low, mediate or high risk one. Often complications occur during pregnancies and women are 
referred to another echelon. Figure 3 (Anthony et al. 2005) shows that in 2002 most women 
started their pregnancy in the first echelon (85.7%) and that 28.2% of the pregnant women 
was handed over to the second echelon during pregnancy. While giving birth, another 16.9% 
was transferred.4 It is expected that the total ‘transferring rate’ (45.1% in 2002) will increase 
the next decennia. Keep in mind that the numbers in figure 3 represent the number of women 
who are actually taken over. Data about the number of women that have consulted a 
gynaecologist a few times during their pregnancy but who still remain under control of a 
midwife are not counted in.  
                                                    
2
 Statistics Netherlands (Centraal Bureau voor Statistiek) 
3
 Franx A. (2007). Presentation at Tilburg University  
4
 Percentages are calculated on the total amount of actually births. Women with miscarriages 
are not counted in. 
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85.7 % 14.3 % care at the start of pregnancy
57.5 % 42.5 %
40.6 % 59.4 %
care during 
pregnancy
care during child 
birth
first echelon second/third 
echelon
2002
place of birth29.4 %
at home
70.6 %
at the hospital
 
Figure 3. Distribution of pregnant women over the first and second/third echelon. 
 
Data show that many women move between the first and second/third echelon. Often there is 
a lack of coordination, cooperation and exchange of information, which results in problems 
and in suboptimal decision making. This raises the question whether the current organization 
of obstetric care is the most efficient and effective one.  
 
In 2006 a project started in Tilburg aimed at improving the performance of the obstetric care 
system. This working paper describes this project and especially the methods and design 
used. 
 
3.2 Obstetric care in Tilburg 
Tilburg is the sixth city in the Netherlands by count of its inhabitants (in 2006 a little over 
200.000 inhabitants) and is located in the South of the Netherlands. Tilburg has two hospitals: 
one in the North (NH) and one in the South (SH). Together with about 45 midwives, working 
in 12 different midwifery practices (MP), they provide obstetric care for Tilburg and its nearby 
villages. In 2005, the birth of about 4500 children was supported by this system. Each 
midwifery practice has a preference hospital to go to, mostly due to geographic reasons  
(figure 4). 
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Figure 4. Distribution of midwifery practices to the hospitals 
 
In 2006 a voluntary joint project was initiated by some gynaecologists of the SH and 
researchers of the University of Tilburg. The overarching project’s goal is to improve the 
obstetric care process. Even though many different disciplines are involved in the obstetric 
care process (figure 2), this project focuses on gynaecologists and midwives for now, 
because they are mainly responsible for the overall care process. As a result,  their support 
and commitment was seen as one of the major conditions for the project to succeed.  
 
For the researchers, the challenge of the project was first, how to motivate the stakeholders to 
participate in a joint project and, second, how to foster collaboration between a large number 
of stakeholders and how to make such a process manageable. 
 
4. Methodology 
 
4.1 Research method 
This paper describes work in progress in an actual redesign of care processes. The project 
goal is to improve the care process for pregnant women. It is not known yet what all relevant 
variables are, nor their precise relationships. So it seems obvious to opt for a breadth first 
search strategy; initially investigate a large number of variables and relations, and find out 
which of these appear to be the most significant (Akkermans 1995). Later, a more focused, 
follow-up study can be conducted. The research project can be characterized as a design-
oriented study, because the object is to change reality, i.e. to change existing care processes 
(Romme 2003). However, before one can change something, one first has to understand it 
(Akkermans 1996). Little is known about the development of health care networks and 
therefore the research is described as exploratory research. Further, the research is 
longitudinal because it is concerned with organizational change processes that are expected 
to take over more than one year. These processes have to be studied in its natural setting 
which makes the research empirical. Improving business processes can be highly complex. 
SH NH
MP1 MP2
MP5
MP3
MP4
MP9
MP6 MP7
MP8
MP11
MP10
MP12
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This makes it hard to design an experiment or a survey because one does not know 
beforehand which variables are to be taken as dependent, which as independent, and which 
as disturbing. Thus the research is also a case study (Hutjes and Van Buuren 1992). Further, 
it is expected that the performance of the obstetric care system depends among others on the 
collaboration and communication between the different organizations. Therefore, it is 
interesting to look for inner motivations, to investigate people’s inner worlds. This requires a 
close researcher participation i.e. action research (Akkermans 1995).  
 
4.2 Research model  
This paper describes the design used in the first stage of this project. Goal of this stage is to 
motivate the midwifery practice and hospitals to participate in this project together, to let them 
discover that collaboration is necessary for improving the system’s performance, and to 
define and prioritize mutual improvement projects.  
 
The design of this first stage is based upon the Renga approach, a facilitation approach to 
intra- and inter-organizational network development that is aimed at, on the one hand, 
creating favourable conditions for spontaneous bottom-up emergence of successful network 
relations and, on the other hand, developing – from a top-down perspective – workable 
business processes to embed those network relations in. Renga has three essential elements 
(Akkermans 2001).  
 
1. Group model building workshops: group interaction and improvisation for trust and 
understanding. Group model-building workshops form an essential means for 
creating trust and mutual understanding between stakeholders in network 
development. The design of these workshops is aimed at achieving an atmosphere of 
open and trusting communication, in which people can say what they really think 
without having to worry about adverse impacts of their words. The importance of a 
group facilitator with an independent and non-manipulative attitude in achieving such 
an atmosphere has been stressed repeatedly.  
 
2. Combining process maps: multiple levels of abstraction for seamless workflows. 
Mental maps of the processes at stake are combined in three levels of abstraction. 
First, there are individual preparatory interviews (step 1). Then, there are company-
by-company process-mapping workshops (step 3). After that, these company process 
maps are combined and discussed in one or more plenary workshops (step 4). This 
project phasing is visualized in figure 5. The workshops utilize both a process view, 
using stocks-and-flow diagramming (Richmond 1994), and a cause-and-effect 
perspective, using causal loop diagrams (Senge 1990). Both views are essential in 
achieving a thorough understanding of the underlying structure and the resulting 
dynamics of the network in operation. 
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Figure 5. The Renga approach (Akkermans, 2001) 
 
3. System dynamics modelling and simulation: rules and rigor to appreciate counter-
intuitive behaviour. System dynamics modelling and simulation provide the rules and 
rigor necessary for a careful analysis of the behavioural characteristics of the network 
in operation. It is one of the secret strengths of group model building that it makes the 
use of formal methods such as simulation much more acceptable to operational 
people and this also applies in the context of inter-organizational networks. With the 
simulation model, different external developments and managerial policies can be 
evaluated and discussed, which can increase the analytic quality of the discussions 
considerably, without losing stakeholder ownership of the resulting recommendations.  
 
5. Project design  
 
The project consists of three phases: analysing the current problems in the system, defining 
improvements and implementing the improvements. The first four steps of the Renga 
approach are applied during the problem analysis phase. Because of the number of actors 
involved (2 hospitals and 12 midwifery practices) a design is chosen whereby smaller groups 
work together and regularly feedback is given to all actors involved in plenary sessions (figure 
6). 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. General design 
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5.1 Problem analysis 
The gynaecologists of the SH initiated the project with researchers from Tilburg University. 
They choose to apply the Renga approach. This approach has been tested for a small 
number of participating organizations (n=4) (Akkermans 2001). Because this project concerns 
14 organizations, the Renga approach is adjusted. The individual preparatory interviews are 
replaced by a questionnaire. The questionnaire is compiled of several questionnaires by 
which the existing cooperative situation of inter-firm relationships can be studied (Johnston et 
al. 2003; Humphreys 2003) 24 questions were asked divided in 5 categories: transparency, 
trust, performance, power, and effort. Each question was rated on a 7-point Likert scale, 
where 1=I strongly disagree, 4=neutral, 7=I strongly agree (appendix 1).  
 
The problem analysis consists of two parts, each carried out by a different group. The SH 
invited three midwifery practices, which visit the SH regularly, to participate in the project. 
Together they formed the pioneer group, group 1. This group went through the following 
activities (figure 7). The hospital and the three midwifery practices independently had a 
meeting with the researchers. First, the questionnaire (Q) which focuses on the cooperation 
between midwives and gynaecologists was filled in by all individuals (step one of the Renga 
approach). This questionnaire is used as a pre-test and is planned to be filled in a year later 
also. After that, the research team interviewed (I) (2 hours) the participants (step three of the 
Renga approach). These interviews focused on topics as: What attributes to good 
cooperation? What attributes to bad cooperation? How do you notice the performance of the 
cooperation? The interviews were not recorded, but notes were made and the participants 
were given the opportunity to react to the written reports the researchers made. Next, in a 
group model building session (GMB), the hospital and midwifery practices focused each on 
one problem which dominated their interview (step three of the Renga approach). Causal 
loops diagrams were used to disentangle the problems. Finally, the results were presented to 
each other in a group session (GS) (step four of the Renga approach). However, this group 
session can also be seen as the cross company kick-off workshop (step two of the Renga 
approach) because this workshop resulted in the commitment of the actors to continue with 
the project. Next, this group session was repeated in a plenary session (PS) to all actors in 
the region (2 hospitals and 12 midwifery practices).  
 
As a result of this plenary session, the NH also wanted to experience the same process with 
three midwifery practices which visit them regularly. The first plenary session served as a 
cross company kick off workshop for this group (group 2). Here, almost the same design was 
applied. However, the approach was a little shortened, mainly because of the available time. 
The interviews and group model building sessions and the group and plenary session (with 2 
hospitals and 12 midwifery practices) were combined (see figure 7).  
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Figure 7. Activities problem analysis 
 
 
5.2 Defining improvements 
After the first plenary session two gynaecologists formulated about 20 improvement proposals 
for the obstetric system in Tilburg, varying from low to high collaboration between 
gynaecologists and midwives. Each proposal has been formulated in the same format (see 
framework). These improvements are discussed in 2 sessions: first by 4 midwives, each from 
different midwifery practices, and later by 4 other gynaecologists representing each hospital. 
Finally a top four of improvements has been compiled by looking at two criteria: easily to 
realize and urgency. Easily to realize because achieving results in the short term motivates 
the actors involved en stimulates collaboration between them. Urgency because some 
improvements are necessary because of national developments, or because of just avoiding 
mistakes, misunderstandings and unnecessary actions.  
 
Format description of improvement 
- description of the improvement 
- problems which are dealt with 
- unwanted consequences 
- hypothesis why the improvement should work 
- relation with other improvements 
- necessary conditions 
- advantages for gynaecologists, midwives, assistants, pregnant women, care process and 
final outcome of care 
- needed efforts from gynaecologists, midwives, pregnant woman and management of the 
hospital 
 
In the second plenary session these four improvement proposals were presented and project 
groups were compiled, each consisting of 2 gynaecologists (one of each hospital) and 2 or 
more midwives (from different midwifery practices).  
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5.3 Implementing the improvements 
The project groups will further specify the improvements and, if possible, set up a pilot. Some 
topics can be realized easily, whereas others demand more preliminary work. All actors 
involved are kept up to date by a newsletter which is send once every two months. Also, four 
months after the second plenary session, a third one is organized. Goal of this plenary 
session is to inform all actors involved about the several developments and to select new 
improvement proposals to implement.  
 
Note that, in contradiction to the Renga method, no simulation modelling and analysis were 
carried out. Instead, improvements were defined, discussed and implemented in multi-
organizational project groups.  
 
6. Results 
 
6.1 Problem analysis 
At the time writing, the action research project that this paper reports upon is still ongoing, but 
so far, perceived results are promising. The ultimate project goal is to improve the care 
process for pregnant women. In order to do so, the actors involved have to be motivated to 
collaborate and coordinate their activities and have to know the problems in their current way 
of working. The problem analysis (and thus the Renga approach) can be seen as an 
instrument for accomplishing this.  
 
6.1.1 Questionnaire 
The questionnaire focuses on the current relation between gynaecologists and midwives. The 
results are presented in Appendix 2. In general, both the gynaecologists and the midwives 
rate the overall performance of the relationship above average. However, some remarks can 
be made. For example, in group 1, the midwifes trust the gynaecologists more than the other 
way around (question 7). Also, the midwives rate the attribution of the relationship to the 
quality of their work and to the service to their patients higher than the gynaecologist do 
(question 14e and 14d). Further, the gynaecologists and the midwifes perceive the 
responsibility for the relationships differently. The midwives see this responsibility as an 
equally joined one, the gynaecologists do not (question 15 and 16). It seems that the 
midwives rely more on the gynaecologists as the other way around (question 19). In group 2, 
there are less differences in the perception of the relationship by midwives and 
gynaecologists. It is striking that midwives as well as gynaecologists of both groups rate the 
influence of the relationship on the costs as minimal. Further, the SH speaks less positive 
about the relationship with the midwifery practices as the NH does.  
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6.1.2 Interviews  
The interviews focused on topics concerning the cooperation between gynaecologists and 
midwifes. Meeting each other often, having a shared vision on maternity care, being familiar 
with each others standards, tasks and competences contribute, among others, to good 
operation. On the contrary, changes in staff, differences in power, bad communication and the 
fear of ‘stealing each others clients’ do not contribute to good cooperation. The performance 
of the cooperation comes to the surface among others in the number of conflicts, the number 
of irritations, the frequency of consultations and the evaluation of patients.  
 
6.1.3. Group model building 
Although the interviews covered the same topics, each had a different emphasis reflecting the 
interests and annoyances of each participant. In a group model building session every group 
focused on a problem which dominated their interview. In total one process flow diagram and 
11 causal loops diagrams are made. The principles of constructing the causal loop diagrams 
were quickly grasped by the gynaecologists and midwifes. Everybody appeared to engage 
readily with the technique and enjoyed the process of exploring their relationship. Below, as 
an illustration, a part of one of the diagrams is shown (figure 8).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Cooperation between midwifery practices 
 
Good cooperation between midwifery practices results in more openness in the relation and 
to more respect for each other, resulting in more trusting one other, which results in more 
cooperation (loop 1). Also, as a result of good cooperation, midwifery practices are able to be 
a unity. Making appointments together with the gynaecologists is easier. For example, this 
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results in more openness according to the assignment of childbeds (pregnant women who 
deliver their baby under supervision of a gynaecologist in the hospital often have their 
childbed at home under the supervision of a midwife). This again results in more trust and 
more cooperation (loop 2).  
 
However, in Tilburg, the South Hospital has given some privileges to one midwifery practice. 
This results on the one hand to a competitive advantage for this midwife, but on the other 
hand to suspicious behaviour of the other midwifery practices. This does not attribute to the 
cooperation between the midwifery practices. However, trust has a diminishing effect on 
suspicion.  
 
6.1.3 Group and plenary sessions 
During the group and plenary sessions the participants were able to tell each other their view 
on their relationship and on the performance of the care processes by presenting their causal 
loop diagrams. In other words, they shared their mental models on their relationship and 
working together. As a result, the participants gained insight of how others work and think, on 
how others interpret behaviour, and on what the implications are of showing certain 
behaviour. Further, they learned - to a certain extent - to see their common world through the 
eyes from the other, to speak each other’s language, and to look at the care process from the 
other’s point of view. The participants of the group model building workshops mentioned that 
it was the first time they spoke together about their common world. Also, they were surprised 
one could look at the obstetric care system from a inter-organisational point of view. After the 
second plenary session (October) all midwifery practices and the two hospitals were 
motivated and willing to cooperate in order to improve obstetric care in the region together.  
 
6.2 Defining and implementing improvements 
In total, 20 improvement proposals have been written. These proposals connect to issues 
mentioned in the analysis phase, like better knowing each other and each other’s practices, 
enlarging trust and developing common policies. Most proposals have been written on three 
levels (little, medium and much collaboration) because the gynaecologists expected the 
midwifes to be reserved about much collaboration. However, the midwifes were very inspired 
by the proposals with much collaboration. The following four were selected by gynaecologists 
and midwives by looking at the ease of realisation and the urgency for the improvement: 
discussing pregnancies with a doubtful risk weekly, founding a joint organization for the 
prenatal screening for Down syndrome, organizing a joint education program and developing 
a system for electronic patient records. It was no problem getting members for the 
workgroups. During the plenary session in March the participants agreed on detailing and 
implementing more improvement proposals. It concerns cooperation with pediatrics, uniform 
information material, preconception care, and suspicion of (child) abuse.  
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6.3 Perceived results of the implemented improvement proposals 
At the time writing the improvements are being implemented. The workgroups are working 
energetic, however. Some proposals are less easy to implement and ask for more 
preparations like the electronic patient record. But other improvement proposals have some 
results achieved yet. For example, the weekly discussion of pregnant women is visited by on 
average 5 different midwifery practices every week. The participants mention that speaking 
each others language is improved, that they get more insight in how others work and think 
and that they know each other better both professional as personal. Also, one session (4 
hours) of the joint education program has been organized. This session has been attended by 
more than 50% of the gynaecologists and midwifes and has been evaluated very positively on 
aspects as content, chosen format, teachers, and importance. On the evaluation form a 
gynaecologist answered the question “have your learned something” with: “I do not have 
learned anything concerning the content, but I have learned how midwifes work and think”.  
 
7. Discussion 
 
One might argue that the improvement proposals are likely to be fragmented and that it is 
uncertain whether they actually contribute at improving the obstetric care system. No specific 
goals are defined in advance, and the drivers and controls have not been made explicit. Still, 
the improvement proposals are written as a reaction to the analysis phase. They elaborate on 
the problems sketched in the causal loop diagrams and in the group and plenary session. 
Also, we believe that for real organisational change, one needs the participation of the actors 
involved. In order to create a desirable future for the obstetric care system together, they have 
to know each other, to understand each others points of view, interests and convictions, and 
they have to trust each other (Boonstra 2004). It is expected that the design chosen (GMB, 
workgroups and plenary sessions) and the improvement proposals will contribute to this 
prerequisite and that further improvements of the care process will follow in the future.  
 
8. Further research  
 
The project as described above raises questions which may be interesting to study in more 
detail. For example, questions according to the process are: Is the method used (the adjusted 
Renga approach) effective in other cases as well? Does the method used need any 
adjustments? Can the process be carried out faster? Is it possible to work more 
simultaneously? Topics according to the content are: How can the performance of the system 
be measured? Can key performance indicators be developed? How do the ‘softer’ aspects of 
the obstetric system, like communication, affect the performance of the system? What are the 
effects of the improvements which are being implemented. It might be interesting and useful 
to develop a system dynamics model of the obstetric care system in Tilburg. Also, it will be 
interesting what the results will be of the questionnaire the actors are going to fill in within 
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several months. The above results have to be studied in more detail and a relation has to be 
made with existing literature. Therefore, a more intensive literature review has to be 
conducted on topics as organizational change, integrated care, network theory, inter-
organisational collaboration and supplier-supplier relationships.  
 
9. Conclusion 
 
Efficient and patient-friendly patient flows through integrated networks are of major societal 
importance. How to design and develop such intra-organisational patient flows is still a 
nascent research area. One of the research issues that need to be addressed is how to foster 
collaboration and coordination between a large number of independent organisation, that is 
typical for health care networks. This article has given a status report on ongoing research in 
the Dutch health care sector in the area of obstetric care, the care for pregnant women and 
their newborn babies. We have shown that a modification of an existing method to supply 
inter-organisational collaboration using system dynamics based group model building may be 
effective (the Renga method, Akkermans 2001). The case setting concerned obstetric care in 
the Tilburg region, which has 2 hospitals and 12 independent midwifery practices. At the time 
writing, the action research project that this paper reports upon is still ongoing, but so far, 
perceived results are promising.  
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Appendix A. Questionnaire 
 
Transparency 
1. We provide the others with any information that might help them to plan for our needs. 
2. We provide the others with feedback about how they are performing periodically. 
3. We communicate the specifications and quality requirements clearly and accurately to the 
others. 
4. Exchange information between the others and us takes place timely and frequently. 
5. It is expected that we keep each other informed about events or changes that may affect 
the other party. 
 
Trust 
6. We have strong personal confidence in one another. 
7. We have strong business confidence in one another.  
8. The others keep promises it makes to us.  
9. We believe the information that the others provide us. 
10. The others are genuinely concerned that our business succeeds. 
 
Performance 
11. In general, how satisfied have you been with the overall performance your relationship 
with the other. 
12. I expect this relationship to help us functioning better.  
13. A characteristic of this relationship is flexibility in response to requests for changes. 
14.  Our relationship has positively attributed to the following performance objectives: 
a. efficiency 
b. innovation of products/services 
c. lower costs 
d. increased quality of our work 
e. increased service to our patients 
 
Power 
15. Problems that arise in the course of this relationship are treated as joint rather than 
individual responsibilities.  
16. The responsibility for making sure that the relationship works for both the other party and 
us is shared jointly 
17. We expect this relationship to last a long time.  
18. The relationship we have with this supplier resembles a stronger marriage. 
19. We depend more on the other, than the vice versa.  
 
Effort  
20. In this relation, we lose a lot of time to unproductive conversation about, for example, who 
responsible is for problems.  
21. When some unexpected situation arises, the parties would rather work out a new deal 
than to hold each other to the original terms / It is expected that the parties will be open to 
modifying their agreements of unexpected events occur 
22. Sharing each others working methods help understanding each other better.  
23. The development of mutual performance indicators may be an instrument for further 
process improvements.  
24. Common consultations about the introduction of new working methods enhances the 
quality of our product and the services to our clients.  
 20 
Appendix 2. Results Questionnaire 
 
    group 1 group 2 
category question MP SH MP NH 
    n=9 (12) n=7 (8) n=12 (12) n=7 (7) 
            
transparency           
  1 5,5 5,2 5,6 5,0 
  2 5,7 4,3 4,5 4,0 
  3 5,2 5,2 4,3 4,6 
  4 5,1 5,5 5,4 4,1 
  5 6,0 5,8 5,8 5,7 
            
trust           
  6 5,3 4,8 5,4 5,1 
  7 6,0 4,5 5,9 5,6 
  8 4,2 5,0 5,7 5,4 
  9 5,3 5,8 6,0 6,0 
  10 5,0 4,3 5,7 5,4 
            
performance           
  11 5,5 4,8 6,0 5,3 
  12 6,1 5,3 6,2 6,0 
  13 5,6 5,3 5,9 6,1 
  14.a 4,9 4,2 4,7 4,6 
  14.b 4,4 3,8 4,0 4,4 
  14.c 2,7 2,3 3,3 3,9 
  14.d 5,5 3,7 5,1 4,7 
  14.e 5,7 3,7 5,1 5,0 
            
power           
  15 5,4 4,2 5,2 4,1 
  16 5,1 3,7 5,3 4,3 
  17 6,2 6,0 6,2 6,1 
  18 5,6 5,3 5,2 5,7 
  19 4,6 1,5 3,8 4,3 
            
effort           
  20 3,7 4,7 2,5 3,6 
  21 6,0 5,7 5,4 5,4 
  22 6,2 5,7 6,0 6,0 
  23 6,4 6,0 5,7 6,6 
  24 6,5 5,7 6,2 6,6 
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 Abstract: The objective of this paper is to examine the concepts of holism and 
reductionism as they relate to System Dynamics (SD) and to a lesser extent Systems 
Thinking (ST) then to relate the findings of that examination to some of the 
disillusionment with SD and the resultant lack of commercial take up. This paper 
looks at the concepts of Reductionism and Holism as applied throughout the SD 
literature in a broad range of academic areas from medicine and philosophy to physics 
and looks at different definitions of holism, and reductionism. Practical applications 
of Reductionist and Holistic principles are examined and critically evaluated. From 
this analysis the fundamental nature of SD as a Holistic/Reductionist methodology is 
deduced and differentiated from the more generally holistic nature of ST. From this 
basis the conclusions that SD is a reductionist methodology in practice, though not 
necessarily described as such by practitioners, is postulated. The paper concludes with 
the recommendation that there be further work carried out in the field of theoretical 
and practical holism and greater awareness of these issues within the practitioner 
community. 
 
Keywords: “System Dynamics”, “Systems Thinking”, Holism, Holistic, 
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Introduction 
 
System Dynamics (SD) as its name suggests is a philosophy and practical 
methodology for modelling and simulating the dynamic behaviour of systems; social, 
financial, ecological and otherwise over time. It is closely related to Systems Thinking 
(ST) but is often seen either as a subset of that philosophy or as an overlapping 
complement to it. ST itself is a philosophy that has emerged from Feedback theory 
and General Systems theory. 
 
It is widely noted that System Dynamics adopts the ‘big picture’ viewpoint; 
attempting to capture the essence of systemic behaviour rather than that of the 
individual parts of the system see  
http://www.iseesystems.com/resources/Articles/STELLA%20IST%20-
%20Chapter%201.pdf where this is described as 10,000 meter thinking. This ‘big 
picture’ viewpoint is also often described as the holistic view. In practice this could 
mean for instance looking at the overall behaviour of a system such as a business 
rather than looking at individual facets of that business. The sometimes contrary and 
oft described opposite of the holistic approach is the reductionist approach where an 
attempt is made to understand a ‘system’ from an examination of its individual parts. 
This latter approach is closer to the norm for existing systems analysis methodologies 
such as SSADM, OMT and any number of others. 
 
In adopting the systems approach there is often an implicit if not explicit assumption 
that the system and its behaviour comprise more than the sum of the individual 
component parts. This idea is often expressed as synergy or the synergistic viewpoint. 
It can also be readily appreciated that the holistic viewpoint is looked on as a top 
down approach whereas the reductionist approach is looked on as a bottom up 
approach. 
 
This paper sets out to examine the detail behind these assumptions and terms by an 
examination of the literature and a sample of case studies where one or other of the 
two approaches have been applied (allegedly).  
 
Note that throughout the paper I am using the two terms ‘problem’ and 
‘understanding’ in an almost interchangeable way. The reasoning for this is that an 
attempt to gain understanding can be seen as a problem however in many definitions 
understanding a system, concept or issue is not seen as a problem merely an attempt 
to understand. Thus the two terms are largely interchangeable. 
 
Defining the Reductionist approach 
 
Reductionism is seen as the traditional means of approaching problem solving, at least 
in the large scale, and is common across many disciplines. Jackson (2005) provides a 
useful overview of some of the underpinnings of reductionism. Reductionism also 
goes under many names including ‘stepwise refinement’, ‘disaggregation’ and simply 
‘breaking the problem down’. It should be noted that reductionism tends to refer to 
understanding rather than problem-solving but the latter seems more apt in this case.  
 
Reductionism as a principle has one major thing going for it – it works. How do we 
know it works? We know it works because it has been used in practice for many 
thousands of years. Problems are broken down into constituent parts and are, possibly, 
reconstituted into a single whole solution or provide a single systemic understanding. 
Alternatively the individual sub-problems can acquire relatively self contained 
solutions with no reference to other parts of the understanding of the problem. 
Reductionism is the paradigm of understanding that has been applied by the human 
race to many differing scenarios with great success.  
 
This idea of breaking problems into their constituent parts comes naturally to people 
and goes some way towards relieving the burden of bounded rationality, Simon 
(1957). That is, there are some large/complex problems, issues or concepts than can 
only be properly understood by first subdividing them into their constituent parts. 
 
With this approach there is the implicit assumption that there is little need or attempt 
to understand the context or ‘whole’ problem or system. 
 
Defining the Holistic approach 
 
As has been noted in the introduction above SD is often referred to as a holistic, or 
more closely aligned with a holistic, approach to understanding the dynamic 
behaviour of a system than existing methods of problem definition and solution. We 
find evidence, or support, for the holistic approach from a number of sources across 
many disciplines, some examples follow; from the cultural domain we have Hofstede 
et al (1993) and from the medical domain Roberts et al (2002). Hofstede describes the 
benefits of a holistic approach by using the metaphor of a number of blind men 
studying an elephant the resultant confusion about the overall structure being an 
illustration of “the need for pooling subjective patterns”. That is if the blind men were 
to share their individual insights they may perhaps understand that it is an elephant 
that they are dealing with and not a “snake, a stick, a disk, a column, a wall or a rope” 
of course they may not arrive at this understanding. Roberts describes evidence from 
secondary statistical sources of the links between mind and body and a determination 
of medical success based on an appraisal of the patient’s mental attitude to illness. 
From this viewpoint a method of treating physical illness by changing mental attitude 
is described. On a governmental scale there is evidence that the creation of the 
American Department of Homeland Security is an holistic attempt to address security 
issues, Baranoff (2004). 
 
 
There are of course some challenges to the concept and definition of holism. Popper 
provides us with a view on holism in general when commenting on the behaviour of a 
swarm of gnats “this ‘whole’ can be used to dispel the widespread ‘holistic’ belief that 
a ‘whole’ is always more than the mere sum of its parts. I do not deny that it may 
sometimes be so” and in a somewhat challenging assertion “the cluster of gnats is an 
example of a whole that is indeed nothing more than the sum of its parts” Popper 
(1979, p. 210). This is somewhat counterintuitive at first glance for the swarm can see 
in more directions, determine threats with greater sensitivity and generally behave in a 
fashion which suggests that the swarm is in some way acting with some overall 
direction. Popper counters this idea with the argument that the movement of the 
swarm is simply the “sum of the movements of its constituent members, divided by 
the number of members”. It is this author’s contention that both views are correct, the 
swarm cannot be any more than the sum of its parts, in the way Popper describes, but 
it is also apparent that the swarm can sense more keenly and in a more comprehensive 
fashion than any individual member and in this fashion it has characteristics as a 
swarm that no individual member possesses; for example the swarm can see what is 
ahead and behind at the same time. In this latter example each member acts as a 
sensory organ for the whole. 
 
In addition to general arguments about holism there are detailed arguments about the 
nature of holism in general and distinctions between different types of holistic 
relationship, Stanford Encyclopaedia of Philosophy (2006).  
 
The major benefit of thinking/understanding in holistic terms is that it is completely 
intuitive for most systems. Hence we view an elephant as an elephant not as 4 limbs, 
tail, trunk and head. The same applies in business; externally we see a business as a 
business not as the individual silo’s or components of its operations. The internal view 
is likely to differ. 
 
There may be a further challenge to holism from Chaos theory which introduces 
concepts of the unpredictability of systems which in a holistic sense is not acceptable. 
In any case it may not be possible to produce definitive answers using holistic or ST 
methods but nonetheless patterns are observable which at some level rebuts Chaos 
theory. 
 
With this holistic approach there is the implicit assumption that there is little need or 
attempt to understand the individual components of the system so long as an 
understanding of the overall behaviour is gleaned.  
 
A third view of holism - reductionism 
 
There are many other means and methods of defining holism and its uses, Rebernik 
and Mulej, (2000). One further definition of holism that will be examined here could 
be that it is an attempt to understand each of the parts of the system by first 
understanding the whole system. In a similar fashion reductionism can be seen as an 
attempt to derive a holistic understanding from an understanding of all of the 
constituent parts of the system. Both of these methods of defining holism and 
reductionism are something of a compromise from the two definitions presented 
above. Nonetheless these latter two definitions are in common usage, see 
http://en.wikipedia.org/wiki/Reductionism and http://en.wikipedia.org/wiki/Holism 
for examples. 
 
The advantage of this (pair of) view(s) is that it represents something of a continuum 
and as both perspectives are somewhat interchangeable and have similar outputs, an 
understanding of the overall system and the constituents thereof, it is very flexible. 
  
The role of Holism in System Dynamics 
 
System Dynamics can be viewed as a tool which on its own will describe the 
behaviour of a system over time. The latter part of the previous sentence is of course a 
truism as without the temporal dimension there is no behaviour. The simple bathtub 
example is presented below as typical of a model than can be developed directly in 
SD with no reference to further modelling techniques or more comprehensive 
surrounding methodology. As a representation of a real world system the model can 
still produce useful insights and outputs as it stands. 
 
Water level
Inf low Outf low
Rate of  inf low Rate of  outf low
  
Figure 1: The bathtub model in Stella 7 
 
 
Figure 2: Behaviour of the water level in the bathtub model,  
given Inflow Rate = 1 and Outflow Rate = 0.5 
 
A more typical and comprehensive approach to developing a SD model is typically 
structured around the following steps; Problem recognition, Conceptual modelling, 
Causal Loop Diagramming, System Dynamics models, Experimentation (sensitivity 
analysis) and finally implementation, distilled from, Sterman (200, p89) and Towill 
(1993, p205). 
 
Focussing for now on the modelling aspects of this approach we can define an inverse 
pyramid of holism-reductionism. This is shown in figure 3 below. 
 
Figure 3: Inverse pyramid of holism-reductionism for differing levels of modelling  
 
Relating the SD process to holism – reductionism 
 
There are many books and papers that describe a process such as that outlined above 
for moving from problem definition to completed SD model, Sterman (2000), Towill 
(1993). The vast majority of these describe a process that moves from an 
understanding of the whole to an understanding of the parts. That is they take the first 
of our third definitions of holism given above and apply that process to the problem or 
issue at hand. It is the contention of this paper that the definition of holism used in 
these cases and described above in the third definition is not the kind of approach that 
most people would understand to be holistic. 
 
Why is it important to get the definition right? 
 
SD has been around for a long time and Systems Thinking for a long time before that; 
even if it went under other names. SD has not however been adopted into the 
mainstream of systems analysis, understanding, decision support or problem solving 
tools and techniques. Its degree of deployment does not compare in any way, for 
example, to that of object oriented modelling, Goth (2002). Further there is support 
for the view that there is a lack of growth in the field from within the SD community, 
Stevenson (2007) and this disquiet is not new Towill (1993, p204). 
 
It is important to get the definition right because to move the field of SD forward as a 
credible tool for the enhancement of understanding we need to sell that tool to people 
out there in the real world who are grappling with real world problems. If we give 
people a definition of SD as a holistic systems approach to problem solving without 
mentioning or properly explaining that the definition of holistic is not all it might at 
first appear to be then we are not selling what we say we are. 
 
This mistake and others of a similar type has done and will lead to disillusionment 
and ultimately rejection of the field of SD as a whole by the public and perhaps 
practitioners as well. 
 
Reductionism in SD 
 
To illustrate the potential confusion between reductionism and holism figures 4a and 
4b below show the two generic looping structures that characterise SD. (Both figures 
were created in Stella 7) 
 
Population
Births
 
Figure 4a: A reinforcing loop 
 
Population
Change in population
Deaths
 
 
Figure 4b: A balancing loop 
 
In figure 4a as population increases this feeds back to births which also increase. In 
figure 4b as Population increases, Deaths increase, this increase causes a negative 
Change in population (a reduction). 
 
Now you know what each of the systems in figures 4a & b are because I have given a 
description and labelled them as reinforcing or balancing loops. However the smallest 
unit of structure that is visible is not the loop but any of the components of the loop 
and beneath this level is a further level of detail which is the equation and within the 
equation individual expressions and then individual terms. In fact to get either of these 
structures to perform as I have described I need to adopt a reductionist viewpoint and 
get in there with the equations and produce the underlying mathematical structure that 
determines behaviour, almost regardless of how I draw the loops. 
 
 
Population
Births
 
Figure 4c: a loop 
 
To be contrary I could use the loop drawn in figure 4a and change the underlying 
equations so that as population increases births decrease which turns the reinforcing 
loop back into a balancing one. The object of this exercise is to make the confusion 
evident. 
 The reductionist viewpoint is therefore necessary to convert the graphical description 
of the system to one that matches my preconceived ideas of same. 
 
Conclusions  
 
Being pragmatic about it this paper does not set out to produce any startling 
conclusions or bring about any paradigm shifts it seeks simply to produce a little 
clarification on an area of SD and ST that is sometimes taken for granted. As Sterman 
points out “all models are wrong” and there is no attempt here to preach perfection or 
the ‘right’ way to do things, Sterman (2000, p846). Further support comes from 
Towill “there is an undoubted ‘art’ side to building a system dynamics model because 
establishing the ‘truth’ requires creativity”, Towill (1993a, p206) 
 
My conclusion is therefore that SD is not an holistic means of systems modelling 
except that it is partly and the other part of it is reductionist and the two are 
inseparable. 
 
I am further concluding that Systems Thinking is a purer holistic modelling technique 
than SD and by definition I am differentiating the two. 
 
I am also concluding that the fact that SD is not a purely holistic method of systems 
modelling is not a problem; selling it as if it were is. 
 
I hope that I have illustrated in a meaningful and straightforward way the necessity of 
truly understanding the fundamental nature of SD as a blended continuum of holism 
and reductionism. Neither (label) description is likely to be satisfactory on its own to 
cover the entire scope of options for development within SD. 
 
This has been a somewhat abstract look at the debate between holism and 
reductionism, though with a practical message at its heart, and several other similar 
topics are available for further work in the same vein: 
 
The message in any further work would be the same get it right before we sell it or it 
will get returned.
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1 Introduction 
 
In a globalized economy, the competitiveness of an enterprise, an industry or a country, 
depends on its technological capacity and its technological learning processes.  These factors 
have been studied for the industry.  A conceptual framework that allows the diagnose and the 
management of them in the services sector doesn’t exist 1. It is necessary a deeper analysis in 
its measurement and in the relationship with other organizational competences. 
 
The purpose is to propose a Technological Learning System designed so that can be 
implemented in the Small and Medium-sized Enterprises, that belong to the Software industry.  
 
A Technological Learning System arises from non lineal interrelations between some factors 
(technical, organizational, social, cultural and cognitive), that generate a complex and dynamic 
behavior on it. This is because of the technological knowledge, the technological capacity, and 
the technological learning mechanisms have many soft components, they are not measurable 
with facility and their delay accumulation in the time.   
 
This document presents the context of the problem, its formulation and the primary 
methodological considerations. 
 
2 Context of the problem 
 
Development of the technological learning is considered fundamental for the insertion of the 
less developed nations in the knowledge society, and therefore for the contribution in a fairer 
human development based on the knowledge’s use. The conceptual base of the technological 
capacity is found in the evolutionary economy. This section presents a synthesis of the main 
considerations about it. At the same time an approximation of the technological knowledge, 
the technological capacity and the mechanisms of technological learning is carried out.   
  
2.1 Evolutionary Economic 
 
The study of technological capacities, mainly at the firm level, has developed inside the 
research in evolutionary economy, focusing in the understanding how the technological 
                                                 
1 According with Rousseva(2006) and until I have checked in this research. 
change influences the organization performance Biggs(1996), standing out its evolutionary 
characteristics.  In this field are considered the ideas of Nelson and Winter(1.982), 
Rosemberg(1.976), Teece(1.994), among others. 
 
The idea of evolution here implies that the economic facts are explained in function of the 
prior facts that generated them and the causal relations between economical agents.  The 
technological change in the organizational is understood as a continuous process of creation, 
absorption and application of technological knowledge.   
 
This kind of knowledge is considered complex, among others things, because of its tacit 
characteristics, its imitating and transferring difficulties and the different ways that enterprises 
access and use it. The evolutionary theory is supported in the dynamic features of some 
economic system variables Barge(2.002), as following:   
 
♦ Related to the economic agents, because of:   
o They follow the rationality limited principle.    
o They are not identical; the variety is a fundamental element in the system operation. 
o They have important interactions to explain results.   
o They must interact with non economic institutions, emphasizing inter-disciplinary 
approach.   
 
♦ Related with the evolutionary characteristic, because of:   
o The uncertainty is an important part of the system operation, recognizing the future as 
unpredictable.   
o The continuous Evolution; path dependency. 
o The technology is not found freely available; is a specific and cumulative knowledge 
belongs to the economic agents.    
 
The influences of these variables for the explanation of the economic facts are represented in 
the figure 1, reflecting a positive feedback cycle that develops the innovation, where the 
comprehension of the economic events lets a better identification of the technological 
capacity; this at the same time, generate a better design and implementation of the 
organizational routines, promoting the innovation processes, which besides they become 
another variable that influence the explanation of the economic events.   
 
The continuous evolution of the economic system represents a characteristic that can be 
expressed like dynamic complexity, (see figure 2).  The system state changes through the time 
as a function of the previous states and each state is an emergent property: originated from the 
relations between economic agents, and the environment influence.   
 
The research areas in Evolutionary Economy are related mainly with the necessity to 
understand different processes of change and with the explanation of the economic behavior 
bases and with the relation between organizational innovation and the concept of capacities 
Barge(2.002).  
 
 
 
Figure 1. Relevant variables in the Economical Events Explanation  
and his influence in innovation.  Source The Author. 
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2.2 Technological Capacity 
 
This project understands the technological capacity as an emergent property of the 
organization, economic sector or country and represents its capacity to carry out, with 
efficiency and efficacy, the processes of planning, creation, diffusion, negotiation, transfer, 
assimilation, use and administration of the technological knowledge.  This capacity 
contributes in the organizational competitiveness improvement, being part of   production, 
engineering and innovation processes.2
 
The technological knowledge mentioned is defined as the assembly of scientific and technical 
knowledge associated to one or several technologies plus the abilities to use it. These elements 
are incorporated explicitly or tacitly in objects, people or processes.   
 
Appendix 1 shows a proposal of technological capacities taxonomy, specifying an assembly of 
technological abilities for each capacity. The abilities included depend of the individuals on 
the learning process Reyes(2.005) 
 
On the other hand, the author considers the dynamic interactions between technological 
capacity and other organizational capacities as the management and the behavioral. 
Management is understood like the capacity to develop the different classical organizational 
functions, as they are to planning, to organize, to manage and to control the different activities 
or "routines". Also are related with the  different administrative practices like leadership, the 
projects and resources management, the positive self-evaluation, and mainly with the capacity 
to cooperate, necessary to the integration if  networks knowledge. 
 
Now, the behavioral capacity is a socio-cultural characteristic of the organization; that 
involves abilities like: of relating to others, of creating confidence in the relationships, of 
                                                 
2 There are some important proposals about the concept of technological capacity. See to Lall Sanjaya(1996),  
Westphal(1985), Bell and Pavit(1.993), Figuieiredo(2001), Katz(1987) and others. All of them have proposed 
different taxonomies.  
communication, of exercising the critical sense, of team working, of developing learning 
networks and of building a shared vision.  This capacity is expressed in the adaptive behavior 
of the individuals (or organizational groups), in the identity sense development and in the 
integration capacity through self-organization patterns. 
 
 
Figure 2   Complexity dynamic of the economic system  Source The Author. 
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The figure 3 illustrates three positive feedback cycles that appear from the interaction between 
the capacities described, as follow: 
 
♦ Management of Technological Capacity Cycle (TCM), that creates the operative 
conditions for the development of the technological capacity.  This one invigorates the 
management capacity requiring determined organization and addressing levels.  The 
positive feedback presented can generate a progressive behavior of mutual 
development or, on the contrary, a progressive behavior of mutual regression. 
 
♦ Culture Organizational Cycle (OC) consist of the next causal relations: management 
capacity generates and modifies the personal attitudes and personal abilities inherent in 
the behavioral capacity and this one help to develop the management capacity because 
of the better working environment generated. 
 
♦ Technological Learning Cycle (TL) composed by three causal relations: the 
Technological Capacity influences the management capacity because the first one 
demands new way of   planning and developing organizational activities; the relation 
between organizational and behavioral capacities was explained in the OC cycle; and 
the behavioral Capacity affects Technological and the Organizational capacities for the 
same reason: improvement of working environment    
 
Figure 3 Positive feedback in the Technological Learning processes.  
Source: The Author. 
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2.3 Technological Learning 
 
The Technological Capacity arises and maintains through technological learning processes, in 
which the technological knowledge components interact with the individuals that must 
develop, assimilated or used them.  In other words, Technological Learning includes the 
organizational activities (learning mechanisms) that creates and maintains the technological 
capacity, transforming technological individual knowledge to organizational technological 
Knowledge. 
 
The technological Learning process is affected by technical and psycho-sociological factors. 
The first one involved the characteristics of technological knowledge and technological 
capacity; the second one involved the emergent behavior from different levels of interactions 
between the individuals according with de human being features. 
 
Won’t be possible to know (to describe, to analyze, to measure) the technological capacity 
without knowing the distinctive features of the learning process, through recognizing the 
dynamics established among who learn, who enables the learning, and the specific ways of 
learning  based on cognitive processes, without forgetting the context that surrounding it. 
 
Figure 4 shows the relations between technological knowledge, technological capacity and 
technological learning.  The technological knowledge is used for the mechanisms of 
technological learning to develop and to maintain the technological capacity, and the last one 
develops the technological knowledge.  The technological learning, at the same time, must 
transform the economic agent which incorporates the technological capacity.   
 
Two approaches are mainly recognized in the technological learning studies.  In the first one, 
learning is in essence a input-output relation, that is transformed through the experience.  This 
tendency, used in the of endogenous technological change theories, has generated the learning 
curve concept, that try to explain mechanisms such as learning by doing and learning by using.  
The second position relates to the cognitive processes developed by the individuals and 
groups, who transform their beliefs and behaviors on the other agents, according to the 
information level that they receive (Theories of the learning in uncertainty conditions).   
 
The development of technological learning is generated through different learning 
mechanisms; those also should be studied using different perspectives.  For example Biggs 
(1996) presents a classification among private and collective mechanisms.  Figueiredo (2001) 
mentions other mechanism like: learning by doing, learning by investment, learning by using, 
learning by hiring, learning by visiting. 
 
All the learning mechanisms are related with knowledge management field. Two proposals 
have been consolidating according with Palacios(2000).  One of them is the Rationalism 
(western Model) the main author was Peter Senge who developed it based on Garret Hardin, 
Jay Forrester and Draper Kauffman proposals, also considering Peter Drucker, Edgar Schein, 
Warren benis Chris Argyris and Chat Handy proposals.  Senge proposed five disciplines for 
develop a learning organisation: systems Thinking, personal mastery, mental models, shared 
vision on team learning. 
 
On the other hand the Empiricism (eastern model), proposed by Ikojiro Nonaka and Hirotaka 
Takeuchi, who suggest two dimensions for the knowledge creation; one since the ontological 
point of view (declared in the individual,  group, organizational and inter-institutional levels) 
and another since the epistemological point  (including tacit and explicit knowledge).  
Likewise they also determine a way to study the knowledge conversion forms.   
 
The two theories have proposed strategies for the technological learning development and 
learning Models (David Kolb, Chat Handy, Chun Wei Choo). The technological learning 
should be studied in different levels: the individual, the workgroup, the enterprise, the 
economic sector and the national level.   
 
2.4 Emergent  research problems 
 
The following subjects require greater research efforts, in the technological learning studies, 
according to some experts:  
 
♦ Interaction between technological and organizational factors related with the 
Technological Learning.  Torres(2.006) considers that the majority of the studies of 
technological capacity  have been carried out for the developing countries use the 
taxonomies based on technical functions (as those of Lall) and only they keep in mind 
the technical aspects, being concentrating on the accumulation of technological 
knowledge. It is necessary to consider the influence of the organizational culture, the 
change management, and the knowledge management.  These themes have been 
preliminarily undertaken by Edge-Cross(2.004) and Figueireido(2.001), but deeper 
analysis is required.   
Figure 4.Preliminar identification of the technological learning relationship. Source: The Autor 
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 ♦ The Measurement of the tecnological learning to the firm level, economical sector 
level and the country level.  Simple lineal models and stochastic models have been 
developed, but don’t exist indices still accepted in an extensive way Torres(2.006).  
The technology capacity indices built to date are irrelevant for the majority of the 
developing countries given that present bias in favor of the industrial sectors of the 
countries developed. For example a revision of the Technology Achievement Index 
bias  (elaborated by the UNDP) it’s necessary and even to redefine the measure of the 
innovative capacity not only by patents number but by some concept that consider the 
learning process of more extensive way and a greater variables varietyJames(2.006) 
 
? An analytic framework for the study of the technological capacity in the 
economic Services  sector Torres(2.006) and Rossitza(2.006) 
 
? The collaborative processes in the development of the technology Capacity must 
by studied. Torres(2.006)  
 
? The technological capacity studies in developing countries have been mainly based on 
functional taxonomies and they are basically descriptive Torres(2.006). It’s to realize 
necessary more explanatory studies. 
 
? The studies (in the Latecomer Company Literature) of the relations between the 
technological capacity accumulation paths and the underlying learning process have 
not been considered; particularly the knowledge conversion processes not yet have 
been explored. 
 
? New studies would be able to explore systematically the influence of the behavioral 
characteristics (for example leadership, beliefs) on the learning process and the 
technological capacity accumulation paths. 
 
? Or besides it would be able to explore with greater detail how the learning processes 
are associated with the form in which they develop their relations with governmental 
and/or industrial institutions. Another contribution could be the comparison about 
how technology capacity accumulation rates inside a same industry but in different 
countries.  This would permit to establish the form in which different contexts and 
national policies influence the key factors of the learning processes.  Studies that 
permit to understand to depth the relations between the technological capacity and the 
financial and economic performance also are required Figueiredo(2006). 
 
? Few studies have explored the development of the latecomer companies in the 
software industry placing the capacities as a point of analysis and its contributions are 
not significant Rousseva(2006). 
 
2.5 Small and Medium-Sized Enterprises - SMEs 
 
Extensively it is recognized in the literature, the SMEs importance in the world economic 
context; they represent an important proportion of the total of companies, of the employment, 
the full salaries, by their participation in the GDP, by their social importance for to decrease of 
the poverty and to improve the quality of life in the developing countries, Guaipatin(2003) and 
Llisterri(2002). 
 
The study of the Latin-America SMEs, presents difficulties because of the quality and little 
comparability of the available information, originated because the variables values used in one 
and another country for the companies classification aren’t easily comparable, variables 
cannot be utilized of same form to analyze different sectors like the industrialist and  services.  
Guaipatin(2003) emphasizes that the information compilation process on the SMEs is 
dispelled in the dispersion of the sources and of the methodologies for the construction of the 
data, many of which aren’t representative, to simplify without clear criteria and excessively 
the samples, besides being broken in the updating of the information. The Inter-American 
Development Bank –BID- comes advancing in the implementation of methodologies that 
permit to integrate the Latin-American Observatory of the Small and medium enterprises, 
which contributes to improve the quality of the available information.  Donato(2003) 
 
Likewise it should keep in mind, that even if the size reduced companies, they are complex, 
open, dynamic, at the same time social organizations, and such approaches affect significantly 
the study of technological learning processes. SMEs must redefine their business models, their 
management practices and their its organizational culture, in a great strategy with the 
knowledge management as the core 
 
The majority technological capacity analysis has been realized to case study level for specific 
companies or economical sectors, which don’t permit to generalize the finds in a reliable way.  
In spite of, SMEs continue facing problems in the development of the technological capacity 
and the processes of technological learning, as Wignaraja(2002) and Biggs(1996), and 
Torres(2006 ), and Figueiredo(2001) have described.   
 
According to Llisterri(2002) the factors affecting the competitiveness can be grouped in four 
categories:  regulatory and institutional framework, access to and operation of the factors 
markets  (Financing, qualified labor, technology, development business services), access to 
and operation of the markets of goods and management and business cooperation. The lack of 
development of the technological capacity is one of the mainly factors that limit the 
competitiveness of the SMEs. This research is interested in the analysis the impact of the 
technological capacity in productivity and competitiveness in SMEs, according with the 
OCDE proposal, which emphasizes the innovation as core factor for the economic 
development.   
 
On the other hand, it is necessary the study of the national policies related with technological 
learning, because the current ones have not responded adequate for improvement of SMEs 
competitiveness. It’s oriented to design and to implement technological learning systems that 
permit to fortify structurally organizations and economical sectors, considering the 
cooperation capacity. 
 
Particularly this research undertakes the study of the Software Industry, which presents 
structural characteristics that distinguish it of other industries, such as Rousseva’s proposal 
(2006)  when emphasizes that: this activity includes the  innovation  in its own nature, because 
it’s permanently  induced to generate new products or new ways to develop tasks and 
functions known; the degree of innovation depends besides the organizational capacities of the 
clients requirements and  that is an intensive industry in human capital.   
 
3 Research Orientation 
3.1 Research Problem Approach  
 
The problem identified for this project is the “Low Small and Medium-sized Enterprises 
competitiveness of the software industry in Colombia and their difficulty to develop 
technological change processes.”  
 
The software industry company’s competitiveness in the knowledge society, depends mainly 
of their technological capacity, because of new paradigms, related with the development and 
services software, and must be adopted. Thus, the technological learning processes must be 
developed with a strategic orientation.  
 
The object of study of the technological learning includes among others the technological 
knowledge, the technological capacity, the mechanisms of technological learning and the 
measurement of the technological learning, that were described for the figure 4.  Therefore 
technological learning must by modeling in a way that consider the dynamic, openness, 
complexity, and associate-technical system characteristic of the organizations. 
 
The research questions identified are: c 
 
• ¿How the technological learning influence the SMEs software industry dynamics in the 
knowledge society? 
 
• ¿Which should be the conceptual framework useful to analyze the Technological Capacity 
and the Technological Learning in the services economic sector and particularly in the 
software industry? 
 
• ¿How the technological learning and the technological capacity can be measured in a 
practical and reasonable way at the firm-level and the services economic sector level? 
 
• ¿Which are the better alternatives among the modeling paradigms, for the study of the 
complexity and dynamic behavior of the SMEs in the service economic sector? 
 
• ¿How modelling the phyco-socio-cultural and administrative factors present in the 
organizational dynamic of technological learning processes? 
 
 3.2 Research objectives 
 
1. Realize a diagnostic analysis about the software industry, identifying the factors that 
influence its value chain dynamics.   
 
2. Propose a Conceptual Framework for the Technological Learning Analysis in the 
services economical sector and in the software industry. 
 
3. Design and Probe a Technological Learning System for the services economical sector 
and in the software industry using dynamic modeling techniques. 
 
4. Propose several policy recommendations that promote the development of institutional 
actions that contribute to the SMEs transformation through learning organizations.  
 
4 Research Method 
 
In a preliminary way, the following phases for the development of the project are presented.   
 
1. Evaluation of the research state of art in competitiveness, technological capacity and 
technological learning and organizational processes dynamic modelling 
 
2. Analysis of the world software industry and the Colombian Software Industry.  This 
part would develop with the support of the model of viable system.   
 
The following activities will be carried out with several companies in Colombia.   
 
3.  Design of a methodology useful to diagnosis of technological learning process and 
current technological capacity. 
 
4.  Diagnosis of the current technological capacity and the accumulation paths in the 
software industry in Colombia, analyzing the knowledge conversion processes. 
 
5.  Design of a "Technological Learning System", constituted among others by elements as 
strategies, processes, procedures, rates, etc 
 
6.  Design of a Model useful for simulate the Technological Learning System.  This 
process follows the iterative cycle proposed by Sterman (2.000) that includes:  problem 
articulation (selection of limits), elaboration of the dynamic hypothesis, test and 
policies formulation and evaluation of Politics, returning to the problem articulation. 
 
7.  Experimental application of the Technological Learning System of  in some companies 
of the software industry. 
 
8.  Simulation, validation, and sensibility analysis, using the Model designed. Its necessary 
evaluate the stability of the model, the periods of fluctuation, the relations of time 
among the variables, and other prominent factors.   
 
9.  Study of sectorial policies promoting on research and technological learning for the 
acquisition of technological capacities.   
 
This research uses the Holistic methodological focus. In this approach the objects and events 
should be understood through their consideration as totalities, centering the attention in its 
integral behavior and in the interactions that distinguish they and that generate their distinctive 
properties (also known like emergent properties). 
 
The holistic focus considers that the method is an integrative expression in correspondence 
with the research objective, and uses "holistic spiral" defining levels of the investigation, in 
each one the methodological cycle is used. Hurtado(2.004) 
 
The technological learning has been studied mainly since the econometrics, generating simple 
lineal models to some of stochastic type. Given the characteristics of hardly interdependent 
and dynamic behavior of multiple characteristics variables, the author considers useful model 
it with system dynamics (SD) or the agent based modelling ABM, combined one or another 
with the Mathematical Qualitative Analysis.  We need recommendations for selecting the most 
appropriate technique, even a possible combination of the SD and ABM for this study 
particularly.   
 
Already a comparative study of these modeling paradigms was presented by Adriana Ortiz 
Ortiz(2.006) in the 2006 Colloqium, providing a methodology for the evaluation and selection 
of one or another, according to the object of research characteristics and on which I want to 
have greater feedback in this event.   
 
On the other Peña(2.003) has used the Qualitative Mathematical Analysis (QMA) in 
combination with System Dynamics, for a better understanding of the elements relationships 
in the system and of its behavior. QMA permits to carry out system stability analysis.   I hope 
too receive suggestions about the advantages to use QMA of way combined with SD. 
 
5 Expected Contributions of this Ph.D. study 
 
The main expected contributions are: 
 
♦ An analytical framework that useful for the study of the technological capacity 
behavior as a dynamic system in services sector and in the software industry. 
♦ To Adapt the learning mechanisms to the particular conditions of a nation or 
economical sector to improve effectiveness as soon as include the own idiosyncrasy. 
♦ A better understanding of the relationships between the technological capacities, 
organizational capacities and behavioral capacities and a proposal for modeling them. 
♦ A proposal for measurement of the technological capacity and the technological 
learning. 
♦ A Proposal of strategies, political and procedures useful for management of the 
organizational processes, which support the development of the technological capacity 
at the firm level and at the economic sector level.   
♦ A Technological Learning System proposal for the SMEs in the software industry  
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6.1 Appendix 1. Technological abilities proposal. 
 
Source: The Autor 
Capacity Abilities  
Capacity of strategic 
management in 
technology 
♦ Ability to technology strategies design in an Interdependent way with strategic business 
design. 
♦ Ability to monitor technology (Anticipation and development of technological forecasts)  
♦ Ability for planning the organizational technological development  
♦ Ability to manage the organizational technological development  
♦ Ability to Organize the Technological Function  
♦ Ability to carry out monitoring and Control  
♦ Ability to Motivate Integrally 
 
Technology Negotiation 
Capacity 
 (from and toward 
enterprise) 
• Ability to separate and to characterize technological packages. 
• Ability to structure and to negotiate Know How agreements, Technical Assistance 
agreements, Engineering Services of, Patents License agreements. of Patents 
(methodological aspects and negotiation abilities) 
• Ability for carry out reverse Engineering.  
• Ability to adapt Technology, to adapt it to the conditions of the productive process or of the 
market that is attended for the enterprise  
 
 
Creation Technology 
Capacity. 
 
• Ability to creativity development  
• Abilities for improve and to adapt equipment operation procedures,,  
• Abilities for document technically the finds and developments  
• Intellectuals  abilities for carry out substantial innovations in processes or equipments  
• Ability to patent  knowledge  
• Abilities to formulate hypothesis, to establish design concepts, experimentation concepts. 
• Ability to carry out progressive adaptations to the technology incorporated in the productive 
process.. 
• Ability to reproduce adaptations.  
• Ability to technology redesign. 
Capacity o f technology 
Adoption 
 
• Ability of technology rational use  
• Ability to design products using the technology  
• Ability of employ  technology for designing productive processes  
• Ability of evaluating the use of the technology. 
• Ability to be adapted al change  
 
Technical Information 
Management capacity 
• Abilities for it to identify, to organize and to register the prominent information.   
• Ability to analyze the technical information sources. 
• Ability to technical information divulgation.  
• Ability to specify, to implement and to maintain technical Information systems. 
 
 
Learning capacity   
• Ability to learn from the previous experiences.  
• Ability for learn from the failures and of the successes  
• Ability for learn from  the competence  
• Ability for attract and to develop the intellectual capital  
• Ability knowledge identification and characterization 
• Ability for  explicit the tacit knowledge •  
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Abstract
Elderly patients use more medications given the prevalence of  co-morbidities  putting  
them at risk of  experiencing medication errors.  The implementation of  health record  
solutions, namely a mix of shared electronic health records and personal health records  
aims to provide information to patients,  carers,  doctors  and pharmacists  required to 
make  more  informed  decisions  throughout  the  medication  use  process  (prescribing,  
dispensing,  administering,  monitoring  of  medications).  However,  designing  this  
integrated health record solution taking into consideration contextual factors and its  
impact  on existing interventions and society  is  difficult.  Traditional  methods lack the  
capacity to capture the scale of the problem and are inadequate in terms of time, cost,  
resources and applicability. Multi-scale simulations can represent the system’s different  
spatial  and  temporal  resolutions  providing  a  logical  and  consistent  framework  for  
dynamic analysis and a means to test and design robust health record policies in a risk-
free environment.
Keywords: medication  errors  multi-scale  simulation  multi-method  system  dynamics 
agent based
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Introduction
Medication Use
Medication use by older people is an increasingly important health concern. In Australia, 
the  elderly  aged  65  and  over  comprise  13%  of  the  population  (2.6  million,  2004), 
increasing to 26% - 28% by 2051 (ABS, 2006). Australians have the third highest life 
expectancy of all OECD countries and can expect to live for another 17.8 years (male, 
82.8) and 21.1 years (female, 86.1) after they turn 65 (ABS, 2006), 42%-43% of which 
live free from disability (AIHW, 2006).
As people age, they tend to have more health problems and increase their medication use 
(McLean, Le Couteur, 2004).  Older Australians are the main consumers of prescription 
medicine  (Brown,  Abello  et  al,  2003)  with  86%  of  people  aged  65  or  over  using 
medications, compared with 59% for the general population (AIHW, 2002). Over 50% 
use at least one drug on a regular basis, with the average number of medications used 
ranging from two to five (AIHW, 2002).
Appropriate medications can significantly enhance the quality of life of older people. 
However, their altered pharmaco-kinetics and pharmaco-dynamics, decreased cognitive 
and physical ability and complex medication regimes to manage co-morbidities  make 
them more susceptible to medication errors (McLean, Le Couteur, 2004).
In  the  community,  400  000  adverse  drug  events  are  managed  in  Australian  general 
practices each year (ACSQHC, 2002) with the elderly attributing to 26.8% of all general 
practice  encounters  (AIHW,  2006).  10.4%  of  all  patients  were  reported  to  have 
experienced  an  adverse  event  in  the  past  6  months  with  the  likelihood  of  an  ADE 
increased with age to peak in those aged 65 and over (Miller, Britt et al, 2006). Up to 
30% of  all  hospital  admissions  for  patients  aged 70  and over  are  medication  related 
(Runciman, Roughead et al, 2003) with 50% of elderly patients taking their medicines 
incorrectly after leaving the hospital (Gray, Mahoney et al, 2001).
The Medication Use System
Improving the use of medicines by the elderly requires awareness of the environment, 
medication  processes  and  individuals  that  encase  medication  use  and  influence  or 
contribute  to  the  generation  of  medication  errors.  The  use  of  medicines  can  be 
conceptualised as a complex system with structural inter-related components spanning 
across multiple tiers of the health system. The core of the system includes the prescribing, 
dispensing, administering and monitoring of medications, with each stage susceptible to 
varying causes for mistakes. This process is governed by contextual factors such as the 
changing demographics (aging population, economic status, density), cost of drugs, rate 
of new drugs entering the market, available information on drugs, available information 
about the patient being treated as well as the education and training of practitioners. The 
individuals that play a role in the quality use of medicines such as health policy makers, 
general practitioners (GPs), patients and pharmacists, also contribute to the complexity.
Health Record Solutions
Appropriate  medication  use  by  the  elderly  is  hindered  by  factors  such  as:  poor 
communication between health professionals, resulting from an action from others (not 
the GP or patient), judgement errors, poor communication between health professionals, 
patients consulting other health providers and failing to recognise signs and symptoms 
(Hodgkinson, Koch et al, 2006). These issues propagate errors through the medication 
delivery  pathway  and  thus  to  be  combated,  require  interventions  that  take  into 
consideration  all  facets  of  the  medication  use  system.  Such  strategies  include: 
computerised systems, education and training, the role of the pharmacist and nursing care 
models (Hodgkinson, Koch et al, 2006).
The development of electronic health records, a component of the computerised systems 
intervention, is a highly anticipated policy agenda that addresses not only patient safety 
issues, but improvements to activity and work patterns, cost savings, time and resource 
reduction (Clamp, Keen, 2005). It is of particular relevance to the environmental setting 
of this problem as GPs are in an optimal position to adopt electronic health records with 
90% of all general practitioners in Australia using a computerised clinical package, 89% 
of which utilising the electronic prescribing functionality (McInnes, Saltman et al, 2006). 
This initiative enables improved information and access to knowledge, highlights the role 
of technology in supporting care coordination across the continuum of care and is the 
intervention that will be focussed on in this paper.
Electronic health records commonly refers to “shared electronic health records” (SEHR), 
a record of the patients encounter-related information managed and shared by the patients 
clinicians and healthcare institutions (Ball, Smith et al, 2007). These records can then be 
integrated with applications such as clinical decision support systems providing advice on 
drug doses, routes and frequencies as well as check for drug-to-drug interactions and 
allergies;  and  computerised  physician  order  entry  systems  that  enable  the  doctor  to 
complete orders online and be presented with typical doses.
Another health record solution receiving a lot of publicity is the personal health record 
(Ball, Smith et al, 2007), health information managed by the individual. PHRs aim to 
bridge the patient-provider information gap by providing patient empowerment where 
they control the management of their health information and is a solution portable across 
the range of health care services. PHRs are not necessarily electronic, however electronic 
PHRs  can  be  integrated  with  other  self-management  tools  such  as  health  status 
measurement, risk assessment, decision support tools, consumer focused information and 
education, health care benefits, financial management and community information (Ball, 
Smith et al, 2007).
The integration of SEHRs and PHRs is  implicit  in the vision of an electronic health 
information environment that empowers individual patients, consumers and caregivers to 
take an active role in their healthcare providing a basis for informed decisions throughout 
the  medication  delivery  process  (Ball,  Smith et  al,  2007).  It  also  enables  a  range of 
options for patients to manage their health information. However, it is difficult to direct 
the  design  of  such  an  integrated  health  record  solution  that  takes  into  consideration 
contextual factors, the impact of and its impact on existing interventions and society.
Health  policy  makers,  medication  and  health  record  experts  are  presented  with  my 
questions surrounding the delivery of this initiative including: What blend of SEHRs and 
PHRs should be considered? Where and when should the solution be implemented? What 
is the return on investment with respect to cost, access, safety and quality for different 
solutions?  Directing  the  design  of  an  integrated  health  record  solution  requires 
scientifically  rigorous  assessments  on  the  value  health  record  interventions  have  on 
patient safety. This becomes a difficult task with the use of medicines embedded in a 
complex health care system. Current methods used for evaluating such interventions lack 
the capacity to capture this complexity and accurately forecast outcomes.
Current Evaluation Methods
Current  methods  used  to  evaluate  interventions  such  as  health  record  solutions  are 
typically  based  on  retrospective  observational  studies  on  already implemented  health 
record systems. Markov modelling, regression, correlation or other statistical analytical 
tools are then applied to predict the return on investment in terms of improved quality of 
care and costs.  The feasibility  of this approach to explore possibilities  and direct  the 
design  of  new  health  record  solutions  is  limited  by  several  factors  including:  time 
required to observe long term outcomes (and whether the intervention would be obsolete 
once the trial concluded), the requirements for large sample sizes to filter out random 
noise, the large number of options to be evaluated, the disruption of current practices to 
implement each option, the reluctance of general practitioners to participate, the artificial 
constraints applied to trial designs, lack of transferability between different settings as 
well as the high cost of studies (Eddy, 2007).
Multi-Scale Systems Simulation
Systems Modelling and Simulation
Modelling  paradigms  are  metaphors  used  to  conceptualise  the  world.  They  provide 
semantic  frameworks  to  translate  and  allow  investigation  of  problems  by  exploiting 
powerful inspiring analogies (Villa, 1992). A systems approach provides a view where 
the interaction of a system’s  indivisible collection of interconnected parts as a whole 
produces  emergent  properties  or  behaviours  which could  not  be  readily  predicted by 
examining each part in isolation. "The whole is greater than the sum of the parts".
Many modelling paradigms exist,  each suited to a particular level of abstraction of a 
problem. System dynamics models outline the context of a problem. It can be used to 
make explicit the boundaries of the medication use system, its structure and relationships. 
Using  this  approach  reinforcing  and  balancing  feedback  effects,  circular  causation, 
delayed  responses  and  the  leverage  points  where  decisions  and  actions  bring  about 
changes (Sterman, 2000) around the quality use of medicines can be identified. Agent 
based modelling captures emergent and non-linear behaviour arising from the repetitive 
and competitive interactions between individuals and their environment at the individual 
level (Bonabeau 2002; Axelrod and Tesfatsion 2007) and how the medication use system 
learns, adapts and self-organises itself to maintain order (Begun, Dooley et al. 2003).
Systems modelling and simulation  can be used to explore, understand and improve the 
interaction  between individuals,  structures  and actions (Heffernan,  McDonnell,  2005) 
within the medication use system. It can also be used as a collaboration artefact to build 
consensus  among different  disciplines and viewpoints  (Heffernan,  McDonnell,  2005). 
Hypotheses can be developed about the mechanisms (components and their interactions) 
driving the current use of medicines. The simulation tests this hypothesis by enabling 
comparisons  with  data  and  observed  behaviour  with  the  derived  behaviour.  This  is 
valuable to avoid misperceptions of the how behaviours concerning medication use are 
derived and thus enable assessment and selection of appropriate intervention policies.
Multi-Scale Systems Modelling and Simulation
Multi-scale systems modelling and simulation represents a system in terms of different 
scales  (spatial  and  temporal)  of  resolution  (Bassingthwaighte,  2006)  and  suited  to 
characterising the functions and desirability of organisational forms (Bar-Yam, 2006). 
This modelling technique has the ability to adaptively switch between different levels of 
abstraction during real-time simulation (Bassingthwaighte, 2006).
Methods of achieving both aggregate and disaggregate views in one simulation vary. The 
approach taken in this paper is the use of multi-method modelling and simulation. This 
approach  combines  a  number  of  modelling  methods  or  paradigms  each  capturing 
different levels of abstraction. This utilizes the strengths of each paradigm and enables a 
view of  the  complexity  at  each level  of  the  medication  use  system hierarchy and at 
different  time  scales.  This  process  is  made  simpler  with  simulation  platforms  now 
capable of integrating and cooperating efficiently between different modelling paradigms 
(Borshchev and Filippov 2004).
Multi-scale systems modelling and simulation is the approach that will be taken in this 
study  to  simplify  the  real  world  to  emphasize  only  the  necessary  and  sufficient 
mechanisms and interactions that drive the use of medicines by the elderly and depicts 
how behaviours concerning medication use occur and change over space and time. 
Multi-Scale Systems Model Formulation
Transforming the multi-scale problem into a model requires focus on the most essential 
information  about  a  complex  system’s  internal  organisation.  Firstly,  the  physical 
dimensions (space and time) of interest need to be identified. That is, the varying scales 
important  entities and mechanisms simultaneously operate within and across to cause 
changes  to  the  system’s  overall  behaviour  (Ewert,  van Keulen  et  al,  2006).  Various 
perspectives become important  in  representing different  aspects  of  the  system.  These 
observed behavioural patterns in the real system at differing scales can be used to reduce 
uncertainty  with  the  model  structure  and  parameters  and  systematically  optimise  the 
complexity of the model (Grimm, Revilla et al, 2005).
Next,  the  system’s  capability  is  decomposed  according  to  scale  (Bar-Yam,  2006). 
Important  entities,  mechanisms  and  processes  are  identified,  representing  working 
hypotheses about how a portion of the overall system works (Bassingthwaighte, 2006), 
and  classified  according  to  their  scale  of  operation.  Observed  objects  and  variables 
correspond directly to model components. The internal organisation of the real system 
translates into model processes (Grimm, Revilla et al, 2005).
Each level of abstraction of the problem is then modelled with a method typically suited 
for the level of aggregation. Here, system dynamics will be used to outline the context of 
the  problem  (described  earlier)  making  explicit  the  boundaries,  structure  and 
relationships  of  a  system.  Agent  based  modelling  will  be  used  to  describe  rules  of 
interactions between GPs, patients and pharmacists. Linking the two model levels can be 
achieved by matching the spatial and temporal detail of the models and of the definitions 
of transferred variables (Ewert, van Keulen et al, 2006). 
The  system  dynamics  and  agent  based  models  will  be  built  and  integrated  in  the 
AnyLogic6 development environment (Borshchev and Filippov 2004). AnyLogic6 is  a 
new  integrated  development  environment  which  combines  System  Dynamics,  Agent 
Based  and  Discrete  Event  simulation  using  the  Java  Eclipse  framework.  The  open 
architecture allows interoperability with office and corporate software, powerful software 
extensions  including  geographical  information  system  datasets  and  custom  modules 
written  in  Java.  AnyLogic6  features  a  built-in  optimiser  and enables  compelling  and 
engaging animations that can be exported as java applets and viewed across multiple 
operating system platforms (XJ Tech, 2007).
Finally,  a  graphical  use  interface  will  be  created  in  the  AnyLogic6  development 
environment  (Borshchev  and  Filippov  2004) for  health  policy  makers,  health  record 
domain experts and medication domain experts to interact with and perform their health 
record decision experiments to find the answer to their questions posed earlier in this 
piece. Different mixes of SEHRs and PHRs can be trialled over varying times and desired 
locations for  implementation.  Indicators  such as  cost,  access and quality  can also  be 
displayed for reference. This interface will  use innovative graphics and animations to 
create  an  engaging  and  immersive  learning  environment,  heightening  the  user’s 
experience and encouraging more relevant and realistic decisions to be made.
Conclusion
Designing health record interventions to improve the use of medicines by the elderly in 
the community becomes a difficult task when factoring in the complexity inherent of the 
use of medicines. Traditional methods such as random controlled trials and studies lack 
the capacity  to capture the scale of the problem and are inadequate in terms of time 
frames,  cost,  resources  required,  and  non-applicability  of  trial  settings.  Multi-scale 
systems  simulations  extend  traditional  systems  modelling  methods  enabling  the 
representation of the system’s different spatial and temporal resolutions. This provides a 
logical and consistent framework for dynamic analysis and a means to test and design 
robust health record policies in a risk-free environment.
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Abstract 
Interactions between society and natural systems can be beneficial or harmful to society. Society 
benefits from natural systems by being provided with the basic necessities of life (air, water, and 
food). However, recent events such as Hurricanes Rita and Katrina and the Asian Tsunami 
demonstrate the harmful impacts natural systems can have on society. Domain knowledge is 
developed from observation of natural and societal systems. Domain knowledge is contained 
within scientific knowledge and engineering knowledge. Scientific knowledge is gained through 
observation of natural and societal systems. Engineering knowledge is developed from scientific 
knowledge and is used to manipulate natural and societal systems. In the past two centuries 
scientific and engineering knowledge has produced technologies that affect the interaction 
between societal and natural systems. For example increased scientific knowledge of stratospheric 
ozone identified an increased cancer risk due to the depletion of stratospheric ozone caused by 
CFCs and other industrial emissions. Although scientists and engineers are in positions to advise 
on policies to address problems involving societal/natural system interactions, they are not always 
successful. The proposed research seeks to develop an improved understanding of the dynamic 
interactions between society, natural systems, scientific and engineering knowledge, and public 
policy. The proposed research will offer insight to scientists and engineers on effectively 
influencing public policy on these issues and will offer insight to policy makers on how to 
incorporate scientific and engineering knowledge into effective public policies.  
 
Introduction 
Natural systems strongly influence societies and their welfare. Natural systems 
include the atmosphere, the water cycle, climate patterns, geologic formations, 
plants, and wildlife. These systems provide societies with the basic necessities of 
                                                 
1 Portions of the text have been taken from “Integrated Natural Hazard Risk Management: 
Modeling the Interactions of Nature, Science, Society, and Public Policy” by Vedlitz, Lindquist, 
and Ford (2007). However, the development and description of the research program is the work 
of the author. The author can provide specific information. 
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life; air, water, and sustenance. For example, the Nile River allowed a civilization 
to develop in an arid, desert region (Butzer 1976). In addition to water, the annual 
flooding of the river provided nutrients to the soil adjacent to the river which 
allowed farmers to provide food for a growing society (Butzer 1976). Societal 
systems include governments, economic systems, agriculture, and social behaviors 
and beliefs. For example, the ancient Egyptians were ruled by monarchy, their 
economy was based primarily on agriculture, and their beliefs and behaviors were 
strongly influenced by their religion (Brier and Hobbs 1999; Shaw 2000).  
 
The influence of natural systems on societies is not always positive. Natural 
disasters such as earthquakes, hurricanes, volcanoes, and tsunamis have resulted in 
major societal lose in both lives and property.  In addition to the loss of life and a 
rebuilding effort that is expected to cost in the tens of billions of dollars, 
Hurricane Katrina also caused a large migration of people out of the United States 
Gulf Coast region and severely damaged the local economy. The influence of 
natural systems is not always only beneficial or detrimental to societies. For 
example, the floods that provided fertile farmland along the Nile River also caused 
loss of life and property (Butzer 1976). 
 
Natural systems impact societies through the conditions that surround the society 
(Figure 1). At the most basic level the social condition of a society (health, 
prosperity, etc.) can be dictated by the natural system. Without the Nile, ancient 
Egyptian civilization would likely not have developed in the same manner which 
we know today. Over time society responds to the natural system through its 
behavior and beliefs (Figure 1). Society may seek to enhance or minimize the 
impact of the natural system, particularly changes in the natural system, on social 
conditions through their behavior. However, in this view society’s actions cannot 
impact the natural system. 
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Figure 1: Interaction of natural and societal systems with exogenous natural system 
 
The system described in Figure 1 has a single control loop with an exogenous 
natural system. For example, as civilization began to develop along the Nile flood 
damage caused individuals to locate their dwellings in areas that were not 
typically inundated by flood waters (Butzer 1976). This represents a change in 
society’s behavior which does not impact the natural system. 
 
As societies increase in size, organizational authority (governments, religious 
hierarchies, etc.) begin to play an increased role in the relationship between social 
conditions and social beliefs and behaviors. As the size of society increases the 
behavioral response to social conditions can increase in scope and magnitude and 
may require effective organization to be successful. A role of the organizational 
authority is to develop plans to respond to social conditions, represented by public 
policy in Figure 2. The organization authority responds to social conditions, either 
through observation or from societal pressure, and develops policies to effect 
social beliefs and behaviors.2 These policies seek to change social beliefs and 
behaviors.  
                                                 
2 In the structure shown in Figure 2 the organizational authority is influenced by social conditions. 
This link does not always exist. This link may not exist for policies enacted by despotic rule and 
policies based on religious views. For example, public policies in Jewish society in the B.C. era 
were heavily influenced by Levitical Law rather then social conditions. 
   
 4 of 19 
Natural
system
Social
conditions
Social be liefs
and behaviors
Natural system
Societal system
Public Policy
 
Figure 2: Interaction of natural and societal systems with public policy and exogenous 
natural system 
 
Figure 2 expands the system described in Figure 1 by the addition of a second 
control loop. In Figure 2 social beliefs and behaviors can be impacted by social 
conditions and public policy. For example, the ruling class of ancient Egypt 
developed a rationing system to distribute the basic elements of Egyptian diet, 
bread and beer, in a society that had no monetary system (Brier and Hobbs 1999; 
Kemp 2006). As society became larger and people begin to undertake work that 
did not allow them to produce their own food, a system was needed to ensure that 
large potions of society did not starve. To address this need Egyptian authorities 
developed the rationing system to distribute quantities of bread and beer based 
upon an individual’s class, work effort, etc (Kemp 2006). The rationing system 
allowed segments of society to focus their work efforts (societal behaviors) in 
other areas (road systems, buildings, writing, etc.) that in turn impacted societal 
conditions. Figure 2 expands feedback within the system but natural systems are 
still viewed as an exogenous influence. 
 
The development of public policy in response to social conditions caused by 
natural systems involves synthesizing a great deal of information about a natural 
system and its impact on society. As the size and sophistication of society 
increases, the interaction between societal and natural systems grows more 
complex. At some point, the complexity of these interactions reaches a point 
where the organizational authority does not have the capacity to understand and 
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process the available information. This can lead to the development of inefficient, 
ineffective, or potentially harmful public policies.  
 
The important role of feedback3 between natural systems and long-term societal 
welfare makes understanding how natural systems can and should be incorporated 
into public policies and societal behavior critical. Incorporating a rich 
understanding of natural systems in policies is difficult partially because the 
feedback systems in which they reside make natural system drivers, mechanisms, 
and impacts too complex for most of the public and many policy makers to 
comprehend without help. This problem is often partially overcome by the 
development of domain knowledge by individuals or groups who exclusively 
study natural or societal systems (Figure 3 causal arrows from “Natural system” to 
“Expert domain knowledge” and from “Social conditions” to “Expert domain 
knowledge”). As used here, domain knowledge represents the collective 
knowledge of society concerning a natural system, a societal system, or the 
interaction between a natural and societal system.  
Natural system
Social beliefs and
behaviors
Natural system
Societal system
Public policy
Social conditions
Expected
benefit
Expected
risk
Expert domain
k nowledge
 
Figure 3: Interaction of natural and societal systems, public policy, and domain knowledge4 
                                                 
3 As used here “feedback” refers to the bi-directional, causal interaction between system 
components (Sterman 2000). 
4 The causal arrows in Figure 3 represent a simplified view of feedback within the system. Other 
relationships which exist (e.g. the influence of public policy on domain knowledge) are not shown 
for clarity. 
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Expert domain knowledge can be used to develop and implement an effective 
public policy in the face of complex feedback systems (Figure 3 causal arrows 
from “Expert domain knowledge” to “Public policy”) and to impact social beliefs 
and behavior (Figure 3 causal arrows from “Expert domain knowledge” to “Public 
policy”). For example, the variability in the flooding of the Nile River from year 
to year caused a number of problems for the Egyptians. A year with above average 
flooding, in addition to loss of life and property, inundated farmland for longer 
periods, shortened the effective growing season, and reduced the food harvest 
(Butzer 1976; Brier and Hobbs 1999). Below average flooding increased the 
difficulty of irrigating crops and reduced the food harvest (Butzer 1976; Brier and 
Hobbs 1999). To minimize the impact of flood variability the Egyptians 
developed a series of canals, levees, flood basins, and irrigation systems to better 
manage flooding (Butzer 1976). In addition to impacting the social condition of 
society (improved food production, reduced flood damage, etc.) the flood control 
system impacted the natural system (Figure 3) by altering the Nile River’s 
characteristics (flow rates, flood elevation, etc.). The complexity of these flood 
control systems required the development of domain experts5 to advise 
organizational authorities on the development, implementation, and operation of 
effective flood management policies (Butzer 1976).  
 
Figure 3 also disaggregates social conditions into expected risks and benefits. 
Society may perceive a change in the natural system in terms of risks to society 
and benefits to society6. Over time society’s belief in the risk or benefit of a 
natural system change can evolve. The environmental risks associated with 
modern day regulation of Nile River flooding through the Aswan Dam is viewed 
by some as being greater then the dam’s benefits (Fahim 1981). 
 
The interaction between societal and natural systems and the ability of domain 
experts to understand and offer policy advice on these interactions is dynamic and 
complex. How can domain experts effectively influence public policy? How can 
policy developers effectively utilize the knowledge offered by domain experts?  
 
 
 
 
                                                 
5 Domain experts are those who have high levels of knowledge about a particular subject. 
Examples of domain experts include research scientists and engineers. 
6 Here “risk” and “benefit” are conceptually defined as the probability of an event * impact of the 
event. “Risk” refers to an event that has a negative societal impact and “benefit” refers to an event 
with a positive societal impact.   
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Problem Description 
The ever increasing impacts (both positive and negative) of societal behavior on 
natural and societal systems places an added emphasis on public policy to regulate 
or promote the development of expert domain knowledge. The complexities of the 
interactions between societal and natural systems place domain experts in a 
position where their knowledge is needed to develop effective public policy. 
However, domain experts have not always been successful in using their 
knowledge to influence public policy and society about potential dangers and 
opportunities they may see in changes they observe in natural and societal 
systems. Failures of domain experts to communicate the characteristics and 
conditions of technologies and their impact on societal and natural systems to 
decision makers and the public limit societal welfare and may waste a portion of 
the major investments in science and technology.   
 
An example of this failure is the cessation of nuclear power plant construction in 
the U.S. despite a majority of scientific opinion asserting nuclear power’s safety 
and benefits (Rothman and Litchter 1982, 1987; Lichter and Rothman 1983; 
Heltm et al. 1988). Despite the support of the majority of domain experts for 
nuclear power in the 1980s7 the U.S. public and public policy largely opposed the 
development of additional nuclear power plants in the United States. In the period 
just after the development of atomic energy in the 1940’s nuclear power was 
promoted by the government, scientists, engineers, and many business leaders as 
the future of electricity generation. The strong centralization of the utility industry 
and its connections to the federal government led to the creation of the Atomic 
Energy Commission (AEC), with the dual purpose of promoting and regulating 
nuclear power in the United States (Cohn 1997). This monopoly on the promotion 
and regulation of nuclear power was able to control public policy and limit 
opposition to nuclear power (Duffy 1997). Even in this monopolistic position, 
leaders of the nuclear movement realized that overcoming the public’s anxiety 
was important to the success of commercial nuclear power. In the opening 
statements of a 1956 Atomic Industrial Forum conference on “Public Relations for 
the Atomic Industry” the conference chairman stated, “. . . how do we overcome 
                                                 
7 Rothman and Lichter (1982, 1987) and Lichter and Rothman (1983) conducted a random survey 
of scientist and engineers listed in the American Men and Women of Science regarding civilian 
nuclear power and concluded, “. . . the scientific community is highly supportive of nuclear energy 
development, [and] regards nuclear energy as relatively safe. . .” (Rothman and Lichter 1982). In a 
comment on Lichter and Rothman (1987), Helm et al. (1988) noted, “Rothman and Lichter have 
rather nicely tapped a disjunction between scientists’ confidence in nuclear energy and public 
skepticism” (Helm et al. 1988). In a letter published in The Bulletin of Atomic Scientists, 32 
scientist, including several Nobel prize winners, offered a supportive statement on nuclear power 
(Bethe, H. 1975). 
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the doubts and apprehensions of the wartime atom and replace these with 
confidence and a ready acceptance of peaceful atomic enterprise?” (AIR 1956). 
 
These apprehensions increased as public distrust of government grew during the 
1960’s and 1970’s and more suspicions arose regarding the safety of nuclear 
power (Cohn 1997; Duffy 1997). This led to the rise of nuclear power opposition 
groups such as Greenpeace, the Union of Concerned Scientists, Critical Mass, and 
the World Information Service on Energy (WISE) who felt the nuclear power 
monopoly suppressed safety issues. These opposition groups raised public fears 
regarding nuclear power and begin to exert pressure on public policy makers to 
reign in this monopoly and ultimately halt the development of nuclear power 
plants. This pressure begin to impact public policy as the AEC was abolished and 
its responsibilities split between the Nuclear Regulatory Commission (NRC) 
which is responsible for regulating nuclear power and the Department of Energy 
(DOE) which is responsible for promoting nuclear power. Still, public pressure 
eventually led to the development of ever increasing and ever changing nuclear 
power regulations that ultimately lead to the economic failure of many nuclear 
power projects (Arditi and Kirsininkas 1985; Friedrich et al. 1987; Feldman et al. 
1988; Lillington 2004). During this time of changing public opinion on nuclear 
power, domain experts were unable to influence public opinion or public policy on 
the benefits of nuclear power enough to affect nuclear power policy.  
 
Unlike the American nuclear power example, domain experts were successful in 
influencing public policy on the depletion of stratospheric ozone. In the 1970’s 
scientists begin to study the impact human behavior can have on the ozone layer 
(Morrisette 1989). As atmospheric science evolved it was discovered that man-
made substances, most notably chlorofluorocarbons (CFCs), could deplete the 
amount of stratospheric ozone in the Earth’s atmosphere. It was also discovered 
that stratospheric ozone depletion could lead to an increased risk of skin cancer in 
the Earth’s population (Morrisette 1989; Fahey 2006). 
 
As scientists and medical experts begin to publicize the risks associated with 
stratospheric ozone depletion the general public and policy makers (first in the 
United States and then throughout other parts of the world) increasingly accepted 
the scientific opinion and looked for solutions to the problem. Beginning in the 
late 1970s the United States began to implement policies that limited the 
production and use of CFC’s (Morrisette 1989). Eventually a global effort was 
undertaken to drastically reduce the use of CFC’s culminating in the 1987 
Montreal Protocol which established production and use limits on ozone depleting 
emissions for over 190 nations (Fahey 2006). A key element in the ability of 
nations participating in the Montreal Protocol to reduce stratospheric ozone 
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depleting emissions was the development of replacement technologies. DuPont, a 
market leader in the production of CFCs in the 1970s, developed substitute 
products that allowed production of ozone depleting CFCs to be phased out. To 
date this effort has been viewed as a success with scientific evidence showing a 
reduction in the amount of ozone-depleting substances in the atmosphere as well 
as preliminary indications of stratospheric ozone recovery (UNEP 2007). 
 
The nuclear power and stratospheric ozone depletion cases illustrate two examples 
of the interaction of natural systems and society and ability of domain experts to 
influence public policy. In the nuclear power example the inability of domain 
experts to effectively influence public policy essentially ended construction of 
nuclear power plants in the United States in the 1980s8. This failure of domain 
experts resulted in halting or slowing the construction of nuclear power plants and 
delayed or eliminated their beneficial impact on society. Unlike the nuclear power 
example, in the stratospheric ozone example domain experts were able to rapidly9 
influence society and policy makers to implement solutions to the stratospheric 
ozone depletion problem. The success of domain experts to effectively influence 
society’s views on the risk of ozone depletion helped avert a potential rise in 
illnesses associated with increased UV exposure. 
 
These two examples illustrate that the dynamic interactions among domain 
experts, policy makers, society, and natural systems are not adequately understood 
to fully exploit domain knowledge for societal benefit. More specifically, an 
improved understanding of the dynamic evolution of expert domain knowledge 
about nature, the applications of that knowledge, and the impacts of that 
knowledge on resource allocation in policy development can provide the basis for 
greater understanding and societal problem solving. This improved understanding 
can lead to more effective applications of domain expertise to the interaction of 
natural and societal systems. This research seeks to answer the question: How do 
interactions between expert domain knowledge, public policy, society, and 
natural systems evolve? 
 
More Specific Research Questions: 
1. What feedback structures link expert domain knowledge, public policy, 
society, and natural systems? 
                                                 
8 A few nuclear power plants came on line in the 1990’s such as Comanche Peak #2 and Watts Bar 
#2 but these plants were the exception rather then the rule. 
9 In describing the U.S. response to ozone depletion Morrisette (1989) stated, “The action taken by 
the United States was both significant and remarkable. It had taken less than five years to move 
from the scientific discovery of a potentially serious environmental problem to the implementation 
of a major new regulation designed to solve that problem.” 
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2. What are the drivers and constraints on domain expert influence on public 
policy? How can domain experts effectively influence public policy? 
3. How can policy developers effectively utilize domain expertise to 
maximize societal benefit in developing policies that impact natural 
systems? 
 
Dynamic Hypothesis 
Investigating feedback between expert domain knowledge, public policy, society, 
and natural systems requires the development of a dynamic hypothesis. A 
dynamic hypothesis is a feedback structure that is capable of explaining system 
behavior (Sterman 2000). This proposal hypothesizes that one or more clearly 
discernable dynamic structures and resulting behavior patterns characterize the 
interaction among domain experts, public policy, society, and natural systems. 
Figure 4 presents a hypothesis of a causal structure that can be used to study the 
dynamic interaction of domain expertise, public policy, society, and natural 
systems. Figure 4 expands Figure 3 by disaggregating expert domain knowledge 
into expert scientific knowledge and expert engineering knowledge, and including 
technology.10 
                                                 
10 As used here “scientific knowledge” refers to understanding gained through observations of 
natural or societal systems (e.g. Newton’s laws). “Engineering knowledge” refers to understanding 
of how to use scientific knowledge to manipulate natural or societal systems (e.g. structural 
design). “Technology” is the result of applying engineering knowledge (e.g. steel build structure). 
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Figure 4: Interaction of natural and societal systems, public policy, scientific and 
engineering knowledge, and technology 
 
Domain knowledge (scientific and engineering) is developed and held by 
individuals such as scientists and engineers by studying natural systems and social 
conditions (Figure 4 causal arrows from “Natural system” to “Expert scientific 
knowledge” and from “Social conditions” to “Expert engineering knowledge”). 
Scientists and engineers are well positioned to understand natural systems and the 
impact they can have on society. This understanding can help inform the 
development and implementation of public policy (Figure 4 causal arrows from 
“Expert scientific knowledge” to “Public policy” and “Expert engineering 
knowledge” to “Public policy”). They can influence public policy and social 
behaviors that impact natural systems in ways that may improve society. The 
influence of scientists is partially due to the ability of scientific knowledge to 
forecast changes in social conditions that may not yet be fully realized and 
directly influence public policy and social beliefs and behaviors about expected 
outcomes if the current course is allowed to progress uninterrupted (Figure 4). 
The influence of engineers is due to their ability to develop technologies (Figure 4 
causal arrow from “Expert engineering knowledge” to “Technology”) that can 
impact social behavior (Figure 4 causal arrow from “Technology” to “Social 
beliefs and behaviors”).  
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Scientific knowledge and engineering knowledge can overlap but the evolution of 
scientific knowledge to engineering knowledge to technology (Figure 4 causal 
arrow from “Expert scientific knowledge” to “Expert engineering knowledge”) is 
important because the dynamics between these elements can impact both societal 
and natural systems. Engineering knowledge can create technology whose impacts 
on social and natural systems may not be fully understood by scientists. 
Technologies such as the internal combustion engine and fossil fuel power plants 
were created at the turn of the 20th century but scientific knowledge of the impact 
of these technologies on natural systems has only been developed over the past 
several decades. The dynamics between the development of domain knowledge 
and technology is important because as the size and scope of technology increases, 
its impact, both positive and negative, on society and natural systems increase.  
 
The dynamic hypothesis presented in Figure 4 can be used to describe the 
previously discussed nuclear power and stratospheric ozone depletion examples. 
 
U.S. Civilian Nuclear Power Industry Example 
Figure 5 uses the dynamic hypothesis (Figure 4) to describe the nuclear industry 
example. Figure 6 presents an expanded view of the nuclear power industry 
example using the dynamic hypothesis. In the 1950’s, society largely shared the 
belief of many scientists and engineers that the benefits of nuclear power 
outweighed the risks (Duffy 1997). The regulations governing nuclear plant 
construction encouraged the construction of nuclear power plants which was 
expected to contribute to economic growth (Loop B2 in Figure 6). In the 1970’s 
the majority of society began to believe the risks associated with nuclear power 
(i.e. expected radiation damage) strongly outweighed the benefits (Loop B1 in 
Figure 6) (Duffy 1997). During this time scientists and engineers, the majority of 
whom continued to supported nuclear power (Rothman and Litchter 1982, 1987; 
Lichter and Rothman 1983; Heltm et al. 1988), were unable to influence society’s 
view on expected radiation damage resulting from nuclear power. This resulted in 
regulations governing the nuclear power industry to discourage the construction of 
nuclear power plants (Arditi and Kirsininkas 1985; Friedrich et al. 1987; Feldman 
et al. 1988; Lillington 2004), eventually halting the construction of nuclear power 
plants in the United States, and limiting the electricity produced by nuclear power. 
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Figure 5: Nuclear industry example described using the dynamic hypothesis11 
                                                 
11 The polarity of the arrows between variables in Figure 6 represent the impact of variable X on 
variable Y. A “+” indicates a direct relationship (if X increases, then Y increases, all things being 
equal, and vice versa) and a “-” indicates an inverse relationship (if X increases, then Y decreases, 
all things being equal and vice versa). Loops are labeled as either “B,” balancing loops (self 
correcting) or “R,” reinforcing loops.  For a more detailed description of causal loop diagrams see 
Sterman 2000.  
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Figure 6: Expanded nuclear industry example described using the dynamic hypothesis 
 
In this example the natural system is the area surrounding all the nuclear power 
plants in the United States. The risk to society is the environmental damage 
resulting from increased radiation produced by nuclear power plants. The benefit 
to society is the economic growth from electricity produced by nuclear plants and 
the reduced emissions as compared to equivalent generation by a fossil fuel plant. 
Nuclear engineering knowledge develops new nuclear technology that improves 
the benefit to society (more electricity, reduced costs, etc.) and reduces the risk 
(i.e. radiation release). Nuclear engineering knowledge also seeks to influence 
society’s perceived risk and benefit of nuclear power. In this case nuclear domain 
experts were unable to influence public opinion on the benefits of nuclear power 
and eventually nuclear power plant construction was constrained by government 
regulations.  
  
Stratospheric Ozone Depletion Example 
Figure 7 describes the stratospheric ozone example using the dynamic hypothesis 
presented in Figure 4. Figure 8 presents an expanded view of the stratospheric 
ozone depletion example using the dynamic hypothesis. As atmospheric scientists 
increased their knowledge of the stratospheric ozone layer they discovered that 
stratospheric ozone depletion could increase society’s cancer risk (Morrisette 
1989). Scientist began to inform the public and advise policy makers that 
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restricting the chlorine and bromine emissions would halt, and potentially reverse, 
the depletion of stratospheric ozone. Policy makers were heavily influenced by the 
opinion of atmospheric scientists and sought to implement regulations to limit 
chlorine and bromine emissions (Morrisette 1989). Portions of the general public 
and many industry leaders feared these restrictions would harm industry and slow 
economic growth (Loop B2 in Figure 8) (Morrisette 1989). During this time 
engineers developed new substitute technologies that could replace chlorine and 
bromine emitting technologies. This, along with growing public concern regarding 
cancer risks associated with stratospheric ozone depletion, allowed restrictions on 
chlorine and emissions while minimally impacting economic growth (Morrisette 
1989). Recent research shows that chlorine and bromine emissions restrictions are 
reducing the quantity of ozone depleting substances in the atmosphere and 
stratospheric ozone levels are increasing (UNEP 2007).  
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Expected
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+
+
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+
+
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Figure 7: Stratospheric ozone example described using the dynamic hypothesis 
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Figure 8: Expanded stratospheric ozone example described using the dynamic hypothesis 
 
In this example the natural system is the stratospheric ozone layer. The risk to 
society is reduced economic growth due to emission restrictions. The benefit to 
society is the reduced risk of cancer due to UV exposure. Atmospheric science 
knowledge identifies potential health risks while chemical engineering knowledge 
develops substitute technologies for processes that emit ozone-depleting 
emissions. In this case scientists and engineers were able to influence public 
opinion and public policy on the risks of stratospheric ozone depletion and help 
develop and implement solutions to the problem. 
 
Research Methodology 
The proposed research will be conducted by first expanding and more clearly 
defining the dynamic hypothesis presented in Figure 4 through a review of 
relevant literature. Once the dynamic hypothesis is developed a formal computer 
simulation model will be developed based on the causal relationships developed in 
the dynamic hypothesis. Once developed and tested the computer simulation 
model will allow experiments to test the dynamic hypothesis using data from the 
real systems. A computer simulation model based on a validated structure allows 
controlled experiments to test hypotheses that would be prohibitively expensive or 
logistically impossible in the physical system (Dillard and Nissen 2007). 
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The formal simulation model will be developed using system dynamics 
methodology. System dynamics is a methodology that is useful for analyzing 
complex systems in which feedback between system elements can alter system 
behavior (Sterman 2000). System dynamics is well suited to study systems whose 
behavior is highly dependant upon changes due to dynamics within the system (as 
opposed to external forces). Once a formal simulation model is developed, system 
dynamics offers a structured method to test and validate the model using 
established testing methodology (Sterman 2000) and data from the physical 
system. Once tested and validated the conceptual hypothesis and formal model 
will answer sub-question 1) “What feedback structures link expert domain 
knowledge, public policy, society, and natural systems?” 
 
The dynamic hypothesis will be tested using a “two-case” case study (Yin 2003). 
The two cases will provide opposing case studies; a case in which domain experts 
were effective in influencing public policy (ozone depletion case) and a case in 
which domain experts were ineffective in influencing public policy (nuclear 
industry case). It is anticipated that the formal model developed from the dynamic 
hypothesis will be capable of replicating the behavior of the two case studies. Data 
for the two case studies will be collected from relevant literature and existing 
databases (e.g. Nuclear Regulatory Commission data for the nuclear case and 
National Oceanic & Atmospheric Administration data for the stratospheric ozone 
depletion case).  
 
System behavioral explanations will be developed by comparative analysis12 of 
the opposing case studies. The comparative analysis will reveal explanations of 
system behavior such as the inability of domain experts to effectively influence 
public policy in the nuclear industry case. For example, domain experts’ opinion 
may have been ignored because policy makers did not consider them credible on 
the subject matter.  
 
Once an understanding of how the system’s causal structure drives the behavior of 
the system, policies will be developed and tested (using the model) to answer sub-
question 2) “What are the drivers and constraints on domain expert influence on 
public policy? How can domain experts effectively influence public policy?” and 
sub-question 3) “How can policy developers effectively utilize domain expertise 
to maximize societal benefit in developing policies that impact natural systems?” 
 
                                                 
12 Analysis techniques could include pattern matching, explanation building, and logic models as 
described in Yin (2003). 
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Expected Results and Contributions 
It is expected that the proposed research will support the hypothesis that a generic 
causal structure, similar to the one shown in Figure 4, can be used to explain 
interactions between natural and societal systems. It is also expected that analysis 
of the opposing case studies will reveal insight into why domain experts were 
effective in influencing public policy in the stratospheric ozone depletion case as 
opposed to their failure in the nuclear power case. 
 
The proposed research will offer contributions to scientists, engineers, and policy 
makers. Scientist and engineers will benefit from two elements of the research. 
First, the proposed work will develop a rich, dynamic description of the 
interaction of natural and societal systems. This dynamic description can be used 
in future research to study problems such as climate change and sustainable 
energy development. Second, the work will offer scientists and engineers insight 
into effectively influencing public policy in their respective area of expertise. The 
work will also provide a dynamic picture of the role of technology in effecting 
policy change.  
 
Public policy makers will benefit from the proposed research by gaining improved 
understanding on the role of knowledge and technology in developing public 
policy for issues related to natural/societal system interaction. The current work 
will improve understanding by offering a dynamic view of the evolution of 
knowledge to technology and how these dynamics can affect public policy 
development and implementation. 
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Abstract 
 
In a highly abstracted conceptualization, both the public switched telephone network 
(PSTN) and the Internet consist of two components: the end-devices and the network that 
connects them. Traditional telecommunications regulation has assumed the presence of a 
network core that could be engineered to fulfill regulatory goals as well as a vertically-
integrated industry structure that could meet regulatory obligations. In this proposal, we 
take the case of Voice over Internet Protocol (VoIP), the technology that enables voice 
communications over the Internet, and argue that disruptive trends in technology are 
eroding the control in the core that was traditionally assumed. This eroding control in the 
core has the potential to render the current VoIP regulation inadequate and unsustainable. 
We hypothesize that in the environment of eroding control in the network core (“The End 
of Core”), meeting regulatory objectives will require that future regulatory response be 
discontinuous from that of the past. We propose a system dynamics model to study the 
dynamic complexity surrounding the current VoIP regulation and to understand policy 
options for preventing undesirable outcomes. The model consists of four sectors: the 
consumer adoption sector for modeling demand, the industry structure sector for 
modeling supply, the regulatory compliance sector for modeling the level of compliance 
and the innovation sector for modeling innovation trends. The model endogenizes the 
technological change to the policy process.     
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1 INTRODUCTION 
Traditional telephony has now been used for more than one hundred years. We know 
much about the telecommunications industry from excellent accounts of its technological 
triumphs (Fagen, Joel et al. 1975; Boettinger 1977), industry structure (Temin and 
Galambos 1987; Cantelon 1993), and regulation (Nuechterlein and Weiser 2005).  The 
focus of this report is a technology called Voice over Internet Protocol (VoIP) that, by 
enabling voice communication over the Internet, is posing a significant threat to the 
existence of traditional telephony.  
 The historical origins of VoIP can be traced to the early attempts to carry out 
voice communications over the ARPANET1 in 19762. The technology then was not 
commercially viable. Today, however, VoIP is offered commercially and is used in 
Phone-to-Phone, PC-to-Phone and PC-to-PC voice communication (Goode 2002). 
 In the United States, telephony (formally, the Public Switched Telephone 
Network (PSTN)) has been regulated as a natural monopoly. There are two 
complementary paradigms for traditional telecommunications regulation: the public 
interest approach and the political economy approach. The public interest approach looks 
at market failure to motivate government intervention. The broad concerns are: the direct 
network externality creating disincentive for large carriers to connect with the small, the 
monopoly leveraging the economies of scale, and the disincentives for serving high-cost 
or low-income areas. From this stem economic regulations such as access charges and 
universal service. The political economy approach emphasizes the impact of policy on 
                                                 
1 The predecessor to the present day Internet. 
2 From author’s interviews with the “curmudgeons” of real-time communications over packet networks like 
Danny Cohen and Steve Casner. 
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interest groups (industry participants, suppliers, consumers, government, etc.). From this 
stem social regulations such as emergency service (911/E911), wiretapping (CALEA3) 
and disability access. 
 By enabling voice communications over the Internet, VoIP bridges the worlds of 
PSTN and the Internet – the former having a long history of regulation, while the latter 
has not been regulated. This raises the obvious regulatory question: should VoIP be 
regulated like the PSTN, left unregulated like the Internet or should there be a third 
approach? The current regulatory response to VoIP is that of “light touch” regulation. 
Only those VoIP providers that interconnect with PSTN are required to meet the 
emergency service and wiretapping regulations. The VoIP providers that do not 
interconnect with PSTN are exempted from regulation. In this report, we question the 
current approach to VoIP regulation thus: is the current approach of regulating only the 
VoIP service that interconnects with PSTN adequate and sustainable for meeting the 
regulatory objectives? To examine the question, we offer systematic observations about 
the trends in technology architecture and the industry structure, and hypothesize that the 
emerging technology architecture and industry structure require that the future regulatory 
response be discontinuous from that of the past.  
 The remainder of this report is organized as follows. Section 2 provides the 
context for further discussion by describing the key differences between PSTN and the 
Internet; VoIP technology, value chain and business models; and the regulatory response 
to VoIP. Section 3, which forms the core of our argument, describes the problem and the 
hypothesis. Section 4 details the research method and the data sources. Section 5 
                                                 
3 Communications Assistance for the Law Enforcement Act (CALEA)  
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discusses the progress made so far and the timeline. Finally, section 6 discusses the 
contributions we hope to make through this research.  
2 CONTEXT AND MOTIVATION 
In the first part of this section, we provide a brief background to understand the important 
differences between PSTN and the Internet. We will then describe the functional 
components of a typical voice call, the VoIP value chain and the different VoIP business 
models.  After that, we will discuss the current regulatory response to VoIP.   
2.1 Differentiating PSTN from the Internet 
2.1.1 Technology 
In a highly abstracted conceptualization shown in Figure 1, both PSTN and the Internet 
consist of two components: the end-devices (such as a phone, Personal Computer (PC), 
Personal Digital Assistant (PDA) and others) and the network that connects them. The 
network is often referred to as the core. The core consists of interconnected switches 
(called routers in the Internet terminology). 
 
Figure 1 Two Components of the PSTN and the Internet Architecture: core versus the end-devices  
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Two design choices that contribute greatly to why PSTN and the Internet have evolved so 
differently are the choice of switching technique and the placement of functionality.  
The choice of switching technique is where the PSTN and the Internet have an 
important difference. The PSTN uses circuit-switching as the switching technique, 
whereas the Internet uses packet-switching. At a basic level, in circuit-switching, 
resources required for a call between two end-devices are reserved for the duration of the 
call; whereas in packet-switching, the information to be transferred is stuffed into packets 
that travel over different paths to arrive at the destination without resource reservation. 
The use of circuit-switching in PSTN yields a resulting architecture that has end-to-end 
time synchronization to manage the delay and attenuation tightly tuned for voice 
communication. The PSTN is highly reliable and scalable, but not flexible. It has 
stringent requirements for interoperating with other networks, and cannot easily 
accommodate new applications. The use of a packet (formally, a datagram), which is a 
unit of information that travels from the sender to the receiver across the underlying 
network, imparts to the Internet three key features that are different from PSTN. First, 
because of the way the information abstraction is designed internal to the datagram, the 
network itself is stateless. This allows for the reconfiguration of the end-to-end path 
between a sender and a receiver after a failure, without the intermediate nodes needing to 
know the state of the disrupted conversation. Second, the datagram provides a basic 
building block for implementing a variety of types of services. Third, the datagram (and 
thereby the Internet architecture) makes a minimum set of assumptions about the 
network, so that a wide variety of network technologies can be used (Clark 1988). 
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 The choice of where to place the functionality is also where the PSTN and the 
Internet differ significantly. The PSTN designers decided that the intelligence necessary 
for efficiently managing the voice communications should be concentrated in the 
switches (i.e., in the core). The placement of functionality on the Internet is guided by the 
end-to-end arguments (Saltzer, Reed et al. 1984). The end-to-end principle supports a 
general bias to place applications-knowledge in the end-devices as opposed to in the core. 
As a result of the choices made for the placement of functionality, the PSTN and the 
Internet today have very different characteristics. In PSTN, the functionality is 
concentrated in the core while the end-devices such as the phone are functionally simple; 
whereas in the Internet, the core is stateless and functionally simple and the end-device is 
where the functionality is concentrated. 
2.1.2 Regulation 
The Federal Communications Commission (FCC), the US telecommunications 
regulatory agency, was created by the Communications Act of 1934 to regulate the 
PSTN. Over time, providers of telephony (classified by the Telecommunications Act of 
1996 as “telecommunications service”4) are subject to economic and social regulation. By 
contrast, providers of the Internet service (classified by the 1996 Act as “information 
service”5) are left unregulated.  
Table 1 summarizes the requirements a telephony provider meets for each 
regulation in a self-explanatory language distilled from the legal statutes. 
                                                 
4 To mean “the offering of telecommunications for a fee directly to the public, or to such classes of users as 
to be effectively available to the public, regardless of facilities used.” 
5 To mean “the offering of a capability for generating, acquiring, storing, transforming, processing, 
retrieving, utilizing, or making available information via telecommunications, and includes electronic 
publishing, but does not include any use of any such capability for the management, control, or operation of 
a telecommunications network or the management of a telecommunications service.” 
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Regulation Requirements 
Economic Regulation 
Access Charges 1. Call-originating company pays per-minute access 
charges to call-terminating company 
Universal Service 1. Long-distance companies must contribute to the USF6 
2. Companies servicing high-cost, low-income areas 
receive subsidy from the USF 
Social Regulation 
Emergency Service 
(911/E911) 
1. Identify an emergency call and route to appropriate 
PSAP7 
2. Provide call-back information of the caller 
3. Provide location of the caller 
Wiretapping (CALEA) 1. Provide call-identifying information such as the 
source, destination and the duration of a call 
2. Record conversations (lawful intercept) upon court 
request 
3. Submit recorded information securely, while ensuring 
user’s privacy 
Disability Access 1. Manufacture accessible telecommunications 
equipment 
2. Provide text and voice relay service 
3. Do not install network features, functions or 
capabilities not compliant with disability access 
requirement 
Table 1 Economic and Social Regulation of PSTN 
2.2 VoIP: Functional Components, Value Chain and Business Models 
In this section, we lay the foundation for understanding the basic functionality of a voice 
call and the communications value chain that will be necessary for further discussion.  
2.2.1 Functional Components of a Typical Voice Call 
Providing service-grade voice communication between two parties typically means the 
ability to provide five functions: (1) call setup and termination (formally, call signaling), 
(2) voice transport (formally, bit transport), (3) channel security, (4) protecting user 
privacy and (5) billing. PSTN has over time built a rich set of additional features they can 
offer, but those are not a part of basic functionality.  
                                                 
6 Universal Service Fund (USF) 
7 Public Service Answering Point (PSAP) coordinating the police, the fire and the medical response.  
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2.2.2 Voice Communications Value Chain 
 
Figure 2 Communications Value Chain (a general representation) 
 
Figure 2 depicts a general view of the communications value chain. An equipment 
provider provides network equipment such as switches and routers. An access provider 
builds the network to provide access to the PSTN or the Internet backbone, as 
appropriate. A service provider provides the voice or data service and bills the customer 
for it. An application provider provides features such as call waiting in the PSTN world 
or software applications in the Internet world. Finally, an end-device provider provides 
the end-device such as phone, PC, PDA. Such a view will be considered a starting point 
for discussing communications value chain because the communications industry today 
has a high degree of dynamic complexity (Fine 1998). 
2.2.3 VoIP Business Models 
Currently, the various business models that offer VoIP service can be categorized into 
three modes: Phone-to-Phone, PC-to-Phone and PC-to-PC VoIP.  
Phone-to-Phone VoIP 
 
Two different business models exist that offer Phone-to-Phone VoIP: facility-based VoIP 
and VoIP over Broadband. In the facility-based VoIP business model, the access provider 
(i.e., the owner of the facility) offers Phone-to-Phone VoIP service to its customers. 
Examples of facility-based VoIP are Voice over cable (VoCable) providers (often 
referred to as cable telephony providers) and Voice over Digital Subscriber Line 
(VoDSL) providers. In the VoIP over Broadband business model, a customer who 
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already has broadband access purchases VoIP service from a third party. In this case, the 
Internet Service Provider (ISP) and the VoIP service provider are different entities.  
Examples of VoIP over Broadband are services such as Vonage, 8x8 and many others. 
Both business models that offer Phone-to-Phone VoIP interact with PSTN.  
PC-to-Phone VoIP 
In this mode of VoIP, a customer who already has broadband access uses a software 
application installed on a personal device such as a PC or a PDA to make phone calls. 
Examples of PC-to-Phone VoIP are service by Net2Phone, SkypeOut, and more recently 
the Yahoo Messenger. In this mode, the access provider, ISP and Voice application 
provider can be different. A PC-to-Phone VoIP service interacts with PSTN. 
PC-to-PC VoIP 
In this mode of VoIP, a customer with any form of Internet connectivity, over PSTN 
using a modem, over a broadband connection, or over a wireless network, downloads a 
voice-enabled application for Peer-to-Peer (P2P) communication. Traditionally, MSN 
Messenger, AOL Instant Messenger (IM), and Yahoo Messenger were the three major 
providers of this mode of voice communication. Recently, Skype and GoogleTalk have 
emerged as popular P2P VoIP providers. In this mode, the access provider, ISP and 
Voice application provider can be different. A P2P VoIP provider only provides the end 
application and the directory service. The service is usually free8. P2P VoIP provides PC-
to-PC connectivity that does not interconnect with the PSTN. 
                                                 
8 Yahoo! Messenger and MSN Messenger have begun to provide a more secure version of their application 
for a charge.  
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2.3 Current Regulatory Response to VoIP 
Table 2 summarizes the VoIP modes, their service examples and the regulatory terms.  
Mode Service Example Regulatory Term 
Phone-to-Phone VoCable, VoDSL, 
Vonage, 8x8 
“interconnected” service  
(i.e., PSTN interconnection) 
PC-to-Phone SkypeOut,Net2Phone “interconnected” service 
PC-to-PC Skype, Yahoo, IM, 
Google Chat 
“unmanaged” service 
(i.e., no PSTN interconnection) 
Table 2 Modes of VoIP and the Current Regulatory Terms 
 
Regulatory orders today do not distinguish between either the modes of VoIP or the 
various business models (2004; 2005). They only care about whether the service 
interconnects with the PSTN. As shown in Table 2, the regulation considers Phone-to-
Phone and PC-to-Phone as “interconnected” service, whereas the PC-to-PC is an 
“unmanaged” service. 
 With the recent emphasis on homeland security, FCC, in response to an FBI 
petition, has sought to expand CALEA obligations to Internet, Broadband and VoIP 
service (2004). There is also a move to include VoIP under 911/E911 regulation (2005). 
The FCC has concluded that VoIP services that are categorized as “interconnected” 
service are subject to CALEA and E911 regulation as telecommunications carriers. The 
peer-to-peer “unmanaged” service is not regulated9.   
                                                 
9 In the exact language of the order, “Law Enforcement describes interconnected or mediated VoIP services 
as those services that offer voice communications calling capability whereby the VoIP provider acts as a 
mediator to manage the communication between its end points and to provide call set up, connection, 
termination, and party identification features, often generating or modifying dialing, signaling, switching, 
addressing or routing functions for the user.  Law Enforcement distinguishes interconnected 
communications from “unmanaged” or “peer-to-peer” communications, which involve disintermediated 
communications that are set up and managed by the end user via its customer premises equipment or 
personal computer.  In these unmanaged, or disintermediated, communications, the VoIP provider has 
minimal or no involvement in the flow of packets during the communication, serving instead primarily as a 
directory that provides users’ Internet web addresses to facilitate peer-to-peer communications.” 
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3  PROBLEM AND HYPOTHESIS 
Is extending traditional 911 and CALEA regulation only to the “interconnected” VoIP 
service an adequate and sustainable regulatory approach? The use of the term 
“adequate” refers to whether the regulation is adequate for achieving the regulatory 
objective. The use of the term “sustainable” refers to whether the engineering solutions to 
meet regulatory requirements will continue to work for their expected lifetime.  
3.1 The End of Core 
Our analysis of the regulatory history suggests that the telecommunications regulators 
traditionally assumed the presence of a network core that: (1) could be engineered to 
fulfill regulatory objectives, and (2) was controlled by a vertically integrated industry 
structure that could meet the regulatory requirements.  
 We observe that disruptive trends in the Internet technologies, such as VoIP are 
eroding the control in the network core that was traditionally assumed. The erosion of the 
control in the core, we argue, is due to the changing architecture and the industry 
structure. Consider Figure 3, which shows the difference between the PSTN and the VoIP 
value chains. As can be seen, in PSTN, the access, service and applications were 
provided by vertically integrated oligopolies. They controlled all of the basic 
functionality and wielded sufficient power over the value chain to control the 
introduction of new technology. In such a situation, the regulatory rationale that can be 
summarized in a slogan – the one that owns the access is the one responsible for 
regulatory compliance – worked well.  The VoIP value chain looks different. The 
functionality on the Internet is dispersing to the end-devices, and the ownership of the 
value chain is much fragmented. The big regulatory question for VoIP is: who should we 
regulate?   
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Figure 3 VoIP – functionality dispersion and ownership fragmentation 
 
We define our two-dimensional observation that the functionality is dispersing to the end-
devices and the ownership of the core is fragmenting, jointly, as the End of Core.  
 
Figure 4 the End of Core 
If we map PSTN and the three modes of VoIP in such a space, the picture would look 
like Figure 4. In such a view, PSTN and PC-to-Phone or PC-to-PC VoIP is at the 
opposite ends. PSTN has functionality concentrated in the core and the ownership of the 
core is vertically integrated. Conversely, PC-to-Phone and PC-to-PC have functionality 
dispersing to end-devices and the ownership of the core fragmenting. 
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3.2 Implications of the End of Core 
The implications of the End of Core are at least twofold. Static complexity arises when 
regulations are created due to the regulatory misalignment between those who must meet 
the regulatory requirements versus those who control the functionality necessary to meet 
them. Dynamic complexity arises because the open architecture of the Internet now 
includes many user-innovators in the value chain who could introduce innovations that, 
intentionally or otherwise, might circumvent the regulatory objectives. We call such 
innovations circum-innovations.  A user-innovator here is any user with the necessary 
knowledge to introduce innovations. 
3.3 Hypothesis 
Considering the above, we hypothesize that: in the environment of eroding control in the 
core (The End of Core), meeting regulatory objectives will increasingly require that 
future regulatory response be discontinuous from that of the past. 
 Specifically, we argue that the access-centered thinking of the regulator, where 
the one who owns the network naturally bears the burden of the regulation is 
inappropriate for VoIP and is best discontinued. The new approach must strive to 
understand the complexity of the value chain so as to minimize the regulatory 
misalignment, such that the regulatory requirements are assigned to those who control the 
relevant functionality. Also, the regulatory strategy ought to consider dealing with the 
dynamic complexity arising from the actions of providers and users, whereby the 
desirable Internet features such as high degree of innovation are exploited while 
mitigating the undesirable effects circum-innovations.  
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4 RESEARCH METHODS AND DATA SOURCES 
Our research methods are a combination of field research and system dynamics modeling 
(Sterman 2000). In this section we first develop the dynamic hypotheses to capture the 
causal structure of the arguments above. We then propose the field research for validating 
the casual structure and a model for further analysis. Reasonably accurate data is 
available for building some sectors of the models, while some others must be built using 
interview data or stochastic methods. 
4.1 Dynamic Hypotheses 
Figure 5 shows the rationale telecommunications regulators use when creating new 
regulations. The regulator has a desired level of regulatory compliance they consider 
adequate for achieving a regulatory objective. When the actual level of compliance is far 
from the desired, this creates a compliance gap. To close the compliance gap, new 
regulations are created with an assumption that within certain expected time, the 
deployment of compliant technology will close the gap.  Such a structure depicts the hill 
climbing heuristics typically used in regulatory decision making. 
 
Figure 5 Regulatory Rationale 
Figure 6 shows how social regulation of the “interconnected” VoIP service leads to the 
loss of regulatory compliance. 
Loss of Compliance through Disincentive for “Interconnected” Service (Loop R1): 
Deployment of compliant technology has costs associated with them. The presence of 
compliance cost makes the “interconnected” VoIP service market less attractive for the 
Compliance GapRegulation
Actual Regulatory
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+
+
-
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Current Regulatory
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Regulatory
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+
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new entrants. With fewer entrants, the growth rate of the “interconnected” market slows 
down, and so does the use of compliant technology, which leads to the reduction in the 
actual compliance. 
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Figure 6 A Dynamic Hypotheses for the Loss of Compliance 
  
Loss of Compliance through Incentive for “Unmanaged” Service (Loop R2): Not having 
the compliance cost provides incentive for new entrants to offer the “unmanaged” VoIP 
service. As more firms enter the “unmanaged” VoIP service, its adoption increases and 
the actual regulatory compliance reduces. 
Loss of Compliance through Circum-innovation (Loop R3): As more firms offer VoIP 
and more users experience it, there are more potential innovators who create new 
innovations. A fraction of the new VoIP innovations, intentionally or otherwise, are 
circum-innovations that, when adopted, cause further loss of compliance. 
 In markets where technology is changing quickly, the presence of regulation 
influences the technological choices firms make. In the words of Nelson and Winter 
(Nelson and Winter 1982): 
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“[m]any innovations will appear in a highly stochastic fashion and the (regulatory and 
market) environment in which they originate will become a selection mechanism.”  
4.2 Field Research 
Several causal relationships formulated in the above dynamic hypotheses must be 
validated through field research.  
4.2.1 Field Study 1 
To understand the impact of regulatory misalignment and the cost of regulation, we will 
study firms offering “interconnected” and “unmanaged” VoIP service. The two questions 
for investigation in this study are: 
1. How and why does the regulatory misalignment affect the deployment of 
compliant technology? 
2. How and why does the compliance cost affect the choice of technology to deploy? 
4.2.2 Field Study 2 
To understand the impact of circum-innovations, we will study circum-innovations 
affecting 911/E911 and CALEA compliance. The question for investigation in this study 
is: 
1. How and why circum innovations impact the regulatory compliance?  
4.3 The Model 
To study the dynamic hypotheses proposed in section 4.1 further, we are in the process of 
developing a system dynamics model. Figure 7 shows a block-level illustration of the 
model. The model has four major sectors: Adoption Sector, Industry Structure Sector, 
Regulatory Compliance Sector and Innovation Sector.  
Adoption Sector: 
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In the adoption sector, the adoption of the “interconnected” and the “unmanaged” VoIP 
service are modeled using the well-known Bass Model (Bass 1969) of diffusion. The 
model assumes that the adoption of each type of VoIP occurs by two behaviors: 
migration by existing customer of the other types of voice services (shown in Figure 7), 
and adoption by new customers (not shown). The adoption rate is determined by the 
effect of advertising and the product attractiveness determined by the price and 
experience. 
Apart from the number of users, this sector models properties such as the minutes of use 
(MOU) of each type of service, and is capable of tracking the revenue and market share 
using a coflow formulation10. The adoption sector generates the demand for the 
“interconnected” and the “unmanaged” service, and the level of use of compliant VoIP.  
                                                 
10 Coflows are modeling formulations used to keep track of certain properties of the main stock. Coflow 
can be conserved, where all the changes to a secondary stock occur only if the main stock changes. A non-
conserved coflow is used when the secondary stock (for example the one tracking the MOU) changes 
without changes in the main stock of users. Chapter 12, Sterman, J. (2000). Business dynamics : systems 
thinking and modeling for a complex world. Boston, Irwin/McGraw-Hill. 
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Figure 7 A System Dynamics Model 
Industry Structure Sector: 
The Industry Structure Sector models the market entry and exit of firms in the 
“interconnected” and “unmanaged” VoIP market. The rates of entry and exit are decided 
by the demand generated by the Adoption Sector. The concentration of firms builds the 
competitive pressure and affects the price, and the price becomes a component in 
determining the attractiveness of each type of service. Another component that 
determines the attractiveness of the product is the product experience (not yet modeled). 
Regulatory Compliance Sector:  
The number of firms offering the “interconnected” VoIP service sets the Desired 
Regulatory Compliance. As firms deploy compliant technology, the Actual Regulatory 
Compliance grows and the Compliance Gap closes. This sector of the model also tracks 
    
  Page 19 of 22  
the compliance cost as a function of compliant technology deployment. The Compliance 
Cost positively influences the rate of market entry in the “unmanaged” VoIP segment and 
negatively influences the rate of market entry in the “interconnected” VoIP segment. 
Innovation Sector: 
In this sector, the rate of innovation and circum-innovation are modeled stochastically. 
As more users adopt VoIP and more firms enter the market, there are more innovators. If 
we assume that innovators have a certain average productivity with which they produce 
innovations11, this provides the total innovation rate. A fraction of all innovations are 
circum-innovations. When users adopt a circum-innovation, it renders certain fraction of 
Actual Regulatory Compliance obsolete, based on its obsolescence severity. The 
modeling of the risk of circum-innovation uses the two components well-known to risk 
assessment literature (McManus and Hastings 2005). How likely is the use of circum-
innovation (probability)? How bad would it be if it was used (severity)? 
4.4 Data Sources 
Figure 8 shows the summary of the data sources. Much of the data is available as 
a quantitative time series from the FCC, industry reports and trade magazines. The causal 
relationships must be measured qualitatively through field research. For each theoretical 
construct, a proxy, the actual data, data type and sources are listed.  
 
                                                 
11 Such an average is difficult to calculate in real life, so this sector of the model needs more thinking.  
    
  Page 20 of 22  
 
Figure 8 Summary of Data Sources 
Much of the data in the innovation sector is proprietary. We must therefore rely on 
creative ways such as tracking the open source software activities, patents filed or 
    
  Page 21 of 22  
product announcements to understand the innovation trends. This may be one of the most 
challenging aspects of data collection.  
5 EXPECTED CONTRIBUTIONS 
With the rise of the Internet, communications technology, industry structure, and 
consumer behavior are changing rapidly. Telecommunications regulation in the past has 
considered technological change as exogenous to regulatory policymaking. The broader 
aim of our research is to consider regulation of VoIP (and other future Internet 
mechanisms) as a complex socio-technical phenomenon endogenous to policymaking 
(Dosi 1982; Nelson and Winter 1982). Below is a more specific list of our intended 
contributions: 
• Related to ESD/Telecom Policy 
o Understanding the dynamic complexity involved in regulating VoIP 
o Increasing the ability to communicate risks and opportunities in 
regulating the emerging communications technologies from the 
perspective of socio-technical systems 
• Related to Literature 
o A faming paper on the dynamics of regulation and innovation 
o A paper on tussle for surveillance and its impact on the Internet 
architecture 
o A comprehensive paper on system dynamics modeling of the 
communications industry 
    
  Page 22 of 22  
 
REFERENCES 
 
(2004). Notice of Proposed Rulemaking: Communications Assistence for Law Enforcement Act and 
Broadband Access and Services. WC Docket No. 04-295. 
  
(2005). E911 Requirement for IP-Enabled Service Providers. WC Docket No. 05-196. 
  
Bass, F. M. (1969). "A new-product growth model for consumer durables." Management Science 15: 21-
227. 
  
Boettinger, H. M. (1977). Telephone Book: Bell, Watson, Vail and American Life, 1876-1976, Riverwood, 
1977. 
  
Cantelon, P. L. (1993). The history of MCI, 1968-1988 : the early years. Dallas, Tex., Heritage Press. 
  
Clark, D. D. (1988). "The design philosophy of the DARPA Internet Protocols." SIGCOMM Comput. 
Commun. Rev. 25(1): 102-111. 
  
Dosi, G. (1982). "Technological Paradigms and Technological Trajectories - a Suggested Interpretation of 
the Determinants and Directions of Technical Change." Research Policy 11(3): 147-162. 
  
Fagen, M. D., A. E. Joel, et al. (1975). A History of engineering and science in the Bell System. [New 
York], The Laboratories. 
  
Fine, C. H. (1998). Clockspeed : winning industry control in the age of temporary advantage. Reading, 
Mass., Perseus Books. 
  
Goode, B. (2002). "Voice over Internet protocol (VoIP)." Proceedings of the IEEE 90(9): 1495-1517. 
  
McManus, H. and D. Hastings (2005). A framework for understanding uncertainty and its mitigation and 
exploration in complex systems. INCOSE. 
  
Nelson, R. R. and S. G. Winter (1982). An evolutionary theory of economic change. Cambridge, Mass., 
Belknap Press of Harvard University Press. 
  
Nuechterlein, J. E. and P. J. Weiser (2005). Digital crossroads : American telecommunications policy in the 
Internet age. Cambridge, Mass., MIT Press. 
  
Saltzer, J. H., D. P. Reed, et al. (1984). "End-to-end arguments in system design." ACM Trans. Comput. 
Syst. 2(4): 277-288. 
  
Sterman, J. (2000). Business dynamics : systems thinking and modeling for a complex world. Boston, 
Irwin/McGraw-Hill. 
  
Temin, P. and L. Galambos (1987). The fall of the Bell system : a study in prices and politics. Cambridge ; 
New York, Cambridge University Press. 
  
 
1 
System-dynamical Analysis of Systemic Mutability and 
Commitment in Organizational Changes 
 
Abstract 
It is a known fact that organizational change attempts are not always crowned with success. In order 
to prevent these initiatives from failing, it is crucial to be aware of the dynamical interplay of factors 
which have an influence on change and its failure. Three of the most critical factors for organizational 
change are analyzed in this paper: systemic mutability as a measure for the change ability of an or-
ganization, political commitment of employees since it can represent a major barrier due to self-
interest, and rational commitment which serves as an indicator for the perceived usefulness of the 
change initiative. 
Key words 
Organizational Change, Failure to Change, Systemic Mutability, Resistance to Change, Political 
Commitment, Rational Commitment 
Determinants of change in organizations 
Change is a central topic in the every day life of organizations. Almost every corporation or or-
ganization in general is exposed to changes. For example, the aircraft manufacturer Airbus recently 
announced Phase8, a restructuring program, to reduce its losses by cost reduction and efficiency im-
provement.1 Boeing on the other hand will also have to react to the different circumstances the com-
pany faces due to the launch of the Airbus plane 380. Repenning and Sterman, for instance, mention 
two other change initiatives where the production process and the product development process were 
improved. These initiatives met their goals with varying success.2 It is known that many of these 
change attempts fail – failure rates are estimated to range between 40 and 80%.3 Hammer and 
Champy, for example, assume that of those companies which carried out business process reengi-
neering (BPR) programs, 50-70% did not meet their goals with success.4 It is particularly the fre-
quency of occurrence of organizational transformations as well as them being notorious for upcoming 
difficulties that make change an interesting topic of organizational research. The underlying causes 
which are most frequently referred to are a lack of change ability as well as of change willingness. This 
is shown in Figure 1. As can bee seen here, change is primarily determined by pressure to change, 
mutability and willingness to change (commitment).5 In the balancing process “Change”, performance, 
pressure, and change affect each other, so that changes caused by bad performance will again im-
                                                     
1 BBC News, A380 prepares for tour around US, http://news.bbc.co.uk/2/hi/business/6469563.stm (March 21, 2007), last 
updated March 20, 2007. 
2 Cf. Repenning, Nelson P.: A Simulation-Based Approach to Understanding the Dynamics of Innovation Implementa-
tion, in: Organization Science, 13. Jg. (2002), Nr. 2, p. 269-272. 
3 Cf. Beer, Michael und Nitin Nohria: Cracking the Code of Change, in: Harvard Business Review, 78. Jg. (2000), Nr. 3, 
p. 133; Schaffer, Robert H. und Harvey A. Thomson: Successful Change Programs Begin with Results, in: Harvard 
Business Review, 70. Jg. (1992), Nr. 1, p. 81 and Scott-Morgan, Peter: The Unwritten Rules of the Game: Master 
Them, Shatter Them, and Break Through the Barriers to Organizational Change, New York [u.a.] 1994, p. 7.  
4 Cf. Hammer, Michael und James Champy: Business Reengineering: Die Radikalkur für das Unternehmen, 6. Aufl., 
Frankfurt/New York 1996, p. 60.  
5 The expressions low commitment, lack of change-willingness and resistance are used interchangeably in this paper. 
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prove the latter.6 The management of an organization is able to exert indirect influence on the feed-
back loop by affecting systemic mutability and commitment. It can do this by providing resources and 
setting incentives as well as through openness, communication and allowing employee participation. 
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Figure 1: Causal loop diagram of organizational change 
According to Repenning change and its determinants frame a dynamic problem which has to be 
addressed by an approach which is capable of attending to these dynamics.7 Therefore, this paper 
aims at providing a detailed examination of the mechanisms of the feedback loops and their external 
influences which drive the change loop shown in Figure 1. 
Understanding the interrelationship of performance, building pressure to change and change is 
a prerequisite for understanding transformation attempts and their frequent failure. This is why the 
dynamics of the feedback loop “Change” are addressed first. Thereafter the effect of systemic mutabil-
ity as well as of political and rational commitment (the inverse of resistance) on the alteration of proc-
esses will be explained. 
Base model of organizational change 
The base model of change which is presented in Figure 2 roughly follows earlier system dynam-
ics models of organizational change.8 In the present model, special attention is given to the alteration 
of “processes” instead of change in general because improvement programs or alterations to the or-
ganizational structure generally entail a change in the work flow. Changes are introduced when the 
                                                     
6 Here, performance is a multi-dimensional concept. In a BPR project, it would be measured by lead times. It would also 
be possible to be assessed by the quality of products, quality of research, customer loyalty and satisfaction, turnover, 
etc. In reality, performance is usually measured by a combination of several of these figures. But for clarity, these dif-
ferent understandings of performance will not be addressed here. 
7 Cf. Repenning: A Simulation-Based Approach to Understanding the Dynamics of Innovation Implementation, 2002, p. 
110. 
8 For further details see: Sastry, M. Anjali: Problems and Paradoxes in a Model of Punctuated Organizational Change, 
in: Administrative Science Quarterly, 42. Jg. (1997), Nr. 2; Pala, Özge und Jac A. M. Vennix: Dynamics of Organiza-
tional Change, in Hines, James H., et al. (Hrsg.): Procceedings of the 19th International Conference of the System 
Dynamics Society, Atlanta, Georgia 2001 and Larsen, Erik R. und Alessandro Lomi: Representing change: a system 
model of organizational inertia and capabilities as dynamic accumulation process, in: Simulation Modelling Practice 
and Theory, 10. Jg. (2002), Nr. 5-7. 
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performance lags behind expectations and goals.9 Environmental transformations render existing 
processes obsolete and at the same time reduce the number of implemented and adequate proc-
esses. In accordance with Milling, a quick reaction to changes in the environment is not yet an innova-
tion. In his opinion, an organization has to actively influence its environments to be considered truly 
innovative.10 Hamel and Prahalad confirm this by saying: „It is not enough for a company to get 
smaller and better and faster, as important as these tasks may be; a company must also be capable of 
fundamentally reconceiving itself, or regenerating its core strategies, and of reinventing its industry. In 
short, a company must also be capable of getting different.“11 In Figure 2, this is shown by the innova-
tion intention which exerts influence on the obsolescence rate of processes. From this, pressure to 
perform develops.12 The adequacy of processes as a measure for their obsolescence influences per-
formance, which then determines the pressure to change. With a delay, this pressure to change is 
perceived and transformed into a decision rate to initiate change and into processes expecting 
change. By a circular aging chain, they are transformed into processes undergoing change and later 
into implemented and adequate processes. 
 
Figure 2: Base model of organizational change (SFD) 
                                                     
9 Cf. Aldrich, Howard E.: Organizations Evolving, London [u.a.] 1999, p. 23 and Lant, Theresa K. und Stephen J. Mezias: 
An Organizational Learning Model of Convergence and Reorientation, in: Organization Science, 3. Jg. (1992), Nr. 1, 
p. 48.  
10 Cf. Milling, Peter: Systemtheoretische Grundlagen zur Planung der Unternehmenspolitik, Berlin 1981, p. 51. 
11 Hamel, Gary und C. K. Prahalad: Competing for the Future, 11. Aufl., Boston, Massachusetts 1998, p. 14. 
12 Cf. Tushman, Michael L. und Elaine Romanelli: Organizational Evolution: A Metamorphosis Model of Convergence 
and Reorientation, in Cummings, Larry L. und Barry M. Staw (Hrsg.): Research in Organizational Behavior, 7. Bd., 
Greenwich, CT 1985, p. 201.  
change rate (start)
adequacy of
strategic orientation
of processes
DESIRED
PERFORMANCE
+
implementation
rate
+
1 Change
PRESSURE BY
MANAGEMENT
+
+
performance
systemic mutability
+
-
<Total Experience>
+
DURATION
CHANGE
-
Processes
Actually
Demanding
Change
actual pressure
to change
+
Implemented
and Adequate
Processes
Processes
Expecting
Change
Processes
Undergoing
Change
+
obsoleszence rate
change
cessation rate
DURATION
IMPLEMENTATION
DURATION
OBSOLESCENCE
environmental
transformations
PULSE
ENVIRONMENT
RAMP
ENVIRONMENT
DURATION
DECISION
-+
-
-decision rate to
initiate change
-
TOTAL
PROCESSES
-
+
-
INNOVATION
INTENTION
+
Pcvd
Pressure to
Changepressure
change rate
+
DURATION
PRESSURE
CHANGE
-
EFFECT EXPERIENCE
ON PERFORMANCE
<commitment>
+
-
4 
The change rate (start) which triggers changes serves as a bottleneck created by the systemic 
mutability. Implementation poses a second obstacle. According to the sustainability of the change 
effort processes undergoing change are turned into implemented and adequate processes or changes 
are ceased and flow back to processes demanding change.  
It is more realistic that pressure to change is determined not only by performance figures. 
Therefore, it is expected that the management of an organization is capable of anticipating for which 
processes changes are planned and which ones are currently undergoing change, and that the man-
agement will reduce the pressure to change accordingly. Figure 3 demonstrates this by linking 
planned changed processes to planned adequacy and further to actual pressure to change. By the 
balancing effect of the loop “Planned Adequacy” this makes sure that pressure which derives from low 
performance despite adequate processes is moderated by planning. 
 
Figure 3: Base model including planning of adequacy (SFD) 
Figure 4 shows the behavior over time of these interrelationships. It is assumed that in the end 
of the years 1 and 3 (week 50 and 150) the organization adopts an improvement program which re-
quires to change 20% of total processes. Two improvement programs as they are described by Re-
penning and Sterman can serve as an example here. In the first case a company achieves a reduction 
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of lead times in the production department; in the second case the product development process of 
the same company is improved.13 
The balancing structure of the feedback loops “Change” and “Planned Adequacy” lets the sys-
tem always find back to its equilibrium. As mentioned before, the change rate as well as the implemen-
tation rate represent central levers for how fast the system approaches its equilibrium and whether this 
is possible at all. If the two rates are sufficiently small, they are able to put the balancing mechanism 
out of action, so that despite bad performance change and an improvement in adequacy cannot be 
achieved. For this reason, the determinants of the two rates—systemic mutability and commitment—
have great importance. Since systemic mutability as well as rational and political considerations can 
doom to failure a change initiative, these components will be analyzed closely in the following. 
Implemented and Adequate Processes
100
90
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Time (Week)
Base run with 100% mutability and commitment processes  
Figure 4: Base run (BOT) 
Systemic mutability as an indicator of inertia and persistency tendencies 
In the change management literature, inertia is often referred to as a cause of the failure of in-
novation initiatives.14 It represents the systemic mutability of an organization and has negative conse-
quences on planned change. In the view of Kieser, Hegele and Klimmer as well as Hannan and Free-
man, inertia symbolizes a lack of adaptation ability what means that an organization is not able to re-
act to a change in circumstances, even if it tries.15  
Routine and experience contribute to a low systemic mutability. Fehler! Verweisquelle konnte 
nicht gefunden werden. reveals the respective interrelationships. Larsen and Lomi as well as Han-
nan and Freeman emphasize the importance of reliability, which are advantageous for experience and 
performance, but which also cause inertia and a low systemic mutability.16 Thus, the vicious cycle 
“Inertia” works as follows: Change attempts decrease render former experience obsolete.17 But if not 
                                                     
13 Cf. Repenning, Nelson P. und John D. Sterman: Capability Traps and Self-Confirming Attribution Errors in the Dynam-
ics of Process Improvement, in: Administrative Science Quarterly, 47. Jg. (2002), Nr. 2, pp. 269-272.  
14 See for example: Tushman und Romanelli: Organizational Evolution, 1985, S. 177 
15 Cf. Kieser, Alfred, Cornelia Hegele und Matthias Klimmer: Kommunikation im organisatorischen Wandel, Stuttgart 
1998, p. 123 and Hannan, Michael T. und John Freeman: Structural Inertia and Organizational Change, in: American 
Sociological Review, 49. Jg. (1984), Nr. 2, p. 151.  
16 Cf. Amburgey, Terry L., Dawn Kelly und William P. Barnett: Resetting the Clock: The Dynamics of Organizational 
Change and Failure, in: Administrative Science Quarterly, 38. Jg. (1993), Nr. 1, S. 52. 
17 Cf. Larsen und Lomi: Representing change, 2002, p 276; Larsen, Erik R. und Alessandro Lomi: Resetting the clock: a 
feedback approach to the dynamics of organisational inertia, survival and change, in: Journal of the Operational Re-
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changes occur for a certain period, experience grows through learning because this is needed to sta-
bilize performance. This leads to lower systemic mutability.18 Inertia or rather systemic mutability then 
affects change attempts negatively.19 Hence the vicious cycle “Inertia” is closed. In a favorable case, 
the loop can also work into the opposite direction so that change reduces routine and experience and 
enhances systemic mutability which then leads to even more change. 
 
Figure 5: Systemic mutability I (SFD) 
As made explicit in Figure 6, systemic immutability is also created by a missing strategic reori-
entation, which is expressed by a lack of capacities, of skills and competence as well as of insufficient 
offering of incentives.20 The latter has an important impact on the innovative capacity of an organiza-
tion.21 In the first one of the two change initiatives which Repenning and Sterman described, it was 
particularly the adaptation of incentive systems which played a major role.22 Incentive systems do not 
need to be monetary; they can also become apparent by social appreciation, task enlargement, flexi-
ble working times, and else.23 If employees are still rewarded for habitual behavior, however, it will be 
difficult to expect a change in behavior from them. Forrester explicitly says that improvement initiatives 
                                                                                                                                                                     
search Society, 50. Jg. (1999), Nr. 4, p. 408;and Hannan und Freeman: Structural Inertia and Organizational Change, 
1984, p. 153. 
18 Cf. Larsen und Lomi: Resetting the clock, 1999, S. 408 and Hannan und Freeman: Structural Inertia and Organiza-
tional Change, 1984, p. 154. 
19 Cf. Amburgey, Kelly und Barnett: Resetting the Clock: The Dynamics of Organizational Change and Failure, 1993, S. 
52. 
20 Cf. Kieser, Hegele und Klimmer: Kommunikation im organisatorischen Wandel, 1998, p. 127. 
21 Cf. Kotter, John P.: Leading Change: Why Transformation Efforts Fail, in: Harvard Business Review, 73. Jg. (1995), 
Nr. 2, p. 64; Staudt, Erich, et al.: Anreizsysteme als Instrument des betrieblichen Innovationsmanagements, in: Zeit-
schrift für Betriebswirtschaft, 60. Jg. (1990), p. 1184, 1187-1194 and 1197 and Beer, Michael: Organization Change 
and Development: A Systems View, Santa Monica, California 1980, p. 103 
22 Cf. Repenning und Sterman: Capability Traps and Self-Confirming Attribution Errors in the Dynamics of Process Im-
provement, 2002, p. 269.  
23 Cf. Staudt, et al.: Anreizsysteme als Instrument des betrieblichen Innovationsmanagements, 1990, pp. 1187-1194. 
change rate (start)
systemic mutability
+
Total
Experience
effect experience
on routine
+
+
DURATION
CHANGE
-
Processes
Expecting
Change
Processes
Undergoing
Change
h
planned changed
processes
+
+
NORMAL
LEARNING +
- 3 Inertia
effect change on
experience
+
T EFFECT
CHANGE
T EFFECT
ROUTINE ON
MUTABILITY
<commitment>
obsolescence
rate experience
learning rate
DURATION
OBSOLESCENCE
EXPERIENCE -
duration
learning
routine
-
<Skills and
Competence for New
Processes>
-
-
DESIRED
EXPERIENCE
EFFECT SKILLS
ON LEARNING
DURATION
ROUTINE
CHANGE
7 
which are imposed from outside will probably always be inferior to amendments of the internal incen-
tive system.24 
 
Figure 6: Systemic mutability II (SFD) 
Even if employees are committed, a lacking expertise for the implementation of the transforma-
tion process will also lead to a low systemic mutability.25 For this reason, an adequate provision of 
resources is indispensable, as can be deduced from Figure 6. Resources determine the allocation of 
temporal and monetary capacities to the change initiative, and by affecting training, they determine 
skills and competence. The second change program which Repenning and Sterman described—the 
product development initiative—can serve as an example here because a lack of resources indeed led 
to capacity problems with hardware as well as to a lack of training.26 According to Ansoff, the systemic 
mutability proportionally depends on the capacities available for the change project. In his opinion, 
change is most effective if first the behavior of employees receives consideration, if then the neces-
sary skills and expertise are acquired, and if only in a final step change is carried out and a new strat-
egy implemented.27 
                                                     
24 Siehe Forrester, Jay W.: Urban Dynamics, Cambridge, Mass. [u.a.] 1969, p. 111.  
25 Cf. Kieser, Hegele und Klimmer: Kommunikation im organisatorischen Wandel, 1998, p. 130. 
26 Cf. Repenning und Sterman: Capability Traps and Self-Confirming Attribution Errors in the Dynamics of Process Im-
provement, 2002, pp. 271-272.  
27 Cf. Ansoff, H. Igor und Edward J. McDonnell: Implanting Strategic Management, 2. Aufl., New York [u.a.] 1990, pp. 
419-428. 
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Figure 7: Systemic mutability (BOT) 
Insufficient mutability causes delays in the transformation process, as well as resulting costs 
and bad performance.28 Larsen and Lomi conclude that since inertia or that is to say a low systemic 
mutability reduces the probability of successful change, this will in the end further increase pressure to 
change.29  As can be derived from Figure 7, particularly in the first of the two transformation initiatives, 
systemic mutability thwarts planned improvements, because it takes time for the competency for 
change to build up. In the second attempt, changes already get implemented slightly faster. Thus, 
change depends on the internal dynamic of change attempts and by how much they are influenced by 
efforts to provide sufficient resources.30 This leads to the fact that change attempts are carried out but 
that a great number of them fail. But this mechanism does not only result from a low systemic mutabil-
ity. Employee commitment (resistance) is considered worth consideration as well. 
Employee commitment—determinant of the sustainability of the change effort 
When the wind of change blows, some build walls, others build windmills.  
Proverb 
Dent and Goldberg state that it is wrongfully considered a fact that people resist changes or do 
at least not appreciate them. According to them, employees do not oppose transformations them-
selves, they resist a possible loss of status, of pay, they resist the unknown or poorly conceived un-
convincing ideas of management.31 Resistance can thus follow from rational and selfish political rea-
sons. Dent and Goldberg criticize that the existence of resistance to change or a lack of commitment is 
not a consistent concept; it is composed of several components, each of which indicates a distinct 
cause of resistance.32 For this reason, one first needs to understand these components and their 
complexity. Only then, resistance can be tackled constructively.33  
                                                     
28 Cf. Ansoff und McDonnell: Implanting Strategic Management, 1990, p. 418. 
29 Cf. Larsen und Lomi: Resetting the clock, 1999, p. 417. 
30 Cf. Larsen und Lomi: Resetting the clock, 1999, p. 417. 
31 Cf.  Dent, Eric B. und Susan Galloway Goldberg: Challenging "Resistance to Change", in: Journal of Applied Behav-
ioral Science, 35. Jg. (1999), Nr. 1, pp. 25-26 and 38. 
32 Cf. Waddell, Dianne und Amrik S. Sohal: Resistance: a constructive tool for change management, in: Management 
Decision, 36. Jg. (1998), Nr. 7/8, pp. 543–544. See also Piderit, Sandy Kristin: Rethinking Resistance and Recogniz-
ing Ambivalence: A Multidimensional View of Attitudes toward an Organizational Change, in: The Academy of Man-
9 
Political commitment resulting from the interaction of change and interests 
Vahs and Leiser are of the opinion that employees’ change willingness or commitment particu-
larly grows through participation in the change process as well as through the offering of incentives.34 
Accordingly, the offering of incentives does not only determine the systemic mutability, but—together 
with the degree of participation—it also conditions the perceived incentives by employees. This is pre-
sented in Figure 8. The perceived incentives which can be expressed in monetary ways but also 
through appreciation and task enlargement then determine the compatibility of the change with self-
interest. Innovative tasks can even function as a high intrinsic reward for employees.35  
 
Figure 8: Political commitment (SFD) 
Many authors state that an alteration of the authority and power networks of an organization as 
well as the loss of prestige of an individual will also create resistance.36 In order to quantify this, it shall 
be drawn on a study carried out by Oreg in which he analyzes the influence of personality and context 
                                                                                                                                                                     
agement Review, 25. Jg. (2000), Nr. 4, p. 792; Dent und Goldberg: Challenging "Resistance to Change", 1999, p. 39 
and Zander, Alvin: Resistance to Change--Its Analysis and Prevention, in: Advanced Management, 4. Jg. (1950), Nr. 
5, pp. 9-11. 
33 Cf. Kraus, Georg, Christel Becker-Kolle und Thomas Fischer: Handbuch Change-Management: Steuerung von Ver-
änderungsprozessen in Organisationen; Einflussfaktoren und Beteiligte; Konzepte, Instrumente und Methoden, Berlin 
2006, pp. 63-64 and Oreg, Shaul: Personality, context, and resistance to organizational change, in: European Journal 
of Work & Organizational Psychology, 15. Jg. (2006), Nr. 1, pp. 74-76;  
34 Zum Thema Anreize Cf. Oreg: Personality, context, and resistance to organizational change, 2006, p. 79; Staudt, et 
al.: Anreizsysteme als Instrument des betrieblichen Innovationsmanagements, 1990, pp. 1184, 1187-1194 and 1197 
and Vahs, Dietmar und Wolf Leiser: Change Management in schwierigen Zeiten: Erfolgsfaktoren und Handlungsemp-
fehlungen für die Gestaltung von Veränderungsprozessen, Wiesbaden 2004, p. 69 and zur Wirkung von Partizipation 
Cf. Vahs und Leiser: Change Management in schwierigen Zeiten, 2004, p. 69 and Zander: Resistance to Change--Its 
Analysis and Prevention, 1950, p. 10. 
35 Cf. and Kieser, Alfred und Peter Walgenbach: Organisation, Stuttgart 2003, p. 460.  
36 Cf. Kraus, Becker-Kolle und Fischer: Handbuch Change-Management, 2006, p. 13 Judson, Arnold S.: Changing Be-
havior in Organizations: Minimizing Resistance to Change, 2. rev. Aufl., Cambridge, Mass. 1991, p. 34; Ansoff und 
McDonnell: Implanting Strategic Management, 1990, p. 405 and Ansoff, Harry Igor: The New Corporate Strategy, 
New York [u.a.] 1988, p. 206. 
pcvd change of
authority and power
networks
commitment
OFFERING OF
INCENTIVES
pcvd change
incentive
+
+
systemic mutability
DEGREE OF
PARTICIPATION
+
adaptation of
incentive system
+
political
commitment-
+
pcvd impact
EFFECT OF
CHANGED
PROCESSES
+
4 Power and Politics
change rate (start)
implementation
rate
DURATION
CHANGE
-
Processes
Expecting
Change
Processes
Undergoing
Change
change
cessation rate
DURATION
IMPLEMENTATIONRAMP
DURATION
DECISION
-
-decision rate to
initiate change
-
planned changed
processes
+
+
++
++
resistance
-
+
-
10 
variables on resistance. He finds a correlation of -0.55 between improvements in power and prestige 
with commitment and a predicting value of power on commitment of -0.28.37 For this reason, in the 
model the influence of perceived change in authority and power networks on political commitment has 
a value of 0.28. Via the influence of planned changed processes on the perceived change in authority 
and power networks, the balancing loop “Power and Politics” gets closed. 
Deliberate rational resistance 
Oreg however alleges that employees do not resist change for political reasons only. They 
equally oppose transformations for reasons which are rational for the organization. This happens, for 
example, because in the employees’ opinion implementation costs exceed the expected benefits of an 
initiative.38  
 
Figure 9: Rational commitment (SFD) 
Rational commitment is low if employees do not understand the change message. Genzwürker 
assumes that information and communication plays a major role here. Particularly in times of change 
employees do not wish to be left doomed, they want to understand goals, intentions, the reasons be-
hind as well as complex interrelations, and they want to be able to communicate their own views. This 
                                                     
37 Cf. Oreg: Personality, context, and resistance to organizational change, 2006, pp. 88-91. 
38 Cf. Oreg: Personality, context, and resistance to organizational change, 2006, p. 79. Also see Beer: Organization 
Change and Development, 1980, p. 103.  
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helps them deal with the arising complexity.39 In Figure 9, this is represented by the influences of 
openness of information policy, of communication and of participation on information and on the com-
prehensibility of the change message. According to Oreg too much information surprisingly negatively 
influences commitment by a factor of -0.15. He assumes the existence of an optimal level of informa-
tion.40 Since Oreg suggests a nonlinear, u-shaped relationship towards commitment, this is repre-
sented in the model by two different effects—information itself and information overload. 
Rational opposition also develops when employees are aware that expertise which is required 
to execute a change is still missing.41 As can bee seen in Figure 9, the feedback loops “New Demands 
and Rational Commitment” develops from the influence of planned changed processes on the per-
ceived impact by new demands. The ratio of skills and competence to perceived impact by new de-
mands then determines the effect on rational commitment because the expertise indicates how 
strongly the employees themselves believe to be able to meet the new demands. 
In this respect, resistance or a lack of commitment can be regarded as a kind of feedback on 
the cognitive side.42 The damaging impact of low rational as well as political commitment appears in 
Figure 10, which shows that a lack of commitment further delays the adjustment process. 
Implemented and Adequate Processes
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Figure 10: Political and rational commitment (BOT) 
In most cases, executives and organizational researchers regard resistance as a “wrench in the 
works”, and managers often react by increasing the pressure to change. Nevertheless, it would be 
smarter to study the causes and to learn from the situation.43 Even if lacking rational commitment 
slows down the transformation of processes, it is based on well considered reasons and indicates that 
employees are missing resources for the implementation of change. According to Kraus, Becker-Kolle 
and Fischer, organizations in such a situation should try to explore the underlying causes for their 
                                                     
39 Cf. Genzwürker, Stephanie: Organizational Commitment in Umbruchsituationen - ein ressourcenorientierter Ansatz, 
Tönning, Lübeck und Marburg 2006, pp. 53-54. 
40 Cf. Oreg: Personality, context, and resistance to organizational change, 2006, p. 79 and Beer: Organization Change 
and Development, 1980, p. 94 
41 Cf. Beer: Organization Change and Development, 1980, p. 103. 
42 Cf. Cacaci, Arnaldo: Change Management: Widerstände gegen Wandel: Plädoyer für ein System der Prävention, 
Wiesbaden 2006, p. 50 and Piderit: Rethinking Resistance and Recognizing Ambivalence, 2000, p. 785. 
43 Kraus, Becker-Kolle und Fischer: Handbuch Change-Management, 2006, p. 64.  
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employees’ attitudes. They state that it can even be reasonable to reconsider certain aspects of the 
change initiative and to look for solutions which benefit both sides.44 
Implications 
Figure 10 has explicitly shown the harmful effect of low systemic mutability as well as of lacking 
commitment. If the structures are so inert that transformations are almost impossible, there exists a 
conscience which processes are obsolete and require rework, but these changes do never get initi-
ated. If changes are started nevertheless, implementation will be hindered by a lack of employee 
commitment. Repenning remarks that failure to change does not stem from inefficiencies of the inno-
vation itself, but from the fact, that they are not implemented adequately.45 This is caused by the ne-
glect of internal dynamics and long-term effects.46 
This phenomenon is emphasized by two new reinforcing feedback loops which were developed. 
They can be seen in Figure 8, Figure 9, and particularly in Figure 11. The loops “Power” and “New 
Demands” are co-responsible for the occurrence of failure to change through missing commitment 
because they counter-balance any change that is attempted. Together with the loop “Inertia”, which 
reinforces change or its absence, the loops stimulate internal dynamics which strongly undermines the 
possibilities to intervene from outside. 
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Figure 11: CLD New Demands, Authority and Power 
Further, the system reacts differently to the first and second change initiative. Whereas the first 
change attempt enhances the systemic mutability and makes it easier to achieve an alteration in the 
                                                     
44 Translated from Kraus, Becker-Kolle und Fischer: Handbuch Change-Management, 2006, p. 64. 
45 Cf. Repenning: A Simulation-Based Approach to Understanding the Dynamics of Innovation Implementation, 2002, p. 
109. See also: Repenning und Sterman: Capability Traps and Self-Confirming Attribution Errors in the Dynamics of 
Process Improvement, 2002, p. 266 and Keating, Elizabeth K., et al.: Overcoming the Improvement Paradox, in: 
European Management Journal, 17. Jg. (1999), Nr. 2, p. 120.  
46 Cf. Keating, et al.: Overcoming the Improvement Paradox, 1999, p. 120-121. 
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second attempt, the dynamics of commitment work contrary. In the first change initiative, resistance 
builds up, lowering commitment, so that the second attempt faces higher resistance. 
 It can clearly be seen that low systemic mutability and a lack of political and rational commit-
ment disrupt and retard the balancing mechanism of the change-loop. But they do not yet succeed at 
completely overriding this mechanism. This will be possible only by adding further barriers to change. 
Here, emotional commitment determined by psychological factors like fear, weariness and enthusiasm 
promises to be a factor which—by its strong effect on the implementation of change—may have the 
power to stop the adjustment process completely. So it is an interesting topic for future research.47 
Particularly here, it is necessary to know positive levers for change and to be able to weaken change 
barriers. This is something the differentiated analysis of change in this work could already contribute 
to. The two examples of lead time reduction and process development improvement which were pre-
sented by Repenning and Sterman also emphasize that change initiatives succeed or fail along with 
these determinants of change. As already suggested for the case of rational commitment, this cause 
study helps understand the dynamic interplay of determinants of change and its failure and hereby 
helps address them systematically. 
 
                                                     
47 Emotional commitment and its underlying causes will also be addressed in my doctoral thesis. 
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1.0 Introduction 
Many developing countries, from Africa to Asia and the Caribbean, are in the midst of 
protracted debt crises. There are various reasons behind such indebtedness like, a rise in 
the world interest rate, global recession, low commodity prices, bad terms of trade, bad 
fiscal policies, ineffective policies from the IMF and the World Bank and many other 
reasons. Common to all these indebtedness situations, however, is the problem of debt 
servicing and low rates of per capita growth. Attempts by debtor countries to pay off debt 
have had significant effects on many sectors of developing countries’ economies and, as a 
result, find themselves in various kinds of economic traps. 
 
Over the past 25 years, Sub-Saharan African countries have been major recipients of 
overseas development assistance. Gross transfers, in the form of grants and loans from 
bilateral and multinational donors, amounted to approximately $350 billion dollars in 
nominal terms. For some countries, gross transfers have been as much as 60 percent of 
GDP; in many countries transfers often exceeded the government’s own revenue 
collection (Birdsall 2002). In the same periods, with a few exceptions, countries have had 
relatively low rates of per capita growth. The growth rate per capita for Sub-Saharan 
Africa was negative in the 1980s (about -2 percent per year) and about -1 percent in the 
1990s. Despite high levels of lending and grant programs, the average GDP per capita, at 
constant price, was lower in 2000 than it was in 1960. The population has increased to 
600 million and approximately 40 percent of Sub-Saharan Africa’s population today live 
on less than $1 dollar a day (Birdsall 2002). Meanwhile, a high level of development 
assistance, in the form of loans, combined with low growth has produced a growing stock 
of debt. 
 
The plight of indebted countries has caught the heart of many millions people. Over the 
last decade worldwide campaign by civil society’s activists and NGOs, (Nissanke 2001) 
for more pragmatic solution to this debt problem, has gathered momentum. In response, 
several economic programs have been implemented by the IMF and the World Bank 
aimed at restructuring the economies of these countries. Various creditor countries have 
also made kind gestures, in the form of debt cancellation and economic assistance, to ease 
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the debt pressure on developing countries. To what extent these economic programs and 
policies have contributed to solving, or exacerbating, the debt problem remains one of the 
great academic debates over the last decade. Recently, a new initiative for debt relief 
known as Highly Indebted Poor Countries Initiative (HIPC) has been implemented as a 
panacea for debt crises in developing countries. Can the HIPC Initiative, unlike other 
previous measures, deliver a real and durable exit from the severe overhanging debt 
condition of these countries? The answer to this question, among others, is the main 
issues to investigate in this research.  The HIPC debt initiative is part of a larger effort by 
the international donor community to redefine external assistance strategies toward the 
poorest countries. This stems from the recognition that despite billions of dollars in 
assistance over more than three decades, economic growth in these countries remains low.  
Although there is some progress, the reduction of income-defined poverty is 
painstakingly slow and in some countries entirely stalled. There has been progress, 
although uneven, across countries.  
 
The objective of this research is to understand the debt trap in Ghana and investigate the 
underlying structural mechanism that causes the debt trap behaviour. Thus, the research 
will examine the relationships between economic growth and foreign capital inflows in 
an effort to understand the causes of the build-up of public debt. For this purpose, there 
will be ex-ante and ex-post evaluation of economic policies aimed at addressing debt 
situations and their impact on various sectors of the economy. An attempt will be made to 
search for appropriate policies to increase growth without creating a heavy debt burden, 
thus exiting from the economic traps.  
 
This research aims to provide better understanding of economic traps and debt crises in 
highly indebted poor countries, taking an integrated approach perspective. The integrated 
approach will look into discipline and sector perspective holistic approach. Discipline 
approach will look into debt traps form multidisciplinary areas such as financial, 
population, economic, social and environmental. With the sector approach, different 
sector ministry will be integrated to understand the interconnectivity and the complexity 
of the issue on various sectors. This will help to unearth a combination of policies to 
                                                                        John Pastor Ansah 
                                                                                              
                                                                                    
 
 
2007 System Dynamics Conference: PhD Colloquium 
5
address the debt situation and achieve sustainable growth for holistic national 
development. 
 
1.1Research Issue 
The 1980s witnessed a spectacular decrease in the annual growth rate of Less Developed 
Countries (LDCs). From an average 7% in the period 1974-1980, this fell to 3.5% in the 
1980s. For the highly indebted poor countries (HIPCs), the decline was more spectacular; 
from 7% to 1% during the corresponding periods (Cohen 1991). Consequently, many 
poor countries borrowed money to fund domestic projects on the back of the commodity 
price boom, believing high prices and export earning would be sustained (World Bank 
2005). Moreover, guided by the economic models suggesting that growth can be stepped-
up by increasing resources for investment, developing countries’ governments resorted to 
borrowing foreign capital to supplement domestic resources in their effort to fuel 
industrialization. The borrowed capital was used to finance the capital imports necessary 
to expand the export industries, and for capital outlays for upgrading the infrastructure. 
As further economic expansion was targeted, more capital imports were needed. As a 
consequence foreign debt increased, which created heavy debt service burden (Saeed 
1993). 
 
Oil price shocks during the 1970s, which caused recessions throughout the world 
combined with high interest rates and low commodity prices hit borrowing countries 
especially hard.   Though many countries recovered, many did not (World Bank 2005). 
When debt service payments began to take a greater share of GNP, operating expenses 
and capital outlays for development purposes were reduced, which curtailed growth.  A 
remedy increasingly being suggested to decrease foreign debt, as stipulated in the 
structural adjustment programs was to reduce growth targets by decreasing expenditures 
on industrial, social and infrastructure expansion and increase tax and the tax base. 
However, many countries that adopted this policy continue to endure high debt service 
payment while attaining either minimal   or no economic growth. It is imperative to 
search for more effective alternative policies. In our search for effective policies, it is 
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important to focus our investigation on policy guidelines that cause the debt situation and 
the effect of debt build-up on other sectors of the economy. This will provide guidance 
for a framework on new debt relief that will benefit the low-income countries. 
 
The problem of low economic development and growth has attracted a great deal of 
attention in the literature of development economics. Much of these discussions have 
done little more than scratch the surface of the problem with no significant insight into 
the dynamic effect of prescribed policies on the economic performance of a country. 
Threshold 21 (T21) originally developed by the Millennium Institute (MI) is a framework 
for a system dynamics national model specifically developed to support policy designs 
that address economic, social and environmental issues. A specific instance of T21 will 
be developed and used to clearly identify, explain and understand the dynamic evolution 
of economic traps in Ghana. Past and current policies will be modeled to understand their 
contribution to the economic traps. Special emphasis on the HIPC initiative will help 
explore the new policy approach to investigate whether the policy initiative can resolve 
the fundamental constraints/flaws of the past policies. Will the HIPC debt reduction 
program help transform the development assistance business or will debt reduction 
simply invite another round of business-as-usual in the form of new loans and new debt 
accumulation- the kind implicated in the initial debt build-up? 
 
 1.3 Literature Review of Debt Models 
The debt crises of the 1980s give rise to a tremendous theoretical economic literature 
seeking to explain what had happened and “to lay a firm basis for policy responses” 
(Cline 1995). There are three main groups of literatures that will be reviewed. They are; 
the theory of sovereign lending, the economics of debt forgiveness and Easterly’s thesis 
of intertemporal borrowing. 
 
The theory of sovereign lending 
In 1981 Eaton and Gersovitz provided a seminar contribution (Eaton and Gersovitz 1981) 
dealing with the central problem of why anyone would lend to sovereign nation free from 
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the domestic debtor’s vulnerability of seizure of collateral. The theory invokes the 
concept of preserving the nation’s reputation for creditworthiness so that the country 
could borrow in the future. They specify a model in which the country has alternating bad 
and good years. The country borrows in a bad year and repays in the following good year. 
In this model, default carries its own endogenous penalty, the denial of future access to 
credit. In their words, the government chooses to repay because it knows that at some 
time in the future it may face another shock during which it will again desire to borrow. 
The model those have a credit ceiling. Creditors will lend no more than the amount that 
just makes the country indifferent between sacrificing all future borrowing for 
consumption-smoothing purposes and enjoying the windfall gain of shedding its 
outstanding debt. The Eaton-Gersovitz model resonates with much of the underlying 
policy strategy during the debt crises, as it subscribes to the notion that debtor countries 
have an interest in honoring their debt because of their stake in future market access 
(Eaton and Gersovitz 1981). In a subsequent survey article, Eaton, Gersovitz, and Stiglitz 
(1986) point out that the model requires an infinite horizon. If there is a terminal period 
of repayment, the country will always find it advantageous to default in that period. 
Knowing this, lenders will not lend (Eaton Gersovitz and Stiglitz 1986). However, Eaton, 
Gersovitz and Stiglitz argued that lending cannot occur for economic development 
purpose, as opposed to consumption smoothing. A country with a low capital endowment 
that is strictly a borrower in the first part of the horizon and strictly a repayer later will be 
an unsuitable risk to creditors, because they will perceive that in the second phase, the 
debtor will loose nothing by being denied access to credit market (Eaton Gersovitz and 
Stiglitz 1986). 
 
The Economic of Debt Forgiveness 
By the late 1980s the debt literature was not focusing on the political or cultural 
differences that explained why some countries overcame the external and internal transfer 
problems whereas others did not. Instead, there was an increasing concentration on the 
potential for debt forgiveness as a solution to the problem, and especially negotiated 
reduction in debt that could benefit creditors as well as debtors (Cline 1995). In 1988, 
Krugman examines the conditions under which it is to the creditors’ interest to forgive a 
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portion of a country’s debt rather than refinance it (Krugman 1988).  Krugman defined 
debt overhang as the presence of an existing and or inherited debt sufficiently large that 
creditors do not expect with confidence to be fully repaid. (Krugman 1985) and (Sachs 
1984) shows that under these circumstances creditors have an incentive to lend even at 
expected loss to protect their existing claims. In his best formulation of the debt 
forgiveness issue, Krugman postulates the “debt relief Laffer curve” which was used to 
argue for debt relief for countries with high debt builds up. The curve shows expected 
repayment on the y-axis and the face value of debt on the x-axis. The curve follows a 45 
degree line in an initial phase where debt is low. At a point in the curve the debt overhang 
begins. The expected repayment begins to fall short of the face value of debt. At another 
point in the curve, the slope of the ray from the origin which tells the secondary market 
price of the debt is less than unity. At some point the curve actually begins to turn down 
again, as additional face value of debt imposes such large disincentive effects that the 
expected total repayment falls rather than rising as the consequence of further lending. 
The ideal case for market –based debt reduction is where a country is beyond this turning 
point, because reduction of the debt obligation will benefit both the debtors and the 
creditors.  
 
Easterly’s model of intertemporal borrowing 
Easterly’s thesis rests on the intertemporal borrowing/lending model. He argues that a 
country with an excessive debt is one with a high discount rate against future and/or a 
low intertemporal elasticity of substitution. Thus, he views the excessive debt of HIPCs 
as a reflection of their peculiar order of intertemporal preference (in particular, that of the 
public sector), exhibiting a tendency to run down country assets. Easterly argues that, the 
granting of progressively more favourable terms of debt and the debt forgiveness without 
ensuring a switch of economic policies to the ones negotiated with the donor community 
can have perverse incentive effects. These effects are said to lead both to further debt 
accumulation of a similar magnitude in anticipation of debt forgiveness and lukewarm 
efforts in policy reforms (Easterly 1999; Nissanke 2001). 
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Recent debt literatures have focused on what should be done to existing debt in debtor 
countries. This focus has shifted the emphasis from understanding the causes of debt to 
management of debt. Various commissions and initiatives have resulted from this 
ideological mainstream attempting to find the best possible way of dealing with debt 
overhang to bring out the well desired objective of zero debt. One such initiative is the 
HIPC by the IMF and the World Bank. The HIPC Initiative was designed as a debt -
reduction mechanism to end repeated debt rescheduling and defensive lending and thus 
provide a solid foundation to qualifying countries for achieving debt sustainability and 
accessing new resources for development finance. It constitutes a strong commitment of 
the international community to reduce substantially the external debt burden of heavily 
indebted poor countries that pursue prudent economic policies and implement agreed 
social and structural reforms, thus contributing to a process supporting growth and 
poverty reduction(World Bank 2005). Just some couple of years ago, the Blair 
commission for Africa, launches its comprehensive and ambitious report on Africa 
calling for total and unconditional cancellation of debt to countries in Africa. The report 
entitled, “our common interest” seeks to persuade the rich countries in the north to 
increase aid to Africa to accelerate growth and development to reduce 
poverty(Commission on Africa 2005).  
 
There are two main perspectives of the debt traps, the behaviour perspective and the 
structural perspective. A critical look at the above literatures trying to explain the debt 
traps is concentrated on the behaviour perspective of the debt and debtors in servicing 
debt. Since there is no claim of causality in structure, what matters is the aggregate output 
behaviour of the debt.  Their explanations of the debt situation ignore feedback structure 
of how the borrowed capital is invested and the impact of policies on the ability to repay 
debt. Typical of economic models, time perspective of the debt theories and literatures 
are too short to offer satisfactory explanation to the evolution of debt traps. Moreover, the 
models in their attempt to understand the debt crises only consider flow which is the 
borrowed money, and do not look at accumulation. The use of linear programming in 
their models further limit the ability to explain a dynamic problem such as debt traps 
which has countless nonlinearities and feedbacks that can not be modeled and explained 
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with linear programming models. The above shortfalls of the methodological approach to 
offering explanations to the debt traps makes System Dynamics the best tool in 
investigating this dynamic problem. System Dynamics method has the ability to capture 
the structural mechanisms that will help us understand the debt traps from a structural 
point of view. This research work will concentrate on the structural perspective. The 
structural mechanisms underlying the debt traps would be investigated and modeled to 
offer endogenous explanation to the debt traps.  
 
1.4Objectives and Research Questions 
The main objective(s) of this research is to understand the debt traps in Ghana and 
investigate the underline structural mechanisms that cause the debt trap behaviour, to 
examine and explain the evolution of economic traps in Ghana, evaluate the impact of 
past and current policies on debt accumulation and search for appropriate policies for 
exiting the debt traps. 
 
Research Questions 
Specific research questions will include: 
1. Which economic trap mechanisms currently govern the economy of Ghana? 
2. What are the domestic and external factors that have created and compounded the 
activation and perpetuation of these economic traps and why are current 
overhanging debts intractable by traditional debt relief measures?   
3. Do foreign capital flows promote economic growth in developing countries? 
4. Why have previous economic restructure and reform programs, such as Structural 
Adjustment Programs (SAP), Economic Reform Programs (ERP I &II) and 
Poverty Reduction Programs, not provided exit options from severe debt 
conditions and, in some cases, exacerbated the debt crises? 
5. Can Highly Indebted Poor Countries Initiative (HIPC I&II), unlike other previous 
measures, deliver a real and durable exit option from debt crises? 
6. To what extent may policies meant for dealing with debt crises affect other sectors 
of the economy and, ultimately, economic growth? 
                                                                        John Pastor Ansah 
                                                                                              
                                                                                    
 
 
2007 System Dynamics Conference: PhD Colloquium 
11
 
1.5 Justification for Method 
System dynamics is a problem-oriented multidisciplinary approach that identifies, 
understand, and utilize the relationship between behaviour and structure in complex, 
dynamic systems. The core methodology for this research is System Dynamics method. 
The obvious question then is why this method?  
The underpinning concept of system dynamics is that the behaviour of complex systems 
like debt and national development can only be understood by contemplating the whole 
system and not individual parts in isolation. However, it is important to note that the 
approach is not totally holistic since some element of reductionism is inevitable in order 
to describe the behaviour of individual system components (Colin 1997). In my search 
for the appropriate method for this research, two characteristics of the method to be 
chosen were considered in relation to the characteristics of debt traps and national 
development. These characteristics are; 
1. The method should help to understand why things are the way they are now. This 
calls for causal theories or structure “mechanisms” in our context.  Economic 
models normally use correlation to explain relationships. My interest here is 
causality not correlation which makes economic models unsuitable. 
2. The method should exhibit the ability to adopt integrated approach to explain why 
Ghana is in debt. With the integrated approach the debt trap will be understood 
from financial, economic, social, population, environmental, and political 
perspective. On the other hand, theories of interest will be multidisciplinary in 
perspective due to the fact that there are many structural components that bring 
about debt. I am looking for theories that demonstrate respect for complexity. 
Based on these reasons, integrated approach will help me consider all these 
interesting and diverse perspective to get to the root cause of the problem. These 
need a tool that facilitates integration to help comprehend the dynamics. 
System dynamics method and methodology is preferred to other economic and social 
science methods for this research due to the fact that, it have the above characteristics that 
make it suitable for the purpose of this research.  
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Debt traps and integrated national development planning is a dynamic issue and requires 
a dynamic methodological approach. Debt traps exhibit the characteristics of dynamic 
issue with stock and flow, delays, feedback, and non-linearity. My interest in the debt 
crises is dynamics and dynamic issues are described by stock and flows. With no stock 
there is no state and no flows no dynamics. To understand the dynamic of debt trap, we 
must comprehend the intimate relationship between stock (debt) and flows (borrowing, 
repayment). Economists are concern with equilibrium situations or models where nothing 
changes. System dynamists are concern with disequilibrium not equilibrium. This is 
because more is going into the debt box than what is going out. Debt accumulation is a 
classical stock and flow relationships where the flows (borrowing, repayment) integrate 
into a stock of debt. What flows to the debt and what flow out differs and at different 
times. This process of integration is not well understood, and research has shown that 
there is great misperception of simple dynamic issues. Experiments conducted by 
Moxnes (2004), and Sterman (2000) and many other researchers shows that people 
(students, professional, politicians, managers) systematically misperceive simple dynamic 
systems and this signal the need for further studies of dynamic systems. System dynamic 
method have stock and flows representation which will enable us to fully understand the 
processes involved in the debt dynamics and these reasons facilitated the choice of this 
method to unearth the dynamics. 
 
The process of borrowing and repayments with its accumulation of debt involves a 
significant delay. That is, if there is integration there is delay and if there is delay there is 
dynamics. Delays are inherently linked to stocks. We need time to pass before something 
can be done about debt. This implies that we can not instantly eliminate/deal with the 
debt problem.  Delays distribute the effect of our efforts through the system over time. 
Delays lead us to focus on short-term benefits while ignoring long-term problems, as a 
result, to be able to deal with the problem a methodological approach that captures the 
delays in the system will increase our understanding about the inherent dynamics and the 
process involved in debt accumulation. There are significant delays between time to 
borrow money for development purpose, time to expect income from the investment and 
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time to repay accumulated debt overtime with interest. These delays and feedbacks in 
debt traps and national development issues often limit our understanding and introduce 
unintended dynamics. Better understanding of this dynamics needs a careful choice of 
method that can help us unveil the fundamental structure of the debt traps.  This is where 
system dynamics method proves to be the best method as a causal descriptive model to 
understand how the real system actually operates. This approach will elicit the theory 
about debt traps in the Ghanaian context, explain how the behaviour is generated by the 
structure, and suggest ways of changing the existing behaviour. Much of system 
dynamics modeling is discovering and representing the feedback processes, which, along 
with stock and flow structure, time delays and nonlinearities, determine the dynamics of a 
system. Thus far, to the best of my knowledge there is no research tool with these 
characteristics, which makes system dynamics the best tool for investigating the 
economic traps and national development issues in Ghana. 
 
System dynamics approach sees systems as feedback processes with orderly structure 
from which arises their dynamic behaviour (Forrester 1969). Change in one component 
may induce change in another component which may further induce change in the 
subsequent component.  The sequence can eventually loop back on itself creating the 
famous feedback structure. The feedback structure contains positive and negative 
feedback loops which influence or control behaviour overtime. The feedback loops is a 
sequence of information, action, consequence and reactions whereby information 
produces actions which have consequences generating further information, actions and 
reactions (Coyle 1996). In this context, debt accumulation can be seen as a feedback 
process where money is borrowed for investment or consumption smoothing, and with 
time delay the investment is expected to bring forth income to repay debt. The investment 
is in turn affected by the micro and macroeconomic policies with delay. Most importantly, 
in developing countries like Ghana where the economy depend on agriculture, good and 
bad years of harvesting as well as the world commodity prices affect the ability of the 
nation to honor its debt obligation. The performance of the economic policies and gross 
domestic product determine the behaviour of the debtors in the subsequent year, that is, 
either to borrow more or service the existing debt.  As debt accumulates, various sector 
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ministries experience cutbacks in budget expenditure affecting the performance of the 
sector, the economy as a whole and feedback to the countries ability to service debt. 
Typical sectors that experience cutback in times of debt problems are the social sector 
such as education, health, and infrastructure. On the other hand, economic policies with 
negative impact on the environment or natural resources, and the social sector of the 
economy affect a sustainable generation of income streams for country overtime with its 
consequence on debt. Given that the system contains multiple feedback loops, the 
behaviour of debt will be the outcome of multiple competing factors which are difficult to 
represent in concise linear programming terms. In this respect, system dynamics offers a 
way of analyzing the relationships which generate behaviour rather than just correlating 
the factors which influence performance. It also recognizes that the system’s performance 
is not just driven by exogenous forces but that the system also bears a responsibility for 
the performance its exhibits (endogenous). The ability of system dynamic method to 
capture feedbacks governing a system makes its suitable for this research. We need to 
understand the feedback mechanism operating in the debt trap problem because; feedback 
do exist and operate in all systems if not we are back to simultaneity and end up in 
causality. I want to have a long time perspective of the issue which means loops 
operating in the system need to be closed.  
 
Non-linear relationship between various sectors of the economy causes the response to a 
change in a sector to be conditioned by the state of the system. Non-linearity causes 
effects to become blended and makes it difficult to establish experience with respect to 
underlying causes and leverage points, doses and timing. In non-linear system shifts in 
structural governance take place endogenously. My interest with non-linearity as far as 
this research is concern is with dynamic non-linear feedback systems governing the debt 
trap situation. It is important to recognize the existence of non-linear relationship between 
debt and other sectors of the economy because that is what blows the complexity out of 
our mind. With non-linear systems, the position of the state variable or the economy 
determines the impact of intervention or policy. At certain regime or state of the economy, 
the impact of interventions such as policies and investment is blended with no change in 
the state variable. However, with similar interventions or policies at different regime or 
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state of the economy will witness significant change or shift of the state variable. This all 
important non-linearity makes it difficult to see whether our interventions are having the 
desired impact or otherwise. Economic models thus far, have not managed to deal with 
non-linearity as a result; economic models assume linear relationships between variables 
and sectors which are far from reality. System dynamics method have proven to be 
capable of capturing non-linearity into the structure to offer comprehensive 
understanding of the processes involved in reaching the end state and the time delays 
associated with the impact of policies. 
 
 
This methodological approach will give us the ability to see national development as a 
complex system in which we understand that we can not just do one things and 
everything is connected to everything else. Our ability to have a holistic view of national 
development issues will act as a consonance with the long term, best interests of the 
country as a whole, identify the high leverage points in the economy and the financial 
sector, and avoid policy resistance. This research will study the accumulation and de-
accumulation of debt and the processes that evolve over time in national development as 
a result of debt overhang.   
 
1.6 The Model 
The proposed model for this thesis will be based on the Threshold 21 framework 
originally developed by Millennium Institute. Threshold 21 is a system dynamics model 
that addresses three interrelated aspects of a nation; the society, the environment and the 
economy. The application of the model will be built around a Core model, which will be 
tailored, parameterized, and initialized to Ghana’s situation for analysis and policy design. 
New model components and modifications, will be developed to reflect the situation in 
Ghana and to address the research questions posed earlier, especially the financial aspect.  
 
1.7 Justification for this Research 
This research addresses one of the important issues that have been identified as a counter 
growth factor in developing countries. For developing countries to find a way out of the 
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debt crises, make economic progress and consolidate the gains from the progress to 
propel them to the desired economic state demand a search for effective policies. This 
research seeks to contribute to the search for effective policies in managing the 
economies of developing countries. Moreover, the model will support comprehensive, 
integrated planning and analysis of alternative development strategies in an attempt to 
pursue the countries vision.  
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ABSTRACT 
The real-world problem the research aims to address is the continuing highly seasonal, 
exponential electricity demand growth in the Greek islands that are unconnected to the 
national electricity grid over the past decades. This paper presents only part of the on-
going research. It specifically tests an early draft of the sub-model concerned with the 
interplay of an island’s tourism volume & attractiveness, local technological learning-
by-using effects and the dynamics of demand-side equipment diffusion. The general 
assumption is that a tourist chooses a basket of services received at the place visited, 
one of which is cooling comfort. Cooling-comfort eventually translates to installed 
cooling capacity and in effect electricity consumption. This paper examines the sub-
model which, based on a figure of cooling comfort per person, constructs an indicator of 
competitiveness to similar destinations and relates the flow of tourists to it. Similarly, a 
cost comparison incorporating a learning curve between a conventional and an efficient 
variant of cooling equipment drives the installation stocks at any time and effectively 
alters the efficiency of the overall service across the island. The sub-model is run for a 
number of structural and behavioural tests and also assessed for its potential use in 
policy making. 
 
Keywords: islands, diffusion, substitution, learning, system dynamics, tourism, Greece, niche markets  
1 INTRODUCTION 
1.1 THE BROAD RESEARCH QUESTION & BACKGROUND 
The Greek grid-unconnected, or autonomous, islands are almost entirely dependent on 
stacks of small to medium size thermal power units. The exponentially growing 
consumption trend and great demand variation between the extended off-peak winter 
season and the energy-intense but short peak summer season means these already 
inefficient engines are running either below the recommended load, if at all, or at peak 
emergency rating. These factors drive the unit price of electricity in the islands to costs 
up to tenfold the cost in the mainland where the generation is based on cheap local 
lignite. The tariffs across the country are uniform thus electricity in the islands is 
heavily subsidised leaving the Public Power Corporation (PPC) and its Islands 
Directorate with a burgeoning debt. Despite numerous studies on the great potential of 
renewable energy technologies on autonomous islands, these have never significantly 
picked up due to lack of a consistent support policy, various land use conflicts, a 
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liberalized but unclear and stagnating energy market and the intertwined interests of the 
influential refinery & shipping lobbies. 
 
The intervention envisaged is on the contrary looking on the demand-side of the 
problem in a structured cross-disciplinary fashion. How could energy policy makers 
foster the great entrepreneurial potential on the islands in order to initiate a self-
propagating demand for energy efficient equipment? How would such a market, on one 
hand reduce the costs of power generation in the islands and, on the other hand, not 
hinder the local economy heavily dependent on providing a competitive touristic 
product? The key aim of the broader research is to assess whether the diffusion of 
energy efficient demand-side equipment can significantly reduce the rate of capacity 
expansion in the Greek islands beyond a BAU future, look into the right levels of 
financial support and comment on paybacks for the policy-makers and adopters. To 
date, there has been no concerted and sustained action for DSM in the country or the 
islands in particular. 
1.2 OBJECTIVES & SCOPE OF THIS PAPER 
The intervention is studied by means of a dynamic non-linear simulation model. This 
paper is focussing on the working draft of the sub-model relating tourism growth to 
technology diffusion, equipment substitution, destination competitiveness and 
technology learning. In the hope of constructive feedback by the readers, what is 
presented here are the formulating assumptions of the diffusion sub-model, its operating 
principles and analyses of test runs of its behaviour under a number of situations 
including the effects of sample policy interventions. This paper is not conclusive to the 
broader research question as described previously. Rather, its objective is to produce a 
meaningful and island-specific diffusion simulation model that can stand on its own. It 
shall be later linked with a bottom-up demand profile generator, a utility costing sub-
model, an intervention scenario selector and an appraisal tool to provide an insight to 
the pressing energy problem of the Greek islands as set in the introduction. 
 
The causal loop diagram (CLD) in Figure 1 summarises the approach to the design of 
the diffusion sub-model, demonstrating the feedback loops simulated. 
 
There are two dominant loops in the CLD of Figure 1: 
 
LOCAL SERVICE COVERAGE > COMPETITION GAP >…ADOPTIONS…> LOCAL SERVICE COVERAGE 
The size of the total adoption of the service provided by the equipment in combination with tourist 
arrivals provides a figure of the coverage, i.e. percentage of visitors receiving the service. This figure 
compared to an international average determines the urgency to adopt either of the two variants of the 
equipment and feeds again back to number of units installed. 
COST DIFFERENCE > EFFICIENT EQUIPMENT ADOPTION > LEARNING > EFF EQUIPMENT COST > COST DIFFERENCE 
The older equipment is a mature technology and has a stable cost and price. On the other hand, the more 
the installations of the efficient equipment, the more the learning effects. The cost is steadily declining, 
reducing the cost difference thus making the efficient technology increasingly competitive. A promotional 
scheme as can be seen in the diagram could aim at increasing the learning effect. 
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Figure 1: The approach to diffusion modelling in CLD notation 
 
The next section (2) briefly introduces considerations on tourism, its relevance to the 
research question and influence on model design. Section 3 is reviewing the major 
parameters used in the model, followed by section 3.5 that illustrates the model’s 
mechanics through a simplified model run. Section 4 is testing the structural validity 
and robustness of the model’s responses under various test situations. Finally, section 5 
is summing up the task undertaken in this paper, draws conclusions on the sub-model 
and reveals future steps. 
2 TOURISM, ENERGY USE & COMPETITION 
2.1 TOURISM IN GREECE 
According to a 2004 Financial Times article, tourism is identified as a major income 
source of Greece, accounting for about 18% of the national GDP and employing over 
15% of the workforce (Hope 2004). The FT reporter finds out in a series of interviews 
that apart from better touristic promotion, the country needs to provide better services to 
its visitors, as it cannot afford to put that sector in peril. The Greek National Tourist 
Authority has drawn up plans for the sustainable growth of the sector (Box 1). 
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Box 1: GNTO's tourism development plan 
A strategic plan for tourism development has been elaborated by GNTO, in the framework of the 
“National Plan for Regional Development 2000-2006”. This plan (Operational Program for Tourism) 
takes into account all relevant environmental concerns and it enhances specific actions towards a 
sustainable tourism development. The main objectives of this plan are: 
? Upgrading the quality of tourist services; 
? Elaborating environmental protection projects; 
? Encouraging the wise use of water and energy; 
? Modernizing equipment and installations of tourist establishments; and 
? Promoting cultural tourism as well as eco-tourism, mountain tourism and other forms of alternative 
tourism. 
This plan is elaborated through cooperation with regional authorities, local stakeholders and the private 
sector. 
Source: United Nations Conference on Environment and Development 2002 Country Profiles 
2.2 COMFORT,  SPACE COOLING & ENERGY DEMAND 
The World Trade Organisation (WTO) states that “a key element in leisure travel 
demand is the degree of comfort (or discomfort) to be experienced at the traveller’s 
destination” (WTO and Todd 2003). It is mentioned that comfort is harder to maintain 
at air temperature exceeding 31°C that is the norm in the Greek islands during the peak 
summer season. This paper assumes that the ‘comfort factor’ constitutes a major 
attractiveness of a Mediterranean destination assuming that they compete on similar 
levels of scenery, cultural heritage, bathing facilities and cuisine. 
 
Air-conditioning has also been recognised as a main culprit contributing to extreme 
demand peaks in Greece (Daskalaki and Balaras 2004:1091-1105). It does also connect 
conceptually and practically to the comfort factor requirement to assess competitiveness 
of an island as air-conditioning is the technology of preference providing that service. 
2.3 THE COMPETITION HABITAT OF THE ISLANDS 
In the simulation, a regional competition indicator on cooling comfort coverage affects 
the rate of adoption between the two A/C equipment variants. Among other things the 
success of technology diffusion includes keeping as close as possible to a regional 
average of cooling service coverage. Is the assumption of a regional competition 
average valid? Can one assume all other factors affecting destination attractiveness 
constant? What are the geographical boundaries for the aims of the research? 
 
The WTO has reported that there is a mass movement of people with the intrinsic 
purpose for travel to visit a sunny seaside destination (WTO and Todd 2003). For 2002, 
a total of 133 million arrivals have been registered to the northern coast of the 
Mediterranean and the Caribbean. This is clearly the market the Greek islands are 
competing in: population flows where the weather is evidently of paramount importance 
in much of the leisure travel as opposed to the destinations’ cultural heritage.  
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Out of the figure quoted above, 116 million arrivals are concerning flows from Northern 
Europe to the Mediterranean’s South European coast and islands alone. This refines the 
competition environment even further. The activity exhibits a 3% growth rate per 
annum and its market worth was US$70 in 2000, projected US$300 by 2050 (WTO and 
Todd 2003). Thus, the Mediterranean basin’s boundaries can be adopted as those of the 
simulation, which being also an area of homogeneous climatic characteristics enhances 
the validity of a regional competition indicator. That is to say: 
 
a) The similar temperature profile and seasonality of the tourism wave indicate an 
equally similar visitor expectation and cooling comfort demand in the region. 
b) Attractiveness of Mediterranean destinations balance along complementary 
elements of hospitality, climate, culture, gastronomy and natural beauty, thus 
one can safely assume all other factors constant across that economic habitat 
when comparing performance on cooling comfort. 
3 ELABORATING ON THE MODEL’S PARAMETERS 
3.1 SERVICE BENCHMARKING & COOLING CAPACITY 
A standard reporting framework for air-conditioning consumption in tourism does not 
seem to exist in international bibliography yet (WTO 2002;WTO 2003;WTO and Todd 
2003). Specific statistics on consumption of electricity for air-conditioning on the Greek 
islands do not seem to exist either. As a matter of fact, there has been an effort in the 
1980s to measure up energy consumption and use patterns in the islands. The 
programme reached only the residential sector and was abandoned as early as 1988 with 
limited output available. To overcome the lack of statistics on A/C consumption, the 
demand profile is build from scratch. Each visiting tourist is ‘credited’ with a peak 
demand made up of typical electricity consuming activities for the duration of a visitor’s 
stay. 
 
The air-conditioning load of a person comprises of two parts: a) the sensible heat load, 
i.e. removing heat to reduce temperature, and b) the latent load that has to do with the 
dehumidification necessary when hot air is removed from an enclosed space. Each 
person generates 75W of sensible heat and 60W of latent load in sedentary occupation 
(Stephenson 1968, CBD-105). In order to confirm that figure as the per person cooling 
load suitable for the Mediterranean, papers from France (Cron, Inard, and Belarbi 
2003:41-52), Italy (Gugliermetti, Santarpia, and Bisegna 2001) and Turkey (Gürbüz 
2001) were consulted. The warmer climate suggests that the latent load is higher thus an 
aggregate of 200W/person is adopted. Based on that, the necessary share of size of 
equipment for that load is about 700BTU/person. Assuming each tourist has 10m2 to 
move in, a 4,000 BTU unit is suggested making broad assumptions on the number of 
windows, orientation of the building and insulation among other parameters1. The 
Energy Efficiency Rating (EER) of an A/C unit is its BTU rating over its wattage and is 
widely used in the USA. The higher that number is the more efficient the unit. 
Assuming an EER of 8, the equipment capacity necessary is 500W/person. A higher 
                                            
1 http://www.purityplanet.com/air-conditioner-sizing.aspx & 
http://personal.cityu.edu.hk/~bsapplec/cooling.htm [15/08/2004] 
 6
efficiency unit will have a higher EER, i.e. a EER 10 unit will require 400W/person – 
20% decrease in required installed capacity per person. On the contrary, an EER 6 unit 
requires 670W/person for the same load. 
 
To evaluate a regional average, the coverage of service should also be considered. It 
shall be assumed that in the average case there is 40% coverage based on touristically 
developed destinations in the Mediterranean where large proportion of visitors reside in 
hotel complexes offered through package holidays.  
 
BTU/person ÷ average_EER_of_equipment_installed * (coverage%/100) 
In this example: 4,000BTU/p ÷ EER8 * 0.4 
 
Therefore, the average installed capacity of air-conditioning per tourist for the given 
cooling load comes to 200W/person. The figure shall be the regional competition 
average towards which the island needs to keep as close to as possible in order to be 
comparable, in terms of cooling comfort, to other destinations in the region. 
 
In a study of room air-conditioners in Europe by the European Council for an Energy 
Efficient Economy (ECEEE), the cooling hours where found to be 1.5 to 2 times more 
in Mediterranean countries than the average. All sectors were found to require cooling 
above 500 hours/year in all sectors (commercial, domestic, office, hotels). For the study, 
the average of the weighted averages of all sectors in Spain, Greece, Portugal and Italy 
will be adopted – i.e. 1,023 cooling hours per year. 
3.2 THE SIMULATION MODEL & ITS MECHANICS 
The methodological approach to capturing the interrelation among tourism arrivals, 
cooling service coverage, equipment substitution, and destination competitiveness is 
based on two major assumptions2: 
 
a) There is an expected regional, i.e. Mediterranean, cooling comfort average to 
visitors (measured in BTU) based on cooling wattage capacity per visitor per 
area occupied. The model assumes that all competing destinations must be as 
close to that average as possible to attract visitors.  
b) The air-conditioning load can be met by two variants of cooling equipment 
averaging at distinct values of rating and efficiency. These are assumed to be a 
conventional electric A/C unit opposed to a hybrid solar absorption chiller; the 
former being more power consuming than the latter albeit cheaper to buy. The 
latter has overall more desirable characteristics and the purchase/installation 
price is the only deterrent to potential adopters of the technology. 
 
Figure 2 presents a simplified stock-and-flow diagram3 of the diffusion model. What is 
not shown in the diagram is the technology-learning loop. This is a separate module that 
                                            
2 The assumptions as well as the simulation model later are built with a single visitor (tourist) as 
the base unit of the model metrics. That has been decided to keep in line with WTO practices 
that defines a visitor “as a particular type of individual consumption unit, who is distinguished from other 
individuals by the fact that he/she is outside his/her usual environment and travels or visits a place for a 
purpose other than the ‘exercise of an activity remunerated from within the place visited’” (WTO 2004). 
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is not shown here for space economy: the module receives data from the two-adopter 
pools, runs a learning algorithm based on the number of installations of each equipment 
variant, and then returns this to the cost ratio. 
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Figure 2: Diffusion with seasonal tourism and two adopter stocks 
 
A seasonal tourist population appears that has a ramp and random function combined to 
generate a fluctuating, seasonal and growing tourist wave. The outcome is shown in 
Figure 3 where Line 1 (in red) are 
the tourists arriving at any time 
given the seasonal pattern while 
Line 2 (blue) is effectively the 
hosting carrying capacity of the 
island. Line 2 represents the stock at 
the top-left in Figure 2 and logs 
successive peaks of visitors during 
the simulation when there is a net 
increase. If this year’s visitors are 
less than last year’s then the blue 
line remains straight. If however, 
there are more visitors this year 
there is a step increase to accommodate for that demand.  
 
                                                                                                                                
3 In the stock-and-flow notation, the square boxes represent the quantities that accumulate and 
perform an integrating function, the valve and double line combination represent flows and rates 
of change while the remaining circles are auxiliary functions containing variables and constant 
parameters. The single line arrows show where this auxiliaries are used. Valves, auxiliaries and 
less commonly stocks, include formulas. 
Figure 3: The seasonal tourism wave 
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The two variants in the adopter stocks of Figure 2 are ELAC (ELectric Air-
Conditioning) and SRAC (SolaR Assisted Air-Conditioning) whose efficiencies are 
relatively related as SRACeff=α*ELACeff where 0<α<1, i.e. the former technology is 
more efficient than the latter by a factor of α which can be a constant or a variable. 
 
There are three evident and one concealed stocks on the diagram that share the carrying 
capacity at any moment. Referring back to Figure 2 these are the stocks of the “potential 
adopters”, the “ELAC adopters” and the “SRAC adopters”. The resulting figure when 
subtracting the sum of the three stocks from the hosting carrying capacity of the island 
is the concealed stock of visitors that will not experience any space-cooling service 
during their stay. The mechanism by which the carrying capacity expands is not 
explicitly modelled here as it is of no immediate effect to the modelling exercise and the 
research question. It can be assumed to be a forecasting of some sort that allows the 
commercial sector to absorb any hosting demands and then maintain that level. 
3.3 THE COST COMPARISON 
The cost ratio ( NEWOLD CC ) consists of the price paid for the installation per unit of 
marginal installation and the running cost aggregated for five years; i.e. a safe payback 
period for the Greek islands (Betzios 2003). The ratio does appear and parametrically 
affects the flows of population to the adopter pools of the model (Figure 2). A fraction 
of the commercial agents servicing the carrying capacity of the island are aware of the 
proposed, or improved variant, and are willing to install it if conditions are right 
(“fraction of industry realising need” in Figure 2). These agents consequently control a 
share of the carrying capacity that ends up in the “potential adopters” pool. 
3.4 THE COMPETITION INDICATOR 
But do all potential adopters eventually install one of the two variants based just on 
relative costs? That exactly is the purpose of the loop that compares the quality of 
service to a supposed regional average. A commercial accommodation owner might 
wish to upgrade his services to customers but will not do so if the standard is acceptable 
for the type of destination and clientele the island appeals to. Furthermore, the model 
has that “fraction of industry realising need” variable that is meant to leave out smaller 
family-run accommodation owners who only provide basic services, bed and bathroom, 
and marginal shops. 
 
When the local cooling capacity per tourist is above the regional average, it is suggested 
that it makes the basket of services provided by the island marginally costlier than 
competing destinations. Whereas when it is below that figure then the quality is not up 
to standard. The competition indicator is based on the amount of service required, i.e. 
cooling capacity installed in BTU per person per area quota. There could be a reduction 
in power consumption simply by degrading service quality but that is not deemed a 
desirable policy or sensible commercial practice. On the contrary, the success would be 
to maintain the service standard by reducing the power input required for it. For each 
tourist to receive that service there is an installed capacity to generate the cooling load 
required. Introducing a new power-saving technology, it would allow the energy 
expenditure to drop while maintaining or even increasing service coverage. 
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3.5 DEMONSTRATION OF THE MODEL’S OUTPUT 
This paragraph aims to familiarise 
the reader with the model’s output 
and parameters through a simple run. 
Each year a number of visitors arrive 
on the island while facilities expand 
to accommodate that demand. 
However, for illustration purposes 
the following assumptions are held 
for the model in Figure 2: 
 
? “Tourists” have a steady flow of 
2,000 throughout the year without 
any seasonal peaks. 
? The “fraction of industry 
realising need”, set to 1 signifying 
all commercial premises are to be 
space-cooled if the competition & 
prices permit. 
? The cost ratio NEWOLD CC  is set 
at 0.20 defining the relevant flow 
from potential adopters to either 
of the variant stocks in a constant 
manner. 
? The consumption of SRAC is 
half that of ELAC, i.e. α=0.5. 
? The learning rate in the 
background is not affecting the 
system since the cost ratio is 
stable. The system thus adjusts on 
competitiveness performance 
alone. 
 
Figure 4 presents the ‘phase diagrams’ for a series of model parameters (indicated at the 
top left of each graph). At the start of the simulation, the competition indicator has 
maximum value in graph (4.C) since there are no units at all to provide the cooling 
service thus the competitive imperative to install is high. On the top graph (4.A), the 
arrival of tourists (Line 1) exerts system pressure and eventually the consumption per 
tourist overshoots the regional average, illustrated on graph (4.B)/Line 1. Once there is 
the need to install, ELAC adoption grows faster since the price favours it on graph 
(4.A)/Line 2. By the 5th year of the simulation (60 months), there are 751 tourists in 
ELAC and 312 in SRAC. Also, there are 875 people in the “potential adopters” pool 
that cannot yet enjoy the service despite their hosts having realised the benefits of the 
installation but are yet to install. The three numbers together total 1,938 people.  
 
By year 10 (month 120 in the simulation graphs), these three numbers changed to 388, 
312 and 1,300 respectively. The sum now is 2,000, i.e. as much as the carrying capacity. 
Figure 4: Test run of extended diffusion 
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That is the effect of delays in the system such as the "time to realise need" auxiliary 
function that defines the delay the tourist industry service providers need to make up 
their minds on the usefulness of the service, and the ‘adoption delay’ in the model that 
represents the time it takes for commercial adopters to actually purchase the equipment 
once they have justified its superiority. 
 
There are a number of qualitative observations to be made. Once the system overshoots 
the international average (4.B) in its momentum to live up to the expectations, there is a 
similarly steep decline in a goal seeking type of behaviour that would be expected from 
such a system. In the uphill period both adopter pools grow rapidly until roughly month 
48, 4 years into the simulation. The system then has to decrease its consumption. The 
only outflow from the consuming stocks of the adopters occurs in ELAC and is due to 
the equipment reaching the end of its life and being discarded. There is no replacement 
as it can be deduced from the flat curve of SRAC (Line 3) in (4.A) for quite some time, 
just more people flowing out of ELAC that is steadily reducing. 
 
The curve in (4.C) confirms this through the competition comparison. Around the 4th 
year, the indicator becomes negative ceasing any flow to the two stocks. Qualitatively, 
this reads as follows: Commercial agents even though realising the need and having 
moved the share of carrying capacity they command to the “potential adopters” stock, 
do not feel any pressure from competition since a falsely sensed alignment to the 
average presides over. Similarly, those that did discard their equipment do not believe 
there is a need to replace it immediately; thus the released tourists return to the 
“potential adopters” and stay there until the drivers for adoption are ripe again. Policy-
makers can easily misinterpret this situation as equilibrium since it is statistically 
observable despite the Greek government not gathering the specific data at present.  
 
Back to graph (4.B), consumption continues to decrease as more equipment is taken out 
of the system and consequently the system now undershoots the regional average. It 
takes time for the competition indicator to rise again due to sampling and reporting 
delays in its estimation. It takes about four years from the first time the local cooling 
capacity is found under the average until the indicator gains a positive value (4.C) that 
effectively allows adoption to resume (4.A – appr. 180 months). This delay has 
accumulated in what can be referred to as pressure to adopt in the system, therefore the 
slope increases again, albeit of lesser magnitude, in ELAC and SRAC adoption.  That 
draws people heavily out of the potential adopters’ pool. The oscillations caused by the 
delays in the system ultimately die out and the system reaches equilibrium with the 
competition indicator settling close to the average with a healthy replacement rate for 
SRAC (4.A). 
4 TESTING THE MODEL’S BEHAVIOUR & APPLICATIONS 
This section is running a number of scenarios to validate the structural logic and assess 
the behavioural sturdiness of the model. The aim here is not to produce conclusive runs 
since this is just a sub-model in the overall research but assess the usefulness of the 
multi-disciplinary diffusion sub-model and its success in dealing with the required 
specs. The testing is performed under three critical headings: 
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1. Validity – aiming to ensure model produces logical behaviours 
2. Robustness –to confirm it can adjust to possible changes of conditions 
3. Policy-making – to evaluate the model as a tool for testing strategies 
 
Each section of the test runs draws policy making hints for decision makers. 
 
Figure 5 is a service sector diagram of the model showing its conceptual components. 
For robustness in extreme events, a function that allows closure of commercial premises 
in prolonged periods of arrivals being less that the carrying capacity has been added. 
That is the only case when the carrying capacity is allowed to reduce. At the same time, 
the efficient variant is experiencing learning effects leading to reductions in price as 
installations grow (assuming an 82% learning rate). A ‘promotion scheme’ can be seen 
that can be designed to provide a single programme of installations over a period of 
time or a series of annual installations during the course of many years. 
 
 
Figure 5: Sector diagram of the diffusion model 
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4.1 VALIDITY : TESTING STRUCTURAL BEHAVIOUR 
4.1.1 INFORMATION DELAYS & SYSTEM CONTROL 
There is a significant amount of time from the moment a survey is taking place until the 
statistics are published and eventually reach decision makers in the private or public 
sectors. In the diffusion model, 
the existence of a regional 
average of cooling capacity per 
visitor is assumed to require 
three years (or touristic seasons) 
from the time it is collected 
subsequently processed, 
checked and published until it 
reaches the island’s commercial 
sector through national tourism 
institutions and media. The main 
consequence of delays in case 
studies of the System Dynamics 
bibliography is the creation of 
oscillations in the system 
(Forrester 1961;Sterman 2000). 
This behaviour is met in the 
model as can be seen in Figure 6 
(sensitivity type graphs, i.e. one 
graph depicts a single parameter 
on separate test inputs).  
 
Line 1 (blue) in both graphs 
represents the case where the 
comparison of the local to the regional capacity performance is done almost real time on 
a monthly basis. It is noticed the system is very well controlled. On the other hand, Line 
2 (red) represents the three-business seasons delay where the momentum gathered is not 
properly adapted when the goal is eventually reached and it overshoots the regional 
average around which the blue line evolves. The bottom graph of Figure 6 sketches the 
total adopters, i.e. the market, and indicates a market with booms and busts for Line 2 
(red). A downhill curve signifies a stall in purchases as equipment reaching the end of 
serviceable life exits the adopters stock and there is no replenishment.  
 
In the real world, great variations between business cycles will deteriorate efforts of 
policy makers to establish an efficient & controllable market. An objective of the policy 
makers should therefore be to reduce information delays in critical positions of the 
system and be as close to the ideal behaviour of Line 1 (blue). 
Figure 6: The oscillations due to information delay 
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4.1.2 THE TIME TO RESPOND & OSCILLATIONS 
Once the information reaches the commercial operators of an island, there are more 
delays to be faced in their 
reaction to the news. In the 
model the reflex gain has 
been formulated to vary 
depending on the extent of 
the deviation from the 
regional average. The lines 1-
4 in Figure 7 (sensitivity 
graph) represent test runs of 
an increasing minimum 
reaction time threshold – 
from 1 to 36 months (Line 1: 
1 months, Line 2: 12 months, 
Line 3: 24 months & Line 4: 
36 months). The impacts are 
easily observed despite the 
effect dying out in all cases as 
the gap narrows and 
adjustments become 
marginal.  
 
In real life Line 4 (green) 
reveals a sector that is very 
restrained and cautious in 
adopting a new technology. 
On the contrary, Line 1 (blue) would represent a risk-taking group of commercial 
operators.  
 
Despite the apparent ability to control the oscillations as in the previous case, the access 
of policy makers to this parameter is limited. The perceptions of risk in economic 
sectors are highly subjective and peer behaviour can only be changed through years of 
stable policy aiming to influence those perceptions. The final model will adopt the one-
month response time that characterises risk-taking agents and competitive economies 
such as those of the Greek islands. 
 
Figure 7: The impacts of operators’ reaction 
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4.1.3 DIFFUSION & REPLACEMENT OF EQUIPMENT 
Graph (8.A) of  
Figure 8 illustrates the dynamics of replacement between the two equipment variants in 
Line 3 (blue) and Line 4 (green). Initially, there is only the early power-consuming 
variant (Line 3). At some point around the course of the 7th year a scheme is introduced 
that sees the installation of 200 efficient units. The size of the scheme is such that 
causes the cost of the new equipment over five years (purchase and operation) to drop 
below that of the conventional technology as observed in graph (8.B). As soon as 
installations commence, SRAC is the favourable choice therefore its rapid growth 
(8.A/Line 4) and the parallel decline of the ELAC stock.  
 
What is the impact to the system however? Graph (8.C – sensitivity) compares the 
scenario with (Line 2 – red) and without (Line 1 – blue) the introduction of the efficient 
variant. The number of total adopters, i.e. visitors who enjoy the cooling service, has 
increased dramatically in the former case. The improvement in coverage is achieved in 
line with the competition requirements of the regional cooling capacity per person as 
can be confirmed in graph (8.D - sensitivity) between the two scenarios which has been 
estimated to be at 200W (par. 3.1). 
 
 
Figure 8: Observing the competition of equipment  
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4.1.4 UNIT RATING AND SERVICE COVERAGE 
The simulation runs in the 
previous paragraph assumed the 
new equipment needed half the 
wattage rating to provide the 
required cooling load. In Figure 
9  (9.A) examines the 
sensitivity of service coverage 
for a range of SRAC ratings – 
namely ¼, ½ and ¾ of the 
ELAC capacity. A quick look 
reveals that the relationship is 
not linear; the impacts are 
disproportional to the rating 
step (Line 1 for ¼, Line 2 for ½ 
and Line 3 for ¾).  
 
Taking a closer look of the last 
run at the ¾ rating in graph 
(9.B), it is revealed that the 
SRAC support scheme in the 7th 
year failed to establish the 
market (Line 4 does not pick up 
after the intervention). The 
reason can be found in graph 
(9.C) where the five year cost 
of the SRAC for this rating is 
still higher that that of the 
ELAC units even after the 
financed installations. 
 
 
 
 
 
 
 
Figure 9: Assessing the sensitivity of efficiency gain
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4.2 ROBUSTNESS : TESTING RESPONSE TO EXTREME EVENTS 
4.2.1 KEEPING UP WITH IMPOVED COMPETITION 
So far it has been assumed that the regional competition average has been fluctuating 
randomly between a given set of values. This simulation run explores the situation of a 
major and abrupt service upgrade in competing destinations expressed as a step 
improvement in the average regional capacity per tourist. The left hand-side column of 
graphs in  
Figure 10 [(10.A) and (10.B)] explore the sensitivity of the level of competitors’ service 
upgrade – scheduled for month 120) to the capacity per tourist and the total adopters of 
the island system under examination. The larger the step of improvement in competing 
destinations (ascending from lines 1 to 4) the longer it takes until the local tourist sector 
to respond indicating there is a period that the system re-adjusts the relevant shares of 
ELAC and SRAC stocks to face improved competition. Line 1 (blue) is the reference 
case at 200W per person.  
 
The right hand-side graphs [(10.C) and (10.D)] look into the impacts of the timing of 
the step improvement of competitors’ performance. The timing of the step decrease is 
not showing any unexpected behaviour. The regional average is accepting the same 
service upgrade each time at 100 months interval for each line from 1 to 5, Line 1 (blue) 
being the reference case again. The response is immediate and after few cycles the 
relevant values balance around their new reference state. In both cases, it is observed 
that the system adjusts its competitiveness by reducing the number of total adopters of 
the service. In the real world, that would reduce the coverage of the service and may 
alter the island’s attractiveness. This is valid danger for a tourist destination that has not  
 
Figure 10: Exploring a changing competitive environment 
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been upgrading its services in line with the competition. Policy-makers being pro-active 
on their strategies can alleviate such situations and assist the local economy to be 
flexible and agile. 
4.2.2 INDUSTRY CRISIS : FACING REDUCTION IN ARRIVALS 
The tourism industry is quite volatile (WTO 2003;WTO 2004). Despite the 2004 
Olympic Games in Greece, the tourism industry had a very bad year overall due to bad 
press due to expectations of preparedness of the country to host the Games prior to the 
event, the threat of terrorism and the inflation impacts of the Euro zone (Ktenas 2004). 
The model has been design to confront prolonged periods of tourism crisis by allowing 
the exit of commercial establishments from the market thus reducing the available 
cooling capacity for the tourist population. 
 
Starting from the top left corner of  
Figure 11 a sudden crisis occurs in the tenth year (120 months) of the simulation. 
Arrivals are kept low for a period of fifteen years after which a new era of touristic 
popularity begins as portrayed in graph (11.A). The occasion of an industry crisis is the 
only situation when the model allows the carrying capacity to scale down as in graph 
(11.B/Line 1). The delay observed until the carrying capacity reduces, in month 180, is 
due to an internal loop that first needs to confirm that the crisis is a persistent 
phenomenon. Similarly, the relevant stocks of the potential adopters and ELAC/SRAC 
adopters adapt to the new market conditions.  
 
As expected, keeping the same facilities for a much smaller tourism population initially 
soars the local capacity per tourist availability as Line 2 (red) indicates in graph (11.C) – 
Line 1 (blue) being the reference case. The system responds and eventually stabilises 
around the regional values in blue (11.C & 11.D) albeit a long period of abrupt  
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Figure 11: Confronting a prolonged industry crisis 
 
 
adjustments (red line). The corrective actions of the model return the system to it 
previous competitive state. What is not described here however is the impact of a crisis 
in the planned and existent power capacity of the island. Such issues shall be examined 
in a follow up paper. 
4.3 POLICY-MAKING: 
TESTING UTILITY IN 
DECISION-MAKING  
4.3.1 EVALUATING PROMOTIONAL 
STRATEGIES 
What is the best promotion strategy 
for new equipment? How do policy-
makers know which alternative 
scheme will work? The sub-model 
gives the ability to design a 
promotional policy albeit not yet 
containing the costs involved or 
potential sources of funding. 
Qualitatively though, the demands of 
a programme can be observed 
through the graphs in Figure 12. 
Despite attempting the introduction 
of the new equipment in graph (12.B) 
as denoted by Line 4 (green), there is 
practically no impact compared to the 
reference case represented in graph 
(12.A). The technology fails to break 
into the market, as the cost effects are 
not significant enough to establish 
the viability of the new equipment 
variant despite the planned 
installations set to 25% of the 
dominant variant at the time. 
However, raising the installations to 
roughly 28% puts the appropriate 
learning effects in motion and the 
new technology has a startling 
development as described graphically 
in (12.C).  
 
The final graph (12.D) depicts an 
alternative policy design. Instead of a 
single large-scale demonstration 
scheme, the policy-makers decide on 
Figure 12: Assessing promotion plans 
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an annual small-scale installation scheme as low as 6% of the installed variant in the 
first year. The consideration behind this is the smaller budget required and a fractional 
approach that would allow closer monitoring of the procedure. The choice between the 
two and a number of other potential schemes will depend on conditions of available 
funds, institutional organisation and commitment, and the financial profile of the 
commercial actors involved.  
 
The choice will also depend on the rapidness of substitution desired as demonstrated in 
the sensitivity graph of Figure 13, where lines 1 to 4 represent each of the cases from 
(13.A) to (13.D) above comparing their service coverage. Line 1 (blue) is the reference 
case of (13.A) and Line 2 (red) is (13.B) in the previous. Line 3 (pink) and Line 4 
(green) correspond to graphs (13.C) and (13.D) respectively. Although these two 
balance at similar percentages of coverage, their path is different due to the modular 
approach of the latter. This shows that a possible saving in funds for the modular 
scheme has to be balanced against the time to achieve the result. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 13: Sensitivity of system response to promotional schemes 
4.3.2 RESTRUCTURING THE TARIFFS 
This policy choice is one of the most interesting ones despite politically sensitive and 
not likely to be a realistic option for the Greek islands where cross-subsidy of their tariff 
is considered a social right by island populations. Nevertheless, it is worthwhile 
examining how the model reacts to such an intervention. It should be expected that the 
new efficient technology 
would pay back its initial 
investment much quicker if 
the tariffs where to reflect the 
real cost of electricity in the 
islands. Since it has lower 
running costs, its market 
potential will be fulfilled 
sooner than in the reference 
case. 
 
Looking back at Graph (12.B) 
where the market for the Figure 14: Restructuring the electricity tariff 
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efficient variant failed, a 20% increase of the tariff is introduced. The previous scheme 
does now become potent and produces the desired dynamics of substitution (Figure 14). 
5 CONCLUDING REMARKS 
The paper has worked through the construction of a simulation model for the diffusion 
of power-saving equipment in the touristic sector of the Greek islands. Drawing a 
conceptual diagram (Figure 1) at the start, the simulation model has been realised 
(Figure 5) following very detailed steps of conceptual design and methodology from 
relevant bibliography. The model has been sized to the specific aims and objectives of 
the general research laid out in the beginning of the paper. It has also been shown that 
the model is able to confront a number of disrupting situations likely to arise in the 
islands and can have an impact on the diffusion of a technology confirming its validity 
and robustness. Finally, the model can be a useful to tool for policy making and 
understanding the operation of a system seemingly remote from conventional energy 
policy making as it simultaneously relates elements of tourism development, services, 
technology diffusion and tariff structure. 
 
It still remains that the diffusion simulation model is linked to a demand-and-supply 
model. That will allow the discussion to stretch into utility economics and the financing 
of the demonstration and support schemes. These shall be assessed in a follow-up paper 
in the near future. 
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Figure 1: Distribution of CO2 Emissions in California
Since the ecological problems of traffic have been known for years there are guidelines
in some countries aiming at the reduction of emissions. The European Union (EU)
introduced emission classes EU 1 to recently EU 5, which are used for classifying cars.
While some countries have already introduced an emission based tax system, others are
about to introduce such a system in order to improve the driver’s motivation to buy
environmentally friendly cars. Other countries, have based only parts of their tax system
on emissions. However, modes of calculation of taxes differ between countries. Future
harmonization of the tax system seems to be probable. Furthermore, public
consciousness of the necessity of ecological sustainability has increased in the
automotive industry’s customer base during the last years. In California/USA as well as
in other leading markets public pressure on car producers grows to cut emissions per
vehicle. This is important as California, for instance, is also responsible of 12% of total
US new car registrations (equivalent to sales, figure 2). Furthermore, another 14% of
new registrations will follow the regulations of California.
           
Figure 2: Share of new car registrations possibly affected by a new emission legislation in California
For reducing emissions it seems to be common sense that a technology-driven approach
is to be chosen, since driver behavior can hardly be changed within an acceptable
timeframe. Thus, regulatory action is widely discussed to accelerate the introduction of
cleaner drivetrain technologies from both ends of the market. On the one hand,
customers are to be rewarded for buying clean cars in terms of lower taxes. On the other
hand, manufacturers are to be pressed to incorporate cleaner motors or filters even
without an obvious demand.
Based on this situation, the aim of this paper is to develop a model for forecasting the
further development of cleaner drivetrain technologies in the framework of new
environmental legislation. The model is verified based on the development of drivetrain
technologies in California. The contribution is structured as follows. We first describe
the necessity for Regulatory Impact Assessment. Then we outline the work our
approach is based on and our own contribution that has been done so far to put the
model from theory into practice.
Impact Assessment
New laws are developed in and for a complex environment. Consequences, independent
of the subject, are commonly non-linear and not immediately visible. This is the reason
why Regulatory Impact Assessment (RIA) has to be executed. The European
Commission points out in its impact assessment guidelines: “We should make policy
choices that ensure that our various objectives are mutually reinforcing.” (European
Commission, 2005). The long-term effects of regulatory action have to be considered
thoroughly with regard to the goal to be reached. Concerning emission regulations the
first question would be if the set goals are reachable at all and at what costs.
Consequences for stakeholders are usually assessed on an aggregated level. Hence, the
need for RIA on a company level gets clear. Since the regulator is not able to take all
affected stakeholders into account, a company itself has to do its own assessments as a
basis for further strategic planning. Anticipating and forecasting future consequences of
political decisions gets a crucial task for future success.
Due to this rather complex situation the automotive industry finds itself in the research
project “Regulatory Impact Assessment” that was launched at the Technische
Universitaet Braunschweig including basically five project partners: the Department of
Production and Logistics Management and the Institute for Traffic Safety and
Automation Engineering of Technische Universitaet Braunschweig and three
departments of Volkswagen AG’s corporate research division (Fuels, Drivetrains,
Traffic Control). The different questions mentioned above can only be answered in
collaboration with the according experts at Volkswagen. Besides the engineering
experts we are in contact with the corporate market research department. We have been
able to bring these people together discussing their problems concerning ecological
motivated regulations. Usually applied methods are input-output-analysis, scenario
analysis, trend extrapolation, to name a few. A holistic view is strived for, but rather
often implemented as parallel analysis of different parts of the problem and without
incorporating interdependencies between different sectors.
Modeling the system dynamics
In order to reach the aim of our studies - modeling of the impacts of legal development
and costumer behavior on drivetrain technology - we first assessed common methods
for describing and modeling complex and non-linear systems. From methods like Petri
nets, artificial neuronal networks, Box-Jenkins models or software agents, System
Dynamics (SD) was chosen as appropriate method because of its strong background in
management, its more intuitive understandability for non-experts, and especially its
ability to describe coherences in a white-box modeling approach. Discussions with
decision makers showed, that for our case only white-box modeling would make people
build up confidence in our models. From a more theoretical point of view, SD also
opens the door for using methods and techniques from control theory to improve and
validate models and develop efficient policy structures in further project stages at the
same time.
Our aim is to develop a model that is able to clarify the evolution of the automobile
market including overall sales and the distribution of different drivetrain technologies
triggered by regulatory actions. Therefore it seems to be obvious that a market model
should be incorporated in our approach. Since the classic product diffusion model by
Bass (1969) seems not to be appropriate for the examination of the development of
market shares of new technologies, a much more detailed model is developed. Two
different steps are identified in the purchasing process: the awareness that a certain
product exists and the decision for this product itself. These interdependent processes
were modeled by Urban et al. (1990) and McFadden (1974) first and combined by
Struben (2006) to show how alternative fuel and drive train technologies diffuse into the
market. Thereby, incorporated factors like product awareness (named “familiarity” in
his work), spillover effects in R&D from one technology to another, and the parallel
development of alternative drive trains and the necessary infrastructure for fueling. The
coherences of the model of Struben are shown in figure 3.
Figure 3: Co-flow of familiarity and market share, cf. (Struben, 2006, p. 27)
Building confidence into the model
Since our project partners at Volkswagen have not gained experience so far about SD
and the development of socioeconomic models we agreed to demonstrate their abilities
in a case study. We chose the diffusion of hybrid automobiles in California, because
California is the world’s leading automobile market and the introduction of a rather new
technology is obviously an interesting situation for a car manufacturer. Based on parts
of the model by Struben (2006) respectively Urban et al. (1990) the structure of how
market shares of new products behave was explained to our project partners in depth
during a two hour presentation/workshop. While there was no objection to the
theoretical background, it was still doubted that the model would be able to generate
results fitting to the practical situation on the market. Thus, we applied the developed
model to the case study using a few assumptions as well as publicly available statistical
data about sales (R.L. Polk & Co. cited by hybridcars.com, 2006), and motor vehicle
registrations (Department of Motor Vehicles, 2005). The importance of certain vehicle
features had been examined in a survey conducted by the University of California at
Irvine (Bunch et al., 1992). Incorporating these even these rough data, we could show
that our results reflect the actual situation in California rather precisely. The charts we
presented to Volkswagen showed the progression of the market share of hybrid
automobiles in relation to gasoline and diesel. As example, figure 3 as one of the charts
used, shows the progress of sales of hybrid automobiles in California in reality
compared to our modeling results. One can see how close the historical data are met.
Figure 4: Validation of the diffusion of Hybrid automobiles in California
Further proceeding
So far, we have developed a diffusion model being able to display the development of
market shares of different drivetrain technologies. Applying this model to the case of
California using publicly available data, we could show that modeling results reflect the
actual situation in California. By presenting these results to our project partners from
Volkswagen, we could gain their confidence in the modeling technique System
Dynamics in general, and especially in the diffusion model.
With the validated model and  the credibility we have gained we are able to take the
next steps. A proposed disaggregation of the diffusion model is not trivial. The amount
of data needed to . Furthermore, a market model alone cannot be enough. The obvious
first addition is going to be an emission model. We are about to cope with that with the
help of Volkswagen. Do you know anything useful for this?
Since legislator and companies seek to optimize their results according to their system
of values it seems to be possible that there is some kind of mutually influencing floating
goal system here. Both take external influences into account and adapt their own goals
to what they consider being possible according to their specific situation (figure 4).
Actions taken in order to reach a goal are adapted to the floating goals as well. But how
to handle this setting? Can all the stakeholders be treated as a single person?
Figure 5: Feedbacks between a company, its competitors and customers
Laws get valid once and then usually exist for a longer time. This is easy to reproduce.
Political goals - in opposite - may change rather quickly and a law’s development is also
determined by other stakeholders of a planned law. Politics, especially in democracies,
follow multidimensional strategies. It will be difficult to validate a system that is
determined by such a “non-causal” environment. Pure qualitative reasoning will hardly
lead to anything either. So what is to be done next?
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