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Available online 07 March 2018In this paper, we consider the use of land-based frequency-domain electromagnetics (FDEM) for magnetic sus-
ceptibility modelling. FDEM data comprises both out-of-phase and in-phase components, which can be related
to the electrical conductivity and magnetic susceptibility of the subsurface. Though applying the FDEM method
to obtain information on the subsurface conductivity is well established in various domains (e.g. through the
low induction number approximation of subsurface apparent conductivity), the potential for susceptibility map-
ping is often overlooked. Especially given a subsurface with a low magnetite and maghemite content (e.g. most
sedimentary environments), it is generally assumed that susceptibility is negligible. Nonetheless, the heteroge-
neity of the near surface and the impact of anthropogenic disturbances on the soil can cause sufﬁcient variation
in susceptibility for it to be detectable in a repeatable way. Unfortunately, it can be challenging to study the
potential for susceptibility mapping due to systematic errors, an often poor low signal-to-noise ratio, and the
intricacy of correlating in-phase responses with subsurface susceptibility and conductivity. Alongside use of
an accurate forward model – accounting for out-of-phase/in-phase coupling – any attempt at relating the in-
phase response with subsurface susceptibility requires overcoming instrument-speciﬁc limitations that burden
the real-world application of FDEM susceptibility mapping. Firstly, the often erratic and drift-sensitive nature
of in-phase responses calls for relative data levelling. In addition, a correction for absolute levelling offsets may
be equally necessary: ancillary (subsurface) susceptibility data can be used to assess the importance of absolute
in-phase calibration though hereby accurate in-situ data is required. To allow assessing the (importance of) in-
phase calibration alongside the potential of FDEM data for susceptibilitymodelling, we consider an experimental
test case whereby the in-phase responses of a multi-receiver FDEM instrument are calibrated through downhole
susceptibility data. Our results show that, while it is possible to derive approximate susceptibility proﬁles from
FDEM data, robust quantitative analysis hinges on appropriate calibration of the responses.







The out-of-phase and in-phase components of frequency domain
electromagnetic (FDEM) instrument responses can be related to the
electrical conductivity and magnetic susceptibility of a subsurface
volume. Moreover, the technique allows mapping these subsurface
variables in a spatially comprehensive manner (Everett, 2012). Apply-
ing the FDEM method to obtain depth information on the subsurface
conductivity is well documented and a wide array of approaches have
been investigated (e.g. Farquharson et al., 2003; Santos, 2004; Cox and
Zhdanov, 2008; Minsley, 2011; Saey et al., 2012; Grellier et al., 2013;
Guillemoteau et al., 2015; Guillemoteau and Tronicke, 2016). In partic-
ular, the use of approximations to obtain comprehensive interpretations
of the out-of-phase response (e.g. approximative ECa through the
assumption of a low induction number (McNeill, 1980; Callegary et al.,edt).2007), has paved the way for a broad application of loop-loop FDEM in-
struments for qualitative subsurface conductivity mapping. However,
while the fundamental body of work on considering the in-phase
response increases (e.g. through adaptive inversion protocols as
presented by Beard and Nyquist (1998), Farquharson et al. (2003),
Sasaki et al., 2010, Guillemoteau et al., 2016, and Thiesson et al.,
2017), the application potential for near-surface susceptibility mapping
remains often overlooked.
Because the signal-to-noise ratio (S/N) is generally low in environ-
ments with a low magnetite and maghemite content (see Clark and
Emerson, 1991), andwhen deployingﬁxed-boom loop-loop instrumen-
tation (Sasaki et al., 2010), it can be challenging to study the potential
for FDEM susceptibility mapping. Nonetheless, the heterogeneity of
the near surface and the impact of anthropogenic disturbances can
cause sufﬁcient variation in susceptibility for it to be detectable in a re-
peatable way, even in sedimentary environments (e.g. De Smedt et al.,
2014; Thiesson et al., 2017). Unfortunately, systematic errors and the
complexity of correlating in-phase responseswith susceptibility exacer-
bate the problem of obtaining susceptibility (depth) information.
18 S. Delefortrie et al. / Journal of Applied Geophysics 152 (2018) 17–25The in-phase response can be viewed as a combination of the
following:
(i) a response proportional to subsurface (magnetic) susceptibility.
The sensitivities of the in-phase to subsurface susceptibility
for a given coil conﬁguration are complex since these can be
positive or negative depending on the depth and since the
exact sensitivities depend on the (3D) subsurface susceptibility
distribution (Noh et al., 2016).
(ii) a response proportional to the subsurface conductivity distri-
bution (due to the coupling of out-of-phase and in-phase
(see Farquharson et al., 2003, Noh et al., 2016)). When the
conductivity is low this response is negligible.
(iii) systematic errors (see Minsley et al., 2012; Delefortrie et al.,
2014; Sasaki et al., 2008).
(iv) random errors (i.e. signal noise).
It follows that alongside use of an accurate forward model –
accounting for out-of-phase/in-phase coupling – any attempt at relat-
ing the in-phase response with subsurface susceptibility requires
overcoming practical, instrument-speciﬁc limitations. Firstly, account-
ing for signal instability is needed, as the in-phase responses can
be erratic and are prone to drifting (Delefortrie et al., 2014): such a
correction usually consists of a relative compensation. In addition,
a correction for absolute levelling offsets may be necessary as well
(i.e. absolute calibration, for instance through multi-height surveying
(Sasaki et al., 2008), or by observing the response of objects
with known EM characteristics (Thiesson et al., 2014)). Ancillary
(subsurface) susceptibility data, however, can be used to assess the
importance of in-phase absolute calibration fully, though accurate in-
situ susceptibility data is required. Therefore, a case study aimed at
assessing the (importance of) in-phase calibration as well as the po-
tential of FDEM data for susceptibility modelling from a practical van-
tage point, was masterminded. We mainly consider FDEM applied for
near-surface investigations on land (as opposed to offshore or aerial
applications). Though helicopter and land-based FDEM are essentially
the same, the survey modality and scale give rise to some important
differences.
2. Materials and methods
2.1. Study area
The ~1.3 ha study area was situated near Knowlton (Dorset, UK)
and can be described as gently sloping arable land. From aerial pho-
tographs, the subsurface was thought to contain several archaeolog-
ical features. The motivation for selecting a dataset collected in the
framework of an archaeological investigation, was the presence of
highly local in-phase anomalies in the FDEM survey data (related
to the buried archaeology) as well as a relatively large variation in
susceptibility (considering the geology). Generally, the shallow geol-
ogy at the site is characterized by Cretaceous chalk of the Portsdown
Chalk Formation overlain by Quaternary, siliciclastic deposits. Based
on information by the British Geological Survey, the chalk Bedrock
was formed during the Upper Cretaceous and consists of a calcare-
ous ooze (mainly coccoliths). Lithological information collected at
the site conﬁrmed a chalk substrate (at shallow depth) overlain by
silty sand.
2.2. Data collection and processing
FDEM instruments transmit a time-varying electromagnetic ﬁeld,
thereby inducing EM ﬁelds in the subsurface. Regarding loop-
loop instruments, a primary ﬁeld is produced by a transmitter coil,
while the receiver coil(s) pick up the totalmagnetic ﬁeld (H), consistingof the primary (Hp) and induced ﬁeld (Hs). Measured ﬁelds consist of
out-of-phase and in-phase components, which are expressed as:
in−phase ¼ Re H−Hp
Hp
 
; out−of−phase ¼ Im H−Hp
Hp
 
For the FDEM data collection, multi-receiver survey data were
recorded using a DUALEM 21HS instrument (DUALEM Inc., Milton,
Canada) on 28/07/2016 (using the instrument in horizontal (HCP)
as well as vertical coplanar (VCP) mode). The DUALEM 21HS has an
operating frequency of 9000 Hz and one transmitter (Tx) paired with
three coplanar receiver coils at 0.5, 1 and 2 m from Tx (HCPH, HCP1
and HCP2, respectively, when operating in HCP mode; VCPH, VCP1
and VCP2when operating in VCPmode); and three perpendicularly ori-
ented receivers at 0.6, 1.1 and 2.1 m from Tx (PRPH, PRP1 & PRP2 when
operating in HCP mode). The PRPH, HCPH and VCPH data were not
considered in this study. The sampling frequency was 8 Hz and the in-
strument elevation (intercoil centre line) was 0.16 m. The data were
collected along parallel lines, 1 m apart, at a speed of ~8 km/h. The ac-
quisition direction was southwest-northeast and geographic coordi-
nates were logged using a dGNSS system. Post-processing included:
– correcting for the spatial offsets between the GNSS antenna and the
coil conﬁguration midpoints following Delefortrie et al. (2016) as
well as a time lag.
– correcting for signal drift using a calibration line as described in
Delefortrie et al. (2014). Remanent corrugations present in the PRP
in-phase responses were levelled using the procedure by De Smedt
et al. (2016). This is not an absolute calibration; rather, the data
are levelled relatively to the reference of a tie-line.
– interpolation to grids (0.3 × 0.3 m) using natural neighbour
interpolation.
– treatment for random errors because the signal to noise ratio was
considered poor: a 2D median ﬁlter was applied to all grids with a
square, smoothingwindow of 0.9 × 0.9 m. This is a simple albeit im-
portant step: a small windowwas selected to arrive at slightly more
robust maps without smoothing the regions of interest. Following,
the noise levels for the FDEM measurements were estimated to be
0.02 ppt for the 1 and 2 m separations and 0.04 ppt for the 4 m
separations.
Fig. 1 illustrates the preliminary processing (as described in the pre-
vious paragraph) and all FDEM maps are shown on Fig. 2. The out-of-
phase data are shown as LIN ECa data (following the low induction
number or LIN approximation by McNeill, 1980). The FDEM maps
clearly show in-phase anomalies that can be related to the presence of
a circular and other archaeological features. In addition, the PRP in-
phase signals are affected heavily by a “stripe” pattern that occurs al-
most perpendicular to the driving direction: this is thought to be the
effect of ploughing. The LIN ECa maps reveal the low conductivity of the
environment as well as the presence of “point” anomalies (see HCP1)
that are likely due to very shallow, metal objects. Though the S/N ratio
is small, there are congruous LIN ECa variations in the different maps.
Fig. 3 shows theHCP2 in-phasemapwith indication of the validation
locations and inversion transects. The validation locations were chosen
to represent the entire range of conductivity and susceptibility of the
area and the following data were collected at each location on 28–29/
07/2016 and 10–12/08/2016:
(i) a lithological description was made using a 5 cm (diameter)
hand auger and the depth of the upper boundary of the chalk
substrate was registered. The boundary between the Quaternary
mantle (silty sand) and the Cretaceous chalk substrate was fairly
sharp (as opposed to diffuse).
(ii) magnetic susceptibility data were collected using a 2 cm gouge
auger and a MS2H probe (Bartington instruments, England).
Fig. 1. Illustration of preliminary processing. The drift correction consisted of tie-line levelling (Delefortrie et al., 2014) and (only used for the PRP in-phase responses) a secondary levelling
usingwavelet (De Smedt et al., 2016). Themedian ﬁlter usedwas a 2Dmedian ﬁlter of 0.9 × 0.9 m. Axes show local coordinates [m]. The lowermost plot shows the data along the transect
indicated on the drift corrected in-phase map (blue). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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tion around its tip and a vertical resolution of 1.25 cm. The
susceptibility measurements were taken at 5 or 10 cm intervals
until the background susceptibility of zero was reached (the sus-
ceptibility of the chalk).
Fig. 4 shows the collected susceptibility proﬁles with indication of
the observed chalk boundary depth. The chalk has a background value
of 0 susceptibility whereas the Quaternary mantle is characterized by
more elevated susceptibilities (in the order of 100 E-05 []). Nonetheless,
the sudden decrease in susceptibility at the layer boundary did not
always coincide with the observed chalk depth, which is likely due to
leaching, weathering and mixing caused by agricultural practices. Also
shown are the extrapolated proﬁles: this was performed because a
basement susceptibility is required as input for the forward modelling
of the instrument responses. The last measured susceptibility (of the
chalk) was assumed to remain unchanged with increasing depth
(until the max depth of exploration for a given coil conﬁguration).
Though extrapolation is generally ill-advised (and especially so given
a heterogeneous sedimentary environment), the chalk substrate was
assumed homogeneous with regards to the substrate susceptibility.
Some conductivity data of the uppermost layer were acquired as well
and the magnitudes of EC and LIN ECa variations were found to be
very similar.
2.3. Forward modelling and inversion
The forward model EM1DFMFWD was used to compute the mag-
netic ﬁeld values for the applied coil conﬁgurations over a layered
half-space. It employs the matrix propagation approach as described
in Farquharson (2000). This method uses the z-component of the
Schelkunoff F-potential (Ward and Hohmann, 1987). An alternative de-
velopment (with the same results) is given by Minsley (2011) and isapplied in the FEMIC code (Elwaseif et al., 2017). These approaches
are sometimes referred to as the (1D) “full solution” since the raw in-
strument responses are calculated for given conductivities and suscep-
tibilities of a horizontally layered earth and approximations of the
response sensitivities are avoided.
For inverting the data, the EM1DFM (Farquharson, 2000) code
was applied, which relies on the aforementioned forward model
EM1DFMFWD. The discrepancy principle inversion type was used and
the inversion parameters were selected through trial and error by con-
sidering the inversion misﬁts, the robustness of the inversion parame-
ters and by comparing the inverted results with the validation data
(to take into account possible over- or underﬁtting; see Oldenburg
and Li, 2005). The best ﬁtting half-space model (susceptibility) was
used as a starting model, a homogenous conductivity background
of 7 mS/m was assumed and a 10 layer model was chosen (with
20 cm layers). Additionally, a susceptibility reference model (smallest
component) was passed along: a 25 cmuppermost layer with a suscep-
tibility of 100 E-05 [] and a basement half space of 0 []. The estimated
noise levels were indicated for the various coil conﬁgurations as well
(see “data collection and processing”). Generally put, the inversion
aims at constructing the simplest model that adequately reproduces
the observations by posing the inverse problem as an optimization
problem in which the model is sought that minimizes the objective
function:
Φ ¼ ϕd þ β ϕm
with
ϕd ¼ ‖Wd d−dobsð Þ‖2
which represents the data misﬁt or the l2-norm (represented by || . ||,
indicating the root square error) of the weighted differences between
Fig. 2. FDEM maps. The colorscales do not show the entire data range and whereas the scaling is the same for the LIN ECa maps, the in-phase maps have a different scaling. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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Fig. 3. HCP2 in-phase map with indication of validation locations (red) and inversion transects (blue). (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.)
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are given according to the noise indications for each observation.
When using the discrepancy principle inversion type, β (the trade-off
parameter) is calculated using a line-search algorithm which attempts
to choose β so that the misﬁt for the ﬁnal model is equal to a targetFig. 4. Susceptibility proﬁles (black) collected at the validation locations. All axes have the sam
0.5 m was 900 E-05 [].value governed by the number of observations (when the noise in the
observations is well known, which was assumed in the presented
case). ϕm is the model structure:
ϕm ¼ αs‖Ws m−mrefð Þ‖2þαz‖Wz m−mrefð Þ‖2e limits. Proﬁle 10 is partially cut off: the susceptibility measured in the ﬁeld at a depth of
22 S. Delefortrie et al. / Journal of Applied Geophysics 152 (2018) 17–25in the case of only inverting for susceptibility. The two terms correspond
to the “smallest” and “ﬂattest” terms for the conductivity parts of the
model (governed by the coefﬁcients αs and αz respectively). Ws and
Wz contain weights related to the model layer thicknesses while m
and mref pertain to the (conductivity) model and reference model. By
iteratively solving the objective function the non-linear problem is line-
arly approximated during each iteration. For more information on the
implementation of the EM1DFM forward model, the objective function
of the inversion and the exact deﬁnitions of the inversion parameters,
we refer to Farquharson et al. (2003), Oldenburg and Li (2005) and
the manual of the program: https://www.eoas.ubc.ca/ubcgif/iag/
sftwrdocs/em1dfm/em1d-man.html.
3. Results and discussion
To ascertain the presence of systematic errors in the FDEM data, the
(extrapolated) susceptibility proﬁles were used to calculate forward re-
sponses (in-phase*) for the applied coil conﬁgurations (a homogeneous
background conductivity of 7 mS/m was assumed). Following, the
forward modelled (theoretical) responses were compared with the
measured response: see Fig. 5 for the scatterplot (which includes the
correlation coefﬁcients for every coil conﬁguration).With the exception
of the PRP2 data, good correlations can be observed for the in-phase
data. This suggests that the assumption of zero susceptibility for the
chalk substrate is warranted and vouches for the accuracy of the signal
instability correction. However, it is clear that relatively large (absolute)
levelling offsets with regards to the 1:1 line are present. The levelling
offsetmagnitudes are similar to themagnitude of the signal instabilities.
The presence of levelling offsets is not surprising: the signal instabil-
ity corrections are relative compensations meant to level the data with
regards to a ﬁxed survey reference (in this case, the tie-line reference).
Looking more closely at the data, it can be seen that each data cluster
(for a particular coil conﬁguration) exhibits one outlier: these outliers
can be traced to validation location “10”where an elevated susceptibil-
ity (of 900 E-05 []) was encountered at a depth of 0.5 m and was linked
to a small-scale archaeological targetmeaning that thediscrepancywith
the modelled response can be explained by an invalid assumption ofFig. 5. Scatterplots of the forward modelled in-phase responses (EM1DFWD) vs the actual, in-
correction and median ﬁltering vs in-phase* data with indication of the correlation coefﬁcientslateral homogeneity. Other smaller discrepancies might be due to simi-
lar reasons and/or noise in the FDEM observations. The reason for the
lack of correlation with regards to the PRP2 in-phase data is unknown
but might be related to the large signal noise and/or high sensitivity to
surface variations (which could both explain why the predicted values
show very little variation).
Notably, the in-phase data are clustered per coil conﬁguration, sug-
gesting different levelling offsets. To correct for the offsets the median
deviation from the 1:1 line was calculated (i.e. a “zeroth-order” regres-
sion) and subtracted. Fig. 5, right, displays the transformed data and
the calculated offsets. Due to the lack of correlation of the PRP2 data
(in-phase* vs in-phase) this signal was disregarded.
The out-of-phase data could not be reliably examined for (absolute)
levelling offsets due to the lack of deeper conductivity information,
which is necessary for the forward modelling. Since the aim remains
the calibration and inversion of in-phase data, the out-of-phase data is
therefore not looked into further. However, as subsurface conductivity
inﬂuences the in-phase as well, it cannot be completely ignored. There-
fore, a background conductivity of 7 mS/m was assumed for the entire
area. Due to the low conductivity, which results in a negligible contribu-
tion to the forward response calculation of the in-phase, and the limited
variation in the LIN ECa data, this is a conservative assumption. None-
theless, in higher conductivity settings this should not be overlooked
and wrongfully assuming a homogeneous conductivity would lead to
untrustworthy results.
Due to the similarity in magnitude of the (absolute) levelling offsets
and the magnitude of the variation of the in-phase data, it is apparent
that these offsets will have an important effect on any quantitative use
of these data. Regardless, it is not clear if the (levelled) in-phase data
can be inverted successfully: i.e. can the subsurface susceptibilities
be approximated for either or do the complex sensitivities and the low
S/N impede successful inversion? To evaluate, both levelled and
unlevelled in-phase data were inverted using the same inversion
parameters. EM1DFM was used, with application of the discrepancy
principle, which was found to provide more robust results. The inver-
sion results along the transects indicated on Fig. 3 are shown on
Figs. 6–8 alongside the plotted misﬁts. The key parameters usedphase observations at the validation locations: (left) in-phase data after signal instability
and (right) the same data but after levelling offset correction, excluding the PRP2 data.
Fig. 6. Inversion results for transect 1, as indicated on Fig. 4. Top left: (nearest neighbour interpolated) inversion results of the uncalibrated in-phase responses –with regards to absolute
levelling. Bottom left: susceptibility model calculated using the in-phasecorr responses. Right: the corresponding misﬁts.
23S. Delefortrie et al. / Journal of Applied Geophysics 152 (2018) 17–25were: chifac = 1 (signifying that the indicated noise levelswere consid-
ered to be well-known for all observations); maximum decrease in
misﬁt (per iteration) = 0.5; αs = 0.1 and αz = 1 (see Materials and
methods). The producedmodels are unsmoothed andwere interpolated
to a 2D grid using nearest neighbour interpolation.Fig. 7. Inversion results for transect 2, as indicated on Fig. 4. Top left: (nearest neighbour interp
levelling. Bottom left: susceptibility model calculated using the in-phasecorr responses. Right: tWhen comparing the inversion results (Figs. 6–8), the results are
unequivocal:
– if the magnitude of the levelling offsets nears the magnitude of the
variation of the responses (which is the case), successful inversionolated) inversion results of the uncalibrated in-phase responses –with regards to absolute
he corresponding misﬁts.
Fig. 8. Inversion results for transect 3, as indicated on Fig. 4. Top left: (nearest neighbour interpolated) inversion results of the uncalibrated in-phase responses –with regards to absolute
levelling. Bottom left: susceptibility model calculated using the in-phasecorr responses. Right: the corresponding misﬁts.
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reached due to the discrepancies between the forward modelled
and (uncalibrated) observations during the iterative process.
Instead, the objective function is halted after reaching a local mini-
mum. This results in an unrealistic model. In addition, the inversion
results are not robust (small changes in inversion parameters caused
large differences in the ﬁnal models).
– the inversion results of the same responses after absolute calibrationFig. 9. (nearest neighbour interpolated) Inversion results of the calibrated –with regards to abs
with addition of the in-situ collected susceptibility proﬁles 1–22, as indicated on Fig. 4.are more robust and suggest that realistic models can be attained.
Though the estimated susceptibilities do not reveal an abrupt inter-
face at the chalk upper boundary, the susceptibilities are similar to
the ones collected in-situ. This is not unexpected since the validation
data were used in the overall calibration of the in-phase data, yet it
does illustrate the impact of data levelling. Regarding themisﬁts, dis-
crepanciesmay appear large but are generallywithin the coil conﬁg-
uration noise levels.olute levelling- in-phase responses along transects 2 and 3 (top and bottom respectively)
25S. Delefortrie et al. / Journal of Applied Geophysics 152 (2018) 17–25It is again noted that the signiﬁcant difference owes to the magni-
tude of the levelling offsets nearing the magnitude of the responses.
Assessing the usefulness of the approximated subsurface susceptibili-
ties is less trivial and is subject to the applied routine, discretization and
parametrization. However, Fig. 9 shows two inverted transects combined
with the (validation) susceptibility proﬁles along the transects. A visual
assessment makes clear that the reconstructed susceptibilities are very
much approximate susceptibilities: sharp boundaries are not recon-
structed and the inverted susceptibilities seem smooth. These results
were indeed inﬂuenced by the choice of inversion parameters (which
favoured robustmodelswithout a lot of structure) because varying the in-
version parameters indicated a trade-off between inversion instability
and smoothness. In the presented case, robustness (less structure) was
preferred over sharp boundaries (more structure) because the inversion
routine was prone to derailing given the low S/N of the observations.
Nonetheless, the approximate reconstruction of susceptibilities is seen
as an excellent result, considering the diffusive nature of the method,
the low S/N of the data and the assumption of lateral homogeneity (all
leading to increased uncertainty with regards to the inverse problem).
4. Conclusions
It was possible to discern absolute levelling offsets in low S/N in-
phase data using in-situ validation data, following a (relative) signal in-
stability compensation. Moreover, the data has revealed the magnitude
of these offsets (see in-phase vs in-phase* data) to be similar to the
magnitude of the signal instabilities. This leads to the following
conclusions:
– Ideally, an accurate signal instability correction (i.e. a relative com-
pensation) facilitates detection of absolute levelling offsets as these
should then consist solely of constant offsets. It's use therefore ex-
tends beyond simply levelling the datawith regards to aﬁxed survey
reference.
– If the detected offsets are not constant or exceed the signal insta-
bilities associated with the responses, this might indicate poor
signal instability correction, improper instrument calibration,
errors in the forward modelling and/or inaccurate validation
data. Therefore, examining the correlation with forward modelled
responses based on ancillary data can act as a kind of quality
control.
– When the magnitude of the observed variation of an FDEM parame-
ter nears the magnitude of the signal's instability, absolute calibra-
tion is crucial if the data are to be used quantitatively.
The FDEM method is diffuse by nature and the low S/N of the data
and the assumption of lateral homogeneity at the level of themeasuring
volumes (which lead to added uncertainty with regards to the inverse
problem) seem to preclude accurate reconstruction of sharp susceptibil-
ity boundaries. However, by combining relatively simple processing
steps (tie-line calibration and median ﬁltering) with the described ab-
solute calibration procedure and a robust inversion scheme, it was pos-
sible to arrive at approximate susceptibility proﬁles. This was feasible
despite the in-phase data being impacted by low S/N, systematic errors
and despite the complexity of correlationwith susceptibility. As demon-
strated by previous research, using an accurate forward modelling rou-
tine is of great importance herein, however, combining the underlying
FDEM theory with knowledge of instrumental characteristics is key to
understanding and using FDEMdata. It follows that, at current, the prac-
tical potential of small-loop FDEM for susceptibility mapping is largely
untapped.
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