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HAUSDORFF MEASURES AND FUNCTIONS OF BOUNDED
QUADRATIC VARIATION
D. APATSIDIS, S.A. ARGYROS AND V. KANELLOPOULOS
Abstract. To each function f of bounded quadratic variation we associate
a Hausdorff measure µf . We show that the map f → µf is locally Lipschitz
and onto the positive cone of M[0, 1]. We use the measures {µf : f ∈ V2} to
determine the structure of the subspaces of V 0
2
which either contain c0 or the
square stopping time space S2.
1. Introduction.
The functions of bounded quadratic variation, introduced by N. Wiener in [23],
have been extensively studied in their own right as well as for their applications. For
example, related results can be found in [4], [5], [9], [19] and also in the monograph
[8] where several applications are included.
Our intention in the present work is to study the structure of the subspaces of
V 02 . In the sequel we shall denote by V2 the space of all real valued functions f with
bounded quadratic variation, defined on the unit interval and satisfying f(0) = 0.
The space V2 endowed with the quadratic variation norm is a Banach space. The
aforementioned space V 02 is a separable subspace of V2 of significant importance; it is
defined as the closed subspace of V2 containing all the square absolutely continuous
functions, a concept introduced by R. E. Love in the early 50’s (cf. [17]).
The space V 02 was introduced by S. V. Kisliakov in [14] as an isometric version
of the Lindenstrauss’ space JF . His aim was to provide easier proofs of the fun-
damental properties of JF . The space V 02 is separable, not containing ℓ1 and with
non-separable dual. These properties were the most distinctive ones for JF , as
such a space answers in the negative a problem posed by S. Banach. Earlier R.C.
James [11] had presented the James Tree (JT ) space which is the analogue of V 02
in the frame of the sequence spaces. It is notable that the class of the separable
Banach spaces not containing ℓ1 and with non-separable dual, which appears as
an exotic subclass of Banach spaces, includes spaces like V 02 naturally arising from
other branches of Analysis.
There exists a fruitful relation between the spaces V 02 and V2 pointed out by
Kisliakov (cf. [14]). Namely V2 naturally coincides with the second dual of V
0
2 and
moreover the w∗-topology on the bounded subsets of V2 coincides with the topology
of the pointwise convergence. Among the consequences of the preceding remarkable
property is that every f ∈ V2 is the pointwise limit of a bounded sequence (fn)n
from V 02 (cf. [18]). The variety of the classical Banach spaces which are isomorphic
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to a subspace of V 02 is large and rather unexpected. Indeed, beyond the space ℓ2
which among the classical spaces, is the most relative to V 02 , as it was stated in [15],
the space c0 is also isomorphic to a subspace of V
0
2 . Moreover for all 2 ≤ p < +∞,
the space ℓp shares the same property (cf. [6]).
In our previous work (cf.[1]), but also in [3], we have started studying the struc-
ture of the subspaces of V 02 . ¿From our point of view a sufficient understanding of
the structure of V 02 requires answers to the following problems.
Problem 1. LetX be a reflexive subspace of V 02 . Does there exist some 2 ≤ p <∞
such that ℓp is isomorphically embedded into X?
As we have mentioned earlier all ℓp, 2 ≤ p < ∞, are embedded into V 02 . Also,
in [6] it was shown that no ℓp 1 ≤ p < 2 is isomorphic to a subspace of V 02 . It is
worth pointing out that the embedding of ℓp 2 ≤ p <∞ is rather indirect and uses
the space S2 which is one of the central objects of the present paper. The space S2
is the quadratic stopping time space and is the square convexification of the space
S1. The latter space was defined by H. P. Rosenthal as the unconditional analogue
of the space L1(λ). Both spaces (i.e. S1, S2) belong to the wider class of the spaces
Sp, 1 ≤ p < ∞ which we are about to define. We denote by 2<N the dyadic tree
and by c00(2
<N) the vector space of all real valued functions defined on 2<N with
finite support. For 1 ≤ p < ∞ we define the ‖ · ‖Sp on c00(2<N) as follows. For
x ∈ c00(2<N), we set
‖x‖Sp = sup
(∑
s∈A
|x(s)|p
)1/p
where the supremum is taken over all antichains A of 2<N. The space Sp is the
completion of (c00(2
<N), ‖·‖Sp). As we mentioned above the space S1 (the stopping
time space) was defined by Rosenthal and the spaces Sp (1 < p < ∞) appeared
in S. Buechler’s Ph.D. Thesis [6]. The space S1 has an unconditional basis and G.
Schechtman, in an unpublished work, showed that it contains all ℓp 1 ≤ p < ∞.
This result was extended in [6] to all Sp spaces by showing that for every p ≤ q, ℓq
is embedded into Sp. An excellent and detailed study of the stopping time space
S1, in fact in a more general setting, is included in N. Dew’s Ph.D. Thesis [7]. The
interested reader will also find there, among other things, a proof of Schechtman’s
unpublished result. Let us also point out that the analogous problem to Problem
1 for the spaces Sp, 1 ≤ p < ∞ remains also open. An important result in [6]
shows that S2 is isomorphic to a subspace of V 02 and this actually yields that
V 02 contains isomorphs of all ℓp, 2 ≤ p < ∞. Before closing our discussion for
Problem 1, let us also note that for every infinite chain C of 2<N the subspace of
S2 generated by {es : s ∈ C} is isomorphic to c0, while for every infinite antichain
A the corresponding one is isomorphic to ℓ2. Thus, if a subspace X of V
0
2 contains
an isomorph of S2 then it contains all possible classical spaces that are embedded
to V 02 .
Our next two problems concern non-reflexive subspaces of V 02 . Let us begin
with a result from [3] which asserts that every non reflexive subspace X of V 02
contains an isomorph of ℓ2 or c0. To see this we start with some f ∈ X∗∗ \ X ,
where X∗∗ is considered as a subspace of V2. Since X does not contain ℓ1 Odell-
Rosenthal’s theorem (cf. [18]) yields that there exists a bounded sequence (fn)n
in X pointwise converging to f . If f is discontinuous then there exists a sequence
(gk)k, gk = fnk − fmk equivalent to the ℓ2 basis and hence ℓ2 is embedded into X .
The case of a continuous f is more interesting. As it is shown in [3], such an f
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is a difference of bounded semicontinuous functions (DBSC) when f is considered
as a function with domain (B(V 02 )∗ , w
∗). A result of Haydon, Odell and Rosenthal
(cf. [10]), yields that the sequence (fn)n has a convex block subsequence (gn)n
equivalent to the summing basis of c0. Let us note that the existence of a continuous
function f in X∗∗ \X is actually equivalent to the embedding of c0 into X .
The second problem concerns subspaces of V 02 with non- separable dual and it
is stated as follows.
Problem 2. Is it true that every subspaceX of V 02 withX
∗ non separable contains
an isomorph of V 02 itself? Moreover, is every complemented subspace X of V
0
2 with
non separable dual isomorphic to V 02 ?
An affirmative answer to the second part of Problem 2, yields that V 02 is a
primary space. In [1] it has been shown that the corresponding problem to the
preceding one in James’ space JT has an affirmative answer, an evident supporting
the possibility for a positive solution to Problem 2. It is worth mentioning that
as is shown in [1], every subspace X of V 02 with non-separable dual contains the
space TF . The space TF is a sequence space with non separable dual, introduced
in [1]. It is isomorphic to any subspace of V 02 generated by a tree family (fs)s∈2<N
of trapezoids. The latter spaces were considered in [6], for showing that V 02 does
not contain isomorphs of JT . In [1] it is also stated without proof that the space
S2 is embedded into TF which, as we have previously mentioned, yields that every
subspace of V 02 with non-separable dual contains isomorphs of all possible classical
spaces that are embedded in V 02 . In the present paper we give a proof of the
embedding of S2 into TF , granting that c0 is embedded into TF from [6].
The third problem concerns subspaces of V 02 with non separable second dual and
it is stated as follows.
Problem 3. Is it true that every subspace X of V 02 with X
∗∗ non separable
contains c0?
The main goal of the present work is to provide a positive solution to this prob-
lem. Before start explaining our solution, we point out that the preceding results
on subspaces X with non separable dual reduce the problem to those X with X∗
separable and X∗∗ non separable. Also, as we noted above, the embedding of c0
into X is equivalent to the existence of a function f ∈ (X∗∗ \ X) ∩ C[0, 1]. In
the early stages of our engagement to this problem, we observed that when X∗ is
separable, the set DX∗∗ = {t ∈ [0, 1] : ∃f ∈ X∗∗, oscf(t) > 0} is at most countable,
a fact supporting an affirmative solution to the problem. However we had no fur-
ther progress, until the moment where we discovered a new concept which plays a
key role to our approach. This is a Hausdorff type measure µf associated to every
f ∈ V2. The measure µf is defined as follows. First we introduce some notation.
Given f : [0, 1]→ R and P = {t0 < . . . < tp} ⊆ [0, 1], with p ≥ 1, let ‖P‖max =
max{ti+1 − ti : 0 ≤ i ≤ p − 1} and v22(f,P) =
∑p−1
i=0 (f(ti+1) − f(ti))2. For every
f ∈ V2 and for every interval I of [0, 1] we set
µ˜f (I) = inf
δ>0
µ˜f,δ(I),
where for each δ > 0, µ˜f,δ(I) = sup{v22(f,P) : P ⊆ I and ‖P‖max < δ}.
The collection {µ˜f (I) : I is an interval of [0, 1]} defines an outer measure and µf is
the regular measure induced by µ˜f on the Borel subsets of [0, 1]. We should mention
that N. Wiener himself had also considered the quantity
√
µ˜f [0, 1], pointing out
that it is a seminorm on V2. The measure µf incorporates a sufficient amount of
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information concerning the function f . Thus µf = 0 if and only if f ∈ V 02 , µf is
continuous (diffuse) if and only if f is continuous and also the discrete (atomic) part
of µf is supported by the points of discontinuity of f . Furthermore the following
hold.
Proposition 1. Let f ∈ V2. Then the set of the points of differentiability of f
has µf -measure zero.
As a consequence we obtain the following.
Corollary. Let f be a continuous function in V2. If the set of all non differ-
entiability points of f is at most countable then f belongs to V 02 . Moreover if
f ∈ (V2 \ V 02 ) ∩ C[0, 1] then the set of all non differentiability points of f contains
a perfect set.
The second result concerns the variety of the elements of V2.
Proposition 2. Let Φ : V2 →M+[0, 1] be the function that maps f to µf . Then
Φ is locally Lipschitz and onto. In particular for every continuous positive measure
µ ∈M+[0, 1] there exists f ∈ (V2 \ V 02 ) ∩C[0, 1] such that µf = µ.
The measure µf has a central role in the solution of Problem 3. In particular
the following inequality is the key ingredient. For every f ∈ V2 the following holds.
(1)
√
‖µf‖ ≤ dist(f, V 02 ) ≤ ‖o˜scKf‖∞ ≤
√
‖µf‖+ 2
√
‖µdf‖
where K is a w∗-closed subset of B(V 02 )∗ , 1-norming V 02 , o˜scf is as in [22] or [2]
and was introduced in [13] and also µdf is the discrete part of µf . Note that when
f is continuous then the inequality (1) becomes equality and hence dist(f, V 02 ) =√‖µf‖. Furthermore the measures {µf : f ∈ V2} permit us to have a better and
more precise understanding of the structure of X when X∗∗ is non separable. Thus
we prove the following.
Theorem. Let X be a closed subspace of V 02 . Then the following hold.
(1) The space X contains an isomorphic copy of c0 if and only if X
∗∗ is non
separable.
(2) The space X contains an isomorphic copy of S2 if and only if MX∗∗ =
{µf : f ∈ X∗∗} is non-separable.
Note that when X∗ is non separable the stronger case (case (2)) of the above
theorem occurs. When X is isomorphic to c0 then X
∗ is separable and MX∗∗
is separable. On the other hand, any subspace X of V 02 isomorphic to S
2 is an
example of a subspace X with separable dual and MX∗∗ non separable.
In the rest of the introduction we shall describe the basic steps towards a
proof of the main theorem. Let us start by saying that a function h ∈ V 02
is (C, ε)−dominated by a measure µ ∈ M+[0, 1], if for every finite family I =
([ai, bi])
n
i=1 of non overlapping intervals it holds
n∑
i=1
(
h(bi)− h(ai)
)2
≤ Cµ(∪I) + ε
This domination property permits us to engage measures with sequences (hn)n
which are equivalent to the usual basis of c0 as follows.
Proposition 3. Let (hn)n be a seminormalized sequence of functions of V
0
2 , (εn)n
be a null sequence of positive real numbers and µ ∈ M+[0, 1] such that for some
C > 0 each hn is (C, εn)− µ dominated and limn ‖hn‖∞ = 0. Then there is a
subsequence of (hn)n equivalent to the usual basis of c0.
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The next result explains how we pass data from an f ∈ X∗∗ \X to elements of
X itself.
Proposition 4. Let X be a subspace of V 02 , f ∈ X∗∗ \X and (fn)n be a bounded
sequence in X pointwise convergent to f . Then for every 0 < δ < dist(f,X) and
every sequence (εn)n of positive real numbers there exists a convex block sequence
(hn)n of (fn)n such that for all n < m the following properties are satisfied.
(i) δ < ‖hm − hn‖V2 ≤ 2M , where M = supn ‖fn‖V2 .
(ii) ‖hm − hn‖∞ ≤ 2‖o˜sc[0,1]f‖∞ + εn ≤ 4‖f‖∞ + εn.
(iii) hm − hn is (4, ε˜n)-µf dominated, where ε˜n = 32‖f‖V2
√
‖µdf‖+ εn.
The proof of the proposition uses inequality (1) and also optimal sequences
pointwise convergent to the function f (cf. [2]). Note that if we additionally
assume that f is continuous, in which case µdf = o˜sc[0,1]f = 0, Propositions 3 and
4 almost immediately yield that the space X contains c0 , a result initially proved
with a different method in [3].
The proof of the main result is divided into two cases. In the first case we consider
subspaces X of V 02 with X
∗ separable, X∗∗ non separable and MX∗∗ separable.
Then using Proposition 4 and the separability of X∗, we may select a seminormal-
ized sequence (Hn)n in V
0
2 and a norm converging sequence of measures (µn)n in
MX∗∗ such that each Hn is (4, εn)− µn dominated. Then an easy modification of
Proposition 3 yields that there exists a subsequence of (Hn)n equivalent to c0 basis.
The second case, namely when MX∗∗ is non separable, is more involved. Here,
we first give sufficient conditions for the embedding of the space S2 into a subspace
X of V 02 . Moreover, using again Proposition 4, we construct a seminormalized tree
family of functions (Hs)s∈2<N of elements of X and a bounded family of measures
(µs)s∈2<N . For each s ∈ 2n we define a finite subset Ls ⊆ 22n with card(Ls) = 2n
and we set Gs = 2
−n/2
∑
t∈Ls
Ht and νs = 2
−n
∑
t∈Ls
µt. The proof ends by
proving that these new tree families satisfy the requirements for containing a tree
subfamily equivalent to the S2 basis.
We consider the present work as a step towards the understanding of the struc-
ture of V 02 . Our approach has revealed a new component, the Hausdorff measure
µf associated to a function f of bounded quadratic variation, which is of inde-
pendent interest and could be useful to a further investigation of V2 as well as in
applications.
We close this introduction by pointing out that all the results contained here
remain valid under obvious modifications for the space V 0p , for all 1 < p <∞.
2. Preparatory work on V2.
This section is divided into three subsections. First we fix the notation that we
shall use. In the second subsection we prove that the set of discontinuity points
of the elements of X∗∗ when X∗ is separable is countable and also in this case
(X∗, ‖·‖∞) is separable. Finally, we introduce the biorthogonal families of functions
of V 02 . Such families share nice properties and as we will see they play a critical
role in the proofs of almost all of our results.
2.1. Preliminaries. We start with the notation which concerns intervals as well
as families of intervals of [0, 1]. The length of an interval I will be denoted by |I|.
For a finite family I of intervals, ‖I‖max = max{|I| : I ∈ I} and ‖I‖min = min{|I| :
I ∈ I}.
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By A we denote the set of all finite families of intervals of [0, 1] with pairwise
disjoint interiors. A sequence (Ii)i in A, will be called disjoint, if for every i 6= j,
I ∈ Ii and J ∈ Ij , the interiors of I and J are disjoint. Also by F we denote the
set of all finite families of pairwise disjoint closed intervals of [0, 1]. More generally,
given a subset S ⊆ [0, 1], F(S) is the set of all I ∈ F such that the endpoints of
every I ∈ I belong to S.
Given f : [0, 1]→ R and P = {t0 < . . . < tp} ⊆ [0, 1], with p ≥ 1, the quadratic
variation of f on P is the quantity
v2(f,P) =
( p−1∑
i=0
(f(ti+1)− f(ti))2
)1/2
Similarly for a I = (Ii)ki=1 in A, we set v2(f, I) = (
∑k
i=0(f(bi)− f(ai))2)1/2, where
for each 1 ≤ i ≤ k, ai, bi are the endpoints of Ii (if I is the empty sequence then
we define v2(f,∅) = 0). The quantity v2(f, I) has also been defined in [19] where
the exponent 1/2 is omitted.
Notice that every P as above, determines the family IP = ((ti, ti+1))p−1i=0 in A
and v2(f,P) = v2(f, IP). It is easy to see that for every f, g : [0, 1]→ R and every
I ∈ A, we have that
(2) |v2(f, I) − v2(g, I)| ≤ v2(f + g, I) ≤ v2(f, I) + v2(g, I)
Moreover for every disjoint partition I = ∪iIi of a I ∈ A,
(3) v2(f, I) ≤
∑
i
v2(f, Ii) and v22(f, I) =
∑
i
v22(f, Ii)
For I˜, I in A, we write I˜  I if for every I˜ ∈ I˜ there is I ∈ I such that I˜ ⊆ I.
For every ε > 0, D ⊆ [0, 1] and H1, ..., Hk in V 02 we will say that D ε−determines
the quadratic variation of the linear span < H1, ..., Hk >, if for every I ∈ A there
is I˜  I in F(D) such that∣∣∣v22( k∑
i=1
λiHi, I
)
− v22
( k∑
i=1
λiHi, I˜
)∣∣∣ ≤ ( k∑
i=1
|λi|2
)
ε,
for every sequence of scalars (λi)
k
i=1. Using standard approximation arguments the
following is easily proved.
Proposition 1. Let k ∈ N, H1, . . . , Hk in V 02 and ε > 0. Then there exists δ > 0
such that every D ⊆ [0, 1] which is δ−dense in [0, 1], ε−determines the quadratic
variation of < H1, . . . , Hk >.
Next we state some notation for the dyadic tree. For every n ≥ 0, we set
2n = {0, 1}n (where 20 = {∅}). Hence for n ≥ 1, every s ∈ 2n is of the form
s = (s(1), ..., s(n)). For 0 ≤ m < n and s ∈ 2n, s|m = (s(1), ..., s(m)), where if
m = 0, s|0 = ∅. Also, 26n = ∪ni=02i and 2<N = ∪∞n=02n. The length |s| of an
s ∈ 2<N, is the unique n ≥ 0 such that s ∈ 2n. The initial segment partial ordering
on 2<N will be denoted by ⊑ (i.e. s ⊑ t ifm = |s| ≤ |t| and s = t|m). For s, t ∈ 2<N,
s ⊥ t means that s, t are ⊑-incomparable (that is neither s ⊑ t nor t ⊑ s). For an
s ∈ 2<N, sa0 and sa1 denote the two immediate successors of s which end with 0
and 1 respectively. More generally for s, u ∈ 2<N, sau denotes the concatenation
of s and u, namely the element t ∈ 2<N with |t| = |s| + |u|, t(i) = s(i) for all
1 ≤ i ≤ |s| and t(|s|+ i) = u(i) for all 1 ≤ i ≤ |u|.
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An antichain of 2<N, is a subset of 2<N such that for every s, t ∈ A, s ⊥ t. A
branch of 2<N is a maximal totally ordered subset of 2<N. A dyadic subtree is a
subset T of 2<N such that there is an order isomorphism φ : 2<N → T . In this case
T is denoted by T = (ts)s∈2<N , where ts = φ(s).
In the sequel by the term subspace we always mean closed infinite dimensional
subspace. We also use the standard notation for Banach spaces from [16].
2.2. The discontinuities of X∗∗ for subspaces X of V 02 . For every f ∈ V2,
by Df we denote the set of all points of discontinuity of f . For all t ∈ [0, 1]
let f(t+) = lims→t+ f(s) and f(t
−) = lims→t− f(s) (where by convention we set
f(0−) = f(0) and f(1+) = f(1)). It is easily shown that for every f ∈ V2, the set
Df is at most countable an so f is a Baire-1 function. Moreover for every t ∈ Df ,
f(t−) and f(t+) always exist and
∑
t∈Df
|f(t)− f(t−)|2 + |f(t)− f(t+)|2 ≤ ‖f‖2V2.
In this subsection we will study the set DX∗∗ = ∪f∈X∗∗Df , for subspaces X
of V 02 with X
∗ separable and X∗∗ non-separable. We will show that DX∗∗ is a
countable subset of [0, 1] which as we will see implies that the space (X∗∗, ‖ · ‖∞) is
separable. We start with a characterization of the subspacesX of V 02 with separable
dual through the discontinuity points of all f ∈ X∗∗.
Proposition 2. Let X be a subspace of V 02 . Then X
∗ is separable if and only if
DX∗∗ is countable.
Proof. Suppose that DX∗∗ is uncountable. Then, since for every f ∈ X∗∗, Df
is countable, we may choose uncountable sets F = {fξ}ξ<ω1 ⊆ BX∗∗ and A =
{tξ}ξ<ω1 ⊆ [0, 1] such that the following are satisfied.
(1) For every ξ < ω1, fξ is discontinuous at tξ.
(2) Exactly one of the following hold.
(2a) For all ξ < ω1, fξ(t
+
ξ ) 6= fξ(tξ).
(2b) For all ξ < ω1, fξ(t
−
ξ ) 6= fξ(tξ).
Suppose that (2a) holds (the other case is similar). Passing to an uncountable
subset of F we may assume that there exists δ > 0 such that |fξ(t+ξ )− fξ(tξ)| > δ,
for every ξ < ω1. Moreover, by passing to a further uncountable subset, we can
suppose that there exist 0 < ε < δ and an open interval I of (0, 1) such that for every
ξ < ω1 we have that (i) tξ ∈ I, (ii) for every t ∈ I and t < tξ, |fξ(t) − fξ(t−ξ )| < ε
and (iii) for every t ∈ I and t > tξ, |fξ(t)− fξ(t+ξ )| < ε.
Let ξ < ξ
′
. If tξ < tξ′ then we have that
|δtξ(fξ)− δtξ′ (fξ)| ≥ |fξ(tξ)− fξ(t
+
ξ )| − |fξ(t+ξ )− fξ(tξ′ )| > δ − ε.
and if tξ′ < tξ then similarly |δtξ(fξ′ )− δtξ′ (fξ′ )| > δ − ε.
This implies that ‖δtξ |X − δtξ′ |X‖ ≥ δ − ε for every ξ 6= ξ
′
and therefore X∗ is
nonseparable. Finally for the converse, suppose that X∗ is non-separable. Then by
Proposition 23 of [1] we have that X∗∗ contains a non separable family H ⊆ V d2 =
< {χt : t ∈ (0, 1)} > and therefore DX∗∗ must be uncountable. 
Proposition 3. Let F be a subset of V2 such that DF =
⋃
f∈F Df is countable.
Then the space (F , ‖ · ‖∞) is separable.
Proof. We set Y = V c2 + < {χ[t,1] : t ∈ DF ∩ (0, 1]} > (where V c2 = V2 ∩ C[0, 1]).
By exploiting the proof of Theorem 15 of [1], we have that F ⊆ Y ‖·‖V2 ⊕ ℓ2(DF ).
8 D. APATSIDIS, S.A. ARGYROS AND V. KANELLOPOULOS
As ‖ · ‖∞ ≤ ‖ · ‖V2 , we get that Y
‖·‖V2 ⊆ Y ‖·‖∞ . Moreover since DF is countable,
(ℓ2(DF), ‖·‖∞) is separable. Since (Y, ‖·‖∞) is also separable, the result follows. 
Corollary 4. Let X be a subspace of V 02 such that X
∗ is separable. Then the space
(X∗∗, ‖ · ‖∞) is separable.
2.3. Biorthogonal families in V 02 .
2.3.1. Definition and existence. In this subsection we introduce the concept of
biorthogonality for families of functions in V 02 .
Definition 5. Let (Hi)i∈S be a family of functions of V
0
2 and (εi)i∈S a family
of positive real numbers, where S is a countable set. We will say that (Hi)i∈S is
(εi)i∈S− biorthogonal, if for every I ∈ A there is a disjoint partition I = ∪i∈SI(i)
such that for every j ∈ S,
(4)
∑
{i∈S:i6=j}
v2(Hi, I(j)) ≤ εj
Proposition 6. Let (Hn)n∈N be a sequence of functions of V
0
2 with lim ‖Hn‖∞ = 0.
Then for every sequence (εi)i∈N of positive real numbers there exists a subsequence
(Hni)i∈N such that (Hni)i∈N is (εi)i∈N− biorthogonal.
For the proof of the above proposition we will need some specialized forms of
biorthogonality. Let k ≥ 1, (εi)ki=1 and (δi)k−1i=0 be finite sequences of positive real
numbers such that 0 < δk−1 < ... < δ1 < δ0 = 1. We say that a sequence (Hi)
k
i=1 in
V 02 is ((εi)
k
i=1, (δi)
k−1
i=0 )− biorthogonal if the inequality (4) of Definition 5 is satisfied
for S = {1, ..., k} and
(5) I(j) = {I ∈ I : δj < |I| ≤ δj−1},
for all 1 ≤ j ≤ k (where for j = k, we set δk = 0).
We will also use the following notation. For a sequence of positive real numbers
(εi)i∈N and every 1 ≤ i ≤ k, we set εki = (
∑k−i+1
r=1 2
−r)εi. Clearly for all 1 ≤ i ≤ k,
εki < ε
k+1
i and limk ε
k
i = εi.
The proof of Proposition 6 is based on the next lemma.
Lemma 7. Let (Hi)
k
i=1 be an ((ε
k
i )
k
i=1, (δi)
k−1
i=0 )− biorthogonal sequence of V 02 . Let
0 < δk < δk−1 be such that for every I ∈ A with ‖I‖max ≤ δk, the following holds.
(6)
k∑
i=1
v2(Hi, I) ≤ εk+1
2
Then there is ε > 0 such that for every Hk+1 ∈ V 02 with ‖Hk+1‖∞ < ǫ, the sequence
(Hi)
k+1
i=1 is ((ε
k+1
i )
k+1
i=1 , (δi)
k
i=0)− biorthogonal.
Proof. Notice that for every J ∈ A with δk < ‖J ‖min, card(J ) < δ−1k . Set
ǫ =
√
δk2
−(k+3)min{εi}ki=1 and let Hk+1 ∈ V 02 be such that ‖Hk+1‖∞ < ε. Then
for every 1 ≤ j ≤ k and I ∈ A, we have that δk < δj < ‖I(j)‖min and therefore
v2(Hk+1, I(j)) ≤
(
δ−1k (2‖Hk+1‖∞)2
)1/2
≤ ε
2k+2
≤ εj
2k−j+2
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Hence for each 1 ≤ j ≤ k and for every I ∈ A,∑
{i:1≤i≤k+1,i6=j}
v2(Hi, I(j)) =
∑
{i:1≤i≤k,i6=j}
v2(Hi, I(j)) + v2(Hk+1, I(j))
≤ εkj +
εj
2k−j+2
=
( k−j+2∑
r=1
2−r
)
εj = ε
k+1
j
Finally ‖I(k+1)‖max ≤ δk and so by (6), we get that
k∑
i=1
v2(Hi, I(k+1)) ≤ εk+1
2
= εk+1k+1

Proof of Proposition 6. We inductively construct an increasing sequence n1 <
n2 < ... of natural numbers and a decreasing sequence of positive real numbers
0 < ... < δ2 < δ1 < 1 = δ0, such that for every k ≥ 1, the sequence (Hni)ki=1 is
((εki )
k
i=1, (δi)
k−1
i=1 )-biorthogonal. We claim that (Hni)i is (εi)i-biorthogonal. Indeed,
let I ∈ A and let I = ∪iI(i) be the partition of I induced by (5). Let also k0 ≥ 1
be such that δk0 < ‖I‖min. Then for each j ∈ N with j ≥ k0, I(j) = ∅ and so (4)
trivially holds. Otherwise for all k ≥ 1, ∑{1≤i≤k: i6=j} v2(Hni , I(j)) < εkj and so∑
{i6=j} v2(Hni , I(j)) ≤ εj .
We will also need the analogue of the above in the case where S = 2<N. We omit
the proof since it is an easy modification of the one of Proposition 6.
Proposition 8. Let (Hs)s∈2<N be a family of functions in V
0
2 such that for ev-
ery σ ∈ 2N, limn ‖Hσ|n‖∞ = 0. Then for every family (εs)s∈2<N of positive real
numbers, there exists a dyadic subtree (ts)s∈2<N of 2
<N such that (Hts)s∈2<N is
(εs)s∈2<N− biorthogonal.
2.3.2. Estimations on biorthogonal sequences. In the next two lemmas and propo-
sition, S stands for a countable set and (Hi)i∈S is an (εi)i∈S−biorthogonal family
in V 02 such that
∑
i∈S εi = ε <∞.
Lemma 9. Let I ∈ A, F ⊆ S finite and (λi)i∈F be a sequence of real numbers.
Then
(i) For every i ∈ S, v2(Hi, I \ I(i)) < ε.
(ii) For every j /∈ F , v2(
∑
i∈F λiHi, I(j)) ≤ maxi∈F |λi|εj.
(iii) For every j ∈ F , v2(
∑
i∈F λiHi, I(j)) ≤ |λj |v2(Hj , I(j)) + maxi∈F |λi|εj.
(iv) For every j ∈ F , v2(
∑
i∈F λiHi, I(j)) ≥
∣∣∣|λj |v2(Hj , I(j))−maxi∈F |λi|εj∣∣∣.
Proof. (i) Let i ∈ S. Then
v2(Hi, I \ I(i)) = v2(Hi,∪j 6=iI(j)) ≤
∑
j 6=i
v2(Hi, I(j)) ≤
∑
j 6=i
εj < ε
(ii) Let j /∈ F . Then
v2(
∑
i∈F
λiHi, I(j)) ≤
∑
i∈F
v2(λiHi, I(j)) =
∑
i∈F
|λi|v2(Hi, I(j)) ≤ max
i∈F
|λi|εj
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(iii) Let j ∈ F . Then using (ii) we get that
v2(
∑
i∈F
λiHi, I(j)) ≤ v2(λjHj , I(j)) +
∑
i6=j
v2(λiHi, I(j))
≤ |λj |v2(Hj , I(j)) + max
i∈F
|λi|εj
(iv) Since v2(
∑
i∈F λiHi, I(j)) ≥ |v2(λjHj , I(j))−
∑
i6=j v2(λiHi, I(j))|, the proof is
similar to that of (ii). 
Lemma 10. Let M > 0 and suppose that ‖Hi‖V2 ≤M , for all i ∈ S. Then for all
finite subsets F ⊆ G ⊆ S, every sequence of scalars (λi)i∈G and every I ∈ A the
following are satisfied.
(i) v22
(∑
i∈F λiHi, I
)
≤∑i∈F |λi|2v22(Hi, I(i)) + maxi∈F |λi|2(2M + ε)ε.
(ii) v22
(∑
i∈G λiHi, I
)
>
∑
i∈F |λi|2v22(Hi, I(i))−maxi∈G |λi|22Mε.
(iii) v22
(∑
i∈F λiHi, I
) ≤ v22(∑i∈G λiHi, I)+maxi∈G |λi|2(4M + ε)ε.
Proof. (i) By (ii) and (iii) of Lemma 9, we have that
v22
(∑
i∈F
λiHi, I
)
=
∑
j∈F
v22
(∑
i∈F
λiHi, I(j)
)
+
∑
j∈S\F
v22
(∑
i∈F
λiHi, I(j)
)
≤
∑
j∈F
(
|λj |v2(Hj , I(j)) + max
i∈F
|λi|εj
)2
+
∑
j∈S\F
max
i∈F
|λi|2ε2j
≤
∑
j∈F
|λj |2v22(Hj , I(j)) + max
j∈F
|λj |2(2M + ε)ε.
(ii) Using (iv) of Lemma 9, we obtain that
v22
(∑
i∈G
λiHi, I
)
≥ v22(
∑
i∈G
λiHi,∪j∈F I(j)) =
∑
j∈F
v22(
∑
i∈G
λiHi, I(j))
≥
∑
j∈F
∣∣∣|λj |v2(Hj , I(j))−max
i∈G
|λi|εj
∣∣∣2 ≥∑
j∈F
|λj |2v22(Hj , I(j))−max
i∈G
|λi|22Mε.
Finally (iii) follows easily from (i) and (ii). 
Proposition 11. Let M > θ > 2ε > 0 and suppose that θ < ‖Hi‖V2 ≤ M , for all
i ∈ S. Then (Hi)i∈S is an unconditional family.
Proof. Let F ⊆ G be finite subsets of S and let |λi0 | = maxi∈G |λi|. By (iii) of
Lemma 10, we easily get that
(7)
∥∥∥∑
i∈F
λiHi
∥∥∥2
V2
≤
∥∥∥∑
i∈G
λiHi
∥∥∥2
V2
+ |λi0 |2(4M + ε)ε,
Let I0 ∈ A such that v2(Hi0 , I0) > θ. Since (Hi)i∈S is (εi)i∈S−biorthogonal, we
get that
(8) v2(Hi0 , I(i0)0 ) ≥ v2(Hi0 , I0)− v2(Hi0 , I \ I(i0)0 ) > θ − ε
Moreover by (ii) of Lemma 9, we have that∣∣∣v2(λi0Hi0 , I(i0)0 )− v2(∑
i∈G
λiHi, I(i0)0
)∣∣∣ ≤ v2( ∑
i∈G,i6=i0
λiHi, I(i0)0
)
≤ |λi0 |ε,
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and so
(9) |λi0 |v2(Hi0 , I(i0)0 ) ≤ v2
(∑
i∈G
λiHi, I(i0)0
)
+ |λi0 |ε ≤
∥∥∥∑
i∈G
λiHi
∥∥∥
V2
+ |λi0 |ε
By (8) and (9), we get that
|λi0 | ≤
1
θ − 2ε
∥∥∥∑
i∈G
λiHi
∥∥∥
V2
Hence by (7), we have that∥∥∥∑
i∈F
λiHi
∥∥∥
V2
≤
(
1 +
(4M + ε)ε
(θ − 2ε)2
)1/2∥∥∥∑
i∈G
λiHi
∥∥∥
V2
and the proof of the proposition is complete. 
3. Hausdorff measures associated to functions of bounded
quadratic variation.
The aim of this section is to introduce and study the fundamental properties
of the measure µf corresponding to a function f ∈ V2. It is divided into three
subsections. The first includes the definition and initial properties of the measure
µf . The second is mainly devoted to the proof of Theorem 19 and the last contains
a study of the points of non differentiability of a function f ∈ V2.
3.1. Definition and elementary properties. For every f ∈ V2 and for every
interval I of [0, 1] we set
µ˜f (I) = inf
δ>0
µ˜f,δ(I)
where for each δ > 0, µ˜f,δ(I) = sup{v22(f,P) : P ⊆ I and ‖P‖max < δ}.
We also define the function F˜f : R→ R by
F˜f (x) =

0, if x ≤ 0
µ˜f [0, x], if 0 < x < 1
µ˜f [0, 1], if x ≥ 1
Notice that F˜f is a non-negative increasing function on R and so taking the upper
envelope Ff (x) = F˜f (x
+) of F˜f , we have that Ff is in addition a right continuous
function. Moreover since limx→−∞ Ff (x) = 0 and limx→+∞ Ff (x) = µ˜f [0, 1], Ff is
the distribution function of a finite positive Borel measure on R which we will denote
by µf . Notice that µf = 0 if and only if f ∈ V 02 and also that µf ≤ ‖f‖V2. Actually,
it is easy to see that defining for any function f : [0, 1] → R, the measure µf as
above, then µf is finite if and only if f ∈ V2. Since µf (−∞, 0) = µf (1,+∞) = 0,
in the sequel we will identify µf with its restriction on [0, 1].
Remark 1. The definition of the measure µf is generalized as follows. Let (X, ρ)
be a metric space and f : X → R be a real valued function. Following C.A. Rogers
in [21], for a function h : [0,+∞]→ [0,+∞] satisfying the conditions of p.50 of [21]
and every open subset G of X , we define the premeasure hf (G) = h(diamf [G]).
Next following Method II (see [21]), we induce the measure µhf defined on the Borel
subsets of X . It is easy to see that in the case of f ∈ V2 and for h(x) = x2, the
measure µhf coincides with the measure µf defined above. Although the measures
µhf are not mentioned as Hausdorff measures in the literature, their definition and
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geometrical properties motivate us to include them in the latter class. It seems
interesting to examine the regularity conditions that a function f : X → R must
satisfy so that the corresponding measure µhf is a finite Borel measure. For example,
this easily yields that f has at most countably many discontinuities. Hence if X is
a Polish space f is a Baire-1 function.
The following two lemmas are easily proved. The second one is essentially con-
tained in [1] (Lemma 18).
Lemma 12. Let 0 ≤ a < x < b ≤ 1, such that f is continuous at x. Then for
every I = I1 ∪ I2, where I is an interval with endpoints a, b and I1, I2 are intervals
with sup I1 = x = inf I2, we have that
µ˜f (I) = µ˜f (I1) + µ˜f (I2)
Lemma 13. (a) For every x ∈ (0, 1] and every ε > 0 there exists 0 < δ < x such
that sup{v22(f,P) : P ⊆ [x− δ, x)} ≤ ε. In particular µ˜f [x− δ, x) ≤ ε.
(b) Similarly for every x ∈ [0, 1) and every ε > 0 there exists 0 < δ < 1− x such
that sup{v22(f,P) : P ⊆ (x, x+ δ] ≤ ε. In particular µ˜f (x, x+ δ] ≤ ε.
Proposition 14. (a) Df = DFf = D eFf and so f is continuous if and only if
µf is continuous. Also for x ∈ [0, 1] \Df , F˜f (x) = Ff (x).
(b) If f is continuous at x then µf [0, x] = µ˜f [0, x] and µf [x, 1] = µ˜f [x, 1].
(c) For all continuity points x < y of f , µf [x, y] = µ˜f [x, y].
(d) For every open interval (α, β) of [0, 1], µf (α, β) = µ˜f (α, β).
Proof. (a) By the monotonicity of F˜f we have that for all x0 ∈ R, F˜f (x+0 ) = Ff (x+0 )
and F˜f (x
−
0 ) = Ff (x
−
0 ). Therefore DFf = D eFf and for every x0 ∈ [0, 1] \ D eFf ,
F˜f (x0) = Ff (x0). It remains to show that Df = D eFf . Let x0 ∈ [0, 1] be a
continuity point of f . If x0 < 1, by Lemma 12 we have that for every x0 < y ≤ 1,
F˜f (y)− F˜f(x0) = µ˜f [0, y]− µ˜f [0, x0] = µ˜f (x0, y] and so by Lemma 13(b), F˜f (x+0 ) =
F˜f (x0). If 0 < x0, again by Lemma 12, for every 0 ≤ y < x0 such that y is a
continuity point of f we have that F˜f (x0) − F˜f (y) = µ˜f (y, x0]. Since [0, 1] \ Df
is dense in [0, 1], by Lemma 13(b) we get that F˜f is continuous at x0. Conversely
suppose that x0 ∈ Df . Then either f(x+0 ) 6= f(x0) or f(x−0 ) 6= f(x0). Suppose that
f(x+0 ) 6= f(x0) (the other case is similarly treated). Then it is easy to see that for
every 0 < δ < 1 − x0, µ˜f [x0, x0 + δ] ≥ |f(x+0 ) − f(x0)|2 and using Lemma 12, we
obtain that
F˜f (x
+
0 ) = lim
δ→0
F˜f (x0 + δ) ≥ lim
δ→0
(µ˜f [0, x0] + µ˜f [x0, x0 + δ])
≥ F˜f (x0) + |f(x+0 )− f(x0)|2 > F˜f (x0)
Hence x0 ∈ D eFf .
(b) If f is continuous at x then by (a) we have that F˜f (x) = Ff (x) or µf [0, x] =
µ˜f [0, x]. Again by (a) we have that Ff is continuous at x and so µf ({x}) = 0. Hence
µf [x, 1] = µf [0, 1] − µf [0, x) = µf [0, 1] − µf [0, x] = µ˜f [0, 1] − µ˜f [0, x] = µ˜f [x, 1],
where the last equality follows from Lemma 12.
(c) Indeed, using (b) and Lemma 12, µf [x, y] = µf [0, y] − µf [0, x) = µf [0, y] −
µf [0, x] = µ˜f [0, y]− µ˜f [0, x] = µ˜f [x, y].
(d) Let a < an < bn < b such that an, bn are continuity points of f , limn an = a
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and limn bn = b. By Lemma 13, limn µ˜f (a, an] = limn µ˜f [bn, b) = 0 and by Lemma
12, µ˜f (a, b) = µ˜f (a, an] + µ˜f [an, bn] + µ˜f [bn, b). Hence µ˜f (a, b) = limn µ˜f [an, bn] =
limn µf [an, bn] = µf (a, b). 
For the following we need the next notation. For every f ∈ V2 and x0 ∈ [0, 1],
let
τf (x0) = max{|f(x+0 )− f(x−0 )|2, |f(x+0 )− f(x0)|2 + |f(x−0 )− f(x0)|2}
where f(0−) = f(0) and f(1+) = f(1). Moreover, for every δ > 0, let
τf,δ(x0) = sup{|f(y)− f(x0)|2 + |f(x0)− f(z)|2, |f(y)− f(z)|2},
where the max is taken for all 0 ≤ y ≤ x0 ≤ z ≤ 1 with |y − z| ≤ δ. Clearly
limδ→0 τf,δ(x0) = τf (x0) and f is continuous at x0 if and only if τf (x0) = 0.
The quantity τf (x0), is defined (with different notation) in [19], p.1464. An
equivalent definition was introduced earlier by L.C. Young [24], in order to charac-
terise the class W∗2 . The proof of the next proposition uses similar arguments to
those in [19].
Proposition 15. For every f ∈ V2 and x0 ∈ [0, 1], µf ({x0}) = τf (x0). Therefore
µdf [0, 1] =
∑
x∈Df
τf (x), where µ
d
f denotes the discrete part of µf .
Remark 2. Under the current terminology, it follows that W∗2 = {f ∈ V2 : µf =
µdf}.
Lemma 16. Let f1, f2 ∈ V2 and τ be a positive Borel measure on [0, 1] such that
µf1 ⊥ τ and τ ≤ µf2 . Then τ ≤ µf2−f1 .
Proof. Let F = f1 − f2. It suffices to show that µF (V ) ≥ τ(V ), for every open
subset V of [0, 1]. So fix an open subset V of [0, 1] and let ε > 0. Since µf1 ⊥ τ ,
there is Vε ⊆ V such that Vε = ∪ki=1Ii, where (Ii)ki=1 is a finite family of pairwise
disjoint open intervals of [0, 1], µf1(Vε) < ε and τ(Vε) > τ(V )−ε. Let δ > 0 be such
that |µ˜f1, δ(Vε)−µf1 (Vε)| < ε, |µ˜f2, δ(Vε)−µf2(Vε)| < ε and |µ˜F, δ(Vε)−µF (Vε)| < ε.
Also for all 0 ≤ i ≤ k, let Pi ⊆ Ii with |Pi| < δ and
∣∣∣∑ki=1 v22(f2,Pi)−µf2(Vε)∣∣∣ < ε.
Hence
∑k
i=1 v
2
2(f1,Pi) < 2ε and
µF (V ) ≥ µF (Vε) > µ˜F,δ(Vε)− ε ≥
k∑
i=1
v22(F,Pi)− ε
≥
k∑
i=1
[v2(f2,Pi)− v2(f1,Pi)]2 − ε
≥ µf2(Vε)− 2
( k∑
i=1
v22(f2,Pi)
)1/2( k∑
i=1
v22(f1,Pi)
)1/2
− 2ε
≥ µf2(Vε)− 2‖f2‖V2
√
2ε− 2ε ≥ τ(Vε)− 2‖f2‖V2
√
2ε− 2ε
≥ τ(V )− 2‖f2‖V2
√
2ε− 3ε.
Hence, letting ε→ 0, we get that µF (V ) ≥ τ(V ) and the proof is complete. 
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3.2. The correspondence between the functions of V2 and the measures
on the unit interval. By M[0, 1] we denote the space of all Borel measures
on [0, 1] endowed by the norm ‖µ‖ = sup{|µ(B)| : B is a Borel subset of [0, 1]}.
The positive cone of M[0, 1] will be denoted by M+[0, 1]. Recall that for every
µ ∈ M+[0, 1], ‖µ‖ = µ[0, 1]. In this subsection we study the properties of the
function Φ : V2 →M[0, 1], defined by Φ(f) = µf , for all f ∈ V2. We start with the
following easily established proposition.
Proposition 17. The next hold.
(i) For every f1, f2 ∈ V2, µf1+f2 ≤ 2µf1 + 2µf2 .
(ii) For every f ∈ V2 and λ ∈ R, µ(λf) = λ2µf .
(iii) For every f ∈ V2 and every g ∈ V 02 , µf+g = µf .
(iv) The map Φ : V2 →M[0, 1], defined by Φ(f) = µf is locally Lipschitz. More
precisely
‖µf1 − µf2‖ ≤ (‖f1‖V2 + ‖f2‖V2)‖f1 − f2‖V2
Remark 3. One could not expect that Φ is a linear map as its range is a subset of
the positive cone M+[0, 1] of M[0, 1] ( next we shall show that Φ is actually onto
M+[0, 1]). However there are special cases where the additivity of the function
Φ is established. For example it can be shown that for every pair f1, f2 ∈ V2
with µf1 ⊥ µf2 we have that µf1+f2 = µf1 + µf2 . Finally the map Φ is not w∗-w∗
continuous. For example let f ∈ V2 such that f =
∑
n gn, where (gn)n is a sequence
in V 02 . Then setting fn =
∑
k≥n gk, we have that (fn)n pointwise converges to 0,
however by (iii) of Proposition 17, µfn = µf , for all n ∈ N.
Lemma 18. Let µ be a finite positive discrete measure on [0, 1]. Then there is
h ∈ V d2 such that µh = µ.
Proof. Let S = {tn}n be an enumeration of the support of µ. Then µd =
∑
n λnδtn ,
where λn = µ
d({tn}). We define h =
∑
n
√
λnχtn and let hn =
∑n
k=1 λkχtk . Then
h ∈ V d2 , (hn)n ‖ ·‖V2-converges to h and so (µhn)n norm converges to µh inM[0, 1].
Since µhn =
∑n
k=1 λkδtk , µh =
∑
n λnδtn = µ. 
Theorem 19. For every finite positive Borel measure µ on [0, 1] there is f ∈ V2
such that µ = µf .
Proof. Since µ = µc + µd where µc is the continuous and µd is the discrete part
of µ, by Lemma 18, it suffices to find f ∈ V2 ∩ C[0, 1] such that µc = µf (it is
then easy to see that µf+h = µ, where h ∈ V d2 satisfying that µh = µd). Hence we
suppose for the sequel that µ is continuous.
For an interval I = [a, b] in [0, 1] let FI : I → R, defined by FI(x) = µ[a, x], for
all x ∈ I. Then FI is continuous , FI(a) = 0 and FI(b) = µ(I). Hence we may
choose ξI ∈ (a, b) such that FI(ξI) = µ[a, ξI ] = µ(I)/2. Consider now the function
GI : I → R defined by GI(x) = FI(x), if a ≤ x ≤ ξI and GI(x) = µI(I)− FI(x), if
ξI ≤ x ≤ b. Clearly ‖GI‖∞ = µ(I)/2.
Claim 1. For every interval I of [0, 1], let HI =
√
GI .
(i) For every x < y ∈ I, |HI(y)−HI(x)|2 ≤ µ(x, y].
(ii) For all intervals I1, I2 in [0, 1] such that max I1 ≤ min I2 and for all x1 ∈ I1,
x2 ∈ I2, |HI2(x2)−HI1(x1)|2 ≤ µ(x1, x2].
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Proof. (i) Notice that for α, β > 0, |α− β|2 ≤ |α2− β2|. Hence |HI(y)−HI(x)|2 ≤
|GI(y) − GI(x)| and so it suffices to show that |GI(y) − GI(x)| ≤ µ(x, y]. By
the definition of GI , we immediately get that for x < y ≤ ξI or for ξI ≤ x <
y, |GI(y) − GI(x)| = µ(x, y]. In the case x < ξI < y, we may assume that
GI(x) < GI(y) (the other case is similarly treated). Then there is x < z < ξI with
GI(z) = GI(y) and so |GI(y)−GI(x)| = |GI(z)−GI(x)| = µ(x, z] < µ(x, z].
(ii) As above it suffices to show that |GI2(x2) − GI1(x1)| ≤ µ(x1, x2]. Let b1 be
the right end of I1 and a2 be the left end of I2. Then GI1(b1) = GI1 (a2) = 0
and by part (i) |GI2 (x2) −GI1(x1)| = |GI2 (x2) −GI1(bI1) +GI1(a2) −GI1 (x1)| ≤
|GI2(x2)−GI1(b1)|+ |GI1(a2)−GI1 (x1)| ≤ µ(x, b1] + µ(a2, y] ≤ µ(x, y]. 
Claim 2. Let Hn =
∑2n+1
i=1 HIni , where I
n
i = [
i−1
2n ,
i+1
2n ], n ≥ 0, 1 ≤ i ≤ 2n.
(i) Hn ∈ V 02 and ‖Hn‖∞ =
√
2−(n+1)µ[0, 1].
(ii) For all I ∈ A, v22(Hn, I) ≤ µ(
⋃ I). Therefore ‖Hn‖V 02 ≤√µ[0, 1].
(iii) Let Pn = {i/2n}2ni=0 ∪ {ξIni }2
n
i=0. Then v
2
2(Hn,Pn ∩ [0, t]) = µ[0, t], for all
t ∈ Pn.
Proof. Straightforward by Claim 1. 
Claim 3. There exist a subsequence (Hni)i of (Hn)n and a strictly decreasing null
sequence (δi)
∞
i=0, with δ0 = 0, satisfying the following.
(i)
∑
i ‖Hni‖∞ <∞.
(iii) (Hni)i is ((2
−i)∞i=1, (δi)
∞
i=0)-biorthogonal.
(iii) For every i ∈ N, δi < ‖Pni‖min ≤ ‖Pni‖max ≤ δi−1.
Proof. We inductively define a strictly increasing sequence n1 < n2 < ... in N and
a strictly decreasing sequence 0 = δ0 > δ1 > δ2 > ..., such that for every k ≥ 1, the
following hold.
(1) For all 1 ≤ i ≤ k, ‖Hni‖∞ < 2−i.
(2) The finite sequence (Hni)
k
i=1 is ((2
−i)ki=1, (δi)
k−1
i=0 )-biorthogonal.
(3) For all 1 ≤ i ≤ k, δi < ‖Pni‖min ≤ ‖Pni‖max ≤ δi−1.
(4) For every I ∈ A with ‖I‖max ≤ δk,
∑k
i=1 v2(Hi, I) < 2−(k+1).
The general inductive step of the construction goes as follows. Suppose that for
some k ≥ 1, we have chosen (ni)i≤k and (δi)i≤k satisfying the above. Applying
Lemma 7 for εk+1 = 2
−(k+1), we have that there exists ε > 0 such that for every
H ∈ V 02 with ‖H‖V 02 < ε, the sequence (Hn1 , ..., Hnk , H) is ((2−i)
k+1
i=1 , (δi)
k
i=0)-
biorthogonal. By Claim 2, we have that lim ‖Hn‖∞ = 0 and lim ‖Pn‖max = 0.
Hence we may choose nk+1 > nk such that ‖Hnk+1‖∞ < min{2−k+1, ε} and
‖Pnk+1‖max ≤ δk. Finally we choose 0 < δk+1 < ‖Pnk+1‖min such that for ev-
ery I ∈ A with ‖I‖max ≤ δk+1,
∑k+1
i=1 v2(Hi, I) < 2−(k+2) and the proof of the
inductive step of the construction is complete. 
Claim 4. Let f =
∑
iHni . Then f ∈ V2 ∩ C[0, 1] and µf = µ.
Proof. Since
∑
i ‖Hni‖∞ <∞ and Hni are continuous we have that f ∈ C[0, 1]. By
(ii) of Claim 2, (Hn)n is a bounded (by M =
√
µ[0, 1]) sequence in V 02 . Moreover
by Claim 3, (Hni)i is biorthogonal and so by Lemma 10 and (ii) of Claim 2, we
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have that for every I ∈ A
v22(f, I) ≤
∑
i
µ(∪I(i)) + 2
√
µ[0, 1] + 1 ≤ (
√
µ[0, 1] + 1)2
and therefore f ∈ V2. To prove that µf = µ, let D =
⋃
iDni where for all i ∈ N,
Dni = {m2−ni : 0 ≤ m ≤ 2ni}. Since D is dense in [0, 1], it suffices to show that
µf [0, t] = µ[0, t], for all t ∈ D.
Fix i0 and 0 ≤ m0 ≤ 2ni0 and let t = m0/2ni0 . By the definition of (Pn)n, we
have that for all j ≥ i0, t ∈ Pni , and so by (iii) of Claim 2,
µ[0, t] = v22(Hnj ,Pnj ∩ [0, t])
Hence by (iii) of Claim 3, for all j ≥ i0,
v2(f,Pnj ∩ [0, t]) = v2(Hnj +
∑
i6=j
Hni ,Pnj ∩ [0, t]) ≥ µ[0, t]− 2−j
hence since limj ‖Pnj‖max = 0, µf [0, t] ≥ limj v22(f,Pnj ∩ [0, t]) ≥ µ[0, t].
It remains to show that µf [0, t] ≤ µ[0, t]. Since lim δk = 0, we have that
(10) µf [0, t] = lim sup
k
{v22(f,P) : P ⊆ [0, t], ‖P‖max < δk}
Fix k ≥ 1 and P ⊆ [0, t] such that ‖P‖max ≤ δk−1. Let I = IP be the corresponding
family of intervals with endpoints successive points of P . Then I = ⋃j≥k I(j),
where I(j) = {I ∈ I : δj < |I| ≤ δj−1}, and
v22(f,P) = v22(f, I) = v22(f,
⋃
j≥k
I(j)) =
∑
j≥k
v22(f, I(j))(11)
Moreover by (ii) of Claim 2,
v2(f, I(j)) ≤ v2(Hnj +
∑
i6=j
Hni , I(j)) ≤ v2(Hnj , I(j)) + 2−j ≤ µ(∪I(j)) + 2−j
Hence using (11), we obtain that
v22(f,P) ≤
∑
j≥k
µ(∪I(j)) +
∑
j≥k
2−j = µ(∪I) + 2k−1 = µ[0, t] + 2k−1
and therefore by (10), µf [0, t] ≤ µ[0, t]. 
By Claim 4 the proof of the theorem is complete. 
Remark 4. Let us present here a concrete example which illustrates the method
of the proof of Theorem 19. Let λ be the Lebesgue measure on [0, 1] and let (Rn)n
defined by
(12) Rn(t) = 2
n/2
∫ t
0
rn(x)dx,
where (rn)n is the sequence of Rademacher functions. As in Claims 1 and 2 of
Theorem 19, it can be shown that
(i) v22(Rn, I) ≤ λ(∪I).
(ii) For every m ≥ n and 1 ≤ i ≤ 2n, v22(Rn,Pm ∩ [0, i2n ]) = λ[0, i2n
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where here Pn = { i2n : 0 ≤ i ≤ 2n}. Then as in Claim 3 we may show that
there is a subsequence (Rni)i of (Rn)n such that the sum f =
∑
iRni satisfies that
µf = λ. We note that as it has been stated in [15], the above defined sequence
(Rn)n contains subsequences equivalent to c0 basis. In the sequel (Corollary 31)
we shall provide a proof of this statement.
3.3. On the points of non differentiability of functions in V2.
Lemma 20. Let f ∈ V2 and let (Pn)n be a sequence of finite subsets of [0, 1] such
that lim ‖Pn‖max = 0 and lim v22(f,Pn) = µf [0, 1]. Then for every sequence (In)n
in A such that In ⊆ IPn and (v22(f, In))n converges, we have that (µf (∪In))n also
converges and lim v22(f, In) = limµf (∪In).
Proof. Let α = lim v22(f, In) and assume that (µf (∪In))n does not converge to α.
Then by passing to a subsequence, we may suppose that limµf (∪In) = β 6= α. Let
Jn = IPn \ In. Then
lim v22(f,Jn) = µf [0, 1]− α and limµf (∪Jn) = µf [0, 1]− β
Since In and Jn consist of open intervals of [0, 1], we can choose I ′n  In and
J ′n  Jn such that |µf (∪In) − v22(f, I ′n)| < 1/n and |µf (∪Jn) − v22(f,J ′n)| < 1/n.
Therefore we get that
lim v22(f, I ′n) = β and lim v22(f,J ′n) = µf [0, 1]− β
Since In,J ′n are disjoint and lim ‖In‖max = lim ‖J ′n‖max = 0 we obtain that
µf [0, 1] ≥ lim v22(f, In ∪ J ′n) = α+ (µf [0, 1]− β),
which implies that β ≥ α. Similarly,
µf [0, 1] ≥ lim v22(f, I ′n ∪ Jn) = β + (µf [0, 1]− α),
which gives that α ≥ β. Hence α = β which is a contradiction. 
Theorem 21. Let f ∈ V2. Then the set of all points x ∈ [0, 1] such that f is
differentiable at x has µf -measure zero.
Proof. Let Pn = {0 = tn0 < ... < tnkn = 1} ⊆ [0, 1] such that lim ‖Pn‖max = 0 and
lim v22(f,Pn) = µf ([0, 1]). It suffices to show that for every C > 0, µf (AC) = 0,
where
AC = {x ∈ [0, 1] : ∃f ′(x) and |f ′(x)| < C}
Fix C > 0 and for every k ∈ N let AkC to be the set of all x ∈ (0, 1) \
⋃
n Pn such
that for every y, z ∈ (x− 1/k, x+ 1/k) with 0 ≤ y < x < z ≤ 1, | f(z)−f(y)z−y | < C.
Notice that
AC ⊆
(⋃
n
Pn \Df
)
∪
∞⋃
k=1
AkC
By Proposition 15, we get that µf (∪nPn \ Df ) = 0 and therefore it remains to
show that for every k ∈ N, µf (AkC) = 0. To this end, fix k ∈ N. Then for every
x ∈ AkC and n ∈ N there exists 0 ≤ i ≤ kn − 1 such that x ∈ (tni , tni+1). Since
lim ‖Pn‖max = 0 there is n0 such that for all n ≥ n0, tni+1 − tni < 1/k. For n ≥ n0
let Fn to be the set of all 0 ≤ i ≤ kn − 1 such that AkC ∩ (tni , tni+1) 6= ∅ and let
In = ((tni , tni+1))i∈Fn . Then AkC ⊆
⋃ In and therefore
v22(f, In) =
∑
i∈Fn
|f(tni+1)− f(tni )|2 ≤ C2
∑
i∈Fn
|tni+1 − tni |2 ≤ C2max
i∈Fn
|tni+1 − tni |
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Hence lim v22(f, In) = 0. By Lemma 20, limµf (
⋃ In) = 0 and so µf (AkC) = 0. 
Corollary 22. Let f ∈ V2 ∩C[0, 1]. If the set of all points x ∈ [0, 1] such that f is
not differentiable at x is countable then f ∈ V 02 . Moreover if f ∈ (V2 \V 02 )∩C[0, 1]
then the set of all non differentiability points of f contains a perfect set.
Proof. Let B be the set of all x ∈ [0, 1] such that f is not differentiable at x.
By Theorem 21, we have that µf (B) = µf [0, 1]. Also since f ∈ C[0, 1], µf is
continuous. Therefore if B is countable then µf [0, 1] = 0 and so f ∈ V 02 . In the
case f ∈ (V2 \ V 02 ) ∩C[0, 1], µf (B) > 0 and so B contains a perfect set. 
4. Geometric properties of the measure.
In this section we mainly concern to connect the norm of the measure µf with
the distance of f from V 02 . This requires first some results from [2], included in
the first subsection, related to the oscillation function o˜scf defined by A. Kechris
and A. Louveau [13] and further studied by H. P. Rosenthal in [22]. The second
subsection contains the statement and the proof of the basic inequality and in the
third subsection we use these geometric properties of the measure to obtain optimal
approximations for the functions of V2 \ V 02 .
4.1. The oscillation function. Recall that for a function f : K → R where K
is a compact metric space, o˜scKf , is defined as follows. For every t ∈ V ⊆ K let
s(V, t) = sup{|f(x)− f(t)| : x ∈ V }. Then for each t ∈ K,
o˜scKf(t) = inf{s(V, t) : V open neighborhood of t}
It can be easily shown that for every sequence (fn)n of continuous real valued
functions on K pointwise converging to a function f and every ε > 0 there exists
n0 ∈ N such that for every n ≥ n0, ‖o˜scKf‖∞ − ε < ‖fn − f‖∞.
The next lemma is included in the more general Lemma 1.2 in [2] and shows
that passing to convex blocks the above inequality can be reversed.
Lemma 23. Let (fn)n be a uniformly bounded sequence of continuous real valued
functions on a compact metric space K pointwise converging to a function f . Then
for every null sequence of positive reals (δn)n there exist a convex block sequence
(gn)n of (fn)n such that ‖gn − f‖∞ < ‖o˜scKf‖∞ + δn.
Corollary 24. Let E be a separable Banach space, X be a subspace of E and K be a
weak∗-compact subset of BE∗ which is 1-norming for E
∗∗ (that is for all x∗∗ ∈ E∗∗,
‖x∗∗‖ = supx∗∈K |x∗∗(x∗)|). Then for all x∗∗ ∈ X∗∗ which are weak∗-limits of
sequences in X, we have that
dist(x∗∗, X) ≤ ‖o˜scKx∗∗‖∞
In particular this holds for all x∗∗ ∈ X∗∗ if ℓ1 is not embedded into X.
Proof. Let K be a weak∗ subset of BE∗ which is 1-norming for X
∗∗. Let x∗∗ ∈ X∗∗
be a the weak∗- limit of a sequence (xn)n in X . Denoting again by xn and x
∗∗ the
restrictions of xn and x
∗∗ onK, we have that (xn)n is a uniformly bounded sequence
of continuous functions on the compact metric space K, pointwise convergent to
x∗∗. Therefore, by Lemma 23 there is a convex block sequence (yn)n of (xn)n such
that for all n ∈ N,
sup
x∗∈K
|yn(x∗)− x∗∗(x∗)| ≤ ‖o˜scKx∗∗‖∞ + 1/n
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Since K is 1-norming for E∗∗, we have that the left side of the above inequality is
the norm of yn − x∗∗. Hence
dist(x∗∗, X) ≤ ‖yn − x∗∗‖ ≤ ‖o˜scKx∗∗‖∞ + 1/n,
for all n ∈ N and the result follows. Finally if ℓ1 does not embed into X then by
Odell-Rosenthal’s theorem [18], all x∗∗ ∈ X∗∗ are w∗-limits of sequences of X . 
Remark 5. Notice that for every x∗∗ ∈ X∗∗ and every x ∈ X , ‖o˜scKx∗∗‖∞ =
‖o˜scK(x∗∗ − x)‖∞ ≤ 2‖x∗∗ − x‖ and so ‖o˜scKx∗∗‖∞ ≤ 2dist(x∗∗, X). Hence by
Corollary 24, we have that for every subspaceX of E not containing ℓ1, ‖o˜scKx∗∗‖∞
is an equivalent norm on the quotient space X∗∗/X .
4.2. Connection of the measure µf with the distance of f from V
0
2 . Return-
ing to V2, we recall that the set K ⊆ (V 02 )∗ of all x∗ of the form x∗ =
∑
i αi(δsi−δti)
where
(
(si, ti)
)
i
is a sequence of pairwise disjoint intervals of [0, 1] and
∑
i α
2
i ≤ 1,
is a w∗-compact subset of B(V 02 )∗ which is 1-norming for V2 ([3]).
Theorem 25. Let X be a subspace of V 02 . Then for every f ∈ X∗∗,√
‖µf‖ ≤ dist(f, V 02 ) ≤ dist(f,X) ≤ ‖o˜scKf‖∞ ≤
√
‖µf‖+ 2
√
‖µdf‖
Proof. By Proposition 17, we have that for every g ∈ V 02 , µf+g = µf . Hence for
every g ∈ V 02 , ‖µf‖ = ‖µf+g‖ ≤ ‖f +g‖2V2 which gives that
√‖µf‖ ≤ dist(f, V 02 ) ≤
dist(f,X). Since K is a weak∗-compact subset of (V 02 )
∗ which is 1-norming for
V2 and ℓ1 is not embedded into V
0
2 , by Corollary 24, we have that dist(f,X) ≤
‖o˜scKf‖∞ and so it remains to prove that ‖o˜scKf‖∞ ≤
√‖µf‖+2√‖µdf‖. To show
this, let x∗ ∈ K and let {x∗n}n be a sequence in K, w∗-converging to x∗ such that
o˜scKf(x
∗) = limn |f(x∗n)−f(x∗)| (clearly there exists such a sequence). Notice that
for every y∗ =
∑
i αi(δsi − δti) ∈ K and every f ∈ V2, f(y∗) =
∑
i αi(f(si)− f(ti))
where the series
∑
i αi(f(si) − f(ti)) is absolutely convergent. So we may reorder
each x∗n and in this way we may assume that x
∗
n =
∑∞
i=1 α
n
i (δsni − δtni ) where for
every i, tni − sni ≥ tni+1 − sni+1. Moreover by passing to a subsequence we may also
suppose that for each i ∈ N, the sequences {sni }n, {tni }n are monotone and that
αni → αi, sni → si, and tni → ti.
Therefore x∗ =
∑∞
i=1 αi(δsi−δti) with ti−si ≥ ti+1−si+1 and so since ((si, ti))i
consists of pairwise disjoint open intervals in [0, 1] of decreasing length, ti−si ≤ 1/i.
Also by the monotonicity of (sni )n, (t
n
i )n, there are εti , εsi ∈ {0,+,−}, such that
limn f(t
n
i ) = f(t
εti
i ) and limn f(s
n
i ) = f(s
εsi
i ).
Let ε > 0. We choose i1 ∈ N such that µf [0, 1] ≤ µ˜f,1/i1 [0, 1] < µf [0, 1] + ε2 and∑∞
i=i1+1
|αi|2 < ε2/‖f‖2V2. We set
x∗1 =
i1∑
i=1
αi(δsi − δti) and x∗2 =
∞∑
i=i1+1
αi(δsi − δti)
and for each n ∈ N, let
x∗n,1 =
i1∑
i=1
αni (δsni − δtni ) and x∗n,2 =
∞∑
i=i1+1
αni (δsni − δtni )
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Then by Cauchy-Schwartz inequality we get that |f(x∗2)|2 ≤ ε2 and |f(x∗n,2)|2 ≤
µf [0, 1] + ε
2, for all n ∈ N. Therefore
o˜scKf(x
∗) = lim
n
|f(x∗n)− f(x∗)| ≤ | lim
n
f(x∗n,1)− f(x∗1)|+ lim
n
|f(x∗n,2)− f(x∗2)|
≤
∣∣∣ i1∑
i=1
αi(f(s
εsi
i )− f(si))
∣∣∣ + ∣∣∣ i1∑
i=1
αi(f(t
εti
i )− f(ti))
∣∣∣+ lim
n
|f(x∗n,2)|+ |f(x∗2)|
≤
( i1∑
i=1
|f(sεsii )− f(si)|2
)1/2
+
( i1∑
i=1
|f(tεtii )− f(ti)|2
)1/2
+ (
√
µf [0, 1] + ε) + ε
≤
( i1∑
i=1
µf ({si})
)1/2
+
( i1∑
i=1
µf ({ti})
)1/2
+
√
µf [0, 1] + 2ε.
Hence for every ε > 0, ‖o˜scKf‖∞ ≤
√‖µf‖ + 2√‖µdf‖ + 2ε and the conclusion
follows. 
Since µdf = 0 if f is continuous, we easily get the following.
Corollary 26. For every subspace X of V 02 and every f ∈ X∗∗ ∩ C[0, 1],
dist(f, V 02 ) = dist(f,X) = ‖o˜scKf‖∞ =
√
‖µf‖
Remark 6. Let us note that there exist non-continuous functions f ∈ V2 satisfying
the proper inequalities
√‖µf‖ < dist(f, V 02 ) < ‖o˜scKf‖∞. For example, it can
be easily shown that for 0 < s < t < 1 and f = χ[s,t] + 2χ(t,1], we have that
‖o˜scKf‖∞ = 2, µf is the sum of the Dirac measures on s and t (so √µf =
√
µdf =√
2) and
√
2 < dist(f, V 02 ) < 2.
4.3. Optimal approximation of functions of V2 \ V 02 .
Lemma 27. Let f ∈ V2 \ V 02 and let (fn)n be a bounded sequence in V 02 pointwise
convergent to f . Then for every sequence (εn)n of positive real numbers there exists
a convex block sequence (hn)n of (fn)n satisfying the following properties.
(i) ‖hn − f‖∞ ≤ ‖o˜sc[0,1]f‖∞ + εn.
(ii) For every I ∈ F([0, 1] \Df ), v22(hn− f, I) ≤ µf (∪I) + 8‖f‖V2
√
‖µdf‖+ εn.
Proof. We may assume that εn < 1. Let also δn = (1 + 6‖f‖V2)−1εn. By our
assumptions we have that (fn)n is a uniformly bounded sequence of continuous
functions on [0, 1] pointwise convergent to f . Hence by Lemma 23 (for K = [0, 1]),
there exists a convex block sequence (gn)n of (fn)n such that
(13) ‖gn − f‖∞ ≤ ‖o˜sc[0,1]f‖∞ + δn,
Now (gn)n is a uniformly bounded sequence of w
∗- continuous functions on the
compact metric space K and so by the same lemma and Theorem 25, there exists
a convex block sequence (hn)n of (gn)n such that
(14) ‖hn − f‖V2 ≤ ‖o˜scKf‖∞ + δn ≤
√
‖µf‖+ 2
√
‖µdf‖+ δn
It is clear that by (13) we have that
(15) ‖hn − f‖∞ ≤ ‖o˜sc[0,1]f‖∞ + δn
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Moreover, using that ‖µdf‖ =
√
‖µdf‖
√
‖µdf‖ ≤ ‖f‖V2
√
‖µdf‖ and taking squares in
(14) we easily obtain that
(16) ‖hn − f‖2V2 ≤ ‖µf‖+ 8‖f‖V2
√
‖µdf‖+ εn
Let I ∈ F([0, 1]\Df). Then [0, 1]\∪I = ∪mi=1I ′i where each I ′i is a non trivial open
interval in [0, 1]. By Proposition 14, µf (I
′
i) = µ˜f (I
′
i) and so for each 1 ≤ i ≤ m,
we can choose a sequence (P ik)k of finite subsets of I ′i, such that limk ‖P ik‖max = 0
and limk v
2
2(f,P ik) = µf (I ′i). Since hn ∈ V 02 , for all 1 ≤ i ≤ m,
(17) lim
k
v22(hn − f,P ik) = lim
k
v22(f,P ik) = µf (I ′i)
Also setting I ′ = (I ′i)mi=1, ‖µf‖ = µf [0, 1] = µf (∪I) + µf (∪I ′). Hence (16) gives
that
v22(hn − f, I) +
m∑
i=1
v22(hn − f,P ik) ≤ µf (∪I) + µf (∪I ′) + 8‖f‖V2
√
‖µdf‖+ εn
Letting k →∞ and using (17), part (ii) of the lemma follows. 
Proposition 28. Let X be a subspace of V 02 , f ∈ X∗∗ \X and (fn)n be a bounded
sequence in X pointwise convergent to f . Then for every 0 < δ < dist(f,X) and
for every sequence (εn)n of positive real numbers there exist a convex block sequence
(hn)n of (fn)n such that for all n < m the following properties are satisfied.
(i) δ < ‖hm − hn‖V2 ≤ 2M , where M = supn ‖fn‖V2 .
(ii) ‖hm − hn‖∞ ≤ 2‖o˜sc[0,1]f‖∞ + εn ≤ 4‖f‖∞ + εn.
(iii) For every I ∈ A, v22(hm − hn, I) ≤ 4µf (∪I) + 32‖f‖V2
√
‖µdf‖+ εn.
Moreover given k ∈ N and an open subset V of [0, 1] with µf (V ) > θ > 0 there exist
J ∈ A with ∪J ⊆ V and l > k such that
(iv) v22(hl − hk,J ) > θ.
Proof. Let (ε′n) be a decreasing sequence of positive real numbers with ε
′
n < 4εn.
Let (hn)n be the convex block sequence of (fn)n resulting from Lemma 27. Since
(hn)n is w
∗- convergent to f , for every n ∈ N there are finitely many m > n
such that ‖hm − hn‖V2 ≤ δ (otherwise, ‖f − hn‖V2 ≤ δ < dist(f,X) which is
impossible). Therefore by passing to a subsequence we may assume that for all
n < m, δ < ‖hm − hn‖V2 . Also since (hn)n is a convex block sequence of (fn)n,
‖hn‖V2 ≤M and so ‖hm − hn‖V2 ≤ 2M .
To show (ii), notice that by (1) above,
‖hm − hn‖∞ ≤ ‖hn − f‖∞ + ‖hm − f‖∞ ≤ 2‖o˜sc[0,1]f‖∞ + εn ≤ 4‖f‖∞ + εn
For property (iii) observe that since hm− hn is a continuous function on [0, 1], and
[0, 1] \Df is dense in [0, 1], it suffices to check it for I ∈ F([0, 1] \Df). In this case,
by Lemma 27 (ii), we have that
v22(hm − hn, I) ≤ 2v22(hm − f, I) + 2v22(hn − f, I)
≤ 4µf(∪I) + 32‖f‖V2
√
‖µdf‖+ εn
Finally fix k ∈ N and let V be an open subset of [0, 1] with µf (V ) > θ > 0.
Choose a family (Ii)
m
i=1 of disjoint open intervals of [0, 1] such that Ii ⊆ V and
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µf (∪mi=1Ii) > θ and let
0 < ε <
µf (∪mi=1Ii)− θ
2(1 +M)m
Since hk ∈ V 02 , there is some δ > 0 such that
(18) sup{v2(hk,Q) : Q ⊆ [0, 1], ‖Q‖max < δ} < ε.
For every 1 ≤ i ≤ m, there exists Pi ⊆ Ii with ‖Pi‖max ≤ δ and
(19) µf (Ii)− ε < v22(f,Pi)
Moreover since (hn)n converges pointwise to f , there is l > k such that for all
1 ≤ i ≤ m,
(20) |v22(f,Pi)− v22(hl,Pi)| < ε
Then for every 1 ≤ i ≤ m we have that
v22(hl − hk,Pi) ≥ (v2(hl,Pi)− v2(hk,Pi))2 ≥ v22(hl,Pi)− 2v2(hk,Pi)v2(hl,Pi)
≥ v22(f,Pi)− ε− 2ε‖hl‖V2 ≥ µf (Ii)− 2(1 +M)ε
Therefore, setting J = ∪ki=1IPi , we obtain that
v22(hl − hk,J ) =
m∑
i=1
v22(hl − hk,Pi) ≥
m∑
i=1
µf (Ii)− 2(1 +M)mε > θ.

Remark 7. Notice that since ℓ1 is not embedded into V
0
2 , from [18] and Goldstine’s
theorem, there is a sequence (fn)n in X pointwise converging to f with ‖fn‖V2 ≤
‖f‖V2. Hence, in Proposition 28 we can assume that (fn)n (and thus also (hn)n) is
a sequence in X with ‖fn‖V2 ≤ ‖f‖V2 =M .
5. On the embedding of c0 into subspaces of V
0
2 .
In this section we show that every subspace X of V 02 with X
∗ separable, X∗∗
non separable andMX∗∗ = {µf : f ∈ X∗∗} separable, contains an isomorphic copy
of c0. This is the first step towards the proof of the main theorem integrated in the
next section.
5.1. Sequences of V 02 dominated by measures.
Definition 29. Let µ be a positive finite Borel measure on [0, 1] and C, ε be positive
constants. We will say that a function G of V 02 is (C, ε)−dominated by µ if for every
I ∈ A,
v22(G, I) ≤ Cµ(∪I) + ε
More generally for a sequence (Gn)n in V
0
2 and a sequence (εn)n of positive real
numbers, we say that (Gn)n is (C, (εn)n)-dominated by µ if for every n ∈ N and
every I ∈ A, v22(Gn, I) ≤ Cµ(∪I) + εn.
Remark 8. Suppose that the sequence (Gn)n is (C, (εn)n)-dominated by µ and∑
n εn = ε <∞. Then by the countable additivity and the monotonicity of µ, it is
easy to see that for every disjoint sequence (In)n in A, we have
(21)
∑
n
v22(Gn, In) ≤ C‖µ‖+ ε
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Proposition 30. Let (Gn)n∈N be a sequence of functions of V
0
2 which is (C, (εn)n)-
dominated by a positive measure µ ∈ M[0, 1], for some null sequence (εn)n of
positive real numbers. Assume also that (Gn)n is a seminormalized sequence in V
0
2
and limn ‖Gn‖∞ = 0. Then there is a subsequence of (Gn)n∈N equivalent to the
usual basis of c0.
Proof. Let 0 < δ < ‖Gn‖V2 ≤ M . Since (εn)n is a null sequence by passing to a
subsequence we may assume that (εn)n is decreasing and
∑
n εn = ε < ∞. Since
(Gn)n is seminormalized and pointwise convergent to zero, it is weakly null and so
we may also suppose, by passing again to a subsequence, that it is a basic sequence.
Also since limn ‖Gn‖∞ = 0, by Proposition 6 and passing to a further subsequence,
we may suppose that (Gn)n is (εn)n− biorthogonal.
As (Gn)n is a basic sequence, trivially (Gn)n has a lower c0-estimate. To show
that (Gn)n is dominated by the c0- basis, let (λk)
n
k=1 be a sequence of scalars and
let |λk0 | = max1≤k≤n |λk| . Then by Lemma 10, we have that
(22) v22
( n∑
k=1
λkGk, I
)
≤ |λk0 |2
( n∑
k=1
v22(Gk, I(k)) + ε(2M + ε)
)
,
for every I ∈ A, which by (21) gives that
(23) v22
( n∑
k=1
λkGk, I
)
≤
(
C‖µ‖+ ε(2M + 1 + ε)
)
|λk0 |2
Therefore setting K =
√
C‖µ‖+ ε(2M + 1 + ε), we conclude that∥∥∥ n∑
k=1
λkGk
∥∥∥
V2
≤ K max
1≤k≤n
|λk|
and the proof of the proposition is complete. 
Remark 4 and the above proposition yield the following.
Corollary 31. The sequence (Rn)n defined in (12) contains a subsequence equiv-
alent to c0 basis.
We also state the following generalization of Proposition 30 for later use.
Proposition 32. Let (Gn)n∈N be a sequence of V
0
2 , (µn)n be a sequence inM+[0, 1]
and (εn)n be a null sequence of positive real numbers with the following properties.
(1) (Gn)n is a seminormalized sequence in V
0
2 .
(2) limn ‖Gn‖∞ = 0.
(3) There is a constant C > 0 such that Gn is (C, εn)−dominated by µn, for
all n ∈ N.
(4) There is a measure µ ∈ M+[0, 1] such that (µn)n is norm convergent to µ.
Then there is a subsequence of (Gn)n∈N equivalent to the usual basis of c0.
Proof. By passing to a subsequence of (Gn)n we may suppose that for all n ∈ N,
(24) ‖µn − µ‖ < 2−n
Let 0 < δ < ‖Gn‖V2 ≤M . As in the proof of Proposition 30, by passing to a further
subsequence we may also assume that
∑
n εn = ε < ∞ and that (Gn)n is again a
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basic sequence which in addition is (εn)n− biorthogonal. To show that (Gn)n is
dominated by the c0-basis, equations (22) and (24) give that for every I ∈ A,
v22
( n∑
k=1
λkGk, I
)
≤ |λk0 |2
(
C
n∑
k=1
µk(∪I(k)) + ε(2M + 1 + ε)
)
≤ |λk0 |2(C‖µ‖+ C + ε(2M + 1+ ε)),
which setting K =
√
C‖µ‖+ C + ε(2M + 1 + ε), yields that∥∥∥ n∑
k=1
λkGk
∥∥∥
V2
≤ Kmax{|λk| : 1 ≤ k ≤ n}

Proposition 33. Let X be a subspace of V 02 and let (fn)n be a bounded sequence
in X pointwise convergent to a function f ∈ (X∗∗ \X) ∩ C[0, 1]. Then for every
0 < δ < dist(f,X) and for every sequence (εn)n of positive real numbers there exist
a convex block sequence (hn)n of (fn)n such that for all n < m the following are
satisfied.
(i) δ < ‖hm − hn‖V2 ≤ 2M , where M = supn ‖fn‖V2 .
(ii) ‖hm − hn‖∞ ≤ εn.
(iii) The function hm − hn is (4, εn)-dominated by the measure µf .
Proof. Since f is continuous, we have that o˜sc[0,1]f = 0 and µ
d
f = 0. The result
now follows by Proposition 28. 
Corollary 34. Let X be a subspace of V 02 and f ∈ (X∗∗ \X)∩C[0, 1]. Then c0 is
embedded into X.
Proof. As we have already mentioned (see Remark 7), there is a sequence (fn)n in
X pointwise convergent to f with ‖fn‖V2 ≤ ‖f‖V2. Let (εn)n be a null sequence of
positive real numbers and let (hn)n be a convex block sequence of (fn)n satisfying
the properties of Proposition 33. For each n ∈ N, let Gn = h2n−h2n−1. By (i)-(iii)
of Proposition 33, we have that (Gn)n is a seminormalized sequence of functions in
X , limn ‖Gn‖∞ = 0 and (Gn)n is (4, (ε2n−1)n)-dominated by the measure µf . By
Proposition 30 the result follows. 
Remark 9. Exploiting more carefully Lemma 33, we may pass to an appropriate
subsequence of (hn)n which is equivalent to the summing basis. This gives an
alternative proof of the known result that every f ∈ V2 ∩ C[0, 1] is a difference
of bounded semicontinuous functions on the compact metric space (B(V 02 )∗ , w
∗).
Moreover the converse of Corollary 34 also holds, that is (X∗∗ \X) ∩C[0, 1] 6= ∅ if
and only if c0 is embedded into X (cf. [3]).
5.2. The embedding of c0 into X when MX∗∗ is separable.
Lemma 35. Let X be a subspace of V 02 and F be an uncountable subset of X∗∗.
If DF = ∪f∈FDf is countable then for every ε > 0 there is an uncountable subset
F ′ ⊆ F such that for every f1, f2 ∈ F ′, ‖µdf1−f2‖ < ε.
Proof. Let DF = {tn}n. By Proposition 15, we have that ‖µdf‖ =
∑
n τf (tn) ≤
‖f‖2V2, for every f ∈ F . By the definition of τf (t), we easily get the following
inequalities.
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(a) For every f ∈ V2, τf (t) ≤ 4(|f(t+)|2 + |f(t+)|2 + |f(t)|2).
(b) For every f1, f2 in V2, τf1−f2(t) ≤ 2τf1(t) + 2τf2(t).
By passing to an uncountable subset F ′ of F , we may suppose that the following
hold.
(i) There is n0 ∈ N such that
∑
n>n0
τf (tn) < ε/8, for all f ∈ F ′.
(ii) For all 1 ≤ n ≤ n0, j ∈ {−, 0,+} and f1, f2 ∈ F ′, |(f1 − f2)(tjn)| <
√
ε
24n0
.
Then by (ii) and (a), we get that for every f1, f2 ∈ F ′,
(25)
n0∑
n=1
τf1−f2(tn) ≤ 4
∑
j∈{−,0,+}
n0∑
n=1
|(f1 − f2)(tjn)|2 < ε/2
Moreover by (i) and (b),
(26)
∑
n>n0
τf1−f2(tn) ≤ 2
∑
n>n0
τf1(tn) + 2
∑
n>n0
τf2(tn) < ε/2
Hence, by (25) and (26), ‖µdf1−f2‖ =
∑n0
n=1 τf1−f2(tn) +
∑
n>n0
τf1−f2(tn) < ε. 
Proposition 36. Let X be a subspace of V 02 such that X
∗ is separable, X∗∗ non-
separable. If MX∗∗ is a separable subset of M[0, 1] then c0 is embedded into X.
Proof. Let F be an uncountable subset of the unit sphere SX∗∗ of X∗∗ such that
for all f1 6= f2 in F , ‖f1 − f2‖V2 > 3δ > 0. Since X is separable, it is easy to see
that by passing to a further uncountable subset, we may assume that for all f1 6= f2
in F , dist(f1 − f2, X) > δ. Moreover since X∗ is separable, by Proposition 2 the
set DF is countable.
Let (εn)n be a sequence of positive real numbers with ε =
∑
n εn < ∞. Using
Lemma 35, Proposition 3 and our assumption that MX∗∗ is a separable, we easily
construct a decreasing sequence (Fn)n of uncountable subsets of F such that
(27) ‖µdf1−f2‖ < ε2n, ‖f1 − f2‖∞ < εn and ‖µf1 − µf2‖ < εn,
for all n ∈ N and f1, f2 ∈ Fn.
Given the above construction, we pick for each n, fn1 6= fn2 in Fn. Notice that
since (Fn)n is decreasing, by (27) we have that ‖µfn1 − µfn+11 ‖ < εn and so, as∑
n εn < ∞, the sequence (µfn1 )n is norm converging to a µ1 ∈ M[0, 1]. Similarly
(µfn2 )n converges to a µ2 ∈ M[0, 1]. Let Fn = fn1 − fn2 . Applying for each n ∈ N,
Proposition 28 with Fn in place of f , we obtain Gn ∈ X satisfying the following.
(i) δ < ‖Gn‖V2 ≤ 2‖Fn‖V2 ≤ 4.
(ii) ‖Gn‖∞ ≤ 4‖Fn‖∞ + εn.
(iii) For every I ∈ A, v22(Gn, I) ≤ 4µFn(∪I) + 32‖Fn‖V2
√
‖µdFn‖+ εn.
By (27), ‖Fn‖∞ < εn and therefore (ii) gives
(iv) limn ‖Gn‖∞ = 0.
Moreover ‖µdFn‖ < ε2n, ‖Fn‖V2 ≤ 2 and setting µn = 2(µfn1 + µfn2 ), by Proposition
17, µFn ≤ µn. Replacing in (iii) we get that for each n ∈ N,
(v) For all I ∈ A, v22(Gn, I) ≤ 4µn(∪I) + 65εn,that is Gn is 65εn-dominated
by µn.
By (i), (iv), (v) and since (µn)n is norm convergent to µ1 + µ2, the assumptions
of Proposition 32 are fulfilled and so there is a subsequence of (Gn)n equivalent to
the c0 basis. 
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6. On the embedding of S2 into subspaces of V 02 .
This final section includes the main results of the paper. We divide this section
into three subsections. In the first subsection we define the S2- systems and we
show that their existence in a subspace X of V 02 lead to the embedding of S
2
into X . A key ingredient is Lemma 40 which is of independent interest. In the
next subsection we define the S2-generating systems which consist the frame for
building S2-systems. Finally in the third subsection we show that every subspace
X of V 02 with MX∗∗ non separable contains an S2 generating system and thus by
the preceding results the space S2 is embedded into X . We also show that S2 is
contained into TF .
6.1. S2-Systems. In this subsection we will define certain structures closely related
with the embedding of the space S2 into V 02 . We start with the definition of a
system.
Definition 37. Let M , Λ, θ be positive constants and (εn)
∞
n=0 be a sequence of
positive real numbers. An (εn)n−system with constants (M,Λ, θ) is a family of the
form
((Gs, νs, Is)s∈2<N , (Qn)n∈N),
where (Gs)s∈2<N is a family of functions of V
0
2 , (νs)s∈2<N is a family of positive
Borel measures on [0, 1], (Is)s∈2<N is a family in A, and (Qn)n∈N is an increasing
sequence of finite subsets of [0, 1], satisfying the following properties.
(1) For every s ∈ 2<N, ‖Gs‖V2 ≤M and ‖νs‖ ≤ Λ.
(2) For every n ≥ 0 and s ∈ 2n, ‖Gs‖∞ ≤ εn.
(3) For every n ≥ 0, the set Qn εn− determines the quadratic variation of
< {Gs : s ∈ 2n} >.
(4) For every n ≥ 0, s ∈ 2n and every I ∈ F(Qn), v22(Gs, I) ≤ νs(∪I) + εn.
(5) For every s ⊥ t, (Is, It) is a disjoint pair.
(6) For every s ∈ 2<N, v22(Gs, Is) > θ.
Remark 10. Notice that by property (2), we have that lim ‖Gσ|n‖∞ = 0 and
therefore by Proposition 8, for every family (εs)s of positive scalars there is a
dyadic subtree (ts)s such that (Gts)s is (εs)s-biorthogonal. Moreover by (3) and
(4) we have that for every s ∈ 2n, the function Gs is (1, 2εn)−dominated by νs.
Definition 38. An (εn)n− S2 system with constants (M,Λ, θ) is an (εn)n− system
((Gs, νs, Is)s∈2<N , (Qn)n), with the same constants satisfying in addition the follow-
ing property. For every 0 ≤ n ≤ m, s ∈ 2n, t ∈ 2m with s ⊑ t and I ∈ F(Qn),
(28) |νt(∪I)− νs(∪I)| < εn
Remark 11. Suppose that (εn)n is a null sequence. Then, as Qn is increasing, by
(28) we get that for every σ ∈ 2N and every I ∈ F(∪nQn), the sequence (νσ|n(∪I))n
is Cauchy.
Lemma 39. Let ((Gs, νs, Is)s∈2<N , (Qn)n∈N), be an (εn)n − S2 system with con-
stants (M,Λ, θ). Assume also that (εn)n is a null sequence. Then there exist a
family of positive Borel measures (νσ)σ∈2N on [0, 1] such that supσ ‖νσ‖ ≤ Λ, and
for all σ ∈ 2N, (Gσ|n)n is (1, (3εn)n)− dominated by νσ.
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Proof. Let σ ∈ 2N. Since (νσ|n)n is a bounded sequence in M[0, 1], there exist a
subsequence (νσ|n)n∈L and a positive Borel measure νσ on [0, 1], such that (νσ|n)n∈L
is w∗− convergent to νσ. Fix for the following k ≥ 0 and a finite family of intervals
I ∈ A. By condition (3) of Definition 37, there exists I˜ ∈ F(Qk) with I˜  I such
that |v22(Gσ|k, I) − v22(Gσ|k, I˜)| < εk. Moreover by condition (4) of Definition 37
and (28), we get that for every m > k,
(29) v22(Gσ|k, I) ≤ v22(Gσ|k, I˜) + εk ≤ νσ|k(∪I˜) + 2εk ≤ νσ|m(∪I˜) + 3εk
By Remark 11, we have that limm νσ|m(∪I˜) exists and so (29) implies that,
(30) v22(Gσ|k, I) ≤ lim
m
νσ|m(∪I˜) + 3εk = lim
n∈L
νσ|n(∪I˜) + 3εk
As the set ∪I˜ is a closed subset of [0, 1] and w∗− limn∈L νσ|n = νσ, by Portmateau’s
theorem (see [12]) and the monotonicity of νσ, we have that
(31) lim
n∈L
νσ|n(∪I˜) ≤ νσ(∪I˜) ≤ νσ(∪I)
By (30) and (31) we conlude that for every k ≥ 0 and every I ∈ A,
(32) v22(Gσ|k, I) ≤ νσ(∪I) + 3εk,
that is the sequence (Gσ|n)n is (1, (3εn)n)-dominated by the measure νσ. Finally
since νσ is in the w
∗-closure of {νs}s∈2<N, ‖νσ‖ ≤ supn ‖νσ|n‖ ≤ Λ. 
Remark 12. Notice that if
∑
n εn = ǫ <∞, the above lemma yields that for every
σ ∈ 2N and every disjoint family (In)n in A, we have that
(33)
∑
n
v22(Gσ|n, In) ≤ Λ + 3ǫ
The next lemma concerns an inequality for tree families of positive numbers
which is critical for the embedding of S2 into subspaces of V 02 and could be useful
elsewhere.
Lemma 40. Let (αs)s∈2<N , (λs)s∈2<N be two families of non negative real numbers
and let n ≥ 0. Then there exists a maximal antichain A of 26n and a family of
branches (bt)t∈A of 2
6n such that
∑
s∈26n λsαs ≤
∑
t∈A(
∑
s∈bt
αs)λt and t ∈ bt,
for all t ∈ A. Therefore if ∑∞n=1 ασ|n ≤ C, for all σ ∈ 2N, then for each n ≥ 0
there is an antichain A of 26n such that
∑
s∈26n λsαs ≤ C
∑
s∈A λs.
Proof. We shall use induction on n ≥ 0. The lemma trivially holds for n = 0.
Assuming that it is true for some n, we show the n + 1 case. For each j ∈ {0, 1},
let Dj = {t ∈ 2n+1 : t(1) = j}. Then Dj is order isomorphic to 26n and so by our
inductive assumption there is an antichain Aj ⊆ Dj , and a family of branches {bjt :
t ∈ Aj} ⊆ Dj with t ∈ bjt , for each t ∈ Aj and
∑
s∈Dj
λsαs ≤
∑
t∈Aj
(
∑
s∈bjt
αs)λt.
Hence we easily get that
(34)∑
s∈26n+1
λsαs = λ∅α∅ +
∑
t∈D0∪D1
λtαt ≤ λ∅α∅ +
∑
t∈A0
(
∑
s∈b0t
αs)λt +
∑
t∈A1
(
∑
s∈b1t
αs)λt
We distinguish two cases.
Case 1: λ∅ ≤
∑
t∈A0
λt +
∑
t∈A1
λt. Then let A = A0 ∪ A1 and bt = bjt ∪ {∅}, for
each t ∈ Aj . Obviously A is a maximal antichain in 26n+1 and {bt : t ∈ A} is a
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family of branches with t ∈ bt for each t ∈ A. Moreover as λ∅ ≤
∑
t∈A λt, by (34)
we obtain that ∑
s∈26n+1
λsαs ≤
∑
t∈A
(∑
s∈bt
αs
)
λt.
Case 2:
∑
t∈A0
λt+
∑
t∈A1
λt < λ∅. Then we set A = {∅} and b∅ = {∅}∪ bj0t0 where∑
s∈b
j0
t0
αs = max
⋃1
j=0{
∑
s∈bjt
αs : t ∈ Aj}. By (34), we get that∑
s∈26n+1
λsαs ≤ λ∅
(
α∅ +
∑
s∈b
j0
t0
αs
)
≤ (
∑
s∈b∅
αs)λ∅

Proposition 41. Let ((Gs, νs, Is)s∈2<N , (Qn)n), be an (εn)n−S2 system with con-
stants (M,Λ, θ). Suppose that (εn)n is a summable sequence of positive real num-
bers. Then there is a dyadic subtree (ts)s∈2n of 2
<N such that (Gts)s∈2<N is equiv-
alent to the S2-basis.
Proof. Let (εs)s∈2<N be a family of positive real numbers such that
∑
s εs = ε <∞
and θ − (ε + 2M)ε > 0. As we have already mentioned (see Remark 10), there is
a dyadic subtree (ts)s∈2<N of 2
<N such that (Gts)s∈2<N is (εs)s∈2<N− biorthogonal.
We will show that (Gts)s∈2<N is equivalent to the S
2-basis. To this end, fix a
sequence of real numbers (λs)|s|≤n.
First we show the upper S2-estimate. Let I ∈ A. By Lemma 10 we have that
(35) v22
( ∑
|s|≤n
λsGts , I
)
≤
∑
|s|≤n
|λs|2v22(Gts , I(ts)) + max
|s|≤n
|λs|2(2M + ε)ε
By Remark 12, we have that
∑
n v
2
2(Gtσ|n , I(tσ|n)) ≤ Λ + 3ǫ, where ǫ =
∑
n εn.
Hence by Lemma 40, (with v22(Gts , I(ts)) and |λs|2 in place of αs and |λs| respec-
tively), we obtain an antichain A ⊆ 26n such that
(36)
∑
|s|≤n
|λs|2v22(Gts , I(ts)) ≤ (Λ + 3ǫ)
∑
s∈A
|λs|2
By (35) and (36), we get that
v22
( ∑
|s|≤n
λsGts , I
)
≤ (Λ + 3ǫ)
∑
s∈A
|λs|2 + max
|s|≤n
|λs|2(2M + ε)ε
≤
(
Λ + 3ǫ+ (2M + ε)ε
)∥∥∥ ∑
|s|≤n
λses
∥∥∥2
S2
,
This yields that there is C > 0 such that ‖∑|s|≤n λsGts‖V2 ≤ C‖∑|s|≤n λses‖S2 .
We pass now to show the lower S2- estimate. Let A be an antichain of 26n such
that
(37)
∥∥ ∑
|s|≤n
λses
∥∥∥
S2
=
(∑
s∈A
|λs|2
)1/2
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Since (Its)s∈A is a disjoint family, we get that I =
⋃
s∈A Its ∈ A. By Lemma 10
and (37), we have that
v22
( ∑
|s|≤n
λsGts , I
)
≥
∑
s∈A
|λs|2v22(Gts , I(ts))− max
|s|≤n
|λs|2
( ∑
|s|≤n
εs
)
2M
≥
∑
s∈A
|λs|2v22(Gts , I(ts))−
(∑
s∈A
|λs|2
)
2Mε
(38)
By the properties of the S2-system, we have that for every s ∈ A,
θ < v22(Gts , Its) ≤ v22(Gts , I) = v22(Gts , I(ts))+v22(Gts , I\I(ts)) ≤ v22(Gts , I(ts))+ε2
and therefore v22(Gts , I(ts)) ≥ θ − ε2. Hence by (38), we obtain that
v22
( ∑
|s|≤n
λsGts , I
)
≥
(
θ − (ε+ 2M)ε
)(∑
s∈A
|λs|2
)
,
which gives that there is c > 0 such that ‖∑|s|≤n λsGts‖V2 ≥ c ‖∑|s|≤n λses‖S2 .

6.2. S2-generating systems.
Definition 42. An (ε, (εn)n)− S2 generating system with constants (M,Λ, θ) is
an (εn)n− system ((Hs, µs,Js)s∈2<N , (Pn)n), with the same constants satisfying in
addition the following properties.
(i) For every m > n ≥ 0, s ∈ 2n and {s0, s1} ⊆ 2m such that sa0 ⊑ s0 and
sa1 ⊑ s1 and every I ∈ F(Pn), we have that
(39) |µs0 + µs1
2
(∪I)− µs(∪I)| < εn
(ii) For every n ≥ 1, the sequence (Hs)s∈2n is (εs)s∈2n-biorthogonal, where
ε =
∑
s∈2n εs > 0.
In the following we present a partition of 2<N in continuoummany almost disjoint
subtrees. This partition is induced by the canonical bijection between 2<N and
2<N × 2<N.
Definition 43. Let s ∈ 2<N. If s = ∅ then let L∅ = {∅}. If ∅ 6= s = (s(1), ..., s(n))
let Ls = {t ∈ 22n : t(2i) = s(i), for all 1 ≤ i ≤ n}.
Remark 13. It is easy to see that for each σ ∈ 2N, Tσ = ∪nLσ|n, is a dyadic
subtree of 2<N and (Tσ)σ∈2N is an almost disjoint family and hence their bodies
([Tσ])σ∈2N are disjoint.
The following properties of (Ls)s∈2<N are easily established.
(L1) For all n ≥ 0 and s ∈ 2n, Ls ⊆ 22n and |Ls| = 2n, where |Ls| is the
cardinality of Ls.
(L2) For s1 ⊑ s2, Ls1 = Ls2 |n1 = {t|n1 : t ∈ Ls2}, where n1 = 2|s1|.
(L3) For s1 ⊥ s2, Ls1 ⊥ Ls2 .
(L4) For all n ≥ 0, 22n = ∪s∈2nLs.
Given an an (ε, (εn)n) − S2 generating system ((Hs, µs,Js)s∈2<N , (Pn)n), with
constants (M,Λ, θ), we setGs = 2
−n/2
∑
t∈Ls
Ht, νs = 2
−n
∑
t∈Ls
µt, Is =
⋃
t∈Ls
Jt,
Qn = P2n and ε′n = θ2n/2 + 2n/2ε2n.
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Proposition 44. If θ′ = θ−(2M+ε)ε > 0 then the system ((Gs, νs, Is)s∈2N , (Qn)n)
is an (ε′n)n − S2 system with constants (M + ε,Λ, θ′).
Proof. Let n ≥ 1 and s ∈ 2n. Since Ls ⊆ 22n, |Ls| = 2n and (Ht)t∈22n is (εt)t∈22n -
biorthogonal, with
∑
t∈22n εt = ε < 1, by Lemma 10, we get that for every I ∈ A,
v22(Gs, I) < |Ls|−1
∑
t∈Ls
v22(Ht, I(t)) + 2−n(2M + ε)ε ≤ (M + ε)2
and so ‖Gs‖V 02 ≤M + ε.
Moreover ‖Gs‖∞ ≤
√|Ls|ε2n = √2nε2n < ε′n. We show now that the quadratic
variation of < {Gs}s∈2n > is ε′n-determined by Qn. Let I ∈ A. Since P2n, ε2n-
determines the quadratic variation of < {Ht}t∈22n >, there is I˜  I in F(P2n)
such that for all (µt)t∈22n ,
|v22(
∑
t∈22n
µtHt, I)− v22(
∑
t∈22n
µtHt, I˜)| ≤ (
∑
t∈22n
|µt|2)ε2n
Notice that for every sequence of scalars (λs)s∈2n ,
∑
s∈2n λsGs =
∑
t∈22n µtHt,
where for each t ∈ 22n, µt = |Ls|−1/2λs, for t ∈ Ls. Therefore
|v22(
∑
s∈2n
λsGs, I)− v22(
∑
s∈2n
λsGs, I˜)| = |v22(
∑
t∈22n
µtHt, I)− v22(
∑
t∈22n
µtHt, I˜)|
≤ (
∑
t∈22n
|µt|2)ε2n ≤ (
∑
s∈2n
|λs|2)ε′n
We proceed to show property (4) of Definition 37. Let I ∈ F(Qn). Then I ∈
F(P2n), I = ∪t∈22nI(t) and for all t ∈ 22n, v22(Ht, I(t)) ≤ µt(∪I(t)) + ε2n. Notice
also that for every t ∈ Ls, µt ≤ |Ls|νs. Hence, by Lemma 10, we get that
v22(Gs, I) ≤ |Ls|−1
∑
t∈Ls
µt(∪I(t)) + ε2n + 2−n(2M + ε)ε
≤
∑
t∈Ls
νs(∪I(t)) + ε2n + 3θ/4
√
2n ≤ νs(∪I) + ε′n
We show now (28) of Definition 38. Let m ≥ 1 and t = (t(1), ..., t(m)) ∈ 2m.
Let 0 ≤ n < m and s = t|n. For each w ∈ Ls, let w0 = wa0at(n + 1) and
w1 = w
a1at(n+1). Let also u = (u(1), ..., u(m−n− 1)) where u(i) = t(n+1+ i),
for all 1 ≤ i ≤ m − n − 1. Then Lt =
⋃
w∈Ls
(wa0 Lu ∪ wa1 Lu) and so νt =
2−m
∑
w∈Ls
∑
v∈Lu
(µwa0 v
+ µwa1 v
). Therefore,
νt − νs = 2−m
∑
w∈Ls
∑
v∈Lu
(µwa0 v
+ µwa1 v
)− 2−n
∑
w∈Ls
µw
= 2−m
∑
w∈Ls
∑
v∈Lu
(µwa0 v
+ µwa1 v
− 2µw)
Moreover by (39), for every I ∈ F(Qn) = F(P2n), and all v ∈ Lu, we have that
|(µwa0 v + µwa1 v − 2µw)(∪I)| ≤ 2ε2n
Hence |νt(∪I)− νs(∪I)| ≤ 2−m2n2m−n−12ε2n = ε2n ≤ ε′n.
That the pair (Is, It) is disjoint, is straightforward by properties (5) of Definition
37 and (L3) of Definition 43. Finally, v22(Ht,Jt) > θ, implies that v22(Ht, I(t)s ) >
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θ − ε2, for all t ∈ 2<N. Hence by Lemma 10, we obtain that
v22(Gs, Is) ≥
∑
t∈Ls
|Ls|−1v22(Ht, I(t)s )− 2−n2Mε ≥ θ − (ε+ 2M)ε = θ′

6.3. The embedding of S2 into X when MX∗∗ is non-separable.
Lemma 45. Let {µξ}ξ<ω1 be a non-separable subset of M+[0, 1]. Then there are
an uncountable subset Γ of ω1 such that for every ξ ∈ Γ, µξ = λξ + τξ where λξ, τξ
are positive Borel measures on [0, 1] satisfying the following properties.
(1) For all ξ ∈ Γ, λξ ⊥ τξ and ‖τξ‖ > 0.
(2) For all ζ < ξ in Γ, µζ ⊥ τξ.
Proof. We may suppose that for some δ > 0, ‖µξ−µζ‖ > δ, for all 0 ≤ ζ < ξ < ω1.
By transfinite induction we construct a strictly increasing sequence (ξα)α<ω1 in
ω1 such that for each α < ω1, µξα = λξα + τξα , with λξα ⊥ τξα , ‖τξα‖ > 0 and
τξα ⊥ µξβ for all β < α. The general inductive step of the construction has as
follows. Suppose that for some α < ω1, (ξβ)β<α has been defined. Let (βn)n an
enumeration of α and set
ζα = sup
n
ξβn , να =
∑
n
µξβn /2
n and Nα = {ξ < ω1 : ζα < ξ and µξ << να}
By Radon- Nikodym theorem, {µξ}ξ∈Nα is isometrically contained in L1([0, 1], να)
and therefore it is norm separable. Since we have assumed that ‖µξ − µζ‖ > δ, for
all 0 ≤ ζ < ξ < ω1, we get that Nα is countable. Hence we can choose ξα > supNα.
Let µξα = λξα+τξα be the Lebesgue analysis of µξα where λξα << να and τξα ⊥ να.
By the definition of να and ξα, we have that ‖τξα‖ > 0, τξα ⊥ µξβ , for all β < α
and the inductive step of the construction has been completed. 
Lemma 46. Let {τξ}ξ<ω1 be an uncountable family of pairwise singular positive
Borel measures on [0, 1]. Then for every finite family (Γi)
k
i=1 of pairwise disjoint
uncountable subsets of ω1 and every ε > 0 there exist a family (Γ
′
i)
k
i=1 with Γ
′
i
uncountable subset of Γi and a family (Ui)
k
i=1 of open and pairwise disjoint subsets
of [0, 1] such that τξ([0, 1] \ Ui) < ε, for all 1 ≤ i ≤ k and ξ ∈ Γ′i.
Proof. For every α < ω1, we choose (ξ
α
i )
k
i=1 ∈
∏k
i=1 Γi such that for every α 6= β in
ω1 and every 1 ≤ i ≤ k, ξαi 6= ξβi . For each 0 ≤ α < ω1 the k-tuple (τξiα)ki=1 consists
of pairwise singular measures and so we may choose a k-tuple (Uαi )
k
i=1 of open
subsets of [0, 1] with the following properties: (a) For each i, τξαi ([0, 1] \ Uαi ) < ε,
(b) For all i 6= j, Uαi ∩ Uαj = ∅ and (c) For each i, Uαi is a finite union of open in
[0, 1] intervals with rational endpoints.
Since the family of all finite unions of open intervals with rational endpoints is
countable, there is a k-tuple (Ui)i and an uncountable subset Γ of ω1, such that for
all 1 ≤ i ≤ k and all α ∈ Γ, Uαi = Ui. For each 1 ≤ i ≤ k, set Γ′i = {ξαi : α ∈ Γ}.
Then for each 1 ≤ i ≤ k and all ξ ∈ Γ′i, τξ([0, 1] \ Ui) < ε. 
Lemma 47. Let X be a subspace of V 02 and suppose that X
∗∗ contains an un-
countable family F such that DF = ∪f∈FDf is countable and MF = {µf}f∈F is
non-separable. Then there are constants (M,Λ, θ) such that for every ε > 0 and
every sequence (εn)n of positive scalars there is an (ε, (εn)n)- S
2 generating system
((Hs, µs,Js)s∈2<N , (Pn)n) with constants (M,Λ, θ) and Hs ∈ X, for all s ∈ 2<N.
32 D. APATSIDIS, S.A. ARGYROS AND V. KANELLOPOULOS
Proof. Since for all f ∈ V2 and λ ∈ R, µλf = λ2µf , we may assume that F ⊆ SX∗∗ .
By Lemma 45, there is a non-separable subset {µξ}ξ<ω1 of MF such that for all
0 ≤ ξ < ω1, µξ = λξ+τξ, λξ ⊥ τξ and for all ζ < ξ, µζ ⊥ τξ. By passing to a further
uncountable subset, we may also assume that there is θ0 > 0 such that ‖τξ‖ > θ0.
We fix ε > 0 and a sequence (εn)n of positive real numbers. We will construct the
following objects:
(1) A Cantor scheme (Γs)s of uncountable subsets of ω1 (that is for all s ∈ 2<N,
Γsa0 ∪ Γsa1 ⊆ Γs and Γsa0 ∩ Γsa1 = ∅),
(2) A family ((ξ0s , ξ
1
s ))s of pairs with ξ
0
s < ξ
1
s in Γs, for all s ∈ 2<N.
(3) A Cantor scheme of open subsets (Vs)s of [0, 1],
(4) A family of functions (Hs)s in X ,
(5) An increasing sequence (Pn)n of finite subsets of [0, 1] \DF , and
(6) A family (Js)s in A,
such that the following are satisfied.
(i) For every ξ ∈ Γs, τξ(Vs) > θ0/2 and τξ([0, 1] \ Vs) <
(∑|s|
i=0 2
−(i+2)
)
θ0.
(ii) The measures µξ0s and µξ1s are w
∗-condensation points of {µξ}ξ∈Γs .
(iii) For every n ≥ 1, s ∈ 2n, ξ ∈ Γs and I ∈ F(Pn−1),
(µξ − µξs(n)
s−
)(∪I)| < εn−1
16
, where s− = (s(1), ..., s(n− 1))
(iv) ‖Hs‖V2 ≤ 2, ∪Js ⊆ Vs and v22(Hs,Js) > θ0/2.
(v) For every s ∈ 2n, ‖Hs‖∞ ≤ εn and v22(Hs, I) ≤ 8(µξ0s + µξ1s )(∪I) + εn, for
all I ∈ F(Pn).
(vi) If (si)
2n
i=1 is the lexicographical enumeration of {0, 1}n, then (Hsi)2
n
i=1 is
(ε/2i)2
n
i=1-biorthogonal.
(vii) The set Pn εn−determines the quadratic variation of < {Hs}s∈2<N >.
Given the above construction, we set µs = 8(µξ0s +µξ1s ) and we claim that the fam-
ily ((Hs, µs,Js)s∈2<N , (Pn)n) is an (ε, (εn)n)- S2 generating system with constants
(M,Λ, θ), where M = 2, Λ = 16 and θ = θ0/2. We only verify condition (39) of
Definition 42, since the other conditions are immediate. So let n < m, s ∈ 2n and
s0, s1 ∈ 2m, with sa0 ⊑ s0 and sa1 ⊑ s1. Then Γs0 ⊆ Γsa0, Γs1 ⊆ Γsa1, and so by
(iii), for all I ∈ F(Pn) and j ∈ {0, 1}, we get that
(40) max{|(µξjs0 − µξ0s )(∪I)|, |(µξjs1 − µξ1s )(∪I)|} ≤
εn
16
Since
|µs0 + µs1
2
− µs| ≤ 4(|µξ0s0 − µξ0s |+ |µξ1s0 − µξ0s |+ |µξ0s1 − µξ1s |+ |µξ1s1 − µξ1s |, )
by (40), we have that for all I ∈ F(Pn), |(µs0+µs12 − µs)(∪I)| ≤ εn.
We present now the general inductive step of the construction. Let us sup-
pose that the construction has been carried out for all s ∈ 2<n. For every s =
(s(1), ..., s(n)) ∈ 2n, we define
(41) Γ(1)s = {ξ ∈ Γs− : ∀I ∈ F(Pn−1), |(µξ − µξs(n)
s−
)(∪I)| < εn/16}
Since F(Pn−1) is a finite subset of F([0, 1] \ DX∗∗) and µξ(∂(∪I)) = 0, for all
I ∈ F([0, 1] \DX∗∗) and all ξ < ω1 (where ∂(∪I) is the boundary of ∪I), the set
{µξ : ξ ∈ Γ(1)s } is a relatively weak∗-open nbhd of µξs(n)
s−
in {µξ}ξ∈Γs− . By our
inductive assumption, µξ0
s−
and µξ1
s−
are weak∗-condensation points of {µξ}ξ∈Γ
s−
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and therefore for all s ∈ 2n the set Γ(1)s is uncountable. Applying Lemma 46 we
obtain a 2n-tuple (Us)s∈2n of pairwise disjoint open subsets of [0, 1] and a family
(Γ
(2)
s )s∈2n such that for each each s ∈ 2n, Γ(2)s is an uncountable subset of Γ(1)s and
for all ξ ∈ Γ(2)s ,
(42) τξ([0, 1] \ Us) < θ0/2n+2
For every s ∈ 2n we set Vs = Us ∩ Vs− . Since Γ(2)s ⊆ Γ(1)s ⊆ Γs− , using (i), we get
that for all s ∈ 2n and all ξ ∈ Γ(2)s ,
(43) τξ([0, 1] \ Vs) <
( n∑
i=0
2−(i+2)
)
θ0
Moreover as
∑n
i=0 2
−(i+2) < θ0/2 and ‖τξ‖ > θ0, we get that for all ξ ∈ Γ(2)s ,
(44) τξ(Vs) > θ0/2
Since for all ζ < ξ < ω1, we have µξ ≥ τξ and τξ ⊥ µζ , by Lemma 16, we get that
µfξ−fζ ≥ τξ. Therefore
(45) µfξ−fζ (Vt) > τξ(Vt) > θ0/2,
for all s ∈ 2n and ζ < ξ in Γ(2)s .
Let (si)
2n
i=1 be the lexicographical enumeration of 2
n. Using Lemma 7, Proposi-
tion 3 and a finite induction on 1 ≤ i ≤ 2n, we will choose for every 1 ≤ i ≤ 2n, the
set Γsi , the function Hsi , the pair of ordinals (ξ
0
si , ξ
1
si) and the family Jsi satisfying
(ii)-(vi). Suppose that for some 1 ≤ k < 2n, (Hsi)i≤k have been chosen so that
(Hsi)i≤k is an ((ε
k
i ), (δi)
k−1
i=0 )-biorthogonal sequence, where ε
k
i = (
∑k−1+1
r=1 2
−r)ε/2i.
Then by Lemma 7 there are δm > 0 and ǫ > 0 such that for every H ∈ V 02 with
‖H‖∞ < ǫ, the sequence Hs1 , ..., Hsm−1 , H is an ((εk+1i )k+1i=1 , (δi)mi=0)-biorthogonal
sequence. Clearly, we may suppose that ǫ < εn. For each ξ < ω1, let fξ ∈ F such
that µξ = µfξ . Since DF is countable, by Proposition 3, we have that (F , ‖ · ‖∞)
is separable and so there is an uncountable subset Γ
(3)
tk+1
of Γ
(2)
tk+1
such that for all
ζ, ξ in Γ
(3)
tk+1 ,
(46) ‖fξ − fζ‖∞ < ǫ/8
Applying also Lemma 35, for the family F = {fξ}ξ∈Γ(3)sk+1 we pass to a further
uncountable subset Γ
(4)
sk+1 of Γ
(3)
sk+1 such that for every ζ, ξ ∈ Γ(4)sk+1 ,
(47) ‖µdfξ−fζ‖ < (ǫ/128)2
We set Γsk+1 = Γ
(4)
sk+1 and we choose ξ
0
sk+1 < ξ
1
sk+1 in Γsk+1 such that µξ0sk+1
and µξ1sk+1
are weak∗-condensation points of the set {µξ}ξ∈Γsk+1 . We put F =
fξ0sk+1
−fξ1sk+1 . Since for all ξ < ω1, ‖fξ‖V2 = 1, we have that ‖F‖∞ ≤ 2. Moreover
by (45)-(47), we have that
(48) µF (Vsk+1) > θ0/2, ‖F‖∞ < ǫ/12, and ‖µdF‖ < (ǫ/128)2
Let (fn)n be a sequence in X pointwise converging to F with ‖fn‖V2 ≤ ‖F‖V2 (see
Remark 7). By Proposition 28, there exist a convex block sequence (hn)n of (fn)n
and J ∈ A such that setting H = hl − hk, for sufficiently large k < l, we have that
(a) ‖H‖V2 ≤ 2‖F‖V2 ≤ 4 and ‖H‖∞ ≤ 4‖F‖∞ + ǫ/2 ≤ ǫ.
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(b) ∪J ⊆ Vsk+1 and v22(H,J ) > θ0/2.
(c) For all I ∈ A,
v22(H, I) ≤ 4µF (∪I) + 32‖f‖V2
√
‖µdF ‖+ ǫ/2 ≤ 8(µξ0sk+1 + µξ1sk+1 )(∪I) + ǫ
We set Hsk+1 = H and Jsk+1 = J and the inductive step is completed. Finally,
using Proposition 1, we choose a sufficiently dense finite subset Pn ⊆ [0, 1] \ DF
determining the quadratic variation of < {Hs}s∈2n > which completes the proof of
the inductive step. 
Lemma 47, Proposition 44 and Proposition 41 yield the following.
Proposition 48. Let X be a subspace of V 02 and suppose that X
∗∗ contains an
uncountable family F such that DF = ∪f∈FDf is countable and MF = {µf}f∈F
is non-separable. Then X contains a subspace isomorphic to the space S2.
Lemma 49. Let G = ((gs), (Is, Js))s∈2<N be a tree family such that TF = < {gs}s >
and for every n ≥ 0, let Kn = ∪s∈2nIs. Then for every f ∈ TF ∗∗, supp µf ⊆ K,
where K = ∩∞n=0Kn.
Proof. Let f ∈ TF ∗∗ and let (fm)m be a sequence in < {gs}s > pointwise conver-
gent to f and such that ‖fn‖V2 ≤ ‖f‖V2. For each n ≥ 0, let Pn : TF ∗∗ → Gn
be the natural projection onto the finite dimensional space Gn =< {gs}|s|<n >
(where G0 = {0}). Let also hnm = fm − Pn(fm) and hn = f − Pn(f). Since
Pn is w
∗ − w∗ continuous, the sequence (hnm)m is pointwise convergent to hn and
so supp hn ⊆ Kn. Since µhn = µf and supp µhn ⊆ supp hn, we conclude that
supp µf ⊆ Kn for all n ≥ 0. 
Proposition 50. The set McTF∗∗ = {µf : f ∈ TF ∗∗ ∩ C[0, 1]} is a non-separable
subset of M[0, 1]. Therefore the space S2 is embedded into TF .
Proof. Let G = ((gs), (Is, Js))s∈2<N be a tree family such that TF = < {gs}s >.
Let also (Tσ)σ∈2N be the almost disjoint family of dyadic subtrees in 2
<N defined in
Remark 13. For each σ ∈ 2N, we set Gσ = ((gs), (Is, Js))s∈Tσ . As we have already
mentioned in the definition of the space TF , Gσ is also a tree family and hence the
spaceXσ = < {gs}s∈Tσ > is a copy of TF . Therefore c0 is embedded into Xσ which
gives that (X∗∗σ \X) ∩ C[0, 1] 6= ∅ (cf. Remark 9). So for each σ ∈ 2N, we can pick
a fσ ∈ X∗∗σ \X ∩C[0, 1]. Setting Tσ = (tσs )s∈2N and Kσ = ∩n ∪s∈2n Itσs , by Lemma
49 we have that supp µfσ ⊆ Kσ. Since (Tσ)σ∈2N is an almost disjoint family, we
get that (Kσ)σ∈2N is a disjoint family of compact subsets of [0, 1] and so {µfσ}σ∈2N
consists of pairwise singular positive measures. As {fσ}σ∈2N ⊆ TF ∗∗ ∩ C[0, 1],
we conclude that McTF∗∗ is non-separable. Finally, that S2 is embedded into X ,
follows by Proposition 48, for F = TF ∗∗ ∩ C[0, 1]. 
Proposition 51. Let X be a subspace of V 02 such that the space S
2 is embedded
into X. Then the set MX∗∗ = {µf : f ∈ X∗∗} is a non-separable subset of M[0, 1].
Proof. Let T be an isomorphic embedding of S2 into X and let fs = T (es), where
(es)s be the usual basis of S
2. From [3] we have that for each σ ∈ 2N, the sequence
(
∑n
k=0 fσ|k)n is pointwise converging to a function fσ ∈ (X∗∗ \X)∩C[0, 1]. Hence
there exist an uncountable subset Σ ⊆ 2N and δ > 0 such that for all σ ∈ Σ,
dist(fσ, X) > δ. We will show that the set {µfσ : σ ∈ Σ} ⊆ M[0, 1] is non-
separable. Indeed, otherwise, we can choose a norm-condensation point µ ∈ M[0, 1]
HAUSDORFF MEASURES AND FUNCTIONS OF BOUNDED QUADRATIC VARIATION 35
of {µσ : σ ∈ 2N}. Fix also a positive integerm ∈ N and ε > 0. Then for uncountably
many σ ∈ Σ, we have that
(49) ‖µfσ − µ‖ ≤ ε/m
Let σ1, ..., σm ∈ Σ satisfying (49) and let n0 ∈ N be such that for all n ≥ n0
and 1 ≤ i < j ≤ m, σi|n ⊥ σj |n. We set gσi =
∑
n≥n0
fσi|n. Since fσi − gσi =∑
n<n0
fσi|n ∈ X , we have that dist(gσi , X) = dist(fσi , X) > δ and µfσi = µgσi .
For every n ∈ N, let F in =
∑n0+n
k=n0
fσi|k. Then
‖F in‖V2 ≤ ‖T ‖
∥∥∥n0+n∑
k=n0
eσi|k
∥∥∥
S2
≤ ‖T ‖
Applying Proposition 33, for the continuous function gσi ∈ X∗∗ \X , the sequence
(F in)n and εn = ε/m2
n, we obtain a convex block sequence (hin)n of (F
i
n)n such
that the functions Gin = h
i
2n+1−hi2n, satisfy the following. (i) δ < ‖Gin‖V2 ≤ 2‖T ‖,
(ii) ‖Gin‖∞ < ε/m22n and (iii) for every I ∈ A, v22(Gin, I) ≤ 4µfσi (∪I) + ε/m22n.
By (ii) and Lemma 7, we can choose n1 < ... < nm such that the finite se-
quence (Gini)
m
i=1 is ε/m−biorthogonal. By the definition of Gin, we have that
Gini =
∑
s∈Fi
λsfs, where Fi is a finite subset of {σi|n : n ∈ N}. Hence
(50) δ < ‖Gini‖V2 ≤ ‖T ‖
∥∥∥ ∑
s∈Fi
λses
∥∥∥
S2
≤ ‖T ‖max
s∈Fi
|λs|
Let si ∈ Fi be such that |λsi | = maxs∈Fi |λs|. Then by (50), |λsi | ≥ δ/‖T ‖ and so,
since the set {si : 1 ≤ i ≤ m} is an antichain of 2<N, we get that
(51)
∥∥∥ m∑
i=1
Gini
∥∥∥
V2
≥ 1‖T−1‖
∥∥∥ m∑
i=1
∑
s∈Fi
λses
∥∥∥
S2
≥ 1‖T−1‖
√
mδ2
‖T ‖2 ≥
δ
√
m
‖T−1‖‖T ‖
By Lemma 10 and (iii), for every I ∈ A we have that
v22(
m∑
i=1
Gini , I) ≤
m∑
i=1
v22(G
i
ni , I(i)) + (4‖T ‖+ 1)ε ≤ 4
m∑
i=1
µfσi (∪I(i)) + (4‖T ‖+ 2)ε
≤ 4µ(∪I) + ε+ (4‖T ‖+ 2)ε ≤ 4‖µ‖+ (4‖T ‖+ 3)ε
Therefore, letting ε → 0, 4‖µ‖ ≥
∥∥∥∑mi=1Gini∥∥∥
V2
and so by (51) , we get a contra-
diction. 
We are finally ready to prove the main results of the paper.
Theorem 52. Let X be a subspace of V 02 . Then the space S
2 is embedded into X
if and only if MX∗∗ is non-separable.
Proof. By Proposition 51, if S2 is embedded into X then MX∗∗ is non-separable.
Conversely suppose that MX∗∗ is non-separable. Then we distinguish two cases.
If X∗ is separable then by Proposition 2, the set DX∗∗ is countable and hence by
Proposition 48, for F = X∗∗, we get that S2 is embedded into X . In the case X∗
is non-separable, by [1], the space TF is embedded into X . By Proposition 50, we
have that S2 is embedded into TF and hence into X . 
Theorem 53. Let X be a subspace of V 02 . Then c0 is embedded into X if and only
if X∗∗ is non separable.
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Proof. Suppose that X∗∗ is non separable (the other direction is obvious). If X∗
is non-separable then as we have already mentioned the space TF and hence c0 is
embedded into X . So assume that X∗ is separable. We distinguish the following
cases. IfMX∗∗ is non-separable then the result follows by Theorem 52. Otherwise,
MX∗∗ is separable and so by Proposition 36, c0 is again embedded into X . 
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