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Introduction
To achieve the project goal, some tasks need to be executed, and the work of determining the process order of these tasks and the involved resources is called project scheduling. During the last 30 years, RCPSP (Resource Constrained Project Scheduling Problem) has become a standard problem in the field of project scheduling area [1] .
Though the model has been extended by a number of researchers [2, 3] , it still cannot meet the demand of specific practical industrial problem. Based on the fundamental need of an enterprise, a special RCPSP model, SRCPSP, has been proposed in the previous study [4] , and a heuristic algorithm based on the SSGS (Serial Scheduling Generated Scheme) is proposed to solve the SRCPSP [4] . In this work, the above SRCPSP model is updated according to more realistic constraints. The main updates are: firstly, some sites and machines may be unavailable in some given time-slots; secondly, instead of being fixed in one position, some machines can move from one site to another, and so they can serve all sites. So the above SRCPSP model is updated in this work by adding the unavailable periods to the sites and renewable resources, and movable renewable resource types are considered. RCPSP has been proved NP-hard in strong sense [5] . Therefore, the use of heuristics and meta-heuristics is a rational choice. So, a heuristic algorithm is designed to satisfy the additional constraints, and then the max-min ant system [6] is applied to optimize the solution. The experimental results show that the proposed method is effective.
The rest of the paper is organized as follows. After the detailed description of the updated SRCPSP model in Section 2, the proposed optimization algorithm using the max-min ant system is presented in Section 3. In Section 4, the computational results and analysis are reported. Finally, the paper is concluded in Section 5.
The Model of SRCPSP
In our previous work [4] , the SRCPSP has been modeled as an extension of classic RCPSP, with the introduction of the concepts of job and site, and the objective is to minimize the makespan. In this work, the SRCPSP is extended by adding some new constraints, and the objective is changed to minimize the total flow time and deviation of the project as well. In this section, the model is presented in three parts: the constraints of resources, the constraints of operations, and the objectives. (NCEECE 2015) Resources Constraints. In the scheduling environment of SRCPSP, there are non-renewable and renewable resources, and all the operations need to be processed on a suitable site.
Non-renewable resources, such as raw materials, are usually limited throughout the entire project horizon. There is a set of non-renewable resource types NR = {nr 1 , nr 2 , …, nr NR } in SRCPSP. In this work, the amount of each non-renewable resource type is assumed unlimited.
Sites are the places where the job can be processed. There are W types of sites, and the number of each type is denoted by w i , i = 1, 2, …, W. The site cannot be used sometimes, on account of the occupation or some other reasons. So, for each site s j , it has a release time r j and a set of unavailable periods US j = {[t s ,t e ] * }, i.e. the site s j cannot be used before time r j or during the unavailable periods. Transferring the following described jobs and movable resources from site j to site k requires some time. As the speeds vary from one job (or movable resource) to another, the transfer time of different jobs may be different. However, the time is in proportion to the distance between the sites and the speed of the job or movable resource. As a result, there is a factor s jk reflecting the distance from site j to site k, and the real transfer time of different jobs or movable resources will be calculated according to the corresponding speed factor. Some sites are in mutex relationship, which means if there is a job being processed on site i, no job can be processed on site j when site i and site j are in mutex relation. At any period, one site can only serve one job, and preemption is not allowed.
There is a set of R renewable resource types R = {r 1 , r 2 , …, r R }, and r i represents the amount of type i. The renewable resource type i could deal with m i types of non-renewable resource, denoted by {nr ij | j =1, …, m i }. Renewable resource type i has the same processing capacity c ij for the non-renewable resources type j. Usually, renewable resources only can serve some of the nearby sites. However, some machines, depicted as movable resources, can move from one site to another, with an initial site to determine the location and an speed factor to determine the real time of transferring. Similar to the sites, each renewable resource j is under the constraints of the release time rt j and the unavailable periods URS j . At any period, one renewable resource can only serve one job, and preemption is not allowed. At any time, the occupation of resource type i should not exceed r i throughout the scheduling.
Operations Constraints. There is a set of n jobs N = {N 1 , N 2 , …, N n } in the model, each of which is under the constraints of release time, initial site, and the speed factor. The job N i consists of a set of k operations K = {1, 2, …, k }. Operations 1 and k are dummy operations, and they denote the start operation and the sink node. Each of the non-dummy operations can be processed on several given types of sites, requiring some non-renewable resources. The duration of the operation is computed by the needed amount of non-renewable resources and the processing capacity of the renewable resources that serve the job. Besides the precedence constraints, there may be mutual exclusion relationship and mutual inclusion relationship between operations. The mutual exclusion relationship between operation i and j means that they cannot be processed simultaneously even though they satisfy the precedence constraints. Analogously, the mutual inclusion relationship means these two operations must be processed simultaneously. Similarly, preemption is not allowed.
All the operations of a job can be divided into different sets. Each set represents one phase of the process of the job, and phases need to be processed in sequence. Dummy operations are added to each phase to represent the start and the end of the phase. There may also have precedence constraints between the phases of different jobs. For example, if the phase a of job i is the predecessor of the phase b of job j, then the phase b could not begin until the phase a completed.
Objective. The objective of the classic RCPSP is to minimize the makespan. However, the minimization of the makespan cannot ensure every job end the processing as early as possible. So total flowtime is used in this work, i.e., to minimize Σ j∈N C j , the sum of the flowtime of every job. In addition, as every job has an expected time to start the process for certain phases, then each job needs to start these phases as close to the given time, so it needs to minimize the absolute deviation of actual start time and the expected start time. The total deviation, computed by Σ j∈N |C j -E j |, ought to be minimized as well.
In summary, the following is updated compared with the model in the previous work [4] : (1)The unavailable periods are added to the sites and renewable resources; (2)Mutex relationship are added between the sites; (3)The movable resources are considered; (4)There are precedence constraints between the phases of different jobs; (5)The scheduling objective is updated.
The Proposed Ant Algorithm
Given the fact that the traditional RCPSP is NP-Complete, and the discussed problem is even more complex, meta-heuristic is considered here. An optimal algorithm based on ant colony optimization is proposed to solve the SRCPSP.
Initial Solution. To generate an initial solution, a constructive heuristic algorithm based on SSGS [7, 8] is proposed, in which the following notations and definitions are used:
 ST i , the candidate operations set of job N i , consists of all the operations of job N i that the predecessors have been scheduled already.  CJ, the candidate job, whose candidate operations set is not empty.  SJ, the candidate jobs set, consists of all the candidate jobs whose candidate operations set contains one or more operations which can obtain the required sites and resources.  FJ i , the front operations set of job i, consists of all the immediate predecessors of the operations in the candidate operations set. The proposed SSGS algorithm is presented as follows. At stage i, the candidate jobs set SJ i is selected. If SJ i is not empty, then select the optimum candidate operation op from the ST j of SJ i , and schedule the operation, i.e., assigning the proper renewable resources and sites for the operation, followed by the updating of the ST j and FJ j of the job j that the op belongs to. The SJ is updated at the same time. Repeat above steps until the SJ is empty. If none of the jobs has unscheduled operations, a feasible solution is generated. Otherwise, the scheduling cannot be generated. The pseudo-code of the SSGS algorithm can be found in the literature [4] .
In the proposed SSGS, it involves the selection of sites, renewable resources and operations when scheduling. The priority rules used are as follows:
(1) If the job has one or more operations that can be scheduled on its current site, then it will be scheduled on the site. Otherwise, it will be moved to the earliest available site where most operations can be scheduled on to continue the process. One thing to note is that unless no other site could be selected, movable resources would not be considered in the selection. (2) When selecting proper renewable resource for the operation, the resource with the earliest available time and greatest processing capacity will be preferred. (3) In each scheduling stage, the candidate operation with the earliest start time and end time is selected. Optimization Algorithm. In order to improve the initial solution, the max-min ant system (MMAS) [6] is adopted. The construction of a solution for the SRCPSP can be divided into two stages: first, choose an appropriate site for the jobs, and then determine the start time for the operations and assign renewable resources accordingly. As the order of the operations in the practical problems is relatively stable and moving a job from one site to another is very time consuming, selecting proper sites is more important than the selection of renewable resources. As a result, the max-min ant system is adopted in the selection of sites in this work.
In the MMAS-based optimization algorithm, each ant generates a solution according to the algorithm base on SSGS. In contrast to the algorithm that generates the initial solution, the site is selected by the job with a probability consists of the phenomenon and the heuristic information, instead of with the priority rules.
There is a pheromone trail τ k ij (t), denoting the path between site i and site j, as well as the job k, and the iteration counter t. The heuristic information η ij , being set to the value of 1/s ij , also influences the choice of ants. In the iteration t, suppose job k is on site i, and need to select another site, then the site j is selected with a probability:
where α and β regulate the influence of the pheromone trail and the heuristic information, and N k i is the set of sites that job k can be moved to.
The pheromone trails are updated after all the ants have generated solutions. Then the pheromone trail is updated according to the ant generated the best solution:
where ρ (0 ≤ ρ < 1) is parameter that defines the trail persistence, and ∆τ
) is the objective value of the best solution that has been generated in the iteration t.
To avoid the situation that one pheromone trail becomes significantly greater than other pheromone trails after a number of iterations, all the pheromone trails τ
where τ min and τ max are dynamically changed with f(s opt ), the value of the best solution that has already found. According to the literature [6] , they are calculated with the equations:
where p best is the probability that the best solution is constructed when MMAS has converged, and n is the number of sites. The initial phenomenon trail is set to τ max , with the best solution is set to the initial solution generated by SSGS algorithm.
According to the literature [6] , α = 1, β = 2, ρ = 0.98, p best = 0.05, as these values are proved to achieve better performance more likely. Based on these rules and equations, the pseudo-code of the MMAS-based algorithm is presented as follows:
1. Generate an initial solution π with the SSGS algorithm, let the optimal solution π * = π; 2. Set the parameters of the MMAS algorithm: max_iter, ant_num, α, β, ρ and p best ; 3. Initial the pheromone trails between sites of each job, being set to τ max ; 4. For iter = 1 to max_iter Do 5. For i = 1 to ant_num Do 6.
Generate a solution by the SSGS algorithm that selects the sites using E q. 1; EndFor 7. Let π' be the best solution that found in step 6; 8. If (π' is better than π * ) 9. ... The Algorithm Performance. The algorithm is programmed using C++. All the experiments in this paper are carried on a Dell R730 Server with 2.60GHz Intel Xeon processors and 16G RAM running the CentOS7 operating system.
In the case of choosing proper value for ant_num and max_iter, some preliminary experiments were conducted. The results show that: (1)when the number of ants in each colony is similar to the number of sites, the algorithm are more probably generating better solutions; (2) the algorithm may be converged after 50 to 100 iterations. So, considering the efficiency and effectiveness of the algorithm, ant_num is set to the number of sites, and max_iter is set to 100 in the following experiments.
As the objective of SRCPSP is to minimize the weighted sum of the total flowtime and total deviation, i.e., min Σ(ϕΣ j∈N C j + ωΣ j∈N |C j -E j |) , the solution may be affected by the weight factors ϕ and ω. Therefore, different combinations of these two factors are adopted in the experiment. The performance of the MMAS-based algorithm is presented in Table 2 . For there are more constraints in the instance 2, the optimizing effect of instance 2 is not as good as that of instance 1. But the result shows that the MMAS-based algorithm can achieve a good performance on both instances and all the combinations of ω and ϕ. 
Conclusions
In this paper, a special resource-constrained project scheduling problem is presented. Based on the classic RCPSP, some new concepts and constraints are added to the model: introducing the concepts of sites and jobs; besides the constraints of resource and precedence, the operations are also under the constraints of sites; the duration of an operation is calculated by the required amount of non-renewable resource and the capacity of the renewable resource; the operations can be divided into different phases, and precedence constraints exist between phases. Two objectives are considered: the total flowtime and total deviation. A MMAS-based algorithm is proposed to optimize the solution. The experimental results show that the algorithm is effective, and the proper selecting of the site for the jobs plays a key role in the optimizaition of the problem.
