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Abstract
An accuracy of parameter estimates need not be sufficient for their
unforeseen utilization. Therefore some additional measurement is neces-
sary in order to attain the required precision. The problem is to express
the correction to the original estimates in an explicit form.
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1 Introduction
A linear statistical model is considered in the form
Y1 ∼n (X1β,Σ1),
whereY1 is an n-dimensional random vector (observation vector) with the mean
value E(Y1) = X1β and the covariance matrix Var(Y1) = Σ1. The n×k matrix
X1 is given, the k-dimensional vector β is unknown and the matrix Σ1 is known.
In the following text it is assumed that the rank r(X1) = k ≤ n and the
matrix Σ1 is positive definite.
The accuracy of the estimator β̂ is characterized by its covariance matrix
Var(β̂). If it is not satisfactory, then it is necessary to realize an additional
experiment, e.g.
Y2 ∼m (X2β,Σ2).
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(Another forms of additional experiments are described in the following sec-
tions.)















The covariance matrix of the estimator β̂ in this model is obviously more sat-
isfactory than the original covariance matrix.
In the following text the following notation will be used.
β̂ . . . the best linear unbiased estimator (BLUE) in a model without con-
straints;̂̂
β . . . the BLUE in the model with constraints;
β̂(Y1),
̂̂
β(Y1,Y2) . . . the BLUEs based on the observation vector Y1 and
Y1,Y2, respectively;
A+ . . . the Moore–Penrose generalized inverse of the matrix A
(i.e. AA+A = A, A+AA+ = A+, AA+ = (AA+)′, A+A = (A+A)′);
A−m(N) . . . the minimum N-seminorm generalized inverse of the matrix A





′, N is a positive semidefinite
matrix; in more deatil see in [3]);
bq,1 +Bq,kβ = 0 . . . constraints in the original model;
gr,1 +Gr,kβ = 0 . . . constraints in the additional model;
M(A) denotes the column space of the matrix A, i.e.
M(A) = {Au : u ∈ Rn} .
The original model can be either of the form (model without constraints)
Y1 ∼n (X1β,Σ1),
or of the form (model with constraints)
Y1 ∼n (X1β,Σ1), b+Bβ = 0,
where the rank of the matrix B is r(B) = q < k.
The additional model can be either of the form (model without constraints)
Y2 ∼m (X2β,Σ2), r(X2) = k < m, Σ2 is positive definite,
or of the forms










, r(D,X2) = k + l < m,
the matrix Σ2 is positive definite,
model with additional constraints
Y2 ∼m (X2β,Σ2), gr,1 +Gr,kβ = 0, r(X2) = l < m, r(G) = r < k,
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, gr,1 +Gr,kβ = 0,










, gr,1 +G1,(r,k)β +G2,(r,l)γ = 0,
r(D,X2) = k + l < m, Σ2 is positive definite,
r(G1,G2) = r, r(G2) = l < r.
The problem is to find the vector k either in the equation













denotes an estimator respecting two constraints) in dependence on the
form of the joint model.
All models considered are assumed to be regular.
2 Original models without constraints
Lemma 1 Let A be an n × n positive semidefinite matrix, C be an m × m
positive semidefinite matrix and B be an n × m matrix with the properties
M(B) ⊂ M(A) and M(B′) ⊂ M(C). Then
(A−BC+B′)+ = A+ +A+B(C−B′A+B)+B′A+,
(A−BC+B′)+BC+ = A+B(C−B′A+B)+.
Proof It is sufficient to verify the properties of the Moore–Penrose generalized
inverse of a matrix (in more detail see [3]). 
Lemma 2 Let A be any n × k matrix, B be any q × k matrix and Σ be any


























Here MB′ = I−PB′ ,PB′ = B′(B′)+.





























































































be considered (W need not be regular and the rank r(Gq,k) need not be q < k).
The BLUE of β is
̂̂
β = β̃ −WG′(GWG′)+(Gβ̃ + g)
if W is p.d. and
Var(
̂̂
β) = W −WG′(GWG′)+GW
if W is p.d.
In general
̂̂























Proof Since β is unbiasedly estimable (in more detail see in [1], p. 337 and
346), the BLUE in the model with constraints is (see the preceding lemma)









































































× [(W +MG′)+ +G′G]
)
G+(−g)
= β̃− [(W+MG′)+ +G′G]−1G′{G[(W+MG′)+ +G′G]−1G′}+(Gβ̃+ g).
The expression for Var(
̂̂
β) can be obtained easily.







and the proof can be proceeded analogously. 
In the following text C1 = X′1Σ
−1




































]−C−11 X′2(Σ2 +X2C−11 X′2)−1X2C−11 .
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Proof



















= β̂(Y1)−C−11 X′2(Σ2+X2C−11 X′2)−1X2C−11 X′1Σ−11 Y1+(C1+C2)−1X′2Σ−2 Y2
= β̂(Y1)− (C1 +C2)−1X′2Σ−12 X2C−11 X′1Σ−11 Y1 + (C1 +C2)−1X′2Σ−12 Y2

























































































































12 = −[C1 +D′(MX2Σ2MX2)+D]−1D′Σ−12 X2C−12 ,
























































= β̂(Y1)−C−11 D′(Σ2 +DC−11 D′)−1Dβ̂(Y1) +C−11 D′(Σ2 +DC−11 D′)−1X2






















































= C−11 −C−11 D′(Σ2 +DC−11 D′)−1DC−11 +C−11 D′(Σ2 +DC−11 D′)−1X2
× [X′2(Σ2 +DC−11 D′)−1X2]−1X′2(Σ2 +DC−11 D′)−1DC−11























, g +Gβ = 0,
then̂̂








































where V = (C1 +C2)−1 and (see Theorem 1)








































































































, g +Gβ = 0,
then ̂̂
















− [C1 +D′(MX2Σ2MX2)+D]−1G′{G[C1 +D′(MX2Σ2MX2)+D]−1G′}−1
× [Gβ̂(Y1,Y2) + g],
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where























]−C−11 D′[MX2(Σ2 +DC−11 D′)MX2]+DC−11




















































































































































































−[X′2(Σ2 +DC−11 D′)−1X2]−1X′2(Σ2 +DC−11 D′)−1DC−11 .































can be obtained easily.














































































]−{(MB′C1MB′)+ − [MB′(C1 +C2)MB′]+}.
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Proof Regarding Theorem 1 and Lemma 3 we have















(see also in [2], p. 152).
Thus ̂̂


















































































× [Bβ̂(Y1) + b] = ̂̂β(Y1) + {B−m(C1) −B−m(C1+C2)}[Bβ̂(Y1) + b].





























































































































b+Bβ = 0, g +Gβ = 0,




























































can be easily obtained. 

























V1 + I−V1(V1 +V2)+V1
][
I− (V1 + I)−1
]
× [V2 + I− (V1 + I)−1]+[̂̂β(Y1)− ̂̂β(Y2)],
where
̂̂



















1 −C−11 B′(BC−11 B′)−1BC−11 ,
































1 −C−11 B′(BC−11 B′)−1BC−11 ,


























V1 + I, I







V1 + I, I










V1 + I, I











I− (V1 + I)−1
][
V2 + I− (V1 + I)−1
]+[
I− (V1 + I)−1
]}−1
= V1 + I− (V1 + I)
[




V2 + I− (V1 + I)−1 +
[




I− (V1 + I)−1
]}+
× [I− (V1 + I)−1](V1 + I)
= V1 + I− (V1 + I)
[





I− (V1 + I)−1
]
(V1 + I)




V1 + I, I









−1 − [I− (V1 + I)−1][V2 + I− (V1 + I)−1]+(V1 + I)−1}̂̂β(Y1)
+
[
I− (V1 + I)−1
][







β(Y1)− (V1 + I)
[
I− (V1 + I)−1
]{
V2 + I− (V1 + I)−1
+
[




I− (V1 + I)−1
]}+[





V1 + I− (V1 + I)
[


























I− (V1 + I)−1
][
V2 + I− (V1 + I)−1
]+[
I− (V1 + I)−1
])+
× [I− (V1 + I)−1][V2 + I− (V1 + I)−1]+[I− (V1 + I)−1]̂̂β(Y1),
the statement concerning the estimator is obvious.
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V1 + I, I






= V1 −V1(V1 +V2)+V1,








































where V is given in Theorem 8,
A =
(
V1 + I−V1(V1 +V2)+V1
)[
I− (V1 + I)−1
][


















































































V1 + I−V1(V1 +V2)+V1
)[
I− (V1 + I)−1
][






















b+Bβ = 0, g +G1β +G2γ = 0,





is rather complicated. Therefore a sequence of relationships is given which
enables us to obtain the vector k in the actual situation at least. It is assumed
that r(X1) = k < m, r(D,X2) = k + l < m, Σ1 and Σ2 are positive definite




























It is valid that





































































































































































































































σ21 = (0.01 m)
2, σ22 = (0.001 m)
2.
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Here β1, β2, β3 are heights of points P1, P2, P3 and {Y1}1 means a measurement
of a difference of the heights between the point P1 and a reference point A with
the height equal to zero. Analogously {Y1}2 means a measurement of the
difference between the heights of the point P1 and P2, etc.
C1 = (0.01)
−2
⎛⎝ 2, −1, 0−1, 2, −1
0, −1, 2
⎞⎠ , C2 = (0.001)−2






⎛⎝ 3, 2, 12, 4, 2
1, 2, 3
⎞⎠ , C−12 = (0.001)2 13
⎛⎝ 5, 3, 43, 3, 3
4, 3, 5
⎞⎠ ,
Y1 = (5.18 m, −0.35 m, 2.48 m, −7.29 m)′,
Y2 = (−2.134 m, −0.351 m, 2.485 m, 4.825 m)′,⎛⎜⎝ β̂1(Y1)β̂2(Y1)
β̂3(Y1)
⎞⎟⎠ = C−11 X′1Σ−11 Y1 =





⎛⎝ 1.617, 0.971, 1.2860.971, 0.981, 0.971
1.286, 0.971, 1.617
⎞⎠ , C−11 = 10−6
⎛⎝ 75, 50, 2550, 100, 50
25, 50, 75
⎞⎠

















⎞⎟⎟⎠ (a discrepancy between the origi-nal and the additional experiment).
The improvement of the estimator is obvious.
Example 2 The original model describes the measurement of heights of three
points P1, P2, P3. The additional model involves new point P4 of the height γ
and it describes the measurement of height differences between the points P4P3,
P1P4, and P2P1, respectively.










σ21 = (0.01 m)
2, σ22 = (0.001 m)
2,
D =
⎛⎝ 0, 0, −11, 0, 0
−1, 1, 0




Y1 = (5.18 m, 4.82 m, 7.30 m)
′, Y2 = (−4.360 m, 2.226 m,−0.351)′,
Additional experiment and linear statistical models 105
β̂(Y1) = Y1,




































]−C−11 D′[MX2(Σ2 +DC−11 D′)MX2]+DC−11
= 10−4
⎛⎝ 0.337, 0.333, 0.3300.333, 0.340, 0.327
0.330, 0.327, 0.343
⎞⎠ .
Example 3 A free levelling traverse consists of points P1, P2, P3, P4. The
original model describes the measurement of the height differences β1 ∼ P2P1,
β2 ∼ P3P2, β3 ∼ P4P3. In the additional experiment the height difference
γ ∼ P1P4 is measured. After the measurement of the additional experiment the
fact that the levelling traverse P1, P2, P3, P4, P1, is closed must be taken into
account.










g +G1β +G2γ = 0, g = 0, G1 = (1, 1, 1), G2 = 1,
σ21 = (0.01 m)
2, σ22 = (0.001 m)
2,
Y1 = (3.51 m, 2.70 m, 1.32 m)
′, Y2 = −7.516 m,
β̂(Y1) = Y1, γ̂(Y2) = Y2,̂̂












































= 10−4 (I3 − 0.332× 11′) = 10−4
⎛⎝ 0.668, −0.332, −0.332−0.332, 0.668, −0.332
−0.332, −0.332, 0.668
⎞⎠ .
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