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Abstract 
In data mining, it is common to deal with a huge database. However, cluster-
ing a large database is often computation-intensive and requires an extremely 
long computation time. Real world data may contain nominal data, mixed 
data, or even missing data. This paper presents a new approach to cluster 
analysis based on unidimensional scaling (UDS). This approach minimizes a 
loss function, cr{x), to give the coordinates of n objects. Large gaps of ranked 
coordinates may indicate possible boundaries of clusters. The gap sizes also 
provide information on the number of hidden clusters in the Database. Tech-
niques for determining the number of clusters and cluster validation are also 
presented. Efficient algorithms which substantially reduce computation time 
are introduced to handle huge database. The database is divided into blocks 
and the order of the coordinates of objects within the block are determined 
first; then all blocks are joined together and the coordinates of n objects 
are determined. These approaches can be applied to both continuous and 


















1 Introduction 1 
1.1 Cluster Analysis 1 
kJ 
1.2 Dissimilarity Measures 3 
1.2.1 Continuous Data 4 
1.2.2 Categorical and Nominal Data 4 
1.2.3 Mixed Data 5 
1.2.4 Missing Data 6 
1.3 Outline of the thesis 6 
2 Clustering Algorithms 9 
2.1 The /c-means Algorithm Family 9 
2.1.1 The Algorithms 9 
2.1.2 Choosing the Number of Clusters - the MaxMin Algo-
rithm 12 
2.1.3 Starting Configuration - the MaxMin Algorithm . . . . 16 
2.2 Clustering Using Unidimensional Scaling 16 
2.2.1 Unidimensional Scaling 16 
2.2.2 Procedures 17 
2.2.3 Guttman's Updating Algorithm 18 
2.2.4 Pliner's Smoothing Algorithm 18 
2.2.5 Starting Configuration 19 
2.2.6 Choosing the Number of Clusters 21 
2.3 Cluster Validation 23 
2.3.1 Continuous Data 23 
2.3.2 Nominal Data 24 
2.3.3 Resampling Method 25 
2.4 Conclusion 27 
iii 
3 Experimental Results 29 
3.1 Simulated Data 1 29 
3.2 Simulated Data 2 35 
3.3 Iris Data 41 
3.4 Wine Data 47 
3.5 Mushroom Data 53 
3.6 Conclusion 59 
4 Large Database 61 
4.1 Sliding Windows Algorithm 61 
4.2 Two-stage Algorithm 63 
4.3 Three-stage Algorithm 65 
4.4 Experimental Results 66 
4.5 Conclusion 68 
A Algorithms 69 
A.l MaxMin Algorithm 69 
A.2 Sliding Windows Algorithm 70 
A.3 Two-stage Algorithm - Stage One 72 
A.4 Two-stage Algorithm - Stage Two 73 
Bibliography 74 
iv 
List of Figures 
2.1 Illustration of the MaxMin Algorithm 13 
2.2 MAXD plot versus i (a) 14 
2.3 MAXD plot versus i (b) 15 
2.4 Greatest 20 Gap Size vs Rank 22 
3.1 (Simulated data 1) M A X D versus i 30 
3.2 (Simulated data 1) Ranked U D S coordinates 32 
3.3 (Simulated data 1) Greatest 40 gap size versus rank 33 
3.4 (Simulated data 2) M A X D versus i 36 
3.5 (Simulated data 2) Ranked U D S coordinates 39 
3.6 (Simulated data 2) Greatest 40 gap size versus rank 40 
3.7 (Iris data) M A X D versus i 42 
3.8 (Iris data) Ranked U D S coordinates 44 
3.9 (Iris data) Greatest 40 gap size versus rank 45 
3.10 (Iris data) U D S versus True Group 47 
3.11 (Wine data) M A X D versus i 48 
3.12 (Wine data) Ranked U D S coordinates 50 
3.13 (Wine data) Greatest 40 gap size versus rank 51 
3.14 (Wine data) U D S versus True Group 53 
3.15 (Mushroom data) M A X D versus i 56 
3.16 (Mushroom data) Ranked U D S coordinates 57 
3.17 (Mushroom data) Greatest 40 gap size versus rank 58 
3.18 (Mushroom data) U D S versus True Group 60 
4.1 Sliding Windows Algorithm {b = 5) 63 
4.2 Stage One of the Two-stage Algorithm {b = 5) 64 
4.3 Stage T w o of the Two-stage Algorithm (b = 5) 65 
V 
List of Tables 
2.1 c{i) for 2 = 1,..., 20 23 
3.1 (Simulated data 1) Simulated centroids 29 
3.2 (Simulated data 1) Simulated centroid distances 30 
3.3 (Simulated data 1) c(z) for z = 1,..., 20 using the /c-means 
algorithm 31 
3.4 (Simulated data 1) Validity indices for A; = 2, 3, 4, 5 using the 
/c-means algorithm 31 
3.5 (Simulated data 1) Classification table using the A:-means al-
gorithm {k = 4) 32 
3.6 (Simulated data 1) c(z) for z = 1,..., 20 using U D S approach 34 
3.7 (Simulated data 1) Validity indices for A: = 3, 4, 5 using U D S 
approach 34 
3.8 (Simulated data 1) Classification table using U D S approach 
{k = 3) 35 
3.9 (Simulated data 2) Simulated centroids 35 
3.10 (Simulated data 2) Simulated centroid distances 36 
3.11 (Simulated data 2) c{i) for i = 1，•.., 20 using the /c-means 
algorithm 37 
3.12 (Simulated data 2) Validity indices for /c = 2, 3,4, 5 using the 
/c-means algorithm 37 
3.13 (Simulated data 2) Classification table using the /c-means al-
gorithm {k = 3) 38 
3.14 (Simulated data 2) Classification table using the /c-means al-
gorithm {k = 4) 38 
3.15 (simulated data 2) c{i) for z = 1,..., 20 using U D S approach . 38 
3.16 (simulated data 2) Validity indices for A： 二 3, 4 using U D S 
approach 40 
3.17 (simulated data 2) Classification table using U D S approach 
(k 二 3) 41 
3.18 (Iris data) c(i) for i = 1，• • •，20 using the /c-means algorithm . 42 
vi 
3.19 (Iris data) Validity indices for k 二 2,3,4 using the /c-means 
algorithm 43 
3.20 (Iris data) Classification table using the A:-means algorithm 
\k ^  2) 43 
3.21 (Iris data) Classification table using the A:-means algorithm 
(/c 二 3) 43 
3.22 (Iris data) c{i) for z = 1,..., 20 using U D S approach 46 
3.23 (Iris data) Validity indices for A: 二 2, 3，4 using U D S approach 46 
3.24 (Iris data) Classification table using U D S approach [k = 3) . 46 
3.25 (Wine data) c{i) for z = 1,..., 20 using the A:-means algorithm 49 
3.26 (Wine data) Validity indices for k — 2,3,4 using the /c-means 
algorithm 49 
3.27 (Wine data) Classification table using the A:-means algorithm 
[k = 3) 49 
3.28 (Wine data) c{i) for z = 1,..., 20 using U D S approach . . . . 52 
3.29 (Wine data) Validity indices for k = 3,4： using U D S approach 52 
3.30 (Wine data) Classification table using U D S approach {k = 3) 52 
3.31 (Mushroom data) Properties recorded in the database . . • • 54 
3.32 (Mushroom data) c{i) for i = 1,..., 20 using the A:-modes 
algorithm 55 
3.33 (Mushroom data) Validity indices for k : 2,3,4 using the 
A:-modes algorithm 56 
3.34 (Mushroom data) Classification table using the A:-modes algo-
rithm {k = 2) 56 
3.35 (Mushroom data) c{i) for i = 1，...，20 using U D S approach . 58 
3.36 (Mushroom data) Validity indices for A: 二 2,3,4 using U D S 
approach 59 
3.37 (Mushroom data) Classification table using U D S approach 
{k = 2) 59 
4.1 (Simulated data 1) Results of Sliding windows, Two-stage and 
Three-stage algorithms 66 
4.2 (Simulated data 2) Results of Sliding windows, Two-stage and 
Three-stage algorithms 66 
4.3 (Mushroom data) Results of Sliding windows, Two-stage and 




1.1 Cluster Analysis 
Cluster analysis is a method of exploratory data analysis to discover natural 
groupings of the objects. There should be no assumption on the number of 
groups (distinct from discriminant analysis) and the group structure. Some 
well-known existing algorithms include the linkage methods, and the k-means 
algorithm. 
Cluster analysis can be classified as hierarchical or non-hierarchical. Hier-
archical clustering techniques proceed by either a series of successive mergers 
or a series of successive divisions (Johnson and Wichern[9]), such as the link-
age methods. Non-hierarchical clustering techniques are designed to group 
items into a collection of k clusters (Johnson and Wichern[9]). W e will focus 
on non-hierarchical clustering. The k-means method is a well-known non-
hierarchical algorithm and was extended to the /c-means algorithm family, 
including the A:-means, A:-modes and /c-prototypes algorithms, to fit different 
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types of data available (Huang [6]). The basic idea of the /c-means algorithm 
family is to group items to the nearest centroids. It is easy and efficient to 
handle large database. However, it suffers from some disadvantages. First, 
the number of clusters, k, and the initial partition or initial seeds have to be 
determined at the beginning. If the value of k changes, the whole process 
has to be repeated. Second, this method actually imposes an assumption 
that clusters are equal-sized and hyper-spherical on the group structure - all 
measurements for all groups have the same variance, which violates the basic 
idea of cluster analysis. 
In this thesis, a new approach is proposed based on Unidimensional Scal-
ing (UDS) coordinates. Unidimensiorial scaling aims at finding a represen-
tation of objects in one-dimension. Coordinates of n objects {xi, X2,. •., x^} 
on a real line such that the inter-point distances — Xj\) best approximate 
the observed distances((i^ j) are obtained. That is, we want to minimize the 
loss function 
n 
(j{x) = {dij - —巧 1)2 
i<j 
From the U D S coordinates on a real line, cluster boundaries are indicated by 
large differences of coordinates of successive objects since objects in the same 
cluster {similar objects) should have close U D S coordinates while objects in 
different clusters {dissimilar objects) should have U D S coordinates far apart. 
Using this method, the number of clusters, k, need not be prescribed. 
Moreover, the process does not involve the value of k, that is, even with 
different values of k, the algorithm need to be carried out once only. On 
the other hand, this method does not impose any assumption on the group 
structure. This approach also works on different types of data obtained. 
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However, the computation time for clustering using U D S increases expo-
nentially with the sample size, n. Unfortunately, in data mining, we often 
deal with huge databases. As we may see in the following, clustering a 
database of size about eight thousands may take over 15 hours! W e may 
need some more efficient algorithms to overcome this problem. Some algo-
rithms which improve the method to be applied to huge databases will be 
discussed. W e try to divide the database into blocks first. Then, all blocks 
are joined together to get the final U D S . These algorithms can substantially 
reduce the time required. 
Cluster analysis seeks partition of similar objects into a cluster, while 
dissimilar objects into different clusters. The only input of cluster analysis 
are the dissimilarities or distances between all objects. So, a quantitative 
similarity or dissimilarity measure is required. Some methods of calculation 
of distance measures will be introduced first. 
1.2 Dissimilarity Measures 
In general, dissimilarities and similarities, s, are interconvertible by 
6 = c — s 
where c is a suitable constant. Sometimes, dissimilarity is also referred to as 
distance, d. 
Distances can be measured directly. In most of the case, they are derived 
from the n x p data matrix, X , where the element Xij denotes the jth mea-
surement of object i. In both cases, an n x n distance matrix, D , where the 
3 
element dij denotes the distance between object i and object j, is obtained. 
D is usually symmetric. The distances of the object to itself, the diagonal 
elements of D, {d 议,i = 1,..., n}, are equal to zero. 
The choice of distance measures derived from the data matrix depends 
on the type of data collected. For each type, many methods can be used. 
The methods adopt in the rest of the thesis are discussed in the following. 
1.2.1 Continuous Data 
The most commonly used distance measure for continuous data is Euclidean 
distance. The distance between object i and object j is 
p 
drj = \ ^{x^k - XjkY i j = 
\ k=i 
In some cases, Xij need to be standardized by 
—^ij —工 j 
”二 I 
where Xj and s、are the mean and variance of variable j. Zij, instead of x”.，is 
used to calculate the distances. Standardization is necessary when the scales 
of measurements vary greatly. 
1.2.2 Categorical and Nominal Data 
In the real world, it is likely that a dataset contains categorical data. For 
ordinal data, it is reasonable to treat it as continuous data when calculat-
ing the distances; however, for nominal data, it is unreasonable to do so. 
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Different measure should be used. 
Simple matching coefficient is a commonly employed similarity measure 
for binary data. Actually, it is also applicable for nominal data. Simple 
matching coefficient of object i and object j is define as 





1 if 工让—工jk . . . . . , 1 
s吵= hJ = I A; = 
0 otherwise 
\ 
Distance can be easily derived from Sij by 
1.2.3 Mixed Data 
It is also common to encounter mixed measurements in a dataset having both 
continuous and nominal variables. The dissimilarity measure should combine 
both measures mentioned above. 
Suppose the first m variables are continuous and the remaining p - m are 
nominal. The distance between object i and object j is given by 
知 二 I f ± (1 -
\ k=l ^^ k=m+l 
where Rk is the range of variable k and Sijk is defined as in the previous 
subsection, rr认—Xjk is divided by Rk to avoid favoring either type of data. 
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1.2.4 Missing Data 
Practically, the dataset may be incomplete due to some reasons. Weights 
can be introduced to handle missing data. Define 
( 




The distances can be found by 
d 二 + n =爪 + 1 购计（1 - s抽） 
” 一 TJLi ^ijk 
W h e n the distance measures are available, we can start to perform cluster 
analysis. 
1.3 Outline of the thesis 
Methods of cluster analysis such as the A;-means algorithm family and the 
proposed clustering using U D S will be discussed in Chapter 2. For the k-
means algorithm, we must determine the number of clusters, k. In addition, 
we must have an initial partition or k initial seeds. Huh [7] proposed the 
MaxMin Algorithm to find k and the k initial seeds. The MaxMin Algorithm 
make use of the maximum of the minimum distances to the prechosen seeds, 
MAXD[2]. Seeds are the objects corresponding to M A X D⑷ . T h e seeds are 
used as initial centroids. A graphical approach is used to determine k by 
plotting MAXD[i] against i. A large drop at i may indicate existence of 
i + 1 clusters in the dataset. This graphical method is rather subjective. 
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W e propose a more objective method to determine the value of k using a 
technique which is usually used in quality control process. 
For the method using UDS, we need to determine the starting configu-
ration. Leung, Lau and Li [10] proposed to use the rank of distances of all 
objects to the first or the last object in the U D S solution as the starting con-
figuration. W h e n the U D S coordinates are available, we have to determine 
the value of k. W e can adopt a graphical approach or the similar technique 
used in the determination of k using the /c-means algorithm family. 
Validity indices, which are required to assess the goodness of results, 
will also be discussed in this chapter. The methods of determination of the 
number of clusters mentioned before may not give clear result, we often need 
to try some other values. Then, validity indices are used as our tool to 
make final decision. The validity index used in this thesis is the Calinski and 
Harabasz [2] (CH) criteria. 
rH 二（n-k�TriSs) 
Sb and S w are the between and pooled within cluster sum of squares and 
cross products matrices. W e want samples within a cluster are close together, 
while samples in different clusters are isolated, so we want to maximize the 
factor 盗認 . T h e number of clusters or the best way to cluster the dataset 
is chosen as the one that maximizes the CH criteria. 
The experimental results of the Aj-means algorithm family and the method 
using U D S will be given in Chapter 3. Both methods worked well on the 
datasets. Simulated datasets were used to illustrate the advantages of the 
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new approach. Real datasets were also used to illustrate the applications of 
cluster analysis using these two methods. 
Finally, three algorithms, the Sliding windows algorithm, the Two-stage 
algorithm and the Three-stage algorithm, that can reduce the computation 
time to handle large database, together with some experimental results, will 
be discussed in Chapter 4. Sliding windows algorithm considers 6-sized blocks 
sliding from the one end to another end on the real line. The blocks are over-
lapped. The Two-stage and Three-stage algorithm consider blocks consist 
of 6-objects apart objects or blocks consist of b adjacent objects in differ-
ent stages. Their applications were illustrated by simulated datasets and 





2.1 The /c-means Algorithm Family 
The /c-means algorithm is well-known and is one of the widely used clus-
tering algorithms. The /c-modes algorithm (Huang[6]) extends the k-means 
algorithm to be applicable for categorical data. The /c-prototypes algorithm 
(Huang[6]) integrates the A:-means and the A:-modes to be applicable for mixed 
data. These three are collectively known as the /c-means algorithm family. 
2.1.1 T h e Algorithms 
The /c-means algorithm 
The A;-means algorithm is a non-hierarchical method to partition n objects 
into k groups such that the within group sum of squared error is minimized. 
k n 




1 if Xi is in group j 
Zji = \ 
0 otherwise 
\ 
k n k 
j = li=l j二 1 
1 
f^j — / , Zji工i 
rii t^ 
rij is the number of objects in group j and …is the group mean of group j. 
Each object is assigned to the cluster having the nearest mean. It is an 
iterative process and terminates until the within group sum of squared error 
converges. The basic algorithm is as follows: 
1. Initialize means,仏，/ = 1,..., /c} 
2. For 2 = 1 to n, 
Assign x^ to group j such that d{x” fij) < fii),! = 1,..., /c, j / 
3. Update {/x^ ; / = 1,…，/c} 
4. For 2 = 1 to n, 
i Assign to group j such that d(x” < d{xi, / = 1,..., A:, j / 
I. 
ii Update {叫1 — 1,..., /c} 
5. Go to 4 until {/x；; / = 1,..., /;:} has no change. 
The algorithm has the following properties (Huang[6]): 
1. It is efficient in processing large data sets. 
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2. It often terminates at a local optimum. (MacQueen[ll], Selim and 
Ismail[15]) 
3. It works only on continuous data. 
4. The clusters have convex shapes. (Anderberg[l]) 
The /c-modes algorithm 
Huang [6] had modified the /c-means algorithm to make the algorithm ap-
plicable to categorical data. First, the simple matching dissimilarity mea-
sure, 6, is used. Second, cluster means are replaced by the cluster modes, 
{qj]j 二 1,..., /e}. The algorithm becomes: 
1. Initialize modes, {qiJ — 1,…，/c} 
2. For 2 = 1 to n, 
Assign Xi to group j such that S{x^, q]) < S{xi, qj), / = 1,..., /c, j / / 
3. Update {g；; Z 二 1,…，/c} 
4. For 2 = 1 to n, 
i Assign Xi to group j such that 6{x^, q^) < q^), I 二 1,... — 
I 
ii Update {g^; / = 1,..., A:} 
5. Go to 4 until {g^; Z = 1,..., /c} has no change. 
If the dissimilarities measures for mixed data or missing data introduced 
in section 1.2.3 and section 1.2.4 are adopted, the /c-means algorithm fam-
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ily can also be extended to cluster datasets containing mixed (/c-prototypes 
algorithm (Huang[6])) or missing data. 
2.1.2 Choosing the N u m b e r of Clusters - the M a x M i n 
Algorithm 
The number of clusters, k, have to be determined before the whole process. 
Usually, several values of k are used , then the results are evaluated by some 
validity indices. Huh [7] proposed the MaxMin Algorithm to find k. First, the 
maximum among all interpoint distances is found, the corresponding objects 
are set to be seed 1 and seed 2, and set i = 2. Second, among the minimum 
distances to prechosen i seeds for each remaining object, the maximum is 
found. The corresponding object is set to be seed i+1. Repeat the second 
step until more than enough number of seeds. 
The algorithm can be illustrated by Figure 2.1，there are five objects in a 
two-dimensional space. First, A and E are furthest apart, so seed i = A and 
seed MAXD[1] = (i(A,E). Second, d{A,B)< o?(E,B), d(A,C)< d{E,C) 
and (i(E,D)< d(A,D), so among all minimum distances to prechosen seeds 
for each object, d{A,B), d{A,C) and d(E,D), the maximum is c/(A,C), and set 
seed 3=C, MAXD[2] = d(A,C), and so on. The algorithm is summarized in 
Appendix A.l. 
MAXD[i], the minimum distance of seed i to prechosen seeds, gives 
information on the number of clusters, k. MAXD[i] are plotted against i. 
Usually, M A X D drop quickly at the beginning and become flat afterwards. 
A large drop at i may indicate the existence of z + 1 clusters in the dataset. 
This graphical method is rather subjective, there is no definite answer to how 
12 
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Figure 2.1: Illustration of the MaxMin Algorithm 
large is large. 
W e propose a relatively more objective measure on the drop of M A X D . 
The technique is usually used in quality control process. Large M A X D can 
be detected by exceeding the mean M A X D (fi) by more than C times the 
standard derivation of M A X D {Ca). /i and a can be estimated by the sam-
ple mean and sample standard derivation of {MAXD[i + 1], MAXD[i + 
2],..., MAXD[kmax + m]}. That is, k may be taken as i + 1 such that 
,\ MAXD[j] - ^ „ • - , 1 , 
c(j) = — < C for 二 Z + 
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where 
fij 二 ： [ MAXD[l 
欠max TH — J j^i 
1 AWx+m 
… ? . — 1 E {MAXD[1] -
〜max I 110 J 丄 + i 
/cmax is the maximum possible number of clusters, m should be greater than 
20. m more M A X D are find to facilitate the calculation of /Jj and s�.C can 
be chosen between 3.0 and 4.0. 
20 • 
• z MAXD[3] > II3+3CT3 
18 • 
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Figure 2.2: MAXD plot versus i (a) 
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Figure 2.3: MAXD plot versus i (b) 
In Figure 2.2, MAXD[3] is greater than "3 + Sag； in Figure 2.3, M A X D [ 9 
is smaller than /xg + Sag. It illustrates that a large drop can be indicated 
by c(j)>3. In this case, c{j),j = 4,..., 20, are all smaller than 4.0, showing 
that, most likely, the database consists of four groups. In some cases in the 
real world problem, the jump is not very clear, to some extent, this method 
gives some idea about the number of clusters, and the finalized number may 
be determined by some validation methods. This method is applicable to all 
members of the /c-means algorithm family. 
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2.1.3 Starting Configuration - the M a x M i n Algorithm 
In the algorithm, we have to find k seeds as the initial means or modes at 
the first step. One of the simplest method is to choose k samples from the 
data set randomly as the seeds. However, this method sometimes gives poor 
results. As in finding value of k, several starting configurations should be 
tried, the performance is assessed by validity indices. 
Huh [7] also proposed to use the MaxMin Algorithm to initialize the cen-
troids (means or modes). The first k seeds found in the algorithm, which are 
the by-products of the process to find k, can be used as the initial centroids 
in the clustering process. Huh showed that the method gives good results. 
2.2 Clustering Using Unidimensional Scaling 
2.2.1 Unidimensional Scaling 
Unidimensional scaling (UDS) is a special case of multidimensional scaling 
with reduced dimension equals to one. W e aim at finding a representation 
of objects in one-dimension. Coordinates of n objects {xi,x2,. • • on a 
real line such that the inter-point distances — Xj\) best approximate the 
observed distances(c%) are obtained. That is, we want to minimize the loss 
function 
n 
cr{x) 二 [ — \xi - Xj\f 
i<j 
Note that the solution of .. .,Xn} is not unique as only the differences 
between coordinates {\xi — Xj\) affect the function value, translation and 
reflection of x, for example, will give the same a{x) value, so a constraint 
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Yl'i^ i = 0 is usually imposed. Moreover, the loss function has many local 
minima and the number of local minimum increases with n (Pliner[14]), the 
solution may be easily trapped at the local minima rather than giving the 
global minimum. A good starting configuration (section 2.2.5) and some 
smoothing algorithms (section 2.2.4) may help to give better solution. 
2.2.2 Procedures 
The procedures of cluster analysis using unidimensional scaling are as follows: 
1. Calculate the distance matrix 
2. Determine the U D S coordinates of all n objects 
3. Determine the possible number of clusters, k 
4. Partition the database into k groups according to the U D S coordinates 
and the positions of large gaps, the successive differences of coordinates 
5. Repeat step 4 using different possible values of k or different positions 
of cluster boundaries 
6. Calculate the validity indices and choose the best clustering 
The calculation of distances was discussed in section 1.2. Determination of 
number of clusters will be discussed in section 2.2.6. Validity indices will be 
introduced in section 2.3. W e will see how to obtain U D S coordinates first. 
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2.2.3 Guttman's Updating Algorithm 
Guttman [5] derived the updating algorithm to find the U D S coordinates, x. 
At the {t + 1)认 iteration, 
二 i f ] sign{xf^ - xf) z = 1，•.., n 
� = 1 
where 
一 1 if ^  < 0 
sign{u) = 0 if u = 0 
1 if u>0 
\ 
Notice that the solution is self-centered. On the other hand, the solution 
depends on the order of solution in the previous iteration (s切n(xf) — xf^)), 
so a good starting configuration ic(o) is essential to find a good final solution. 
Updating stops when the loss function a{x) converges, de Leeuw and 
Reiser [4] showed that it converges in a finite number of steps. Pliner [13] pro-
posed an additional step that, in case = replace - x'f) = 0 
and sign{xf — x^'^) = 0 by 一 x f ) = 1 and — o:.!’ = — 
Then a convergence to a local minimum rather than to just a stationary point 
is guaranteed. 
2.2.4 Pliner's Smoothing Algorithm 
The solution given by Guttman's Updating Algorithm may be trapped at 
the local minimum. Pliner [14] proposed a smoothing algorithm to improve 
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the performance. At the {q + 1 产 stage, 
工 i 计 1) = (U] — x f ) z 二 1,.. •，n 
几j=i 
where 




The updating process stops when the loss function a{x) converges. Pliner 
suggested to use an TV-stage process. A decreasing sequence of q = ei 〜.工  
for 2 = 1,..., iV is constructed, for each e,, a solution x is found and is used as 
the starting value in the next stage. It is obvious that we have to determine 
the values of ei and N. ei was suggested to be twice of the maximum average 
observed distance of all objects (e： = 2 x max,^ Ej=i The choice of N 
is a trade-off between accuracy and computation time, larger N may give 
better result, however, computation time will be longer. In addition, even a 
significant increase of N cannot fully compensate for the worse selection of 
ei. W h e n n is huge, Pliner's Smoothing Algorithm takes too much time, and 
Guttman's Updating Algorithm may give acceptable performance for cluster 
analysis. 
2.2.5 Starting Configuration 
In both Guttman's Updating Algorithm and Pliner's Smoothing Algorithm, 
a good starting configuration ic(o) is very important. Leung, Lau and Li [10 
proved that if object k has the maximum total distance from other objects 
(maximum row sum or column sum in the distance matrix), it should be 
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the first or the last object in the U D S solution. So, the rank of distances 
from object k, rank{dik) (rank of distances measured in the k仇 row or the k^ 
column in the distance matrix), may be a good approximation to the true 
ordering in the U D S solution. Moreover, it was proven that, if the distances 
are measured without error, this starting configuration gives the true coor-
dinates in one iteration of Guttman's Updating Algorithm. The following 
example illustrates the method. Suppose we obtained a distance matrix, 
Row Sum 
0.000 1.072 1.910 4.001 4.101 5.569 16.653 
1.072 0.000 1.049 3.010 3.716 5.483 14.330 
1.910 1.049 0.000 2.135 3.468 5.144 13.706 
4.001 3.010 2.135 0.000 3.571 5.342 18.059 
4.101 3.716 3.468 3.571 0.000 2.410 17.266 
5.569 5.483 5.144 5.342 2.410 0.000 23.948 — m a x 
Object 6 has the maximum row sum, it is probably the first or the last object 
in the U D S solution, so the rank of dez, {6, 5, 3, 4, 2, 1}, is used as the starting 
configuration cc(。). 
Practically, it gives much better results than randomly chosen starting 
configuration. This method also save computation time because we do not 
need to try several starting configurations and then choose the best one 
among them. 
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2.2.6 Choosing the N u m b e r of Clusters 
W h e n the U D S coordinates are found, we can easily sort the objects on a real 
line. The successive differences of coordinates (gap size) can be easily calcu-
lated. Position of large gaps may provide us with possible cluster boundaries. 
The number of large gaps may give us the idea on the number of clusters. 
However, we have to determine that how large is large. 
Suppose we have obtained the gap sizes by 队 = — 工 ⑴ for i = 
1,... ,n — 1 where ⑷ is the 1仇 ordered U D S coordinate. W e can plot a 
number (depending on the possible number of clusters) of the greatest or-
dered gap size against the rank as shown Figure 2.4. In the figure, the size of 
the first three gaps are much larger then the fourth gap. W e may conclude 
that there are three large gaps, therefore, there should be four clusters in the 
database. However, this graphical method may be subjective, we may use 
the similar approach as in the determination of number of clusters used for 
the /c-means family. M A X D is replaced by gap size. That is, the number of 
clusters, k, mav be taken as z + 1 such that 
7 ) 
d j ) = g] < C for J. =2 + l，...，A:max 
where 
1 kmax 爪 
H = 7 — Y^ 9q 
^max 十爪一J g ^ j j ^ i 
1 kmax 
S] 二 - — . — 1 E 一 
^max十爪一J —丄 户奸1 
k舰工 is the maximum possible number of clusters, m more observations 
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Figure 2.4: Greatest 20 Gap Size vs Rank 
suggested to be between 3.0 and 4.0. 
In the above example, the values of c{i) are listed in Table 2.1. Q < 4 for i = 
4, 5,..., 20. So, A; 二 4 may be a good approximation. As mentioned before, in 
real situations, the drop of gap size may not be very clear. This method may 
give us a rough idea about the possible number of clusters, cluster validation 
methods are required to help making the final decision. 
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z Qt c{i) I g^ c{i) I 队 c{i) 
1 3 . 3 8 8 0.24 3.83 15 0.13 1.60 
2 2.60 6.81 9 0.21 341 16 0.13 1.65 
3 2.26 28.64 10 0.18 2.91 17 0.12 1.65 
4 0.35 3.U 11 0.18 3.36 18 0.12 1.69 
5 0.33 3.7J, 12 0.14 1.77 19 0.12 1.51 
6 0.30 3.91 13 0.14 1.77 20 0.12 1.56 
7 0.27 3.86 14 0.14 1.88 
Table 2.1: c{i) for z = 1,..., 20 
2.3 Cluster Validation 
2.3.1 Continuous Data 
Many procedures are available for cluster validation. Milligan and Cooper 
12] examined 30 procedures for determining the number of clusters. One of 
the better criteria is Calinski and Harabasz [2], 
二 (n-k\ Ti{Sb) = ( n - k �出 二 i n 她 ， 劝 2 
二 V ^ y T Y G ^ 一 *E》=ilXi 勺 2 [ 咖 ” 而 ) ] 2 
where 




rij 二 EiLi Zjt is the number of samples in cluster j 
Sb and S w are the between and pooled within cluster sum of squares and 
cross products matrices. Xj and x are the cluster centroid of cluster j and 
the overall mean respectively. In clustering, we want samples within a cluster 
are close together, while samples in different clusters are isolated, so we want 
to maximize the factor ； O n the other hand, maximization of ^ ^ 
favors more number of clusters, consequently, we need to add a factor to 
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penalize on too many number of clusters. The number of clusters is taken to 
be the value of k corresponds to the maximum of CH. Milligan and Cooper 
12] found that this index provided excellent recovery; even when errors did 
occur, they tended to be near misses. It also performed rather consistently 
across the varying number of clusters. 
2.3.2 Nominal Data 
W e can extend the use of CH criteria to nominal data by replacing means 
by modes. That is, 
一 (n-k\ ^ E 
ruj and mo are the mode of cluster j and the overall mode respectively. The 
number of clusters is also taken to be the value of k corresponds to the 
maximum of C^丑nominal-
With the validity index values, we can choose the best value of k and 
the best way to cluster the database. For instance, using the U D S approach, 
from the greatest four gaps, we can divide the dataset into five groups; or we 
can choose any three gaps, and divide the dataset into four groups in four 
different ways. Finally, we can identify which is the best clustering indicated 
by the maximum value of the validity indices. The corresponding value of k 
would be our choice of k. 
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2.3.3 Resampling M e t h o d 
Jain and Moreau [8] proposed a different approach which use any index pre-
viously defined and the bootstrap technique. Bootstrapping is a resampling 
technique which permits the generation of several "fake" datasets from the 
original data. Each dataset is different from the original in that some objects 
are missing. 
The main idea is to generate several bootstrap samples from the original 
dataset, and to apply a clustering method on each bootstrap sample with 
several values of the number of clusters, k. The cluster validity criterion 
is based on a comparison of the variations of a given statistics Rk over the 
bootstrap samples for each k. AWk measures the stability of the /c-cluster 
partition. SMk measures the average decrease of compactness over the boot-
strap sample from the /c-cluster to the {k + l)-cluster partitions. 
/ AWk \ , f SMk \ 
Rk^ax X — ^ 
k-2 
where ||AVF|| = J ] {/^Wkf 
\ k^ki 
k2 
II謝11 = E 帆 ) 2 
\ k=ki 
Preliminary experiments showed a=0.75 and b 二 0.25 are best choice, h 
and k2 are the minimum and maximum number of clusters tested respectively. 
Suppose A:* is the real or true number of clusters in the dataset. A k*-
cluster solution will be stable, that is, the cluster membership will stay the 
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same, even with moderate variations of dataset. Any other A;-cluster solution, 
k ^ /c*, will not be as stable as the /c*-cluster solution, the membership may 
change in different bootstrap sample. This stability is reflected by A W a；, the 
68% confidence interval of variation of W k (within-cluster scatter, Davies and 
Bouldin criterion [3] or any other existing validity indices) over the bootstrap 
samples. The 68% selection criterion applied eliminates the possible bad 
clusterings. 
In general, the values of A W k for all clusterings with k < k* are similar to 
the value for k 二 merging some of the clusters in the A:*-cluster partition 
can also provide well-separated clusters and, therefore, stable clusterings. So, 
we have to introduce the compactness of clusters in order to identify the value 
of k*. The compactness of clusters in a A:*-cluster solution is higher compared 
to that of A:-cluster solution with k < k*. SMk measures the average decrease 
of compactness. 
Consequently, we can assume that: 
(i)/c < k* the clusters are stable, but the increase in compactness is large 
{AWk is small and SMk is high) 
(ii)fc = /c* the clusters are stable, but the increase in compactness is small 
{AWk is small and SM^ is small) 
(iii)fc > k* the clusters are unstable, but the increase in compactness is 
small {AWk is high and 5Mk is small) 
So, /c 二 A;* is identified by small values for both l\Wk and 5Mk, hence, 
Rk need to be minimized. 
The algorithm to be used to determine the number of clusters is as follows: 
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1. Determine ki and k〗,the minimum and maximum number of clusters 
to be tested. 
2. Determine p, the number of bootstrap datasets (Jain and Moreau sug-
gested to use p=100) 
3. Apply the clustering algorithm on each bootstrap dataset, Bi, B2,. •., Bp, 
for ki < k < k2. 
4. Compute Wk^a for a = 1, 2’...k i < k < k2 
5. Compute A W k and SMk for each k 
6. Compute Rk 二 ax ( ^ ) +6x ( ^ ) for each k (a二0.75 and b = 0.25) 
7. The value of k which minimizes Rk is taken as k*. 
Note that an important practical problem with bootstrap approach is the 
requirement lor a lot of C P U time. 
2.4 Conclusion 
Cluster analysis is a method of exploratory data analysis. It is unreasonable 
to rely on result of a single clustering method or a single validity index as 
they are often data-dependent. Several clustering algorithms and measures 
of fit should be used. Clustering using U D S is a good alternative for the 
/c-mearis algorithm family. 
Clustering using U D S has some advantages over the /c-means algorithm 
family. First, the only assumption is objects in different clusters have large 
distances while objects in the same clusters have small distances, which is 
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just the basic idea of cluster analysis. For the /c-means algorithm family, it 
actually imposes an additional assumption that the clusters are equal-sized 
and hyper-spherical - all measurements for all groups have the same variance. 
W e will illustrate this by an example in the next chapter. 
Second, the number of clusters, /c, do not need to be prescribed. For 
the A:-means algorithm family, the value of k has to be determined before all 
the procedures are done. Unfortunately, determination of k is not easy, no 
optimal method is available. Using UDS, k need not be determined at the 
first step. 
Third, no separate procedure is required to find k. For the /c-means 
family, some method, such as the MaxMin Algorithm, are required to find k, 
so that the process can go on. Clustering using U D S can make use of the 
gap size, which is easy to calculate from the U D S solution, to determine the 
value of k. 
Finally, the U D S solution has to be find once only even with different 
values of k. For the /c-means family, if k is changed, all the procedures have 
to be repeated. Using UDS, when different value of k is used, we only have 
to re-decide the positions of cluster boundaries which is indicated by large 
gaps and the gap sizes need not be calculated again. This will, in turns, save 
computation time especially when n or /c is large. 
When doing clustering using UDS, we may notice that, the U D S coordi-
nate of samples near the cluster boundaries are often more widely separated 
than others. As a result, some small clusters containing only few samples 
may be formed. So, it is suggested to impose an assumption on the minimum 




3.1 Simulated Data 1 
W e will first consider two simulated datasets. First, we consider a dataset 
containing four equal-sized clusters - all variables have the same variance for 
all groups. W e simulate four independent cluster centroids "3, "4} 
from uniform distribution (-7.5, 7.5). The simulated centroids and centroid 
distances are shown in Table 3.1 and Table 3.2. 
var 1 var 2 var 3 var 4 var 5 
Centroid 1 —3.553 -1.348 -0.0552.329 -1.089 
Centroid 2 -3.292 4.939 0.492 0.605 —5.081 
Centroid 3 1.972 -6.392 -6.596 3.218 3.738 
Centroid 4 —4.430 -6.696 -0.988 —1.195 5.244 
var 6 var 7 var 8 var 9 v a r 10 
Centroid 1 -2.098 -2.586 -6.170 -0.991 -5.150 
Centroid 2 5.633 7.193 —0.106 -3.323 -6.930 
Centroid 3 2.109 0.252 -5.594 -1.363 -3.967 
Centroid 4 1.277 -3.793 —2.424 -3.247 6.586 
Table 3.1: (Simulated data 1) Simulated centroids 
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1 2 3 4 
"l 0 
2 16.11 0 
3 12.27 19.86 0 
4 15.89 24.01 15.37 0 
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Figure 3.1: (Simulated data 1) M A X D versus i 
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Then we simulate 1000 observations from Normal(^ ^乂，/lo), for i = 1, 2, 3, 4. 
Each observation have 10 variables (p 二 10). So, the dataset contains 4000 
observations (iV = 4000)，1000 in each cluster (TV, = 1000,2 = 1,2,3,4), 
and each observation belongs to one of the four clusters (A: 二 4). From this 
4000 X 10 data matrix, we can calculate the distance matrix using formula 
in section 1.2.1. 
First, we will try to use the /c-means algorithm. The initial seeds are 
found by the MaxMin Algorithm. The results are shown in Table 3.3 and 
Figure 3.1. From the results, c{i) < 4 for 2 = 4, 5,..20, so the number of 
clusters, /c, should be four. W e tried A; = 2,3,4 and 5 and the corresponding 
validity indices CH are listed in Table 3.4. 
I M A X D ^ I M A X D ^ i MAXDc(t) 
1 3 0 . 9 8 6 1 7： ^ 8 7 J 9 2 2 . 7 4 1 7 1 5 6 . 7 7 6 7 ^ ^忍 .卵 
2 22.3588 7.9883 9 7.5959 2.9393 16 6.7292 2.6738 
3 17.3200 12.5446 10 7.2322 24112 17 6.4688 IMIO 
4 8.9790 3.3100 11 7.0147 2.0917 18 6.4097 1.8389 
5 8.2520 2.6153 12 6.9778 2.2083 19 6.3822 1.9163 
6 8.1702 2.8157 13 6.9679 2 4 5 77 20 6.3579 2.04 07 
7 8.1170 3.1675 14 6.8251 2.3065 
Table 3.3: (Simulated data 1) c{i) for z = 1,..., 20 using the A;-means algo-
rithm 
k CW 




Table 3.4: (Simulated data 1) Validity indices for k 二 2,3,4,5 using the 
/c-means algorithm 
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cluster 1 cluster 2 cluster 3 cluster 4 
Group 1 0 0 0 T m 
Group 2 0 1000 0 0 
Group 3 0 0 1000 0 
Group 4 1000 0 0 0 
Table 3.5: (Simulated data 1) Classification table using the A;-means algo-
rithm {k = 4) 
2 0 -
10 
s H ^^^^^^ 
-10 
- 2 0 -
i ^ ^ — ^ — ^ 
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rank 
Figure 3.2: (Simulated data 1) Ranked U D S coordinates 
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CH is maximized when /e = 4, so we conclude that there should be four 
groups. Table 3.5 shows the corresponding classification table. W e can see 
that the /c-means algorithm can give correct number of clusters. The success 
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Figure 3.3: (Simulated data 1) Greatest 40 gap size versus rank 
Then, we will try the U D S approach. Using the starting configuration 
and Guttman's updating algorithm discussed in section 2.2.5 and 2.2.3, we 
can obtain the U D S solution as shown in Figure 3.2. The greatest 40 gap 
size, calculated from the U D S solution, is used to determined the value of k. 
Figure 3.3 and Table 3.6 show that the possible values of k is 4. 
33 
—I it ^ i ~9t W ) ^ ^ c(z) 
1 5.2625 7.7837 8 0.2354 3.3800 15 0.1240 2.3964 
2 3.6846 11.1715 9 0.2281 4.0216 16 0.1230 2.7494 
3 1.9660 18.6693 10 0.1707 2.7156 17 0.1189 3.0757 
4 0.4920 4.8953 11 0.1640 2.8917 18 0.1113 3.2448 
5 0.4062 5.0529 12 0.1450 2.5122 19 0.0927 2.1428 
6 0.2607 2.9860 13 0.1297 2.1296 20 0.0926 2.5118 
7 0.2361 2.8715 14 0.1270 2.2485 
Table 3.6: (Simulated data 1) c{i) for z 二 1,...，20 using U D S approach 
From the position of the four greatest gaps, we can cluster the dataset 
in many ways. Table 3.7 shows some of them and the corresponding validity 
indices CH. CH is maximized in the second case where /c 二 4, so we conclude 
that the database contains four groups. Table 3.8 shows the corresponding 
classification table. The success rate is 100%. 
ID of gaps C J T 
1145 2946 374 1631 11637.72 
4 1145 2946 374 15396.14 
4 2946 374 1631 2812.22 
4 1145 2946 1631 4496.00 
4 1145 374 1631 2961.42 
3 2946 374 3962.00 
3 1145 2946 6724.63 
3 1145 374 4432.24 
Table 3.7: (Simulated data 1) Validity indices for k = 3,4,5 using U D S 
approach 
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cluster 1 cluster 2 cluster 3 cluster 4 
Group 1 0 i m 0 0 
Group 2 1000 0 0 0 
Group 3 0 0 1000 0 
Group 4 0 0 0 1000 
Table 3.8: (Simulated data 1) Classification table using U D S approach {k = 
3) 
From this simulated data, we can see that both methods can correctly 
identified the number of clusters and give perfect results. 
3.2 Simulated Data 2 
Next, we are going to see what happen if the clusters are not equal-sized 
-some variables have unequal variance in different groups. W e consider 
similar settings as in the previous case. The simulated centroids and centroid 
distance are shown in Table 3.9 and Table 3.10. The only difference is, for 
the first cluster, we simulate observations from Normal(/x,, 2.5/io)； for the 
second cluster, we simulate observations from Normal(/x,, 0.5/io). For the 
var 1 var 2 var 3 var 4 var 5 
Centroid 1 -6.1527.372 -0.8461.703 一 7.016 
Centroid 2 —5.551 -0.124 1.817 —1.115 —1.175 
Centroid 3 4.647 —0.008 —4.164 -0.759 4.025 
Centroid 4 6.665 —2.622 -5.801 0.085 6.195 
var 6 var 7 var 8 var 9 var 10 
Centroid 1 7.024 -5.256 -0.910 -5.059 一 0.974 
Centroid 2 3.627 3.701 2.476 -5.669 1.232 
Centroid 3 3.754 2.560 3.920 一6.270 -1.519 
Centroid 4 5.576 -5.273 -3.363 -3.376 5.608 
Table 3.9: (Simulated data 2) Simulated centroids 
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1 2 3 4 
1 0 — 
2 14.64 0 
3 20.17 13.35 0 
4 22.81 20.30 14.00 0 
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Figure 3.4: (Simulated data 2) M A X D versus % 
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remaining two clusters, we still simulate from Normal(/lo)- In this case, 
the first two clusters are of different size, and we will see how the /c-means 
algorithm and the clustering method using U D S perform. 
First, we will try to use the /c-means algorithm, using the initial seeds 
found by the MaxMin Algorithm. The results are shown in Table 3.11 and 
Figure 3.4. From the results, the possible number of clusters are 2, 3 or 4. 
I M A X D ^ t M A X D ^ tMAXDc(z) 
1 33.9775 7.7230 816.1356 2.8207 15 13.4901 2.4187 
2 21.4150 3.5876 9 15.6552 2.8264 16 12.815 1.7119 
3 20.1925 3.6188 10 15.2859 2.9242 17 12.669 1.6454 
4 17.5579 2.5785 11 14.2765 2.2574 18 12.551 1.6079 
5 16.8175 2.3979 12 14.1322 2.3666 19 12.5315 1.7279 
6 16.6091 2.5219 13 13.8182 2.2835 20 12.487 1.8427 
7 16.2208 2.5414 14 13.497 2.1443 







Table 3.12: (Simulated data 2) Validity indices for A： = 2,3,4,5 using the 
/c-means algorithm 
W e tried k 二 2,3,4 and 5 and the corresponding validity indices CH are 
listed in Table 3.12. CH is maximized when A: 二 3, so we conclude that 
there are three groups. Table 3.13 shows the corresponding classification 
table. W e can see that the /c-means algorithm cannot give correct number 
of clusters. Even if we know the correct number of clusters, k = 4’ from 
37 
cluster 1 cluster 2 cluster 3 
Group 1 0 0 I M O ^ 
Group 2 0 1000 0 
Group 3 1000 0 0 
Group 4 1000 0 0 
Table 3.13: (Simulated data 2) Classification table using the A:-means algo-
rithm {k = 3) 
cluster 1 cluster 2 cluster 3 cluster 4 
Group 1 0 ^ m 0 
Group 2 0 0 0 1000 
Group 3 0 0 0 1000 
Group 4 1000 0 0 0 
Table 3.14: (Simulated data 2) Classification table using the A;-means algo-
rithm {k — 4) 
the classification table shown in Table 3.14, the first cluster and the second 
cluster cannot be correctly identified. The first cluster, which is larger in 
size, was divided into two; while the second cluster, which is smaller in size, 
was assigned together with the third cluster as one cluster. 
—I ^ ^ I ^ ^ ^ ^ W) 
1 5.1648 7.8410 8 0.1365 2.4279 15 0.1099 2.5143 
2 3.3021 8.1890 9 0.1361 2.7224 16 0.1063 2.5051 
3 2.3696 19.9594 10 0.1278 2.5106 17 0.1022 2.3922 
4 0.6868 9.5411 11 0.1219 2.3806 18 0.0979 2.1775 
5 0.3911 7.9179 12 0.1145 2.0628 19 0.0976 2.4855 
6 0.2456 5.5817 13 0.1144 2.2882 20 0.0966 2.8773 
7 0.1971 5.1661 14 0.1125 2.4095 
Table 3.15: (simulated data 2) c⑷ for z 二 1,…，20 using U D S approach 
Then, we will try the U D S approach. Using the starting configuration 
and Guttman's updating algorithm discussed in section 2.2.5 and 2.2.3, we 
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Figure 3.5: (Simulated data 2) Ranked U D S coordinates 
can obtain the U D S solution as shown in Figure 3.5. The greatest 40 gap 
size, calculated from the U D S solution, is used to determined the value of k. 
Figure 3.6 and Table 3.15 show that the possible value of k is four. From 
the position of the four greatest gaps, we can cluster the dataset in many 
ways. Table 3.16 shows some of them and the corresponding validity indices 
CH. CH is maximized in the second case where A: 二 4, so we conclude 
that the database contains four groups. Table 3.17 shows the corresponding 
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Figure 3.6: (Simulated data 2) Greatest 40 gap size versus rank 
k ID of gaps CH 
1394 2559 647 334 5788.54 
4 1394 2559 647 7563.68 
4 1394 2559 334 2834.29 
4 2559 647 334 3038.59 
4 1394 647 334 2828.51 
3 1394 2559 647 1281.05 
3 1394 2559 3897.93 
3 2559 647 4504.70 
3 1394 647 4194.66 
Table 3.16: (simulated data 2) Validity indices for A: 二 3,4 using U D S ap-
proach 
40 
cluster 1 cluster 2 cluster 3 cluster 4 
Group 1 I M O 0 0 0 
Group 2 0 1000 0 0 
Group 3 0 0 1000 0 
Group 4 0 0 0 1000 
Table 3.17: (simulated data 2) Classification table using U D S approach {k = 
3) 
From this simulated data, we can see the weakness of the /c-means algo-
rithm. W h e n the sizes of cluster differ significantly, while the distances be-
tween clusters is similar, some objects belongs to a large cluster will wrongly 
assigned to another one. In this case, the performance of U D S approach will 
be better. In our simulated data, clustering using U D S gives perfect results. 
3.3 Iris Data 
Then we will consider three sets of real data^ The first one is the Iris 
Data. The data set contains measurements of three types of iris plant(/c 二 3): 
setosa, versicolour and virginica. Setosa is linearly separable from the other 
two. Each type have 50 observations (TV = 150, N, 二 50, z 二 1, 2, 3). For each 
flower, four measurements (in cm): sepal length, sepal width, petal length 
and petal width were recorded(p = 4). All variables are continuous. Ignoring 
the type the flowers belong to, we will try to use the A:-means algorithm and 
the U D S approach to cluster the dataset. 
First, using the A:-means algorithm, the initial seeds are found by the 
MaxMin Algorithm. The results are shown in Table 3.18 and Figure 3.7. 
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Figure 3.7: (Iris data) M A X D versus i 
—I MAXD c{z) I MAXD c{i) i MAXD c{i) 
8 1 . 3 7 8 4 2 . 8 2 6 0 1 5 0 . 9 3 2 7 2 . 5 5 1 1 
2 3.7376 6.4410 9 1.3491 3.1402 16 0.9000 2.5975 
3 2.2428 3.5627 10 1.1533 2.3672 17 0.8124 1.8673 
4 2.0421 3.5903 11 1.1489 2.6564 18 0.8062 2.0004 
5 1.8166 34121 12 1.1180 2.8563 19 0.7810 1.8969 
6 1.6279 3.2050 13 1.0583 2.8515 20 0.7810 2.1555 
7 1.3820 2.5054 14 0.9950 2.7500 , 
Table 3.18: (Iris data) c{i) for i = 1,..., 20 using the /c-means algorithm 
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From the results, c(z) < 4 for 2 二 3, 4, • . 2 0 , so the number of clusters, 
k, should be three. W e tried A: = 2, 3 and 4 and the corresponding validity 
indices CH are listed in Table 3.19. CH is maximized when k 二 2, so we 
conclude that there should be two groups. Table 3.20 shows the correspond-
ing classification table. W e can see that the A:-means algorithm cannot give 
correct number of cluster, k, because Versicolour and Virginica are very close. 
If we know the 'correct' number of clusters, k 二 3, the classification table is 
shown in Table 3.21, the success rate is 82.67%. 




Table 3.19: (Iris data) Validity indices for k 二 2,3,4 using the A:-means 
algorithm 
cluster 1 cluster 2 
Setosa 0 ^ 
Versicolour 49 1 
Virginica 50 0 
Table 3.20: (Iris data) Classification table using the /c-means algorithm {k = 
2) 
cluster 1 cluster 2 cluster 3 
Setosa 0 ^ 0 
Versicolour 25 0 25 
Virginica 49 0 1 
Table 3.21: (Iris data) Classification table using the A;-means algorithm (k 二 
3) 
Then, using UDS, we can obtain the U D S solution as shown in Figure 
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Figure 3.8: (Iris data) Ranked U D S coordinates 
determined the (approximate) value of k. Figure 3.9 and Table 3.22 show 
that the possible values of k are 2, 3 or 4. From the position of the three 
greatest gaps, we can cluster the dataset in many ways. Table 3.23 shows 
some of them and the corresponding validity indices CH. CH is maximized 
in the second case where /c = 3, so we conclude that the database contains 
three groups. Table 3.24 shows the corresponding classification table. Figure 
3.10 shows the U D S coordinates of flowers in different groups, the reference 
lines show the cluster boundaries determined by the U D S approach. The 
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Figure 3.9: (Iris data) Greatest 40 gap size versus rank 
Both methods can successfully identify Setosa as a group where Setosa 
is linearly separable from the other two groups. However, U D S approach 
can correctly identify that the number of clusters is equal to three. Cluster-
ing using U D S performed better because it produced the highest CH index 
(C：丑二535.16 in the second case in Table 3.23). Moreover, from information 
of the 'true' group the flowers belong to, we can see that clustering using 
U D S successfully classified 88% of the objects which is higher than that of 
the /c-means algorithm even if we know the 'correct' number of clusters. 
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I gt c{i) I ^/i c{i) I 仍 c{i) 
1 1.2742 23.0341 8 0.1292 2.3974 15 0.0881 2.3941 
2 0.2685 4.1936 9 0.1227 2.3243 16 0.0807 1.8223 
3 0.2486 4.8218 10 0.1200 2.4492 17 0.0777 1.6334 
4 0.1917 3.7786 11 0.1153 2.4782 18 0.0768 1.6751 
5 0.1445 2.3662 12 0.1143 2.7882 19 0.0766 1.8186 
6 0.1350 2.1914 13 0.1139 3.3470 20 0.0759 1.9415 
7 0.1349 2.4034 14 0.1121 4.2728 
Table 3.22： (Iris data) c(i) for z 二 1, •. • ’ 20 using U D S approach 
ID of gaps CH 
^ 1 2 1 138 394.67 
3 99 138 535.16 
3 99 121 426.44 
3 121 138 45.82 
2 99 498.45 
2 121 43.32 
Table 3.23: (Iris data) Validity indices for /c = 2,3,4 using U D S approach 
duster 1 cluster 2 duster 3 
Setosa 0 0 ^ 
Versicolour 0 50 0 
Virginica 32 18 0 











-5 ~ ^ 
Setosa Versicolour Virginica 
TrueGroup 
Figure 3.10: (Iris data) U D S versus True Group 
3.4 Wine Data 
Then, we will consider the wine data. The data are the results of a chem-
ical analysis of wines grown in the same region in Italy but derived from 
three different cultivars {k = 3). The data recorded the quantities of 13 con-
stituents {p 二 13) found in each of the three types of wines, they are: alcohol, 
malic acid, ash, alcalinity of ash, magnesium, total phenols, flavanoids，non-
flavanoid phenols, proanthocyanins, color intensity, hue, OD280/OD315 of 
diluted wines and proline. All variables are continuous. The total number 
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of records is 178 {N = 178, Ni 二 59, TVs 二 71, TVs = 48). The data is 
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Figure 3.11: (Wine data) M A X D versus i 
First, using the A:-means algorithm, the initial seeds are found by the 
MaxMin Algorithm. The results are shown in Table 3.25 and Figure 3.11. 
From the results, c{i) < 4 for z 二 2, 3,..20, so the number of clusters, 
k, should be two. W e tried A; 二 2, 3 and 4 and the corresponding validity 
indices CH are listed in Table 3.26. CH is maximized when A: 二 3，so we con-
clude that there should be three groups. Table 3.27 shows the corresponding 
classification table. 
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I M A X D ^ i M A X D ^ i M A X D ^ 
1 1 1 . 1 8 0 0 K l M 8 2 . 5 5 7 7 1 5 4 . 0 6 8 2 . 4 9 3 9 
2 8.3617 3.5579 9 5.1727 2.6763 16 3.9695 24005 
3 7.8524 3.7163 10 5.1455 3.0588 17 3.8495 2.1143 
4 6.9499 3.2m H 4.9409 S .1136 18 3.7217 1M86 
5 6.6852 3.5327 12 4.7328 3.1216 19 3.6929 1.6691 
6 6.0580 3.1715 13 4.6039 3.3901 20 3.6892 1.8256 
7 5.3515 2.3951 14 4.3807 3.2928 





Table 3.26: (Wine data) Validity indices for A; = 2,3,4 using the A:-means 
algorithm 
cluster 1 cluster 2 cluster 3 
Group 1 1 0 ^ 
Group 2 66 1 4 
Group 3 0 48 0 
Table 3.27: (Wine data) Classification table using the /c-means algorithm 
(&二 3) 
49 
W e can see that the A:-means algorithm can give correct number of cluster, 
k. The success rate is 96.63%. 
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Figure 3.12: (Wine data) Ranked U D S coordinates 
Then, using U D S , we can obtain the U D S solution as shown in Figure 
3.12. The greatest 40 gap size, calculated from the U D S solution, is used to 
determined the (approximate) value of k. Figure 3.13 and Table 3.28 show 
that c(z) < 4 for z 二 3,4，.. .，20, the possible value of k is three. From 
the position of the three greatest gaps, we can cluster the dataset in many 
ways. Table 3.29 shows some of them and the corresponding validity indices 
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Figure 3.13: (Wine data) Greatest 40 gap size versus rank 
that the database contains three groups. Table 3.30 shows the corresponding 
classification table. Figure 3.14 shows the U D S coordinates wines grown in 
different cultivars, the reference lines show the cluster boundaries determined 
by the U D S approach. The success rate is 86.52% 
Both methods can correctly identified the correct number of clusters. 
From the validity indices and the success rate, the /c-means algorithm works 
better than the U D S approach. 
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I gz c{{) I g^ c{i) % c{%) 
1 0.5744 4.6120 8 0.2319 2.1025 15 0.1824 24096 
2 0.5423 5.9867 9 0.2303 2.2629 16 0.1766 24591 
3 0.3166 2.64 1 0 10 0.2264 2.8970 1 7 0.1717 2.5738 
4 0.3103 2.8422 11 0.2184 24258 18 0.1643 2.5302 
5 0.2990 2.988人 12 0.2102 2.聊 19 0.1614 2.8398 
6 0.2640 24996 13 0.2084 2.7438 20 0.1458 1.9930 
7 0.2402 2.1364 14 0.1996 2.8239 
Table 3.28: (Wine data) c(i) for 二 1, •.., 20 using U D S approach 
一k ID of gaps CH~ 
4 71 39 53 35.95 
3 71 39 52.17 
3 71 53 29.65 
3 39 53 27.97 
Table 3.29: (Wine data) Validity indices for A; = 3,4 using U D S approach 
cluster 1 cluster 2 cluster 3 
Group 1 55 2 2 
Group 2 14 51 6 
Group 3 0 0 48 
Table 3.30: (Wine data) Classification table using U D S approach {k = 3) 
52 












-10 ^ ^ . 
1 2 3 
TrueGroup 
Figure 3.14: (Wine data) U D S versus True Group 
3.5 Mushroom Data 
Then we will consider a large database, the mushroom data. It contains 8124 
observations of mushrooms (TV = 8124). There are two groups (k = 2), one is 
edible (Ni = 4208), another is poisonous {N2 二 3916). For each mushroom, 
22 properties, listed in Table 3.31, were recorded {p 二 22). The properties 
measured are all nominal. In addition, 2480 of stalk-root measurement were 
missing. So, the formula in section 1.2.4 was used, taking the number of 
continuous variable, m , as zero, to calculate the distance matrix. 
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Variable name Possible values  
1 cap-shape bell, conical, convex, flat, knobbed, sunken 
2 cap-surface fibrous, grooves, scaly, smooth 
3 cap-color brown, buff, cinnamon, gray, green, pink, 
purple, red, white, yellow 
4 bruises bruises, no 
5 odor almond, anise, creosote, fishy，foul, musty, 
none, pungent, spicy 
6 gill-attachment attached, descending, free, notched 
7 gill-spacing close, crowded, distant 
8 gill-size broad, narrow 
9 gill-color black, brown, buff, chocolate, gray, green, 
orange, pink, purple, red, white, yellow 
10 stalk-shape enlarging, tapering 
11 stalk-root bulbous, club, cup, equal, rhizomorphs, 
rooted, missing 
12 stalk-surface-above-ring ibrous, scaly, silky, smooth 
13 stalk-surface-below-ring ibrous, scaly, silky, smooth 
14 stalk-color-above-ring brown, buff, cinnamon, gray, orange, pink, 
red, white, yellow 
15 stalk-color-below-ring brown, buff, cinnamon, gray, orange, pink, 
red, white, yellow 
16 veil-type partial, universal 
17 veil-color brown, orange, white, yellow 
18 ring-number none, one, two 
19 ring-type cobwebby, evanescent, flaring, large, none, 
pendant, sheathing, zone 
20 spore-print-color black, brown, buff, chocolate, green, orange, 
purple, white, yellow 
21 population abundant, clustered, numerous, scattered, 
several, solitary 
22 habitat grasses, leaves, meadows, paths, urban, 
waste, woods 
Table 3.31: (Mushroom data) Properties recorded in the database 
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First, using the /c-modes algorithm, the initial seeds are found by the 
MaxMm Algorithm. The results are shown in Table 3.32 and Figure 3.15. 
From the results, number of clusters, k, may be two. Ci^nominai index is 
used for this database as all the variables are nominal. W e tried k = 2 
and 3 and the corresponding validity indices CFnominai are listed in Table 
3.33. 丑nominal IS maximized when /c 二 2, so we conclude that there are 
two groups. Table 3.34 shows the corresponding classification table. W e can 
see that the A;-modes algorithm can give correct number of cluster, k. The 
success rate is 71.25%. 
W h e n we deal with nominal data using the A;-modes algorithm, the dis-
tances of objects from the centroids, calculated base on the simple matching 
coefficient, is often equal. Then we may randomly assign this object to one 
of this equally-similar groups. So, the results will be not unique. 
1 MAXD兩 I M A X D ^ i MAXDc{i) 
" I 3 ： 0 ^ 1 8 0 ? ^ 2 . 0 4 3 0 1 5 0 . 6 5 4 7 1 . 7 7 5 4 
2 0.8257 2.0900 9 0.7237 1.9691 16 0.6547 1.9486 
3 0.8165 2.1399 10 0.7237 2.1492 17 0.6547 2.1858 
4 0.7977 2.0722 11 0.7071 2.0478 18 0.6396 2.0360 
5 0.7977 2.2473 12 0.7071 2.2659 19 0.6172 1.5903 
6 0.7868 2.3063 13 0.6901 2.1598 20 0.6030 1.2995 
7 0.7868 2.5623 14 0.6742 2.0360 
Table 3.32: (Mushroom data) c{i) for z = 1,..., 20 using the /c-modes algo-
rithm 
Then, using U D S , we can obtain the U D S solution as shown in Figure 
3.16. The greatest 40 gap size, calculated from the U D S solution, is used 
to determined the value of k. Figure 3.17 and Table 3.35 show the possible 
values of k are 2,3 or 4. 
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Figure 3.15: (Mushroom data) M A X D versus i 
k C 丑nominal 
~ 2 4 1 7 5 . 4 0 
3 3070.74 
Table 3.33: (Mushroom data) Validity indices for k 二 2,3,4 using the k-
modes algorithm 
cluster 1 cluster 2 
^ ^ e 43 i l ^ 
poisonous 1698 2217 
Table 3.34: (Mushroom data) Classification table using the A;-modes algo-
rithm [k — 2) 
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From the position of the three greatest gaps, we can cluster the dataset in 
many ways. Table 3.36 shows some of them and the corresponding validity 
indices C丑nominal. CFnominai IS maximized in the fifth case where /c 二 2, so 
we conclude that the database contains two groups. Table 3.37 shows the 
corresponding classification table. Figure 3.18 shows the U D S coordinates 
of mushrooms in two groups, the reference lines show the cluster boundaries 
determined by the U D S approach. The success rate is 74.08%. 
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Figure 3.17: (Mushroom data) Greatest 40 gap size versus rank 
I c(2) I gr c(i) I gt c{i) 
1 0.0226 5.6433 8 0.0048 2.3670 15 0.0037 1.8232 
2 0.0204 8.8217 9 0.0043 1.9131 16 0.0037 1.9667 
3 0.0106 4.7635 10 0.0040 1.5810 17 0.0037 2.1907 
4 0.0079 3.5237 11 0.0040 1.6824 18 0.0036 2.4237 
5 0.0070 3.3070 12 0.0039 1.7021 19 0.0035 2.6283 
6 0.0069 4.0139 13 0.0039 1.8192 20 0.0034 2.9691 
7 0.0056 3.0134 14 0.0038 1.7627 
Table 3.35: (Mushroom data) c{i) for i = 1，..., 20 using U D S approach 
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k ID of gaps 丑nominal 
5310 6330 2327 2754.26 
3 6330 2327 3117.31 
3 5310 2327 2579.04 
3 5310 6330 3443.61 
2 6330 5103.34 
2 5310 2430.03 
Table 3.36: (Mushroom data) Validity indices for k = 2,3,4 using U D S 
approach 
cluster 1 cluster 2 
poisonous 3246 668 
Table 3.37: (Mushroom data) Classification table using U D S approach {k = 
2) 
Both methods can correctly identified the correct number of clusters. 
Clustering using U D S performed better because it produced the highest 
C丑nominal mdex (CFnominai=5103.34 in the fifth case in Table 3.36). More-
over, from information of the 'true' group they belong to, we can see that 
clustering using U D S successfully classified 74.08% of the objects which is 
higher than that of the /c-modes algorithm. 
3.6 Conclusion 
W e can see that both methods can work on continuous and nominal data, 
and also incomplete data, by using suitable formula to calculate the distance 
matrices. The /c-means family is well-known and commonly used. However, it 
assumes that the clusters are equal-sized and hyper-spherical. When a cluster 
is relatively larger than another, some objects belong to the first clusters may 
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Figure 3.18: (Mushroom data) U D S versus True Group 
be even closer to another cluster centroid than to the first centroid. Using 
the /c-means family algorithm will wrongly identify that they belong to the 
second cluster. However, using U D S , given objects in the same cluster are 
close while objects in different clusters are far apart, we can successfully 
identify that. Clustering using U D S provides an alternative to the /c-means 
family. The performance is usually data-dependent. As we can see, when 
we deal with real data, the determination of the number of clusters and the 




The computation time for clustering using U D S increases exponentially with 
the sample size, n. Unfortunately, in data mining, we often deal with huge 
databases. As we may see in the following, clustering a database of size 
about eight thousands takes over 15 hours! W e may need some more efficient 
algorithms to overcome this problem. In the following, we propose some algo-
rithms which divide the database into blocks and the order of the coordinates 
of objects within their block are determined first; then all blocks are joined 
together and the final U D S solution was determined. These algorithms may 
substantially reduce the time required. 
4.1 Sliding Windows Algorithm 
The first algorithm is the Sliding Windows Algorithm. W e take the first b 
objects as a block and find the U D S solution within this block. The objects 
are sorted according to the U D S solution. Then, the next block containing b 
objects is formed. The ([6/2J + 1 产 object, according to the resultant order 
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in the previous block, become the first element in the new block. That is, 
there are「6/2] objects overlap in each successive block. The algorithm is as 
follows and is illustrated in Figure 4.1. 
1. Find the starting configuration as described in section 2.2.5. 
2. Determine block size b. 
3. 2 — 1. 
4. Form a block containing the first b objects. 
5. Find the U D S solution of the block. 
6. Rank the objects according to the corresponding coordinates 
7. If the previous block reaches the last object, stops; otherwise, form 
a new block, containing the last「6/2"! objects from previous block, 
together with the next b —「6/2"] objects (or the rest of the objects for 
the last block). 
8. i 二 i + 1. Go to step 5. 
In step 5, for the first block, the starting configuration uses the one in step 1; 
for the rest of the blocks, the starting configuration of the first half is from 
the U D S solution in the previous block, while the second half is from step 1. 
Totally, we have to handle |jVLV2」J 一 1 or bVLV2j」blocks, each contains 
b objects (The last block may contain fewer). 
Finally, a new order will be obtained. However, only the coordinates 
within the block is available, we have to join all blocks and find a centered-
zero solution which best approximate the observed distances between all 
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Figure 4.1: Sliding Windows Algorithm {b 二 5) 
objects. The final U D S solution is found in one iteration of Guttman's Up-
dating Algorithm using the new order as the starting configuration. The 
algorithm is summarized in Appendix A.2. 
4.2 Two-stage Algorithm 
The second algorithm is the Two-stage Algorithm. 
Stage one deal with objects 6-object apart. It is illustrated in Figure 4.2. 
Stage One 
1. Find the starting configuration as described in section 2.2.5. 
2. Determine block size b. 
3. 2 = 1. 
4. Form a block containing objects 6-object apart according to the starting 
configuration. (The i,"-block contains the object, b + i仇 object, 
2b + i仇 object,...) 
5. Find the U D S solution of the block. 
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6. Rank the objects according to the corresponding coordinates, the first 
object within this block become the i仇 one in the whole series; the 
second become the {b + z)认 one in the whole series and so on. 
7. i — i Go to step 4 until i > b. 
Totally, we have to handle b blocks, each contains [n/b\ or \n/b] objects. 
The algorithm of stage one is summarized in Appendix A.3. 
I 二 1 
1 = 2 
• •⑦•⑩• •③面• • •④面• • •⑤面• • 
2 = 3 
〇 ① • 0 © [ • ] • • 0 ③ • ⑩ • 0 ④ • ⑩ • 0 
Figure 4.2: Stage One of the Two-stage Algorithm (b = 5) 
The result from stage one is used as the starting configuration in stage 
two. Stage two deal with b objects next to each other. It is illustrated in 
Figure 4.3. 
Stage Two 
1. Form a block containing the first b objects according to the resultant 
order from stage one. i = 1. 
2. Find the U D S solution of the block. 
3. Rank the objects according to the corresponding coordinates. 
4. Form a new block containing the next b objects (or the rest of the 
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objects for the last block). 2 = 2 + 1. G o to step 2 until all blocks are 
done. 
Totally, W e have to handle「6/n| blocks, each contains b objects (The last 
block may contain fewer). The algorithm of stage two is summarized in 
Appendix A.4. 
1 = 1 
o o o o o | 〇 o 〇 〇 o o o o o o o o o o o o o o o 
2 ~ 2 
l o o o o o l o o o o o o o o o o o o o o 
Figure 4.3: Stage Two of the Two-stage Algorithm (6 = 5) 
Finally, a new order from stage two will be obtained. The final U D S 
solution is found in one iteration of Guttman's Updating Algorithm using 
this new order as the starting configuration. 
4.3 Three-stage Algorithm 
Three-stage Algorithm, which is similar to the Two-stage Algorithm, have 
one more stage same as stage two in the Two-stage Algorithm at the begin-
ning. That is, stage one is to find the order of b objects next to each other, 
and the result is used as the initial configuration of stage two; stage two is to 
find the order of objects 6-object apart, and the result is used as the initial 
configuration of stage three; stage three is to find the order of b objects next 
to each other. The final U D S solution is also determined in one iteration of 
Guttman's Updating Algorithm. 
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4.4 Experimental Results 
W e tried to apply these three algorithms to analyze three large databases 
in the previous chapter. Different values of block size were used. W e may 
compare the time and performance of the three methods. The results are 
shown in Table 4.1, 4.2 and 4.3. The first row Guttman in each table shows 
the results if we use Guttman's Updating Algorithm until the loss function, 
(7, converges. The time recorded in the tables were the time taken to find 
the U D S solution from the distance matrices which were calculated from the 
data matrices. 
— B l o c k T i m e Success 
Algorithm size (min) a rate (%) CH 
Guttman 2.3458 143197968.82 100 15396.14 
Sliding w i n d o w s I M 3 . 1 4 4 5 145033308.70 15396.14 
Two-stage 1000 0.4849 143209197.03 100 15396.14 
Three-stage 1000 0.4836 143209197.03 100 15396.14  
Sliding w i n d o w s ^ 4 . 5 8 6 7 145134075.43 100 15396.14 
Two-stage 2000 0.9924 143201260.10 100 15396.14 
Three-stage 2000 0.9930 143201260.10 100 15396.14 
Table 4.1: (Simulated data 1) Results of Sliding windows, Two-stage and 
Three-stage algorithms 
B l o c k T i m e Success 
Algorithm size (min) o— rate (%) CH 
Guttman 1.8052 165669619.58 100 7563.68~ 
Sliding w i n d o w s i m 4 . 1 9 9 2 192812402.61 6125.89 
Two-stage 1000 0.4386 165715463.62 100 7563.68 
Three-stage 1000 0.4378 165715463.62 100 7563.68 
Sliding w i n d o w s 2 m 4 . 1 8 8 5 1 7 3 4 8 1 9 0 2 . 3 1 7 1 0 7 . 7 8 
Two-stage 2000 0.9219 165684019.57 100 7563.68 
Three-stage 2000 0.9219 165684019.57 100 7563.68 
Table 4.2: (Simulated data 2) Results of Sliding windows, Two-stage and 
Three-stage algorithms 
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Block Time Success 
Algorithm size (min) G rate (%) (7丑nominal 
Guttman 二 9 2 6 . 3 7 2 7 4 4 6 0 0 3 8 . 1 2 7 4 0 8 5103.34 
(15.44 hrs) 
Sliding w i n d o w s i m 3 4 . 0 9 5 3 4 8 8 7 7 0 3 . 9 8 4 7 1 5 . 3 8 
Two-stage 1000 43.4331 4466942.24 65.46 2239.19 
Three-stage 1000 42.0047 4467563.18 65.41 2635.36 
Sliding w i n d o w s m O 48.4615 4846280.4572.70 4619.16 
Two-stage 2000 37.3904 4464837.34 83.78 6151.10 
Three-stage 2000 36.9089 4464837.34 83.78 6151.10 
Table 4.3: (Mushroom data) Results of Sliding windows, Two-stage and 
Three-stage algorithms 
From the tables, the objective function values a's given by the three al-
gorithms are greater than the one by Guttman, however, the resultant U D S 
solutions were good enough. The success rate and CH or CFnominai reflect 
that two-stage and three-stage algorithms can give equally good or just a 
little bit worse results while the time required was significantly reduced. In 
particular, the time required by two-stage algorithm and three-stage algo-
rithm to find the U D S solution of the mushroom data was only 37.4 and 36.9 
minutes which was over 95% faster than by Guttman. 
The resultant U D S solution given by the sliding windows algorithm was 
also good to carry out cluster analysis, however, the time required was even 
longer than using Guttman when the sample size is not very large; when 
sample size is large, this algorithm still takes shorter time as shown in the 
mushroom data (Table 4.3). Moreover, the results {a, success rate and 




Although we have to use Guttman's Updating Algorithm for many times, 
dividing the database into blocks having smaller size can save lots of compu-
tation time, total time required will be much shorter. The starting configu-
ration is improved by one of the three algorithms, and is used as the starting 
value of the Guttman's Updating Algorithm. This approach is justified as 
the starting value is important to the goodness of the solution. Solution 
given by the algorithms may not give a sigma value as small as the original 
method, however, these results are good enough to carry out cluster analysis 
as shown in the experimental results. Among the three algorithms proposed, 





A. l MaxMin Algorithm 
/* /cmax- the maximum possible number of clusters */ 
/* m more MAXD[i] are found for comparison, m >20 */ 
/* MAXD[i\: minimum distance of seed i to prechosen seeds */ 
seed[l] ^  i and seed[2] — j such that d(i，j) is maximum 
MAXD[1] ^ d(seed[l],seed[2]) 
for i = 1 to n { 
DistToSeed[i] — d(i，seed[l]) 
} 
for ns = 3 to (kmax+m) { 
for i = 1 to n { 
if ( DistToSeed[i] > d(i, seed[ns-l]) ) { 
DistToSeed[i] — d(i, seed[ns-l]) 
} 
} … • 
seed[ns] — m a x such that DistToSeed[max] is maximum 
MAXD[ns-l] — DistToSeed [seed [ns]‘ 
69 
A.2 Sliding Windows Algorithm 
/* bisze: prescribed block size */ 
/* bnum: �iV/bsize"! */ 
/* index: store the index of object in current block */ 
/* wholeindex: starting configuration index array */ 
/* tempinder. index array from second half in previous block*/ 
/* newindex: Output index arrray */ 
counter — 0; 
last — 0; 
size [ bsize; 
do { 
/******* Make up index array *******/ 
if (counter二=0) { /* First Block */ 
p t 0; 
q — 0 ; 
do { 
P++; 
index[p] — wholeindex[p]; 
} while (p<bsize); 









index [r]卜 wholeindex[p]; 
if (P 二二 N ) { 
last f- 1; 
size ^  r; 
break; 
} 
} while (rCbsize); 
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} 
Find the U D S coordinates within each block 
{input: distance matrix, index; output UDS); 
/******* Output coordinates *******/ 
Rank the objects according to the U D S coordinates 
and store the ranked index in array b—index., 
/******* Output index for the first part *******/ 
counter++; 
for i二 1 to (size/2) { 
q++； 
newindex[q] [ index[b」ndex[i]]; 
} 
/******* Output index for the second part *******/ 
if (last) { 






r ^  0; 
for i = (size/2)+l to size { 
r++; 
tempindex[r] f- index[b_index[i]]; 
} 
} 
} while (!last); 
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A.3 Two-stage Algorithm - Stage One 
/* hisze: prescribed block size */ 
/* bnum: �iV/bsSze"! */ 
/* index: store the index of object in current block */ 
/* wholeindex: starting configuration index array */ 
/* newindex: Output index arrray */ 
counter ^ 0; 
do { 
counter++; 
/******* Make up index array *******/ 
p [ counter; 
r [ 1; 
do { 
index[r]卜 wholdndex[p]； 
p — p+bnum; 
r++; 
} while ((r<=bsize) & & (p<=N)); 
size — r-1; /* store size of this block */ 
Find the U D S coordinates within each block 
{input: distance matrix, index; output UDS); 
/******* Output coordinates of stage one *******/ 
Rank the objects according to the U D S coordinates 
and store the ranked index in array b—mder, 
p ^ counter; 
r — 1; 
do { 
newindex [p] [index [b —index [r]]； 
p p + bnum; 
r++； 
} while ((r<二bsize) k k (p<=N)); 
} while (counter<bnum); 
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A.4 Two-stage Algorithm - Stage Two 
/* bisze: prescribed block size */ 
/* bnum: �iV//?s<2;e"l */ 
/* index: store the index of object in current block */ 
/* newindex: starting configuration index array from stage one */ 
/* newindex: Output index arrray */ 
counter — 0; 
p — 1; q — 1; 
size — bnum; /* store size of blocks */ 
do { 
counter++; 
if ( (N % bnum) k k (counter > (N/b皿m))) 
size — N % bnum; /* store size of the last block */ 
/******* Make up index array *******/ 
for i=l to size { 
index[i] [ newindex[q]; 
q++； 
} 
Find the U D S coordinates within each block 
{input: distance matrix, index; output: UDS); 
/******* Output coordinates of stage two *******/ 
Rank the objects according to the U D S coordinates 
and store the ranked index in array hJndex] 
r [ 1; 
do { 
newindex[p] — index [b_index[r]]; 
P + +； r + + ; 
} while ((r<=size) k k (p<=N)); 
} while (counter<「N/bnum"| ); 
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