Situations in many fields of research, such as digital communications, nuclear physics and mathematical finance, can be modelled with random matrices. When the matrices get large, free probability theory is an invaluable tool for describing the asymptotic behaviour of many systems. It will be explained how free probability can be used to estimate covariance matrices. Multiplicative free deconvolution is shown to be a method which can aid in expressing limit eigenvalue distributions for sample covariance matrices, and to simplify estimators for eigenvalue distributions of covariance matrices.
I. INTRODUCTION
Random matrices, and in particular limit distributions of sample covariance matrices, have proved to be a useful tool for modelling systems, for instance in digital communications [1] , [2] , nuclear physics [3] , [4] and mathematical finance [5] , [6] . A typical random matrix model is the information-plusnoise model, W, (Rn + Xn)(Rn + uXn)H. (1) Rn and Xn are assumed independent random matrices of dimension n x N throughout the paper, where Xn contains i.i.d. standard (i.e. mean 0, variance 1) complex Gaussian entries. (1) can be thought of as the sample covariance matrices of random vectors rn + uJxn rn can be interpreted as a vector containing the system characteristics (direction of arrival for instance in radar applications or impulse response in channel estimation applications). xn represents additive noise, with or a measure of the strength of the noise. Throughout the paper, n and N will be increased so that limn 0 N =C, i.e. the number of observations is increased at the same rate as the number of parameters of the system. This is typical of many situations arising in signal processing applications where one can gather only a limited number of observations during which the characteristics of the signal do not change.
The situation motivating our problem is the following: Assume that N observations are taken by n sensors. Observed values at each sensor may be the result of an unknown number of sources with unknown origins. In addition, each sensor is under the influence of noise. The sensors thus form a random vector rn + Jxn, and the observed values form a realization of Merouane Debbah SUPELEC Gif-sur-Yvette France merouane.debbah @ supelec.fr the sample covariance matrix W,. Based on the fact that W, is known, one is interested in inferring as much as possible about the random vector rn, and hence on the system (1) . Within this setting, one would like to connect the following quantities:
1) the eigenvalue distribution of Wn, 2) the eigenvalue distribution of In = 4RnR Hf 3) the eigenvalue distribution of the covariance matrix en = E(n n .
In [7] , Dozier and Silverstein explain how one can use 2) to estimate 1) by solving a given equation. However, no algorithm for solving it was provided. Many applications are interested in going from 1) to 2) when attempting to retrieve information about the system. Unfortunately, [7] does not provide any hint on this direction. Recently, in [8] , we show that the framework of [7] is an interpretation of the concept of multiplicative free convolution.
3) can be addressed by the G2-estimator [9] , an estimator for the Stieltjes transform of covariance matrices. G-estimators have already shown their usefulness in many applications [10] but still lack intuitive interpretations. In [8] , we also show that the G2-estimator can be derived within the framework of multiplicative free convolution.
Beside the mathematical framework, we also address implementation issues of free deconvolution. A convenient implementation of multiplicative free deconvolution will be demonstrated.
This paper is organized as follows. Section 11 presents the basic concepts needed on free probability. Section III states results for systems of type (1) . Section IV presents implementation issues of these concepts. Upper (lower boldface) symbols will be used for matrices (column vectors) whereas lower symbols will represent scalar values, (.)T will denote transpose operator, (.)* conjugation and (.)H = ((.)T) hermitian transpose. I will represent the identity matrix.
II. FRAMEWORK FOR FREE CONVOLUTION
Free probability [11] theory has grown into an entire field of research through the pioneering work of Voiculescu in the 1980's [12] [13] . The basic definitions of free probability are quite abstract, as the aim was to introduce an analogy to independence in classical probability that can be used for 1-4244-1429-6/07/$25.00 ©2007 IEEE non-commutative random variables like matrices. These more general random variables are elements in what is called a noncommutative probability space. This can be defined by a pair (A, q), where A is a unital *-algebra with unit I, and X is a normalized (i.e. /(I) = 1) linear functional on A. The elements of A are called random variables. In all our examples, A will consist of n x n matrices or random matrices. For matrices, X will be the normalized trace tr,, defined by (for any a C A) 1~~~t rn (a) =-Tr(a) = :-E aii. iil The unit in these *-algebras is the n x n identity matrix In. The analogy to independence is called freeness: 
A family of random variables ai is called a free family if the algebras they generate form a free family. Definition 2: We will say that a sequence of random variables an , an2, ... in probability spaces (An, On ) converge in distribution if, for any ml, ..., m, E Z, k1, ..., kr E {1, 2, ...}, we have that the limit On(a" a" ) exists as n -> oo.
If these limits can be written as O(a" . a"r) for some noncommutative probability space (A, q) and free random variables a,, a2, ... C (A, r), we will say that the an , an2, are asymptotically free. Many types of random matrices exhibit asymptotic freeness when their sizes get large: Consider random matrices 1 Anl, 1An2 .... where the Ani are n x n with all entries independent and standard Gaussian (i.e. mean 0 and variance 1). It is well-known [11] that the 1 Ai are asymptotically free. The limit distribution of the 1 Ani in this case is called circular, due to the asymptotic distribution of the eigenvalues of 1 Ani [14] .
When sequences of moments uniquely identify probability measures (as for compactly supported probability measures), the distributions of a1 + a2 and a1a2 give us two new probability measures, which depend only on the probability measures associated with the moments of a1, a2. Therefore we can define two operations on the set of probability measures:
Additive free convolution ,u1 ff u2 for the sum of free random variables, and multiplicative free convolution ,u1 Z ,u2 for the product of free random variables. These operations can be used to predict the spectrum of sums or products of asymptotically free random matrices. For instance, if aln has an eigenvalue distribution which approaches ,up and a2n has an eigenvalue distribution which approaches P2, one has that the eigenvalue distribution of aln + a2n approaches p1 ff u2.
We will also find it useful to introduce the concepts of additive and multiplicative free deconvolution: Given probability measures ,u and u,2. When there is a unique probability measure ,u1 such that ,u = ,up f 2 (i =u1 Z ,u2), we will write ,up = , R 12 (i1 = ,il2 respectively). We say that p1 is the additive (respectively multiplicative) free deconvolution of ,u with I2-Free deconvolution is not always possible, i.e. certain measures ,u can not be written uniquely on the form ,ul1 ,2 when u2 is given. An important special case of this is when the first moment of u2 is zero, as will be evident from the combinatorial description of free convolution (section IV-A). One important measure is the Marchenko Pastur law ,uc ([15] page 9), characterized by the density 
where F" is the cumulative distribution function of ,u.
III. INFORMATION PLUS NOISE MODEL
In this section we will indicate how the quantities 2) and 3) can be found with the aid of free convolution and deconvolution. By the empirical eigenvalue distribution of an n x n random matrix X we will mean the random atomic measure -(6(A1(X)) + + 6(An(X))), where A1(X), ..., An(X) are the (random) eigenvalues of X.
A. Estimation of the sample covariance matrix 2)
In [8] , the following result was shown. Theorem 1: Assume that the empirical eigenvalue distribution of In = N RnRH converges in distribution almost surely to a compactly supported probability measure pur. Then the empirical eigenvalue distribution of Wn also converges in distribution almost surely to a compactly supported probability measure ,uw uniquely identified by (5) Theorem 1 addresses the relationship between we can "deconvolve" to the following forms: 
B. Estimation of the covariance matrix 3)
General statistical analysis of observations, also called Ganalysis [10] is a mathematical theory studying complex systems, where the number of parameters of the considered mathematical model can increase together with the growth of the number of observations of the system. The mathematical models which in some sense approach the system are called G-estimators. We use N for the number of observations of the system, and n for the number of parameters of the mathematical model. The condition used in G-analysis expressing the growth of the number of observations vs. the number of parameters in the mathematical model, is called the Gcondition. The G-condition used throughout this paper is imrnO -N C.
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We restrict our analysis to systems where a number of independent random vector observations are taken, and where the random vectors have identical distributions. If a random vector has length n, we will use the notation On to denote the covariance. Girko calls an estimator for the Stieltjes transform of covariance matrices a G2-estimator. He introduces [9] the following expression as candidate for a G2-estimator: G2,n (Z) = Z mrn (0(Z))0 (7) z where the term m n (0(z)) = nTr {Fn-0(z function 0(z) is the solution to the equation. I 0(z)cm ,,n (0(z)) ) (1-c) + 0z) Girko claims that a function G2,, (z) satisfying (8 good approximation for the Stieltjes transform of covariance matrices m (z) = 1 Tr {e) -zIr
In [8] , the following is shown: Theorem 2: For the G2-estimator given by following holds for real z < 0: G2,n (z) = 'M,urn R It' Theorem 2 shows that multiplicative free decon be used to estimate the covariance of systems. TI the problem of estimating quantity 3). Estimation 2) and 3) can be combined, since (6) can be remN This says that in order to estimate quantity 3), perform multiplicative free deconvolution in the G2-estimator, followed by an additive free decon, ,Uu2I. The latter is the same as a shift of the spe In this paper, the difference between probabilit, and v will be measured in terms of the Mean Sqi the moments (MSE). If the moments of f xkd,u(x are denoted by ,Uk, vk, respectively, the MSE is for some number n. Since the G2-estimator uses free deconvolution, it will be subject to a Mean Square Error of moments analysis. In figure 1 , a covariance matrix has been estimated with the G2-estimator. Sample covariance matrices of various sizes are formed, and the combinatorial method described in section IV-A was used to compute the free deconvolution in the G2-estimator. It is seen that the MSE decreases with the matrix sizes, which confirms the accuracy of the G2-estimator. The MSE is higher when more moments are included.
IV. COMPUTATION OF FREE (DE)CONVOLUTION
' 'IJ~One of the challenges in free probability theory is the practical computation of free (de)convolution. Usual results exhibit asymptotic convergence of product and sum of measures, but 0.
(8) do not explicitly provide a framework for computing the result.
In section IV-A we will show how one can freely (de)convolve ) and (7) is a a measure with the Marchenko Pastur law ,uc when only the the involved moments of the measure are known. In IV-B, we review some } 1. already known methods for calculating free convolution and their limitations. (7) , (8) , the
A. Combinatorial computation offree (de)convolution
The concept we need for computation of free (9) (de)convolution presented in this section is that of noncrossing ivolution can partitions [16] : his addresses Definition 3: A partition 7 is called noncrossing if whenof quantities ever we have i <j < k < 1 with i -k, j 1 ( meaning vritten to belonging to the same block), we also have i j k -1 (i.e. i, j, k, 1 are all in the same block). The set of noncrossing (10) partitions of {1,,,., n} is denoted NC(n). We will write 7i {B1, ..., Br} for the blocks of a partition.
One needs to lBj, will mean the cardinality of the block Bi.
form of the Additive free convolution. A convenient way of implevolution with menting additive free convolution comes through the moment-Bctrum.
cumulantformula (12) , which expresses a relationship between y measures i the moments of the measure and the associated R-transform.
uare Error of The R-transform can be defined as the unique power series ), fxk dv(x) R,1(z) = En nz' for which defined by
( 1 1) in (12) E w{ B}IBiBI} ) 7r=fBl,---,BkINC(n) i=l is satisfied for all moments ,u. The coefficients a, are called cumulants. The importance of the R-transform comes from the additivity property RA, MA2 (z) = RA1 (z) + R A2 (z). Additive free convolution in terms of moments can be implemented by combining this additivity property with (12) . To implement (12) , note that the first n cumulants can be computed from the first n moments, and vice versa. One can show [8] that (12) can be rewritten to:
/un Z Xakcoefn-k ((1 + IlZ + 2Z2 + )k) (13) k<n coefk means the coefficient of zk. (13) can be implemented in such a way that the ,n are calculated from an, or the other way around. The files cummom. m and momcum. m (respectively) in [17] demonstrate this in MATLAB. Both programs take a series of moments (/ll, ---., Pn) as input. The momcum. m algorithm can be summarized by the following:
1) Form the vector m = (1, ,u , n,U) of length n + 1.
Compute the n vectors M1 = n, M2 = n * m,..., Mn = *nT, where *n stands for n-fold (classical) convolution with itself. The later steps in the algorithm use only the n + 1 first elements of the vectors M1, ..., Mn. Consequently, the full Mk vectors are not needed for all k: We can, for efficiency, truncate Mk to the first n + 1 elements after each convolution.
2) Calculate the cumulants recursively. If al1, an-1 in (13) have been found by solving the n -1 first equations in (13) , aln can be found through the nth equation, by using the vectors computed in step 1). The connection between the vectors in 1) and (13) comes from COefn-k ((1 + Plz + P2Z 2 + ...)k) = Mk(n -k) (i.e. write the left side as a k-fold convolution). Finding the k'th cumulant ak by solving the kth equation in (13) is the same as Ml(n + 1) -l<r<k-1 arMr(k -r) ak Mk(0)
The program for computing moments from cumulants is slightly more complex, since we can't start out by computing the vectors Ml.Mn separately at the beginning, since the unknown moments are used to form them. Multiplicative free (de)convolution. The combinatorial transform we need for multiplicative free convolution and deconvolution is that of boxed convolution [16] (denoted by i), which can be thought of as a convolution operation on formal power series. The definition uses noncrossing partitions and will not be stated here. One power series will be of particular importance to us. The Zeta-series is intimately connected to ,up in that it appears as it's R-transform. It is defined by Zeta(z) Zzi.
Define the moment series of a measure ,u by M(u) (z) = E=11kPkZk. One can show that (12) is equivalent to M(u = R(,u)EZeta. One can show that boxed convolution on power series is the combinatorial perspective of multiplicative free convolution on measures, where boxed convolution with the power series c'-1Zeta represents convolution with the measure ,uc. This is formalized as mancna = MsbI(c-1 Zeta)t and can also be rewritten to cM,zi,,c = (cMV,)[Zeta, (14) It can be shown [16] that this is nothing but the momentcumulant formula, with cumulants replaced by the coefficients of cMv, moments replaced by the coefficients cMz,,. Therefore, the computational procedure from the additive case can also be used in the multiplicative case: * For multiplicative free convolution, use the computational procedure (13) to calculate the ,u from the a,, and scale the moments (M1, -> cM,1) as in (14) .
* For multiplicative free deconvolution we also use (13) , but calculate the a, from the p,. Scaling of the moments is done in the same way.
B. Known methods for computing free convolution 1) Computation based on asymptotic freeness results: The Marchenko Pastur law can be approximated by random matrices of the form I, = RnR , where R, is n x N with i.i.d. standard Gaussian entries. It is known that the product of such a In with a (deterministic) matrix with eigenvalue distribution ,u has an eigenvalue distribution which approximates that of ,U [11] . Therefore, one can approximate multiplicative free convolution by taking a sample from a random matrix In, multiply it with a deterministic diagonal matrix with the same moments as ,u, and calculating the moments of this product. In figure 2 , random matrix approximations are made for various matrix sizes to obtain approximations of ( 1 do + 1 p1) ,Uc for c = 0.5. The moments of the approximations are compared with the exact moments, obtained with combinatorial computation of free convolution. As in figure 1 , the MSE decreases with the matrix sizes, and increases when more moments are included. The method of using random matrix approximations has certain limitations. First of all, it is not guaranteed to work for the case of deconvolution. Also, it produces only approximations, and the accuracy varies with the matrix sizes.
2) Exact calculation offree convolution in terms of probability densities: In some cases, free convolution can be computed exactly in terms of probability densities. Consider the case where (15) where p < 1, A > 0. Such measures were considered in [18] . It turns out that all ,u of the form (15) Fig. 2 . MMSE of the first moments of ( 1 60 + 2 61) X C,, and the same 2 2 moments computed with random matrix approximations using different matrix sizes N. The value c= 0.5 is used. 0.5 0.5
T T (where Ei pi = 1) does not admit a closed-form solution.
V. CONCLUSION
In this paper, we have shown that free probability provides a neat framework for estimation problems when the number of observations is of the same order as the dimensions of the problem. In particular, we have introduced a free deconvolution framework which is very appealing from a mathematical point of view and provides an intuitive understanding of some G-estimators provided by Girko. 
where Ki(x) = x-A(1 + cp) + 2A cp, and K2(X) = A(1+cp) +2A -p x.
Theorem 3 says that, if we have an estimate of the density of ,u ,uc (for instance in the form of a realization of a sample covariance matrix), good candidates for (p, A) can be found by matching with the theoretical predictions (17) . Figure 3 shows densities of some realizations of ,u ,uc for p = 1 and A = 1, together with corresponding realizations of covariance matrices of size 512 x 512. 
