For nonlinear parabolic problems in a bounded domain under dynamical boundary conditions, general comparison techniques are established similar to the ones under Neumann or Dirichlet boundary conditions. In particular, maximum principles and basic a priori estimates are derived, as well as lower and upper solution techniques that lead to functional band type estimates for classical solutions. Finally, attractivity properties of equilibria are discussed that also illustrate the damping effect of the dissipative dynamical boundary condition.
INTRODUCTION
The aim of this paper is to develop a qualitative theory for parabolic problems in a bounded domain 
OxOx,.
where we have set {tJm(x, t) aJm(x, t, u(x, t), Vu(x, t)), bJ(x, t) 
We assume a E tT(f, (0, 0)); f: f2 x [0, T] x/R IR is continuous and T-periodic in t;
We extend all the coefficients by periodicity to f x [0, cx 
intl.
An upper solution/3 C(Or) C ' (Qr) of(13) is defined in a similar way by reversing all the above inequalities.
We also consider the Cauchy problem 
where "y(x, t, u) a(x, t) + (u a(x, t)) + (u -/3(x, t))+. Uinf, Usup E C(0-r) f"l C 2'1 (Q) are solutions of (16) ) . By definition of Uinf, we can find u b/so that Uinf(2, ) _< u(, ) < u(, -) and for (x, t) near enough (,-{), u(x, t) < u(x, t). This is a contradiction if we choose (x, t) as an element of the set { (xv, tu))=l. This concludes the proof if we observe that every solution u with c < u </3 satisfies u b/and hence u > uinf.
Note that several authors prefer the terminology maximal and minimal solution for supremal and infimal solution. But, in order to avoid confusion with maximality in the sense of existence, we prefer the notion adopted here. THEOREM 3.7 Assume that (14) and (15) 
and n(X, O) n-1 (X, T) in f.
By monotonicity, (n)n converges pointwise in Qr to some function u satisfying a < u </3. Moreover, by assumption (15) and monotonicity, we deduce that the sequence (cn)n converges in C(Qr) to a solution u of(13). Now, define a function 'Q I as follows. If, for some n E 11, Then, by uniqueness, we get & w in ft IT, 2T]. Therefore, we con-
Moreover, by periodicity and construction, we have
To complete the proof of (i) and (ii), it remains to prove that every solution v of (13) such that a < v < satisfies v > (n for every n. This is clear as, if v is such a solution, v is an upper solution of (18) and by Proposition 3.3, there is a solution 0 of (18) with a < a0 < v </3. As 0 is the infimal solution of (18) Now, an induction argument shows the assertion.
We note in passing that the results of this section extend those obtained in [7] for homogeneous Dirichlet Of, the convergence rate decreases with respect to the coefficient The reaction term is supposed to admit two equilibria A < B and to be of the form f(x, t,A) =f(x, t,B) 0 for all (x, t) f x (0, o),
If a andfdo not depend on x and t, we can state the following: 2] . Note that cr is not continuous on 0f. Though, for all cr > 0, the solutions with u(., 0) > 0, 0 tend to the equilibrium 1, the damping of the convergence rate increases with increasing a.
Under higher regularity assumptions, the attractivity result holds also in the following nonautonomous case. THEOREM 4.3 Suppose that a C(f, (0, cx)) and thatf, c and cr satisfy (6) , (14), (15) and or= or2, respectively and satisfying u(., O)<_ u(., O) on f fulfill the latter inequality of Q.
