We determine the canonical forms of two by two by two matrices. In order to do so, we present a collection of covariants that separates the canonical forms. The covariants also fulfill a number of identities. Moreover, we show that these canonical forms and covariants are related to those of the binary cubic and Ž . Ž . skew-symmetric tensors of step 3 in the exterior algebra Ext U , where dim U s 6.
INTRODUCTION
One of the goals of invariant theory is to find canonical ways to write symmetric tensors and skew-symmetric tensors. The symmetric tensors may be viewed as polynomials and the skew-symmetric tensors as elements of the exterior algebra.
In this paper we raise the same question for general tensors. These general tensors may be seen as multi-dimensional matrices. We will concentrate our efforts on the first nontrivial case, namely the threedimensional two by two by two matrix. In Section 3 we introduce the notion of invariants and covariants of the two by two by two matrices. In Proposition 3.4 we introduce an invariant ⌫. We show by a Gaussian elimination argument that any invariant of two by two by two matrices has the form s и ⌫ k , where s is a constant and k is a nonnegative integer.
In Section 4 we introduce the umbral notation. This notation helps us to express the covariants of two by two by two matrices. Moreover, we present a list of six covariants, ⌫, S, H Ž1. , H Ž2. , H Ž3. , and Id, which help us to differentiate between the canonical forms of two by two by two matrices.
In Section 5 we present the seven different canonical forms for the two by two by two matrices. We also give a table of the six covariants evaluated on these seven canonical forms. As a corollary we know that pqr q stu is a generic canonical form. By using this fact it is easy to prove certain relations that hold between these covariants.
It turns out that these canonical forms and covariants are related to those of a binary cubic; see Section 6. Indeed, the binary cubic may be viewed as a subclass of the two by two by two matrices, namely the symmetric matrices. Thus we find a natural correspondence between the canonical forms and covariants of two by two by two matrices and binary cubics. In Section 7 a similar relation is obtained between two by two by Ž . two matrices and elements of step three in the exterior algebra Ext U , Ž . where dim U s 6. This suggests a question for future study: Are the covariants of symmetric tensors, skew-symmetric tensors, and general tensors all interconnected?
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INVARIANTS AND COVARIANTS OF POLYNOMIALS
We start by recalling some facts about two-dimensional vector spaces. itself. Define the determinant of to be the determinant of its matrix, that is, a a 
( * s *( *.
Ž .
Ž . Let y , y be variables and let span y , y be the two-dimensional 
Proof. It is a straightforward calculation to see that ⌫ is an invariant. By the following rewriting of the definition given for ⌫, it is easy to checkˆ2 
Continue with the following sequences of operations. 
Observe that this last operation corresponds to a linear map with determinant equal to 1. An easy calculation shows that
During all these operations, the invariant I has remained constant. Now we have
Ž . vanishes. Assume then that s is nonzero. Since I is a polynomial map, g 1 Ž . is an even nonnegative integer. Hence D s ⌫ w . By symmetry it follows that g s g s g , which concludes the proof. 
UMBRAL NOTATION AND THE SIX COVARIANTS
We introduce now umbral notation, which is helpful in describing covariants. We use Greek letters ␣, ␤, . . . , ␦ to denote umbrae. For each of these umbrae there are six variables. Namely, for the umbra ␣ we have the variables
, and ␣ Ž3. . As before we denote the
We define the umbral map U , for an element w g W, where we write w w as 2 2 2
w x as follows: Let ‫ރ‬ x, ␣, . . . , ␦ be the algebra of polynomials in the variables
w x x , . . . , x , ␣ , . . . , ␦ , and let ‫ރ‬ x be the algebra of polynomials in
. The umbral map U is a linear map from the algebra 1 2 w w x wx ‫ރ‬ x, ␣ , . . . , ␦ to the algebra ‫ރ‬ x , which satisfies the following properties:
for each umbra ␣, we have that U ␣ ␣ ␣ s a and that
the umbral map U vanishes on any other monomial in the variables w belonging to the umbra ␣.
We may express w in terms of the umbral map U :
A bracket monomial is a product of terms of the form
Observe that a bracket monomial M vanishes when the umbral operator U is applied if, for some umbra ␣ in the monomial M, the umbral w variable ␣ Ž i. does not occur exactly once.
PROPOSITION 4.2. Let M be a bracket monomial with g factors of the
Ž . We call the covariant U M the associated covariant of the bracket w monomial M. Also observe that when there is no factor of the form
in the bracket monomial, then it corresponds to an invariant.
Proof of Proposition
Ž . where ␣ j , ␤ j , and ␥ j are umbrae. The claim is that C w s U M w is a covariant, where
The element w g W can be represented umbrally by
where U is the adjoint map. To compute the umbral operator of the iˆˆˆŽ i.
bracket monomial corresponding to w, we replace ␣ with
By Lemma 2.1 we have that
By evaluating the umbral operator we obtain
Ž . Ž . Hence we conclude that C w s U M is a covariant.
w We now have a tool for expressing covariants of the space W. We give a list of six bracket monomials, C C, S S , H H Ž1. , H H Ž2. , H H Ž3. , and I I, and discuss the associated covariants.
The associated covariant is the invariant ⌫, described in Proposition 3.4. To see this, first observe that the two invariants have the same index, Ž . namely 2, 2, 2 . Hence by Proposition 3.4 we know that they are equal up to a constant. All we need to do is to verify that this constant is actually equal to one. To do this, evaluate both invariants on the element w s 0 Ž1. Ž2. Ž3. Ž 1. Ž2. Ž3.
Ž . x x x q x x x . Clearly, ⌫ w s 1. The umbral calculation goes as
follows.
.
The only monomials of the umbra ␣ which do not vanish are the two monomials ␣ Ž1.
. These instead evaluate to 1. Thus,
By a similar argument on the umbra ␦ the umbral expressions evaluate to
Ž . The covariant U S S is denoted by S. Observe that S maps W into itself. 
Denote the associated covariant to this bracket monomial by H Ž1. . We call Ž . this covariant the Hessian, and it has index 0, 1, 1 . The Hessian may also be described by 2 2
This may be seen to be true by the following computation.
Ž .
Hence the associated covariant to the bracket monomial H H Ž1. is given by
2
These two determinants are equal. Moreover, they are equal to the determinant given for the Hessian, since
s a x q a x .
Similarly, this is also a Hessian, but in the second variable. It is denoted by Ž2.
Ž . H and has index 1, 0, 1 .
Ž . This Hessian is denoted by H and has index 1, 1, 0 .
Ž . This is the identity covariant, Id. That is, Id w s w.
For all the bracket monomials in examples a᎐f we have chosen the constant such that the coefficients of the associated covariant will have no common factor. and t are linearly independent, and r and u are linearly independent.
CANONICAL FORMS OF TWO BY
We begin proving this proposition with the following two lemmas.
LEMMA 5.2. An element w g W can be written in at least one of two forms, pqr q stu and sqr q ptr q pqu where p, s g W , q, t g W , and r, u Proof. Observe that these two forms are invariant under changes of variables. To prove that such changes of variables are possible is quite similar to the proof of Proposition 3.4. However, we need to be more careful, since we do not begin with a generic element of W, but rather an arbitrary element of W.
We claim that by a change of variables we can transform any two by two by two matrix to a two by two by two matrix where two adjacent entries are equal to zero. Following the proof of Proposition 3.4, we can do this if af y be / 0 and df y bh / 0. Without loss of generality we can assume that af y be s 0, since the case df y bh s 0 is symmetric. Since af y Ž . Ž . be s 0, the two vectors a, e and b, f are linearly dependent. Now, by a change of variables we can make one of the vectors vanish, and thus there are two adjacent entries in the matrix that are equal to zero. Hence which can be written as
This is the first desired form. Ž . Ž . It remains to consider the case when the vectors aЈ, eЈ and dЈ, hЈ are linearly dependent. If both are equal to zero, then the matrix is trivially Ž . one of the two stated forms. Hence assume that aЈ, eЈ / 0, so we can Ž . Ž . write dЈ, hЈ s j и aЈ, eЈ . Now the matrix corresponds to the element
which we can write as
which is in the second desired form.
Define a bracket on the linear space W by Proof of Proposition 5.1. By Lemma 5.2 we know that an element w g W may be written in the forms pqr q stu and sqr q ptr q pqu, where p, s g W , q, t g W , and r, u g W . 1 2 3 Ä 4 Ä 4 Ä 4 If any of the pairs p, s , q, t , or r, u are linearly dependent then it is easy to see that we can reduce the expressions further to one of the following five forms: pqr q ptu, pqr q squ, pqr q str, pqr, or 0. Hence we know that every w g W can be written in at least one of the seven forms.
It remains to prove that every w can be written in exactly one of the seven forms. Assume that w may be written in two of the forms. Then by Lemma 5.3 we may find a covariant C which is zero on one of the forms and nonzero on the second. This contradicts the assumption. independent, q and t are linearly independent, and r and u are linearly independent, form a dense set in W under the Euclidean topology. That is, the form pqr q stu is a generic canonical form.
Hence, if two continuous functions, with domain W, agree on the elements of the form pqr q stu, then these two functions agree on all of W. With this observation Corollaries 5.5 and 5.6 will follow. COROLLARY 5.5. The following two algebraic relations hold:
where 
We only prove the second identity when i s 1. By the same argument it is enough to see that s ⌬ H pqr q stu .
Ž .
Recall that the covariant S maps W into W. Thus we can consider the composition of a covariant C with the covariant S. COROLLARY 5.6. The following three identities hold:
Proof. We will only give the proof of the first identity. By Corollary 5.4 Ž Ž .. it is enough to evaluate ⌫ S w when w is on the form pqr q stu. Let w xw xw x w xw xw x pЈ s p, s q, t r, u p and sЈ s y p, s q, t r, u s. Then we have 
We conclude our discussion by presenting two partially ordered sets. One poset is defined on the covariants of the linear space W and the other poset on the canonical forms of W. The partial orders are described in the following definition. In Fig. 1 the two partial orders are presented. Observe that 1 and 0 are constant covariants and л is the form in which no element can be written.
RELATIONS WITH THE BINARY CUBIC
In this section we show how binary cubics relate to two by two by two matrices by studying their covariants and their canonical forms. Readers w x are also referred to 8 . a y q 3a y y q 3a y y q a y s , .
Ž . Ž .
The proofs of both of them are straightforward calculations. Consider now the map ⍀ (C ( .ˆˆ⍀
Thus ⍀ (C ( is a covariant of V of index g q g q g . Proof. We know that the factorization is unique up to order of the factors and multiplication by scalars. It is easy to see that the three expressions above are symmetric in s, t, and u. Moreover, if the expression holds for s, t, and u, they also hold for ␣ и s, ␤ и t, and ␥ и u, where ␣ и ␤ и ␥ s 1. Hence it is enough to prove these expressions for one Ž . factorization of a binary cubic. Let s exp 2 ir3 , that is, a third root of 3 3 Ž . Ž 2 . Ž 2 . unity. Since ps pи и p q и q и и p q и q is a generic canonical form for the binary cubic, it is enough to prove our identities for this factorization.
Let s s p, t s и p q 2 и q, and u s 2 и p q и q. Then it is w x w x w x Ž 2 . w x easy to calculate that s, t s t, u s u, s s y и p, q . Since 
Ž .
27 27 which proves the first identity. It is easy to see that
The second identity follows now by 1 w x w x w x и e t, u s, u, s t, s, t u Ž . ' t y u s 3 и и p q и q , Ž . 
Multiplying these three identities together, we obtain s y t и t y u и u y s Ž . Ž . Ž . Ž .
first form. We will do a more explicit calculation in the spirit of Lemma 5.3. To do so, we multiply these three covariants with appropriate constants to make them easier to handle. Consider the following covariants:
Observe that
The covariant D has index 0, and the covariant D has index 1. Last, D the element e
The problem of such placements of rooks on a chess board also goes by w x the name ''The Football Pool Problem,'' see 10, 7 . We call a placement Ž perfect when each position is attacked by exactly one rook. We may view . this as an error correcting code, which corrects one error. It seems that these perfect placements could play the role of multidimensional identity Ž . matrices. The next nontrivial case occurs when d s 4 and n , n , n , n s The umbral map generalizes and will be useful for expressing invariants and covariants of multidimensional matrices. But is it possible to express every covariant of multidimensional matrices in terms of the umbral map?
Does the set of six covariants presented in Section 4 generate all other covariants of two by two by two matrices? That is, given a covariant C, can it be written as a polynomial in these six covariants? The corresponding w x result for the binary cubic is proven in 8 . Moreover, is there a deeper reason why the two posets presented at the end of Section 5 are isomorphic?
The idea that there are relations of covariants of different spaces, see Sections 6 and 7, also applies to the two most classical invariants, namely the determinant and the Pfaffian. Let W be a vector space over the Ž . complex numbers of dimension 2 n. Consider the space Ext W consisting Ž . by n matrices. Define the map : U m V ª Ext W by u m¨s u n2 and extend by linearity. Now it is easy to see that the composition Pf( is the classical determinant on the space U m V. Hence, given the determinant, we could lift it up and define the Pfaffian on a larger linear space. Hopefully, this idea of lifting covariants from one space to another may be used in further research about canonical forms and covariants.
