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Abstract—The plenty information from multiple views data
as well as the complementary information among different
views are usually beneficial to various tasks, e.g., clustering,
classification, de-noising. Multi-view subspace clustering is based
on the fact that the multi-view data are generated from a latent
subspace. To recover the underlying subspace structure, the
success of the sparse and/or low-rank subspace clustering has
been witnessed recently. Despite some state-of-the-art subspace
clustering approaches can numerically handle multi-view data,
by simultaneously exploring all possible pairwise correlation
within views, the high order statistics is often disregarded which
can only be captured by simultaneously utilizing all views. As
a consequence, the clustering performance for multi-view data
is compromised. To address this issue, in this paper, a novel
multi-view clustering method is proposed by using t-product
in third-order tensor space. Based on the circular convolution
operation, multi-view data can be effectively represented by a t-
linear combination with sparse and low-rank penalty using “self-
expressiveness”. Our extensive experimental results on facial,
object, digits image and text data demonstrate that the proposed
method outperforms the state-of-the-art methods in terms of
many criteria.
Index Terms— Multi-view clustering, Low-Rank Representa-
tion, t-product, Tensor Space, Sparsity.
I. INTRODUCTION
BENEFITTING from the advance of information technol-ogy, multiple views of objects can be readily acquired in
many real-world scenarios, which include different kinds of
features [32][41]. In essence, most datasets are comprised of
multiple feature sets or views. For instance, an object can be
characterized by a color view and/or a shape view; an image
can be depicted by different features such as color histogram
and Fourier shape information, etc. These multi-view data
provide more useful information, compared to single-view
data, to boost clustering performance by integrating different
views [2], [18]. In general, multi-view clustering [2], [18],
[32], [41] is superior to single-view one due to utilizing the
complementary information of objects from different feature
spaces.
However, a challenging problem may arise when data from
different views show a large divergence, or being heteroge-
neous [8]. As such, it will lead to view disagreement [37]
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so as to fail to obtain a similarity matrix that can depict
the samples within the same class. Specifically, the within-
class samples across multiple views may show a lower affinity
than that within the same view but from different classes
[8]. In order to address this problem, a surge of methods
in multi-view learning have been proposed [18], [22], [33],
[36], [39], [45]. Tzortzis et. al [33] proposed to compute
separate kernels on each view and then combined with a
kernel-based method to improve clustering. To better capture
the view-wise relationships among data, in work [36], a
novel multi-view learning model has been presented via a
joint structured sparsity-inducing norm. For exploiting the
correlation consensus, a co-regularized multi-view spectral
clustering [39] is developed by using two co-regularization
schemes. Liu et. al [22] proposed a non-negative matrix
factorization (NMF) based multi-view clustering algorithm via
seeking for a factorization that gives compatible clustering
solutions across multiple views. By taking advantage of graph
Laplacian matrices [43][44] in different views, the algorithm
proposed in [4] learns a common representation under the
spectral clustering framework. Though the aforementioned
methods indeed enhance the clustering performance for multi-
view data, some useful prior information within data are
often ignored, such as sparsity [9] and low-rank [21], etc.
To tackle this problem, a novel pairwise sparse subspace
representation model for multi-view clustering was proposed
recently [45]. Ding et. al [7] developed a robust multi-view
subspace learning algorithm by seeking a common low-rank
linear projection to mitigate the semantic gap among different
views. Xia et. al [40] presented recovering a shared low-
rank transition probability matrix, in favor of low-rank and
sparse decomposition, and then input to the standard Markov
chain method for clustering. To further mitigate the divergence
between different views, Ding et. al [8] proposed a robust
multi-view subspace learning algorithm (RMSL) through dual
low-rank decompositions, which is expected to recover a low-
dimensional view-invariant subspace for multi-view data. In
fact, this type of subspace learning approaches aims to achieve
a latent subspace shared by multiple views provided the input
views are drawn from this latent subspace.
In recent years, subspace clustering has attracted consid-
erable attentions in computer vision and machine learning
communities due to its capability of clustering data efficiently
[34]. The underlying assumption is that observed data usually
lie in/near some low-dimensional subspaces [28]. By con-
structing a pairwise similarity graph, data clustering can be
readily transformed into a graph partition problem [31], [44],
[43]. The success of subspace clustering is based on a block
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2diagonal solution that is achieved given that the objective func-
tions satisfy some enforced block diagonal (EBD) conditions
[25]. Mathematically, the objective functions are designed as
a reconstruction term with different regularization, such as, ei-
ther `1-minimization (SSC) [9], rank minimization (LRR) [21]
or `2-regularization (LSR) [25]. Although subspace learning
shows good performance in multi-view clustering, they may
not fully make use of the properties of multi-view data. As
discussed above, most previous methods focus on capturing
only the pairwise correlations between different views, rather
than the higher order correlation [29] underlying the multi-
view data. In fact, the real world data are ubiquitously in
multi-dimension, often referred to as tensors. Based on this
observation, especially for multi-view data, omitting corre-
lations in original spatial structure cannot result in optimal
clustering performance generally. To address this issue, Zhang
et. al. [47] proposed a low-rank tensor constrained multi-view
subspace clustering to explore the complementary information
from multiple views. However, the work [47] cannot capture
high order correlations well since it does not actually represent
view data as a tensor.
Recently, the t-product [13], one type of tensor-tensor prod-
ucts, was introduced to provide a matrix-like multiplication
for third-order tensors. The t-product shares many similar
properties as the matrix product and it has become a better
way of exploiting the intrinsic structure of third-order or
higher order tensor [12], against the traditional Kronecker
product operator [16]. To perform subspace clustering on data
with second-order tensor structure, i.e., images and multi-
view data, conventional methods usually unfold the data or
map them to vectors. Thus blind vectorizing may cause the
problem of “curse of dimensionality” and also damage the
second-order structure, like spatial information, within data.
In contrast, t-product provides a novel algebraic approach for
convolution operation rather than scalar multiplication [13].
Owing to this operator, a third-order tensor can be readily
regarded as a “matrix” whose elements are n-tuples or tubes,
such that the matrix data can be embedded into a vector-
space-like structure [12]. To exactly recover a low-rank third-
order tensor corrupted by sparse errors, most recent work [24]
studied the Tensor Robust Principal Component (TRPCA).
To perform submodule clustering of multi-way data, Piao et.
al [30] proposed a clustering method by sparse and low-
rank representation using t-product. However, this method
is not developed for multi-view data, which is in favor of
the linear separability assumption rather than complementary
information of multi-view data. In fact, it is easier to treat
multi-view data as a third-order tensor by organizing all
different views of an object together, referring to Section IV-A
for more details.
Motivated by the above observations, we propose a novel
low-rank multi-view clustering method by using t-product
based-on the circular convolution in this paper. The pro-
posed method aims to capture within-view relationships among
multi-view data while respecting the feature-wise effect of
each data point. By some manipulations, we can naturally
transform the multiple views data of interest into a third-order
tensor. In nature, the multi-view data is readily regarded as a
tensor. In what follows, we can apply the recent advance of
third-order tensor algebra tools [14], [15], [48] to performing
clustering or classification tasks. Specifically, each sample
from different views (i.e., with D × k ) can be twisted into
a third-order tensor with D × 1 × k and all samples can be
organized as a tensor with D × n × k. Then the tensorial
data can be represented by the t-linear combination for data
“self-expressiveness”. The overview of our proposed method
is shown in Fig. 1.
Our main contributions in this paper are summarized from
the following three aspects:
1) First, we present an innovative construction method by
effectively organizing multi-view data set into third-
order tensorial data. As such, multiple views can be
simultaneously exploited, rather than only pairwise in-
formation.
2) More importantly, to the best of our knowledge, it is the
first time to propose a low-rank multi-view clustering in
third-order tensor space. Through using t-product based
on the circular convolution operation, the multi-view
data is represented by a t-linear combination imposed by
sparse and low-rank penalty using “self-expressiveness”.
Therefore, the high order structural information among
all views can be efficiently explored and the underlying
subspace structure within data can be also revealed.
3) We perform the proposed approach on the extensive
multi-view databases, such as facial, object, digits image
and text data, to verify the effectiveness of the algorithm.
The remainder of this paper is organized as follows. In
Section II, we introduce some notations and definitions used
throughout this paper. Section III briefly reviews the related
works. Section IV is dedicated to presenting the proposed
multi-view clustering. In Section V, we present experimen-
tal results on evaluating clustering performance for several
databases. Finally, Section VI concludes our paper.
II. NOTATIONS AND DEFINITIONS
In this section, we would like to introduce some notations
and some relevant definitions. Throughout this paper, we
utilize calligraphy letters for tensors, e.g. A ∈ Rn1×n2×n3 ,
bold lowercase letters for vectors, e.g. a, uppercase for
matrices, e.g. A, lowercase letters for entries, e.g. a, aij
denotes the (i, j)-th entry of matrix A. ‖a‖1 =
∑
i |ai| and
‖a‖2 =
√
aT a are the `1 and `2 norms respectively, where
T is the transpose operation. The matrix Frobenius norm is
defined as ‖A‖F =
√∑
ij |aij |2. ‖A‖∗ is the nuclear norm,
defined as the sum of all singular values of A, which is the
convex envelope of the rank operator. ‖A‖2,1 is the `2,1-norm
defined by ‖A‖2,1 =
∑
j
√∑
i a
2
ij .
We also use Matlab notation to denote the elements in
tensors. Specifically, A(:, :, i), A(:, i, :) and A(i, :, :) are rep-
resented by the i-th frontal, lateral and horizontal slice, re-
spectively. A(:, i, j), A(i, :, j) and A(i, j, :) denote the mode-
1, mode-2 and mode-3 fiber, respectively. We denote Aˆ the
Discrete Fourier Transform (DFT) along mode-3 for a third-
order tensor A, i.e., Aˆ = fft(A, [ ], 3). Similarly, A can be
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Fig. 1. Overview of the proposed framework. (a) Using third-order tensorial data to represent a multi-view dataset. Each lateral slice of tensor is formed by
all views from one object where each view data is arranged at the diagonal position one-by-one. (b) By t-linear combination, the third-order tensorial data is
reconstructed by itself with sparse and low-rank penalty in self-expressive way. (c) Based on the learned tensor coefficients, a data similarity matrix is built
for multi-views, by which the spectral clustering is applied to the final separation.
computed by Aˆ via ifft(Aˆ, [ ], 3), i.e., using inverse fast Fourier
transform (FFT). A(i) and Aˆ(i) denote the i-th frontal slice
of A and Aˆ, respectively. We give the following definitions,
similar to those in [12].
Definition 1 (block diagonal operation (bdiag)[15]). For A,
its block diagonal matrix is formed by its frontal slice with
each block on diagonal.
bdiag(A) =

A(1)
A(2)
. . .
A(n3)
 . (1)
Definition 2 (block circulant operation (bcirc)). For A, its
block diagonal matrix is defined as following.
bcirc(A) =

A(1) A(n3) · · · A(2)
A(2) A(1) · · · A(3)
...
...
. . .
...
A(n3) A(n3−1) · · · A(1)
 . (2)
Definition 3 (unfold and fold operation). Unfold and fold
operations are defined as following.
unfold(A) =

A(1)
A(2)
...
A(n3)
 , fold(unfold(A)) = A. (3)
Definition 4 (t-product). Let A ∈ Rn1×n2×n3 and B ∈
Rn2×n4×n3 , then the t-product of A and B is defined by
C ∈ Rn1×n4×n3 as follows:
C = A ∗ B = fold(bcirc(A)unfold(B)). (4)
In fact, the t-product ∗ is also called the the circular convolu-
tion operation [13].
Note that a third-order tensor A can be seen as an n1× n2
matrix with each entry as a tube lying in the mode-3. Then,
the t-product operation, analogous to matrix-matrix product,
is a useful generalization of matrix multiplication for tensors
[15], except that the circular convolution replaces the prod-
uct operation between the elements. Note that the t-product
reduces to the standard matrix-matrix product in the case of
n3 = 1. Moreover, due to its superiority in generalization of
matrix multiplication, the t-product has been exploited in third
or higher order tensors analysis [14], [15], [48]. Based on this
observation, we can efficiently exploit the linear algebra for
tensors with t-product operation.
Definition 5 (Tensor multi-rank). The multi-rank of A ∈
Rn1×n2×n3 is a vector p ∈ Rn3 with the i-th element equal
to the rank of the i-th frontal slice of Aˆ.
Definition 6 (Tensor nuclear norm). The tensor nuclear norm
(TNN), denoted by ‖A‖TNN , is defined as the sum of the
singular values of all the frontal slices of Aˆ, and it is the
tightest convex relaxation to `1 norm of the tensor multi-rank.
That is, ‖A‖TNN =
∑
i ‖A(:, :, i)‖∗.
Definition 7 (F1 norm). The F1 norm of a tensor A is defined
by ‖A‖F1 =
∑
i,j ‖A(i, j, :)‖F .
Definition 8 (FF1 norm). The FF1 norm of a tensor A is
defined by ‖A‖FF1 =
∑
i ‖A(i, :, :)‖F .
Definition 9 (Frobenius norm). The Frobenius norm of a
tensor A is defined by ‖A‖F =
√∑
i,j,kA(i, j, k)2.
4III. RELATED WORK
Before presenting our proposed method, we briefly review
the background of our proposed method, which includes multi-
view clustering, low-rank clustering and t-linear combination.
A. Sparse and Low-Rank Subspace Clustering
Sparse and low rank information of the latent group struc-
ture have been exploited for subspace clustering successfully
in recent years [21], [35], [42], [43], [44]. The underlying
assumption is that data are drawn from a mixture of several
low-dimensional subspaces approximately. Given a set of
data points, each of them in a union of subspaces can be
represented as a linear combination of points belonging to
the same subspace via self-expressive. Specifically, for data
X = [x1,x2, ...,xn],xi ∈ Rd sampled from a union of
multiple subspaces
⋃M
m=1 Sm, where S1, S2, ..., SM are low-
dimensional subspaces. The sparse and low-rank subspace
clustering [49] focuses on solving the following optimization
problem,
min
C,E
‖C‖∗ + λ ‖C‖1 + β‖E‖2,1,
s.t. X = XC + E,C ≥ 0.
(5)
where C is the representation matrix and E is the representa-
tion error. The `2,1 is used in (5) to cope with the gross loss
across different data cases. λ and β are the penalty parameter
balancing the low-rank constraint, the sparsity term and the
gross error term, respectively. In this model, both sparsity
and lowest rank criteria, as well as a non-negative constraint,
are all imposed. By imposing low rankness criterion, the
global structure of data X is better captured, while the sparsity
criterion can further encourage the local structure of each data
vector [49].
In general, there are two explanations for C based on this
model. Firstly, the (ij)-th element of C, i.e. cij , reflects the
”similarity” between the pair xi and xj . Hence C is sometimes
called affinity matrix; Secondly, the i-th column of C, i.e. ci,
as a “better” representation of xi such that the desired pattern,
say subspace structure, is more prominent.
B. Multi-view Clustering
To sufficiently exploit the complementary information of
objects among multiple views, a surge of approaches have been
proposed recently. In general, the existing methods for multi-
view clustering can be roughly grouped into three categories.
The first class aims at seeking some shared representation via
incorporating the information of different views. That is, it
maximizes the mutual agreement on two distinct views of the
data[2], [17], [46]. For example, Kumar et. al. [17] first pro-
posed the co-training spectral clustering algorithm for multi-
view data. Under the assumption that view data are generated
by a mixture model, Bickel et. al. [2] applied expectation-
maximization (EM) in each view and then clustered the data
into subsets with high probability. The second one is called
ensemble clustering, or late fusion [33].
The core idea behind the aforementioned methods is to
utilize kernels that naturally correspond to each single view
and integrate kernels either linearly or non-linearly to get a
final grouping output [10], [33]. Tzortzis et. al [33] proposed
computing separate kernels on each view and then combined
with a kernel-based method to improve clustering. A matrix
factorization based method is presented to group the clusters
obtained from each view [10], which is termed as subspace
learning based methods [7], [22], [40], [45], [47]. Based on
the assumption that each input view is generated from a latent
subspace, it focuses on achieving this latent subspace shared
by multiple views. Recent works [9], [21], [25] show that
some useful prior knowledge, such as sparse or low-rank
information, can help capture the latent group structure to
improve clustering performance.
Motivated by this observation, in this paper, we aim to take
advantage of the higher order correlation underlying the multi-
view data in a third-order tensor space.
C. t-linear Combination
To better capture the higher order correlation among data,
especially for original spatial structure, it is desirable that
third-order tensors can be operated like matrices using linear
algebra tools. Although many tensor decompositions [16],
such as CANDECOMP/PARAFAC (CP), Tucker and Higher-
Order SVD [20], facilitate the linear algebra tools to multi-
linear context, this extension cannot be understood well for
third-order tensors. To address this problem, Kilmer et. al.
[15] recently presented t-product to define a matrix-like mul-
tiplication for third-order tensors. Given a matrix with size of
m×n, one can twist it into a “page” and then form an m×1×n
third-order tensor (“oriented matrices”). Note that an m×1×n
third-order tensor is really a tensor rather than a matrix. In
fact, the tensor with size of m × 1 × n can be regarded as a
vector of length m, where each element is an 1× 1× n tube
fiber (called tube fiber as usual in tensor literature). Benefit
from t-product [15], one can multiply two tube fibers, and
then we can present “linear” combinations of oriented matrices
[12]. That is, the operation is defined by t-linear combination,
where the coefficients are tube fibers, and not scalars. Under
this definition, a tensor A with m× 1× n is represented as a
combinations of a tensor X (size of m×m× n) with B (size
of m × 1 × n). For more details of t-product, please refer to
[15].
IV. PROPOSED METHOD
To efficiently incorporate the clustering results from differ-
ent views, we first organize each data point by a third-order
tensor with all views information, in Section IV-A. As a result,
one can maximize the agreement on multiple distinct view
while recognizing the complementary information contained
in each view. Then, in Section IV-B, we propose a sparse and
low-rank clustering method for multi-view data in third-order
tensor space, followed by an optimization via the alternating
direction method of multipliers (ADMM) in Section IV-C.
Subspace clustering for multi-view data is performed through
spectral clustering in Section IV-D. Finally, convergence and
computational complexity analysis of the proposed algorithm
are discussed in Sections IV-E.
5A. Multi-view data represented by third-order tensor
Given a multi-view data set Xv ∈ Rdv×n, which includes
the features of the v-th view (v = 1, 2, ..., k, totally k views).
To integrate all views for the i-th object (i = 1, 2, ..., n),
we build a matrix Mi ∈ RD×k, D =
∑
v dv , where its
diagonal position are composed of each view data. That is,
the j-th column of Mi consists of the j-th view data. By this
organizing, the set of {Mi}ni=1 is able to convey the comple-
mentary information across multiple views without enforcing
clustering agreement among distinct views. Furthermore, this
leads to an union of different views whilst respecting each
individual view data. Through using twist manipulation, the
multi-view data for the i-th object is easily transformed into
a third-order tensor space, i.e., Mi ∈ RD×1×k. Collecting
all {Mi} along the second mode, we can obtain a tensor
X ∈ RD×n×k. As a consequence, the proposed clustering
method can be effectively applied to this third-order tensor
such that the high order correlation can be exploited by using
all views simultaneously.
B. Sparse and low-rank clustering in third-order tensor space
Given multi-view data X ∈ RD×n×k, it is crucial to find
a method to effectively represent the data, in self-expressive
way, for clustering task. In literature, a lot of work have been
presented for matrix-data in order to discover the pairwise
correlations between different views [8], [18], [33], [37], [39],
[45]. To generalize the clustering methods for the matrix case
to the one for third or higher order tensorial cases, Kernfeld
et. al. [12] recently proposed a sparse submodule clustering
method(termed as SSmC), which can be formulated as follows.
min
C
‖C‖F1 + λ1‖C‖FF1 + λ2
2
‖X − X ∗ C‖2F ,
s.t. C(i, i, v) = 0, i = 1, 2, ..., n, v = 1, 2, ..., k.
(6)
where C is the representation tensor, λ1 and λ2 are the balance
parameters.
However, this model cannot be applicable to the multi-
view data clustering directly, due to the consensus principle
in multi-view data [41]. In addition, the success of low-rank
regularizer has been widely witnessed in many work [7], [42],
[43], [44], [47]. Thus, in this section, we propose to seek
a most sparsity and lowest-rank representation of multi-view
data by exploiting the self-expressive property. Mathematically,
it can be formulated as follows,
min
C
α‖C‖F1 + λ‖C‖TNN + 1
2
‖X − X ∗ C‖2F
+
β
2
∑
1≤i,j≤k,i 6=j
‖C(:, :, i)− C(:, :, j)‖2F .
(7)
where C ∈ Rn×n×k denotes the representation tensor utilized
to induce the following “affinity” matrix. ‖ ·‖F1 and ‖ ·‖TNN
are the tensor sparse and nuclear norm, respectively, as defined
in Section II. Based on these two norms, the first and second
terms of the objective function aim to induce sparse and
lowest-rank coefficients. The third term fits the representation
errors in third-order tensor space by using t-product. Finally,
the last term is imposed for multi-view data in particular,
which encourages the consensus clustering via forcing all the
lowest-rank coefficients close in all the views. For ease of
numeric implementation, we here employ the Frobenius norm
rather than `1 norm.
C. Optimization via ADMM
Variable C appears in three terms in the objective function
(7). To decouple them, we introduce two variables Y = C and
Z = C. Then, we have the following problem such that the
standard ADMM[38] can be efficiently applied to.
min
C,Y,Z
α‖Y‖F1 + λ‖Z‖TNN + 1
2
‖X − X ∗ C‖2F
+
β
2
∑
1≤i,j≤k,i 6=j
‖C(:, :, i)− C(:, :, j)‖2F ,
s.t., Y = C,Z = C.
(8)
Its augmented Lagrangian formulation is formulated as fol-
lows,
argmin
C,Y,Z
α‖Y‖F1 + λ‖Z‖TNN + 1
2
‖X − X ∗ C‖2F
+
β
2
∑
1≤i,j≤k,i 6=j
‖C(:, :, i)− C(:, :, j)‖2F
+ 〈G1,Y − C〉+ 〈G2,Z − C〉
+
ρ
2
(‖Y − C‖2F + ‖Z − C‖2F ).
(9)
where G1 and G2 are Lagrange multipliers, and ρ > 0 is a
penalty parameter. As convolution-multiplication properties,
this problem can be computed efficiently in the Fourier do-
main. Then, the procedure of solving (9) with ADMM is
defined as follows,
1) Updating Z by
argmin
Z
λ‖Z‖TNN + 〈G2,Z − C〉+ ρ
2
‖Z − C‖2F
= λ‖Z‖TNN + ρ
2
‖Z − C + 1
ρ
G2‖2F .
(10)
From the frontal side, e.g., Ci = C(:, :, i), Z can be
optimized slice-by-slice. That is, the sub-problem is
equivalent to solving
Zt+1i = argmin
Zi
λ‖Zi‖∗ + ρ
2
‖Zi − Ci + 1
ρ
Gi2‖2F .
(11)
which has a closed-form solution by using the Singular
Value Thresholding (SVT) operator [3].
2) Updating Y by
argmin
Y
α‖Y‖F1 + 〈G1,Y − C〉+ ρ
2
‖Y − C‖2F .
(12)
Similarly, Y can be efficiently solved from the third
mode fiber-by-fiber. That is,
Y(i, j, :)t+1 =
‖A(i, j, :)‖F − αρ
‖A(i, j, :)‖F A(i, j, :). (13)
where A = C − 1ρG1.
63) Updating C by
argmin
C
1
2
‖X − X ∗ C‖2F + 〈G1,Y − C〉+ 〈G2,Z − C〉
+
β
2
∑
1≤i,j≤k,i 6=j
‖C(:, :, i)− C(:, :, j)‖2F
+
ρ
2
(‖Y − C‖2F + ‖Z − C‖2F ).
(14)
By letting P1 = Z + 1ρG1, P2 = Y + 1ρG2 and applying
FFT, we have the following equivalent problem1,
argmin
Cˆ,Qi
1
2
‖Xˆ − Xˆ  Cˆ‖2F +
β
2
∑
i,j
‖Cˆ(:, :, i)− Cˆ(:, :, j)‖2F
+
ρ
2
(‖Cˆ − Pˆ1‖2F + ‖Cˆ − Pˆ2‖2F ).
(15)
where  denotes the point-wise multiplication. That is,
Xˆ  Cˆ is an array resulting from point-wise multiplica-
tion. Then, we can optimize the problem slice-by-slice
from the frontal side, i.e.,
argmin
Cˆ(i)
1
2
‖Xˆ(i) − Xˆ(i)Cˆ(i)‖2F +
β
2
∑
i,j,i 6=j
‖Cˆ(i) − Cˆ(j)‖2F
+
ρ
2
(‖Cˆ(i) − Pˆ (i)1 ‖2F + ‖Cˆ(i) − Pˆ (i)2 ‖2F ).
(16)
The sub-problem (16) is non-separable w.r.t. Cˆ(i), how-
ever, thus it has to be reformulated as an equivalent
problem with separable objective. Therefore, an auxil-
iary variable, named Qi, is introduced. Then,
argmin
Cˆ(i),Qi
1
2
‖Xˆ(i) − Xˆ(i)Cˆ(i)‖2F +
β
2
∑
i,j,i 6=j
‖Qi − Cˆ(j)‖2F
+
ρ
2
(‖Cˆ(i) − Pˆ (i)1 ‖2F + ‖Cˆ(i) − Pˆ (i)2 ‖2F ),
s.t., Qi = Cˆ(i).
(17)
Next, the details for alternatively updating these two
blocks are given.
• Update Cˆ(i)(i = 1, 2, ..., k). Each Cˆ(i) can be
updated independently by,
argmin
Cˆ(i)
‖Xˆ(i) − Xˆ(i)Cˆ(i)‖2F + β
∑
i,j
‖Qj − Cˆ(i)‖2F
+ ρ(‖Cˆ(i) − Pˆ (i)1 ‖2F + ‖Cˆ(i) − Pˆ (i)2 ‖2F )
+
τ
2
‖Qj − Cˆ(i) + 1
τ
Wi‖2F .
(18)
Equivalently,
argmin
Cˆ(i)
ρ(‖Cˆ(i) − Pˆ (i)1 ‖2F + ‖Cˆ(i) − Pˆ (i)2 ‖2F )
+
1
2
β(k − 1)‖Cˆ(i) − 1
k − 1
∑
j,j 6=i
Qj‖2F
+‖Xˆi − XˆiCˆ(i)‖2F +
τ
2
‖Qi − Cˆ(i) + 1
τ
Wi‖2F .
(19)
1Note that, roughly, the sum of the square of a function is equal to the sum
of the square of its transform, according to Parseval’s theorem[1].
Taking derivation w.r.t. Cˆ(i) and letting it be zeros,
we have,
((β(k − 1) + τ + 2ρ)I+ (Xˆ(i))T Xˆ(i))(Cˆ(i))∗ =
β
∑
j,j 6=i
Qj + τ(Qi +
1
τ
Wi) + (Xˆ
(i))T Xˆ(i)
+ ρ(Pˆ
(i)
1 + Pˆ
(i)
2 ).
(20)
where I is an identity matrix.
• Update Qi(i = 1, 2, ..., k)
argmin
Qi
β
2
∑
i,j 6=i
‖Qi − Cˆ(j)‖2F
+
τ
2
‖Qi − Cˆ(i) + 1
τ
Wi‖2F .
(21)
Similarly, taking derivation w.r.t. Qi and letting it
be zeros, we have,
(β(k − 1) + τ)Q∗i = β
∑
j,j 6=i
Cˆ(j) + τCˆ(i) −Wi.
(22)
• Update Wi
Wi =Wi + τ(Q
∗
i − (Cˆ(i))∗). (23)
4) Updating G1 and G2
G1 = G1 + µ(Y − C),
G2 = G2 + µ(Z − C),
ρ = min (ρmax, µρ) .
(24)
The whole procedure of ADMM for solving (9) is summa-
rized in Algorithm 1. The stopping criterion is given by the
following condition in the algorithm.
max

1
‖X‖F ‖Zt+1 − Ct+1‖F , 1‖X‖F ‖Yt+1 − Ct+1‖F ,
1
‖Zt‖F ‖Zt+1 −Zt‖F , 1‖Yt‖F ‖Yt+1 − Yt‖F ,
1
‖Ct‖F ‖Ct+1 − Ct‖F
 ≤ ε.
(25)
Algorithm 1: Solving problem(9) via ADMM.
Input: X , λ, α and β.
Initialization: C0 = Y0 = Z0 = 0, G01 = G02 = 0,
ρ = τ = 0.01, µ = 1.9.
While not converged (t = 0, 1, ...) do
1) Update Zt+1 according to (11);
2) Update Yt+1 according to (13);
3) Update Ct+1 according to (14);
4) Update G1 , G2 and ρ using (24);
5) Check convergence: If the condition defined by (25) is
satisfied, then break.
End while
Output: C∗
7D. Subspace Clustering for Multi-View Data
As discussed earlier, in fact, C can be regarded as a new rep-
resentation learned from multi-view data. After solving prob-
lem (9), the next step is to segment C to find the final subspace
clusters. For C, it contains k affinity matrices corresponding to
each view, from the frontal side. However, how to effectively
combine these information is not a trivial issue. Considering
the superiority of the work [40], here we adopt the transition
probability matrix to achieve the final cluster result similarly.
Specifically, we first recover the latent transition probability
matrix, utilizing C from all views, by a decomposition method.
Then the latent transition matrix will be used as input to
the standard Markov chain method to separate the data into
clusters [40]. For computational complexity, we are in favor of
`2,1 norm rather than nuclear norm on optimizing the transition
matrix. We call this algorithm Subspace Clustering for Multi-
View data in third-order Tensor space (SCMV-3DT for short)
and it is outlined in Algorithm 2.
Algorithm 2: Subspace Clustering for Multi-View Data in
Third-order Tensor Space.
Input: X , λ, α and β.
Steps:
1) Solve (9) by ADMM explained in Section IV-C, and
obtain the optimal solution C∗.
2) Similar to work[40], compute the latent transition
probability matrix by C∗, and input to the standard
Markov chain method to separate the data.
Output: the clustering solution W .
E. Convergence and Complexity Analysis
As problem (7) is convex, the algorithm via ADMM is
guaranteed to converge at the rate of O(1/t1)[38], where t1
is the number of iterations.
The proposed algorithm consists of three steps involving
in iteratively updating Z , Y and C, until the convergence
condition is met. The time complexity for each update is listed
in Table I. From the table, we can see how our algorithm is
related to the size of multi-view data.
V. EXPERIMENTAL RESULTS
In order to evaluate the clustering performance, in this
section, several experiments are conducted by our proposed ap-
proach comprehensively comparing with state-of-the-art meth-
ods. The MATLAB codes of our algorithm implementation can
be downloaded at http://www.scholat.com/portaldownloadFile.
html?fileId=4623.
A. Datasets
Four real-world datasets are used to test multi-view data
clustering, whose statistics are summarized in Table II. The
test databases involved are facial, object, digits image and text
data.
TABLE II
DESCRIPTION OF THE TEST DATASETS.
Datasets No. of samples No. of views No. of classes
UCI digits 2000 5 10
Caltech-7 1474 6 7
BBCSport 544 2 5
ORL 400 3 40
UCI digits is a dataset of handwritten digits of 0 to 9
from UCI machine learning repository 2. It is composed of
2000 data points. In our experiments, 6 published feature sets
are utilized to evaluate the clustering performance, including
76 Fourier coefficients of the character shapes (FOU), 216
profile correlations (FAC), 240 pixel averages in 2×3 windows
(Pix), 47 Zernike moment (ZER) and 6 morphological (MOR)
features.
Caltech 101 is an image dataset that consists of 101 cate-
gories of images for object recognition problem. We chose
a subset of Caltech 101, called Caltech7, which contains
1474 images of 7 classes, i.e., Face, Motorbikes, Dolla-Bill,
Garfield, Snoopy, Stop-Sign and Windsor-Chair. Six patterns
were extracted from all the images, such as Gabor features
in dimension of 48 [19], wavelet moments of dimension 40,
CENTRIST features of dimension 254, histogram of oriented
gradients (HoG) features of dimension 1984 [6], GIST features
of dimension 512 [27] and local binary patterns (LBP) features
of dimension 928 [26].
BBCSport3 consists of news article data. We select 544
documents from the BBC Sport website corresponding to
sports news articles in five topical areas from 2004-2005.
It contains 5 class labels, such as athletics, cricket, football,
rugby and tennis.
ORL face dataset consists of 40 distinct subjects with 10
different images for each. The images are taken at different
times with changing lighting conditions, facial expressions
and facial details for some subjects. Three types of features,
i.e., intensity, LBP features [26] and Gabor features [19], are
extracted and utilized to test.
B. Measure metric
To evaluate all the approaches in terms of clustering,
we here adopt precision, recall, F-score, normalized mutual
information (NMI), and adjusted rand index (abbreviated to
AR) [11], as well as clustering accuracy (ACC). For all
these criteria, a higher value means better clustering quality.
As each measure penalizes or favors different properties in
the clustering, we report results on all the measures for a
comprehensive evaluation.
C. Compared Methods
Next, we will compare the proposed method with the fol-
lowing state-of-the-art algorithms, for which there are public
code available4.
2https://archive.ics.uci.edu/ml/datasets/Multiple+Features
3http://mlg.ucd.ie/datasets
4The authors wish to thank these authors for their opening simulation codes.
8TABLE I
TIME COMPLEXITY ANALYSIS OF THE PROPOSED ALGORITHM, WHERE t2 IS THE ITERATION TIMES FOR SOLVING SUB-PROBLEM(14) AND r IS THE
LOWEST RANK FOR Z THAT CAN BE OBTAINED BY OUR ALGORITHM.
Algorithm Update Z Update Y Update C total time complexity
SCMV-3DT O(krn2) O(kn2) O(max(n2D,n3)k) O(t1(krn2 + t2max(n2D,n3)k))
• Single View: Using the most informative view, i.e., one
that achieves the best clustering performance using the
graph Laplacian derived from a single view of the data,
and performing spectral clustering [5] on it.
• Feature Concatenation: Combining the features of each
view one-by-one, and then conducting spectral clustering,
as usual, directly on this concatenated feature represen-
tation.
• Kernel Addition: First building a kernel matrix (affinity
matrix) from every feature, and then averaging these
matrices to achieve a single kernel matrix input to spectral
clustering.
• Centroid based Co-regularized Spectral clustering (CCo-
reguSC): Adopting centroid based co-regularization term
to spectral clustering via Gaussian kernel [18]. The pa-
rameter for each view is set to be 0.01 as suggested.
• Pairwise based Co-regularized Spectral clustering (PCo-
reguSC): Adopting pairwise based co-regularization term
to spectral clustering via Gaussian kernel [18]. The pa-
rameter for each view is set to be 0.01 as suggested.
• Multi-View NMF (MultiNMF)[22]: In our experiments,
we empirically set parameter (λv) to 0.01 for all views
and datasets as the authors advised.
• Robust multi-view spectral clustering via Low-Rank and
Sparse Decomposition ( LRSD-MSC )[40]: This approach
recovers a shared low-rank transition probability matrix
for multi-view clustering.
• Low-rank tensor constrained multi-view subspace
clustering(LT-MSC)[47]: The method proposes a
multi-view clustering by considering the subspace
representation matrices of different views as a tensor.
In our experiments, k-means is utilized at the final step to
obtain the clustering results. As k-means relies on initializa-
tion, we run k-means 20 trials and present the means and
standard deviations of the performance measures.
D. Performance Evaluation
In this section, we report the clustering results on the chosen
test datasets. In Tables III-VI, the clustering performance by
different methods on test datasets are given. The bold numbers
highlight the best results. The parameters setting for all the
comparing methods is done according to authors’ suggestions
for their best clustering scores. For the proposed algorithm,
we empirically set the parameters and report the results, i.e.,
λ = 10−3, α = 0.1 and β = 1.1. This setting is kept
throughout all experiments. As can be seen, our proposed
method significantly outperforms other compared ones on all
criteria, for all types of data including facial image, object
image, digits image and text data. Particularly, for BBCSport,
our method outperforms the second best algorithm in terms
of ACC/NMI by 19.29% and 16.23%, respectively. While for
UCI, the leading margins are 10.43% and 4.76%, respectively,
in terms of ACC/NMI.
LT-MSC achieves the second best result among most cases,
especially for the facial image data ORL. This is exactly
claimed in [47] and verified in our experiments. While for
LRSD-MSC and MultiNMF, they achieved comparable per-
formance. For text data, such as BBCSport, Kernel Addition
can produce a better clustering result than other baselines. It is
expected that the different multi-view clustering methods may
suit varied data. Nevertheless, as it turned out, the proposed
method is more suitable and robust for all kinds of multi-view
data.
Furthermore, to show the advantage of combining multi-
view features, we choose a part of views of UCI data to form
a subset, termed as UCI-2view, which includes 76 Fourier
coefficients and 240 pixels. The clustering result is shown
in Table VII. Apparently, the performance degrades when
the number of views becomes less, compared to Table III.
This verifies that the complementary information is indeed
beneficial. In other words, multi-view can be employed to
comprehensively and accurately describe the data wherever
possible [32].
VI. CONCLUSION
In this paper, we proposed a novel approach towards low-
rank multi-view subspace clustering over third-order tensor
data. By using t-product based on the circular convolution, the
multi-view tensorial data is reconstructed by itself with sparse
and low-rank penalty. The proposed method not only takes
advantage of the complementary information from multi-view
data, but also exploits the multi order correlation consensus.
Base on the learned representation, the spectral clustering
via Markov chain is applied to final separation subsequently.
The extensive experiments, on several multi-view data, are
conducted to validate the effectiveness of our approach and
demonstrate its superiority against the state-of-the-art methods.
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