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Stratospheric variability plays an important role in driving the weather and climate of the Earth
system. The extent to which various forcing factors explain this variability and the involved
mechanisms are not fully understood. This thesis investigates processes controlling the variabi-
lity of the stratosphere and the implication of this variability on ozone and on circulations in the
troposphere and mesosphere. A series of sensitivity simulations with NCAR’s CESM1(WACCM)
model was performed to understand how these coupling processes are influenced by different
natural and anthropogenic factors. The focus of this thesis is mainly on new aspects of the stratos-
phere-troposphere coupling mechanism via downward wave coupling (DWC), which is the most
direct way by which the stratospheric background wind can affect tropospheric circulation.
Based on a series of sensitivity simulations, it is shown that although DWC is suppressed in
the absence of the Quasi-Biennial Oscillation (QBO) variability, the tropospheric signal to DWC
is enhanced, and vice versa when the sea surface temperature (SST) variability is excluded. This
apparent mismatch is explained by the differences in the strength of the synoptic-scale eddy-mean
flow feedback and the possible contribution of SST anomalies during DWC events. In particular,
a weaker eddy-mean flow feedback in the absence of SST variability is consistent with modest
Eady growth rate and synoptic wave source anomalies, which results in decreased synoptic-scale
wave divergence. For the first time, the downward influence of DWC on the surface weather is
suggested to be related to enhanced baroclinic instability in the troposphere.
This thesis also provides the first evidence for an effect of DWC on Arctic stratospheric ozone.
A statistically significant decrease in Arctic column ozone is observed towards late winter during
years with enhanced DWC. This is attributed to an increased net amount of wave reflection that
leads to a cold polar vortex and less ozone transport to the pole. The results establish a new
perspective on dynamical processes controlling Arctic ozone variability.
Under extreme climate change conditions, a significant reduction in DWC events is detected in
the future, with a shift of their timing from early to midwinter. This variation is related to changes
of the vertical reflecting surfaces and an increased wave absorption in early winter. The result
also indicates that future changes in midwinter surface weather during DWC event are related to
changes in baroclinic eddy feedback in the troposphere.
In the last part of this thesis, the impact of the Antarctic ozone hole on the vertical coupling of
the stratosphere and mesosphere-lower thermosphere (MLT) system is investigated in detail. The
results highlight that a proper accounting of both, dynamical and radiative effects, is required in
order to correctly attribute the causes of the polar MLT response to the Antarctic ozone hole.
This thesis provides an advanced understanding of the mechanisms responsible for the
coupling between the troposphere, stratosphere, and beyond in both the upward and downward
directions. This knowledge has the potential to improve the representation of middle atmosphere




Die Variabilität in der Stratosphäre spielt eine wichtige Rolle für das Wetter und Klima des
Erdsystems. Welche unterschiedlichen Faktoren diese Variabilität beeinflussen und wie diese zu
den physikalischen Mechanismen beitragen, ist bisher nicht vollständig verstanden und Gegen-
stand dieser Arbeit. Außerdem werden die Auswirkungen der stratosphärischen Variabilität auf
die Ozonkonzentration und auf die Zirkulation in der Tropo- und Mesosphäre untersucht. Um
den Einfluss verschiedener natürlicher und anthropogener Faktoren auf diese Kopplung besser zu
verstehen, wurden verschiedene Sensitivitätsexperimente mit NCAR’s Erdsystemmodell, CESM1
(WACCM), durchgeführt. Der Fokus dieser Arbeit liegt hauptsächlich auf neuen Aspekten der
Stratosphären-Troposphären Kopplung durch abwärts gerichtete Wellenkopplung (DWC, von
engl.: downward wave coupling). Abwärts gerichtete Wellenkopplung ist der direkteste Weg,
über den stratosphärische Winde die Zirkulation in der Troposphäre beeinflussen können.
Mit Hilfe dieser Sensitivitätsexperimente wird gezeigt, dass das troposphärische Signal, wel-
ches auf DWC-Ereignisse folgt, ohne das Vorhandensein einer quasi zweijährigen Schwingung
der tropischen Winde in der Stratosphäre verstärkt wird, obwohl die abwärts gerichtete Wellen-
kopplung schwächer ist. Bei fehlender Variabilität der Meeresoberflächentemperaturen hingegen
verhält es sich genau umgekehrt. Dieser scheinbare Widerspruch wird auf die unterschiedlich
starke Wechselwirkung von synoptischen Wellen mit dem Grundstrom sowie auf einen möglichen
Einfluss der Variabilität der Meeresoberflächentemperatur während eines DWC-Ereignisses zu-
rückgeführt. Eine schwächere Wechselwirkung zwischen synoptischen Wellen und dem Grund-
strom bei fehlender Variabilität der Meeresoberflächentemperatur steht im Zusammenhang mit
einer geringeren Eady-Wachstumsrate und mit Anomalien im Auftreten von Quellen synop-
tischer Wellen. Dies resultiert in verringerter Divergenz synoptischer Wellen. Zum ersten Mal wird
der abwärts gerichtete Einfluss von Wellenkopplung auf das Wetter mit verstärkter barokliner
Instabilität in der Troposphäre in Zusammenhang gebracht.
Erstmals wird in dieser Arbeit der Einfluss von abwärts gerichteter Wellenkopplung auf die
Ozonkonzentration in der arktischen Stratosphäre untersucht. In Jahren mit erhöhter Anzahl von
DWC-Ereignissen wird eine statistisch signifikante Abnahme in der Ozonkonzentration zum Ende
des Winters beobachtet. Dies wird auf eine erhöhte Gesamtanzahl von Wellenreflektionen in der
Stratosphäre zurückgeführt, welche zu einem kalten Polarwirbel und zu einem verringerten Trans-
port von Ozon in Richtung Pol führen. Diese Ergebnisse ermöglichen eine neue Perspektive in
Hinblick auf die dynamischen Prozesse, die die Variabilität von arktischem Ozon bestimmen.
Unter Verwendung eines extremen Klimawandelszenarios wird eine Abnahme der DWC-
Ereignisse in der Zukunft bei gleichzeitiger zeitlicher Verschiebung des Auftretens dieser Ereignisse
zur Mitte des Winters festgestellt. Dies wird auf Veränderungen der vertikalen Reflektionsflächen
und erhöhte Wellenabsorption zurückgeführt. Die Ergebnisse lassen außerdem darauf schließen,
dass zukünftige Änderungen des Winterwetters während DWC-Ereignissen mit Änderungen der
baroklinen Wellenwechselwirkungen in der Troposphäre in Zusammenhang stehen.
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Im letzten Teil dieser Arbeit wird der Einfluss des antarktischen Ozonlochs auf die vertikale
Kopplung von der Stratosphäre in die Meso- und untere Thermosphäre (MLT, von engl.: mesos-
phere and lower thermosphere) im Detail untersucht. Die Ergebnisse machen deutlich, dass eine
Berücksichtigung von Strahlungs- und dynamischen Effekten für die Auswirkungen des antark-
tischen Ozonlochs auf die MLT notwendig ist.
Diese Arbeit liefert ein vertieftes Verständnis der dynamischen Prozesse, welche für die
abwärts und aufwärts gerichtete Kopplung zwischen Troposphäre, Stratosphäre und höheren
Atmosphärenschichten von Bedeutung sind. Dieses Wissen hat das Potential, die Repräsentation
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1Chapter 1
General Introduction
Atmospheric layers are coupled vertically by radiative, dynamical, and chemical processes
acting on different timescales. These couplings do not only comprise atmospheric processes, but
also include interactions with other components of the Earth’s systems, such as ocean, sea-ice,
and land surface. For example, changes in the chemical composition of radiatively active gases,
such as ozone (O3) in the stratosphere cause significant changes in stratospheric temperatures as
well as surface radiative forcing (e.g., Ramaswamy et al. 2001). On the other hand, variations
in the stratospheric polar vortex induced by the variation in solar ultraviolet radiation could
influence the tropospheric circulation by modifying vertically propagating planetary waves (e.g.,
Geller and Alpert 1980). Although these three coupling processes are equally important for the
climate system, this thesis focuses mostly on the dynamical coupling mechanisms between the
troposphere, stratosphere, and higher layers in both the upward and downward directions.
The dynamical coupling between the troposphere and stratosphere is primarily driven by a
two-way interaction between atmospheric waves and the mean flow. Planetary waves originating
from the troposphere propagate upward into the stratosphere, where they interact with the polar
vortex. In extreme cases, the breaking or dissipating waves exert a systematic mean force that
leads to a destruction of the polar vortex, causing a sudden stratospheric warming (SSW) event.
SSWs evolve downwards into the troposphere where they can affect surface weather and climate
(e.g., Baldwin and Dunkerton 2001; Limpasuvan et al. 2004). During periods following a sudden
warming, studies have shown that a knowledge of the winds in the stratosphere increases
predictability of the troposphere (e.g., Baldwin et al. 2003; Kuroda 2008). On the other hand, up-
ward propagating planetary waves into the stratosphere can also be reflected back down to the
troposphere, resulting in downward planetary wave coupling (DWC, Perlwitz and Harnik 2003).
DWC has been found to significantly affect the tropospheric weather and surface climate over the
North Atlantic sector (e.g., Shaw and Perlwitz, 2013; Dunn-Sigouin and Shaw, 2015; Lubis et al.,
2016b). However, the underlying physical mechanisms that affect the variability of DWC and the
associated impact on the troposphere are far from being fully understood. Thus, a better under-
standing of dynamical stratosphere-troposphere coupling via planetary wave coupling processes
is required to improve predictions of tropospheric weather and climate.
Several studies have linked variations in stratospheric weather phenomena to the tempera-
ture and circulation changes in the mesosphere through gravity wave modulation (Smith et al.,
2010; Lossow et al., 2012). Smith et al. (2010) showed that the ozone-hole-induced changes in
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the stratospheric wind field leads to a warming of the polar summer mesopause, as a result of
enhanced westerly gravity wave drag filtering. Other studies showed that enhanced easterly
gravity wave drag filtering in the stratosphere during SSW events leads to a polar mesospheric
cooling (analogous to the ozone hole’s impact but with an opposite sign) [e.g., Walterscheid et
al. 2000; Liu and Roble 2002; Hernandez 2003; Cho et al. 2004]. However, there are still gaps in
our knowledge about the importance of planetary wave forcing for the stratosphere-mesosphere
coupling. Thus, a better knowledge of dynamical stratosphere-mesosphere coupling and the
involved mechanisms will help to improve the representation of mesospheric circulation in
climate models.
The goal of this thesis is to investigate various aspects of the variability of the stratospheric
polar vortex and the effect of this variability on ozone and circulations in the troposphere and
mesosphere. The first part of this thesis investigates the stratospheric-troposphere coupling
mechanism via downward planetary wave reflection. This includes investigation of the effects of
different natural and anthropogenic factors on the variability of DWC, the impact of DWC on polar
stratospheric ozone, and the underlying mechanism responsible for the tropospheric responses to
DWC. In the last part of the thesis, a complete mechanism of the stratosphere-mesosphere-lower
thermosphere (MLT) coupling during the Antarctic ozone hole period is proposed. This is the
first study that investigates the combined effects of dynamical (resolved and non-resolved wave
driving) and radiative forcings on the MLT response to the ozone hole. All underlying physical
mechanisms for these couplings will be investigated in this thesis.
1.1 Theory of Vertically Propagating Rossby Waves
Fundamental properties of vertically propagating planetary waves, which is the basis of studies of
the dynamical coupling between the stratosphere and the troposphere, are reviewed briefly. On a β
plane, the linearized quasi-geostrophic potential vorticity q in the logarithmic pressure coordinate












where ψ = Φ/f is the geostrophic streamfunction, q is quasigeostrophic potential vorticity, Φ is
geopotential, and f is the Coriolis parameter. The overbar and prime denote zonal mean and
eddies (deviations from zonal mean), respectively. Equation (1.1) has solutions in the form of
harmonic waves with zonal and meridional wavenumbers (k and l), respectively, and angular
frequency ω:
ψ′(x, y, z, t) = Ψ(z)exp
[
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where Ψ is a function only of z. Note that the altitude factor exp(z/2H) takes into account the
fact that a propagating non-dissipating wave will conserve energy, which is proportional to |ψ′|2.
Substituting (1.12) to the equation (1.1), yields
d2Ψ
dz2













and zonal phase speed Cp = ω/k. We recall that m2 must be positive for the vertical propaga-
tion, and thus vertically propagating modes can exist only for zonal mean flows that satisfy the
following condition:
Cpx < u¯ < Cpx +
q¯y




where Uc is called as the Rossby critical velocity and H is the density scale height. This condi-
tion suggests that stationary (Cpx > 0) Rossby waves cannot propagate vertically in the easterlies
(Charney and Drazin, 1961). In the westerlies, only the Rossby waves with longer zonal wave-
length can propagate vertically in the strong wind speed. If the westerly speed increases with
height under condition of constant q¯y, upward propagating waves reaching at some level where
u¯ = Uc for each k cannot propagate farther above that level. This can be seen in Fig. 1.1, that long
waves are able to propagate upward in contrast to high wavenumbers (K > 5). Such waves are
already filtered by a moderate zonal wind (U > 20 m/s). This property has a consequence in the
seasonal pattern of vertical propagating Rossby waves.
FIGURE 1.1: Vertically propagating Rossby waves as a function of background flow (U ) and the total
wavenumber K at 50oN and a buoyancy frequency of N = 2 · 10−2 s−1 (see Eq. 1.5).
Furthermore, if u¯ satisfies the above condition (1.5), thus Ψ may be written as: Ψ(z) = ψ0
exp(imz), where ψ0 is a constant and i represents imaginary part. The equation (1.12) becomes
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FIGURE 1.2: A vertically propagating Rossby wave in the NH (warm/cold are reversed in the Southern
Hemisphere). Note that this should be multiplied by exp(z/2H) to give the actual result for ψ′. Figure
adapted from Charney and Drazin, 1961.
ψ′(x, y, z, t) = ψ0 exp(i(kx+ ly +mz) + z/(2H)), for which we obtain a dispersion relation as:















Therefore, the group velocity, Cg = (Cgx, Cgy, Cgz)T , can be expressed as:
Cgx = Cpx +
2 q¯yk
2






















For stationary waves (Cpx=0), the group velocity may be simplified as:







Thus, the group velocity of a stationary Rossby wave is tangent to phase lines in a horizontal
plane, phase lines associated with the upward- (downward-) propagating Rossby wave group
velocity are tilted westward (eastward) with height (see schematic diagram in Fig 1.2). On the
other hand a west-and eastward tilt of the waves with increasing latitude characterizes pole- and
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equatorward propagation, respectively. It is also shown that the magnitude of the group velocity
is almost twice as large as u¯ (i.e., |Cg = 2u¯ cosα|), where α is the angle between lines of constant
phase and the y axis .
1.2 Stratosphere-Troposphere Coupling
Recently, the dynamical influence of the stratosphere on the troposphere has been extensively
studied due to its implication for extended-range forecasts and climate variability (e.g., Baldwin
and Dunkerton 2001; Limpasuvan et al. 2004; Kuroda 2008). As a pioneer work for this study,
Quiroz (1977) showed that a large increase of temperature anomalies in the troposphere was linked
to extreme stratospheric phenomena, SSWs. Through numerical experiments, Geller and Alpert
(1980) argued that changes in the tropospheric circulation were attributed to variations in the
stratospheric polar night jet (PNJ) through modulation of planetary wave propagation. Likewise,
Boville (1984) showed that changes in the stratospheric PNJ could alter the tropospheric circulation
by modifying the transmission-refraction properties of vertically propagating waves.
The downward propagation of the stratospheric zonal-mean zonal wind anomalies to tropos-
phere in the NH was firstly shown by Kodera et al. (1990). In that process, the observed
westerly anomalies first appear in the upper stratosphere and then propagate downward into the
troposphere within a month, accompanied by anomalous meridional propagation of planetary
waves (Kodera et al. 1990; Kodera et al. 1991). Much of the evidence for a stratospheric impact
on the troposphere has been widely described using the so-called annular modes: the Northern
Annular Mode (NAM) and Southern Annular Mode (SAM) (e.g., Baldwin and Dunkerton 1999;
Thompson and Wallace 2000). These modes are the dominant patterns of variability in the extra
tropical troposphere and stratosphere, characterized by a zonally-symmetric, barotropic dipole
pattern between the polar region and mid-latitude in the stratosphere and troposphere winter.
Baldwin and Dunkerton (1999) showed that the NAM anomalies first appear in the stratosphere
and subsequently progress downward into the troposphere over periods of a few weeks. Figure 1.3
shows composites of weak vortex events from the NCEP-NCAR Reanalysis taken from Baldwin
and Dunkerton (2001). It is evident that anomalous values of the NAM are evident in the tro-
posphere and at the surface for up to two months after they first appear in the stratosphere. In
the stratosphere the annular mode values are a measure of the strength of the polar vortex, while
the near surface is recognized as the "Arctic Oscillation (AO)" or the North Atlantic Oscillation
(NAO). Moreover, subsequent studies showed that the best extended-range forecasts of the AO
in the winter can be achieved by using the lower stratospheric NAM as a predictor (e.g., Baldwin
et al. 2003).
While the influence of the troposphere on the stratosphere is well established, the influence
in the opposite direction is more difficult to determine. A simple schematic diagram to illustrate
the stratospheric downward influence on the troposphere during strong polar vortex conditions
is given in Fig 1.4 (Kidston et al., 2015). First, weaker planetary wave forcing in the stratosphere
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FIGURE 1.3: (a) composite of time-height development of the NAM for 18 weak vortex events (top). The
contour interval for the colour shading is 0.25 and 0.5 for the white contours. (b) Average sea-level pressure
anomalies (hPa) for the 1080 days during weak vortex regimes. Figure from Baldwin and Dunkerton (2001).
leads to strengthening of the polar vortex (1). The reduced stratospheric wave forcing is in turn
balanced by the Coriolis force, resulting in upward (downward) residual circulation at high lati-
tudes (mid-to-low latitudes) and subsequent adiabatic cooling (warming) in this region (2). The
mass redistribution – through upwelling/downwelling – increases the tropopause heights and
reduced mean sea level pressure in polar latitudes and vice versa in mid-latitudes (3). The tropos-
pheric eddy feedbacks (4), in turn, induce and maintain a poleward shift of both the tropospheric
jet and the storm tracks (5). Although it is generally recognized that the tropospheric eddy feed-
backs are linked to a poleward shift of tropospheric jet, the involved mechanism is not completely
clear.
According to the timescales of the process, the stratosphere-troposphere coupling can be
distinguished into: (1) short term coupling that includes planetary wave activity: wave absorp-
tion (e.g., Matsuno 1970; McIntyre and Palmer 1983), wave reflection (e.g., Harnik and Lindzen
2001; Perlwitz and Harnik 2003), and wave resonance (e.g., Tung and Lindzen 1979; Esler and
Scott 2005), (2) intraseasonal coupling including downward influence of sudden and final stratos-
pheric warmings (e.g., Baldwin and Dunkerton 2001; Limpasuvan et al. 2004; Sun and Robinson
2009), and (3) interannual coupling that includes modification of eddy-mean flow interactions by
El Niño-Southern Oscillation (ENSO, e.g., Loon and Labitzke 1987; Manzini et al. 2006), Quasi-
Biennial Oscillation (QBO, e.g., Holton and Tan 1980; Coughlin and Tung 2001), solar cycle (e.g.,
Kodera and Kuroda 2002; Matthes et al. 2006), volcanoes (e.g., Robock and Mao 1992; Fischer et
al. 2007), sea-ice changes (e.g., Jaiser et al. 2013), Atlantic meridional overturning circulation (e.g.,
Reichler et al. 2012) etc.
The exact dynamical mechanism by which the stratospheric signals can be transmitted to the
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FIGURE 1.4: A sketch of stratospheric downward influence during a strong vortex event. Figure from
Kidston et al. (2015).
troposphere and surface, however, is unknown, but a number of theories have been proposed. The
first theory is a direct adjustment of the tropospheric flow to stratospheric potential vorticity (PV)
anomalies (diagnosed by PV inversions; Hartley et al. 1998; Ambaum and Hoskins 2002; Black
2002). This theory explains how tropospheric wind anomalies can be influenced by stratospheric
potential vorticity. In particular, enhanced positive stratospheric PV anomalies associated with
a strong stratospheric polar vortex cause both a rise of the tropopause height and stretching of
the tropospheric column. This results in lower pressure levels in polar latitudes and increase of
the tropospheric westerlies (Ambaum and Hoskins 2002). An equivalent mechanism to the non-
local effect of the PV inversion is the "downward control" principle (Haynes et al. 1991; Holton
et al. 1995). This mechanism shows that the meridional circulation is non-locally controlled by
wave induced forcing. In other words, the meridional circulation at each level is controlled only
by the forces acting above it. Another idea includes changes in refractive properties and Rossby
wave propagation (Hartmann et al. 2000; Limpasuvan and Hartmann 2000). In this mechanism,
changes in the vertical structure of stratospheric winds (shear and curvature) cause changes in
transmission and refraction properties of vertically propagating waves. The last mechanism is
associated with the downward reflection of wave activity by the stratosphere back into the tropos-
phere (e.g., Perlwitz and Harnik 2003).
Recent model and observational studies also reported the importance of synoptic eddies in
shaping and maintaining the downward influence of stratospheric anomalies in the troposphere
(e.g., Limpasuvan et al. 2004; Song and Robinson 2004; Simpson et al. 2009; Kunz and Greatbatch
2013; Domeisen et al. 2013). In particular, Simpson et al. (2009) performed spin-up experiments
with an idealized general circulation model (GCM) by looking at the response to many different
stratospheric forcings and reported that changes to eddies are related to changes in the refractive
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index near the tropopause. Other studies also reported that changes in the mean flow conditions in
the vicinity of the tropopause, can affect synoptic eddies in the troposphere via changes in lower
stratospheric shear (Wittman et al., 2007), isentropic slope (Thompson and Birner, 2012), eddy
length scale (Kidston et al., 2010), and eddy phase speed (Chen and Held, 2007). However, the
direct impact of planetary wave coupling on synoptic scale eddies in the troposphere is still not
fully understood.
In this thesis, the mechanism of stratosphere-troposphere dynamical coupling via downward
planetary wave reflection is investigated in detail. Planetary waves are generated in the tropos-
phere by orographic and non-orographic forcing (diabatic heating and/or interaction with
transient eddies) (e.g., Kuroda and Kodera 1999; Kodera and Kuroda 2000; Baldwin and Dunker-
ton 2001; Christiansen 2001; Plumb and Semeniuk 2003; Polvani and Waugh 2004). These waves
propagate upward into the stratosphere where they either dissipate or are reflected downward
toward the troposphere, resulting in downward wave coupling.
1.3 Downward Wave Coupling (DWC)
Although a mechanism of a downward dynamic influence – reflection of wave activity by the
stratosphere back into the troposphere – has been suggested by several authors in the past (Hines
1974; Geller and Alpert 1980; Schmitz and Grieger 1980; Bates 1981), Perlwitz and Harnik (2003)
was the first to clearly show the impact of reflected wave-packets on tropospheric planetary waves.
In this section, the fundamental properties of DWCs and their effects on the tropospheric circula-
tion are reviewed.
1.3.1 Fundamental Properties of DWC
DWC occurs when the upward propagating waves decelerate the polar vortex in the upper stratos-
phere, causing the formation of a reflecting surface that redirects waves back to the troposphere
(Harnik and Lindzen 2001; Lubis et al. 2016b, see also Fig 1.5). The reflecting surface forms as a
result of the negative vertical westerly shear that leads to negative meridional PV gradient (see
Eq. 1.12). When the zonal mean winds decrease with height in the upper stratosphere, the index of
refraction squared for these waves becomes negative, blocking the waves from propagating further
up. As a result, the waves are reflected back down to the troposphere, instead of being absorbed in
the stratosphere (Harnik and Lindzen, 2001; Perlwitz and Harnik, 2003; Lubis et al., 2016b), leaving
the vortex strong and the pole cold. Harnik (2009) showed that a lower stratospheric acceleration
also contributes to this negative vertical shear, and that this acceleration occurs at the trailing edge
of the upward pulse of wave activity. Thus, reflection is associated with short wave forcing, while
SSWs are associated with long wave pulses (e.g., Harnik 2009; Sjoberg and Birner 2012), which
are often manifested as blocking events (e.g., Quiroz 1986; Naujokat et al. 2002; Woollings et al.
2010). The meridional PV gradient, which is an important ingredient for the formation of vertical
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FIGURE 1.5: (a) The squared covariance between Z-ZWN1500 and Z-ZWN110 calculated from the time-
lagged SVD analyses for negative (reflective) or positive (non-reflective) U2−10 index in JFM. A positive
(negative) time lag indicates that the stratospheric (tropospheric) wave field is leading. (b-c) The composites
of vertical and meridional wavenumbers, calculated for each of the reflective and non-reflective years. Gray
shading indicates regions of wave evanescence in the meridional (l < 0) and vertical (m < 0) directions.
Data was obtained from ERA reanalysis. See Chapter 2 for a detailed methodology description.
reflecting surface, can be approximately written as:





























whereN2 is the buoyancy frequency, and β is the variation of the Coriolis parameter with latitude.
The third term of the right hand side can be negative associated with a decreasing zonal-mean
zonal wind speed with height. Hence, this quantity contributes to decreasing total wavenumber
K (see Eq. 1.7) to yield m=0 (reflecting surface).
Perlwitz and Harnik (2003, 2004) showed that NH winters tend to be either reflective (very
cold and undisturbed), or non-reflective (absorptive, with a SSW), with the two occurring approxi-
mately equally in the observational record. In the non-reflective state, most of the waves gets
deposited in the stratosphere, resulting in strong wave-mean-flow interaction, while in the other
state, wave activity is reflected back down to the troposphere resulting in more DWC events and
affecting the structure of tropospheric planetary waves (Fig 1.5). The reflective state is charac-
terized by a well-defined high-latitude meridional waveguide in the lower stratosphere that is
bounded above by a vertical reflecting surface (Fig 1.5). This configuration is favourable for the
occurrence of DWCs and known as bounded wave geometry. The bounded wave geometry can be
diagnosed by determining the existence and location of turning surfaces for meridional and verti-
cal propagation. For a non-isothermal atmosphere, a general refractive index (n2r) decomposition
for waves with a zonal wavenumber k and a phase speed c, is written as (for details, see Harnik
and Lindzen 2001 and Chapter 2):
























From (1.13), the waves propagate in the vertical (meridional) direction when m2 > 0 (l2 > 0), are
evanescent when m2 < 0 (l2 < 0), and are reflected when m2 = 0 (l2 = 0).
FIGURE 1.6: Three-month overlapping periods of lagged SVD correlations between Z-ZWN1 at 500 hPa and
10 hPa calculated from ERA reanalysis for (a) NH and (b) SH. Black dots represent statistically significant
values at the 99% level calculated using a Monte Carlo approach (see Chapter 2 for a detailed methodology
description).
In the NH, the formation of bounded wave geometry happens intermittently, when waves
decelerate the vortex only in the upper stratosphere. However, in the SH this happens every year
towards the end of winter, as part of the seasonal cycle (Shaw et al., 2010). In Figure 1.6, the
seasonal cycles of DWC in the Northern and Southern Hemispheres are presented by time-lagged
singular value decomposition (SVD) correlations between geopotential height wave number 1 (Z-
ZWN1) at 500 hPa and 10 hPa from ERA reanalysis. A negative (positive) time lag indicates that
the stratospheric (tropospheric) wave field is leading. Therefore, the most favourable season for
DWCs in the NH is during midwinter from January to March, while in the SH it occurs from
September to December (Fig 1.6).
Although the mechanism by which tropospherically forced waves are reflected downwards in
the stratosphere is already well established, what factors determine the variability and the source
of DWCs remains a difficult question, and is one of subjects of this thesis. In this thesis, the in-
fluence of different natural and anthropogenic forcing factors on the DWC variability was inves-
tigated using a unique set of model simulations, which include both an interactive ocean and an
interactive chemistry module, extending up to the thermosphere.
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1.3.2 Tropospheric Impact of DWC
DWC is the most direct way by which the stratospheric background wind can affect tropospheric
circulation. Recent studies have revealed that the wintertime distribution of high-latitude
planetary wave-1 heat flux exhibits extreme values that are linked to the tropospheric circula-
tion in the North Atlantic (Shaw and Perlwitz, 2013; Shaw et al., 2014; Dunn-Sigouin and Shaw,
2015; Lubis et al., 2016b). Shaw and Perlwitz (2013) investigated the dynamics of DWC in the NH
using total (anomaly plus climatology) negative wave-1 heat flux values. They showed that the
life cycle of DWC in the stratosphere occurred over a few weeks and involved vertical coupling
via a clear high-latitude wave-1 pattern in the troposphere that results in a poleward jet shift in the
Atlantic sector. The growth of wave-1 amplitude began around the time of minimum heat flux and
was followed by the development of a reflecting surface. The associated near-surface temperature
and mean sea level pressure anomalies are very reminiscent of the positive phase of the North
Atlantic Oscillation (NAO). Subsequent studies by Shaw and Perlwitz (2014) and Dunn-Sigouin
and Shaw (2015) showed that extreme positive and negative stratospheric wave-1 heat flux values
are instantaneously linked to poleward and equatorward shifts of the tropospheric jet. However,
the mechanism by which the DWC affects the tropospheric jet shifts and what factors control the
strength of tropospheric response to DWC remain unclear.
The basic principle of the dynamical coupling between stratosphere and troposphere via DWC,
as well as the unclear mechanisms related to this coupling process are illustrated in Fig 1.7.
FIGURE 1.7: A stratosphere-troposphere coupling mechanism via DWC. The red (blue) arrow indicates the
direction of the planetary wave propagation. The shaded oval indicates Eliassen-Palm (EP) flux divergence.
The horizontal orange solid line indicates vertical reflecting surface (m2 = 0). The effects of the QBO, SST
and anthropogenic (GHG and ODSs) forcings on this coupling mechanism are unclear and marked with "?".
Likewise, the mechanisms responsible for downward influence on the troposphere and the implication for
ozone levels are not understood. These questions will be answered in this thesis.
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1.4 Impact of Stratospheric Variability on Polar Stratospheric Ozone
Much of the interannual variability in the stratosphere is caused by variations in planetary wave
activity, with the amount of ozone depletion strongly correlating with the total amount of wave
activity entering the stratosphere from the troposphere during winter (Fusco and Salby, 1999; Ran-
del et al., 2002; Weber et al., 2003). Randel et al., 2002 show that variations in planetary wave
forcing in the lower stratosphere during winter-spring exhibit a strong correlation with column
ozone. The mechanism for this is that increased (decreased) wave dissipation in the stratosphere
leads to strengthening (weakening) of residual circulation, which in turn increases (decreases) the
transport of ozone-rich air to the polar lower stratosphere. On the other hand, strong (weak) mid-
winter planetary wave forcing causes a warmer (cooler) Arctic lower stratosphere in early spring
(Newman et al., 2001), resulting in smaller (larger) chemical ozone losses in spring. A recent study
by Manney et al. (2011) revealed that the unprecedented Arctic ozone loss in 2011 is highly cor-
related with extremely cold lower-stratospheric temperatures in early spring. These extremely
low temperatures are attributed to the unusually weak midwinter planetary wave forcing in the
stratosphere (Hurwitz et al., 2011), as expected from a close relationship between polar spring
temperatures and eddy heat flux in mid to late winter (Newman et al., 2001).
The NH winter stratosphere is characterized by large interannual variability, which either re-
sults in very disturbed winters with SSWs, or very cold undisturbed winters. SSWs are dramatic
events that cause the stratospheric pole to heat up by tens of degrees within a period of days,
and cause the strong winds circulating the pole to reverse direction (e.g., Baldwin et al. 2003;
Kuroda 2008). Enhanced stratospheric wave dissipation during SSW events causes strengthening
of the residual circulation and a warmer polar vortex. This in turn leads to more dynamical ozone
transport to the pole and less springtime ozone destruction (e.g., Rose and Brasseur 1985; Randel
1993; Hocke et al. 2015). On the other hand, cold and undisturbed stratospheric winters provide
opportunity for temperatures to drop below the threshold for the formation of Polar Stratospheric
Clouds (PSCs), on which ozone destruction processes take place. In the SH, this results in an ozone
hole in the polar stratosphere every spring, the pole being dynamically isolated from lower lati-
tudes by the strong winds that circulate it. The NH pole is not as dynamically isolated as the SH,
and winter temperatures do not regularly drop as low, so the degree of ozone destruction is much
smaller and more variable from year to year.
Though very different in their type of influence, both of the aforementioned dynamical
influences – SSWs and cold winters with low ozone levels – involve the interaction of the polar
vortex with planetary waves’ large-scale undulations of the vortex which propagate up from the
troposphere, then break and are absorbed in the vortex, slowing it down and heating the pole in
the process (e.g., Solomon 1999; Fusco and Salby 1999; Randel et al. 2002). When wave absorption
is very strong, a SSW occurs, and when it is very weak, polar temperatures become cold enough
for ozone to be destroyed. Since the amount of wave-induced heating in the NH is highly vari-
able, the occurrences of cold winters with ozone depletion, or winters with SSWs, are also highly
variable. One process that is associated with reduced wave absorption is DWC (Harnik, 2009).
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The vortex remains strong and cold when the waves are reflected back down to the troposphere,
instead of being absorbed in the stratosphere (Harnik and Lindzen, 2001; Perlwitz and Harnik,
2003). Therefore, winters with increased DWC activity are expected to be related with strong ozone
destruction.
In this thesis, the impact of the DWC on stratospheric circulation, polar temperatures, and
ozone is investigated in Chapter 3. Determining the connection between DWC, residual circula-
tion, and polar temperatures is one of the keys to improving our understanding of the link between
stratospheric dynamics and ozone variability both in the real atmosphere and in stratosphere-
resolving chemistry-climate models (CCMs). The schematic diagram showing a possible influence
of DWC on polar stratospheric ozone is also illustrated in Fig 1.7.
1.5 External Forcing Factors Influencing Stratospheric Variability
Variability in the stratosphere is the result of complex and nonlinear relationships between
various forcings affecting the evolution of the stratosphere (e.g., Calvo et al. 2009; Richter et al.
2011). Recent studies have shown that understanding the factors influencing the polar vortex can
improve tropospheric weather forecasts and seasonal predictions for different latitudes and re-
gions (e.g., Baldwin and Dunkerton 2001; Thompson and Solomon 2002; Domeisen et al. 2015). In
addition, it is well established that the two-way vertical (upward and downward) planetary wave
propagation, which influence the strength of the polar vortex, can be modified by changes in the
vertical and meridional structures of the zonal mean wind (Charney and Drazin 1961; Limpasu-
van and Hartmann 2000; Perlwitz and Harnik 2003). Therefore, examining which factors affect
the variability of the polar vortex can help us understand what processes control the variability of
DWC and its associated impact on tropospheric circulation.
The forcing factors influencing stratospheric variability can be distinguished into "natural"
and "anthropogenic" forcings. The natural forcing factors are responsible for natural or internal
climate variability (IPCC, 2013). These forcings include the QBO of equatorial stratospheric winds,
variations in sea surface temperatures (SSTs), volcanic eruptions, and variations in solar radiation.
Many studies have shown that these natural forcing factors have significant impact on the vari-
ability of the polar vortex (e.g., Holton and Tan 1982; Loon and Labitzke 1987; Labitzke and Loon
1996; Matthes et al. 2006). Recent studies with CCMs have also shown the QBO and SSTs play
important roles for representation of mutually dynamical relations between the stratosphere and
troposphere in climate models (e.g, Calvo et al. 2009; Richter et al. 2011; Hansen et al. 2014; Lubis
et al. 2016b). On the other hand, anthropogenic forcings are human-induced factors that include
greenhouse gases (GHG, prominent examples are carbon dioxide (CO2) and methane (CH4)) and
ozone-depleting substances (ODS, e.g, chlorofluorocarbons). Changes in GHG and ODS concen-
trations in the atmosphere have been reported to significantly influence the climate system. Under
increased GHG emissions, a globally averaged tropospheric warming and stratospheric cooling
are expected (e.g., Bell et al., 2010a; IPCC, 2013; Marsh et al., 2013). Increased ODSs that lead to the
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ozone hole, on the other hand, has caused a significant climate change in the SH during the last
three decades (e.g., Gillett and Thompson 2003; Marsh et al. 2013).
In this thesis, special attention is paid to the effects of the QBO, SST, and anthropogenic (GHG
and ODSs) forcings on the DWC variability in the NH. The importance of these natural and
anthropogenic forcing factors for tropospheric and stratospheric variability are briefly introduced
in the following sections. More detailed descriptions about the QBO and SST variability patterns
can also be found in the next chapters.
1.5.1 The Quasi-Biennial Oscillation
The quasi-biennial oscillation (QBO) is the primary mode of variability of the equatorial mean
wind in the stratosphere (∼ 16-50 km), which is characterized by downward propagating easterly
and westerly wind regimes, with a variable period averaging approximately 28 months (Baldwin
et al., 2001). The maximum amplitude is observed in the middle and lower tropical stratosphere,
with the easterly phase having larger amplitudes compared to the westerly phase. Figure 1.8a
shows the equatorial zonal wind anomalies from 1965 to 1991, from control simulation performed
with CESM1(WACCM) (see Chapter 2 for detailed simulation description). QBO first appears in
the upper stratosphere and then propagates downward to the lower stratosphere. In the upper
stratosphere, the more chaotic zonal wind regime are observed with a period of approximately 6
months, which is mainly attributed to the Semi-Annual Oscillation (SAO). QBO is forced by the
interaction of long-period, vertically propagating tropical atmospheric waves (e.g., gravity, inertia-
gravity, Kelvin and mixed Rossby-gravity waves) with the zonal mean flow, including (Lindzen
and Holton, 1968). These waves transfer momentum in the stratosphere and initiate the downward
migration of easterly and westerly wind regimes (Lindzen and Holton 1968; Andrews et al. 1987;
Baldwin et al. 2001).
The dependence of the strength of stratospheric polar vortex on the phase of the tropical
QBO was first proposed by Holton and Tan (1980). In the so-called Holton-Tan (HT) mechanism,
the vortex remains in an undisturbed, colder state when the QBO is in its westerly phase, and
favors a disturbed, warmer state during the east phase of the QBO (Holton and Tan 1980, 1982).
This is shown exemplarily in Fig 1.8b for QBO west (WQBO) minus QBO east (EQBO) years in
a 145-year control simulation performed with the CESM1(WACCM)1. The mechanism for this is
related to the shifting of the critical line toward the NH subtropics, followed by a poleward dis-
placement of the planetary waveguide during the QBO east phase, which directs more waves
to polar regions and decelerates the vortex through enhanced wave-mean flow interactions. In
addition, the warmer and more disturbed polar vortex during the QBO east phase are often re-
flected with a higher frequency of sudden stratospheric warming (SSW) events (Labitzke, 1982).
Lu et al. (2014) further elucidate the H-T mechanism by showing that a formation of a mid-
latitude waveguide during the QBO east phase provides a favorable pathway for more upward
1Here the QBO is defined as the time series of the zonal wind, averaged between 2.8oS and 2.8oN and between 43
and 51 hPa. Values above 5 m/s represent the WQBO phase, values below -2.5 m/s the EQBO phase.
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FIGURE 1.8: (a) The time evolution of equatorial winds averaged between 2.8oS to 2.8oN from
CESM1(WACCM) 1965 -1991. The seasonal cycle was removed from the data. Contour Interval is 5 m/s.
(b) Differences in zonal mean wind (m/s) between westerly and easterly QBO phase in DJF, from control
simulation performed with CESM1(WACCM), 1955-2099. Colours indicate statistical significance (> 95%)
based on a two-tailed t test. Contour interval is 2 m/s.
(35-50oN, 30-200 hPa) and northward (35-60oN, 20-5 hPa) propagating planetary waves, which
eventually dissipate and break in the high-latitude upper to middle stratosphere. However, some
studies (e.g., Naoe and Shibata 2010; Garfinkel et al. 2012) argued that the QBO-induced secondary
meridional circulation is more important than the subtropical critical line for the polar QBO signals
during the east phase of the QBO. The secondary QBO circulation acts as a barrier for planetary
wave propagation in the middle to upper stratosphere during the easterly phase, resulting in
enhanced wave convergence in the polar stratosphere and therefore, a more disturbed polar vor-
tex. Even though the evidence is inconclusive as to which mechanism dominates the QBO-vortex
interaction, both the aforementioned mechanisms contribute to the breakdown of the polar vortex.
The direct impact of the QBO on the tropical and subtropical troposphere involve a modifi-
cation of temperature and vertical wind shear along the tropopause (e.g., Gray et al. 1992; Ho
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et al. 2009; Yoo and Son 2016). In the high latitudes, the QBO impact on the polar stratosphere
is mostly indirect, which involves a modulation of the mid latitude planetary wave activity and
the subsequent wave-mean flow interaction in the polar stratosphere (e.g., Holton and Tan 1982;
Garfinkel et al. 2012). The QBO signal in the NH high latitudes can propagate downward to the
surface through the NAM, with a lag of approximately a few weeks (e.g., Baldwin and Dunkerton,
1999; Coughlin and Tung, 2001). Connections have also been found between QBO and regional
winter surface climate (e.g., Marshall and Scaife 2009).
In this thesis, the importance of the QBO signal for the stratosphere-troposphere coupling
mechanism via DWC will be discussed in Chapter 2. A detailed description of more aspects of
the QBO can also be found in Chapter 2.
1.5.2 Sea Surface Temperatures
Sea surface temperature (SST) is the interference between the ocean and the overlying atmosphere.
As such, it controls the exchange of heat and gases between the atmosphere and ocean. SST
anomalies can affect the atmosphere through altering the flux of latent and sensible heat from
the ocean, and thus providing anomalous heating patterns. Like the QBO, SSTs play a signifi-
cant role in driving stratospheric variability at high latitudes. For example, Figure 1.9 shows the
observed upper tropospheric height anomalies during the Northern Hemisphere winter during an
El Niño-Southern Oscillation (ENSO) event in the tropical Pacific. The patterns resemble the Pacific
North American (PNA) pattern of middle and upper tropospheric height anomalies. The anomaly
pattern strongly suggests a train of stationary Rossby waves that emanates from the equatorial
source region and follows a great circular path, as predicted by barotropic Rossby wave theory
(Horel and Wallace, 1981). In this manner, tropical SST anomalies may generate low-frequency
variability in the extratropics.
Several mechanisms have been proposed to explain the impact of SSTs on the variability of
the polar stratosphere (e.g., Loon and Labitzke 1987; Manzini et al. 2006; Calvo et al. 2009; Hur-
witz et al. 2012; Li and Lau 2013; Omrani et al. 2014). For example, Loon and Labitzke (1987)
firstly presented how tropical SSTs can influence the stratospheric polar vortex during the warm
phase of ENSO (i.e., El Niño). They showed that warm ENSO events are associated with increased
frequency of SSWs, and therefore a warmer and more disturbed polar vortex. This was further
confirmed by some general circulation model (GCM) studies (e.g., Hamilton 1993; Manzini et al.
2006) showing that the warmings observed during El Niño years are associated with the ampli-
fication of upward planetary wave convergence. More recently, using the global coupled climate
model GFDL-CM3, Li and Lau (2013) showed that enhancement or attenuation of the amplitudes
of zonal wavenumbers 1 and 2 during ENSO events modulates the frequency of occurrence of
stratospheric polar vortex anomalies. By combining ENSO-QBO effects on the vortex state, Calvo
et al. (2009) showed that weak and warm polar vortex occur during warm ENSO in the late win-
ter during both QBO phases. In addition to ENSO, other mechanisms including large scale North
Atlantic temperature (Omrani et al., 2014; Keenlyside and Omrani, 2014; Omrani et al., 2015),
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FIGURE 1.9: Global pattern of middle and upper tropospheric geopotential height anomalies (solid) for NH
winter during an ENSO event in the tropical Pacific. The anomaly pattern propagates along a great circle
path with an eastward component of group velocity as predicted by stationary Rossby wave theory (Horel
and Wallace, 1981). Arrows depict a 500-hPa streamline for the anomaly conditions. H and L designate
anomalous highs and lows, respectively. Region of enhanced tropical precipitation is shown by shading.
Figure from Horel and Wallace (1981).
extra-tropical SST in the Pacific basin (Hurwitz et al., 2012) and sea-ice (Jaiser et al., 2013) are also
important for stratospheric variability through ocean-atmosphere coupling mechanisms.
There is a growing body of literature, much of it very recent, showing the importance of SSTs in
modifying storm track dynamics and enhancing the tropospheric response to stratospheric forcing.
This includes the response to the solar cycle (e.g., Thieblemont et al. 2015; Scaife et al. 2013, and
ozone (Ogawa et al., 2015). While the exact dynamical mechanism by which SSTs enhance the
tropospheric response needs further study, a possible relevant mechanism is the enhancement of
storm tracks and their associated internal variability (the annular modes) in the presence of SST
gradients or fronts (e.g., Nakamura et al. 2008; Sampe et al. 2013).
Since SST variability influences the tropospheric wave source and the polar vortex, the
coupling to the ocean can therefore influence the strength of DWC between the stratosphere and
troposphere. In this thesis, the impact of SST variability on DWC in the NH is investigated in detail
in Chapter 2.
1.5.3 Greenhouse Gases and Ozone Depleting Substances
Significant changes in concentrations of key radiative gases in the stratosphere are expected over
the 21st century (ozone is expected to increase as the concentrations of ODS decrease back to 1960
levels, and GHGs are expected to continue to increase e.g., IPCC 2013; WMO 2014). Figure 1.10
shows the simulated global column ozone from 1960-2100, carried out using CCM simulations
during Validation Activity for the second round (CCMVal-2). The projection represents a mean
across the different CCM simulations. It is shown that the continuing slow decline of ODSs, and
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the expected further increase of CO2, will contribute to a recovery of stratospheric ozone (Fig 1.10).
In the second half of the century, ozone columns may even exceed historical levels.
FIGURE 1.10: Simulated and observed evolution of the near global total ozone column. Observations are
annual mean anomalies averaged over all available ground- and satellite-based measurements (blue line).
Black line and gray range give multi-model mean and±2 standard deviations of simulated individual model
annual mean anomalies for the CCMVal-2 simulations. Figure from WMO (2014).
The role of stratospheric ozone in driving recently observed SH circulation and climate changes
over last three decades has been shown by a number of observation and model studies (e.g., Ar-
blaster and Meehl 2006; Karpechko et al. 2008; Butler et al. 2010; McLandress et al. 2010; Polvani et
al. 2011; Thompson et al. 2011). By comparing simulations with both ozone and GHG
forcings to simulations with GHG forcing alone, Polvani et al. (2011) showed that ozone deple-
tion has been the dominant driver of recently observed atmospheric circulation changes in the SH
during summer, with the GHG increases only playing a secondary role. This conclusion is not
based solely on this model result, but is substantiated by the large number of observational and
modelling studies mentioned above.
Most studies on the impact of GHG and ODS on the polar stratosphere in the NH are mainly
addressed in model studies using 21st century GHG and ODS emission scenarios. An early study
by Shindell et al. (1998) showed a significant cooling (and strengthening) of the Arctic vortex in the
future as GHGs increased, which leads to significant ozone depletion and formation of an Arctic
ozone hole. However, more recent simulations with more sophisticated CCMs, which have a better
representation of the dynamics and chemistry (and couplings between them), do not show a sig-
nificant strengthening or formation of Arctic ozone holes during the 21st century (e.g., Austin and
Butchart 2003; Eyring et al. 2007). The CCMs also predict a limited impact of increased GHGs on
the Antarctic vortex during the 21st century. However, the same simulations all predict an increase
in the tropical upwelling as GHGs increase, which has been attributed to changes in subtropical
wave forcing (e.g., Garcia and Randel 2008; Oman et al. 2009).
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In terms of SSWs, a consensus regarding future changes in the frequency of SSWs could not
be achieved due to the wide range of results, ranging from an increase in the frequency of MSWs
in the future to a decrease (e.g., Charlton-Perez et al. 2008; Bell et al. 2010a; Mitchell et al. 2012;
Ayarzaguena et al. 2013). These discrepancies have also been found in different CCM simula-
tions under the same future scenario (SPARC CCMVal, 2010). A possible reason for these discre-
pancies might be related to the weak amplitude of future changes in the Arctic polar vortex due
to the competition of different contributors (e.g., GHG and ODS), or the biases in reproducing
the related processes (SPARC CCMVal, 2010; Mitchell et al., 2012). More recently, Manzini et al.
(2014) showed that the majority of the Coupled Model Intercomparison Project Phase 5 (CMIP5)
models tends to predict future weakening of the winter stratospheric polar vortex under the
extreme emission Representative Concentration Pathways (RCP8.5) scenario. Previous studies
have proposed that there are at least two possible mechanisms that elucidate future weakening
of the polar vortex associated with increased GHG emissions: (1) it is related to changes in the
stratospheric meridional overturning circulation due to changes in the tropospheric wave source
(e.g., Butchart and Scaife 2001; Garcia and Randel 2008; Wang and Kushner 2011); (2) changes
in the location of critical layers within the subtropical lower stratosphere (e.g., Eichelberger and
Hartmann 2005; McLandress and Shepherd 2009; Shepherd and McLandress 2011).
This thesis examines how DWC variability between the stratosphere and troposphere, parti-
cularly their seasonality, will change in the future, and how different anthropogenic forcing factors
individually impact the occurrence of these events (Chapter 4). In addition, the relative roles of
GHG and ODS in controlling the vertical coupling of the stratosphere-MLT system in the SH
during the Antarctic ozone hole period will be also investigated in this thesis (Chapter 5).
1.6 Dynamical Coupling of the Stratosphere and Mesosphere
The dynamical linkage between the stratosphere and mesosphere has been discussed with respect
to the upward influence of small-scale gravity waves, in recognition of the fact that the source
of upward-propagating gravity waves is in the lower atmosphere (e.g., Holton 1983; Andrews
et al. 1987; Fritts and Vadas 2008). Gravity waves can be generated by mountain barriers, deep
convection, and shear instability of the mean flow. Vertically propagating gravity waves from the
troposphere into the mesosphere are strongly dependent on the variation of background stratos-
pheric winds (e.g., Holton 1983; Plumb 2002). Figure 1.11 shows an approximate total non-resolved
(gravity) wave drag in the middle atmosphere calculated as a residual of the transformed
Eulerian mean (TEM) zonal momentum equation (see for details in Chapter 5). It is shown that the
underlying stratospheric winds selectively filter upward propagating gravity waves, leaving only
a net westerly drag in the summer mesosphere and a net easterly drag in the winter hemisphere
(Holton 1983, Fig 1.11). The breaking of gravity waves in the mesosphere deposits angular mo-
mentum and energy on the mean flow, which therefore affect the residual-mean circulation and
temperatures there (e.g., Manzini et al. 2003; Yamashita et al. 2010; Li and Lau 2013).
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FIGURE 1.11: Total non-resolved wave drag computed as a residual of the TEM zonal momentum equation
averaged over (a) December to February (DJF) and (b) June to August (JJA), from the 145-yr control simula-
tion performed with CESM1(WACCM). Contour lines indicate the zonal mean wind climatology. Contour
interval is 10 m/s. See detailed formulation in Chapter 5.
The dynamical coupling of the stratosphere and mesosphere can be examined during SSW
events (e.g., Walterscheid et al. 2000; Liu and Roble 2002; Cho et al. 2004; Limpasuvan et al. 2012).
Previous studies showed that the polar mesospheric temperature and wind during NH winter
can change significantly during SSW events (e.g., Walterscheid et al. 2000; Liu and Roble 2002),
characterized by mesospheric cooling, deceleration or reversal of the mesospheric zonal wind,
and change of the residual circulation. In the SH, the mesospheric cooling and mesospheric jet
reversal (Dowdy et al., 2004) were observed above Antarctica prior to the unprecedented major
SSW in 2002 (Baldwin et al., 2003). These changes in the mesosphere are likely caused by changes
in gravity wave forcing (e.g., Liu and Roble 2002). In addition, the associated changes in the polar
mesospheric zonal wind can also affect the wave growth and propagation in the lower atmosphere
(e.g., Tung and Lindzen 1979; Liu and Roble 2002; Coughlin and Tung 2005), which in turn affect
the course of the SSW event.
Another evidence of the stratosphere-mesospheric coupling can be examined during the Antarc-
tic ozone hole period (e.g., Smith et al. 2010; Lossow et al. 2012; Lubis et al. 2016a). The primary
mechanism for this is changes in the propagation of gravity waves due to the strengthening of
the stratospheric winds induced by the ozone hole (Smith et al., 2010; Lossow et al., 2012; Lu-
bis et al., 2016a). The ozone hole leads to trends in the lower stratosphere temperature and winds
during late spring to early summer. The trend in the stratospheric wind, as simulated in the Whole
Atmosphere Chemistry Climate Model (WACCM), affected the propagation of gravity waves into
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the mesosphere (Smith et al., 2010). As a result, the model simulations showed a weakening of
polar summer mesosphere and a warming summer mesopause due to change in gravity wave
interaction. This proposed mechanism by Smith et al. (2010) was later confirmed by other CCM
studies (e.g., Lossow et al. 2012; Lubis et al. 2016a) and was verified by observation (Venkateswara
Rao et al., 2015). However, until now an explicit interplay between planetary and gravity waves
in explaining the enhanced anomalous polar descent from the mesosphere during the Antarctic
ozone hole period remains unclear. In addition, it is still not well understood how large the
radiative effects from increased GHGs affect the polar MLT response to the ozone hole. The results
in this thesis reveal that a proper accounting of both dynamical and radiative effects is required
in order to correctly attribute the causes of the polar stratosphere-MLT responses to the Antarctic
ozone hole. These results are given in Chapter 5.
1.7 The Advantages of Climate Models
Climate models are sophisticated numerical tools designed to simulate the interactions of the
important drivers of climate, and to project the future state of the global climate system (IPCC,
2013). While progress in computer science in the past decades has been rapid, the capability of
state-of-the-art climate models to realistically simulate the complex interactions of processes in the
Earth’s climate system has increased (Reichler and Kim, 2008). State-of-the-art GCMs are not only
run in a stand-alone version with many prescribed input datasets, but are also used as a part of
Earth System Models, which includes the interactive simulation of the ocean, land surface, and
also recently, chemical processes. Figure 1.12 shows the development of climate models over the
last 35 years, and shows how the different components were coupled into comprehensive climate
models over time. The first climate model was initiated in the mid 1970s (Fig 1.12), when scientists
began to measure and interpret increasing atmospheric CO2. As satellite technology developed,
the representations of Earth system processes in climate models are much more extensive and
improved, particularly for the radiation and the aerosol cloud interactions and for the treatment
of the cryosphere. The representation of the carbon cycle was added to a larger number of models
and has been improved since the fourth assessment report (AR4) of the IPCC. A high-resolution
stratosphere with interactive chemistry and an enhanced representation of nitrogen effects on the
carbon cycle have now been included in many climate models in AR5 (IPCC, 2013).
The Coupled Model Intercomparison Project 5 (CMIP5) [e.g., Taylor et al. 2011], an important
input to the AR5, has produced a multi-model data set that is designed to advance our under-
standing of climate variability and climate change. Building on previous CMIP efforts, CMIP5
includes long-term simulations of 20th century climate and projections for the 21st century and
beyond. Previous studies have shown CMIP5 models with a comparably higher lid height or
boundary ("high top") have a better representation of the stratosphere and its coupling to the tro-
posphere (e.g., Manzini et al. 2014), while CMIP5 models with a lower lid height ("low top") tend to
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FIGURE 1.12: The development of climate models over the last 35 years showing how the different com-
ponents were coupled into comprehensive climate models over time. In each aspect (e.g., the atmosphere,
which comprises a wide range of atmospheric processes) the complexity and range of processes has in-
creased over time (illustrated by growing cylinders). Note that during the same time the horizontal and
vertical resolution has increased considerably. Figure from (IPCC, 2013).
underestimate stratospheric variability on daily and interannual time scales (e.g., Charlton-Perez
et al. 2013).
More recently, sophisticated climate models with interactive atmospheric chemistry (CCMs)
have been developed to improve representation of the middle atmosphere and ozone evolution.
CCMs are a new generation of climate models that include a fully resolved stratosphere with in-
teractive radiative, chemical and dynamical processes (e.g., Eyring et al. 2006; SPARC CCMVal
2010). One of advantages of CCMs is their ability to simulate the impact of aerosols and chemical
processes on atmospheric dynamics and radiation, which are important for producing a realis-
tic middle atmosphere mean state and variability. Up to now, simulations with coupled ocean-
atmosphere CCMs are very limited. One of the most powerful models, such as the NCAR’s
Community Earth System Model (CESM), now have the capability of simulating a broad range
of atmospheric processes, including their interaction with other Earth’s system components (land,
ocean, and sea-ice). In this model, the interactive chemistry modules are integrated within the
Whole Atmosphere Community Climate Model (WACCM). Previous studies have shown that
CESM1(WACCM) are able to simulate a realistic middle atmosphere mean state and variability
(Marsh et al. 2013; Richter et al. 2008, respectively). In this thesis, the CESM1(WACCM) was em-
ployed for all simulations.
One of the advantages of climate models is their ability to perform multiple simulation
experiments (i.e., ensemble members) using different forcing scenarios (e.g., different initial and
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FIGURE 1.13: (a) DJF-mean directly calculated mass streamfunction and (b-c) the downward-control stream-
function from the contribution of different wave drags via downward control principle, calculated from
CESM1(WACCM) control simulation (1955-2099). Colour shadings indicate the corresponding wave forc-
ing. Tropical latitudes are masked as the downward-control principle is not applicable here. Solid lines
indicate clockwise movement, while dashed lines indicate counterclockwise movement of air parcels. See
detailed formulations in Chapter 5.
boundary conditions) and hence increase the robustness of the results. The use of a climate model
also makes it possible to study the influence of natural and anthropogenic forcing factors on the
climate system, and the coupling between different layers in the atmosphere. This can be done
by performing multiple sensitivity experiments, where single processes or factors are switched on
or off, so that the importance of specific phenomenon or processes that may interact in a com-
plex or non-linear way in the system can be elucidated. In this thesis, a set of CESM1(WACCM)
simulations with different forcing set-ups has been designed and analyzed to isolate the effects of
different forcing factors.
Another advantage of climate models is the ability to simulate the atmospheric circulation
and variability at the higher altitudes (e..g, the middle and upper atmosphere), which cannot be
analyzed using the available observational records. For example, Fig 1.13 shows the DJF-mean
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mass streamfunction Ψ (φ, z) of the residual circulation, for (a) total wave drag and (b-c) the con-
tribution of different wave drags via the downward control principle (see in details in Lubis et al.
2016a). Using climate model simulation, the mesospheric transport from pole to pole can be quan-
tified as a result of the equatorward pumping in the summer mesosphere induced by westerly
wave drag, and the poleward pumping in the winter hemisphere induced by easterly wave drag.
Since a significant impact of the middle and upper atmosphere on the lower atmosphere has been
identified in the previous studies (e.g., Baldwin and Dunkerton 2001; Becker 2012; Limpasuvan et
al. 2012; Lubis et al. 2016a), the interactive simulation of processes taking place in the middle and
upper atmosphere should be considered. Therefore, for this thesis all experiments have been per-
formed with the CESM1(WACCM) model, which has a vertical model domain extending upward
to 5 x 10−6 hPa (∼140 km).
1.8 Scientific Questions of This Thesis
This thesis investigates processes controlling variability of the stratospheric polar vortex and the
effects of this variability on ozone and circulations in the troposphere and mesosphere. In the first
part, new aspects of the stratospheric-troposphere coupling mechanism via downward planetary
wave reflection is investigated in detail. This includes investigation of the effects of different
natural and anthropogenic forcing factors, like the QBO, SSTs, GHGs, and ODSs, on the variability
DWC between the stratosphere and troposphere, and the associated impacts for the ozone levels
and downward coupling to the troposphere. In the last part of the thesis, detailed mechanisms of
the vertical coupling between the stratosphere and the MLT in the SH during the Antarctic ozone
hole condition is investigated. The following questions are addressed in the coming chapters,
which are all reprints of publications accepted in or to be submitted to scientific journals:
• How do various natural forcing factors, like the QBO and SST variability, contribute to
the variability of DWC between the stratosphere and troposphere? How do these factors
affect the downward influence of DWC in the troposphere? What is a dominant feedback
mechanism responsible for the poleward shift of the tropospheric jet during DWC events?
(Chapter 2)
• What is the impact of DWC on the residual circulation and stratospheric temperatures in the
Arctic? How is this related to ozone levels? (Chapter 3)
• What is the effect of climate change on the variability of DWC in the future? Do future
changes in DWC influence the troposphere-surface system? (Chapter 4)
• What are the responses of the polar mesosphere and lower thermosphere (MLT) coupled
system to the Antarctic ozone hole? What are the roles of resolved and non-resolved wave
drag, as well as radiative forcing on the MLT temperature responses? What are the dynamical
mechanisms responsible for maintaining the downward propagation of zonal wind anoma-
lies in the MLT? (Chapter 5)
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This thesis will answer these questions using both reanalysis datasets – which are considered
to provide a good approximation to the real world – and a series of climate simulations using the
CESM1(WACCM) model. All model simulations used in this work were run with an interactive
ocean/sea ice and an interactive chemistry module, and integrated over longer time periods (about
145 years). To study the relative importance of natural and anthropogenic forcings on the stratos-
pheric variability and climate system, each forcing factor, like the QBO, SST, GHG and ODS, are
separately simulated by switching on/off the corresponding factor in the model configurations.
Currently, only one ensemble per CESM1(WACCM) experiment was performed, as performing
separate simulations for each type of forcings with interactive ocean and interactive atmospheric
chemistry up to the lower thermosphere is computationally very expensive. In addition, several
40-year timeslice simulations with different combinations of ODS and GHG forcings were also
performed.
All simulations have been performed in the working group of Prof. Matthes, using the German
Climate Computing Centre [Deutsches Klimarechenzentrum (DKRZ)], Hamburg and the NEC-
HPC Linux Cluster at Kiel University, Kiel. The timeslice simulations with different combinations
of ODS and GHG forcings, have been performed by the author as part of the project in collabora-
tion with Tel Aviv University, Israel. Details of the model and the setups of the simulations can be
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This chapter examines the influence of natural forcing factors, like the QBO and SST variability,
on the DWC between the stratosphere and troposphere, and its subsequent influences on surface
climate patterns. In this chapter, a key mechanism for the stratosphere- troposphere response to
the DWC is highlighted.
A suite of sensitivity experiments with the fully-coupled CESM1(WACCM) model were per-
formed and analyzed by systematically switching the corresponding factors on and off. The impact
of the QBO and SSTs variability on DWC is presented by first discussing their influences on the
background winds, the seasonal planetary wave-coupling correlation and the seasonal variation
of wave geometries. In addition, the influence of these forcing factors on the tropospheric impact
of DWC is examined by using a metric based on stratospheric heat flux extremes.
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ABSTRACT
Downwardwave coupling occurswhen anupward-propagating planetarywave from the troposphere decelerates the
flow in theupper stratosphere and formsadownward reflecting surface that redirectswavesback to the troposphere.To
test this mechanism and potential factors influencing the downward wave coupling, three 145-yr sensitivity simulations
with NCAR’s Community Earth System Model [CESM1(WACCM)], a state-of-the-art high-top chemistry–climate
model, are analyzed. The results show that the quasi-biennial oscillation (QBO) and SSTvariability significantly impact
downwardwave coupling.Without theQBO, the occurrence of downwardwave coupling is significantly suppressed. In
contrast, stronger and more persistent downward wave coupling occurs when SST variability is excluded.
The above influence on the occurrence of downward wave coupling is mostly due to a direct influence of the
QBO and SST variability on stratospheric planetary wave source and propagation. The strengths of the
tropospheric circulation and surface responses to a given downward wave coupling event, however, behave
differently. The surface anomaly is significantly weaker (stronger) in the experiment with fixed SSTs (without
QBO), even though the statistical signal of downward wave coupling is strongest (weakest) in this experiment.
This apparent mismatch is explained by the differences in the strength of the synoptic-scale eddy–mean flow
feedback and the possible contribution of SST anomalies in the North Atlantic during the downward wave
coupling event. The weaker synoptic-scale eddy–mean flow feedback and the absence of the positive NAO-
related SST-tripole pattern in the fixed SST experiment are consistent with a weaker tropospheric response to
downward wave coupling. The results highlight the importance of synoptic-scale eddies in setting the tro-
pospheric response to downward wave coupling.
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1. Introduction
The vertical transport of energy via planetary-scale
waves, forced by orography and land–ocean heating
asymmetries, represents an important source of mutual
dynamic coupling between the stratosphere and tropo-
sphere. The waves transport total eddy momentum and
heat fluxes and therefore lead to a deviation of the
stratospheric mean state from radiative equilibrium. An
intensification of these planetary-scale waves occurs in
winter, in the presence of westerly winds weaker than a
critical value that depends on the horizontal scale of the
waves (Charney and Drazin 1961; Eliassen and Palm
1961;Matsuno 1970). The variability of the stratospheric
polar vortex during winter is primarily driven by the
interaction between tropospheric forced planetary
waves and the stratospheric mean flow. The strength of
the polar vortex is further determined by a combination
of natural and anthropogenic forcings, such as the quasi-
biennial oscillation (QBO) of equatorial stratospheric
winds, variations in sea surface temperatures (SSTs),
volcanic eruptions, the 11-yr solar cycle, and anthropo-
genic emissions (e.g., Holton and Tan 1980; van Loon
and Labitzke 1987; Robock 2000; Gray et al. 2010;
Schimanke et al. 2013).
The dependence of the strength of stratospheric polar
vortex on the phase of the tropical QBO was first pro-
posed by Holton and Tan (1980). In the so-called
Holton–Tan (HT) mechanism, the vortex remains in
an undisturbed, colder state when the QBO is in its
westerly phase and favors a disturbed, warmer state
during the east phase of the QBO. This is related to the
shifting of the critical line toward the Northern Hemi-
sphere (NH) subtropics, followed by a poleward dis-
placement of the planetary waveguide during the QBO
east phase, which directs more waves to polar regions
and decelerates the vortex through enhanced wave–
mean flow interactions. The warmer andmore disturbed
polar vortex during the QBO east phase is often re-
flected with a higher frequency of sudden stratospheric
warming (SSW) events (Labitzke 1982). Lu et al. (2014)
recently illustrated this process by showing that a formation
of a midlatitude waveguide during the QBO east phase
provides a favorable pathway formore upward- (358–508N,
30–200hPa) and northward- (358–608N, 20–5hPa) propa-
gating planetary waves, which eventually dissipate and
break in the high-latitude upper to middle stratosphere.
However, Garfinkel et al. (2012) argue that the QBO-
induced secondary meridional circulation is more impor-
tant than the subtropical critical line for the polar QBO
signals during the east phase of the QBO. The secondary
QBO circulation acts as a barrier for planetary wave
propagation in themiddle to upper stratosphere during the
easterly phase, resulting in enhanced wave convergence in
the polar stratosphere and therefore a more disturbed
polar vortex.Even though the evidence is inconclusive as to
which mechanism dominates the QBO–vortex interaction,
both above-mentioned mechanisms contribute to the
probability of the breakdown of the vortex.
The SST variations can impact the stratospheric polar
vortex through different mechanisms. For example, van
Loon and Labitzke (1987) first presented how tropical
SSTs can influence the stratospheric polar vortex during
the warm phase of ENSO (i.e., El Niño). They showed
that warm ENSO events are associated with increased
frequency of SSWs and therefore a warmer and more
disturbed polar vortex. This was further confirmed by
some general circulation model (GCM) studies (e.g.,
Hamilton 1993; Manzini et al. 2006) showing that the
warmings observed during El Niño years are associated
with the amplification of upward planetary wave con-
vergence. More recently, using the global coupled cli-
matemodel GFDLCM3, Li and Lau (2013) showed that
enhancement or attenuation of the amplitudes of zonal
wavenumbers 1 and 2 during ENSO events modulates
the frequency of occurrence of stratospheric polar vor-
tex anomalies. By combining ENSO–QBO effects on
the vortex state, Calvo et al. (2009) showed that weak
and warm polar vortices occur during warm ENSO in
the late winter during both QBO phases. In addition to
ENSO, other mechanisms including large-scale North
Atlantic temperature (Omrani et al. 2014; Keenlyside
and Omrani 2014; Omrani et al. 2016), extratropical
SST in the Pacific basin (Hurwitz et al. 2012), and sea ice
(Jaiser et al. 2013) are also important for stratospheric var-
iability through ocean–atmosphere coupling mechanisms.
Over the past two decades, the role of downward-
propagating planetary waves, in particular the wave
reflection, has been continuously investigated to eluci-
datemechanisms for stratosphere–troposphere coupling
(e.g., Harnik and Lindzen 2001; Perlwitz and Harnik
2003; Harnik 2009; Shaw and Perlwitz 2013). The so-
called downward wave coupling (DWC) describes the
stratospheric downwardwave reflection that impacts the
troposphere. DWC occurs when upward-propagating
planetary waves from the troposphere decelerate the
flow in the upper stratosphere and form a negative me-
ridional potential vorticity (PV) gradient and a vertical
reflecting surface as well as a vertically bounded high-
latitude meridional waveguide. During NH winter, re-
flecting surfaces typically develop above 10hPa on a
weekly time scale. They act as a stratospheric barrier
for upward-propagating waves. In the high-latitude
stratosphere, a meridional waveguide forms at around
508–808N and further directs downward-propagating
stratospheric waves toward the troposphere (Harnik
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and Lindzen 2001; Shaw et al. 2010). Recently, Shaw and
Perlwitz (2013) defined a wave coupling index based on
stratospheric eddy meridional wave-1 heat flux to ex-
amine the impact of DWC on the NH winter tropo-
sphere (see also Dunn-Sigouin and Shaw 2015). They
show that multiple stratospheric wave reflection events
are associated with a strong polar vortex and a positive
phase of a North Atlantic–like oscillation in the tropo-
sphere. However, the factors which influence DWC and
its subsequent impacts on the tropospheric circulation are
still unclear. We try to address this question within
this study.
The goal of the present study is to examine to what
extent natural forcing factors, such as the QBO and SST
variability, influence the occurrence and variability of
DWC. For that purpose, we perform a set of sensitivity
experiments with the fully coupled Community Earth
SystemModel, version 1.0.2, with theWholeAtmosphere
Community Climate Model [CESM1(WACCM)], where
we systematically switch on and off the influence of the
QBOor the interactively calculated SSTs and sea ice.We
also examine how these natural forcing factors affect
the impact of DWC on the tropospheric circulation. The
paper is organized as follows. A description of the
model, experiments, reanalysis data, and our statistical–
dynamical approach are provided in section 2. In section
3, we discuss the general assessment of DWC variability
in CESM1(WACCM) and compare it to reanalysis data,
while section 4 deals with the response of the mean cli-
mate behavior and DWC characteristics with respect to
the QBO and variable SSTs and sea ice. In section 5, the
implication of DWC for the troposphere–surface system
is examined based on extreme negative stratospheric
wave-1 heat flux (DWC) events. We also discuss the
differences of tropospheric changes associated with
DWC in the absence of the QBO and SST variability.
We close in section 6 with a summary of our results.
2. Data, model experiments, and analysis
a. Model, experiments, and reanalysis data
NCAR’s Community Earth System Model, version
1.0.2, is a fully coupled climate model consisting of at-
mosphere [optionally NCAR’s Community Atmo-
sphere Model (CAM) or WACCM], ocean (POP), land
(CLM), and sea ice (CICE) components, based on the
Community Climate SystemModel (CCSM4;Gent et al.
2011). The atmospheric component of CESM used in
this study is the Whole Atmosphere Community Cli-
mate Model, version 4 (Marsh et al. 2013), a high-top
chemistry–climate model, which is an extension of
NCAR’s Community Atmosphere Model. WACCM
has a horizontal resolution of 1.98 latitude 3 2.58
longitude and 66 vertical levels from the surface to the
lower thermosphere (;140km and ;5.1 3 1026 hPa).
Interactive chemistry is calculated with the 3D chemical
transport Model of Ozone and Related Chemical
Tracers, version 3 (MOZART-3; Kinnison et al. 2007).
It includes the Ox, NOx, HOx, ClOx, and BrOx chemical
families, along with CH4 species within the chemical and
physical processes in the troposphere through the lower
thermosphere (i.e., fully interactive and fully coupled
chemistry and physics). Additional processes important
for the mesosphere and lower thermosphere, such as ion
chemistry, auroral processes, extreme ultraviolet, and
non–local thermodynamic equilibrium radiation are
also implemented (Marsh et al. 2007).
To investigate the influence of the QBO and the SST
variability on DWC, three CESM1(WACCM) simula-
tions were performed by systematically switching on and
off particular forcing factors (Table 1). The control
simulation (CTL) covers the period 1955–2099 (i.e., a
145-yr control run). This experiment is run with an in-
teractive ocean and a QBO nudging in the tropical
stratosphere between 228S and 228N following Matthes
et al. (2010). The effects of QBO nudging in CESM1
(WACCM) on extratropical and high-latitude dynamics
resemble observations. In particular, the planetary wave
propagation and residual circulation responses to the
forcing from the equatorial QBO agree well with
ERA-40 (Hansen et al. 2013). The QBO is projected
into the future by developing Fourier coefficients for the
QBO time series based on climatological values of
Giorgetta1 from the past records (1954–2004). To ex-
clude external anthropogenic influences, all anthropo-
genic forcings, such as greenhouse gases (GHGs), ozone
depleting substances (ODS), or airplane emissions were
kept constant at the 1960s level (i.e., annual cycle values
were repeated for the whole modeling time).
The second simulation is the fixed (noninteractive)
SST–sea ice experiment (FSST), which spans the period
from 1955 to 2099 (145-yr simulated period). The FSST
is the same as the CTL, except the underlying SSTs and
sea ice are held constant for each year based on clima-
tological monthly varying SSTs and sea ice of the CTL
experiment. This simulation therefore neglects any ef-
fects of interannual and intraseasonal varying SSTs–sea
ice and excludes any atmosphere–ocean–sea ice feed-
backs. While SST variability influences the stratospheric
planetary wave source, and thus the strength of DWC,
the coupling to the ocean and sea ice can influence the
response of the troposphere to a given DWC event. The
1 http://www.pa.op.dlr.de/CCMVal/Forcings/qbo_data_ccmval/
u_profile_195301-200412.html.
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third simulation uses the same settings as CTL but
without the QBO nudging for the 145-yr simulated pe-
riod (1955–2099) (NOQBO). The NOQBO experiment
exhibits constant easterly winds in the equatorial
stratosphere with an amplitude of about 210m s21. Fi-
nally, the comparison of the CTL with the NOQBO and
the FSST experiments allows us to investigate the rela-
tive role of the QBO and the SST variability on DWC
and its subsequent impacts on the troposphere.
To evaluate how realistic the DWC is in CESM1
(WACCM), daily 3D geopotential, wind, and tempera-
ture fields from the combined European Centre for
Medium-Range Weather Forecast (ECMWF) ERA-40
(Uppala et al. 2005) and the ERA-Interim (Dee et al.
2011) (hereinafter referred to as ERA) from January
1958 to December 2005 (48 yr) and altitudes from the
surface to 1 hPa (23 vertical pressure levels) were used
(see Table 1). The CESM simulation for this comparison
employs the most realistic setting [i.e., natural and an-
thropogenic forcings (for details see Table 1)]. The time-
varying anthropogenic forcings (GHG and ODS) were
obtained from the observational records until 2005.
This simulation is referred to as ‘‘all forcings’’ in the
following. Currently, only one ensemble per CESM
experiment was performed, as performing separate
simulations for each type of forcing with interactive
ocean and interactive atmospheric chemistry up to the
lower thermosphere is computationally very expensive.
b. Statistical–dynamic diagnosis
In this study, the impact of the QBO and SST vari-
ability on DWC are examined by using both statistical
and dynamical approaches, which include the wave ge-
ometry diagnostic, the time-lagged singular value de-
composition (SVD), and the transformed Eulerian
mean (TEM) diagnostics.
1) WAVE GEOMETRY
To diagnose the wave propagation characteristics of
a two-dimensional zonal-mean basic state, the wave
geometry diagnostic of Harnik and Lindzen (2001) was
employed in this study. Principally, this diagnostic
partitions the widely used refractive index (n2r ; e.g.,
Charney and Drazin 1961; Matsuno 1970) into vertical
(m) and meridional (l) wavenumber components by
solving the conservation of the quasigeostrophic po-
tential vorticity (QGPV) equation in spherical co-
ordinates. This separation provides the barriers of wave
propagation in the vertical and meridional directions.
For a nonisothermal atmosphere, a general n2r de-
composition for waves with a zonal wavenumber k and a


























where qy is the meridional gradient of zonal-mean PV,































































whereN2 is the buoyancy frequency, andb is the variation
of the Coriolis parameter with latitude. The results of an
n2r decomposition are interpreted similarly as discussed by
Charney and Drazin (1961) and Matsuno (1970). The
waves propagate in the vertical (meridional) direction
where m2. 0 (l2. 0), are evanescent where m2, 0
(l2, 0), and are reflected where m25 0 (l25 0). It is
worth noting that if the waves propagate with the
background flow (u5 c), then there exist critical
TABLE 1. Summary of CESM experiments and ERA data.
Experiment Period QBO GHGs 1 ODSs SSTs–sea ice
CTL 1955–2099 (145 yr) Nudged Fixed at 1960s level Interactively
FSST 1955–2099 (145 yr) Nudged Fixed at 1960s level Fixeda
NOQBO 1955–2099 (145 yr) No Fixed at 1960s level Interactively
All forcing 1958–2005 (48 yr) Nudged Obs Interactively
ERA 1958–2005 (48 yr)b Obs Obs Obs
a SSTs follow the climatological cycle of the CTL.
b Includes 1958–1978 from the ERA-40 and 1979 onward from the ERA-Interim.
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surfaces (l2, m2/‘) that tend to absorb or over-reflect
the propagating waves2 (e.g., McIntyre and Palmer 1983).
To retain pure real–imaginary wavenumber quantities, all
averages in time and spacewere calculated by squaring the
wavenumber and then taking a square root of the re-
spective values [e.g., hli5 sign(hl2i)3 (jhl2ij)1/2].
2) TIME-LAGGED SINGULAR VALUE
DECOMPOSITION
To study the linear statistical relationship between
tropospheric and stratospheric geopotential height asso-
ciated with a single zonal wavenumber, a time-lagged
SVD of the coupled fields was used as in Perlwitz and
Harnik (2003). This technique identifies pairs of leading
EOFs and PCs, which account for a fraction of the co-
variance between two single zonal waves jointly (for de-
tails see Perlwitz and Harnik 2003). The daily temporal
expansion coefficients were calculated as the weighted
linear projection of data at each grid point onto their












kS(t1 t) . (5)
Here, P and S denote tropospheric and stratospheric
zonal wavenumber-1 geopotential heights (Z-ZWN1),
M is number of grid points, and Vk and Uk are the left
and right singular vectors at mode k, respectively. The
time-lagged SVD analysis is repeated for entire seasons
with 3-month overlapping periods only for zonal wave 1,
as it represents the dominant source of DWC (Perlwitz
and Harnik 2003; Shaw et al. 2010). The tropospheric
field is held fixed at 500 hPa, and the respective strato-
spheric levels are shifted in such a way that a negative
(positive) time lag indicates that the stratospheric (tro-
pospheric) wave fields are leading.
3) PLANETARY WAVE FORCING OF THE MEAN
FLOW
To quantify the drag exerted by planetary-scale waves
on the mean flow, the Eliassen–Palm flux (Andrews
et al. 1987) and the Plumb 3D wave activity flux (Plumb
1985) in spherical log-pressure coordinates are used also
in this study. The detailed formulation is described in
the appendix.
3. Evaluation of DWC in CESM1(WACCM)
a. DWC behavior during midwinter
We begin our evaluation with an analysis of DWC in
the all-forcings experiment of CESM1(WACCM) from
1958 to 2005 and a comparison to reanalysis data. We
first focus on the northern midwinter January–March
(JFM) mean, as it represents the most dynamically ac-
tive season. The background wind is westerly; plane-
tary wave activity is large; thus, its vertical propagation
is enhanced (e.g., Charney and Drazin 1961; Lorenz
and Hartmann 2003); and therefore dynamical cou-
pling between the stratosphere and the troposphere is
largest (e.g., Baldwin and Dunkerton 2001; Perlwitz
and Harnik 2003, Shaw et al. 2010).
Figure 1 compares the JFM climatological zonal-
mean zonal wind and zonal-mean temperature be-
tween the CESM1(WACCM) simulation and ERA. The
stratospheric polar night jet in the model is significantly
stronger and broader throughout the stratosphere. The
midlatitude jet at 1 hPa is about 5m s21 stronger in the
model, and the 20m s21 isoline reaches further down
to 20km (Fig. 1c). The subtropical tropospheric jet is
also about 5ms21 stronger in the model as compared
to reanalysis. Consistent with the positive wind bias in
the stratosphere is the cold bias in the polar stratosphere
(Figs. 1b,d), which is a common bias in chemistry–
climate models (SPARC CCMVal 2010). In addition
to the zonal wind, Figs. 1a and 1c also shows the wave
geometry; that is, the configurations of meridional
waveguide and vertical reflecting surfaces. The shaded
areas (unshaded) indicate regions where waves cannot
(can) propagate in meridional [l2(blue)] and vertical
[m2(red)] directions. In general, the wave geometry
structure in CESM1(WACCM) is in fairly good agree-
ment with ERA, except that the meridional waveguide
in the model is slightly narrower between 458 and 608N
in the troposphere, which may be related to biases in the
meridional structure of modeled zonal-mean winds in
this region. In the upper stratosphere (above 5 hPa), a
vertical reflecting surface appears at around 658–808N in
the model, which suggest that the configuration of the
modeled stratospheric polar night jet during JFM allows
downward reflection of planetary waves.
To characterize up- and downward propagation of
wave-1 anomalies, correlations from the time-lagged
leading SVD mode between wave-1 height fluctuations
at a tropospheric pressure level (500 hPa) and four dif-
ferent stratospheric pressure levels (50, 20, 30, and
10 hPa) in both CESM1(WACCM) and ERA data are
shown in Fig. 2. This investigation is an example for
wave 1, which contributes most to the DWC. Positive
lags denote upward wave coupling from the troposphere
2 In the nonlinear limit, waves undergo cycles of absorption,
reflection, or over-reflection near the critical surface when K2[
k21 l21 (f 2o /N
2)m2 increases toward infinity.
MAY 2016 LUB I S ET AL . 1947
to the stratosphere, whereas negative lags denote
downward wave coupling from the stratosphere to the
troposphere. The time-lagged SVD correlations in
CESM1(WACCM) exhibit a fairly similar twofold-
peaked structure as those observed in ERA (Figs. 2a,d).
In particular, the maximum positive correlations (i.e., the
troposphere leads the stratosphere) occur one day early
and are higher than the observed peaks in ERA. This
suggests that the simulated upward wave coupling be-
tween the troposphere and the stratosphere has a faster
vertical group velocity than in ERA. Consistent with the
upward wave-energy flux propagation, there is a west-
ward phase tilt with height (Figs. 2c,f; Table 2). Note that
the group velocity of a quasi-stationary Rossby wave is
tangent to phase lines in a horizontal plane, where phase
lines associated with the upward- (downward-) propa-
gating Rossby wave group velocity are tilted westward
(eastward) with height (Charney and Drazin 1961). In
addition, the associated wave-1 amplitudes at 10 and
500hPa in the model are larger compared to ERA and
therefore are consistent with higher SVD correlation
peaks at positive time lags.
FIG. 1. JFM average of the zonal-mean zonal wind and zonal-mean temperature between 108 and 908N and 1000
and 1 hPa for the (a),(b) ERA and (c),(d) CESM1(WACCM) from 1958 to 2005. Shading in (a) and (c) indicates
regions of wave evanescence in the meridional (l, 0) and vertical (m, 0) directions. Contour intervals are 5m s21
and 5K for wind and temperature, respectively. The regions where the wind (temperature) exceeds 20m s21 (210K)
are hatched. The red (blue) dashed contours indicate the vertical reflecting surface (meridional waveguide) when
m 5 0 (l 5 0). The zero contour lines are plotted in thick solid black.
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In the period when the stratosphere is leading (nega-
tive lags), the correlation peak in CESM1(WACCM) is
again higher and the time lag is slightly longer compared
to ERA (Fig. 2d). Although there is virtually no separa-
tion in correlation peaks at negative time lags for
stratospheric levels below 10hPa in the model, the east-
ward phase tilt with height consistent with downward flux
of wave energy associated with DWC can still be seen in
CESM1(WACCM) (Table 2; Fig. 2e). A similar charac-
teristic of DWC signals has also been found in Shaw et al.
(2010, their Fig. 7) using the high-top CMAM version.
Shaw et al. (2010) argue that no separation in peaks of
DWC signals may be caused by the internal dynamical
damping processes in the model. In CESM1(WACCM),
the amplitudes of the wave-1 pattern associated with
DWC in the stratosphere and troposphere are larger
compared to ERA, which is again consistent with higher
correlations found in the model when the stratosphere
is leading (Fig. 2d). In addition, we also applied the
statistical and wave geometry diagnostics for wave-2
coupling in ERA and CESM (not shown). While the
formation of reflecting surfaces for wave-2 is found dur-
ing midwinter, we do not find evidence for a second peak
in SVD correlations associated with DWC. Perlwitz and
Harnik (2003) previously found a similar behavior and
argued that this is because of a short propagating period
of wave 2 into the midstratosphere (of about 2 days),
which makes it hard to separate statistically the down-
ward from the upward wave-2 propagating signals.
In summary, CESM1(WACCM) is able to capture
DWC during NH midwinter (JFM). However, there are
still small discrepancies in the time lags, phase shifts,
and strength of DWC. This could be due to the common
model biases in the background circulation which feeds
back on the wave dynamics and wave–mean flow in-
teraction (e.g., Charney and Drazin 1961; Lorenz and
Hartmann 2003). In particular, the stronger background
wind in CESM1(WACCM) (Fig. 1) can be associated
FIG. 2. (left) Lagged correlations of temporal expansion coefficients (ak, bk) between the leading wave-1 SVD mode (Z-ZWN1) at
500 hPa (fixed level) and four stratospheric levels [50 (yellow), 30 (green), 20 (blue), and 10 hPa (red)] for (a) ERA and (d) CESM1
(WACCM) during mid–late winter (JFM). The 99% and 95% significance levels are denoted with light gray shading and thicker lines,
respectively. (center)Heterogeneous regression patterns at 10 hPa (color shaded) and 500 hPa (contours) associatedwith downwardwave
coupling (Z-ZWN110 leads Z-ZWN1500 by 6 days) for (b) ERA and (e) CESM1(WACCM) . The contour interval is 30m (color shading)
for Z-ZWN1 at 10 hPa, and 5m for Z-ZWN1 at 500 hPa. (right)As in (b),(e), but for upwardwave coupling (Z-ZWN1500 leads Z-ZWN110
by 6 days). The 0-m contour is omitted.
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with stronger downward wave activity between the
stratosphere and troposphere, as highlighted by Perlwitz
and Harnik (2003) and Shaw et al. (2010).
b. Seasonal evolution of DWC
To completely assess the representation of DWC in
CESM1(WACCM),we also examine its seasonal evolution
by calculating SVD correlations (rSVD) of Z-ZWN1 for
corresponding PCs at each time lag for 3-month over-
lapping periods (Fig. 3). DWC events occur if the rSVD
at a negative time lag is highly statistically significant at
the 99% level. Compared to ERA, DWC in CESM1
(WACCM) persists throughout the winter (November–
March, Fig. 3b) whereas it only occurs between January
andMarch inERA(Fig. 3a). In addition, the time scales of
downward wave propagation in the model are relatively
longer, which indicate a slower downward group velocity
of Z-ZWN1 from the stratosphere to the troposphere.
To further understand the seasonal evolution of DWC
in CESM1(WACCM) in comparison with ERA, we also
consider the seasonal evolution of the wave geometry.
Figure 4 highlights the climatological seasonal evolution
of the meridional wavenumber (l2) averaged between 16
and 24km and the vertical wavenumber (m2) averaged
from 608 to 808N for ERA (Figs. 4a,b) and CESM1
(WACCM) (Figs. 4c,d). In ERA data, a meridional
waveguide occurs only from January through March,
with a meridional extent from 458 to 758N (Fig. 4a),
whereas inCESM1(WACCM) themeridionalwaveguide
occurs earlier from November through March (Fig. 4c)
and is slightly narrower with ameridional extent from 518
to 758N. This narrower meridional waveguide potentially
increases the occurrence of DWC in CESM1(WACCM),
as it limits the meridional wave propagation into a sub-
tropical critical surface. In addition, a narrower wave-
guide also implies the l2 is larger, and the larger l2 for a
given index of refraction implies a smaller m2, thus
leading to more downward reflection.
Stratospheric vertical reflecting surfaces in ERA form
in early winter (November–December) and during mid-
winter (February–March) (Fig. 4b). The vertical reflect-
ing surface is very high in the stratosphere (between
1–3hPa) in November–December and very low from
March onward. This wave geometry evolution is in qual-
itative agreement with previous finding by Shaw et al.
(2010) using a 27-yr ERA dataset (note that about 21
more years of the combined ERA dataset have been in-
cluded in our study). In contrast toERA, the stratospheric
reflecting surface in CESM1(WACCM) persists from
early to late winter (October–November to March–
April). The extended meridional waveguide and the lon-
ger persistence of vertical reflecting surfaces in CESM1
(WACCM) as compared to ERA are consistent with the
extended significant downward wave correlations in
Fig. 3b from November through March. However, in
October the stratospheric reflecting surface does not co-
incide with the meridional waveguide. The waves there-
fore disperse in the meridional direction and get absorbed
in the subtropical critical surface, thus causing an absence
of DWC signals during OND (Fig. 3b).
To summarize, our results show that the seasonal
evolution of DWC in CESM1(WACCM) persists longer
compared to ERA. This extension coincides with a
FIG. 3. Three-month overlapping periods of lagged SVD corre-
lations between Z-ZWN1 at 500 and 10 hPa for (a) ERA and
(b) CESM1(WACCM) from 1958 to 2005. Black dots represent
statistically significant values at the 99% level. A negative (posi-
tive) time lag indicates that the stratospheric (tropospheric) wave
field is leading.
TABLE 2. The phase differences dl at 658N between the associ-
ated SVD wave-1 patterns at 500 hPa (fixed) and various strato-
spheric levels (50, 30, and 10 hPa) in the ERA and all-forcing
experiment from CESM1(WACCM) from 1958 to 2005. Negative
(positive) time lag indicates that the stratospheric (tropospheric)
wave fields are leading.
Height range (hPa) Lag (days)
dl (8E)
ERA All forcings
500–10 26 108.4 114.2
500–30 25 81.6 90.3
500–50 24 60.3 53.2
500–10 6 2133.5 2122.7
500–30 5 2102.3 294.9
500–50 4 278.1 275.1
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persistent formation of a mid- to high-latitude meridi-
onal waveguide and a vertical reflecting surface at the
same time, which allow more DWC to occur. The early
onset of the wave geometry is consistent with a stronger
background zonal-mean zonal wind in the model. These
results emphasize that an accurate representation of the
stratospheric mean states and wave geometries (l2 and
m2) are necessary to properly represent the evolution of
DWC in a climate model. This evaluation also suggests
that the wave geometries and the DWC can be em-
ployed to examine the discrepancies of winter states
between models and observations.
4. The influence of QBO and SST variability on
DWC
In this section, the impact of removing QBO or
specifying climatological seasonally varying SSTs on
DWC is presented by first discussing their influences on
the background winds, the wave coupling correlation
and the seasonal variation of wave geometries.
a. Polar night jet strength
The two-way vertical (upward anddownward) planetary
wave propagation, whichmodifies the strength of the polar
vortex, can be changed by the vertical and meridional
structure of the zonally averaged zonal wind (Charney and
Drazin 1961; Limpasuvan and Hartmann 2000; Perlwitz
and Harnik 2003). Therefore, it is important to first ex-
amine how the strength and structure of the background
winds have changed in each of the experiments.
Figure 5 shows the zonal-mean zonal wind differ-
ences between the NOQBO and the CTL experiments
for 3-month overlapping periods fromNovember through
April. Without the QBO nudging, the tropical strato-
spheric winds resemble a weak but persistent east QBO
state throughout the year, with easterly winds of about
210ms21. At high latitudes, the effect of removing the
QBO and thus weak easterlies in the tropical lower
stratosphere notably weakens the polar vortex. In partic-
ular, the zonal-mean zonal wind speed is significantly
weaker by up to 22ms21 from November through Feb-
ruary and shifts downward to 100hPa in JFM. The QBO
effect on the polar vortex weakens and loses significance
from February to April (FMA) onward. The weakening
of the stratospheric polar vortex in NOQBO experiment
resembles the impact of the easterly phase of theQBO on
the polar stratospheric vortex (e.g., Richter et al. 2011; Lu
et al. 2014; Garfinkel et al. 2012). This is associated with a
significantly increased upward wave propagation (which
results in strong wave convergence) and redistribution the
region of wave absorption (see Fig. S1).
In the fixed SSTs experiments, in contrast, the vortex is
stronger and less disturbed (Figs. 5e–h). The zonal-mean
FIG. 4. The climatological seasonal cycle of the meridional and vertical wavenumbers averaged (a),(c) between 16
and 24 km and (b),(d) between 608 and 808N for ERA and CESM1(WACCM), respectively. The meridional
wavenumbers are contoured with 1 (solid) and 0.01 rad21 (thick solid line). For the vertical wavenumber, the con-
tours are shown at 0.013 1025 (thick line), 0.023 1025 and 0.043 1025 (dashed lines), and 0.06–0.33 1025 m21 in
jumps of 33 1025 m21 (thin lines). Finally, the gray shading indicates the regions of wave evanescence in meridional
(l , 0) and vertical directions (m , 0).
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zonal wind exhibits a statistically significant increase of
about 1–4ms21 in the mid- to upper stratosphere in
November–January (NDJ) and stays stronger up to
5ms21 inDecember–February (DJF). The positive zonal
wind anomalies are strongest in JFM, with differences up
to 6ms21, and get weaker during FMAwith a downward
shift of the peak toward the surface. The strengthening of
the stratospheric vortex in the FSST experiment is ac-
companied by a significant anomalous downward wave
propagation and decreased wave dissipation/breaking in
the stratosphere (Fig. S1).
In summary, the NOQBO and FSST experiments rep-
resent opposite responses on the polar vortex. The lack of
the QBO (SST variability) in CESM1(WACCM) signifi-
cantly weakens (strengthens) the stratospheric polar night
jet. These changes in the mean state will interact with up-
ward and downward planetary wave propagation. A strong
(weak) background zonal-mean zonal wind in the model
can be associated with a more (less) downward wave re-
flection in the stratosphere toward the troposphere.
b. Wave coupling correlations
To measure seasonal variations of DWC, 3-month
overlapping correlation coefficients of the time-lagged
SVD between Z-ZWN1 at 500 hPa and at 10 hPa are
computed throughout the seasons for the three differ-
ent CESM1(WACCM) experiments (Figs. 6a–c), sim-
ilar to Fig. 3. The DWC events occur if the correlation
peaks at a negative time lag (when the stratospheric
field is leading) and is statistically significant at the
99% level. The seasonal evolution of DWC in the CTL
experiment is in reasonable agreement with the all-
forcing CESM1(WACCM) experiment (including both
natural and anthropogenic forcings), where DWC ac-
tivity maximizes at about 6–7 days from DJF to FMA
(cf. Fig. 3). Therefore, the focus in the subsequent
analysis will be on the comparison between the CTL,
NOQBO, and FSST experiments.
In the NOQBO experiment (Fig. 6b), DWC occurs
over a shorter time period from January toMarch with a
weaker correlation compared to that in the CTL ex-
periment (Fig. 6a). On the other hand, DWC is signifi-
cantly stronger and more persistent over a longer period
of time (from November through April) in the FSST
(Fig. 6c) as compared to the CTL and NOQBO exper-
iments. In particular, the maximum correlation of
DWC in the FSST experiment in JFM–FMA, when the
polar night jet is strengthened and extends into the
FIG. 5. The climatological zonal-mean wind differences between 108 and 908N and 1000 and 1 hPa for (a)–
(d) NOQBO 2 CTL and (e)–(f) FSST 2 CTL during (left to right) NDJ, DJF, JFM, and FMA. The contour
interval is 1 m s21, and shaded areas represent regions with Student’s t test values at the 95% significance level. The
0m s21 contour is plotted in thick solid black lines.
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troposphere (Figs. 5g–h). The statistically significant
correlations in April–June to May–July (AMJ–MJJ)
(Fig. 6c) are not related to downward wave reflection in
the upper stratosphere, as the wave evanescence (region
with negative refractive index) covers almost the whole
NH stratosphere because of a reversal of the back-
ground winds during this period (not shown). The DWC
can thus not explain the high correlation when the
stratosphere leads in AMJ–MJJ, which might require
other dynamical processes [e.g., nonlinear wave dynamics
during final vortex breakdown (Shaw et al. 2010)]. Fur-
thermore, to better understand the DWC changes be-
tween the CTL and NOQBO experiments, we also
analyze the CTL experiment separately for east and west
QBO seasons. Indeed, we find that the DWC signal is
weaker in the CTL during east QBO and is much
strengthened during west QBO (Fig. S3). This is consis-
tent with weaker DWC signals in the NOQBO, since the
tropical winds in this experiment resemble a weak per-
sistent east-QBO state.
Based on the stratosphere–troposphere wave coupling
correlations, we showed that in the absence of the QBO,
the occurrence of DWC between stratosphere and tro-
posphere is suppressed, and only weak DWC appears in
JFM. Without SST variability, in contrast, the DWC is
stronger and seasonally persistent from November to
April. These results are consistent with differences in the
climatological strength of the stratospheric polar night jet
together with differences in planetary wave propagation
and wave–mean flow interaction, which are all influenced
by the QBO and SST variability (Figs. 5, S1, and S2).
c. Evolution of the wave geometry
To better understand the influence of the QBO and
atmosphere–ocean coupling on the nature of DWC
throughout the seasonal cycle, we consider the evolution
of the wave geometry. Similar to Fig. 4, Fig. 7 shows the
seasonal evolution of the zonal wave-1 meridional
wavenumbers (l) averaged between 25 and 30km (left)
and the vertical wavenumbers (m) averaged between
608 and 808N (right) for the three CESM1(WACCM)
experiments. The vertical averaging of l from 25 to
30km quantifies the equatorward boundary of the mid-
stratospheric meridional waveguide, which limits equa-
torward propagation of extratropical waves. On the
other hand, the meridional averaging of m between 608
and 808N quantifies the vertical extent of the reflecting
surfaces in the stratosphere.
The climatological seasonal evolution of the me-
ridional wavenumber shows that, in the absence of
QBO, the meridional waveguide exhibits a shorter
seasonal persistence than in CTL (January–February
to February–March in NOQBO vs November–December
to February–March in CTL; Figs. 7a,b). Without SST
variability, in contrast, the meridional waveguide
undergoes a longer seasonal persistence as compared to
the CTL (November–December to March–April in
FSST vs November–December to February–March in
CTL; Figs. 7a,c). This suggests that the wave reflection
in the absence of SST variability may persist longer as
a result of less meridional wave dispersion in the
stratosphere.
FIG. 6. Three-month overlapping periods of lagged SVD corre-
lations between Z-ZWN1 at 500 and 10 hPa for (a) CTL,
(b) NOQBO, and (c) FSST. Black dots represent values significant
at the 99% level. A negative (positive) time lag indicates that the
stratospheric (tropospheric) wave field is leading.
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On the other hand, the climatological seasonal cycle
of vertical wavenumbers shows that, without the QBO,
vertical reflecting surfaces occur only from January to
March (Fig. 7d). FromMay onward, the reflecting surface
builds at very low altitudes because of a gradual descent
of the zero wind line toward high latitudes after the polar
vortex breakup. In contrast, without SST variability, the
reflecting surface persists longer over an extended win-
tertime from October to April, as compared to CTL and
NOQBO (Fig. 7f). The reflecting surfaces in November
andDecember in the FSST are located at higher altitudes
near 1hPa compared to that in January–April. We note
here that the higher reflecting surface in October occurs
as a result of the strong background wind in the model,
which exceeds the critical value and leads to negative
refractive index (wave evanescence).
By combining the seasonal cycles of meridional and
vertical wavenumbers in Fig. 7, the high-latitude me-
ridional waveguide l in the absence of QBO is com-
pletely bounded above by a vertical reflecting surfacem
from January to March [which is shorter, compared to
CTL from November to March (Figs. 7a,b and 7c,d)].
This configuration coincides with themaximumDWC in
Fig. 6b during JFM. In contrast, the wave geometry
during November–December and April in NOQBO is
not bounded (Figs. 7c,d). In particular, there is no me-
ridional waveguide during these periods, and therefore,
instead of propagating vertically, the waves can propa-
gate meridionally into the subtropics where they en-
counter subtropical critical surfaces. These dynamical
features are in fairly good agreement with the anoma-
lous upward and equatorward direction of Eliassen–
Palm (EP) flux vectors in the absence of the QBO
(Figs. S1a–d).
On the other hand, without SST variability, the high-
latitude meridional waveguide l is completely bounded
above by a vertical reflecting surfacem over an extended
wintertime from November to April (Figs. 7e,f). This
configuration supports a longer seasonal activity of DWC
and is thus consistent with the persistent DWC signals in
FIG. 7. As in Fig. 4, but the meridional wavenumbers are averaged between 25 and 30 km.
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Fig. 6c. An increased DWC activity is also in good
agreement with an amplification of anomalous downward
wave flux, which strengthens the downward wave prop-
agation (Figs. S1e–h). As we noted previously, the high
correlation inAMJ–MJJ for negative time lags (when the
stratosphere is leading) is not related to DWC, as the
wave geometry configuration during this period is not
bounded by the meridional waveguide (Fig. 7e).
5. Impact of DWC on the troposphere–surface
system
Our previous results showed that the absence of the
QBO or SST variability significantly influence the
strength of DWC during NH winter. Therefore, it is
worthwhile to examine whether the absence of theQBO
and SST variability affect the impact of DWC on the
tropospheric circulation. We focus on the most active
winter season JFM, as it is a favorable period for plan-
etary wave coupling and a period where the CESM1
(WACCM) experiments exhibit significant DWC sig-
nals in the troposphere (see Figs. 6a–c).
a. Statistics of stratospheric wave-1 heat flux extremes
Previous studies have shown that a dynamical metric
based on negative stratospheric wave-1 heat flux ex-
tremes, can be used to isolate the tropospheric impacts
of DWC (Shaw et al. 2014; Dunn-Sigouin and Shaw
2015). The extreme negative (positive) high-latitude
stratospheric heat flux events are defined as the days
with a total (climatology plus anomaly) wave-1 meridi-
onal heat flux value (i.e., y 0T 0k51)
3 at 50 hPa averaged
between 608 and 908N below (above) the 10th (90th)
percentile of the JFM distribution. In this section, we
first examine the statistical distribution of total strato-
spheric wave-1 heat flux extremes and then quantify the
relative occurrence of downward versus upward wave
events among the model experiments.
The statistics of high-latitude wave-1 heat flux distri-
bution for three CESM1(WACCM) experiments are
listed in Table 3. The 10th (90th) percentile values in
Table 3 indicate the heat flux value below which 10%
(90%) of each model’s total heat flux distribution can
be found. Consistent with our previous findings, the
highest downward (upward) wave activity is seen in the
FSST (NOQBO) experiment. In particular, without SST
variability, the wave-1 heat flux value at the 10th per-
centile is lower by about 24.4% (33.8%) compared to
the CTL (NOQBO) experiment (Table 3), while without
the QBO, the wave-1 heat flux at the 90th percentile is
higher by 7.2% (22.5%) compared to the CTL (FSST,
Table 3). Correspondingly, the mean value of the wave-1
heat flux of the NOQBO (FSST) experiment is higher
(lower) than in the CTL experiment, which indicates an
increased (decreased) climatological-mean upward wave
activity in the stratosphere during wintertime. According
to the random sampling of a Kolmogorov–Smirnov test,
the distribution of the wave-1 heat flux in FSST
(NOQBO) is significantly different from the CTL distri-
bution at the 95% (93%) level (see p values in Table 3).
Figure 8 shows percentage (frequency) of extreme
negative wave-1 heat flux events (y axis) versus extreme
positive wave-1 heat flux events (x axis) between the
NOQBO (triangles) and the FSST (asterisks) with re-
spect to the CTL experiment at different stratospheric
levels, that is, 70, 50, 30, and 10hPa. Extreme negative
(positive) heat flux days are defined as the days below
(above) the 10th (90th) percentile values of the CTL
experiment. It is clearly seen that the NOQBO (FSST)
experiment shows clustering of higher frequency of days
with extreme positive (negative) wave-1 heat fluxes at
different stratospheric levels compared to the CTL.
Extreme positive (negative) wave-1 heat flux events
indicate strong net upward (downward) wave-1 activity
in the NOQBO (FSST) experiment. This frequency of
wave-1 heat flux events is in good agreement with sta-
tistically increased (decreased) occurrence of DWC in
the FSST (NOQBO) experiment. The changes in fre-
quency of extreme heat flux events are also consistent
with the climatological differences in planetary wave
propagation and wave–mean flow interaction among
model experiments (Fig. S1). Further examination of the
coupled structures (the SVD patterns at the times of
maximum upward and downward coupling) shows that
the amplitude of the waves varies between the different
runs (largest for FSST and weakest for NOQBO); the
phase differences between the stratospheric and tropo-
spheric waves are similar for both time lags (Table 4; see
TABLE 3. Kolmogorov–Smirnov (KS) two-sample test of
y0T 0k51(m s
21 K) averaged from 608 to 908N at 50 hPa during JFM.
The 10th (90th) percentile is the heat flux value below which 10%
(90%) of the total distribution can be found. The p values shown
are relative to the CTL.





CTL 15.40 25.26 210.22 49.15 1.00
FSST 12.71 22.60 212.71 43.02 ,0.05
NOQBO 16.70 27.11 29.50 52.69 ,0.07
3 For pure plane waves, y0T 0k51 is proportional to the vertical
group velocity of planetary waves by assuming wave activity den-
sity (L) is positive definite [e.g., in Charney and Drazin (1961),
Fz[ cgzL, where L ﬃ (ro/4)[(›Q/›y)/(u2 c)2]jCoj2]; that is, if
(y0T 0k51} cgz) and L. 0, thus Fz, 0 (downward-propagating wave).
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also Figs. S4 and S5). Thus, the changes in the DWC
correlations (e.g., Fig. 6) come both from a change in the
frequency of occurrence of wave events and a change in
the amplitude of the waves, but not from a difference in
the phase tilt of the waves.
b. Impact on the tropospheric circulation
We now examine the impact of individual DWC
events on the tropospheric circulation by looking at
composites of various fields. An individual DWC event
is identified as the day of minimum extreme negative
heat flux value, where each central event must be sep-
arated by at least 15 days according to the time scale of
planetary wave coupling4 (Perlwitz and Harnik 2003).
The composite anomalies are calculated as the de-
viations from the climatological seasonal cycle. The
statistical significance of the composites is estimated
using a Monte Carlo approach (Schreck et al. 2013) by
randomly choosing 1000 combinations of N days, N
being the number of composite members. Note that we
focus on the tropospheric impacts in the North Atlantic
region since there is a clear connection between that
region and negative extreme stratospheric wave-1 heat
flux values (Shaw and Perlwitz 2013; Shaw et al. 2014;
Dunn-Sigouin and Shaw 2015).
Figure 9 shows the composites of 500-hPa geo-
potential height (Figs. 9a–d), 700-hPa zonal-mean wind
(Figs. 9e–h), and mean sea level pressure (Figs. 9i–l)
anomalies north of 208N during the time when DWC
impact on the troposphere maximizes (i.e., 5-days av-
erage around the central date), for the ERA, CTL,
NOQBO, and FSST experiments. On average, the impact
of downward stratospheric wave activity in both ERA and
CESM1(WACCM) experiments resembles the pat-
terns projecting onto the positive phase of the North
Atlantic Oscillation (NAO) (Hurrell et al. 2013). This
is similar to the result shown by Shaw and Perlwitz
(2013), which has been related to DWC impact. In
particular, the geopotential height anomalies exhibit
a seesaw shape between mid- and high latitudes
(Figs. 9a–d), while the tropospheric zonal wind anomalies
reflect the strengthening and poleward shift of the tro-
pospheric jet over the North Atlantic basin (Figs. 9e–h).
The sea level pressure anomalies show a similar pattern as
the 500-hPa geopotential height anomalies, indicating a
quasi-barotropic tropospheric NAO-like structure in as-
sociation with downward wave activity (Figs. 9i–l). The
discrepancies between ERA and CESM1(WACCM)
are mainly discernible over the North Atlantic basin,
especially in its western half, where all associated surface
responses in CESM1(WACCM) are relatively modest.
Nevertheless, the main features associated with the pos-
itive NAO-like responses are relatively well captured in
CESM1(WACCM) experiments.
Comparing all CESM1(WACCM) sensitivity ex-
periments, it can be seen that without QBO nudging
(Figs. 9c,g,k), the DWC’s impact on the tropospheric
circulation enhances significantly compared to that in
the CTL experiment (Figs. 9b,f,j). In particular, the
geopotential height anomalies exhibit a stronger am-
plitude over the Atlantic basin and correspondingly a
strengthening and poleward shift of the tropospheric
jet (Figs. 9b,c and Figs. 9f,g). The mean sea level
pressure anomalies are stronger in the Atlantic basin
FIG. 8. Percentage (frequency) of extreme negative high-latitude
averaged wave-1 heat flux events at 10-, 30-, 50-, and 70-hPa levels
vs extreme positive events at the same levels during JFM for CTL,
NOQBO, and FSST. See text for definition of negative and positive
extremes.
TABLE 4. The phase differences dl at 658N between the associ-
ated SVD wave-1 patterns at 500 hPa (fixed) and various strato-
spheric levels (50, 30, and 10 hPa) in CTL, NOQBO, and FSST
from 1955 to 2099. Negative (positive) time lag indicates that the







500–10 26 106.4 104.8 109.3
500–30 25 89.2 90.9 88.7
500–50 24 66.0 68.7 66.7
500–10 6 2125.4 2129.6 2126.4
500–30 5 2101.7 299.7 2100.4
500–50 4 282.5 281.4 280.9
4 By using this definition, the composites of the total geopotential
wave-1 structure for ERA and the three CESM1(WACCM) ex-
periments exhibit a clear eastward phase tilt with height, which thus
is consistent with downward propagation of wave activity from the
stratosphere to the troposphere (Fig. S5).
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compared to the CTL experiment, which is consis-
tent with the strengthening of geopotential height
anomalies aloft (Figs. 9k,c). In contrast, without
SST variability, the surface influence of DWC in the
North Atlantic basin is significantly weaker and pre-
vails only over limited regions compared to those
found in the CTL experiment (Figs. 9j,l). The pole-
ward jet shift in the Atlantic basin (Fig. 9h) is weaker
than in the CTL and NOQBO experiments (Figs. 9f,g),
which is consistent with a weakening of geopotential
height and mean sea level pressure anomalies over
this region (Figs. 9d,l). These results have been veri-
fied to be robust to details of the composite calculation,
event definition,5 and the number of DWC events. In
particular, by randomly choosing the same number of
composite membersN as in the CTL experiment, we find
that weaker (stronger) surface signals associated with
DWC in the FSST (NOQBO) experiments are robust and
independent from the number ofDWC events used in our
composite (not shown).
FIG. 9. The composites of (a)–(d) 500-hPa geopotential height, (e)–(h) 700-hPa zonal wind, and (i)–(l) mean sea level pressure
anomalies during the period of maximum DWC impact on the troposphere (5-day average around the central date) in JFM for (left to
right) ERA, CTL, NOQBO, and FSST. Contours (black) indicate the variances of (a)–(d) 500-hPa geopotential height (interval 500m),
(e)–(h) 700-hPa zonal wind (interval 2m s21), and (i)–(l)mean sea level pressures (interval 0.5 hPa). The color shadings are only drawn for
anomalies that are statistically significant at the 95% confidence level using a Monte Carlo approach.
5 The results are not sensitive to the choice of stratospheric
pressure level of y 0T 0k51 (e.g., 30 or 70 hPa), to the thresholds of
extreme negative stratospheric y 0T 0k51 (e.g., at 1st, 3rd, 5th, and 7th
percentiles), and to the choice of significance levels (e.g., 99%).
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A priori, one might expect the tropospheric and sur-
face response to DWC to be stronger in the model runs
for which the statistical signal of DWC is stronger and
more persistent and for which the amplitude of the
downward-propagating waves is stronger. However, we
see that the opposite is true: a stronger tropospheric
response is observed in the NOQBO experiment, for
which the DWC signal is weakest, and vice versa for the
FSST experiment. Indeed, the differences in accelera-
tion of the flow because of planetary-scale waves during
DWC events (Figs. 10a–d) are not able to explain the
differences in the tropospheric responses between
FSST and NOQBO experiments. The planetary-scale
wave drag anomalies (color shading) in the North At-
lantic basin are strongest in the FSST experiment and
weakest in the NOQBO experiment. These differences
would suggest a stronger response for FSST, but we
get the opposite for tropospheric responses. Further-
more, these planetary-scale wave drag anomalies are
located more poleward from the position of the westerly
wind anomalies (Figs. 9e–h) and coincide partially with
upward-propagating planetary-scale wave sources (see
solid contour lines in the North Atlantic basin). This
suggests that other factors besides the frequency and
strength of the downward wave propagation from the
stratosphere influence the strength of the tropospheric
response. Other studies have shown that internal tropo-
spheric dynamics involving feedbacks from synoptic-scale
eddy activity are important for stratosphere–troposphere
coupling (e.g., Song and Robinson 2004; Garfinkel et al.
2013; Kunz and Greatbatch 2013). We thus proceed to
examine those feedbacks here.
Figure 11 shows the composites of the anomalous
synoptic-scale horizontal component of the E vectors,6
alongside its divergence at 250hPa (representing the
influence of the synoptic-scale eddies on the horizontal
large scale flow; Figs. 11a–d), anomalous vertical com-
ponent of the E vectors at 700 hPa (representing the
source of synoptic-scale eddies; Figs. 11e–h), anomalous
Eady growth rate at 700-hPa (representing the baro-
clinicity of the mean flow; Figs. 11i–l), and anomalous
synoptic geopotential height variance at 250 hPa (rep-
resenting the storm-track strength; Figs. 11m–p). We
see that the synoptic eddy-induced accelerations are
much larger than the accelerations due to planetary-
scale waves (cf. to Figs. 10a–d). Moreover, as found for
the mean flow composites (Figs. 9f–h), we see that the
synoptic eddy growth and induced accelerations in the
North Atlantic basin are strongest in the NOQBO and
weakest in the FSST experiment. In particular, the
anomalous acceleration pattern induced by synoptic-
scale eddy anomalies (Figs. 11b–d) enhances the mean
flow anomaly pattern (Figs. 9f–h), with this enhancement
being stronger for the NOQBO experiment and weakest
for the FSST experiment. This strengthened tropospheric
mean flow anomaly is accompanied by strengthening and
poleward shift of the tropospheric synoptic wave source
(Figs. 11f–h) and Eady growth rate (Figs. 11j–l) anoma-
lies. At the same time, these mean flow baroclinicity
anomalies are reinforcing the storm-track anomalies
(Figs. 11n–p). This overall suggests that the eddy–mean
flow feedback is strongest in the NOQBO experiment
and weakest in the FSST experiment, being consistent
with their respective tropospheric responses (Fig. 9).
Another obvious explanation for the weaker response
in the FSST experiment is the lack of atmosphere–ocean
feedbacks in this experiment. This may be because of the
adjustment of SSTs to the atmospheric temperatures above
reducing the thermal damping on atmospheric anomalies
(Barsugli and Battisti 1998). In addition, previous studies
have also shown that the wintertime SST tripole in the
Atlantic basin can feed back positively to the large-scale
atmospheric circulation changes associated with the NAO
(Kushnir et al. 2002; Czaja and Frankignoul 2002; Peng
et al. 2003; Deser et al. 2007) as well as with other external
forcings (Chen et al. 2013; Chen and Schneider 2014).
Other studies have also shown that enhanced extratropical
SST gradients can lead to a substantial strengthening in
eddy activity, storm tracks, and the annular mode in winter
(Nakamura et al. 2008; Sampe et al. 2013).
To further examine the possible role of the ocean, we
composite the global SST anomalies (Figs. 12a,c,e) and
the Atlantic basin meridional SST gradient anomalies
(Figs. 12b,d,f). We see a typical positive NAO-related
SST-tripole anomaly pattern, with enhanced negative
SST gradients in midlatitudes all across the Atlantic
ocean, with a slight northeast tilt. Moreover, the south-
ern more positive–negative dipole of the SST gradient
pattern coincides with a similar dipole in the anomalous
Eady growth rate field (as in Figs. 11i–k plotted on
Figs. 12d,f as contour lines). This may suggest that the
positive NAO SST-tripole pattern could enhance
the anomalies in lower level baroclinicity that further
generate synoptic wave activity (Figs. 11b–d) and
strengthen the eddy–mean flow feedback during DWC
event. We note these SST-tripole-like anomalies, which
are shown for the 5 days centered around the DWC
events, are already established in the month leading to
the DWC peak (see Fig. S6). This apparent ocean pre-
conditioning may be playing an enhancing role, similar to
6 The synoptic-scale eddy activity is described by E vectors [E5
(y022u02, 2u0y0; Hoskins et al. 1983)] of the 250-hPa 2–6-day
bandpass-filtered winds u0 and y0. The overbar signifies a time av-
erage and the prime a deviation from this average.
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that of SST fronts in a number of idealized model stud-
ies (e.g., Nakamura et al. 2008; Brayshaw et al. 2008).
However, more detailed studies are needed to understand
this effect. The lack of this positive NAO SST-tripole
pattern and the weaker synoptic-scale eddy feedback in
the fixed SST experiment thus altogether may explain a
weaker tropospheric response toDWC in this experiment.
Examining the SST fields in the NOQBO experiment
suggests they may also explain part of the differences in
this run as well, since the SST anomalies are stronger
in this run than in the CTL experiment. Another striking
difference between the NOQBO and CTL experiments
is the much stronger tropical Pacific cold anomaly in the
former (green boxes in the Pacific in Figs. 12c,e). Several
FIG. 10. The composites of planetary-scale wave divergence anomalies (colored shading,31026 m s22) at 250 hPa
during the period of maximum DWC impact on the troposphere (5-day average around the central date) in JFM for
(a) ERA, (b) CTL, (c) NOQBO, and (d) FSST. The Fs vectors (horizontal components: Fx and Fy) are shown as
arrows (m s21); the vertical vector component (Fz) is given by contours [solid (dashed) upward (downward)
planetary-scale wave source]. The shadings are drawn only for anomalies that are statistically significant at the 95%
confidence level using aMonteCarlo approach. TheFs vector is approximately parallel to the wave-energy propagation
direction, and its zonal mean is equivalent to the Eliassen–Palm flux. (See the appendix for a detailed formulation.)
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studies have shown that cold (warm) ENSO drives a
strengthening (weakening) of the polar vortex, leading
to surface anomalies projecting on a positive (negative)
NAO-like pattern (Manzini et al. 2006; Ineson and
Scaife 2009). This suggests that the differences in the
tropical Pacific SSTs among the model experiments may
also contribute to the differences in the strength of the
NAO-like response. Nevertheless, it should be noted that
FIG. 11. The composites of (a)–(d) 250-hPa synoptic wave divergence (colored shading,31026m s22), (e)–(h) 700-hPa synoptic wave source
(colored shading, 31022m2 s22), (i)–(l) 700-hPa Eady’s maximum growth rate (colored shading, day21), and (m)–(p) 250-hPa storm-track
anomalies (colored shading, m2) during the period ofmaximumDWC impact on the troposphere in JFM. The vectors in (a)–(h) and (m)–(p) are
theE vectors (m s21 with horizontal componentsEx andEy). The vertical component of theE vectors in (e)–(h) is calculated by2f y0u0(›u/›p)
21,
representing the synoptic wave source where the positive (negative) values indicate upward (downward) synoptic wave fluxes. The Eady growth rate
anomaly in (i)–(l) is calculatedby0:31jf jj›u/›zj/N.Thecolor shading in(m)–(p) indicates thehigh-pass (,6-dayperiod)filtered height covariance (Z02).
The shadings are only drawn for anomalies that are statistically significant at the 95% confidence level using a Monte Carlo approach.
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the remote effect of tropical SST forcing on the NAO
typically invokes downward propagation of zonal-mean
stratospheric wind anomalies; thus, the connection be-
tween downward zonal-mean coupling induced by trop-
ical Pacific SST forcing and the tropospheric impact of
DWC needs to be further investigated. Furthermore, the
cause for strong differences between the tropical Pacific
SSTs in the CTL andNOQBOexperimentsmight at least
partly be due to a damping effect of the nudging of lower
stratospheric winds on the tropical tropospheric circula-
tion in the CTL experiment, butmore detailed studies are
needed to understand this effect.
To summarize, the composite analysis indicates that
differences in the strength of the following synoptic-scale
eddy–mean flow feedbacks can explain the differences
in tropospheric response to DWC in the North Atlantic
region between the NOQBO and FSST experiments:
a strengthening and poleward shift of the tropospheric jet
(Figs. 9e–h) is enhanced by the divergence of the anom-
alous synoptic-scale waves (Figs. 11b–d). This zonal-mean
wind strengthening and shifting is accompanied by a
strengthening and shifting of the Eady growth rate
(Figs. 11j–l) and the synoptic wave sources (Figs. 11f–h),
which in turn are consistent with the strengthening and
FIG. 12. The composites of (a),(c),(e) global SST anomalies (8C) and (b),(d),(f) meridional SST gradient anomalies
(8Cm21) during the period of maximum DWC impact on the troposphere (i.e., 5-day average around the central
date) in JFM for (top to bottom) ERA,NOQBO, and CTL. Green contours indicate the Eady growth rate anomalies
(day21) at 700 hPa. The dots indicate where the anomalies are significant at the 95% confidence level using a Monte
Carlo approach.
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poleward shifting of the synoptic-scale wave activity
(Figs. 11b–d). In addition, the positive–negative dipole of
the anomalous Eady growth rate field is consistent with a
similar dipole of the anomalousmeridional SST gradient in
the North Atlantic during a DWC event. These results
suggest that the synoptic-scale eddy–mean flow feedbacks
and the possible contributionof the SSTanomalies during a
DWCevent play a central role in setting the strength of the
tropospheric responses toDWC.The lattermight be due to
strengthened storm tracks due to stronger SST gradients,
reduced thermal damping at the ocean surface, andpositive
atmosphere–ocean feedbacks, but more detailed studies
are needed to examine this and, in particular, to distinguish
the effects of interannual SST variability, which is also
missing from the fixed SST experiment.
6. Conclusions
In this study, the influence of the QBO and SST var-
iability on downward wave coupling (DWC) and its
subsequent impacts on the troposphere–surface system
were investigated in CESM1(WACCM) experiments in
comparison to ERA data. We performed a set of sen-
sitivity simulations with NCAR’s fully coupled CESM1
(WACCM) model, by systematically switching on and
off the QBO and interactive SSTs and sea ice in the
model. We address the attribution of these forcing fac-
tors on DWC by examining the differences in back-
ground wind, wave source, wave–mean flow interaction,
and the time-lagged vertical wave-1 coupling as well as
the evolution of wave geometry. Afterward, the tropo-
spheric impact of DWC is investigated based on the
stratospheric heat flux extremes as proposed by Shaw
et al. (2014). Our results can be summarized as follows:
1) The CESM1(WACCM) is able to capture the main
features of DWC during NH winter (1958–2005).
Consistent with the ERAdataset, DWC in themodel
maximizes during midwinter when the stratospheric
basic state exhibits a bounded wave geometry asso-
ciated with a high-latitude meridional waveguide
in the lower stratosphere and a vertical reflecting
surface in the upper stratosphere. The model, how-
ever, exhibits a bias in its seasonal cycle of DWC
(Figs. 3a,b), which is associated with common model
biases of the background zonal-mean winds that feed
back on the wave dynamics. The results highlight
that an accurate representation of the stratospheric
basic-state wave geometry is necessary for a proper
representation of the seasonal evolution of DWC in
CESM1(WACCM).
2) Without the QBO nudging, the occurrence of DWC
between the stratosphere and the troposphere is
significantly suppressed. This is associated with a less
persistent configuration of bounded wave geome-
tries, which allows more wave dispersion in the
meridional direction (Figs. 7c,d) and a stronger
wave absorption (convergent EP flux) on the equa-
torward flank of the polar vortex (Figs. S1a–d). In
particular, when the QBO nudging is switched off
and equatorial winds are permanent easterly, plan-
etary wave propagation from the troposphere into
the stratosphere is enhanced, leading to a stronger
wave absorption in the upper stratosphere, and thus a
weaker DWC activity toward the troposphere (Fig. 5
and Figs. S1a–d). The enhanced wave convergence
results in a weakening of the polar night jet (Fig. 5)
and a strengthening of the stratospheric residual
mean circulation at high latitudes (Figs. S2a–d).
3) Without SST variability, in contrast, the occur-
rence of DWC between the stratosphere and the
troposphere is significantly enhanced. The DWC
starts earlier and ends later in the seasonal cycle
(November–April). This is associated with a longer
and more persistent configuration of bounded wave
geometries (Figs. 7e,f), which focuses planetary wave
reflection in the vertical direction toward the tropo-
sphere. An increasedDWC activity is consistent with
anomalous downward wave flux activity, which leads
to stronger wave divergence and thus to stronger
DWC activity (Figs. S1e–h). A stronger DWC ac-
tivity throughout the season is consistent through
wave–mean flow interaction with an acceleration of
the polar night jet (Figs. 5e–h and Figs. S1e–h) and
anomalous weakening of the residual mean circula-
tion (Figs. S2e–h).
4) Even though the downward wave-1 coupling is much
larger in the FSST experiment and much smaller in
the NOQBO experiment, compared to the CTL
(Figs. 6, 8), the associated tropospheric changes in
the North Atlantic region are weaker for the FSST
and stronger for the NOQBO relative to the CTL
experiment (Fig. 9). This apparently counterintuitive
result might be explained by differences in the
strength of the synoptic-scale eddy–mean flow feed-
backs and the possible contribution of the ocean and
associated SST anomalies between the FSST, the
NOQBO, and the CTL experiments.
A recent study by Hansen et al. (2014) using the same
model experiments showed that the frequency of major
SSWs in winter is significantly reduced (increased) when
the SST variability (QBO) is removed in the simula-
tions. It was also reported that the tropospheric impact
of major SSWs seems to be less significant and confined
to a smaller area when the SST variability is excluded,
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while removing the QBO seems to shift the period of
significant tropospheric influence by about 10 days. The
significant increase (decrease) of SSW frequency in the
experiment without QBO (SST variability) is consistent
with stronger (weaker) wave absorption in the polar
vortex region found in our study, which results in sig-
nificant decreased (increased) DWC activity between
the stratosphere and the troposphere. This suggests a
clear dynamical link between the wave absorption in the
stratosphere and the probability of the occurrence of
SSW and DWC events.
Several other recent studies have documented the
importance of the QBO and SST variability as well as its
coupling to the ocean on the behavior of SSWs in cli-
mate models (e.g., Calvo et al. 2009; Richter et al. 2011;
Hansen et al. 2014). Our results show that these two
factors are also important for DWC in the model and for
establishing a correct representation of stratosphere–
troposphere coupling. In particular, these two factors
can influence the tropospheric response to DWC both
through a modification of wave propagation and in-
teraction with the mean flow in the stratosphere, and
through a modification of the internal tropospheric
feedbacks, which strongly affect the response to a given
DWC event. While the current work represents an ad-
vance in our understanding of DWC in response to
natural forcing factors, clearly more work is needed to
understand the role of the ocean and of other important
factors, such as the 11-yr solar cycle, volcanic eruptions,
and anthropogenic climate change.
Most of the chemistry–climate models (CCMs) used
for the scientific assessment of ozone are not coupled to
an interactive ocean (WMO 2011). Our study suggests
that the SST variability and thus two-way ocean–
atmosphere interaction are important in order to rep-
resent stratosphere–troposphere coupling and thus
correct responses to recent and future ozone changes.
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APPENDIX
Planetary Wave Forcing of the Mean Flow
To quantify the drag exerted by planetary-scale waves
on the zonal-mean flow, the EP flux (F5 fFf, Fzg) and
its divergence (r0a cosf)
21
=  F are computed in a
spherical log–pressure coordinate based on Andrews































where u, y, and w are, respectively, the zonal, meridio-
nal, and vertical components of the velocity, a is Earth’s
radius, f is the Coriolis parameter, f is latitude, z is
height (in log-pressure coordinates), r0 is air density,
which varies with height as exp(2z/H), H is the density
scale height taken as 7000m, and u is potential tem-
perature. The subscript means the derivative with re-
spect to the corresponding coordinate. The primes
denote deviations from the zonal means, and overbars
indicate zonal means.
In addition, the 3D wave activity flux (Plumb 1985) to
diagnose the potential regional sources (sinks) and
propagation characteristics of planetary-scale wave ac-

































where S5 ›T^/›z1 kT^/H is the static stability (the caret
indicating the areal average over the region north of
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208N), F is the geopotential, k 5 R/cp ’ 0.286, l is
longitude, and po is 1000 hPa.
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Abstract
It is well established that variable wintertime planetary wave forcing in the stratosphere
controls the variability of Arctic stratospheric ozone via changes in the strength of the polar vortex
and the residual circulation. While previous studies focused on the variations in upward wave flux
entering the lower stratosphere, here the impact of downward planetary wave coupling (DWC) on
ozone is investigated for the first time. Utilizing the MERRA reanalysis and a coupled chemistry-
climate simulation with NCAR’s Community Earth System Model (CESM1[WACCM]), we find
two DWC effects on ozone: (1) the direct effect via residual circulation changes that prevent the
typical increase of ozone due to upward planetary wave events, and (2) the indirect effect through
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the polar temperature, which affects the amount of springtime ozone destruction. Both effects
together lead to lower ozone concentration at the end of winter and in spring.
Winter seasons dominated by DWC events (reflective winters) are characterized by lower
Arctic column ozone, while seasons dominated by increased upward wave events (absorptive win-
ters) are characterized by relatively higher column ozone in spring. These findings are consistent
with the cumulative effects of downward and upward planetary wave events on ozone through
the residual circulation and the polar vortex. The results establish a new perspective on dynamical
processes controlling Arctic ozone variability.
3.1 Introduction
The dynamical linkage between the stratosphere and troposphere is dominated by planetary waves,
which are generated in the troposphere by orographic and/or nonorographic forcing (Kuroda and
Kodera 1999; Kodera and Kuroda 2000; Baldwin and Dunkerton 2001; Christiansen 2001; Plumb
and Semeniuk 2003; Polvani and Waugh 2004). These waves propagate upward into the stratos-
phere where they either dissipate (often manifested as a sudden stratospheric warming, SSW)
and initiate downward zonal-mean coupling (e.g., Baldwin and Dunkerton 2001; Limpasuvan et
al. 2004); or are reflected downward toward the troposphere, which results in downward wave
coupling (DWC) (Perlwitz and Harnik 2003; Shaw et al. 2010; Lubis et al. 2016b). The DWC
occurs when upward pulses of wave activity decelerate the flow in the upper stratosphere,
forming a downward-reflecting surface that redirects waves back to the troposphere (see Harnik
and Lindzen 2001, for theoretical considerations). The occurrence of DWC is tied to the so-called
bounded wave geometry of the stratospheric basic state, which is characterized by a well-defined
high-latitude meridional waveguide in the lower stratosphere and a vertical reflecting surface in
the upper stratosphere (e.g., Shaw et al. 2010; Lubis et al. 2016b).
The vertical coupling of planetary-scale waves between the stratosphere and troposphere can
be directly examined via the meridional eddy heat flux value, as it represents the vertical group
velocity of the planetary waves (e.g., Shaw and Perlwitz 2013; Lubis et al. 2016b). Using extreme
total (climatology plus anomaly) negative wave-1 heat flux values, the life cycle of DWC and its
subsequent impact on the circulation in the NH have been studied (e.g., Shaw and Perlwitz 2013;
Shaw and Perlwitz 2014; Lubis et al. 2016b). Shaw and Perlwitz (2014) showed that DWC events
are associated with a transient reversal of the residual circulation and cooling of the Arctic lower
stratosphere. This result is consistent with Eliassen-Palm (EP) flux divergence during the event,
which is induced by transient downward wave propagation (Dunn-Sigouin and Shaw, 2015; Lubis
et al., 2016b). Since the variations in the stratospheric EP flux divergence force commensurate
changes in the residual circulation (Plumb, 2002), it is therefore expected that DWC may influence
the dynamical ozone transport to the pole.
It is well established that planetary waves play an important role in shaping the ozone hole
through their impact on the polar vortex and on the residual circulation (e.g., Solomon 1999; Fusco
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and Salby 1999; Randel et al. 2002). Randel et al. (2002) showed that variations in planetary wave
forcing in the lower stratosphere during winter-spring exhibit a strong correlation with column
ozone. The mechanism for this correlation is that increases (decreased) wave dissipation in the
stratosphere leads to strengthening (weakening) of residual circulation, which in turn increased
(decreases) transport of ozone-rich air to the polar lower stratosphere. On the other hand, strong
(weak) midwinter planetary wave forcing causes a warmer (cooler) Arctic lower stratosphere in
early spring (Newman et al., 2001), resulting in smaller (larger) chemical ozone losses in spring.
The study by Manney et al. (2011) revealed that the unprecedented large Arctic ozone loss in 2011
is highly correlated with extremely cold lower-stratospheric temperatures in early spring. These
extremely low temperatures are attributed to the unusually weak midwinter planetary wave
forcing in the stratosphere (Hurwitz et al., 2011), as expected from a close relationship between
polar spring temperatures and eddy heat flux in mid to late winter (Newman et al., 2001). In
the Arctic, both dynamical ozone supply and chemical ozone losses are equally important for the
interannual variability of the column ozone (Tegtmeier et al., 2008).
Weaker planetary wave driving in the stratosphere, which affects ozone through both
dynamical and chemical processes, could arise from an enhanced number of extreme negative
wave-1 heat flux events (i.e., DWC events), or from anomalously low positive heat flux values.
Many studies have shown that an increased number of major SSW events that are associated with
enhanced upward wave propagation into the stratosphere have led to significant increases of to-
tal column ozone and polar temperature in the winter, and subsequently less springtime ozone
destruction (e.g., Rose and Brasseur 1985; Randel 1993; Liu et al. 2011; Hocke et al. 2015). How-
ever, so far the impact of DWC events on the stratospheric ozone in the Arctic has never been
explored. Establishing the connection between DWC, stratospheric residual circulation, and polar
temperatures will help to improve our understanding of the link between stratospheric dynamics
and ozone variability.
The goal of this study is to investigate the impact of downward planetary wave reflection in the
stratosphere on polar stratospheric ozone in the NH using both Modern Era Retrospective-analysis
for Research and Applications (MERRA) and the NCAR’s Community Earth System Model (CESM1
[WACCM]) model simulation. CESM1(WACCM) is able to capture the main features of DWC
during NH winter (Lubis et al., 2016b), so it can be used to study the impact of DWC on ozone.
Here, we focus on two DWC effects on ozone: (1) the direct effect, which is analyzed over the
whole life cycle of the individual DWC event, and (2) indirect effect, which is analyzed through
the impact of DWC on polar temperatures.
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3.2 Data and Methods
3.2.1 MERRA Ozone
MERRA daily ozone product from 1979 to 2013 (Rienecker et al., 2011) was used to investigate the
impact of DWC on polar stratospheric ozone. Ozone in MERRA is a fully prognostic model vari-
able with tendencies calculated from advection and chemistry, as well as from the data analysis.
The ozone product is derived from the Solar Backscattered Ultra Violet (SBUV2 v.8) retrievals from
October 1978 to present and are assimilated with the Goddard Earth Observing System Model,
Version 5 (GEOS-5) by using odd-oxygen mixing ratio (Ox) as its prognostic variable (Rienecker
et al., 2011). This includes an odd-oxygen family transport model providing the ozone concentra-






















The dynamical contribution to the total ozone tendency is the convergence of odd-oxygen
mixing ratio products (the first right-hand side term of Eq. 3.1). The total physics product (sec-
ond term) includes the parameterized production and loss terms, and the analysis product (third
term) is the corrected ozone tendency from data analysis (Lucchesi, 2012). In MERRA, the total
ozone tendency from physics is decomposed into contributions from the chemistry, turbulence,
and moist physics. Given a simplified chemical scheme used in MERRA model (Rienecker et al.,
2011), the total ozone tendency from chemistry (CHM) is analyzed together with the correcting
tendency term (i.e., CHM+ANA). The contributions of the turbulence and moist physics are negli-
gible in the stratosphere (not shown) and therefore, are not considered in this analysis. We confirm
that there are no major differences between the MERRA and Aura Microwave Limb Sounder (MLS)
ozone concentrations in the polar lower-to-mid stratosphere (not shown). In addition, daily three-
dimensional geopotential height, wind, and temperature fields from MERRA were also employed
to understand the connection between DWC, residual mean transport and Arctic temperature.
3.2.2 Model and Simulation
In this study one 100-yr simulation (1955-2054) performed with CESM1(WACCM) was run with
fixed surface emissions of GHGs and ODSs at 1960s levels. Fixing the GHG and ODS at 1960 levels
allows us to study the ozone variability unmasked from any anthropogenic influence. The simula-
tion is run with interactive ocean and sea ice components. To represent a more realistic interaction
between the tropics and extra-tropical dynamics, the QBO is nudged by relaxing tropical strato-
spheric zonal-mean winds towards observations following Matthes et al. (2010). The solar cycle is
prescribed as spectrally resolved daily variations following Lean et al. (2005). Observed volcanic
eruptions of the twentieth century are included. An overview of this simulation and details of the
model can be found in Chapter 2.
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3.2.3 Dynamical Diagnostics
The influence of eddies on tracer transport (e.g., ozone) is quantified from the transform Eulerian
mean (TEM) continuity equation for zonal mean tracer concentration (Andrews et al. 1987). For
linear, steady, conservative waves, the TEM tracer transport equation can be written in the form:
χt = −v∗χy − w∗χz + ez/H(∇ ·M) + S (3.2)
The Eq. 3.2 separates the local change in tracer concentration χt as a result of transport pro-
cesses that occur due to advection by the residual circulation (v∗, w∗), the eddy effects (ρ−10 ∇ ·M),
and the chemical production minus loss rate (S) (Andrews et al., 1987). The eddy effects are de-
fined as the divergence of the eddy transport vector (M), having the components as:
M(y) = −e−z/H(v′χ′ − v′θ′ χz/θz) (3.3)
M(z) = −e−z/H(w′χ′ + v′θ′ χy/θz) (3.4)
The v∗ and w∗ in Eq. 3.2 denote the TEM residual meridional and vertical winds defined as
v∗ = v − ρ−10 (ρ0v′θ′/θz)z and w∗ = w + (a cosφ)−1(cosφ v′θ′/θz)φ, respectively. In addition, the
residual mean circulation calculated from the streamfunction (Ψm) and the wave geometry diag-
nostic (Harnik and Lindzen, 2001) are also used in this study. The residual mass streamfunction
Ψm( units in kg/s) is calculated as:




The overbars indicate zonal means, primes are deviations from it and subscripts denote partial
derivatives. The potential temperature and scale height are represented by θ and H , respectively.
The Coriolis parameter and Earth’s radius are, respectively, denoted by f and a.
3.2.4 Identification of DWC Event
We used a similar definition of DWC event as in Lubis et al. (2016b) based on daily total negative
wave-1 meridional heat flux (v′T ′k=1) at 50 hPa averaged between 60o and 90oN, which represents
the 5th percentile of the daily v′T ′k=1 distribution. The analysis focused on January, February
and March (JFM), which is the period of maximum wave coupling between the troposphere and
stratosphere. For time-lagged composites, the central date is the day on which v′T ′k=1 has a mini-
mum. The central dates of DWC event must be separated by at least 15 days. The time separation
threshold is motivated by the time scale of planetary wave coupling Perlwitz and Harnik (2003).
Applying our identification algorithm leads a total number of 20 DWC events in MERRA and 58
events in WACCM.
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3.3 Observed Effects of DWC on Ozone
In this section, the direct effects of the DWC on polar stratospheric ozone is examined by first
discussing the connection between transient wave forcing, residual circulation, and Arctic
temperatures during the composite life cycle. Then, the connection between DWC and ozone is
examined.
3.3.1 Connection between DWC, Stratospheric Residual Circulation, and Arctic Tem-
peratures
Figure 3.1 shows the evolution of the high-latitude wave-1 heat flux anomaly (a), wave-1 EP flux
divergence anomaly (b), residual circulation anomaly (c), and total potential temperature tendency
(d), following the life cycle of DWC event. DWC is preceded by upward propagation of planetary-
scale waves, indicated by a positive heat flux anomaly that migrates from the troposphere into the
stratosphere from days -15 to -5 (Fig. 3.1a). This behavior is consistent with anomalous EP flux
convergence in the stratosphere (Fig. 3.1b), which is dominated by the vertical divergence of the
vertical EP flux (not shown). The heat flux evolution coincides with a positive (poleward) residual
circulation anomaly (Fig. 3.1c) and the corresponding positive potential temperature tendency in
the stratosphere. This tendency is consistent with air being advected downward over the pole,
producing adiabatic warming (Fig. 3.1d).
FIGURE 3.1: Evolution of the downward planetary wave events as a function of time from days -20 to +20
and pressure in MERRA: (a) wave-1 meridional heat flux anomaly (black contours) and zero contour of
the total wave-1 meridional heat flux (blue contour), (b) wave-1 EP flux divergence anomaly, (c) residual
mass-streamfunction anomaly, and (d) potential temperature tendency averaged from 60 to 90oN. The black
contour intervals are: [1, 2, 4, 8, 16, 32, 64,..] Kms−1 for Fig. 3.1a, ± 0.5 m s−1day−1 for Fig. 3.1b, ± 1 x 109
[0.5, 1, 2, 4, 8, 16, 32, 64,..] kg s−1 for Fig. 3.1c and ± 0.5 K day−1 for Fig. 3.1d. The gray shading indicates
statistical significance at the 95%. All the significances are evaluated using a Monte Carlo approach.
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From days -5 to +5, the stratospheric heat flux anomaly subsequently changes sign and reaches
its minimum value. This negative heat flux value indicates that waves are reflected downward
to the troposphere, resulting in DWC. Notably, the upward propagating waves encounter the
reflecting surface and are forced to reflect and propagate downward into the troposphere due to
a narrow meridional waveguide (not shown). The transient downward wave propagation leads
to an EP flux divergence anomaly in the stratosphere (Fig. 3.1b), which in turn drives a nega-
tive (equatorward) residual circulation anomaly (Fig. 3.1c), and the subsequent negative potential
temperature tendency in the stratosphere (Fig. 3.1d).
The evolution of the heat flux anomalies for downward planetary wave events is in agreement
with the results of Dunn-Sigouin and Shaw (2015). Our results further indicate that the life cycle
of DWC involves a transient reversal of anomalous poleward to equatorward residual circulation,
and subsequent changes in potential temperature tendency (from positive to negative value). We
note that the time-integrated potential temperature tendency over the life cycles is negative, in-
dicating a net cooling of the polar vortex, while the time-integrated residual circulation is zero,
showing that the impacts is reversible.
3.3.2 Observed Ozone Changes Induced by DWC
The former analysis suggests that DWC has a significant impact on the strength and structure of
residual circulation. In this section, we analyze the implication of transient changes in residual
circulation induced by DWC on polar stratospheric ozone. Figure 3.2 shows the corresponding
transient evolution of the zonal-mean ozone tendencies averaged between 60 to 90oN during up-
ward downward planetary wave events. During downward wave events, the total ozone tendency
transitions from a large positive value in the upper stratosphere to a large negative value in the
lower stratosphere around day -4 (Fig. 3.2a). The evolution of the total ozone tendency is con-
sistent with the evolution of high-latitude residual circulation anomalies (Fig. 3.1c). The large
positive (poleward) residual circulation anomalies in the stratosphere from days -15 to -5 lead to
more ozone transport to the polar vortex, and the subsequent negative (equatorward) residual
circulation anomalies between days -4 to +5 leads to less ozone transport to the polar vortex.
To quantify the source of the transient changes in polar stratospheric ozone during DWC
events, the decomposition of total ozone tendency into dynamics and chemistry-plus-analysis
terms were analyzed. It is shown that the evolution of the total ozone tendency in the mid-lower
stratosphere is dominated by the dynamical term (Fig. 3.2b). The ozone tendency due to dynamic
in the mid-lower stratosphere is mainly attributed to the ozone transport via vertical (advection)
residual circulation (Fig. 3.2e), while the tendency in the mid-upper stratosphere is mainly attri-
buted to effects of eddy transport (Fig. 3.2f). Therefore, the dominance of the dynamical term on
the total ozone tendency in the mid-lower stratosphere during the composite life cycle is consistent
with the transient changes in residual circulation (Fig. 3.1c). On the other hand, the contribution
of the chemistry to the total ozone tendency (Fig. 3.2c) is evident in the upper stratosphere. While
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FIGURE 3.2: Evolution of the ozone tendencies for the composite DWC event as a function of time and
pressure, averaged from 60 to 90oN in MERRA: (a) total ozone tendency, (b) ozone tendency anomaly due
to dynamics and (c) due to parameterized chemistry. Tendency from the dynamics is decomposed into (d)
vertical advection, (e) meridional advection, and (e) eddy transport effects. Stippling indicates statistical
significance at the 95% level using a Monte Carlo approach.
small significant regions of negative ozone tendency from chemistry are seen prior to the matura-
tion phase of DWC (above 10 hPa days -10 to -5, Fig. 3.2c), the magnitudes over the whole life cycle
are relatively small compared to those caused by dynamics. These results suggest that transient
changes in the polar mid-lower stratospheric ozone during the DWC life cycle are primarily due
to changes in dynamical ozone transport.
The same conclusion can be drawn by assessing the instantaneous correlation between the two
extreme stratospheric wave-1 heat flux events. Figure 3.3a shows a two dimensional histogram
of total ozone tendency versus residual vertical wind anomaly (w*) averaged over 60-90oN at
50 hPa. The black contour lines indicate the distribution of all daily JFM samples from 1979 -
2013 (90 days yr−1 x 35 yr = 3150 days). The red and blue dots indicate the days with positive
and negative extremes in total wave-1 heat flux, respectively (the top and bottom 5%). Negative
extremes are associated with DWC events. The overall circular pattern of contours is evidence of
a strong negative correlation between polar cap-averaged ozone tendency and w*. This is consis-
tent with a direct calculation of time series correlation, which is statistically significant (R=-0.80).
In addition, the days with positive and negative extremes (red and blue dots, respectively) are
systematically skewed compared to the background distribution, suggesting that enhanced ex-
treme negative heat flux (i.e., stronger DWC event) corresponds to a weaker residual circulation
and a higher negative ozone tendency, and vice versa for positive extremes. In addition, Fig. 3.3b
3.3. Observed Effects of DWC on Ozone 61
FIGURE 3.3: Two-dimensional joint probability density distribution of (a) total ozone tendency vs resi-
dual vertical wind velocity (averaged over 60 to 90oN at 50 hPa) in JFM, (b-c) as in Fig. 3.3a, but for total
ozone tendency due to dynamics and to parameterized chemistry, respectively. The axes are normalized to
standard deviations in each quantity. Black contours show the probability distribution of all JFM days
during 1979-2013 (contour shown are 1, 2, 3, 4, 5,.. % of total). Red and blue dots show days with 5%
extreme maximum and minimum total wave-1 meridional heat flux. Larger circles indicate the mean of the
distribution of all points (white), high extremes (red), and low extremes (blue).
shows a similar diagnostic for the dynamical ozone tendency versus w*. Again, the overall two di-
mensional distribution suggests a strong negative correlation between dynamical ozone tendency
and the vertical component of the residual circulation, with a temporal correlation coefficient of
-0.83. This reflects the fact that the dynamical ozone tendency is strongly correlated with changes
in residual circulation. We found no instantaneous relationship between chemical ozone tendency
and w* (R=-0.04). Although analyses in Fig. 3.3 are based on the 5% negative extreme events, the
described relationships do not depend on the fraction of extreme events considered (not shown),
and thus these results are representative of the general behavior. The same conclusions are also
obtained, and are even more robust, when using total column ozone tendency (TCO) instead of an
ozone-mixing ratio at 50 hPa (not shown).
Finally, the direct cumulative effects of DWC events over the whole composite life cycle are
analyzed. We previously showed that DWC events are transient and involve a positive to nega-
tive total ozone tendency evolution. Therefore, it is possible that the effects on ozone could inte-
grate to zero over their life cycles, meaning the impacts would be reversible. To check this, we
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FIGURE 3.4: Evolution of the total column ozone tendency (solid lines) and mixing ratio ozone tendency
(dashed lines) tendency at 50 hPa, averaged between 60-90oN for DWC event (blue) and upward wave event
(red). Statistical significance at the 95% level is denoted with thick lines using a Monte Carlo approach.
calculated the evolution of total column ozone (TCO) tendency and ozone tendency at 50 hPa
averaged between 60 to 90oN for both DWC events (blue lines) and upward wave events1 (red
lines) (Fig. 3.4).
The time integration of the significant TCO and ozone tendencies over the DWC life cycles is
zero, indicating a reversible impact on ozone (Fig. 3.4). This is consistent with the reversible impact
of DWC on residual circulation (Fig. 3.1c). On the other hand, the time integration of the significant
TCO and ozone tendencies during upward wave events is positive, indicating a net-increased
ozone (Fig. 3.4). This is again consistent with an irreversible poleward residual circulation during
upward planetary wave events (not shown). These results suggest that the direct cumulative effect
of DWC is to prevent the typical increase of ozone due to upward planetary wave events.
3.4 Modeled Effects of DWC on Ozone
Determining the connection between DWC, stratospheric residual circulation, and Arctic
temperature is one of the keys to improving our understanding of the link between stratospheric
dynamics and ozone variability both in the real atmosphere and in the stratosphere-resolving
chemistry-climate models. In this section, we attempt to test if the linkages between DWC and
transient changes in polar stratospheric ozone can be confirmed in a current chemistry-climate
model, CESM1(WACCM).
1An upward planetary wave event is identified when the time series v′T ′k=1 first crosses the 95th percentile of the
JFM distribution.
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3.4.1 Connection between DWC, Residual Circulation, and Arctic Temperatures in
CESM1(WACCM)
Figure 3.5 shows the evolution of the high-latitude wave-1 heat flux anomaly, wave-1 EP flux
divergence anomaly, residual circulation anomaly, and potential temperature tendency during
downward planetary wave events in CESM1(WACCM). In general, the life cycle of downward
wave events in simulation reveals similar connections between high-latitude wave-1 heat flux
anomalies, wave-1 EP flux divergence anomalies, residual circulation anomalies, and potential
temperature tendency, as shown in MERRA reanalysis. In particular, the upward propagating
waves begin from days -20 to -6, indicated by a migration of a positive high-latitude stratospheric
heat flux anomaly from the troposphere to the stratosphere (Fig. 3.5a). The high-latitude posi-
tive heat flux anomaly coincides with a positive residual circulation anomaly (Fig. 3.5c), and the
corresponding positive potential temperature tendency in the Arctic stratosphere (Fig. 3.5d). The
enhanced downwelling is consistent with enhanced EP flux convergence in the stratosphere (Fig.
3.5b).
FIGURE 3.5: As in Fig. 3.1, but for a 100-yr CESM1(WACCM) simulation.
Furthermore, the stratospheric heat flux anomaly subsequently changes sign and reaches its
minimum value from days -5 to +5 (Fig. 3.5a). The transition from positive to negative heat
flux is suggestive of upward wave propagation from the tropospheric source followed by down-
ward wave propagation from the stratosphere. The negative heat flux anomaly coincides with
anomalous equatorward residual circulation and the corresponding positive potential tempera-
ture tendency in the polar stratosphere. Overall, the results from the model simulation support
our observational-based analysis, showing that the life cycle of DWC events involve a transient
reversal of residual circulation anomalies and potential temperature tendencies. In addition, the
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impacts on residual circulation (potential temperature tendency) are reversible (irreversible) over
the lifecycle.
3.4.2 Simulated Ozone Changes Induced by DWC
To investigate the direct effect of DWC on ozone in the model simulation, the ozone tendency
budget analysis similar to Fig. 3.2 is repeated here. Figure 3.6 shows the time evolution of total
ozone tendencies during the composite life cycle. Consistent with MERRA, the negative ozone ten-
dency in the model occurs during the time of maximum DWC events (days -3 to +3), between 100
and 5 hPa (Fig. 3.6a). This negative ozone tendency is preceded by a positive ozone tendency (days
-20 to 5). The transition of positive to negative ozone tendency in the lower-to-mid stratosphere is
consistent with poleward to equatorward residual circulation anomalies (Fig. 3.5c). Interestingly,
there is a strong positive ozone tendency in the upper stratosphere (above 5 hPa) during the time
of maximum DWC events, which is not captured by MERRA.
FIGURE 3.6: As in Fig. 3.1, but for a 100-yr CESM1(WACCM) simulation.
By decomposing the total ozone tendency into dynamical and chemical terms, it can be seen
that transient changes in ozone dynamics dominate the total ozone tendency during the compo-
site life cycle (Fig. 3.6b-c). In the mid-lower stratosphere, this tendency is mainly attributed to
the vertical advection process (Fig. 7d), while in the upper stratosphere the eddy transport effect
becomes dominant (Fig. 3.6f). In addition, the strong positive total ozone tendency in the upper
stratosphere during the time of maximum DWC events is attributed to the dynamical ozone ten-
dency due to eddy transport effect and vertical advection through the residual circulation (Fig.
3.5. Seasonal Impact of DWC on Ozone 65
3.6f). The magnitude of these two quantities in the upper stratosphere is relatively higher in the
model compared to MERRA; thus leading to the discrepancy of the total ozone tendency over this
region. Furthermore, the ozone tendency due to chemistry in the upper stratosphere is relatively
weaker and in the opposite sign of the ozone tendency due to dynamics (Fig. 3.6c). The overall
results supports our observational-based analysis that the transient changes in polar stratospheric
ozone during a DWC event are mainly due to changes in the dynamical ozone transport.
FIGURE 3.7: As in Fig. 3.4, but for a 100-yr CESM1(WACCM) simulation.
As a last step, the direct cumulative effects of DWC events were examined in the same way
as the reanalysis. The previous results showed that DWC events are transient and involves a
positive to negative total ozone tendency evolution. The time evolution of total column ozone
(TCO) tendency and ozone tendency at 50 hPa averaged between 60 to 90oN for the composite of
DWC event (blue lines) and upward wave event (red lines) is shown in Fig. 3.7. Consistent with
MERRA, the time integration of significant TCO and ozone tendencies during the DWC events is
zero, indicating a reversible impact on the ozone (Fig. 3.7). On the other hand, the time integration
of the significant TCO and ozone tendencies during upward wave event are positive, indicating
a net increased ozone (Fig. 3.7). This confirms our previous finding suggesting that the direct
effect of the full wave reflection life cycle is to prevent the typical increase of ozone due to upward
planetary wave events.
3.5 Seasonal Impact of DWC on Ozone
The former analysis shows that an individual DWC event has a statistically significant impact on
the polar stratospheric ozone. While an individual event’s impact occurs on a short time scale,
several events in an individual JFM season may produce an impact on a longer time scale. In this
section, we briefly examine the cumulative impacts on Arctic total column ozone during seasons
that are dominated by DWC events.
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3.5.1 Reflective versus Absorptive Winters
In order to analyze the seasonal impact of DWC on column ozone, we classify winter stratos-
pheric basic states into reflective and absorptive states. The classifications are based on the vertical
wave numbers (m) (averaged between 1-5 hPa and 65-75oN) and zonal mean wind (U ) at 30 hPa
(averaged between 60-85oN), similar to Perlwitz and Harnik (2003).
FIGURE 3.8: Time series of seasonal (JFM) mean m and U(30) from MERRA. The blue (red) circles indicate
the most reflective (absorptive) winters (further discussed in the text).
Reflective winters (favourable for DWC events) are defined when m < 0 and U(30) > 2.5σ,
while absorptive winters (with dominant upward events) are defined when m > 0 and U(30) <
2.5σ. We exclude the years with (without) SSW events from the potential reflective (absorptive)
winters. The time series of selected reflective and absorptive winters are shown in Fig. 3.8. Using
this definition, we found the most reflective (absorptive) winters, 8 (11) in MERRA and 19 (21)
in CESM1(WACCM). We also note that the composites of total vertical components of wave-1 EP
flux during reflective (absorptive) winters are negative (positive) in the lower-to-mid stratosphere,
which is consistent with downward (upward) wave events (not shown).
Figure 3.9 shows composites of the zonal-mean wind, wave-1 geopotential height, and
temperature difference in JFM for the composite of reflective and absorptive winters in MERRA.
During reflective winters, the maximum zonal-mean zonal wind resides in the mid-stratosphere,
and consequently the region of vertical reflecting surface extends down to 3 hPa (Fig. 3.9a). This
vortex configuration is favorable for DWC events, which is indicated by eastward phase tilt with
heights of the wave-1 structure from the mid-troposphere to the mid-stratosphere (Fig. 3.9b). In
addition, the Arctic mid-lower stratosphere is significantly colder; the polar cap temperature at 50
hPa is 7 K lower than the climatological mean (Fig. 3.9c). This cooling is consistent with a strong
and stable polar vortex, which is associated with less wave absorption in the stratosphere due to
enhanced DWC events.
In contrast, during absorptive winters, the vertical reflecting surface shifts upward into the
upper stratosphere and the meridional waveguide becomes wider in the mid-stratosphere (Fig.
3.9d). This configuration is favorable for upward wave events, indicated by the westward phase tilt
with height of the wave-1 structure (Fig. 3.9e). The Arctic mid-lower stratosphere is significantly
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FIGURE 3.9: (a, d) Composites of the zonal wind and wave geometry for (top) reflective and (bottom)
absorptive winters in JFM from MERRA. The grey shading indicates regions of wave evanescence and the
red (green) contour lines indicates the vertical reflecting surface m2 = 0 (meridional wave guide l2 = 0);
contour interval for the zonal wind is 5 m/s. (b-e) As in (a, d), but for composites of the wave-1geopotential
heights averaged between 60 to 70oN; contour interval is logarithmic powers of 2: ± [0.5, 1, 2, 4, 8, 16, 32, 64,
128, 256,..]m. (c, f) temperature differences: (c) reflective years from the 1979-2013 climatological mean (i.e.,
blue contours indicate regions where temperature is cooler than the climatology); (f) absorptive years from
the climatological mean. The contour interval is 1 K and stipplings denote differences significant at the 95%
confidence level.
warmer, by approximately 6 K higher than the climatological mean at 50 hPa (Fig. 3.9f). The
warmer and more disturbed polar vortex during absorptive winters is consistent with enhanced
upward propagating waves into the stratosphere. The structures of the vortex, wave geometry,
vertical wave-1 pattern, and polar temperature anomalies during reflective and absorptive winters
are confirmed by the model simulation (not shown).
3.5.2 Seasonal Impact on Arctic Column Ozone
In order to estimate the seasonal impacts of DWC events on Arctic column ozone, the evolu-
tion of high-latitude averaged daily column ozone during reflective and absorptive winters was
determined by calculating the daily seasonal cycle averaged over each sub group of winters both in
MERRA and CESM1(WACCM) simulation (Fig. 3.10). On average, relatively lower (higher) total
column ozone is observed during the reflective (absorptive) years, particularly in late winter and
early spring. We note that a less severe springtime ozone destruction in CESM1(WACCM) during
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reflective years (in March and April) compared to MERRA, is due to the fact that the simulation is
run with fixed GHG and ODS forcings.
FIGURE 3.10: Evolution of daily column ozone (DU) averaged from 60 to 90oN for the composite of reflective
(blue) and of absorptive (red) years in (a) MERRA and (b) CESM1(WACCM). The shading indicates the
region of ± one standard deviation for reflective years (reddish), absorptive years (bluish), and all years
(light gray).
During reflective years, the column ozone in late winter and early spring (Fig. 3.10) is relatively
lower compared to the all-year and absorptive mean. This is consistent with a strong and cold polar
vortex due to increased DWC events (Fig. 3.9), which leads to high amount of ozone destruction
in spring via heterogeneous processes. This process is termed as an indirect effect of DWC. In
addition, a relatively low column ozone during reflective winters is also attributed to the direct
effect of DWC, preventing the typical increase of ozone due to upward planetary wave events
(Figs. 3.4 and 3.7). These two effects altogether result in lower column ozone in late winter and in
spring.
Conversely, during absorptive years (with SSW events), a relatively higher column ozone com-
pared to the climatological mean (Fig. 3.10) is consistent with a weak and warm polar vortex (Fig.
3.9), resulting in less springtime ozone destruction, and with increased dynamical ozone supply
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induced by enhanced upward wave events (Figs. 3.4 and 3.7). This result is consistent with pre-
vious studies, showing that SSWs lead to significantly increased polar ozone concentrations in the
lower stratosphere (e.g., Liu et al. 2011; Hocke et al. 2015).
FIGURE 3.11: Differences in the daily-mean ozone tendency (averaged from 60-90oN) between REF and ABS
in MERRA (left) and CESM1(WACCM) (right) as a function of time and pressure, due to (a,c) dynamics, and
(b,d) chemistry. Stipplings denote differences significant at the 95% confidence level.
The aforementioned indirect effect of DWC should only affect ozone concentration in spring
when the polar stratosphere becomes sunlit. To show this, we calculated the differences in
total ozone tendency due to dynamics and chemistry between reflective and absorptive years
(Fig. 3.11). Both MERRA and the model simulation show that, a significant reduction in ozone
chemistry tendency in early spring is stronger in reflective years compared to absorptive years
(Figs. 3.11a,d). This result is consistent with relatively low springtime column ozone during
reflective years, which is attributed to a cold polar temperature that leads to large chemical ozone
destruction in spring via heterogeneous processes. On the other hand, an increased tendency
from dynamics in spring during reflective years is likely to the sharpened meridional and vertical
gradients of ozone after the spring time ozone loss occurs.
3.6 Conclusions and Discussion
The goal of this study was to investigate the impact of DWC on polar stratospheric ozone in order
to fully understand the mechanisms controlling the variability of Arctic stratospheric ozone. The
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key results of this study are as follows:
1. The life cycle of DWC events involves a transient reversal of poleward to equatorward
residual circulation anomalies, and subsequent changes in potential temperature tendency.
2. The time-integrated potential temperature tendency over the composite life cycles is nega-
tive, indicating a net cooling of the polar vortex induced by DWC, while the time-integrated
residual circulation is zero, showing that the impacts is reversible.
3. The transient changes in polar stratospheric ozone during the life cycle of DWC events are
primarily attributed to changes in the dynamical ozone transport.
4. The direct effect of DWC events on ozone is to prevent the typical increase of ozone due to
upward planetary wave events, which is consistent with the reversible impact of DWC on
the residual circulation.
5. The indirect effect of DWC leads to increase springtime ozone loss due to cold polar
temperature. This effect is consistent with the irreversible cooling induced by DWC during
the composite life cycles.
6. Winter seasons dominated by DWC events (reflective winters) lead to lower Arctic column
ozone, while seasons dominated by increased wave absorption (absorptive winters) lead to
relatively higher Arctic column ozone. This is consistent with the cumulative impacts of
downward and upward planetary wave events on ozone via changes in the strength of the
polar vortex and the residual circulation.
The results of this study establish a new perspective on dynamical processes controlling the
Arctic ozone variability. Previous studies have shown that weaker midwinter planetary wave
forcing due to less wave activity entering the lower stratosphere, leads to cooler spring Arctic
temperatures, and thus to more ozone destruction (e.g., Randel et al. 2002; Newman et al. 2001;
Weber et al. 2003; Tegtmeier et al. 2008). Our results suggest that weaker midwinter planetary
wave forcing in the stratosphere can also be attributed to enhanced DWC events in the presence of
the vertical reflecting surface (instead of weaker tropospheric wave source). The results establish
that dynamical processes via DWC events can contribute to a large springtime ozone destruction
through their impact on the polar temperatures.
Recent studies have shown that large chemical ozone loss in the spring of 2011 is one of the
major reasons for the unprecedented low Arctic column ozone (e.g., Manney et al. 2011; Isaksen
et al. 2012; Hommel et al. 2014). This is attributed to extremely low mid-winter temperatures in
the lower stratosphere resulting from weaker midwinter planetary wave forcing (Hurwitz et al.,
2011). Since winter of 2011 is classified as a reflective winter based on our definition (with a strong
polar vortex and downward wave reflection), the unprecedented low Arctic column ozone of 2011
could be also attributed to the cumulative effects of DWC events.
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Our results also reveal that the amount of wave absorption directly influences polar Arctic
temperatures, and therefore the amount of ozone destruction in spring. Since wave absorption
is minimal during reflective winters, the winters tend to be cold with more ozone destruction.
The process of wave reflection and absorption is highly variable, and the amount and location
depend on the tropospheric source of the waves, on the structure of the vortex (on which the waves
propagate), and on non-conservative effects (McIntyre and Palmer, 1983; Harnik and Heifetz, 2007;
Harnik, 2009). A better understanding of the tropospheric conditions that lead to such events
is needed to improve the understanding of the link between stratospheric dynamics and ozone
variability.
A recent multi-model inter-comparison of chemistry climate models (CCMs) concludes that the
models do not produce a consistent prediction of the evolution of Arctic temperatures and ozone
loss in the twenty-first century, mainly because of discrepancies in the model’s dynamics (SPARC
CCMVal 2010, Chapter 4). Understanding the impact of DWC events on polar stratospheric ozone
and temperatures could provide a useful diagnostic to validate the influence of stratospheric
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Abstract
The occurrences of downward wave coupling (DWC) between the stratosphere and tropos-
phere in the NH have been recently shown to be strongly influenced by the QBO and the SST
variability. However, the effects of the anthropogenic factors on DWC in the NH have not been
investigated so far. Here we examine the effects of anthropogenic forcing on DWC in the NH using
a set of transient and timeslice simulations performed with CESM1(WACCM) chemistry-climate
model. The analysis shows that a significant reduction of DWC events is detected in the future,
with a shift of their timing toward midwinter. This is attributed to a change in the timing of the
reflecting surface formation and increased wave absorption in early winter. The tropospheric res-
ponse to DWC in the future is less reminiscent of the positive phase of the NAO. This is associated
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with a weaker DWC event, which leads to weaker baroclinic eddy feedbacks in the troposphere.
The results indicate for the first time how a future change in stratospheric dynamics via DWC,
as simulated under the extreme climate change conditions, may affect the troposphere-surface
system.
4.1 Introduction
Planetary waves play important roles in many aspects of the climate system, including their roles
on regional climate (e.g., Petoukhov et al. 2013; Screen and Simmonds 2014), on stratospheric ozone
(e..g, Randel et al. 2002), and on downward dynamical links between the stratosphere and tropos-
phere (e.g., Kuroda and Kodera 1999; Baldwin and Dunkerton 1999; Song and Robinson 2004).
Recent climate model studies have found that planetary wave activity will intensify with the
increase of GHGs, due to an increased meridional temperature gradient in the lower stratosphere
(e.g., Sigmond et al. 2004; Eichelberger and Hartmann 2005) or to changes in the location of critical
layers within the subtropical lower stratosphere (Shepherd and McLandress, 2011). On the other
hand, cooling of the polar lower stratosphere induced by ozone depletion, can also increase the
meridional temperature gradient in the lower stratosphere and hence could enhance extratropical
wave activity in the same fashion as GHG increases (e.g., Neff et al. 2008; Hu and Fu 2009; Lubis et
al. 2016a). Therefore, understanding the effects of both the GHG increase and ozone changes will
help to better understand the evolution of planetary wave activity in the future. Most previous
studies on the impact of future changes in GHG and ozone on planetary wave activity in the NH
focus on the upward propagating wave activity from the troposphere to the stratosphere, while the
impact of climate change on downward wave activity between the stratosphere and troposphere
(called downward wave coupling [DWC]) is not understood. Here the impact of anthropogenic
forcing factors on DWC in the NH is examined for the first time.
DWC can impact the tropospheric wave patterns (both stationary and transient) and surface
weather via a well-defined bounded wave geometry1 (e.g., Perlwitz and Harnik 2003; Shaw et al.
2010; Lubis et al. 2016b). DWC occurs during midwinter in the NH when the upward propagating
planetary waves decelerate the flow in the upper stratosphere, causing the potential vorticity gra-
dient to become negative (Harnik, 2009; Lubis et al., 2016b). Recent studies have shown that the
tropospheric impact of DWC resembles the positive phase of the North-Atlantic Oscillation (NAO),
including a poleward jet shift over the North Atlantic sector (Shaw and Perlwitz, 2013; Dunn-
Sigouin and Shaw, 2015; Lubis et al., 2016b). More recently, Lubis et al. (2016b) found that the
strength of the tropospheric response to DWC is controlled by synoptic-scale eddy feedback and
atmosphere-ocean interaction. Thus, a better knowledge of DWC event and the involved mecha-
nisms will help to improve the representation of tropospheric circulation under climate change in
climate models.
1a configuration where the vertical reflecting surface sits above the meridional waveguide
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A recent set of sensitivity experiments with the CESM1(WACCM) chemistry-climate model,
consisting of a number of single natural forcing experiments (QBO and SSTs), showed that vari-
ability related with SSTs and the QBO are equally important in establishing a correct representa-
tion of DWC in the CCM (Lubis et al., 2016b). Excluding SST (QBO) forcing, the DWC frequency
dropped (increased) significantly. In addition, these two natural forcing factors also influence the
tropospheric response to DWC, both through a modification of wave propagation and interaction
with the mean flow in the stratosphere, and through a modification of the internal tropospheric
feedbacks (Lubis et al., 2016b). However, the mechanisms by which anthropogenic forcing factors
affect the DWC in the NH remains unclear.
The goal of this study is to examine how DWC variability in the NH, particularly their
seasonality, will change in the future, and what the relative contribution of GHGs and ODSs to
this change is. To this end, we use different transient and timeslice CESM1(WACCM) simulations
that represent present and future climate conditions.
4.2 Data and Methods
4.2.1 Model Simulations
All simulations used were performed with the National Center for Atmospheric Research (NCAR)
Community Earth System Model (CESM) version 1.0.2, a fully coupled global Earth system model,
which contains an interactive ocean, land, sea ice, and atmosphere components (see Chapter 2 for
details).
We used two transient (TR) simulations covering the period from 1955 to 2099 (145 years), TR-
NAT and TR-RCP8.5, similar as in Lubis et al. (2016b). The TR-NAT simulation uses fixed GHG
and ODSs at 1960s levels, while the TR-RCP8.5 uses transient anthropogenic forcing following
observations until 2005 and the RCP Scenario 8.5 (Meinshausen et al., 2011) thereafter. Future
changes in DWC characteristics are assessed by comparing the last 40 winters of the simulation
(2060 to 2099, "future") with the first 40 ones (1960 to 1999, "past"). In addition, results from the
TR-NAT simulation are compared with the extreme climate change scenario of the TR-RCP8.5 run
in order to understand the role of future changes in GHG and ODS forcing.
We also employ different timeslice (TS) simulations of about 40 years with the same model
which include changes in concentrations in GHGs and ODS for present and projected future
climate. The TS-GHG experiment uses seasonally varying surface emissions of ODSs at 1960s
levels, in combination with surface emissions of GHGs at 2080s levels. For the TS-ODS experi-
ment, ODSs at 2080 levels in combination with surface emissions of GHGs at 1960s levels are used.
All timeslice experiments are initialized using restart files from the year 2080 of the TR-RCP8.5 run,
and are coupled with interactive ocean and sea ice. The sensitivity simulations allow us to isolate
the influence of each anthropogenic forcing (GHG and ODS) on DWC. See Table 4.1 for a detailed
description of each TR and TS simulations.
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TABLE 4.1: Description of CESM1(WACCM) transient and timeslice experiments. TR = transient run and
TS = timeslice run. All experiments are run with interactive SSTs-sea ice.
Experiment Period GHGs ODSs
TR-NAT 1955-2099 (145 yr) 1960s level 1960s level
TR-RCP8.5 1955-2099 (145 yr) OBS+RCP8.5 OBS+RCP8.5
TS-ODS 40 yr 1960s level 2080s level
TS-GHG 40 yr 2080s level 1960s level
4.2.2 Statistical-Dynamic Approach
Upward and downward propagating planetary wave signals are isolated using a time-lagged
singular value decomposition (SVD), similar as in Perlwitz and Harnik (2003) and Lubis et al.
(2016b). This diagnostic considers two geopotential heights of zonal wavenumber k both at
different altitudes. The maximal relationship between the two wave fields is determined by the
correlation of the daily temporal expansion coefficients (A an B) of the leading coupled mode[
Ak(t), Bk(t+ τ)
]
for each time lag τ . The tropospheric field is held fixed at 500 hPa, and the
respective stratospheric levels are shifted so that a negative (positive) time lag indicates that the
stratospheric (tropospheric) wave fields are leading.
In addition, a diagnostic of the basic-state wave propagation characteristics of Harnik and
Lindzen (2001) is used to determine the existence and location of turning surfaces for meridional
and vertical propagation. This diagnostic is a more accurate indicator of wave propagation regions
than the index of refraction, since it diagnoses meridional and vertical propagation separately
(Harnik and Lindzen, 2001; Lubis et al., 2016b).
4.3 Seasonality of DWC Events
We first focus on the analysis of the seasonal variation of DWC events. Figure 4.1 shows three-
month overlapping periods of lagged SVD correlations (rSVD) between Z-ZWN1 at 500 and 10
hPa. DWC events occur if the correlation peaks at a negative time lag (when the stratospheric field
is leading), and is statistically significant at the 99% level. DWC events in the recent past occur
throughout the winter; indicated by significant correlation at negative time lags from November
to April (Fig. 4.1a). In the future, however, DWC events occur over a shorter time period from
January to April, with no statistically significant signals found in early winter (Fig. 4.1b). The
overall correlations of DWC signals in the future are lower compared to the recent past, indicating
a significant reduction of downward wave activity from the stratosphere to the troposphere.
The timeslice simulations suggest that weaker DWC signals in the future are mainly due to in-
creases in GHG forcing (Figs. 4.1c-d). In particular, in the experiment with future ODS changes (TS-
ODS), DWC signals were notably more persistent over a longer period (from November through
April, Fig. 4.1c), with a pattern resembling the seasonal variation of DWC in the recent past. In con-
trast, a weak and less persistent DWC signal is observed in the experiment with increased GHGs
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FIGURE 4.1: Three-month overlapping periods of lagged SVD correlations between wave-1 geopotential
height (Z-ZWN1) at 500 hPa and 10 hPa for (a) TR-RCP8.5 past, (b) TR-RCP8.5 future, and two timeslice
experiments with (c) future ODSs forcing and (d) future GHG forcing. Solid dots represent values significant
at the 99% level. A negative (positive) time lag indicates that the stratospheric (tropospheric) wave field is
leading.
(Fig. 4.1d). We also note that there is no significant difference in DWC seasonality between the
future and past in the experiment with fixed GHG and ODS at 1960s levels (Fig. S1), suggesting
that future changes in DWC activity are mainly induced by anthropogenic GHGs.
Furthermore, decreased DWC activity in the future can be also examined from the associated
amplitudes of DWC in midwinter. Figure 4.2 shows the regression wave patterns when the time
series of the stratospheric field leads that of the tropospheric field by 9 days in JFM. For this
figure, we regressed the wave fields of both pressure levels to the standardized temporal expansion
coefficients of the stratospheric SVD pattern. It can be seen that future DWC amplitudes at the
500-hPa and 10-hPa levels from the TR-RCP8.5 simulation are significantly weaker compared to
the past (Figs. 4.2a-b). Based on the timeslice simulations (Figs. 4.2c-d), a significant decrease in
DWC amplitude is observed in TS-GHG (Fig. 4.2d), while a qualitatively similar wave pattern
and amplitude is observed in TS-ODS in comparison to the past (Fig. 4.2c). These results are in
agreement with the wave coupling correlation analysis, suggesting that a future decrease in the
occurrence of DWC in the NH is mainly attributed to increase in GHG forcing.
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FIGURE 4.2: Heterogeneous regression patterns at 10 hPa (colour shaded) and 500 hPa (contour lines) asso-
ciated with DWC in JFM (i.e., Z-ZWN110 leads Z-ZWN1500 by 9 days) for (a) TR-RCP8.5 past, (b) TR-RCP8.5
future, and two timeslice experiments with (c) future ODSs forcing and (d) future GHG forcing. Contour
interval is 30 m (shaded) for Z-ZWN1 at 10 hPa, and 5 m (black) for Z-ZWN1 at 500 hPa. The zero contour
is omitted.
4.4 Mechanisms for Changes in Seasonality of DWC Events
The former analysis showed that there is a significant reduction of DWC events in the future, with
a shift of their timing toward midwinter (i.e., no significant DWC signals occur in early winter). To
elucidate the mechanisms responsible for decreased DWC activity in the future, we analyzed the
seasonal evolution of the wave geometry. Figure 4.3 shows the climatological seasonal evolution
of the vertical wavenumber (m2) averaged from 60 to 800N for the transient (TR) and timeslice
(TS) simulations. In the past, the stratospheric reflecting surface persists from early to late winter
(October to April, Fig. 4.3a). This vertical reflecting surface is bounded by the extended meridional
waveguide from November to April (Fig. S2a), and therefore is consistent with the significant
DWC signals in Fig. 4.1a.
In the future, vertical reflecting surfaces occur only from December to April (Fig. 4.3b), while
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FIGURE 4.3: The climatological seasonal cycle of the vertical wavenumbers averaged between 60-80oN for
(a) TR-RCP8.5 past, (b) TR-RCP8.5 future, and two timeslice experiments with (c) future ODSs forcing and
(d) future GHG forcing. The vertical wavenumbers (units 10−5 m−1) are contoured with 0.01 (thick line); 2,
4 (dashed line); 6-30 in jumps of 3 (thin lines). Finally, the shading indicates the regions of wave evanescence
in vertical directions (m < 0).
the meridional waveguide exhibits the same seasonal evolution as in the past (Fig. S2b). By com-
bining the seasonal cycles of meridional and vertical wavenumbers, the high-latitude meridional
waveguide is completely bounded above by a vertical reflecting surface from December to April.
This configuration is consistent with significant seasonal DWC signals in Fig. 4.1b, occurring from
January to April. The insignificant DWC signal in November (Fig. 4.1b), in particular, is consis-
tent with an absence of vertical reflecting surfaces (Fig. 4.3b), which allows waves to propagate
to the upper stratosphere and dissipate there (Shaw et al., 2010; Lubis et al., 2016b). We note that
the insignificant DWC signals in December cannot be explained by the bounded wave geometry.
Furthermore, by using the timeslice simulations we showed that future changes in the reflecting
surface are mainly attributed to GHG forcing (Fig. 4.3d), dominating the opposing influence of
ozone recovery.
Although changes in the bounded wave geometry (Fig. 4.3) can explain the seasonal evolution
of DWC in the future (Fig. 4.1), this diagnostic is not able to explain the future seasonal shift of
DWC, as well as the insignificant DWC signals in December. A recent study by Lubis et al. (2016b)
showed that a significant reduction of DWC can be also attributed to increased wave absorption in
the stratosphere. To check this, we calculated the response of the stratospheric zonal-mean wind
from October to April in TR-RCP8.5 (future minus past), and the two timeslice experiments. A
significant weakening of the future polar vortex in TR-RCP8.5 starts from November to January
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FIGURE 4.4: (a) Differences of daily climatology of 10 hPa zonal-mean zonal wind from November to April
between future and past in TR-RCP8.5 simulation. (b-c) Changes of the same variable from different forc-
ings: (b) GHG only and (c) ODS only. Contour interval is 2 m/s, and stipplings indicate statistically signif-
icant values at a 95% confidence level (two-tailed Student’s t-test). (d) Differences of daily climatology of
100 hPa eddy heat flux averaged over 45-750N for RCP8.5 (future minus past). Thick lines correspond to
statistically significant differences of heat flux from those of the past period (95% confidence level).
(Fig. 4.1a). This weakening is mainly driven by GHG forcing (Fig. 4.4b), which dominates the
influence of ODS emission (Fig. 4.4c). This result is in agreement with the weak amplitude of future
polar stratospheric wind in the Arctic stratosphere under increased GHGs (e.g., Ayarzaguena et al.
2013; Manzini et al. 2014). The weakening of the future polar vortex in early winter is attributed
to enhanced wave absorption (convergent EP flux) in the upper stratosphere (Fig. S3), which
is driven mainly by enhanced upward propagating planetary-scale waves in early winter (Fig.
4.4d and Fig. S4). Therefore, the future decrease of DWC events in early winter and a shift of
their timing toward midwinter can be attributed to stronger wave absorption in the stratosphere,
leading to less downward wave reflection to the troposphere.
4.5 Tropospheric Impact of DWC in the Future
As a last step, we briefly analyzed the impact of DWC on tropospheric circulation. We use a similar
definition of DWC events as Lubis et al. (2016b), based on daily total negative wave-1 meridional
heat flux (v′T ′k=1) at 50 hPa averaged between 600 and 900N, which represents the 5th percentile
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of the daily v′T ′k=1 distribution. We focused on the most active winter season JFM, as it is a
favourable period for DWC in the NH.
Figure 4.5 shows the composites of 500-hPa geopotential height (a,d), 700-hPa zonal-mean
wind (b,e), and mean sea level pressure (c,f) anomalies north of 200N during the time when DWC
impact on the troposphere maximizes (days -3 to 3). In the past, the tropospheric response to DWC
events clearly resembles the patterns projecting onto the positive phase of the NAO. Notably, the
geopotential height anomalies exhibit a seesaw shape between mid- and high latitudes (Fig. 4.5a),
and tropospheric zonal wind anomalies reflect the strengthening and poleward shift of the tropos-
pheric jet over the North Atlantic basin (Fig. 4.5b). The sea level pressure anomalies show a similar
pattern as the 500-hPa geopotential height anomalies, indicating a quasi-barotropic, tropospheric,
NAO-like structure in association with downward wave activity (Fig. 4.5c). This result is consis-
tent with the impact of DWC in reanalyses shown in previous studies (e.g., Shaw and Perlwitz
2013; Lubis et al. 2016b).
However, in the future the surface influence of DWC in the North Atlantic basin is less remi-
niscent of the positive phase of the NAO. In particular, the poleward shift of the tropospheric zonal-
mean wind is located more eastward of the North Atlantic basin (Fig. 4.5e), which is consistent
with the eastward shift of geopotential height at 500 hPa (Fig. 4.5f). In addition, the sea level
pressure anomalies do not resemble the Annular Mode-like pattern, as has been observed in the
past. In addition, the overall impact of future DWC on the tropospheric circulation in midwinter
prevails only over limited regions. The differences in the magnitude and pattern of the tropos-
pheric responses to DWC between the future and past, may be related to the strength of DWC
events, which affect the baroclinic eddy feedback (through vertical wind shear) on the anomalous
positive NAO (Fig. S4). The results suggest that decreased DWC events in the future can affect
the future tropospheric weather during Northern winter trough changes in the baroclinicity of the
troposphere.
4.6 Concluding Remarks
In this study, the impact of anthropogenic forcing factors, namely GHGs and ODSs, on DWC vari-
ability in the NH was examined in both transient and timeslice simulations of the past and future,
performed with the CESM1 (WACCM) chemistry climate model. The key results of this study are:
1. Under extreme climate change conditions, a significant reduction in DWC events is detected
in the future, with a shift of their timing toward midwinter. This variation is related to a
change in the timing of the bounded wave geometry configuration and increased wave ab-
sorption.
2. Future increase in GHG emissions is largely responsible for the decrease in the number of
DWC events in early winter.
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FIGURE 4.5: The composites of (a,d) 500-hPa geopotential height (Z500), (b,e) 500-hPa zonal wind (U500),
and (c,f) mean sea level pressure (MSLP) anomalies during the period of maximum DWC impact on the
troposphere (days -3 to 3) in JFM for (top) TR-RCP8.5 past and (bottom) TR-RCP8.5 future. Contour interval
is 10 m for Z500, 1 m/s for U500, and 1 hPa for MSLP. The zero contour is omitted. The color shadings are
only drawn for anomalies that are statistically significant at the 95% confidence level using a Monte Carlo
approach.
3. The tropospheric response to DWC in the future is less reminiscent of the positive phase of
the NAO. This is associated with a weaker DWC event, which leads to weaker baroclinic
eddy feedbacks in the troposphere, particularly over the North Atlantic sector.
To our knowledge, this is the first sensitivity analysis carried out to explain the origin of future
changes in the timing of DWC events. Most of the previous studies on the impact of increased
future GHGs on tropospheric circulation have focused on changes in the in zonal-mean downward
coupling between the stratosphere and troposphere (Butchart et al., 2000; Bell et al., 2010b). Our
results show that future GHG changes also cause changes in DWC between the stratosphere and
troposphere, and thus its impact on the tropospheric circulation.
We expanded the work by Lubis et al. (2016b) on investigation of the factors controlling the
variability of DWC in the NH. Here we have stressed that changes in the anthropogenic forcing
factors also lead to changes in DWC in the NH winter. We also applied similar analysis for the
SH, and found that a significant change in DWC in the SH is mainly caused by ozone changes
(not shown), which is in agreement with the results of Shaw et al. (2011). The results of the
present study indicates for the first time how a future change in stratospheric dynamics via DWC
in the NH, under the extreme climate change conditions, may affect the future troposphere-surface
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system. These results are interesting and await confirmation with other CCMs to determine which
aspects of the modelled tropospheric responses to the DWC are robust between models.
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4.7 Appendix : Supplementary Figures
FIGURE 4.6: (S1). As in Fig. 4.1 but for the TR-NAT simulation.
FIGURE 4.7: (S2). The climatological seasonal cycle of the meridional wavenumbers averaged between 16-24
km for (a) TR-RCP8.5 past, (b) TR-RCP8.5 future, and two timeslice experiments with (c) future ODSs forcing
and (d) future GHG forcing. The meridional wavenumbers are contoured with 1 (solid) and 0.01 rad−1 (thick
solid line). Finally, the shading indicates the regions of wave evanescence in meridional directions (l < 0).
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FIGURE 4.8: (S3). (top) Wave-1 EP flux divergence differences between future and past in TR-RCP8.5 simu-
lation from November to January, superimposed with EP-flux vectors. (bottom) Vertical component of the
EP-flux differences between future and past in TR-RCP8.5 simulation. Stippling indicates regions where the
change exceeds the 95% significance level.
FIGURE 4.9: (S4). The composites of (a,d) 700-hPa Eady’s growth rate (EGR-700), (b,e) 700-hPa vertical zonal
wind shear (DUDZ-700), and (c,f) 700-hPa Brunt-Vaisala frequency (N-700) anomalies during the period of
maximum DWC impact on the troposphere (days -3 to 3) in JFM for (top) TR-RCP8.5 past and (bottom)
TR-RCP8.5 future. Contour interval is 1 × 10−2 day−1 for EGR-700, and 1 × 10−4 s−1 for DUDZ-700 and
N-700. The zero contour is omitted. The color shadings are only drawn for anomalies that are statistically
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While previous chapters elucidated the mechanism controlling NH polar stratosphere variability
and its coupling to the troposphere via DWC, in this chapter, mechanisms controlling the SH polar
stratosphere variability and its coupling to the mesosphere and lower thermosphere (MLT) during
the Antarctic ozone hole period were investigated. This analysis provides a first detailed investiga-
tion of the vertical coupling between the stratosphere and MLT regions, in which both dynamical
(resolved and non-resolved wave driving) and radiative effects are examined in detail. For this
study, two transient simulations with fixed and varying GHG and ODS forcings as introduced in
Chapter 4, are analyzed. In addition, three timeslice simulations with a combination of GHG and
ODS forcings are also examined to quantify of the effects of the corresponding factor separately.
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ABSTRACT
There is evidence that the strengthened stratospheric westerlies arising from the Antarctic ozone hole–
induced cooling cause a polar mesospheric warming and a subsequent cooling in the lower thermosphere.
While previous studies focus on the role of nonresolved (gravity) wave drag filtering, here the role of resolved
(planetary) wave drag and radiative forcing on the Antarctic mesosphere and lower thermosphere (MLT) is
explored in detail. Using simulations with NCAR’s Community Earth System Model, version 1 (Whole
Atmosphere Community Climate Model) [CESM1(WACCM)], it is found that in late spring and early
summer the anomalous polar mesospheric warming induced by easterly nonresolved wave drag is dampened
by anomalous dynamical cooling induced by westerly resolved wave drag. This resolved wave drag is at-
tributed to planetary-scale wave (k5 1–3) activity, which is generated in situ as a result of increased instability
of the summer mesospheric easterly jet induced by the ozone hole. On the other hand, the anomalous
cooling in the polar lower thermosphere induced by westerly nonresolved wave drag is enhanced by
anomalous dynamical cooling due to westerly resolved wave drag. In addition, radiative effects from in-
creased greenhouse gases during the ozone hole period contribute partially to the cooling in the polar lower
thermosphere.
The polar MLT temperature response to the Antarctic ozone hole is, through thermal wind balance,
accompanied by the downward migration of anomalous zonal-mean wind from the lower thermosphere
to the stratopause. The results highlight that a proper accounting of both dynamical and radiative effects
is required in order to correctly attribute the causes of the polar MLT response to the Antarctic
ozone hole.
1. Introduction
Ever since the first observation of the Antarctic ozone
hole in themid-1980s, the cause of springtime ozone loss
and its impacts on the atmospheric circulation and sur-
face climate has been investigated in great detail (e.g.,
Thompson and Solomon 2002; Gillett and Thompson
2003; Pawson et al. 2008; Son et al. 2010; Eyring et al.
2010, chapters 4–8; Polvani et al. 2011; Orr et al. 2012,
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2013; WMO 2014). This springtime ozone loss is mainly
caused by increased anthropogenic emissions of chlo-
rofluorocarbons (CFC) and other halogenated species
containing bromine and chlorine (Solomon et al. 1986;
Molina and Molina 1987; WMO 2014). In particular,
when there is not enough sunlight in the polar winter
stratosphere to initiate photochemistry, the conversion
of reservoir chlorine molecules into chlorine gas takes
place on the surface of polar stratospheric clouds (PSCs)
(e.g., Solomon et al. 1986). In the spring, when the polar
stratosphere becomes sunlit, solar ultraviolet (UV) ra-
diation splits the chlorine gas molecules into radical
chlorine atoms and makes them much more effective at
destroying ozone through catalytic cycles (e.g., Molina
and Molina 1987).
One striking effect of the stratospheric ozone loss is
the radiative cooling associated with a reduction of
absorbed solar UV radiation. This effect is evident in
observations as indicated by negative trends of polar
lower-stratospheric temperatures during spring and
early summer (e.g., Thompson and Solomon 2002;
Randel et al. 2009). Through thermal wind balance, the
resulting increased meridional temperature gradient
must be accompanied by increased vertical shear of the
geostrophic wind, leading to a strengthening of the polar
vortex (e.g., Waugh et al. 1999; Thompson and Solomon
2002; Orr et al. 2012). In the troposphere, this anoma-
lous circulation change resembles the patterns projecting
onto the positive phase of the southern annular mode
(SAM) [see Son et al. (2010) for an overview of possible
mechanisms], which is often described as the poleward
shift in the tropospheric jet and extratropical storm track
(e.g., Simmonds and Keay 2000; Wang et al. 2013).
Changes in SAM trends during the ozone hole period
have had a significant impact on the Southern Hemi-
sphere (SH) regional surface climate (e.g., Thompson
and Solomon 2002; Ummenhofer et al. 2009).
Changes in the SH stratosphere due to the ozone hole
can also affect the mesosphere and lower thermosphere
(MLT). The primary mechanism is changes in the
propagation of gravity waves (GWs) due to the change
in background stratospheric winds (Smith et al. 2010;
Smith 2012). Smith et al. (2010), using simulations with
the Whole Atmosphere Community Climate Model
(WACCM), show that ozone-loss-induced changes in
the stratospheric wind lead to a warming of the polar
summer mesopause. This is attributed to a weakening of
the westerly gravity wave drag (GWD) in the meso-
sphere during late spring and early summer (November–
December). In particular, strengthened westerly winds
in the stratosphere enhance filtering of westerly GWD
as they approach critical levels (i.e., the phase speed of
GWs becomes equal to the background wind speed).
This results in increased easterly GWD in the meso-
sphere, leading to a weakening of the polar summer
upwelling and the associated adiabatic warming in this
region. However, the role of resolved planetary wave
drag on theMLT temperature and circulation responses
to the Antarctic ozone hole remains unclear.
More recently, Lossow et al. (2012), using simulations
with the CanadianMiddleAtmosphereModel (CMAM),
show that SH mesospheric responses to the stratospheric
ozone loss differ significantly between late spring and
early summer. In late spring, the strengthened lower-
stratospheric westerlies increase filtering of the westerly
GWD, resulting in more anomalous easterly GWD in
the mesosphere. This leads to anomalous polar down-
welling and associated anomalous warming in the polar
summer mesosphere, similar to Smith et al. (2010). In
early summer, however, the strengthened mesospheric
easterlies due to increased easterly GWD, induce a
westerly resolved planetary wave drag anomaly through
baroclinic instability. The resulting polar mesospheric
cooling induced by this process dominates the upper-
mesospheric temperature responses to the ozone hole in
early summer. The latter result is in contrast to the Smith
et al. (2010) findings, which do not show a significant
difference in the mesospheric temperature responses
between late spring and early summer. These differing
results could be associated with a delayed breakdown of
the SH vortex inWACCM,which is approximately a few
weeks later than it occurs in CMAM (Lossow et al.
2012). Consequently, the mesospheric warming induced
by the ozone hole in WACCM persists longer into early
summer. Nevertheless, the structures of the changes that
occur in dynamical variables are very similar between
WACCM and CMAM. Despite these results, it is still
not clear how large the radiative effects from increased
ozone-depleting substances (ODSs) and greenhouse
gases (GHGs) are and how they influence the MLT
temperature and circulation responses during the Ant-
arctic ozone hole period. We attempt to address this
question with this study.
It is well established that planetary waves contribute
to the circulation and the large dynamical variability in
the MLT (Becker 2012; Smith 2012). Although most of
these waves are generated in the troposphere, they can
be also forced in situ in the mesosphere via instability of
the zonal-mean state (Garcia et al. 2005; Becker 2012;
Smith 2012). Two examples are in situ generation of the
quasi-2-day wave (QTDW) and 5-day planetary wave
(k5 1) via baroclinic instability of the easterly jet in the
summer mesosphere (Plumb 1983; Pfister 1985; Norton
and Thuburn 1999; Garcia et al. 2005). The strengthen-
ing of the mesospheric easterlies induced by the ozone
hole could affect the susceptibility of the mesosphere to
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be more baroclinically or barotropically unstable and
hence increase the probability of in situ planetary wave
generation. Lossow et al. (2012) finds that there is a
pronounced increase of the resolved wave drag in the
summer upper mesosphere due to the Antarctic ozone
hole. However, their calculations show that such
changes are mainly attributed to synoptic-scale waves
rather than planetary-scale waves likeQTDW (k5 3) or
5-day waves (k 5 1). As discussed in Lossow et al.
(2012), there are at least two potential issues that might
affect the resolved wave drag response in their simula-
tions: 1) the use of the Scinocca (2003) nonorographic
GWD parameterization in CMAM tends to dampen the
amplitude of the QTDW (McLandress and Scinocca
2005) and 2) the response of the resolved planetary
wave drag in the upper mesosphere was possibly af-
fected by the location of the model lid (;95 km), as
indicated by the large negative PV gradient maximizing
close to this location ;90 km [see Lossow et al. (2012)
for a detailed explanation]. Therefore, further investi-
gations with a higher-lid model are needed to address
this possibility.
A prominent feature of mesospheric dynamics is the
interhemispheric circulation from summer to winter pole
(Murgatroyd and Singleton 1961; Plumb 2002; Butchart
2014). This circulation is driven primarily by upward-
propagating GWs, with their effect on the mesospheric
mean flow depending on their phase velocities and the
background wind patterns (Holton 1983; Plumb 2002).
In the summer (winter) hemisphere, an equatorward (a
poleward) residual circulation in the mesosphere is in-
duced by westerly (easterly) GWD, resulting from fil-
tering of easterly (westerly) GWD by stratospheric
background winds. In contrast to the mesosphere, the
winter stratosphere is dominated by a poleward residual
circulation from the tropics to the pole (Plumb 2002;
Butchart 2014). This circulation arises primarily from the
dissipation of upward-propagating planetary-scale Rossby
waves in the stratosphere. In the upper troposphere and
lower stratosphere, the poleward flow of the residual
circulation is driven mainly by synoptic-scale wave ac-
tivity, which persists throughout the year (Plumb 2002).
The radiatively or wave-induced strengthening of the
polar vortex can suppress the upward wave propagation
from the troposphere into the stratosphere (Charney
and Drazin 1961), which results in further strengthening
of the polar vortex. This positive feedback can be
strengthened by the buoyancy frequency and the west-
erly winds near the tropopause (Chen and Robinson
1992), which lead to additional reduction of the upward-
propagating wave and, thus, inducing downward prop-
agation of the wind anomalies toward the tropopause
(e.g., Kuroda and Kodera 1998). Orr et al. (2012) show
that this positive feedback mechanism explains the
downward migration of zonal-mean wind anomalies
toward the tropopause during the Antarctic ozone hole
period. For the ozone-induced tropospheric changes,
there is recent evidence that the internal tropospheric
eddy-driven dynamics play crucial role for shaping and
maintaining the tropospheric response to the ozone hole
(Ogawa et al. 2015). Given the fact that stratosphere–
troposphere coupling associated with the ozone hole
has been widely investigated, our study will focus on
the mechanisms maintaining the vertical coupling in the
middle atmosphere from the stratosphere toward the
mesosphere and lower thermosphere.
In this paper, we perform experiments with the NCAR’s
Community Earth System Model, version 1 (Whole Atmo-
sphere Community Climate Model) [CESM1(WACCM)], a
state-of-the-art fully coupled chemistry–climate model,
to further investigate the impact of the Antarctic ozone
hole on the vertical coupling of the stratosphere–MLT
system. While previous studies focused on the impact of
nonresolved (gravity) wave drag filtering, this study in-
vestigates in detail the role of both resolved (planetary)
wave drag and radiative forcing (short- and longwave
radiation) during the Antarctic ozone hole period in the
model. We address the following questions:
1) What are the roles of resolvedwave drag and radiative
forcing on the MLT temperature responses to the
Antarctic ozone hole?
2) What are the dynamical mechanisms responsible for
maintaining the downward propagation of zonal
wind anomalies in the MLT?
3) What is the dynamical origin of the pronounced change
in the resolved wave drag responses in the MLT?
Section 2 describes the data and methods. The results
are presented in sections 3–5. Finally, the paper finishes
with a summary and discussion in section 6.
2. Model, simulations, and analysis
a. Model description
We use version 1.0.2 of the NCAR’s Community
Earth System Model (CESM), a fully coupled general
circulation model developed based on the Community
Climate System Model version 4 (CCSM-4; Gent et al.
2011), which includes an interactive ocean, land, sea ice,
and atmosphere (Marsh et al. 2013). For the simulations
analyzed here, we use WACCM version 4 as the atmo-
sphere component of CESM, which is the successor of
WACCM version 3.5 used by Smith et al. (2010).
WACCM uses the finite-volume dynamical core with a
horizontal resolution of 1.98 latitude by 2.58 longitude
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and 66 vertical levels from the surface to the lower
thermosphere at an altitude of ;140 km (;5.9 3
1026 hPa). Chemical processes in WACCM are repre-
sented by the 3D chemical transport Model of Ozone
and Related Chemical Tracers, version 3 (MOZART-3;
Kinnison et al. 2007). This includes the Ox, NOx, HOx,
ClOx, and BrOx chemical families, along with CH4
species within the chemical and physical processes in the
troposphere through the lower thermosphere (i.e., fully
interactive and fully coupled chemistry and physics).
WACCM is not able to resolve small-scale GWs with
horizontal wavelengths of tens up to several hundred
kilometers, and hence they need to be parameterized
(Richter et al. 2010). Therefore, WACCM employs an
updated parameterization of nonorographic GWs gen-
erated by frontal systems and convection and surface
stress due to unresolved topography (Richter et al.
2010). Other processes important for the mesosphere
and lower thermosphere such as ion chemistry, auroral
processes, and extreme ultraviolet and nonlocal ther-
modynamic equilibrium radiation are also implemented
[see Marsh et al. (2013) for specific details].
b. Model simulations
We perform five model experiments (summarized in
Table 1) to study the impact of the Antarctic ozone hole
on the vertical coupling of the stratosphere–MLT sys-
tem. The first two transient (TR) experiments are CTL-
TR and GHGODS-TR, covering 145 yr from 1955 to
2099. Both experiments use a nudged quasi-biennial
oscillation (QBO) signal in zonal-mean winds between
228S and 228N following the approach by Matthes et al.
(2010). The QBO is projected into the future by de-
veloping Fourier coefficients for the QBO time series
based on climatological values of Giorgetta1 from the
past records (1954–2004). The QBO nudging allows us
to study the dynamical impact of the tropics on the ex-
tratropics and the high latitudes. The effects of QBO
nudging in CESM1(WACCM) on extratropical and
high latitude dynamics agrees well with observations
(Hansen et al. 2013). The solar cycle was prescribed
using spectrally resolved daily variations of solar in-
coming radiation at the top of the atmosphere follow-
ing Lean et al. (2005) and was projected into the future
by repeating cycles 20–23 from the years 1965 to 2008.
The CTL-TR experiment uses a perpetual annual cycle
of all anthropogenic forcing including airplane emis-
sions at pre–ozone hole conditions averaged from 1955
to 1965, which we refer to as 1960s conditions, and
therefore no ozone hole develops in this simulation.
The GHGODS-TR experiment uses transient anthro-
pogenic forcing following observations until 2005 and
phase 5 of the Coupled Model Intercomparison Project
(CMIP5) representative concentration pathways (RCP)
scenario 8.5 (Taylor et al. 2012; Meinshausen et al. 2011)
thereafter, and consequently an ozone hole develops,
peaking in 2010. The RCP8.5 scenario includes future
projections of surface emissions of bothGHGs andODSs
as described in Meinshausen et al. (2011). Both model
simulations are initialized using initial files for January
1955 from a CESM-piControl experiment2 from the
CESM contribution to CMIP5, which runs for several
hundred years to reach an equilibrium state in the
ocean. Therefore, the differences between GHGODS-
TR and CTL-TR experiments can be used to study the
relative effects of ODSs and GHGs during the period
of the ozone hole or future ozone recovery (depending
on the time periods used for the analysis).
To examine whether the responses obtained from the
transient simulation during the Antarctic ozone hole
period are attributed mainly to ozone depletion or due
to the effects of GHGs, three 40-yr timeslice (TS) ex-
periments with different combinations in prescribed
surface emissions of the ODSs and GHGs are per-
formed. The reference timeslice experiment (REF-TS)
uses a perpetual annual cycle of surface emissions of
TABLE 1. Description of CESM1(WACCM) transient and timeslice experiments. TR 5 transient run and TS 5 timeslice run. All
experiments are run with interactive SSTs and sea ice.
Experiment Period GHGs ODSs
CTL-TR 1955–2099 (145 yr) 1960s level 1960s level
GHGODS-TR 1955–2099 (145 yr) OBS1RCP8.5a OBS1RCP8.5a
ODS2010-TS 40 yr 1960s level 2010s level
GHG2010-TS 40 yr 2010s level 1960s level
REF-TS 40 yr 2010s level 2010s level
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both ODSs and GHGs averaged from 2005 to 2015,
which represent emissions during the deep ozone hole
condition (refer to as 2010 conditions). The GHG2010-
TS experiment uses seasonally varying surface emissions
of ODSs at 1960s levels in combination with surface
emissions of GHGs at 2010 levels. For the ODS2010-TS
experiment, ODSs at 2010 levels in combination with
surface emissions of GHGs at 1960s levels are used. All
timeslice experiments are initialized using restart files
from year 2010 of the GHGODS-TR run and are cou-
pled with interactive ocean and sea ice. All other ex-
ternal forcings are kept constant at the 2010 levels.
Therefore, the differences between the GHG2010-TS
(ODS2010-TS) and REF-TS experiments reveal the
effects of polar stratospheric ozone depletion (climate
change due to increased GHGs).
c. Analysis framework
The transformed Eulerian mean (TEM) zonal mo-
mentum and thermodynamic budget analysis are used to
study the vertical coupling associated with the ozone
hole (Andrews et al. 1987; Orr et al. 2012, 2013; Keeble










































where za5 (a cosf)
21([u] cosf)f2 f ; [Qdia] is a total
diabatic source; u, y, and w are, respectively, the zonal,
meridional, and vertical components of the velocity; a is
Earth’s radius; f is the Coriolis parameter;f is latitude; z
is height (in log-pressure coordinates); r0 is air den-
sity, which varies with height as exp(2z/H); H is the
density-scale height taken as 7000m; and u is potential
temperature. The subscripts mean the derivative with
respect to the corresponding coordinate. The asterisks
are used for the total waves (deviation from the zonal
mean in all frequencies) and square brackets for the
zonal mean. The [y]y and [w]y in Eq. (1) denote the TEM
residual meridional and vertical winds, which are de-
fined as [y]y5 [y]2 r210 (r0[y*u*]/[u]z)z and [w]
y5 [w]1
(a cosf)21(cosf[y*u*]/[u]z)f. The term [X ] represents
the unresolved forcing that includes the nonresolved
GWs, smaller-scale turbulent diffusion, friction, etc.
We use the term ‘‘resolved wave drag’’ as a synonym
for the divergence of the Eliassen–Palm (EP) flux
(r0a cosf)
21
=  F(Fy, Fz), associated with resolved plan-










































Given that not all parameterized wave drags were
saved in the simulations, the ‘‘nonresolved wave
drag’’ is defined as the residual of the TEM zonal
momentum equation [X]. Figures 1a and 1b show the
climatology of nonresolved wave drag [X] from the
CTL-TR experiment averaged over December–
February (DJF) and June–August (JJA). Compared
to the previous analysis of parameterized GWD in
WACCM [Richter et al. (2010), see their Fig. 6d], it
can be seen that the total nonresolved wave drag
calculated from Eq. (1) (Fig. 1a) is comparable to the
total parameterized GWD, which includes both oro-
graphic and nonorographic GWD. In addition, the
westerly (easterly) nonresolved wave drag dominates
the summer (winter) mesosphere, which is consistent
FIG. 1. Climatology of total nonresolved wave drag computed as
the residual of the TEM zonal momentum equation [X] for the
145-yr CTL-TR simulation averaged over (a) DJF and (b) JJA.
Color contour intervals are 6 (0.5, 1, 2, 4, 10, 20, 40, 60, 80, and
100) m s21 day21.
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with filtering of the easterly (westerly) GWD by
stratospheric easterlies (westerlies) in the summer
(winter) (Figs. 1a,b). This result indicates that the
nonresolved wave drag is mainly attributed to
parameterized GWD.
According to the TEM zonal momentum budget
[Eq. (1)], the easterly (westerly) wave drag exerted on
the mean flow leads, through the Coriolis force, to a
poleward and downward (upward and equatorward)
residual circulation in high latitudes, resulting in
adiabatic warming (cooling) over this region. To di-
agnose the residual circulation induced by the resolved
wave drag, we computed the mass streamfunction
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where g is the acceleration due to gravity. The mass
streamfunction for the nonresolved wave drag (Cnrw) is




[y]y dp0, and the
downward control streamfunction Crw [Eq. (5)], similar
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In addition, the total dynamical heating rates (i.e.,
temperature tendency [u]t due to dynamical processes)
are computed by rearranging the TEM thermodynamic
balance [Eq. (2)], similar as in (e.g., Dunkerton et al.



























The first term on the right-hand side of (7) is a contri-
bution to dynamical heating from nonquasi-geostrophic
motions (i.e., eddy-heat flux term). This term is gener-
ally much smaller than the other two terms on the right-
hand side of this equation. Hence, changes in total
dynamical heating rates [Qdyn]
u mainly result from the
advective terms (2a21[y]y[u]f2 [w]
y[u]z). The short-
wave and longwave radiative heating rates are the
primary components of the total diabatic heating
source [Qdia] in the middle atmosphere. These radia-
tive heating rates were diagnosed directly from the
model. To compare the dynamical heating with ra-
diative heating from the model, the result of [Qdyn]
u
is converted to absolute temperature as [Qdyn]5
[Qdyn]
u(p/p0)
R/Cp , where R is the gas constant of air and
Cp is the specific heat capacity. Furthermore, the dy-
namical heating rates attributed to resolved and non-
resolved wave forcing are computed by first calculating
the vertical residual velocity for different type of waves as
[w]y(rw,nrw)5 (gH/pa cosf)C(rw,nrw)f, and then these values
are used to calculate the dynamical heating rates from the
vertical advection terms in Eq. (7).
To investigate in situ wave generation in the MLT
via instability of the mean states, the meridional gradi-
ent of quasigeostrophic potential vorticity (PV), [q]y, in





























where b is the meridional gradient of Coriolis parameter
and N is the Brunt–Väisälä frequency. To estimate the
effects of different wind structures on the source of in-
stability, the relative contributions of meridional (baro-
tropic) terms 2a22fcosf21([u] cosf)fgf and vertical
(baroclinic) terms 2f 2r210 (rN
22[u]z)z of [q]y are also
examined separately.
3. Ozone response to anthropogenic forcing
Before analyzing the stratosphere andMLT responses
to the Antarctic ozone hole, we first examine the global
changes in stratospheric ozone in response to natural
and anthropogenic forcing factors under the RCP8.5
scenario and then quantify the total southern polar-cap
ozone changes during theAntarctic ozone hole period in
the model.
a. Global ozone responses
The evolution of ozone in response to natural forcing
factors (CTL-TR, green solid curves) and anthropogenic
forcing factor under the RCP8.5 scenario (GHGODS-
TR, solid red curves) from 1955 to 2099 is illustrated in
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Figs. 2a–d. In general, the ozone decrease in the
GHGODS-TR simulation occurred steadily from 1955
to 2010 and increase throughout the twenty-first century,
consistent with previous chemistry–climate model
(CCM) studies (e.g., Eyring et al. 2013). The annual-
mean evolution of ozone in the midlatitude lower
stratosphere differs between hemispheres (Figs. 2a,b).
The anthropogenic-induced changes in the southern
midlatitude ozone by 2010 are much more skewed, and
stronger, compared to the northern midlatitude ozone.
In 2010, anthropogenic-induced ozone in the southern
midlatitude average was significantly lower (;8%) than
1980s values.
Figures 2c and 2d show the time evolution of spring
column ozone in both hemispheres. In response to an-
thropogenic forcing, the total spring column ozone in
both hemispheres decreases from 1950s values to mini-
mum values in 2010 and then increase to approximately
1980s values by 2060 in the SH or by 2040 in the NH
(Figs. 2c,d). The rate of decline of the springtime polar
column ozone from 1955 to 2010 is muchmore rapid and
larger in the SH than in the NH [235.88 and212.82 DU
(10 yr)21, respectively], consistent with the earliest
findings of CCM studies (e.g., Austin and Wilson 2006;
Waugh et al. 2009; Eyring et al. 2013). The deep Ant-
arctic ozone hole in the anthropogenic forcing simula-
tion occurs from 1990 to 2030, with column ozone
concentration reduced down to ;130 DU.
b. Antarctic ozone hole
Guided by the evolution of spring column ozone in the
SH (Fig. 2c), we focus our analysis in the period from
1990 to 2030, during which the deep Antarctic ozone
hole is present in the model simulation. Hereafter, all
transient simulation responses shown in the rest of the
manuscript are in reference to the averaged period of
1990–2030. The differences in global, monthly mean,
and zonal-mean total column ozone betweenGHGODS-
TR and CTL-TR are shown in Fig. 3a. The largest ozone
decrease is found in the SH polar region during austral
spring and peaks in October–November, with a decrease
of ;130 DU. However, during the summer, the total
FIG. 2. Evolution of zonal-mean ozone from the CTL-TR (green) and GHGODS-TR (red) simulations for
(a) 50 hPa, 308–608S; (b) 50 hPa, 308–608N; (c) column ozone, 808–908S; and (d) column ozone, 808–908N. (a),(b)
Annual means, (c) the October mean, and (d) the March mean. Thick curves are smoothed versions of the thin
curves, calculated by applying a 1–2–1 filter iteratively 30 times (see Waugh et al. 2009). Solid lines for the trend
lines represent trends found to be more than 95% statistically significant. The probability (prob), slope per decade
(T ), and t-statistic values of the trends from 1955 to 2010 (2011–99) are shown with (without) the parentheses.
Vertical orange dashed lines indicate the time frame of maximum Antarctic ozone loss.
JUNE 2016 LUB I S ET AL . 2515
column ozone decrease is limited up to 10–30DU. In the
SHmidlatitudes (308–608S), the column ozone decreases
by up to 20 DU throughout the seasons. This seasonal
variation of the Antarctic ozone loss is in good agree-
ment with previous CCM studies (e.g., Manzini et al.
2003; Marsh et al. 2013; Keeble et al. 2014).
Figure 3b shows the percentage change of the zonal-
mean ozone mixing ratio averaged over the polar cap
(708–908S). The strong ozone loss begins in September at
20 hPa and descends in altitude over time. The largest
ozone loss occurs during October–November with a
maximum of 77.4% ozone destroyed at 50 hPa. The
ozone hole is followed by a distinct increase in ozone
mixing ratios in the mid stratosphere during summer
through autumn, peaking in February at 20 hPa. The
temporal extent of this positive ozone response from
late summer to autumn in the midstratosphere is to a
large degree associated with increased downwelling
induced by resolved planetary wave drag (see section 4
for detailed analysis).
4. Middle-atmosphere temperature coupling
In this section, the impact of the Antarctic ozone hole
on the stratosphere and MLT temperatures is examined
by discussing the seasonal structure of the temperature
responses, the contribution of radiative and dynamical
heating components, and the effects of different types of
wave drag to the dynamical heating responses.
a. Temperature responses
Figure 4a shows the zonal-mean, monthly mean
temperature differences between GHGODS-TR and
CTL-TR, averaged over the polar cap (908–708S) as a
function of pressure andmonth. Consistent with previous
observations and model studies (e.g., Thompson and
Solomon 2002; Manzini et al. 2003; Marsh et al. 2013;
Keeble et al. 2014), the polar stratospheric ozone loss
leads to a strong seasonal temperature response in the
lower stratosphere. Consistent with the negative ozone
response shown in Fig. 3b, the strong cooling of the lower
polar stratosphere begins in September when sunlight
activates the catalytic cycles to rapidly deplete ozone and
continues until April. The maximum cooling occurs from
November to December, when the polar-cap average
temperature response at 70hPa is up to 16K. In addition,
there is also a statistically significant positive temperature
response in themiddle to upper stratosphere beginning in
November and persisting through February and March,
which is associated with enhanced downwelling and dy-
namically induced ozone increase near 10hPa over the
polar cap (Fig. 3band see section3b for further details). The
maximum warming over this region occurs in December,
during which temperatures at 7hPa increase by 4K.
In contrast to the stratosphere, the mesosphere begins
to warm from October to December (Fig. 4a). The
maximum warming occurs in November, with temper-
ature increases of ;8K at 0.01 hPa around the meso-
pause. On the other hand, the lower thermosphere cools
by up to 14K above 0.001 hPa throughout the seasons. In
addition, Fig. 4 also includes the zonal-mean tempera-
ture responses from the timeslice experiments by iso-
lating the effects of the ozone depletion (Fig. 4b) and
increased GHGs (Fig. 4c). The differences between
these temperature responses confirm that the polar
stratospheric ozone loss is largely responsible for spring
to summer temperature changes in the stratosphere and
MLT regions (Fig. 4b). It is also worth noting that the
significant cooling of the lower thermosphere (1023 and
1024 hPa) between October and December is partly
caused by the increased GHG concentration (Fig. 4c).
FIG. 3. (a) Zonal-mean, monthly mean total column ozone differ-
ences between GHGODS-TR and CTL-TR averaged over the years
1990–2030 as a function of month. The contour interval is 10 DU and
colors range from 0 to 6120 DU. (b) Differences in the polar-cap
average (908–708S) ozone concentration as a function of month and
pressure. The contour interval is 10% and colors range from 0% to
680%. Stippling indicates regions where the change exceeds the 95%
significance level based on a two-tailed Student’s t test.
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b. Dynamical and radiative contributions to
temperature coupling
To examine the contribution of dynamics and radiation
to the temperature responses, we computed the dynam-
ical, shortwave, and longwave heating-rate responses
from both the transient (Figs. 5a–d) and timeslice simu-
lations (Fig. S1 in the supplemental material). Here we
focus our analysis on December, since the strato-
spheric temperature changes resulting from the Ant-
arctic ozone hole are at their maximum in this period.
Qualitatively similar results are also found in No-
vember (not shown).
Figure 5 shows ameridional cross section of the zonal-
mean temperature differences between GHGODS-TR
and CTL-TR as well as the dynamical and radiative
(short- and longwave) heating-rate differences. In the
lower to midstratosphere (between 250 and 10hPa),
temperature decreases significantly by ;16K (Fig. 5a).
This cooling is caused by a reduction of shortwave
heating rates (up to 0.6Kday21) as a result of ozone
destruction via catalytic chemical reactions (Fig. 5c).
This result is comparable to a coupled CCM study by
Keeble et al. (2014), showing a maximum reduction of
shortwave heating rates by;0.6Kday21 in December.
In addition, the cooling in the lower to midstratosphere
is enhanced by anomalous dynamical cooling (up to
20.25Kday21) induced by anomalous upwelling be-
tween ;300 and ;100 hPa (see solid contour lines in
Fig. 5b). This is in agreement with previous findings by
Orr et al. (2013), which show that the radiative cooling
in the lower stratosphere is enhanced by a reduction in
dynamical heating rates. This overall lower-stratospheric
temperature response is due mainly to the effects of the
stratospheric ozone depletion (Figs. S1a–d).
An increase of the mid- to upper-stratospheric polar
temperatures (between 10 and 1hPa) by up to ;5K is
due to anomalous dynamical heating induced by
anomalous polar downwelling (Fig. 5b) and to a smaller
degree by anomalous shortwave heating due to in-
creased ozone concentrations (Fig. 3b). The warming
above the lower-stratospheric cooling is consistent with
the previous CCM studies, which is attributed to the
Antarctic ozone hole (e.g., Manzini et al. 2003; Lossow
et al. 2012; Marsh et al. 2013; Keeble et al. 2014). In
addition, the dynamical warming between 0.7 and 0.1hPa
is dampened by radiative cooling, resulting in insignifi-
cant anomalous cooling over this region. Further analysis
by separating the effects of stratospheric ozone depletion
and increased GHGs show that this radiative cooling is
mainly attributed to increased GHGs (Figs. S1e,f).
In the mid- to upper mesosphere (0.7 to 0.002 hPa), a
significant temperature increase by ;10K is associated
with the dynamical warming induced by anomalous
polar downwelling (Fig. 5b). On the other hand, the
anomalous cooling in the lower thermosphere (0.001–
0.0001 hPa) is caused by a combination of anomalous
dynamical cooling (up to 5Kday21) induced by anom-
alous polar upwelling (Fig. 5b) and anomalous radiative
cooling due to increasedGHGs (Fig. 5d and Figs. S1e,h).
The effects of increased GHG concentrations also ex-
plain the significant temperature decreases in the MLT
regions from late summer to late winter.
To quantify the effects of resolved and nonresolved
wave drag on the dynamical heating rates, we performed a
downward control analysis [Eqs. (5) and (6)] to calculate
FIG. 4. (a) Polar-cap-average (908–708S) temperature differences between GHGODS-TR and CTL-TR averaged over the 1990–2030
period as a function of month and pressure. (b),(c) As in (a), but for the timeslice experiments: (b) REF-TS minus GHG2010-TS (impact
of ozone only) and (c) REF-TSminusODS2010-TS (impact of GHGs only). The contour interval is 2 K, solid (dashed) contours represent
positive (negative) changes, and colors range from 0 to618K. The zero contour is shown with solid gray lines. Stippling indicates regions
where the change exceeds the 95% significance level based on a two-tailed Student’s t test.
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the separate contributions to residual circulation and
dynamical heating from different types of wave drag.
Figure 6 shows the meridional cross section of dy-
namical heating rates and residual circulation from
total (Fig. 6a), resolved (Fig. 6b), and nonresolved (Fig.
6c) wave contributions. The anomalous dynamical
cooling from the upper troposphere to lower strato-
sphere (;250–100 hPa, Fig. 5b) is associated with
anomalous upwelling induced by resolved waves
[Fig. 6b, consistent with Orr et al. (2013)]. Further-
more, the anomalous dynamical heating in the mid- to
upper stratosphere (50–1 hPa, Fig. 5b) can be explained
by anomalous dynamical heating induced by both re-
solved waves (0.5–2Kday21 between 50 and 1 hPa) and
nonresolved waves (0.5–1.5Kday21 between 5 and
1 hPa). This indicates that both the resolved and non-
resolved wave drag play crucial roles in determining
the anomalous dynamical heating in the mid- to upper
FIG. 5. December zonally averaged temperature and heating-rate differences between GHGODS-TR and CTL-
TR averaged over the 1990–2030 period as a function of latitude and pressure. (a) Temperature (K), (b) total
dynamical heating rate {[Qdyn] see Eq. (8), K day
21}, (c) shortwave heating rate (K day21), and (d) longwave
heating rate (K day21). Contours in (b) denote the residual mass streamfunction (C) at intervals of 6{1 3 105 3
[0.01, 0.05, 0.1, 0.5, 1, 2, 4, 8, 16, 32,. . .]} kg s21 with solid (dashed) contours indicating upwelling (downwelling) of
air parcels in a counterclockwise (clockwise) direction. Stippling indicates regions where the change exceeds the
95% significance level. For clarity, a nonlinear color scale is used for temperature and heating-rate differences
[interval of 0.25K (0.25K day21) for absolute values, 1K (1K day21) and interval of 1 K (1K day21) for absolute
values . 1K (1K day21)].
2518 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 73
stratosphere in response to the ozone hole, which was
not shown in previous studies.
Furthermore, the adiabatic warming in the meso-
sphere (0.1–0.003 hPa, Fig. 5b) is caused by anomalous
downwelling induced by nonresolved waves (Fig. 6c).
Our analysis for the first time shows that this anoma-
lous downwelling is dampened by ;50%–60% by the
effects of the anomalous upwelling induced by re-
solved wave drag (Fig. 6b). The net of the two effects
yields a weakening of the summer upwelling in the
mesosphere, which is consistent with positive trends in
SH summer mesospheric temperatures shown by Smith
et al. (2010). In the lower thermosphere (0.001–
0.0001 hPa), the anomalous cooling is not only at-
tributed to anomalous nonresolved wave-driven
upwelling [as shown by Smith et al. (2010)] but also
to the effects of anomalous upwelling induced by re-
solved wave drag (Figs. 6b,c). This combined effect
leads to a weakening of the SH summer downwelling
above 0.001 hPa and, thus, is consistent with de-
creased SH summer temperatures in the lower ther-
mosphere (Fig. 5a).
FIG. 6. December zonally averaged dynamical heating-rate and residual circulation differences between
GHGODS-TR andCTL-TRaveraged for the 1990–2030 period as a function of latitude and pressure. (a) Total [w]y
advection, (b) [w]y advection from resolved waves, and (c) [w]y advection from nonresolved waves. Contour in-
tervals are as in Fig. 5b for the heating-rate responses and6{13 1053 [0.01, 0.05, 0.1, 0.5, 1, 2, 4, 8, 16, 32,. . .]} kg s21
for residual (mass) streamfunction responses. Solid (dashed) contours of C indicate clockwise (counterclockwise)
circulation with upwelling (downwelling) in the Antarctic regions. Stippling indicates regions where the change
exceeds the 95% significance level.
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5. Middle atmosphere zonal wind coupling
This section focuses on the mechanisms responsible
for maintaining downward propagation of the zonal-
mean wind anomalies in the MLT due to the Antarctic
ozone hole. We begin by discussing the vertical coupling
of the zonal-mean wind anomalies, the roles of resolved
and nonresolved wave drag in maintaining downward
propagation of zonal wind responses and the dynamical
origin of the positive resolved wave responses in theMLT.
a. Downward propagation of the zonal wind
anomalies
Figure 7a shows the zonal-mean, monthly mean zonal
wind response averaged over 758–558S between GHGODS-
TR and CTL-TR. Consistent with the increased meridional
temperature gradient (Fig. 5a), the stratospheric west-
erlies are significantly strengthened from midspring to
late summer, with maximum changes of nearly 20ms21
near 20 hPa in December. This is indicated by the
downward propagation of the westerly wind anomalies
from the lower mesosphere to the surface (Fig. 7a). The
strengthening of the westerlies has been shown to
cause a delay in the final vortex breakdown by about
several weeks (e.g., Karpechko et al. 2010; Lossow et al.
2012; Keeble et al. 2014).
In conjunction with stratospheric zonal wind changes
occurs a strengthening of the prevailing easterlies in the
mesosphere from late spring to early summer. This is
indicated by a downward propagation of the easterly
wind anomalies from the lower thermosphere to lower
mesosphere, with maximum changes of nearly 15ms21
FIG. 7. (a) Zonal-mean, monthly mean zonal wind differences between GHGODS-TR and CTL-TR averaged from 758 to 558S, and
averaged for the 1990–2030 period, as a function of month and pressure. (b),(c) As in (a), but for the timeslice experiments: (b) REF-TS
minus GHG2010-TS (impact of ozone only) and (c) REF-TS minus ODS2010-TS (impact of GHGs only). (d)–(f) Wave drag
(m s21 day21) differences between GHGODS-TR and CTL-TR divided into contributions from (d) total waves, (e) resolved waves, and
(f) nonresolved waves. Stippling indicates regions where the change exceeds the 95% significance level.
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near 0.005hPa in December. Stronger summer easter-
lies in the mesosphere are consistent with the simulated
negative trends of the summer mesospheric winds in the
SH found by Smith et al. (2010) and the observed per-
sistence of the winter mesospheric wind condition into
summer during the ozone hole period (Venkateswara
Rao et al. 2015). In addition, there is a strengthening of
prevailing westerlies in the lower thermosphere (be-
tween 0.001 and 0.0001 hPa) during the period of the
strongest Antarctic ozone hole in the model. This is as-
sociated with a significant downward propagation of the
westerly wind anomalies from the lower thermosphere
to the upper mesosphere from November to February.
The strengthening of the prevailing westerlies in the
lower thermosphere during the strongest Antarctic
ozone hole in the model is interesting, but needs to be
verified by further observational studies. In addition,
Fig. 7 includes the zonal-mean wind response from the
timeslice experiments by separating the effects of ozone
depletion (Fig. 7b) and global warming (Fig. 7c). The
differences between the two timeslice simulations con-
firm that it is indeed the Antarctic ozone hole that is
responsible for the downward coupling of the zonal-
mean wind anomalies in the stratosphere and MLT re-
gions (Figs. 7b,c).
b. Wave-maintained vertical zonal wind coupling
To understand the mechanisms responsible for main-
taining downward propagation of the zonal wind anom-
alies in the stratosphere andMLT, the total, resolved, and
nonresolved wave drag differences between GHGODS-
TR and CTL-TR are examined (Figs. 7d–f).
In the period of initial (radiative) strengthening of
lower-stratospheric winds (from October to late No-
vember, Fig. 7a) there is decreased resolved (planetary)
wave breaking in the stratosphere indicated by positive
westerly wave drag anomalies in the lower through the
middle stratosphere (Figs. 7d,e). In particular, the in-
creasing westerly wind above the critical value dampens
upward planetary wave activity into the stratosphere, as
indicated by anomalous negative vertical EP flux during
this period (not shown). This condition can initiate a
positive feedbackmechanism, in which the strengthened
westerlies associated with weaker wave driving can
cause further vortex strengthening and induce down-
ward migration of the wind anomalies toward the tro-
popause [consistent with the mechanism proposed by
Orr et al. (2012)]. Conversely, in the summer (from
December to late February) the delayed breakdown of
the polar vortex allows planetary waves to propagate
higher into the stratosphere. This results in increased
resolved wave breaking, as diagnosed by anomalous
negative EP-flux divergence between ;100 and 1hPa
(Figs. 7d,e). The strong increase in wave breaking in re-
sponse to the ozone hole during the austral summer is
consistent with Keeble et al. (2014).
The downward propagation of easterly wind anoma-
lies from the lower thermosphere to lowermesosphere is
maintained by total easterly wave drag anomalies
(Fig. 7d). These total wave drag anomalies are formed
by resolved and nonresolved wave drag that have almost
similar structures but are opposite in sign (Figs. 7e,f).
However, since the contribution from easterly non-
resolved wave drag anomalies exceeds that of westerly
resolved wave drag anomalies, the sum of the two yields
the net easterly wave drag anomalies that preserve the
downward propagation of the easterly wind anomalies
in the MLT from spring to early summer. The increased
easterly nonresolved wave drag during this period is
consistent with an increased filtering of the westerly
nonresolved wave drag by stratospheric westerly winds
(Fig. 7a).
In addition, the downward propagation of westerly
wind anomalies in the lower thermosphere from No-
vember to February is maintained by the total westerly
wave drag anomalies (Fig. 7d). These total westerly
wave drag anomalies consist of both nonresolved wave
drag (dominant component) and resolved wave drag
(Figs. 7e,f). The increased westerly nonresolved waved
drag in the lower thermosphere is a result of increased
filtering of the easterly nonresolved wave drag by me-
sospheric easterly winds (Fig. 7a), while the increased
westerly resolved wave drag in the lower thermosphere
is associated with in situ wave generation in the upper
mesosphere via zonal-mean state instabilities (see sec-
tion 5c for details). These results for the first time show
that both resolved and nonresolved wave drag are im-
portant inmaintaining the downward propagation of the
zonal wind anomalies in the MLT during the ozone
hole period.
c. Dynamical origin of the resolved wave drag
responses in the MLT
The emergence of pronounced changes in resolved
wave drag in the MLT from late spring to early summer
(from November to December) is interesting and re-
quires further investigation. One possible mechanism is
associated with changes in in situ wave excitation via
instability of the background zonal-mean state (Lossow
et al. 2012). To examine this process, we analyze the
latitude–height cross sections of the meridional gradient
of PV response in December along with total resolved
wave drag and zonal-mean wind responses (Fig. 8). We
focus our analysis on the transient simulation response,
since most changes in the zonal-mean wind during a pe-
riod of strong Antarctic ozone hole in the model are
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largely due to the stratospheric ozone depletion. The
qualitatively similar results are also found in November
(not shown).
The negative PV gradient response in December
(Fig. 8a) is visible over a wide range of high latitudes,
with a maximum response occurring near 0.01 hPa. This
response strengthens the climatological negative PV
gradients in the upper mesosphere and lower thermo-
sphere during early summer. According to Pedlosky
(1979), regions where the PV gradient is negative are
potentially baroclinically or barotropically unstable and,
thus, represent potential sources of in situ wave gener-
ation. The stronger easterlies, which have larger and
deeper regions of the negative PV gradients, coincide
with a region of positive EP-flux divergence anomalies
(Fig. 8b). This condition indicates that the westerly re-
solved wave drag anomalies in the upper mesosphere
are locally generated via instability of the zonal-mean
state [consistent with Lossow et al. (2012)]. The types of
instability responsible for this in situ wave excitation in
the upper mesosphere could be a mix of barotropic and
baroclinic processes (e.g., Plumb 1983; Garcia et al.
2005; Riggin et al. 2006). To examine this, we decom-
posed the PV gradient responses into contributions of
barotropic (i.e., meridional curvature) and baroclinic
(i.e., vertical shear and curvature) terms of the meridi-
onal PV gradient equation (Fig. S2 in supplemental
material). It should be noted that the barotropic in-
stability is associated with PV gradient changes of sign
between different latitudes, due to meridional wind
curvature ([u]ff), while baroclinic instability is asso-
ciated with PV gradient changes of sign between the
lower and upper levels, due to vertical wind structure
(rN22[u]z) (Pedlosky 1979). Our results show quanti-
tatively that both changes in vertical shear and meridi-
onal curvature of the zonal-mean wind appear to be
largely responsible for the negative PV gradient re-
sponse in this region (Fig. S2). This indicates that in situ
wave generation in the upper mesosphere during the
strongest Antarctic ozone hole in the model is not solely
associated with baroclinic instability [as suggested by
Lossow et al. (2012)], but also with barotropic instability.
To investigate which type of waves is responsible for
the resolved wave drag response in the upper meso-
sphere, we decompose the resolved wave drag response
into different zonal wavenumber (k) contributions.
Figure 9 shows latitude–height cross sections of the re-
solved wave drag differences divided into contributions
from planetary-scale waves k 5 1, planetary-scale waves
k 5 2–3, and synoptic-scale waves (k . 3), with the as-
sociated EP-flux vectors superimposed. Comparing re-
solved wave drag responses from total wavenumbers
(Fig. 8b) and to planetary-scale wavenumber k 5 1–3
(Figs. 9a,b), it is obvious that positive resolved wave drag
responses between 0.01 and 0.0001hPa are mostly dom-
inated by planetary-scale waves (k 5 1–3). In particular,
planetary waves (k5 1) dominate total westerly resolved
wave drag anomalies between 808 and 658S and 0.01 and
0.0001hPa, while the planetary waves (k 5 2–3) con-
tribute to the total westerly resolvedwave drag anomalies
FIG. 8. (a) Meridional PV gradient [q]y (shading, 3 10
212 s21 m21) and (b) resolved wave drag (shading,
m s21 day21) differences between GHGODS-TR and CTL-TR averaged for the 1990–2030 period as a function of
latitude and pressure inDecember. The contour lines denote the zonal-mean wind (U ) differences between the two
simulations (intervals are 2m s21). Stippling indicates regions where the change exceeds the 95% significance level.
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in mid- to high latitudes between 708 and 458S and 0.01 and
0.001hPa. In contrast to planetary-scale waves (k 5 1–3),
the response of the synoptic wave (k . 3) EP-flux di-
vergence gives the anomalous easterly forcing in the region
of larger negative PV gradients (Fig. 9c). This indicates
that the resolved synoptic-scale wave (k. 3) drag cannot
explain the westerly resolved wave drag anomaly in the
upper mesosphere, which is in contrast to the results of
Lossow et al. (2012) showing the opposite response.
Further understanding of the in situ wave generation
can be obtained by decomposing the resolved wave drag
responses from the dominant zonal wavenumbers k5 1–3
(Fig. 9) into the most prominent periods of traveling
planetary waves in the SH summer: 16-day waves k5 1,
10-day waves k 5 1, quasi-5-day waves k 5 1, and
QTDW k5 3 (Forbes et al. 1995; Lieberman et al. 2003;
Day and Mitchell 2010; Garcia et al. 2005). We should
note, since the aliasing in space–time filter appears as
folding about the Nyquist frequency (per 2 days here),
the QTDW is approximated as shorter period (,4 days)
waves with k 5 3. Figure 10 shows the most dominant
traveling resolved wave drag responses: for (Fig. 10a)
the 16-day planetary wave (k 5 1), (Fig. 10b) the 5-day
planetary waves (k 5 1), and (Fig. 10c) shorter period
(,4 days) waves (k 5 3), with the associated EP-flux
vectors superimposed. Our results show that both the
16- and the 5-day waves (Figs. 10a,b) dominate the
positive planetary wave drag (k5 1) responses (Fig. 9a)
in the region with strong negative PV gradients, with the
5-day wave contributing to changes up to;50%. On the
other hand, shorter period (,4 days) waves k5 3 (Fig. 10c)
dominate the positive response in EP-flux divergence for
planetary waves k5 2–3 in December (Fig. 9b).
6. Summary and discussion
We have presented results from a fully coupled
chemistry–climate model CESM1(WACCM) to study
the impact of the Antarctic ozone hole on the vertical
coupling of the stratosphere–MLT system. Two fully
coupled simulations from 1955 to 2099 are performed:
one with time-varying anthropogenic ODSs and GHGs
following the RCP8.5 scenario and the other with fixed
ODS and GHG concentrations at 1960 values. This re-
sulted in two simulated responses, one of which simulates
the severe ozone depletion (and recovery) and GHG
increases, and one of which does not. Specifically, we
analyzed the averaged responses between 1990 and 2030,
which represents the period of the strongest Antarctic
ozone hole in the model simulations. Using a set of
timeslice simulations, we further examine whether the
responses from the transient simulation during the period
of the strongestAntarctic ozone hole in themodel are the
result of ozone depletion alone or also affected by in-
creased GHGs. This work can be viewed as a comple-
mentary study to that of Smith et al. (2010) and Lossow
FIG. 9. Resolved wave drag differences between GHGODS-TR and CTL-TR in December averaged for the 1990–2030 period and
separated into different zonal wavenumbers: (a) planetary-scale waves k5 1, (b) planetary-scalewaves k5 2–3, and (c) synoptic-scale waves
k . 3 (m s21 day21), superimposed with EP-flux vectors. The dark green contours enclose regions where [q]y , 0, which is the necessary
condition for baroclinic or barotropic instability. The dashed gray contours indicate negative zonal-mean winds (intervals are 2m s21). The
zero contours are denoted by solid gray contours. Stippling indicates regions where the change exceeds the 95% significance level.
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et al. (2012), who particularly examined the impact of the
ozone hole on the Antarctic summer mesopause region.
However, we extend the analysis by quantifying the radi-
ative and dynamical components of the stratosphere–MLT
temperature coupling responses. We furthermore explain
the mechanism responsible for maintaining the downward
propagation of zonal wind anomalies in the MLT and
clarify the dynamical origin of the resolved wave drag re-
sponses in the upper mesosphere. The key processes re-
sponsible for the vertical coupling of the stratosphere and
MLT due to the Antarctic ozone loss in late spring and
early summer are summarized schematically in Fig. 11.
In the lower to midstratosphere (250–10hPa), the
significant temperature decrease during late spring and
early summer is due mainly to anomalous shortwave
cooling induced by stratospheric ozone depletion, which
is consistent with previous CCM studies (e.g., Manzini
et al. 2003; Smith et al. 2010; Orr et al. 2013; Keeble et al.
2014). This anomalous radiative cooling is enhanced by
anomalous dynamical cooling between 250 and 100 hPa
(Fig. 6a and Fig. 11) but is somewhat mitigated by
anomalous dynamical heating above ;70hPa. Our
analysis further clarified that the anomalous dynamical
cooling induced by the resolved wave drag in the lower
stratosphere (;250–100hPa, Fig. 6b) is dampened by
the effects of anomalous downwelling induced by non-
resolved wave drag (Figs. 6b and 6c). This suggests that
the easterly nonresolved wave drag anomalies in the
lower stratosphere act to weaken the anomalous adia-
batic cooling induced by the resolved wave drag.
The significant increase in upper-stratosphere tem-
perature (10–1hPa) from late spring to early summer is a
result of both anomalous dynamical heating induced by
anomalous polar downwelling (the dominant compo-
nent) and anomalous shortwave heating due to ozone
increases (Figs. 6b,c and 11). Unlike previous studies
(e.g., Manzini et al. 2003; Keeble et al. 2014), our results
for the first time show that both resolved and non-
resolved wave drag play a crucial role in driving the
anomalous polar downwelling in this region, with re-
solved waves contributing ;0.5–2Kday21 between 10
and 5hPa and nonresolved waves contributing ;0.5–
1.5Kday21 between 5 and 1hPa. This suggests
that anomalous downwelling in the upper stratosphere
(10–1hPa) induced by the ozone hole is not only due to
increased dissipation of resolved planetary waves but
also to the effects of anomalous easterly nonresolved
wave drag in the upper stratosphere resulting from fil-
tering of westerly GWD.
Our analysis also clarifies the cause of the lack of
significance of polar temperature cooling trends in
the lower mesosphere (;0.7–0.1 hPa) in response to
the ozone hole, as reported by Smith et al. (2010, see
their Fig. 1a). We find that in late spring to early
summer, the anomalous adiabatic warming due to a
weakening of the mesospheric upwelling is canceled
by the effects of radiative cooling due to increased
GHGs in the middle atmosphere (Figs. 5c,d and S1e).
This results in an insignificant cooling response in
this region.
FIG. 10. As in Fig. 9, but divided into different wave periods and zonal wavenumbers: (a) 16-day waves (k 5 1), (b) quasi-5-day waves
(k5 1), and (c) short-period (,4 days) waves (k5 3) (m s21 day21), superimposed with EP flux vectors. Stippling indicates regions where
the change exceeds the 95% significance level.
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Our results further reveal that the warming in themid-
to upper mesosphere (0.07–0.002hPa) driven by the
anomalous nonresolved wave-driven downwelling is
dampened by ;50%–60% through the effects of
anomalous upwelling induced by resolved wave drag
(Figs. 6b,c). This suggests that the westerly resolved
wave drag anomalies in this region dampen the
anomalous adiabatic heating induced by nonresolved
wave drag. In addition, the Antarctic ozone hole also
causes a significant cooling in the lower thermosphere
(above 0.001 hPa). Our analysis quantitatively shows
that this anomalous cooling is not only driven by anom-
alous nonresolved wave-driven upwelling [as shown by
Smith et al. (2010)] but also to the effects of anomalous
upwelling induced by resolved wave drag (see Fig. 6).
This combined effect causes a weakening of SH summer
downwelling above 0.001hPa and, thus, is consistent with
the temperature decreases in this region (Fig. 5a). Above
0.0002hPa (uppermost levels), this cooling is also partly
attributed to anomalous radiative cooling due to in-
creased GHG concentrations (Figs. S1e and 11).
The results also explain for the first time the role of
resolved and nonresolved wave driving in maintaining
the downward propagation of zonal wind anomalies in
theMLT region during the Antarctic ozone hole period.
From spring to early summer, the downward propaga-
tion of easterly wind anomalies in the MLT is main-
tained by total easterly wave drag anomalies, which
result from a net balance between easterly nonresolved
wave drag (the dominant component) and westerly re-
solved drag (Figs. 7e,f). Notably, the anomalously east-
erly nonresolved wave drag is a result of enhanced
filtering of westerly GWD by stratospheric westerly
winds, while anomalously westerly resolved wave drag is
associated with in situ wave generation via baroclinic–
barotropic instability. In addition, the downward prop-
agation of westerly wind anomalies in the lower ther-
mosphere from late spring to summer is maintained by
both westerly resolved and nonresolved wave drag
anomalies (due to enhanced filtering of easterly
GWD by mesospheric easterly winds).
The regions of positive resolved wave drag responses
in the upper mesosphere during late spring and early
summer are consistent with the wave excitation via in-
stability in the upper mesosphere (Fig. 8). Our results
show quantitatively that the types of instability for the
in situ wave generation are not only associated with
baroclinic processes [as suggested by Lossow et al.
(2012)] but also with barotropic processes (Fig. S2). It is
shown that the in situ wave generation produces a
spectrum of zonal wavenumbers, which peaks in the
planetary-scale waves (k5 1–3). Further analysis shows
that these planetary-scale waves are dominated by the
5-day wave (k 5 1) and shorter-period (,4 days) waves
(k 5 3). Previous studies have shown that the 5-day
waves observed in the summer mesosphere can be ex-
cited in situ via baroclinic instability in the upper me-
sosphere (e.g., Garcia et al. 2005; Riggin et al. 2006). Our
simulation suggests that increased instability of the
easterly summer jet during the Antarctic ozone hole
period can possibly increase the 5-day wave activity in
the upper mesosphere. Furthermore, the shorter period
wave drag (k 5 3) can be associated with enhanced
in situ QTDW (k 5 3) generation as a result of the
baroclinic–barotropic instability of summertime meso-
spheric easterlies in the SH (Plumb 1983; Garcia et al.
2005). Nevertheless, a future study using higher-
temporal-resolution output (i.e., higher than daily res-
olution) is required to verify this response. It should be
noted, however, that the resolved wave drag responses
in our analysis are in contrast to the results of Lossow
et al. (2012), which show a dominant synoptic-scale
wave drag (k . 3) response in the upper mesosphere.
These differences could be due to the model lid height
FIG. 11. Schematic diagram of the Antarctic ozone hole modu-
lated anomalies of the temperature [cold (C) and hot (H)], zonal-
mean wind [westerly (W) and easterly (E)], residual circulation
(C), resolved and nonresolved wave drag (=  F and NRWD, re-
spectively), and radiative heating–cooling during late spring and
early summer. The anomalous positive (negative) wave drag leads,
through theCoriolis force, to an upward and equatorward (poleward
and downward) residual circulation in high latitudes.
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effects in their simulations (95 km in CMAM vs 140 km
in our model) that possibly alters the resolved wave drag
responses (indicated by the large negative PV gradient
maximizing close to the model lid ;90km; see Lossow
et al. 2012) and also to the use of Scinocca (2003)
nonorographic GWD parameterization in CMAM
that largely dampens the amplitude of the QTDW
(McLandress and Scinocca 2005).
As in most CCMs, WACCM also exhibits biases in
simulating stratospheric westerly jets in the SH (Marsh
et al. 2013). This bias is associated with the model cold-
pole problem, which is a common bias in chemistry–
climate middle-atmosphere models (Austin et al. 2003;
Eyring et al. 2010, chapters 4–8). The bias in the SH
polar temperature and the westerly jet leads to a delay in
the vortex breakdown by a few weeks relative to the
observed timing (Butchart et al. 2011). Therefore, the
observed early summer mesospheric warming and lower-
thermospheric cooling may in reality occur somewhat
earlier. The magnitude of the simulated temperature re-
sponse may be also exaggerated because of a possible
delay in ozone recovery in the model relative to the ob-
served timing, although we do not have sufficient obser-
vations to verify this. Nevertheless, the temperature and
circulation responses confirm the findings of earlier CCM
studies (e.g., Smith et al. 2010; Lossow et al. 2012), sug-
gesting that the middle-atmosphere responses to the
ozone hole are robust among models.
CCMs predict that after the recovery to pre-1980 levels
in 2050, the ozone layer will continue to grow until the
end of 2100 (e.g., Eyring et al. 2007; Waugh et al. 2009;
WMO 2014). Therefore, the changes discussed here will
most likely reverse or cease. Clearly, further model stud-
ies are required to understand how competing effects
between future ozone recovery and global warming de-
termine the strength of the southern polar vortex and,
thus, the characteristics of its vertical coupling.
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In this thesis, processes controlling the variability of the stratospheric polar vortex and the effect
of this variability on ozone and circulations in the troposphere and mesosphere were investigated.
In the first part, new dynamical aspects of the stratosphere-troposphere coupling mechanism via
DWC was examined in both observation and model simulations. This included investigation of the
effects of different natural and anthropogenic factors on the variability of DWC, the impact of DWC
on polar stratospheric ozone, and the underlying mechanism responsible for the tropospheric
responses to DWC. In the last part, the mechanisms of vertical coupling between stratosphere and
MLT during the Antarctic ozone hole period were studied.
Analyses were conducted on the basis of the model simulations with NCAR’s CESM1(WACCM)
model, a coupled model system which includes an interactive ocean, an interactive chemistry, and
a well-resolved stratosphere and mesosphere. A set of sensitivity experiments was designed to
investigate the contributions from both natural and anthropogenic factors (including the QBO,
SSTs, GHGs and ODSs) by systematically switching the respective factor, on and off. Several time-
slice experiments with perpetual GHG and ODS forcings were also performed to study the rela-
tive contribution of GHG versus ODS during ozone hole or ozone recovery period. In addition,
different reanalysis datasets (ERA and MERRA), which are considered to provide a good approxi-
mation of the real world on the global scale for a large range of altitudes, were used to validate the
results derived from the model simulations.
6.1 Conclusions
A detailed summary of the results and conclusions obtained from the different chapters of this
thesis, is given in the following.
• How do various natural forcing factors, like the QBO and SST variability, contribute to the variability
of DWC between the stratosphere and troposphere? How these factors affect the downward influence
of DWC in the troposphere? What is a dominant feedback responsible for the poleward shift of the
tropospheric jet during DWC events in the NH?
- Without the QBO, the occurrence of DWC is significantly suppressed. In contrast, stronger
and more persistent DWC occurs when SST variability is excluded. Decreased DWC activity
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in the absence of the QBO is consistent with a less persistent configuration of bounded wave
geometries, which allows more wave dispersion in the meridional direction and stronger
wave absorption on the equatorward flank of the polar vortex. While increased DWC
activity in the absence of SST variability is associated with a more persistent configuration of
bounded wave geometries, which focuses planetary wave reflection in the vertical direction
toward the troposphere.
- Although DWC is suppressed in the absence of the QBO variability, the tropospheric signal
to DWC is enhanced, and vice versa when the SST variability is excluded. This apparently
counterintuitive result is explained by differences in the strength of the synoptic-scale eddy-
mean flow feedbacks and the possible contribution of SST anomalies during DWC events.
In particular, a weaker eddy-mean flow feedback in the absence of SST variability is consis-
tent with modest Eady growth rate and synoptic wave source anomalies, which results in
decreased synoptic-scale wave divergence. In addition, the sense of SST anomalies during
DWC event is consistent with positive feedbacks onto the synoptic-scale eddy and large-
scale flow anomalies. In particular, a weaker tropospheric response to DWC is observed
when the positive NAO-related SST-tripole pattern during DWC event is absent. The results
demonstrate the importance of changes in synoptic-scale eddy fluxes and SST anomalies in
driving the tropospheric response to DWC.
- We suggest that a key mechanism for downward influence of DWC on the surface weather
may be related to enhanced baroclinic instability in the troposphere. Following the wave
reflection, a wave-1 anomaly-like pattern emerges in the high latitude troposphere. This
anomaly gives rise to increased winds in the high-latitude North Atlantic sector, as indi-
cated by a poleward shift of the tropospheric jet, and an anomalous positive North Atlantic
Oscillation (NAO). The positive NAO is further strengthened by baroclinic eddy feedback,
leading to further strengthening of the tropospheric jet and enhanced vertical wind shear in
the upper troposphere in mid-winter.
• What is the impact of DWC on the residual circulation and stratospheric temperatures in the Arctic?
How is this related to ozone levels?
- DWC is instantaneously linked to a deceleration of the residual circulation and a cooling of
the Arctic lower stratosphere. This behavior is consistent with a wave-1 EP flux divergence
in the stratosphere, which is attributed to transient downward wave propagation from the
stratosphere to the troposphere.
- The direct effect of DWC events on ozone is to prevent the typical increase of ozone due to
upward planetary wave events, which is consistent with the reversible impact of DWC on
the residual circulation.
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- The indirect effect of DWC leads to increased springtime ozone loss due to cold polar
temperature. This effect is consistent with the irreversible cooling induced by DWC during
the composite life cycles.
- Winter seasons dominated by DWC events are characterized by lower Arctic column ozone.
This is attributed to accumulation of ODS on PSCs due to cold temperatures leading to in-
creased springtime ozone loss (the indirect effect of DWC), and the reduction in poleward
advection by the residual mean circulation leading to less ozone transport to the pole (the
direct effect of DWC). In contrast, stratospheric winter dynamics dominated by increased
wave absorption (with major SSWs), in contrast, are characterized by a warm polar vortex,
and thereby less springtime ozone loss. The results establish a new perspective of dynamical
processes controlling the Arctic ozone variability.
• What is the effect of climate change on the variability of DWC in the future? Do future changes in
DWC influence the troposphere-surface system?
- Under extreme climate change conditions, a significant reduction in DWC events is detected
in the future, with a shift of their timing toward midwinter. This variation is related to a
change in the timing of the bounded wave geometry configuration and increased wave ab-
sorption.
- Future increase in GHG emissions is largely responsible for the decrease in the number of
DWC events, dominating the opposing influence of future ozone recovery.
- The tropospheric response to DWC in the future is less reminiscent of the positive phase of
the NAO. This is consistent with a weaker DWC event, which leads to weaker baroclinic
eddy feedbacks onto the large-scale flow anomalies in the North Atlantic sector.
• What are the responses of the polar mesosphere and lower thermosphere (MLT) coupled system to the
Antarctic ozone hole? What are the roles of resolved and non-resolved wave drag, as well as radiative
forcing on the MLT temperature responses? What are the dynamical mechanisms responsible for
maintaining the downward propagation of zonal wind anomalies in the MLT?
- The strengthened stratospheric westerlies arising from the Antarctic ozone hole-induced
cooling cause a polar mesospheric warming, and a subsequent cooling in the lower ther-
mosphere during late spring and early summer.
- The anomalous polar mesospheric warming is attributed to adiabatic heating induced by
easterly non-resolved (gravity) wave drag. However, this effect is dampened by anomalous
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adiabatic cooling induced by westerly resolved (planetary) waves, which are generated in-
situ due to increased instability of the mesospheric easterly jet induced by the ozone hole. On
the other hand, the anomalous cooling in the polar lower thermosphere induced by westerly
gravity wave drag is enhanced by dynamical cooling induced by westerly planetary wave
drag.
- Radiative cooling induced by increased GHGs dampens (enhances) the polar mesospheric
warming (lower thermospheric cooling) induced by the ozone hole.
- Through thermal wind balance, the polar MLT temperature changes induced by the ozone
hole are accompanied by a downward migration of anomalous zonal-mean wind from the
lower thermosphere to the stratopause. This vertical coupling is maintained by the combined
forcings of both planetary and gravity waves.
6.2 Outlook
This thesis provides an advanced understanding of the mechanisms responsible for the coupling
between the troposphere, stratosphere, and higher layers in both the upward and downward
directions. In particular, the importance of natural and anthropogenic forcing factors for the
stratosphere-troposphere coupling mechanism via DWC, the underlying mechanisms for tropo-
spheric impact of DWC, and the implication for ozone levels have been investigated in this study
for the first time. Nevertheless, there are still several questions and new ideas that are worth ex-
ploring and investigating in future research.
In terms of the behavior of stratosphere-troposphere dynamical coupling via DWC, the re-
sults of this thesis suggest that a weaker tropospheric response to DWC occurs when the SST
variability is excluded from the simulation (as shown in Chapter 2). However, the underlying
mechanisms by which the SST forcing affects the tropospheric response to DWC are not fully un-
derstood. One possible strategy is to analyze the links between surface ocean heat flux and the
baroclinic eddy feedbacks during composite life cycles. In addition, we also note that the differ-
ences between the CTL and FSST experiments in Chapter 2 are rather an expression of the lack
of SST variability than an expression of the coupling between atmosphere and ocean. Therefore,
the role of atmosphere-ocean coupling on the variability of DWC still remains unclear. In order to
address whether atmosphere-ocean coupling plays a role, it is needed to carry out the atmospheric
model experiments with the same SST/sea ice evolution. In our case the simulated SST/sea ice
evolutions from the CTL experiment should be prescribed in the FSST experiment. This experi-
ment would therefore isolate the effects of atmosphere-ocean coupling on the interactions between
the stratosphere and troposphere via DWC.
The results of this study also highlight the importance of DWC events on the residual circula-
tion, Arctic stratospheric temperatures, and ozone (as shown in Chapter 3), but do not
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address the conditions that lead to such events. Harnik (2009) suggested that short-time-scale
positive heat flux pulses from the troposphere are more likely to lead to wave reflection. A better
understanding of the tropospheric conditions that produce heat flux pulses is needed to improve
the understanding of the link between stratospheric dynamics and ozone variability. This can be a
subject for future research, e.g., using an idealized GCM dynamical core with explicit topographic
forcing or zonally asymmetric/symmetric diabatic heating, in order to understand which tropo-
spheric conditions affecting the ability of upward heat flux pulses to be reflected downward.
Future changes in stratospheric dynamics, as simulated in CESM1 (WACCM) model under
the RCP8.5 scenario, cause a reduction in DWC activity in the NH winter, and may eventually
lead to changes in tropospheric circulation in a future climate (as shown in Chapter 4). However,
resolving the entire cause-and-effect relationship involved in the transmission of dynamical
disturbances induced by DWC between the stratosphere and the troposphere, would require
additional sensitivity simulations in CESM1(WACCM). For example, by performing a set of
experiments with a combination of anthropogenic and natural forcings (e.g., GHG+tropical SST
forcing, GHG+extra tropical SST forcing, future tropical SST forcing only, etc), the origin of the
future changes in the timing of DWC and the associated surface impact can be understood better.
In addition, since the current results are only based on simulations with one model, further model
studies are required in order to determine which aspects of the modeled tropospheric responses to
the DWC in the future are robust between models.
CESM1(WACCM) simulations suggest that the Antarctic ozone hole leads to cooling in the po-
lar lower thermosphere. Moreover, it has also been shown that increased instability of the mesos-
pheric easterly jet increases in-situ wave generation of traveling planetary wave activity (Rossby
5-day wave and QTDW) in the mesosphere (Chapter 5). These particular results are interesting
and have never been verified in observations, possibly due to limited observational datasets (e.g.,
Smith et al. 2010) or few observational studies on the vertical coupling of MLT during the Antarctic
ozone hole period (e.g., Venkateswara Rao et al. 2015), and therefore warrant further investigation.
In addition, since the detailed mechanisms of vertical coupling between the stratosphere and MLT
during the Antarctic ozone hole revealed in this work are only based on one model, further model
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