We establish pointwise ergodic theorems for a large class of natural averages on simple Lie groups of real-rank-one, going well beyond the radial case considered previously. The proof is based on a new approach to pointwise ergodic theorems, which is independent of spectral theory. Instead, the main new ingredient is the use of direct geometric arguments in hyperbolic space.
Introduction

Ergodic subgroups and ergodic theorems
Let G be a connected simple real Lie group of real rank one with finite center. Our purpose in the present paper is to generalize the existing pointwise and maximal ergodic theorems for the ball and shell averages on G well beyond the case of radial averages, using an entirely new approach.
The ingredients our method utilizes are elementary hyperbolic geometry, the classical pointwise and maximal ergodic theorems for one-dimensional flows, the Howe-Moore ergodicity theorem, and some variations on the classical "method of rotation". In particular, our proof is independent of any spectral estimates associated with spherical functions on the group G. Refined and detailed estimates of spherical functions formed the basis of the only previous proof of pointwise ergodic theorems for radial averages on G [N94] [N97] [NS97] , but reliance on such estimates necessarily restricts the averages under study to be radial. We remark that our approach in fact extends the range of validity of the radial pointwise ergodic theorems to the space L log L, which is not readily accessible by spectral methods, but the main point in our analysis is the use of geometric ideas to dispense with the assumption of radiality in the pointwise ergodic theorems on G.
The basis of our approach to proving ergodic theorems is the following simple and natural idea. Suppose that G is a locally compact second countable (lcsc) group and H < G is a closed subgroup. We say that H has the automatic ergodicity property if whenever G acts on a probability space (X, µ) by measure-preserving transformations ergodically then the action restricted to H is also ergodic. In this case, any pointwise ergodic family of probability measures η r supported on H is a pointwise ergodic family for G. It follows that for any g, g ′ ∈ G, the averages δ g * η r * δ g ′ satisfy the same conclusion. Given any parametrized family δ g b * η r * δ g ′ b , with b ranging over some lcsc space B, the corresponding parametrized pointwise ergodic families can be averaged with respect to a probability measure on B. Under suitable natural conditions this gives rise to a host of additional pointwise ergodic families supported on G.
A most significant case where this method can be employed is when G is a simple noncompact algebraic group. Indeed then by the Howe-Moore Theorem any closed noncompact subgroup H < G has the automatic ergodicity property.
Of course, one natural possibility is to choose H as an amenable subgroup of G. Then we can use the classical theory of amenable groups to find ergodic sequences in H, whose translates δ g b * η r * δ g ′ b , b ∈ B can then be averaged further on B. For example, when G is a simple non-compact real Lie group, this raises the possibility of proving pointwise ergodic theorems for G by averaging on translates of probability measures on a unipotent subgroup, for example one which is isomorphic to R. Below we will develop and utilize this approach extensively for the group SL 2 (R) and a unipotent subgroup N.
Furthermore, let us note that parametrized families of translated averages on general, not necessarily amenable subgroups also occur naturally, and we will use the principle stated above in that case too. For example, we will consider the case of parametrized translates of averages on SO 0 (2, 1) embedded in SO 0 (n, 1), which corresponds to embeddings of totally geodesic hyperbolic planes in n-dimensional hyperbolic space. This will allow us to generalize ergodic theorems established for SO 0 (2, 1) to isometry groups of higher dimensional (real, complex and quaternionic) hyperbolic spaces.
Thus this approach may be viewed as a generalization of the familiar "method of rotation" used extensively in classical analysis and singular integral theory.
We remark that the approach used in the present paper to prove ergodic theorems for simple real rank one Lie groups was motivated by the method used to prove ergodic theorems for free groups in [BN13] . There the approach is based on considering an appropriately chosen amenable "measurable subgroup" of F. This "subgroup" is a sub-equivalence relation R of the orbit equivalence relation of F acting on its boundary. Whenever F acts on a probability space F (X, λ), there is a natural extension F (X × ∂F, λ × ν) and a sub-equivalence relation R X of the orbit relation on X × ∂F. It was shown in [BN13] that if the action F (X, λ) is ergodic then the sub-equivalence relation R X has at most 2 ergodic components, which is an analog of the Howe-Moore theorem in this case. Moreover, the subrelation R X is amenable (indeed, it is hyperfinite), and admits ergodic sequences. The radial ergodic theorems for the free groups are then proved by first averaging over finite-sub-equivalence relations of the relation R X and then averaging the result over the boundary. Note also that this method allows much more general types of averaging sequences to be analyzed similarly, since we can average with respect to a variety of measures on the boundary.
Main results
As above, let G be a connected simple real Lie group of real rank one with finite center. Given any measure-preserving action G (X, µ) on a standard probability space, a probability measure η on G and a function f ∈ L 1 (X, µ) on X we let
Also let E[f |G] ∈ L 1 (X, µ) denote the conditional expectation of f on the sigma-algebra of G-invariant Borel sets.
Let KAK = G be a Cartan decomposition of G and A = {a t } t∈R be the Cartan subgroup. We note that any parametrization of the Cartan subgroup is allowed. We use these coordinates to define the following natural averages on G.
Definition 1. For r, ǫ > 0 and U, V ⊂ K sets of positive measure, let The following is our main result: The terminology is explained in §2.
Remark 1.1.
1. By taking U = V = K we recover the fact that spherical shell averages are pointwise ergodic in L p for all p > 1. This was first proven in [N94, N97, NS97] by spectral methods, and the fact that these averages are also pointwise ergodic in L log L is new.
2. The main novelty occurs when U or V is not equal to K. In this case, the averages are referred to as "bi-sector averages". Special cases have been proven previously only under the very restrictive hypothesis that X = G/Γ is a homogeneous action.
3. We prove a more general result (Theorem 5.6) in which U and V are replaced with arbitrary bounded probability densities on K.
4. Theorem 1.1 holds for the balls and shells defined by any choice of G-invariant Riemannian metric on the symmetric space G/K.
Plan of the paper. In §2.1-2.2 we introduce the necessary definitions and notation associated with maximal inequalities and ergodic theorems, and also list some basic standard arguments that will be used repeatedly in many of the arguments later on. §3.1-3.2 contain a brief exposition of the classical method of rotations associated with geodesic polar coordinates in Euclidean and hyperbolic space. §4.1-4.3 are devoted to proving Theorem 1.1 in the special case G = PSL 2 (R). In §5 we prove Theorem 1.1 by using the PSL 2 (R) case and the fact that any connected simple real Lie group G of real rank one contains an isometrically embedded subgroup L isomorphic to either PSL 2 (R) or SL 2 (R).
Preliminaries
Averaging operators, maximal inequalities and ergodic families
Let G be an lcsc group acting by measure-preserving transformations on a standard Borel probability space (X, µ). If ν is any probability measure on G then we also consider ν to be an operator from
Maximal functions and maximal inequalities. Let r → ν r , r > 0 be a 1-parameter family of compactly supported probability measures on G. We do not require it to be a semigroup or to consist of absolutely continuous measures on G. However, we do require that it is a w * -continuous map from R + to the space of probability measures P(G) on G, namely that for any continuous function F on G, r → ν r (F ) is continuous. We will make this assumption on every 1-parameter family of probability measures without saying so explicitly. The reason this assumption will be useful is as follows.
Let M ν denote the associated maximal operator defined by
For a general family of averages ν r , it need not be the case that the maximal function
associated with a Borel function f is measurable. However, for an lcsc group G, there exists
is continuous in g for almost every x ∈ X. Under the w * -continuity assumption for ν r , for such f the maximal function
k is not a norm. We say that a family {ν r } r>0 of Borel probability measures on G satisfies
• the weak-type (1, 1) maximal inequality if there is a constant C 1 > 0 such that
• the strong-type (p, p) maximal inequality if there is a constant C p > 0 such that
Mean and pointwise convergence. We let E[f |G] denote the conditional expectation of f on the sigma-algebra of G-invariant measurable subsets. We say a family {ν r } r>0 of Borel probability measures on G is
•
Finally, we say that {ν r } r>0 is a good averaging family in L p , if it satisfies the strong type (p, p)-maximal inequality, is mean ergodic for functions in L p and in addition the family is pointwise ergodic in L p . We define good averaging families in L (log L) k similarly. When ν r is a good averaging family in every L p , 1 < p < ∞ and also in L log L we will abbreviate and say that it is a good averaging family. If in addition the family satisfies the weak-type (1, 1) maximal inequality then we will say that it is an L 1 -good averaging family. When this holds, it follows that the family is in fact pointwise and mean ergodic in L 1 . This is one of several useful facts that we will use repeatedly, which we now state.
Standard arguments
We list the following standard results that will be used frequently below. We start with the following elementary fact. We will have occasion to average parametrized families of probability measures on G, and thus state the following fact, which is a straightforward consequence of the definitions.
Lemma 2.2 (Averaging strong maximal inequalities). Let (Z, ζ) be a standard probability space and z → τ z,r a measurable map from Z into the space of Borel probability measures on G. Suppose that for each z ∈ Z the family of averages {τ z,r } r>0 is w*-continuous in r and satisfies a strong-type
k ) maximal inequality with constants C z,p and moreover the constants C z,p are uniformly bounded for z ∈ Z. Let τ r = z∈Z τ z,r dζ(z). Then
We recall that given two bounded Borel measures ν and λ on G, their convolution is defined as the functional
where C c (G) denote the space of compactly supported continuous functions on G. Clearly, the support of ν * λ is contained in the closure of the product of the supports of ν and of λ, and if ν and λ are probability measures, then so is ν * λ. Similarly
Below we will often consider maximal inequalities for a family of measures arising as convolutions of probability measures on G. We thus state 
We note that Part (1) follows from Lemma 2.2, applied to the measure space (G×G, ν×λ) and the family defined by τ (g,g ′ ),r = δ g * η r * δ g ′ . Part (2) is elementary, since the maximal functions of each of the families ν r , η r and λ r is itself in L p . Part (3) is proved in [Fav72] (see Theorem 1(ii) and its proof).
Finally, we recall the following well-known version of the classical Banach principle (see e.g. [Ne05] for complete details). • If {η r } r>0 satisfies the weak type (1, 1) maximal inequality then {η r } r>0 is pointwise and mean convergent in L 1 .
• If {η r } r>0 satisfies the strong type
If for every f ∈ D, η r (f ) converges pointwise to the ergodic mean E[f |G] a.e. as r → ∞ then we can replace "pointwise and mean convergent" in the two conclusions above with "pointwise and mean ergodic".
Our discussion below will utilize certain polynomially-weighted versions of Birkhoff's pointwise ergodic theorem. The results we require undoubtedly follows from a suitable weighted ergodic theorem on the real line already in existence, but we have not located a convenient reference, so we include a short self-contained proof of the simple special case we will use in the following two results. 
for some constants C and κ > κ ′ > 0. Let η be the measure on R defined by η(E) = E ψ(t) dt for Borel E ⊂ R. Finally, for T > 0, let η T denote η restricted to [0, T ] and normalized to have mass 1:
good averaging family for R (as an additive group).
Proof. Let h t ∈ Aut(X, µ) be an R-flow, which we can assume to be ergodic. Let
There exists a dense subset D ⊂ L 1 (X, µ) satisfying the pointwise ergodic theorem, consisting of all functions of the form We now apply the previous lemma to intervals of exponentially increasing size, as follows. Assume ǫ > 0, r > 0, b > 0 and define the measures η r,ǫ on R by
Proposition 2.6. For any measure-preserving R-action on a probability space, the measures {η r,ǫ } r>0 constitute an L 1 -good averaging family, for each fixed ǫ > 0 and b > 0.
Proof. Let h t ∈ Aut(X, µ) be an R-flow, which we can assume to be ergodic. Define operators
Let us first note the general fact that for any δ > 0 and for T > 0, the averages on R defined by the normalized restriction of η to the set [0,
so that we have the identity
This identity implies immediately that the strong maximal inequalities which are valid for the family A η T are valid also for the left hand side, as long as
remains bounded. The same argument also establishes the case of the weak-type (1, 1)-maximal inequality.
Note that for any given δ > 0, as
converges to zero almost everywhere and A η T f (x) converges almost everywhere to X f dµ (in the ergodic case), as follows from Proposition 2.5. Therefore the identity shows that pointwise convergence of the left hand side holds as well.
Let us apply this fact to the choice T = 2 sinh(br) and δ satisfying (1 + δ)T = 2 sinh(b(r + ǫ)). Then
we conclude that given fixed ǫ > 0 and b > 0 we can use the previous identity, since the ratio in question remains uniformly bounded. We conclude that the family of operators A η r,ǫ satisfies the strong-type (p, p) and L log L maximal inequalities and converges pointwise almost everywhere for f in these function spaces. In fact, by the same argument the weak-type (1, 1)-maximal inequality and pointwise convergence for L 1 -functions hold as well.
Let us now turn to describe in more detail the method of rotations, which will play a significant role in the proof of radial ergodic theorems for simple groups of real rank one which will be established below.
3 The classical method of rotations: geodesic polar coordinates
The method of rotations in Euclidean space
Not long after Wiener's proof of the pointwise ergodic theorem for ball averages on multidimensional flows [W39] , it was pointed out by Pitt [Pi42] that part (but not all) of Wiener's theorem can be established by an argument known as "the method of rotation" in the context of Calderon-Zygmund theory. We summarize this approach to the pointwise ergodic theorem for Euclidean ball averages, since it includes several arguments and several facts which we will use repeatedly below. The main idea is simply to view the normalized uniform measure β (n) r on a ball of radius r in R n , n ≥ 2 as a convex average of the normalized (weighted) measures on the intervals [0, rv], with v ∈ S n−1 ranging over the unit sphere, taken with its unique rotation invariant probability measure m S n−1 . Using polar coordinates on R n , namely representing a general point as (t, v) with t ≥ 0 and v ∈ S n−1 , this amounts to writing
where
The polynomially weighted Birkhoff's ergodic Theorem 2.5 implies these operators satisfy the weak-type (1, 1) maximal inequality and are pointwise convergent in L 1 . Now, the higher-dimensional ball average β (n) r we are interested in is the average of L v r f (x) over v ∈ S n−1 . As a result, norm convergence for the ball averages in L p , 1 ≤ p < ∞ follows immediately from norm convergence of L v r f (x). Similarly, the strong type maximal inequalities in L p , p > 1 and L log L for the ball averages are immediate consequences of the fact that they hold for L v r f (x) with fixed uniform norm bounds, independent of v, using Lemma 2.2. As to pointwise convergence of the ball averages, it is immediate for bounded functions, for example by applying Lebesgue's Dominated Convergence Theorem to the uniformly bounded family of
or L log L then follows using Theorem 2.4. Finally, an important additional point is that we must identify the pointwise limit of β (n) r (f ), which differs, in general, from the limits of L v r f (x). However, the limit function of β (n) r f (x) is in fact invariant under the R n -action (as noted in Wiener's original argument). Indeed the norm limit of β (n) r (f • T t,v ) is the same for any choice of v ∈ R n , as follows easily by comparing the two integrals, and using the asymptotic invariance (=Følner) property of Euclidean balls. Thus the limit is the conditional expectation of f with respect to the sigma-algebra of R n -invariant measurable sets, as stated in the ergodic theorem. Note however that the previous argument fails to establish a crucial part of Wiener's ergodic theorem. Namely, it does not establish pointwise almost sure convergence for L 1 -functions, and cannot be used to prove a weak-type (1, 1)-maximal inequality. While the family of ball averages in R n is the convex average of the one-dimensional operators L v r f (x) over v ∈ S n−1 , and while each one-dimensional family satisfies the weak-type (1, 1)-maximal inequality, this inequality does not average and the inequality for the convex average does not follow. This limitation will be present throughout our discussion below.
The method of rotations in non-Euclidean space
Hyperbolic space H n also admits geodesic polar coordinates analogous to those on R n . To describe them more explicitly, recall that the connected component G of the isometry group of H n acts transitively and the stability group K of a point p 0 ∈ H n acts transitively on the unit tangent sphere at p 0 . Fix a geodesic line ℓ in H n passing through p 0 , which is an orbit of a one-parameter group A = {a r , r ∈ R} isomorphic to R, so that ℓ = A · p 0 . Every other geodesic through p 0 is of the form kA · p 0 for some k ∈ K, namely it is the orbit of p 0 under the conjugate subgroup kAk −1 . It follows that the connected component G of the isometry group of hyperbolic space admits a decomposition of the form G = Iso 0 (H n ) = KAK, and in fact G = {e G } ∪ KA + K, where A + = {a r ∈ A ; r > 0}. Furthermore, the set Ka r K is mapped under the map g → gp 0 to a sphere of radius |r| with center p 0 . We let m K denote the unique Haar probability measure on K, and we let σ r be the unique K-bi-invariant probability measure on the set Ka r K. The measure σ r coincides of course with the measure m K * δ ar * m K , where the convolution is defined on G and δ ar is the Dirac probability measure at a r . 
Let ν and λ be any two Borel probability measures on the group
is a good averaging family.
Proof. Part (2) implies part (1) upon taking ν = λ = m K . For part (2), first write using bilinearity of convolution
Now the strong maximal inequalities in L p , p > 1 and in L log L for A ∼ = R-actions immediately imply the corresponding maximal inequalities for the averages under considerations, by Proposition 2.3(1). As to pointwise convergence for (say) bounded functions, applying the one-dimensional averages supported on A ∼ = R to λf we can conclude pointwise convergence as r → ∞. Now the averaging operator ν maps a pointwise convergent family of bounded functions to another pointwise convergent family of bounded functions, for example using Lebesgue's Dominated Convergence Theorem as in the Euclidean case explained above. Using Theorem 2.4 again, pointwise almost sure and norm convergence for the desired averages follow. Finally, the identification of the limit requires an additional argument, since asymptotic invariance arguments are absent in our non-amenable group. In the present case, it is well known that A ⊂ Iso 0 (H n ) acts ergodically in every ergodic Iso 0 (H n )-space by the HoweMoore theorem [HM79] .
Thus the application of the classical method of rotation using geodesic polar coordinates leaves much to be desired, in the case of Iso 0 (H n ). We are interested in establishing ergodic theorems for the ball measures β r , which arise intrinsically from hyperbolic geometry, and not just for the uniform average of the sphere measures σ t .
Much of the present paper is based on the following two observations. First, this goal can be still be achieved by the method of rotation applied to averages on horospheres, rather than geodesics. Second, averages on horospheres can be used to establish convergence even for natural non-radial averages as well, using more refined geometric arguments. We now turn to demonstrate these observations and their consequences in the case of the hyperbolic plane, which is fundamental to the developments that follow.
Ergodic theorems for the isometry group of the hyperbolic plane
Let H 2 denote the hyperbolic plane, equipped with a Riemannian metric of constant negative sectional curvature. We identify PSL 2 (R) with the group of orientation preserving isometries of H 2 in the usual way. For r > 0, ǫ > 0, define the annuli
where d(·, ·) is the invariant Riemanian (=hyperbolic) distance in H 2 . Let σ r,ǫ be the probability measure on Σ r,ǫ obtained by normalizing the restriction of Haar measure. Also let β r be the probability measure on {g ∈ PSL 2 (R) : d(gp 0 , p 0 ) ≤ r} (for some p 0 ∈ H 2 ) obtained by normalizing the restriction of Haar measure.
We will start by proving the following radial ergodic theorem, which will be followed later on by a non-radial generalization.
Theorem 4.1. For G = PSL 2 (R), the families {β r } r>0 and {σ r,ǫ } r>0 are good averaging families (for any fixed ǫ > 0).
The upper half plane model
2 is a model of the hyperbolic plane (so this is consistent with previous notation). It is a complete simply connected Riemannian manifold with constant sectional curvature -1. We denote the associated Riemannian distance in H 2 by d(·, ·) and note the following well known formula :
The group SL 2 (R) acts on H 2 by fractional linear transformations:
and this action preserves the Riemannian metric and the distance. Because the center {±I} ≤ SL 2 (R) acts trivially, this induces an action of PSL 2 (R) = SL 2 (R)/{±I}. It is wellknown that this gives an isomorphism of PSL 2 (R) with Isom + (H 2 ), the group of orientationpreserving isometries of the hyperbolic plane.
For r, t ∈ R, θ ∈ [0, 2π) let
We will often identify these matrices and subgroups with their images in PSL 2 (R) without explicitly saying so. Because the isometry group acts transitively we we may assume without loss of generality that p 0 = i. Note that K is the stabilizer of p 0 and d(a r p 0 , p 0 ) = |r| according to the distance formula (2). The next lemma is central to our approach. Proof. Since K is the stabilizer of p 0 , d(a r p 0 , p 0 ) = r and PSL 2 (R) acts simply transitively on the unit tangent bundle of H 2 , it follows that {Ka r K} r≥0 is a parametrization the space of double cosets of K in G. Using the distance formula (2) :
the equivalence of (1) and (3) follows upon substituting x 1 = 0, x 2 = t, and y 1 = y 2 = 1. The equivalence of (3) and (4) is elementary. . Let η denote the measure on N given by 
is the same as the area of the ball of radius r in H 2 . Then
Proof. Since both m G and m K * η * m K are bi-K-invariant, it suffices to prove
for bi-K-invariant subsets E ⊂ G (in other words, sets satisfying E = KEK). Because balls centered at p 0 generate such sets, it suffices to prove
. From the previous lemma,
For r, ǫ > 0, let η r,ǫ be the probability measure on N given by η r,ǫ (E) = η(E ∩ {n t : t ∈ [2 sinh(r/2), 2 sinh((r + ǫ)/2)]}) η({n t : t ∈ [2 sinh(r/2), 2 sinh((r + ǫ)/2)]}) .
The Lemma 4.2 together with Lemma 4.3 imply
Proof of Theorem 4.1. By the polynomially weighted Birkhoff ergodic Theorem 2.5, {η r,ǫ } r>0 is an L 1 -good averaging sequence for N. By the Howe-Moore Theorem, N has the automatic ergodicity property as a subgroup of G. Therefore {η r,ǫ } r>0 is an L 1 -good averaging family for G. Proposition 2.3 implies {σ r,ǫ } r>0 satisfies the strong (p, p)-type maximal inequality and the L log L maximal inequality. Since {η r,ǫ } r>0 is pointwise ergodic for bounded functions, the Bounded Convergence Theorem implies {m K * η r,ǫ * m K } r>0 is also pointwise ergodic for bounded functions. Since L ∞ (X, µ) is dense in L 1 (X, µ) (for any probability space (X, µ)), Theorem 2.4 now implies {m K * η r,ǫ * m K } r>0 is a good averaging family. Equation (3) finishes the proof. The proof that {β r } r>0 is a good averaging family is similar. By Remark 4.1, it suffices to consider the case of curvature −1.
We now formulate the following generalization of Theorem 4.1 pertaining to non-radial averages. This result will be crucial to our discussion below of sector averages.
Proposition 4.4.
1. Let ν and λ be arbitrary Borel probability measures on K. Then ν * η r,ǫ * λ is a good averaging family.
2. Assume further that ν, λ, ν r and λ r are probability measures on K, each is absolutely continuous to the Haar measure and
, and
If the family {ν r * η r,ǫ * λ r } r>0 satisfies the strong maximal inequalities in L p , 1 < p < ∞ and in L (log L), then it is a good averaging family.
Proof. By the polynomially weighted Birkhoff ergodic Theorem 2.5, {η r,ǫ } r>0 is an L 1 -good averaging sequence for N. The Howe-Moore Theorem implies {η r,ǫ } r>0 is a good averaging family as a family of measures on PSL 2 (R). Proposition 2.3 implies ν * η r,ǫ * λ is a good averaging family. This proves (1).
As to part (2), given the maximal inequalities assumed in it, by Theorem 2.4 it suffices to prove pointwise convergence for the dense subspace L ∞ (X). For every bounded function f and for almost every
. A similar statement holds for ν r − ν.
Therefore, for almost every
and the limit of the latter expression as r → ∞ is zero by assumption. By part (1), (ν * η r,ǫ * λ) f is pointwise convergent a.e. to the ergodic mean. So the computation above implies (ν r * η r,ǫ * λ r ) f is also pointwise convergent a.e. to the ergodic mean.
From horocycle averages to bi-sector averages
Recall that A = {a t } t∈R ≤ PSL 2 (R) is a 1-parameter subgroup satisfying d(a t p 0 , p 0 ) = |t|. For r, ǫ > 0, let α r,ǫ denote the probability measure on A ⊂ G given by
For example, note that m K * α r,ǫ * m K = σ r,ǫ where m K denotes Haar probability measure on K.
Theorem 4.5. If ν, λ << m K are probability measures with densities
and ǫ > 0 then {ν * α r,ǫ * λ} r>0 is a good averaging family.
A special case of this theorem pertains to "bi-sector averages", defined as follows. For Borel subsets U, V ⊂ K with positive Haar measure and r, ǫ > 0, let G U,V r,ǫ be the set of all g ∈ G such that g = ua t v for some u ∈ U, t ∈ [r, r + ǫ] and v ∈ V . Let σ 
r,ǫ . We will derive Theorem 4.5 from a special case of Corollary 4.6 which we prove after the next lemma.
Lemma 4.7. Suppose {τ r } r>0 and {τ ′ r } r>0 are families of probability measures on G and C r > 1 satisfies:
• C r is uniformly bounded, and C r → 1 as r → ∞,
• {τ ′ r } r>0 is a good averaging family.
Then {τ r } r>0 is also a good averaging family.
Proof. It follows from the Domination Lemma 2.1 that {τ r } r>0 satisfies the strong-type (p, p) maximal inequalities for 1 < p ≤ ∞ and the strong-type L log L maximal inequality. Let
So we must have that τ r (f ) converges pointwise a.e. to E[f |G] as r → ∞. By decomposing an arbitrary f ∈ L ∞ (X, µ) into real and imaginary parts and then into positive and negative parts, we see that τ r (f ) converges pointwise a.e. to The proof of Theorem 4.8 is based on the following geometric Lemma. As noted in Lemma 4.2, for every r > 0 there is a unique t = t(r) > 0 with KN t K = KA r K. Let w r , w ′ r ∈ K be the unique elements with n t = w r a r w ′ r . The maps n t → w r and n t → w ′ r are continuous for t = 0. This fact is geometrically clear, and an explicit formula for them can be deduced from the explicit formula we discuss next. We will utilize the following observation on the angular components in the Cartan decomposition. Proof. We use notation as in §4.1; in particular H 2 denotes the upper half plane model and we identify Isom + (H 2 ) with PSL 2 (R) through the latter's action on H 2 by fractional linear transformations. Then w r = k θ for some θ = θ r and w
Thus
r/2 i cos θ − e −r/2 sin θ e r/2 i sin θ + e −r/2 cos θ = = (e r − e −r ) sin θ cos θ e r sin 2 θ + e −r cos 2 θ + i e r sin 2 θ + e −r cos 2 θ .
Thus e r sin 2 θ + e −r cos 2 θ = 1 and since r → ∞, we have sin 2 θ → 0 and so cos 2 θ → 1. Thus ±w r converges to ±I in SL 2 (R)/ {±I} as r → ∞.
For future reference we note that since d(n t i, i) = d(n −t i, i) it is geometrically clear that t = (e r − e −r ) sin θ r cos θ r can be solved uniquely for any t ∈ R \ {0}, and for ±t the same value of e r/2 is obtained, together with the values θ r and −θ r . Writing n −t = n −1 V . Let ν r be the normalized restriction of m K to U r and λ r be the normalized restriction of m K to V r . We will show that there is a constant C r > 1 such that lim r→∞ C r = 1 and σ U,V r,ǫ ≤ C r ν r * η r,ǫ * λ r . We prove the above inequality by comparing Radon-Nikodym derivatives of the two measures in question, for each given r. Using the formula for Haar measure on G in polar coordinates, we have
.
On the other hand by definition of convolution
, and using Lemma 4.3
Note that the support of σ U,V r,ǫ is contained in the support of the convolution above, by definition of U r and V r . Furthermore
and since w r → 1 and w ′ r tends to the 180 o rotation as r → ∞ (by Lemma 4.9), it follows that C r → 1 as r → ∞. Indeed, since U is compact and s → w s is continuous, the set
r is contained in the δ(r)-neighborhood of U for some δ(r) > 0 satisfying lim r→∞ δ(r) = 0 (by Lemma 4.9). Since the intersection of these neighborhoods is U, it follows that
To complete the proof of the Theorem 4.8 it suffices, by Lemma 4.7 (setting τ r = σ U,V r,ǫ and τ ′ r = ν r * η r,ǫ * λ r ) to establish the conclusions for ν r * η r,ǫ * λ r . By Proposition 4.4, m K * η r,ǫ * m K is a good averaging family. Since for all r > 1
for some C > 0, the Domination Lemma 2.1 implies r → ν r * η r,ǫ * λ r satisfies the strong type (p, p), 1 < p < ∞ and L log L maximal inequalities. Let ν denote the normalized restriction of m K to U and λ denote the normalized restriction of m K to V . Then
So Proposition 4.4 implies r → ν r * η r,ǫ * λ r is a good averaging family.
We now pass from σ U,V r,ǫ to averages defined by arbitrary densities on K, as follows.
Lemma 4.10. Suppose {τ r } r>0 and {τ ′ n,r } n∈N,r>0 are families of probability measures on G and C n > 1 satisfies:
• τ r ≤ C n τ ′ n,r for all r, n;
• C n → 1 as n → ∞;
• for each n ∈ N, {τ ′ n,r } r>0 is a good averaging family.
Proof. It follows from the Domination Lemma 2.1 that {τ r } r>0 satisfies the strong type L log L maximal inequality and the strong type (p, p) maximal inequalities for 1 
it follows that {σ A,B r,ǫ } r>0 is also a good averaging family. Now let A, B ⊂ K be Borel sets with positive measure. We will show that {σ A,B r,ǫ } r>0 is a good averaging family. For each n > 0 there exist open sets U n ⊃ A and V n ⊃ B such that m K (U n \ A) < 1/n and m K (V \ B) < 1/n. By Lemma 4.8 {σ Un,Vn r,ǫ } r>0 is a good averaging family. Since
it follows from Lemma 4.10 that {σ A,B r,ǫ } r>0 is a good averaging family. Let now ν and λ be arbitrary probability measures on K 0 with bounded densities, namely
Recall that a simple function is a finite linear combination of characteristic functions of Borel subsets. Since
Then y ν,n / y ν,n 1 and y λ,n / y λ,n 1 are probability densities and simple functions. Denoting the probabilities they define by ν n and λ n , clearly ν ≤ (1 + 1/n)ν n and λ ≤ (1 + 1/n)λ. Because y ν,n , y λ,n are simple it follows from the previous paragraph and linearity that {ν n * α r,ǫ * λ n } r>0 is a good averaging family for each n. Since ν ≤ (1 + 1/n)ν n , λ ≤ (1 + 1/n)λ n , it follows that ν * α r,ǫ * λ ≤ (1 + 1/n) 2 ν n * α r,ǫ * λ n .
So Lemma 4.10 implies {ν * α r,ǫ * λ} r>0 is a good averaging family.
Remark 4.2. Our arguments above were developed for the group G = Isom + (H 2 ) = PSL 2 (R). Consider a connected covering groupG of G with finite center and its maximal compact subgroupK. The finite center Z ofG is a subgroup of (any) maximal compact subgroupK, and if m Z is the uniform average on the elements of Z, clearly mK * m Z = m Z * mK = mK. It follows that every radial (i.e. bi-K-invariant) average onG acts as zero on the subspace of L 2 (X) which is orthogonal to the space of Z-invariant functions, and on the space of Z-invariant functions the action ofG is viaG/Z = G. Thus a bi-K-invariant family of averages onG satisfies the same ergodic theorems which are satisfied by its projection toG/Z = G. In particular, this applies to the averagesσ r,ǫ supported oñ Σ r,ǫ = {g ∈G : d(gp 0 , p 0 ) ∈ [r, r + ǫ)} withG acting on H 2 via G. Note that the foregoing argument is of course valid for the connected finite covering groups of any connected simple non-compact Lie group.
5 Ergodic theorems for general real rank one groups 5.1 Structure theory for real rank one groups
In the present section we will extend Theorem 1.1 to general real-rank one groups using the method of rotations, applied to totally geodesic embeddings. We assume that G is a real-rank one connected non-compact simple Lie group with finite center. In the present section our notation will be different from the notation used thus far, where K, A, and N denoted specific subgroups of SL 2 (R). We now fix a maximal compact subgroup of G and denoted it by K, and a one-parameter subgroup A ∼ = R of G such that G = KAK is a Cartan decomposition. We let N be the horospherical subgroup of G associated with A, so that G = KAN is an Iwasawa decomposition.
Let g denote the Lie algebra of G. Fix a Cartan involution θ on G and g, and let g = k ⊕ p be the associated Cartan decomposition of g to the ±1 eigenspaces of θ. Choose a maximal Abelian subalgebra a contained in p. Because G has real rank 1, dim R a = 1. Let a * = Hom(a, R) denote the real dual of a, and let Σ = Σ(a, g) ⊂ a * denote the set of non-zero roots of a in g. Because G has real rank one, Σ = {±α} for some α ∈ a * , or Σ = {±α, ±2α}. The Weyl group W = W (a, g) is isomorphic to Z 2 in both cases, and its nontrivial element acts as multiplication by −1 on a. The adjoint action of the Lie algebra a on g is diagonalizable, with the eigenspaces being g ±α , g ±2α (when non-empty), and g 0 . g is the direct sum of these subspaces, and g 0 = a ⊕ m, where m is the centralizer of a in g. Denote m 1 = dim R g α , m 2 = dim R g 2α . We fix an element H 1 ∈ a, satisfying α(H 1 ) = 1, so that e 
Then m G is a Haar measure on G.
Proof. For this well-known formula, see e.g. [He2] or [Koo84, Eqs. (2.5), (4.8)].
We now turn to choose the subgroup L ⊂ G to which we will apply the method of rotations, using [Kn, Prop. 6.52, p. 321] in our discussion. If g 2α = 0, let X α ∈ g α be any non-zero vector, and let l be the Lie algebra spanned by X, Y = θ(X) and H = [X, Y ]. Then l is a Lie algebra isomorphic to sl 2 (R), and it is invariant under θ. The restriction of θ to l is a Cartan involution of l, and a is contained in l and spanned by H. Multiplying X by a suitable multiple if necessary, we can assume that the map E 1,2 → X, E 2,1 → Y , diag(1/2, −1/2) → H 1 is a Lie algebra isomorphism τ : sl 2 (R) → l. Here E i,j is the elementary 2 × 2 matrix with 1 at the (i, j) place.
If g 2α = 0, we choose any non-zero X ∈ g 2α , and consider the Lie algebra l spanned by X, Y = θ(X) and H = [X, Y ]. Again l is isomorphic with sl 2 (R) and contains a. Note however that the element H 1 ∈ a we chose above to parametrize A now has the following property. When viewed as an element of the R-split Cartan subalgebra a of l, the evaluation of the unique root of a (in l) on H 1 gives the value 2, and not 1. Thus, multiplying X by a suitable multiple if necessary, we can assume that the Lie algebra isomorphism τ :
We let L denote the closed subgroup of G with Lie algebra l, and then L is isomorphic to SL 2 (R) or to P SL 2 (R). We denote
The restriction of (any multiple of) the Killing form on the Lie algebra g to the Lie algebra l is a non-degenerate invariant form, and hence a multiple of the Killing form on l. Pulling back this form to sl 2 (R) via the representation τ , we obtain a multiple of the Killing form on sl 2 (R), and upon restriction also a multiple cG of the Riemannian metric G on H [He2] ) that the radial component of the Cartan decomposition in the real rank one group G is determined uniquely. This is equivalent to the fact that in the symmetric space G/K we have
Using the parametrization of this plane via the representation τ of SL 2 (R), by Remark 4.1 it follows that
Thus A ∼ = R is parametrized by {a τ r } r∈R , and also by e rH 1 r∈R . These parametrizations are identical when g 2α = 0, but otherwise they are different and satisfy τ (a 2t ) = a τ 2t = e tH 1 . We now describe the density of Haar measure associated with a decomposition of the group G analogous to the KAK decomposition, in which A is replaced by the one-parameter unipotent group N L . For a related, but different, decomposition of G with A replaced by the entire unipotent group N and the associated Haar density we refer to [Io99] . We note that the G = KNK decomposition for any connected simple Lie group of arbitrary real rank was established in [Ko73] , and the problem of obtaining an explicit description of the associated Haar density was first raised there. 
and ψ has the following asymptotic form :
1. when m 2 > 0, namely when g 2α = 0,
2. when m 2 = 0, namely when g ∼ = so(m 1 + 1, 1)
Proof. Let us consider first the case where g 2α = 0. Define ψ by
where T = 2 sinh(R). ψ is well-defined since R → 2 sinh(R) is invertible on [0, ∞). Now since sinh
we can conclude
upon differentiating both sides with respect to R, and using dT (R) dR = 2 cosh(R). Suppose χ B R is the characteristic function of a ball of radius R in G/K with center p 0 . Then by Lemmas 5.1 and 5.2, since d G/K (n τ t p 0 , p 0 ) = r ⇐⇒ t = 2 sinh(r):
Therefore this formula holds for all radial functions. Because the measure on the righthand-side is bi-K-invariant, this formula must hold for all bounded measurable functions with compact support. The formula G = KN L K is immediate from Lemma 5.2. It remains to prove the asymptotic formula for ψ. Clearly sinh 2 (R) = cosh 2 (R) − 1 = T 2 /4 implies cosh(R) = T 2 /4 + 1, so we obtain
where C G > 0 is a constant depending only on G.
The case where g 2α = 0 is handled similarly, defining ψ(T ) =
ψ(t)dt, and using sinh R = 2 sinh R/2 cosh R/2 we have ψ(T ) = 2
Proof of the ergodic theorems for real rank one groups
Let us prove the ergodic theorems for averages on real rank one groups, starting with the radial case. Proof. The proof is virtually the same as the proof of Theorem 4.1 when g 2α = 0. For completeness we provide the details in the case g 2α = 0. Let η be the measure on N L defined by Theorem 2.5 implies {η R,ǫ } R>0 is an L 1 -good averaging family for N L . By the Howe-Moore Theorem, {η R,ǫ } R>0 is an L 1 -averaging family for G. By Lemma 5.3, m K * η R,ǫ * m K = σ R,ǫ . So Proposition 2.3 now implies {σ R,ǫ } R>0 satisfies the strong (p, p) type maximal inequality (p > 1) and the L log L maximal inequality. The bounded convergence theorem implies that {σ R,ǫ } R>0 is pointwise ergodic in L ∞ . So Theorem 2.4 implies {σ R,ǫ } R>0 is pointwise ergodic in L p for all p > 1 and in L log L. The case of {β r } r>0 is handled similarly.
We now turn to the proof of Theorem 1.1 for non-radial averages. For r, ǫ > 0, let α r,ǫ denote the probability measure on A ⊂ G given by −1 V . Let ν r be the normalized restriction of m K to U r and λ r be the normalized restriction of m K to V r . We will show that there is a constant C r > 1 such that lim r→∞ C r = 1 and σ U,V r,ǫ ≤ C r ν r * η r,ǫ * λ r where η r,ǫ is as in the proof of Theorem 5.4.
Using the formula for Haar measure on G in polar coordinates, we have for any bounded measurable function f on G 
. ψ(t) dt
, 
. To complete the proof it suffices, by Lemma 4.7 (setting the averages τ r and τ ′ r that appear there as τ r = σ U,V r,ǫ and τ ′ r = ν r * η r,ǫ * λ r ) to establish the conclusions for ν r * η r,ǫ * λ r . By Proposition 4.4 (which holds for general real rank 1 groups with η r,ǫ as in the proof of Theorem 5.4 by exactly the same argument), {m K * η r,ǫ * m K } r>0 is a good averaging family. Since for all r > 1 ν r * η r,ǫ * λ r ≤ 1
m K * η r,ǫ * m K for some C > 0, the Domination Lemma 2.1 implies r → ν r * η r,ǫ * λ r satisfies the strong type (p, p), 1 < p < ∞ and L log L maximal inequalities. Let ν denote the normalized restriction of m K to U and λ denote the normalized restriction of m K to V . Then
1 (K) norm. So Proposition 4.4 implies r → ν r * η r,ǫ * λ r is a good averaging family. Theorem 5.6. As above, let G be a connected non-compact simple Lie group of real rank one with finite center. Fix a maximal compact subgroup K. If ν, λ << m K are probability measures with densities
∞ (K, m K ) and ǫ > 0 then {ν * α r,ǫ * λ} r>0 is a good averaging family.
Proof. The proof is now essentially the same as the proof of Theorem 4.5 using {n τ t } in place of {n t }. 
