We consider estimation in a spline regression model with strongly dependent errors. The problem of fitting piecewise polynomials when residuals exhibit long memory is motivated by an application in neurobiology: Galan et al. [26) analyzed the temporal evolution of glomerular activity patterns in the antennallobe of honey bees (also see [38, 27) ) which is a central part in the odor processing of insects. Coding of odors is believed to be related to spatiotemporal patterns represented as trajectories (in time) in a multidimensional space, where each dimension accounts for the activity of one glomerulus. Fig. l(a) shows the activity of a glomerulus of a honey bee, starting 0.2 s after an olfactory stimulus and measured for 24 s at time intervals of 0.04 s. The response to the stimulus fades out fairly quickly. Afterward the process continues to fluctuate randomly at a lower lever, but possibly with a slowly changing mean. The transition between the two phases appears to be (and is expected to be) smooth. Splines provide a natural way of modeling this type of response function. The estimated curve in Fig. l(a) was obtained by quadratic spline regression with one unknown knot. The estimated knot can be interpreted as the approximate time when the effect of the stimulus ceases to be observable. The distribution of the residuals is close to normal (Fig. l(c) ), but the periodogram exhibits a negative slope in log-log-coordinates which is an indication for long-range dependence ( Fig. l(d) ). The question therefore arises which effect long-range dependence has on parameter estimation in spline regression. In this paper the asymptotic distribution of parameter estimates will be derived for error processes obtained by Gaussian subordination.
The occurrence of long memory and related fractal processes in neuroscience is well documented (see e.g. [45) ). For other applications and statistical inference for long memory processes; see e.g. [1, 23) . A classical reference to splines in general is for instance [20) , for splines in statistics; see e.g. [53, 24, 32) . Diggle and Hutchinson [21) The fitted trend function was obtained by quadratic spline regression with one free knot 1) . Also given are the regression residuals. a normal probability plot of the residuals and a log-log-plot of their periodogram together with a fitted spectral density. The dotted vertical line indicates the location of Ij.
of spline smoothing to correlated errors (also see [40.54] ). Multi-phase regression is discussed for instance in monographs by Csorgo and Horvath [16) . Brodsky and Darkhovsky [14] . Chen and Gupta [15] and Seber and Wild [49] . In the case of Li.d. observations the least squares estimator is asymptotically normally distributed [29.25) . For multivariate models; see [44.39] . If the knots are known. then the problem of fitting a spline boils down to linear regression. Results on the efficiency of least squares estimators in linear regression with strongly dependent residuals are given in Yajima [55.56] . Kiinsch et al. [43) and Dahlhaus [19] among others. For a review on nonparametric regression with correlated errors; see [47] . Kernel estimators in the long memory context are considered. e.g. in [33.48.17.18] . For local polynomial estimation; see [4] [5] [6] [7] [8] . Beran and Ghosh [9] and Gao and Anh [30) consider semiparametric regression models. Koul [41) and Koul and Baillie [42) extend results on M-estimation for long memory processes given in [2) to linear and nonlinear regression with random explanatory variables. Ivanov and Leonenko [35.36) derive asymptotic properties of least squares estimators in continuous time nonlinear regression. Ivanov and Leonenko [37) discuss estimation of the long memory parameter in a similar context. The results in [35, 36) are not directly applicable to our situation, because our parameter space is unbounded and some of the regularity assumptions do not hold. It turns out however that the specific features of spline regression can be used to derive similar results. The paper is organized as follows: In Section 2, basic concepts are introduced briefly, the model and the least squares estimator are defined, and some elementary properties are mentioned. Consistency of the least squares estimator and its asymptotic distribution are derived in Section 3. It is shown that the asymptotic limit can be represented as a weighted average of a Hermite process of an appropriate order. In Section 4, the results are illustrated by simulations and the data example introduced above. Detailed proofs are given in the Appendix.
Preliminaries and basic definitions

The model
We consider the model X(t)=fL(~)+~t (t=l, ... ,n) ( 1) with fL(S) denoting a spline function of degree p 2: 2. For simplicity of presentation, theoretical results will be given for the case of one unknown knot rJ. A generalization to multiple knots is straightforward.
A spline function of order p and one free knot has the representation
i=l where a = (aI, ... , ap+2)' denotes unknown regression coefficients and the functions!l, ... ,Jp+2 are spIine basis functions defined as
The error process is assumed to be given by ~t = G(St) where St is a stationary Gaussian process with lE(St) = 0, Var(st) = 1 and such that 
and m,j 2:: 1 denote the Hermite ranks of G and G 2 -lE(G 2 ), respectively. The covariance structure of ~t is given by 00 C2
(ov(~t, ~s) = L k~ yk(S -t).
(5) k=m . In particular, assuming mO' < 1 andjO' < 1 we have [13] .
Least squares estimation
The parameter vector to be estimated is e = (a', 'f})' E e = lR P + 2 x (0, 1 
where
The following definitions will be needed. For given 1], set Wi,j = jj (*) (1 < < n; 1 ::s j ::s p + 2) and define the n x (p + 2) matrix ... ,n;j=I, ... ,p+2. The columns ofW n will be denoted by Wj,n (j = 1, ... , P + 2). For each 'f}, there exists an N(T] ) E N such that W~Wn is invertible for all n 2:: N('f}). The projection matrix on the column space ofWn('f}) may then be written as
For parsimonious notation, we set fln(e) = [fl(t/n, e) ]t=I, ... ,n, en = (~I' ... , ~n),
Note that limn n-1 <Pn (Tj, T2) = <P oo (Tl, T2) . Given a vector of observations X = [X (1) 
Limit theorems
Consistency
The following identifiability result is proved in the Appendix. Lemma 1. Let X(t) be given by (1) . (2) and (4) 
Asymptotic distribution
In the following partial derivatives of JL with respect to e j will be denoted by /.I(j). Extending the matrix Wo to
In analogy to Wo'Wo. the matrix M~Mo has full rank if n is large enough so that
In a first step. y-9 (n)(e -e) is shown to be asymptotically equivalent to (M~Mo)-lMoen. 
0 ,
An immediate consequence ofTheorem 3 is that the asymptotic distribution of e is Gaussian if and only if m = 1, whereas for m > 1. the asymptotic distribution can be represented by a moving average of a Hermite process. 
where Zm is a non-Gaussian random variable defined by
with Jf m (t) denoting a Hermite process of order m.
Corollaries 1 and 2 provide a complete. though complicated, description of the asymptotic distribution. Using a computer algebra system it is possible to obtain closed form formulas for the entries of the covariance matrix .11. Eo A. Consider. for instance, the variance of ij: Denote by PWnl.(l) the projection matrix on the subspace that is orthogonal to the columns of
with respect to i} is equivalent to minimizing I/P w nl.@ C::2 + W P +2,n(ry») r ' ij depends on the parameters (al, ... , a p +2, (T2) via the ratio (T ja p +2 only. From the formula for Eo we see that multiplying ~ by a constant c changes the asymptotic variance of ij by the factor c 2 • Hence, the asymptotic variance is of the form
wheref is a nonlinear function of ry and (1. asymptotic variance (knot)
0.2 0.3 0.4 0.5 0.6 0.7 0.8 We used Maple 9.5 to derive closed form formulas for f(a, YJ) andg(a, YJ) with p = 3. From these formulas it can be seen that for a fixed value of a, the mapping
with (1 -ah 
Similarly. the asymptotic variance of as is of the form C~/m!g(a, YJ). and is thus independent of a. Again. g is symmetric around 17 = 0.5 and has poles at the boundary of the form
for YJ -+ O. show log-log-plots of the variance of h and as. respectively. The dashed line corresponds to the normalized asymptotic variance y(N)Varasym(h) and y(N)Varasym(as). respectively. Numerical results are given in Tables 1 and 2 . Overall. the simulations illustrate consistency of the estimates and convergence of the standardized variance of h and as to the asymptotic value derived in Theorem 3. The results also show that convergence is slower for strong long memory (a = 0.4) and higher variance ((]'2 = 64). As predicted by Theorem 3 and the explicit formulas for the asymptotic variance (see Fig. 2 ). the simulated variances of h and as are much smaller when the knot 17 is placed in the middle (YJ = 0.5) (Figs. 7 and S).
Data example
We consider the series introduced in Section 1. The data were provided to us by Giovanni Galizia and Martin Strauch (Department of Biology. University of Konstanz) and are part of a long term project on olfactory coding in insects (see e.g. [3S.27.26]). The observations consist of optical measurements of calcium concentration in the antennallobe of a honey bee. The antennallobe is the primary olfactory structure of the bee brain. It has been demonstrated that stimuli (odors) lead to characteristic activity patterns across spherical functional units, the so-called glomeruli, which collect the converging axonal input from a uniform family of receptor cells. The exact characterization of these patterns is not fully understood and part of an ongoing research program. An important step in the modeling process consists of estimating the response function /1, for each individual glomerulus. Fig. l(a) shows a typical series, starting 0.2 s after the stimulus and measured for 24 s at time intervals of 0.04 s (i.e. n = 600). The fitted curve is obtained by quadratic spline regression with one free knot. The location of the estimated knot is indicated by a dotted vertical line. It may be interpreted as the approximate time where the effect of the stimulus ceases to be noticeable. The residuals appear to be normally distributed in good approximation (Fig. l(c) ) so that we may assume m = 1. The log-Iog-periodogram in Fig. 1( d) shows a clear negative slope. Fitting fractional autoregressive processes [31,34 J by maximum likelihood together with model choice based on the BIC (see e.g.
[3]) yields the autoregressive order p = 1.
The estimated value of d together with a 95%-confidence interval is equal to 0.219 ± 0.177, and for the auto regressive parameter we have fPI = 0.481 ± 0.198. Fig. l(d) shows a good agreement between the fitted spectral density and the periodogram. The estimated regression coefficients are &1 = 947.3 ± 5.9, &2 = -623.5 ± 158.9, &3 = 2196.9 ± 928.3 and &4 = -2223.4 ± 923.5. Note in particular that Q4 is clearly different from zero with a p-value of2.35· 10-6 , thus confirming the visual impression of a (smooth) change in the trend function. The estimate and 95%-confidence interval for 1] is equal to 0.147 ± 0.030. In real time this correspond to 3.52 ± 0.71 s. Thus, adding the initial period of 0.2 s not included in our data, the effect of the stimulus is estimated to last for about 3.72 ± 0.71 s.
Concluding remarks
In this paper we considered spline regression with residuals exhibiting long-range dependence. The problem was motivated by a question from neurobiology where a structural change in the regression function together with a smooth (16, 64) , transition between the two phases is known to occur. As expected, (strong) long memory changes the rate of convergence of parameter estimates. A useful extension that will need to be looked at is the case of anti persistence, i.e. L Ye (k) = O. For instance, in the neurobiological experiment described above, not only long memory but also anti persistence can be observed for many of the glomeruli included in the study. 
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Appendix
For simplicity of presentation. all proofs are first formulated for cubic splines. The proofs carry over directly to higher order splines without any change (except for replacing specific notations with p = 3 to general p). The modifications needed to adapt the proofs to quadratic splines (p = 2) are given in Appendix A.3. Let 0 < a < b :s 1 such that q = LbnJ -LanJ 2: 1. We define the matrix and Un(a, b) are orthogonal. where V"" = span (SO, ... , sP), we again obtain a contradiction to (10). Exchanging the roles ofVt ,n( 1Jn k) and V 2 ,n(/)nk) one can treat case 1] n k -+ O. 0 Theorem 1 follows from the following Lemmas 3 and 4.
A.l. Proofs of Section
Lemma 3. Let 17 be a fixed knot. Then
Proof of Lemma 3. Since P Wn is a projection matrix on the five-dimensional vector space span(W n ), it can be written as PWn = ~DnAn with An = (akj;n) E jRnxn an orthogonal matrix and Dn E jRnxn a diagonal matrix with
Denoting by ak.;n the kth row of An, interpreted as a column vector, we have (Anenh = I:;=o akj;n~j = (ak;n, en) so that (12) Since lE [(ak.;n, en)] = 0, it is sufficient to show thatVar (n-i (ak;n, en)) = O(ym(n»: Let Ee = U'SU denote the covariance matrix of en and its corresponding spectral decomposition. Noting that IIUak.;n 11 = 1, we have
Var n 2 (ak"n, en) = -(Uak'n) S(Uak'n) ::: -Amax(S) = -Amax(Ee).
A stronger result states that Eq. (11) holds uniformly in 1] E (0, 1):
Lemma 4. Under the same assumptions as in Lemma 3 we have, (13) where K = min(j, m).
Proof of Lemma 4. Without loss of generality we may assume Var(~i) = 1. For ,,1 > 0, we can choose a finite sequence (1] 
Then
It is thus sufficient to show convergence of Cj to zero. Without loss of generality, we may assume xl = inf {x :
Let PV1,n,(x; ),V2,n(Yjl denote the orthogonal projection on the space span (V1,n (xl)) Efl span (V2,nCYj)). Since Since the dimension of span (V 1 ,n (x;)) Efl span (V 2 ,ncyn) is always equal to 8 (for sufficiently large n), a modification of
This concludes the proof. 0
Proof of Theorem 1. By the definition of the LSE, we have
and hence 
< JP' (~ < I(e n , PWn(ry)e n )I ) + JP' (~ < I(e n , PWn(Ij)/LnCe»)I) + JP' (~ < I (en, /Ln(e)}l) . (en, Pvk, s(iJlftn(8») .
The first term does not depend on i). Hence, by the same calculations as before, it converges to zero in probability. For the second term
In (en, Vk,S(i)) , .In (ftn(8), Vk, 5(i)) with n-~ 1 (/1n(8) , Vk,S (i))1 ::' S n-~ 11 l1, n (8) 11 being uniformly bounded. Now
In-1 (en, Vk,s(i))1 = n-~ IIpvk,sCry)en, 11 ::' S n-1 IIPwnCry)en, 11 and so by Lemma 4
JP'(n-
Finally, the exact order of JP'( I en -8 I ::: ,1) follows from the upper bounds given here, applying the asymptotic formulas
A.2. Proofs of Section 3.2
The proofTheorem 2 requires some auxiliary results which we need to establish prior to the main proof. 
Since y (n) = L(n)n-a the left side of (16) is equal to 1lfn (u,v)lgn(u,v) dVdu+o (1) .
Since fol fol [fn(u, v) 1 dv du converges to fol fol [feu, v) 
The function x t--+ L(x)xO is of regular variation. Moreover rk.;n, u) . 
where IU6(t) I :s IU61. Hence rSi;n = 0 for all i = 1, ... ,Sand
t=n(8+'I) tEnB('I,O)
For k = 6 and tin> I)
where lu 6 (t) I :s IU61· Hence r6i;n = 0 for all i = 1, ... , 4 and
to':n(Hry) By Lemma 7 n-111Rnll = op (1) and so 171 = 0(1). We can estimate 172 in the same way, if we apply Lemma 9 instead of Lemma 7. 0
Proof of Theorem 3. Let En denote the covariance matrix of en. Then
n Expanding the middle expression yields 
