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Abstract
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Introduction 
An identity is a nonassociative polynomial in one or more 
indeterminates. A nonassociative algebra A is said to satisfy an 
identity, if whenever the indeterminates are replaced by elements of 
A and the expression is evaluated, the result is zero. If we are given 
a set of identities, X1 1 Xz, x3, ••• , Xn• Xn+l• the problem of 
constructing a counterexample requires finding an example of a non-
associati ve algebra which satisfies x1, x2, x3, ••• , Xn• but does not 
satisfy ~+l" The construction of counterexamples is difficult. Even 
the problem of checking if a given algebra satisfies x1, x2, ••• , Xn, 
is time consuming, though it is at least a problem which is polynomial 
in the dimension of the algebra. Constructing a counterexample seems 
much harder than checking it. The bulk of the work of constructing an 
example depends on reducing a large sparse matrix to row canonical 
form. The size of the matrix depends on the degree of the identities 
studied. It depends on the number of identities studied, and it also 
depends on the number of distinct unknowns involved. The method we give 
increases in size like n factorial, where n is the degree of the 
identity. Fortunately, the properties of the identity being studied can 
often be used to minimize the computations involved. 
We use the method given in [l] and [2] to represent identities as 
matrices. These papers show how to decide if a particular identity is a 
consequence of given identities, but they do not give a method of 
computing a counterexample. This means that the reader is forced to 
trust what amounts to a tremendous amount of computation with all the 
possibilities of errors. To duplicate the author's program from scratch 
-111 -
is usually too much work, and if the reader simply runs the original 
program he will perpetuate any existing errors. A counterexample, 
however, will often be simple enough that it can be checked by hand or 
with a small computer using a simple program the reader creates 
himself. Furthermore, for a particular counterexample it is clear which 
characteristics must be avoided. In reducing the matrix of identities 
to row canonical form, any division will potentially make the results 
invalid for characteristics where that divisor is zero. If one uses an 
efficient program from a library to get the row canonical form, one has 
no way of knowing which characteristics have to be excluded. However, 
after constructing a counterexample from the row canonical form, the 
same example will usually work for many different characteristics. The 
example itself is a great deal more trustworthy when deciding if a given 
identity is valid for certain characteristics than the row canonical 
form is. The row canonical form is probably valid for most, if not all, 
characteristics, but one usually has to assume characteristic zero to be 
certain. 
Method 
We shall briefly review the method given in [l] and [2], If we are 
given X1, Xz, ... ' Xn+l• and we wish to construct an example of a ring 
that satisfies Xl, Xz, ... ' ~· but not ~+l• we first linearize all 
the identities so that they are all homogeneous and linear in each inde-
terminate. The number of identities may change and in particular Xn+l 
' " ''' may yield · Xn+l' Xn+l' Xn+l' etc. In that case, if we find a 
' " ''' counterexample where any of the Xn+l' Xn+l' Xn+l' etc. is not zero, we 
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are through. The linearization can be done provided there are at least 
as many elements in the field as the degree of Xn+t• We now assume our 
identities x1, x2, ••• , ~+l• are homogeneous and linear in each 
variable. We discard any of degree greater than deg(Xn+l). We then 
create new identities by making substitutions in x1, x2 , ••• , ~· in 
all possible ways so that they become identities which are still 
homogeneous and linear in each variable and in addition will have their 
degrees all equal to the degree of Xn+l' We renumber this list of 
identities and now assume our identities are all homogeneous of degree 
D in D distinct indeterminates. 
There are 1 (2(D-l)) c • - ways D D-1 to associate D objects, and we 
express our identities x1, x2, ••• , ~+l as a block matrix (see Table 
I) using a representation of the symmetric g~oup on D objects. The 
number of column blocks is the number of ways to associate products 
of D objects. The column blocks are labeled by the association types, 
Ti where i • 1 to c. The row blocks are labeled by Xi, i • to 
n + where the Xi are the homogeneous identities of degree D 
which are linear in each indeterminate. These identities are the ones 
just constructed from the given identities. Each block is a square 
s x s matrix where s is the size of the particular representation 
used. 
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Table I 
................... 
We compute the rank of this system with and without the rows from 
equation Xn+l• If the rank is the same, then as far as this represen-
tation is concerned, ~+l is a consequence of x1, x2, ••• , ~· If in 
every representation the rank is the same, then Xn+l is a conse~ence 
of x1, x2, ••• , ~· provided of course that the characteristic of the 
field is greater than D, and that the row reduction was valid for that 
characteristic. 
If the ranks are different, then ~+l is not a consequence of 
X1, Xz, ••• , 1n• The purpose of this paper is to turn this row 
canonical form into a counterexample. 
We indicate the row canonical form of the identities x1, x2, ••• , 
Xn in Table II. 
---,, 
I' 
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Table II 
Tl T2 T3 t Tc 
l 0 0 0 
ri l 0 0 
11 0 
11 
11 
The number t refers to the column where a new leading one appears when 
the Xn+l identity is added. We use the entries of column t to 
produce a counterexample. 
As in solving a system of simultaneous linear equations, we can 
produce a column Z such that [Xi]Z • 0 for i • l to n and 
[Xn+l ]Z * O. By the notation [Xi] we mean the block of rows from the 
matrix of identities which was produced by identity Xi. 
We now partition Z into lengths that match the block structure of 
the matrix of identities. 
---------------------··- · ····--· ~---···· ···-------···--·-······ · · 
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Now consider the tableau for the representation. Let us suppose 
that its rows have lengths r 1, r 2 , r 3, ••• , rk where r 1 + r 2 + r 3 + 
••• + rk • D. Our example is constructed with k generators, where 
k is the number of rows in the tableau. Call these generators a 1, a 2, 
a 3, ... , ak' Our interest will center on the alphabet al' a 2, ... , 
ak where each word is of degree D and has the factor ai repeated 
ri times. There are 
distinct words. Enumerate them as The 
represent the arrangements of the letters of our words only. To make 
them represent associated products, we will specify the association type 
Tj (l < j < c) and write By we denote the representation 
of the linearized form of Each of the has rank one and 
they all have the same column space. Let n be a vector which spans 
this column space. 
For each 1 < i < d, 1 < j < c, let [iri )Zj = Eijn. The nonzero 
products of degree D in our algebra will be those irij (arrangement 
ir1 associated in manner Tj) where Eij * O. The collection of all 
nonzero products consists of these products of degree D as well as all 
of their factors. Certainly, for a degree D product to be nonzero, 
each of its factors must be nonzero. This set of products must be 
nonzero, but they may be linearly dependent. To create the example, we 
must discover any dependence relations. This is done as follows. 
Write out a multiplication table of the following form as indicated 
in Table III. 
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Table 111 
jdeg l jdeg 2 ldeg 3 I . • I deg D-lj 
I 
deg l flfl I 
I 
deg 2 II# I 
I 
deg 3 1111 I 
I 
I 
I 
II# I 
1111 I 
II# I 
deg D-11 II# I 
I 
The nonzero products are grouped together by their degree. The 
block minor diagonal is indicated by 1111 and on it are located, in the 
appropriate positions, all the nonzero products of degree D. If 
Eij * 0 (remember that [ni]Zj • £ijn}, represent the factors of nij 
by • uv. In row u and column v of the table we will place 
£ijn. All other entries of degree greater than D are zero (those 
below the block minor diagonal). Fill in the entries above the block 
minor diagonal by listing only those products which are nonzero. 
The rows of the 1111ltiplication table, as well as the columns, are 
indexed by the nonzero products. We will look for a linear dependence 
relation which holds for both the rows as well as the columns. If such 
a dependence relation can be found, it is used to eliminate one of the 
nonzero products from the table. That particular product is replaced by 
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the linear combination of the other products wherever it occurs in the 
table, and the row and column indexed by it are deleted. 'nlis process 
is continued until all dependencies are removed. 'nle resulting table is 
an example of a nonassociative algebra satisfying X1, X2 1 X3, ••• , Xn, 
while Xn+l is not satisfied. 
Example 
We generate an example of a right alternative algebra where 
(a,a,[a,b]) "I- O. 
Method: 'nle right alternative law is (x,y,y). We linearize this to 
(x,y,z) + (x,z,y). 'lben we make all substitutions to get all degree 
four identities. 
'lbe 
Xl x(y,z,w) + x(y,w,z) 
X2 (xy,z,w) + (xy,w,z) 
X3 (x,yz,w) + (x,w,yz) 
X4 (x,y,z)w + (x,z,y)w 
linearized form of (a,a,[a,b]) is: 
x5 (x,y,[z,w]) + (y,x,[z,w]) + (z,x,[y,w]) + 
(x,z,[y,w]) + (y,z,[x,w]) + (z,y,[x,w]) 
We consider the representation indexed by this Young's tableau. 
[] 
The entire representation is listed in [2, Table III], but for the sake 
of completeness, we give the generators here: 
(12) -> [-1 0 OJ -1 1 0 
-1 0 1 
(1234) -> [=~ ~ ~i 
-1 0 0 
Xz 
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The matrix of the five identities is given in Table IV. 
Table IV 
The Degree Four identities of the Right Alternative Law 
Tl 
((RR)R)R 
"l. . . 
. 1 1 
. 1 1 
1 1 . 
1 1 . 
. . 2 
As Well As the Additional One 
Tz 
(R(RR) )R 
1 . . 
. l . 
. . 1 
-1 -1 . 
-1 -1 . 
. . -2 
T3 
(RR)(RR) 
-"l. . . 
. -1 -1 
. -1 -1 
. 1 . 
. . 1 
1 . . 
. . . 
. . . 
. -8 8 
T4 
R((RR)R) 
2 . . 
. 1 1 
. 1 1 
-1 . . 
. -1 . 
. . -1 
T5 
R(R(RR)) 
-2 . . 
. -1 -1 
. -1 -1 
. -1 . 
. . -1 
-1 . . 
. . . 
. . . 
. 8 -8 
The row canonical form of the right alternative identities, e.g. x1, 
x2, x3, x4 is given in Table v. 
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Table V 
Row Canonical Form of Degree Four 
Identities of the Right Alternative Law 
Tl 
((RR)R)R 
1 
1 
1 
T2 
(R(RR) )R 
1 
1 
1 
T3 
(RR)(RR) 
1 1 
-1 -1 
1 
1 
-1 -1 
1 1 1 
T4 
R((RR)R) 
1 
-1 
1 
-1 
1 
1 1 
T5 
R(R(RR)) 
-1 -1 -1 
-1 -1 
1 1 
-1 -1 
-1 -2 
1 1 
-1 -1 -1 
-1 
-1 -1 
The row canonical form of the right alternative identities and the extra 
identity, e.g. x1, x2, x3, x4, x5, is given in Table VI. The new 
leading one is indicated with a box around it. 
Table VI 
The Row Canonical Form Of All Degree Four 
Identities As Well As the Additional One 
Tl 
( (RR)R)R 
1 
1 
1 
T2 
(R(RR))R 
1 
1 
1 
T3 
(RR)(RR) 
2 
-2 
1 
1 
-2 
1 2 (] -1 
T4 
R((RR)R) 
1 
-1 
1 
-1 
1 
1 1 
T5 
R(R(RR)) 
-1 -2 
-1 -1 
2 
-1 -1 
-1 -2 
2 
-1 -2 
-1 1 
-1 
-1 -1 
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The new leading one appeared in column 8. Go back to the row 
canonical form of the right alternative law alone given in Table V and 
create the five annihilator vectors. They are: 
The tableau for this representation is: 
l_I 
We use 3 a's and 1 b for our example. There are four arrangements 
of 3 a's and 1 b. They are listed along with their representations. 
r-2 -2 g] [-2 6 -:1 r· -2 -2~ r -2 _,l [Ir l - 0 0 [rr 2 J - 0 0 0 [1r3l - 0 0 0 [!r 41 - 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
Let ". m. Then the product table [1ri ]Zj is given in Table VII. 
Table VU 
The Product Table [1ri ]Zj 
Tl Tz T3 T4 T5 
((RR)R)R (R(RR) )R (RR)(RR) R((RR)R) R(R(RR)) 
zl Zz Z3 Z4 Z5 
'Ir 1 aaab 1 1 0 0 0 
'If 2 aaba 0 0 1 0 0 
'Ir 3 a baa -1 -1 -1 0 0 
'If 4 baaa 0 0 0 0 0 
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The nonzero products of degree four are: 
((aa)a)b 
((ab)a)a 
(a(aa))b 
(aa)(ba) 
(a(ba))a (ab)(aa) 
The nonzero factors are: a,b,aa,ab,ba,(aa)a,(ab)a,a(aa),a(ba). 
The multiplication table is first written as Table VIII. 
Table VIII 
Construction Table for Counterexample 
a b aa ab ba (aa)a (ab)a a(aa) 
a aa ab a(aa) a(ba) 
b ba 
aa (aa)a !1 
ab (ab)a -fl 
ba 
(aa)a n 
(ab)a -fl 
a(aa) n. 
a(ba) -n 
a(ba) 
The dependent rows are [(aa)a]•[a(aa)J-ri1 a~d [(ab)a]•[a(ba)J-P. 2• 
Rewrite Table VIII with these substitutions. We have done this in Table 
IX. 
Table ll 
The Dependencies are Removed 
a b aa ab ba !11 !12--
a aa ab I'll !12 
b ba 
aa nl n 
ab n2 -fl 
ba 
nl p 
_n~ -n 
-
Now there are no more dependent rows and columns with the same 
dependency. This is our example. It is dimension 8 with 11 nonzero 
products. Furthermore (a,a,[a,b]) • - P.. We can rename the basis by 
-122-
Then Table IX assumes the traditional form for a multiplication table 
and is given in Table X. 
Table X 
Example of a Right Alternative Algebra 
in Which (a,a,[a,b]) is Not an Identity 
el e3 e4 e6 e1 
e2 es 
e3 e6 ea 
e4 e1 - ea 
es 
e6 ea 
e1 - ea 
ea 
alternative law can be checked by hand or with a small computer. Notice 
that this example is valid for all characteristics. 
SHORTCUTS 
Rather than to try every representation, it is often possible to 
know beforehand which representations are worth looking at. If the 
identity you wish to prove has repeated entries, this automatically 
excludes some representations. The rule is that for a representation to 
be worth checking, one has to be able to fit the letters into the 
tableau so that each column contains distinct letters. Thus, for our 
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example of degree four using letters a,a, a,b the five tableau are: 
The only ones which need to be checked are: 
In each representation the elements in a row of the tableau are 
considered equal. If we had used 
lalalalbl 
it would have appeared in this representation that we were examining 
something with four equal elements. Since (a,a,[a,a]) does equal 
zero, we would not find a counterexample in this representation. 
The only representation which remains is the one we used. 
When doing the row reduction, one can do both row reductions 
simultaneously, except the new leading ones are chosen from the original 
rows from x1, x2, ••• , ~only. When the leading one finally has to be 
picked from ~+l• the process is terminated. 
The table can be constructed from the highest degree of the 
products downward. Then the dependencies can be noted before the 
elements are written down. This saves making the substitutions in the 
table later on. 
THEORY BQlRD THE METHOD 
The row canonical form contains all the degree D identities implied 
by x1, x2, ••• , Xn. Since Xn+l is not in the row space, then Xn+l 
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is not implied by x1, x2, ••• , ~· We could say that the free ring 
will provide the counterexample. This is true, but we really want a 
small example. Thus, we 1111st set as many different products to zero as 
we can, but we must ·be careful not to set any product to zero which will 
force ~+l to be zero as well. 
If Xn+l produces a new leading one in column t, then we set all 
the independent columns to zero except column t. Now all the dependent 
columns take their values from the independent columns, which are either 
zero, or column t. The only products which are not zero are those 
which have a nonzero entry in column t. 'nlese are computed and 
listed. None of these products can be zero, since that would imply that 
the entry in column t is zero. 
Finally, all factors of a nonzero product must be nonzero as 
well. These compromise all the nonzero entries. If a linear 
combination of these nonzero products always is sent to zero by every 
multiplication, that linear combination can be set to zero without 
forcing the entry in column t to be zero. When we are through, since 
the row canonical form contains all information about the identities 
x1, x2, ••• , ~· the algebra resulting must satisfy these identities. 
Since we never added an identity which would force a leading one in 
column t to appear, ~+l is not an identity. 
S<ll! EDHPLES 
We tried out our procedure on right alternative algebras to produce 
some examples. The multiplication tables are given in Tables XI through 
XIV. 
Table XI is an example of a right alternative algebra where the 
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square of an alternator is not zero. The alternator 
e 11 • Miheev [3] proved that the fourth power of an alternator was zero, 
and in the same paper he presented an example where the square was not 
zero. Our example is simpler than Miheev's. His dimension was 13 with 
26 nonzero products, while ours if of dimension 11 with 17 nonzero 
products. 
Table XII shows that in a right alternative algebra of 
characteristic* 2, (a,[a,b], (a,a,b)) * O. In particular 
We know our example is a right 
alternative algebra in all characteristics. It provides a counter 
example to (a,[a,b],(a,a,b)) in all characteristics except 
characteristic 2. All we know about characteristic 2 is that this 
particular example does not work. Conceivably, some other example could 
work in characeristic 2, but we do not know. The dimension is 9 and the 
number of nonzero products is 12. 
Table XIII shows that (a,a,(a,a,[a,b])) and (a,a,[a,(a,a,b)]) 
need not hold in a right alternative algebra. In particular 
* 2. Also, (e 1,e 1,[e 1,(e 1,e1,e2 )J) • e10 • 
the number of nonzero products is 16. 
The dimension is 10 and 
Table XIV shows that (a,a,(a,a,b)) need not hold in a right 
alternative algebra. The result is obvious from Table XIII, except for 
characteristic 2. (e 1,e 1,(e 1,e 1,e2 )) • -e7• 
the number of nonzero products is 9. 
The dimension is 7 and 
-126-
Table XI 
A Right Alternative Algebra Where 
The Square of An Alternator is Not Zero 
el e2 e3 e4 es e6 e7 ea e9 elO ell 
I I I I 
' ' 
I I 
el e3 e4 e6+e7 ea 
e2 e5 -e6-e7 
e3 e6 e9 
e4 e7 e10 
e5 -e6-e7 
e6 ell 
e1 -eu 
ea -e9 -e10 
e9 -ell 
elO eu 
eu 
' ' 
I I I I I 
Table XII 
A Right Alternative Alge~ra Where 
(a, [a,b],(a,a,b)) is Not an Identity 
el e2 e3 e4 es e6 e1 ea e9 
' ' 
I I I I 
' 
I 
el e3 e4 e6 -e6-e7 ea 
e2 e5 e7 
e3 -e7 
e4 
e5 e7 
e6 -e9 
e7 
ea e9 -e9 
e9 
I I I I I I I 
I 
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Table XIII 
A Right Alternative Algebra Where (a,a,(a,a,[a,b})) 
and (a,a,[a,(a,a,b)]) are Not Identities 
I 
' 
I I I I I I 
Table XIV 
A Right Alternative Algebra Where 
(a,a,(a,a,b)) is Not an Identity 
e 1 e3 I e4 I I I -e6 I -e7 I 
ez 
e3 es e6 
e4 -es -e6 
es e6 
e6 
e7 
I I I I I I 
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