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A bstract: We examine a piecewise analytic function tha t is defined in sectors of a disk whose real 
and imaginary parts obey contact conditions on adjacent boundary parts. Under the assumption of the 
power behavior, the sharp asymptotics of this function is established at the center of the disk.
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Let the unit disk be divided into n  open sectors S \ , . . .  , S n of angle 2tt /n,  with n > 4 an even number, 
which are enumerated counterclockwise. The radial segments, presenting the lateral sides of sectors, are 
oriented from z = 0 to the unit circle; their union is denoted by L. Given two positive numbers v\ and v2, 
compose the piecewise analytic function
y l z \ = ( • ' ' ’ ^ » i u s , u - u u
2 € S ,U S i U ' " U S „  ' '
Examine a piecewise analytic function 0(z) in S  =  Si  U • • • U Sn whose restriction <pj to the sector Sj  is 
continuous on S j  \ 0 .  In particular, the pair of its boundary values 0 ± is defined on the oriented curve L. 
Let these boundary values be subject to the so-called contact conditions
Re(0+ -  0 “ ) = 0, Im [(x0)+ -  (x0 )“ ] = c, (2)
where c is a constant function on each segment of L. Moreover, we assume tha t 0(z) satisfies the estimate
\4>(z)\ =  0 ( |z |A) as z —> 0 (3)
for some A e R .  Note that, in the case of A > 0, the piecewise constant function c must be equal to zero.
The question arises: W hat is the sharp asymptotics of 0(z) at z =  0? For n  =  6, this question 
is closely connected with effective conductivity (see [1]) in a regular two-component system of regular 
triangles. Similar problems arise in many other applications, for example, in the inverse problem of 
scattering theory which is connected with the matrix Riemann problem [2]. In this article we solve the 
problem in the framework of the nonlocal Riemann problem studied in [3,4].
To this end, we rewrite the statement (1), (2) of the problem in the form of the boundary conditions
of the Riemann problem. Denote by d°Sj  and d 1Sj  the lateral sides of Sj  assuming tha t the rotation 
from d°Sj  to d 1Sj  inside of the sector is realized counterclockwise. All lateral sides are enumerated 
similarly as follows:
d°S2 d lS 2 d°S2 . . .  d l Sn d°Si  
Ti T2 T3 T4 . . .  T2n- i  r 2n; W
in this case the segments L i = T i = T 2, L 2 = Ts = T4 , . . .  , L n =  T 2n_i = T 2n constitute L. The segment 
Tj is parametrized by the linear equation 'jj(s) =  7j(0)s, 0 < s < 1, where |7 '(0)| =  1. Using these 
parametrizations, we can assume tha t the boundary values ^  are defined on the segment (0,1] of the 
real axis. More exactly, we put
07,1 =  01 0 71, 07,2 =  <f>t O 72 , 0-y,3 =  02 0 73, • • • , 07 ,2n =  4>l 0  l 2 n -
Re A </>7 =  / ,  (5)
where the matrix A  is block-diagonal, i.e., A = diag(ai, a2, ai, a2, ■ ■ ■, ai, a2) with the diagonal blocks
-  f 1 _ 1  ^ -  f 1 _ 1
0-1 \ iv i  - i v 2, J  1 0,2 \ iv2 —ivi,
and similarly f  = (fi ,  ■ ■ ■, f n) with f j  = (0, c\Lj).
In accord with (4), Ti and T 2n are the lateral sides of Si  and the former segment is oriented negatively 
and the latter positively. Similarly, I"3 is oriented negatively and T2 positively relative to S 2, and so on. 
In view of this, the signature of the orientation is as follows: a =  with <jj =  1 for an even j  and
Uj =  —1 for an odd j .  Let the matrix A a be obtained from A  by the complex conjugation of j th  column 
if Uj =  —1 and by preservation of this column if tjj =  1. In this case the matrix B  =  (A0-)-1 A ~ a takes 
the block-diagonal form B  =  diag(&i,b2,bi,b2, . . .  ,bi ,b2), where
, , 1  - 1  ^ _1 (  1 —l \  1 ( ~ v i  +  v 2 - 2 v 2o i =
In this notation, (2) can be rewritten as
ivi —w 2J \ w i  iv2, J v i + v 2 \  —2i/i Vi i/2
and b2 is defined similarly by the rearrangement of vi and v2. Putting s = (vi +  v2)/2, ô =  (vi — v2)/2, 
we can write
‘ - H i  ? ) •
The diagonal block of the end symbol [3] relating to the boundary conditions (5) on the lateral sides of 
the sectors S i , . . . , S n is the (2n  x 2n)-matrix
X ( 0  = B  + z(C)Ta , z ( 0 = e ^ / n, (7)
where Ta =  (Sai j ) i n is the permutation matrix
1 2 3 . . .  2n — 2 2n — 1 2 n
a  ' 2n 3 2 . . .  2n -  1 2n -  2 1
defined by the lateral sides of the sectors Sj  in (4).
The results of [3] as applied to the problem (l)-(3 ) are stated as follows.
T h e o re m  1. In every strip Ai < Re£ < X2, the function det X ( ( )  has finitely many zeros. Let  A be 
the projection of  the set of these zeros onto the real axis and let the condition (3) with A ^ A hold. Let  
also the point 8 <E A  be such that 8 > A and A n (A, 8) =  0 .  Assume that ( i , . . .  , ( n are the zeros of the 
function det X ( ( )  on the line Re£ =  8 and n , . . .  , rn are the orders of poles of the matrix function X -1 (C) 
at these points, respectively. Then, for 8 ^  0, at every sector Si the function <p{z) is representable as
n  T j  — 1
= E  E  cjk^ogz)kz ^  +0( \ z \ s+£), (8)
j = 1 k = 0
with some Cjk € C and e > 0.
I f  8 = 0 and 0 ^ {Ci,. . . ,  £„} then we should replace the last summand in this decomposition with 
c +  0(\ z \£), c e C .  Finally, assume that  5 =  0 and, for instance, £i =  0. Then (8) is valid, where ri is 
substituted for n  — 1.
In accord with this theorem, we need to describe the zeros of d e tX  and the orders of the poles 
of X ~ l . It is convenient to introduce the notation
vi -  v2 vi +  v2   v
o = — g— ’ s =  — 2— ’ V = q = 7 ;
part of which has been already used in (6).
Lem m a 1. All zeros of  det X ( ( )  are simple and can be described by the inequalities 
^~1( l - 2q2 sin2 k9)
c  =  ±
COS
29
7T S  Tl
+ — , k = 0 , 1 , — 1, s = 0, ±1,  ±2, (10)
where 9 =  2n/n.
P r o o f .  Given the class of entire (rij x n^-m atrix-functions X j ( ( ) ,  j  =  1,2, for convenience, intro­
duce the following equivalence relation: X \  ~  X 2 whenever there exist entire (n\ x ni)-matrix-functions 
Y ( ( )  and Z(()  such that the product of their determinants is constant and does not vanish and
Y X \ Z  =  d iag (l,X 2),
where, for definiteness, rt\ > n 2 and the symbol 1 stands for the identity ((rt\ — n 2) x (rt\ — n 2))-matrix 
(for rii = n 2, the right-hand side of this relation is replaced with X 2).
Proceed with (7). Let Tp be the matrix of some permutation (3. The product BTp is the matrix 
with the entries (BTp)ij =  B itp-ij .  Hence, the right multiplication of B  by Tp is equivalent to the 
permutation (5~l of its columns B i , . . .  , B n, i.e., the j th  column coincides with (BTp)j  =  Bp-ij .  More­
over, T0 Tf) =  Tfioa ■ In particular, the permutation matrix of (7) meets the equality T 2 =  1 and so 
X  ~  B T a +  z ~  B T aTp +  zTp. Choose the cyclic permutation 1 —> 2 —> ■ ■ ■ —> 2n —> 1 as (3. If we 
rewrite Tp in the form of a block (n x n)-m atrix grouping the numbers {1,2}, { 3 ,4 } ,...,  {2n — 1, 2n}  then
Tn =
/  ei e2 0 0 • ' ° \
0 ei e2 0 • • 0
0 0 ei e2 • • 0
V e2 0 0 0 • • ei
with the (2 x 2)-matrices
ei =
0 1 
0 0 &2 =
0 0 
1 0
Consider the matrix B T aTp =  BTpoa. As is easily seen, the permutation (f3oa) 1 =  a  l o(5 1 = a o (5 1 
leaves the odd numbers immovable and realizes the cyclic permutation 2 —> 2n —> 2n — 2 —» • • • —> 4 —>2
of even numbers. Hence, the columns of B  = BT aTp can be written as
Bi, % = 1,3 . . .  , 2n -  1,
B>t = I B 2nj % = 2,
I B i - 2 , % = 4,6 . . . , 2  n.
Recalling the definition of B  in (7) and using (6) , we can rewrite B  in the
( C1 d\ 0 0 ••• 0 \
0 C2 d2 0 ••• 0
—sBTaTfi = 0 0 Cl d\ ■ ■ ■ 0
V d2 0 0 0 • • • c2 /
with the (2 x 2)-matrices
[ 5  0
C l = U  0
Therefore,
d\ = 0 v2 0 - 5 C2 =
- 5  0 
v2 0 d2 —
(  Pi 9i 0 0 •• 0
0 P2 (12 0 •• 0
X  ~  —sBTaTp — SzTfi ~ 0 0 Pi qi ■ 0 (11)
V q2 0 0 0
with the (2 x 2)-matrices
Pi =
P 2 =
8 —sz 
v\ 0
—5 —sz 
V2 o
<li =
<12 =
U v2
—sz —5
0 Vl
—sz 5
Assigning P  =  diag(pi,p2,p i ,P2,Pi,P2) and Xj =p~ Qj, we can thus write
/ 1 X\ 0 0 •• 0 \
0 1 x 2 0 •• 0
P ~ lX  ~ 0 0 1 X\ 0
V X2 0 0 0 •• 1 /
(12)
Subtracting the first column multiplied by x\  on the right from the second on the right-hand side of this 
relation, we obtain the equivalent matrix
P ~ lX
(  1 0 0 0 •• 0 \
0 1 X 2 0 •• 0
rsj 0 0 1 X \ 0
V X2 — X 2 X \ 0 0 •• 1 /
Subtracting the second column multiplied by X2 on the right from the third in the matrix obtained 
and continuing this process, we arrive at the relation P ~ lX  ~  1 +  Y ,  where all elements of the block 
(n x n)-m atrix Y  except for the elements of the last row vanish and the last row consists of the elements
X2, ~{X2Xi), (X2X1)X2, - ( x 2x i )2, (X2X1)2X2, - ( x 2x 1)n/'2.
Thus,
P ~ lX l2n-2 0
1 — (X2*l)n'//2
(13)
where 1 k designates the identity (k x /s)-matrix. It is immediate from (11) that
( —sz 5 \  ( —sz  0 \
Pi ~  n ,,. ~  n ,, I . P2 ~
—sz  0
0 v2
and so P  ~  diag(lri, z l n). Taking (13) into account, we infer
X  ~  d iag(lri, z l n) diag[l2n - 2, 1 -  {x2x i )n/2] ~  zd iag[lri_2, 1 -  (x2x 1)n/2]. 
In accord with (9) and (11), we derive that
(14)
X\ = 1 (  s z 2 5z
Vi z 5z x 2 = V2Z
sz
—5z
—5z
and
We have
_  _  1 (  s2z 4 — S2z 2 Ssz3 — sSz \
~ X2Xl ~ ~ ^ 2  ( - S s z 3 + sSz —52z 2 + s 2 )
n/2-1
rn!2 - \ =  [ ]  ( x - e k), ek = eimk/n .
k=0
(15)
rt/2—1
d e tX  ^  zn ]^[ det(x — £k). (16)
k = 0
By (15),
1 (  S 2 Z 4 — a 2 Z 2 Ssz ( z2 — 1) \  2 c2 2
x ~ £ -  ^ 2  [ - S s z ( z 2 - 1 )  s2 — a2z 2 ) ’ a ~ 8 +£k u  ’
In this case (14) yields
and simple calculations imply that
e kdet(x — £k) =
where
V2Z2
s2z 4 — f —  +  i/2£k +  282 ) z 2 +  s 2
£khk(z2
q2z 2
(17)
/i/j(t) =  t 2 — 2(1 — q2 + q2 cos 2k 0)t +  1 =  t 2 — 2(1 — 2q2 sin2 k 0)t +  1 , 
and we put 9 =  2n /n  for brevity. The roots of this polynomial are two complex conjugate roots
1 — 2q2 sin2 k 6 ±  2 ig(sin 2k9) \ J l  — q2 sin2 k 6 =  e±%ipk, tpj, =  cos-1  (1 — 2q2 sin2 k 6) .
Using the last relation together with (16) and (17), we finally obtain
n f  2 - 1
d e t X -  Y l  [(z2 -  ev^ ) ( z 2 -  e~v^ ) \ .
k = 0
Recalling tha t z 2 =  e2**9^ , we conclude that the zeros of detX(C) are simple and listed in (10).
Lemma 1 and Theorem 1 lead to the following result.
T heorem  2. Let 8 > X be a point of the form (10) nearest to A. Then <f>(z) in each sector Sj is
representable as
(f)(z) = cz5 + 0 (\z\s+£), c  t^O, (18)
for 8 7  ^ 0 and as
4>{z) = Co +  Cl logz +  0(\ z \£), I Co I +  I Cl I 7^  0, (19)
for 8 = 0 .
In conclusion, we examine the case of v\ =  1/2 ■ In this case q =  1 and the points (10) are integers
lying on the line. On the other hand, if v\ =  ^2 and c =  0, then (1) and (2) ensure the analyticity of <p{z)
in the punctured unit disk and thereby <p{z) admits poles only which agrees with (18). If —1 < A < 0 
and c 7  ^ 0 in (2) then <p{z) has the logarithmic decomposition (19).
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