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Abstract
We consider the van der Pol equation
d2
dt2
u(t)− ε d
dt
u(t)+ εu2(t − r) d
dt
u(t − r)+ u(t)= 0
with the delayed time r , where r and ε are real parameters, with ε > 0 small and
0  r < π/2, and prove the existence and stability of a periodic solution with period
near 2π and amplitude near 2/
√
cos r . With these properties, this solution is unique, up
to translations in time.
 2002 Elsevier Science (USA). All rights reserved.
1. Preliminaries
According to Hale and Lunel [3], taking into account the transmission time in
the triode oscillator, Rubanik [6] has encountered the van der Pol equation
x¨(t)+ αx˙(t)− f (x(t − r))x˙(t − r)+ x(t)= 0
with the delayed argument r .
Here we will study the existence and stability of periodic solutions of
u¨(t)− εu˙(t)− εu2(t − r)u˙(t − r)+ u(t)= 0
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and the equivalent bidimensional first-order system
d
dt
[
u(t)
v(t)
]
=
[
v(t)+ ε(u(t)− 13u3(t − r))−u(t)
]
, (1.1)
where ε and r are positive parameters, ε small.
Other authors have considered the effect of delay in van der Pol’s oscillator;
in [1], it is shown that the presence of delay can change the amplitude of limit
cycle oscillations or suppress them altogether in the system
x¨(t)+ ε(x2(t)− 1)x˙(t)− kx(t − r)+ u(t)= 0;
in [4], a local analysis at Hopf bifurcation from a simple eigenvalue is performed
for the system
d
dt
[
x(t)
y(t)
]
=
[
y(t − r)
−x(t − r)+ ε(1− x2(t − r))y(t − r)
]
. (1.2)
Returning to system (1.1), for r = 0, we have the well known ordinary system
d
dt
[
u(t)
v(t)
]
=
[
v(t)+ ε(u(t)− 13u3(t))−u(t)
]
. (1.3)
In this case, as a consequence of Poincaré–Bendixson theorem, it can be proved
for (1.3) (see Hale [2]), that for any ε > 0, there is a unique totally unstable
equilibrium point, namely (0,0), and a unique periodic orbit
γε =
{[
u∗(t)
v∗(t)
]
∈ R2: −∞< t <∞
}
which attracts all points of the plane, except (0,0), in the sense that the ω-limit
set ω(p) of any point p = (0,0) of the plane is γε; moreover, γε is globally
exponentially asymptotically stable with asymptotic phase in the sense that there
exist constants a = aε > 0, M =Mε  1 such that for any nonzero p0 =
[
u(0)
v(0)
]
in
R
2 there exists b = b(p0, ε) such that∣∣∣∣∣
[
u(t)
v(t)
]
−
[
u∗(t − b)
v∗(t − b)
]∣∣∣∣∣Me−at
∣∣∣∣∣
[
u(0)
v(0)
]
−
[
u∗(−b)
v∗(−b)
]∣∣∣∣∣
for all t  0, where | · | denotes the Euclidian norm in R2.
Finally, for ε small, γε is near the circle with center (0,0) and radius 2 in the
plane uv, and has minimum period near to 2π .
We will prove in Theorems 2.1 and 3.1 below a partial extension of these
results to Eq. (1.1), with ε positive and small and 0 r < π/2, using a simplified
version of the Liapunov–Schmidt method, which, for our special case, reduces to
the use of Fourier series and the Implicit Function Theorem.
In order to formulate the results, we recall some notation, terminology and
results taken from [3]. We denote by C the Banach space of all continuous
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functions ϕ : [−r,0] → R2 with the uniform norm ‖ϕ‖ = max{|ϕ(θ)|: −r  θ
 0}. For any given function f : [a − r, b] → R, with a < b, and any t ∈ [a, b],
we denote by ft the function
θ ∈ [−r,0] → f (t + θ).
With this notation, Eq. (1.1) may be written in the functional form
d
dt
[
u(t)
v(t)
]
=
[
vt (0)+ ε
(
ut (0)− 13u3t (−r)
)
−u(t)
]
or, setting
w(t)=
[
u(t)
v(t)
]
and F(ϕ)=
[
ϕ2(0)+ ε
[
ϕ1(0)− 13ϕ1(−r)
]
−ϕ1(0)
]
for any ϕ ∈ C, as the autonomous retarded functional differential equation
(d/dt)w(t)= F(wt).
A (forward) solution starting from ϕ ∈ C at t = t0 is defined as a function
t ∈ [t0 − r,α[ →w(t) ∈R2 such that:
(i) wt0 = ϕ, that is, (u(t0 + θ), v(t0 + θ))= (ϕ1(θ), ϕ2(θ)), for all θ in [−r,0];
(ii) the function t ∈ [t0, α[ →w(t) is continuously differentiable and satisfies the
system for all t ∈ [t0, α[.
The initial value problem (d/dt)w(t) = F(wt ), wt0 = ϕ is obviously equiva-
lent to the integral equation
w(t)= ϕ(0)+
t∫
t0
F(ws) ds, t  t0,
submitted to the condition wt0 = ϕ.
From the fact that Eq. (1.1) is a differential–difference system with one delayed
argument r , an elementary proof of existence and uniqueness of global forward
solution of the initial value problem can be done by the method of continuation
from interval to interval of length r: first, restricted to the interval [t0, t0 + r], the
system together with the initial condition reduces to the nonhomogeneous linear
ordinary differential system
d
dt
[
u1(t)
v1(t)
]
=
[
v1(t)+ εu1(t)
−u1(t)
]
− ε
[ 1
3ϕ
3
1(t − t0 − r)
0
]
with the initial condition[
u1(t0)
v1(t0)
]
=
[
ϕ1(0)
ϕ2(0)
]
which has a unique explicit solution
[
u1(t)
v1(t)
]
on the whole interval [t0, t0 + r];
continuing this method, for each integer n  2, the system restricted to the
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interval [t0 + (n− 1)nr, t0 + nr] reduces to the nonhomogeneous linear ordinary
differential system
d
dt
[
un(t)
vn(t)
]
=
[
vn(t)+ εun(t)
−un(t)
]
− ε
[ 1
3u
3
n−1(t − r)
0
]
with the initial condition[
un(t0 + (n− 1)r)
vn(t0 + (n− 1)r)
]
=
[
un−1(t0 + (n− 1)r)
vn−1(t0 + (n− 1)r)
]
,
which has a unique explicit solution
[
un(t)
vn(t)
]
, on the whole interval [t0 + (n −
1)nr, t0 + nr].
The following theorem shows existence, uniqueness and regularity of solu-
tions. The proof can be found in Refs. [3] and [5].
Theorem 1.1. Given any ε > 0, any r  0, any t0 ∈R and any ϕ ∈ C, there exists
a unique solution t ∈ [t0−r,∞[ →w(t, t0, ϕ, ε, r) ∈ R2 of Eq. (1.1) starting from
ϕ at t = t0. Moreover, the following properties hold:
(1) w(t,0, ϕ, ε, r)=w(t0 + t, t0, ϕ, ε, r), for all t ∈ [−r,∞[;
(2) the mapping S(t) : C → C defined by S(t)ϕ = wt(·,0, ϕ, ε, r), t  0, is a
dynamical system on C in the sense that:
(i) S(0) is the identity map of C;
(ii) S(t + s)= S(t)S(s) for all t, s  0;
(iii) S(t) is continuous for any t  0;
(iv) for any ϕ ∈ C, the function t ∈ [0,∞[ → S(t)ϕ ∈ C is continuous; in
fact, it is of class Ck on [(k − 1)r, kr] for any integer k  1;
(3) if ϕ is continuously differentiable on [−r,0] and if (d/dθ)ϕ(0−) = F(ϕ),
then the solution t → w(t,0, ϕ, ε, r) is continuously differentiable on
[−r,∞[;
(4) for each t  0 and each r  0, the map
(ϕ, ε) ∈ C×]0,∞[ →wt
[
ut (0, ϕ, ε, r)
vt (0, ϕ, ε, r)
]
has Fréchet-derivatives of all orders and, in fact, is real-analytic;
(5) if a periodic function [u(·,ε,r)
v(·,ε,r)
]
is a solution of Eq. (1.1), then the map
(t, ε, r) ∈R×]0,∞[×]0,∞[ →
[
u(t, ε, r)
v(t, ε, r)
]
∈ R2
is real-analytic.
The positive semi-orbit through ϕ ∈ C is defined by
γ+(ϕ)= {wt(0, ϕ) ∈C: t  0};
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a complete solution through ϕ is a function φ : ]−∞,∞[→C such that φ(0)= ϕ
and S(t)φ(s) = φ(t + s) for any t, s ∈ R, in which case the set γ−(ϕ) =
{S(t)ϕ: t  0} is a negative semi-orbit through ϕ corresponding to φ and the
set γ (ϕ)= γ+(ϕ)∪ γ−(ϕ) is a complete orbit through ϕ corresponding to φ.
An equilibrium point is a ϕ ∈ C for which there is a complete orbit γ (ϕ) which
reduces to the singleton set {ϕ}. It is easy to verify that, in this case, ϕ must be a
constant c and F(c)= 0, and conversely; so, finding the equilibrium points of the
system becomes finding the zeros ϕ ∈ C of F such that ϕ is constant on [−r,0].
It is clear that Eq. (1.1) has only one equilibrium, namely, the origin and the
linearized system about this equilibrium is the ordinary differential system
d
dt
[
u(t)
v(t)
]
=
[
v(t)+ εu(t)
−u(t)
]
,
whose characteristic exponents are ε/2± i√1− ε2/4, both with real part positive,
characterizing the total instability of
[0
0
]
in the space C (see [3]).
The linearized system about a nonconstant T -periodic solution
w∗(t)=
[
u∗(t)
v∗(t)
]
of Eq. (1.1) is the linear periodic differential–difference system
d
dt
[
ξ(t)
η(t)
]
=
[
η(t)
−ξ(t)
]
+ ε(ξ(t)− ε[u∗(t − r)]2ξ(t − r))[10
]
.
If λ is a characteristic exponent of the orbit γ ∗ = {w∗t ∈ C: −∞ < t <∞}
then there exists a nonconstant T -periodic function
[p(t)
q(t)
]
such that the function
eλt
[
p(t)
q(t)
]
is a solution of the linearized system about the solution w∗(t) and
satisfies
d
dt
[
p(t)
q(t)
]
=
[
q(t)
−p(t)
]
+ ε(p(t)− e−λr[u∗(t − r)]2p(t − r))[10
]
− λ
[
p(t)
q(t)
]
.
We can also characterize the characteristic multipliers of γ ∗ as the nonzero
spectral values of the solution operator of the linearized system at time T , namely
the continuous linear operator P :C→ C defined by
P(ϕ)=
[
ξT
ηT
]
,
where
[
ξ(t)
η(t)
]
is the solution of the linearized system about
[
u∗(t)
v∗(t)
]
such that[
ξ0
η0
]
= ϕ.
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These nonzero spectral values of P are necessarily eigenvalues of P since for
any integer m such that mT > r , Pm is a linear compact operator.
Since Eq. (1.1) is autonomous, the T -periodic function
t → d
dt
[
u∗(t)
v∗(t)
]
is a solution of the linearized system about
[
u∗(t)
v∗(t)
]
, so that µ= 1 is a characteristic
multiplier (or, equivalently, λ= 0 is a characteristic exponent).
We say that µ= 1 is simple if ker(P − I) has dimension 1, generated by
d
dt
[
u∗t
v∗t
]
.
We say that the periodic orbit γ ∗ is exponentially asymptotically stable with
asymptotic phase if there exist a neighborhood W of γ ∗ and strictly positive
numbers a and M such that for any ϕ ∈ W , there exists a b ∈ [0, T [ such that
‖wt(ϕ)−w∗t+b‖Me−at for all t  0.
We will use the following theorem on the stability of a periodic orbit:
Theorem 1.2. If µ = 1 is simple and if all characteristic multipliers of γ ∗,
except 1, belong to the interior of the unit circle, then γ ∗ is exponentially as-
ymptotically stable with asymptotic phase.
The proof of this theorem can be found in [3, Theorem 3.3].
2. Existence of periodic solutions
Theorem 2.1. There exist a real number ε0 > 0 and real-analytic functions
β∗(ε, r), ρ∗(ε, r), u∗(t, ε, r) and v∗(t, ε, r) defined for
0 < ε < ε0, 0 r <
π
2
, −∞< t <∞,
such that:
(1) β∗(0, r)=− 12 tan r , ρ∗(0, r)=
√
sec r ;
(2) t → [u∗(t,ε,r)
v∗(t,ε,r)
]
is a 2π(1 + εβ∗(ε, r))-periodic solution with amplitude
2ρ∗(ε, r) of Eq. (1.1). Also, for ε = 0, this solution is the only periodic
solution, except for translations in phase: more precisely, the functions of
the family{[
u∗(t + b, ε, r)
v∗(t + b, ε, r)
]
: −∞< b <∞
}
are the only periodic solutions with orbit near the circle with center (0,0)
and radius 2
√
sec r .
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Proof. First note that, for ε = 0, the equation becomes (d/dt)(u(t), v(t)) =
(v(t),−u(t)); in this case, all solutions are periodic with period 2π and the orbits
are all circles with center at (0,0). Therefore, for small ε > 0 it is plausible
that, if the van der Pol’s equation has any periodic solution, the period must be
near 2π and the orbit must remain near one of those circles. So, we introduce a
new parameter β , change the time variable t putting t = (1 + εβ)τ and look for
periodic solutions of period 2π .
Let[
U(τ)
V (τ)
]
=
[
u((1+ εβ)τ)
v((1 + εβ)τ)
]
and R = r
1+ εβ .
Then,
d
dt
[
u(t)
v(t)
]
= 1
1+ εβ
d
dτ
[
U(τ)
V (τ)
]
,
u(t − r)=U(τ −R) and the differential equation becomes
d
dτ
[
U(τ)
V (τ)
]
= (1+ εβ)
[
V (τ)+ ε[U(τ)− 13U3(τ −R)]−U(τ)
]
. (2.1)
If
[
U
V
]
: ]−∞,∞[→ R2 is a 2π -periodic solution of Eq. (1.1), then [U
V
]
is
analytic and therefore it is the sum of its Fourier series[
U(τ)
V (τ)
]
=
∑
n∈Z
[
Un
Vn
]
einτ ,
where
[
Un
Vn
]
= 1
2π
2π∫
0
[
U(τ)
V (τ)
]
e−inτ dτ.
Integration by parts gives(
d
dτ
[
U
V
])
n
= 1
2π
2π∫
0
d
dτ
[
U(τ)
V (τ)
]
e−inτ dτ = in
[
Un
Vn
]
.
Also
(
U3(τ −R))
n
= 1
2π
2π∫
0
U3(τ −R)e−inτ dτ
= e−inR 1
2π
2π∫
0
U3(τ )e−inτ dτ = e−inRfn,
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where
fn = 12π
2π∫
0
1
3
U3(τ )e−inτ dτ.
From the differential equation, we get the system of algebraic system
in
[
Un
Vn
]
= (1+ εβ)
[
Vn + ε[Un − e−inRfn]
−Un
]
which implies
inVn =−(1+ εβ)Un, ∆nUn =−inε(1+ εβ)e−inRfn,
where ∆n =−n2 − inε(1+ εβ)+ (1+ εβ)2.
For n ∈ Z such that |n| = 1, ∆n is bounded away from zero and we can solve
the algebraic system to get[
Un
Vn
]
=−inε(1+ εβ)∆−1n e−inRfn
[
in
−(1+ εβ)
]
.
Now, for n=±1, ∆n is small; in fact, ∆±1 = ε(2β + εβ2)∓ i(1+ εβ). So, to
avoid small denominators, we introduce two real parameters ρ and θ,ρ  0, and
set U1 = ρeiθ .
Then, U−1 = U1 = ρe−iθ , V1 =−(1/i)(1 + εβ)U1 = i(1 + εβ)ρeiθ , V−1 =V1 = −i(1 + εβ)ρe−iθ , and the relation ∆1U1 = −iε(1 + εβ)e−iRf1 can be
rewritten in the form
ρ
[
1+ εβ + (2β + εβ2)i]− (1+ εβ)e−i(R+θ)f1 = 0.
Now we can rewrite the Fourier series in the form of the integro-differential
equation[
U(τ)
V (τ)
]
= 2ρ
[
cos(τ + θ)
−(1+ εβ) sin(τ + θ)
]
− ε(1+ εβ)
∑
|n|=1
in∆−1n ein(τ−R)fn
[
in
−(1+ εβ)
]
.
Writing the second member of this last equation as F(ε, r, θ,β,ρ,U,V )(τ ),
we get a well defined functionF from R×[0,∞[×R×R×[0,∞[×P2π ×P2π
into P2π , where P2π is the Banach space of all real 2π -periodic continuous
functions, with the sup-norm. In fact, given any
[
U
V
] ∈ P2π × P2π , it is easy to
verify, by the Weierstrass M-test, that the series in the definition of F converge
uniformly in P2π .
Now we can see that the problem of finding 2π -periodic solutions of Eq. (2.1)
is equivalent to solve the system formed by the above integro-differential equation[
U
V
]
=F(ε, r, θ,β,ρ,U,V )
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and the condition J (ε, r, θ,β,ρ)= 0, where
J (ε, r, θ,β,ρ)
def= ρ[1+ εβ + (2β + εβ2)i]− (1+ εβ)e−iRe−iθf1.
It is also easy to show that
(i) F has a continuous first derivative in the sense of Fréchet with respect to all
variables;
(ii) F(0, r, θ,β,ρ,U,V )(τ )= 2ρ
[
cos(τ + θ)
− sin(τ + θ)
]
and
(iii) ∂
∂(U,V )
F(0, r, θ,β,ρ,U)=
[
0 0
0 0
]
.
Therefore, we can apply the Implicit Function Theorem to the equation[
U
V
]
=F(ε, r, θ,β,ρ,U,V )
to get a unique 2π -periodic function[
U∗
V ∗
]
(·, ε, r, θ,β,ρ) ∈ P2π × P2π ,
defined and continuously differentiable in a neighbourhood of (0, r, θ,β,ρ), for
any r, θ,β,ρ, and this function satisfies[
U∗
V ∗
]
=F(ε, r, θ,β,ρ,U∗,V ∗)
and [
U∗
V ∗
]
(τ,0, r, θ,β,ρ)= 2ρ
[
cos(τ + θ)
− sin(τ + θ)
]
.
From the definition of F , we see that U∗1 (ε, r, θ,β,ρ) = ρeiθ so that, by
substitution of U by U∗(·, ε, r, θ,β,ρ) in the relation ∆1U1 = −iε(1 + εβ)×
e−iRf1, we are led, in order to
[
U∗
V ∗
]
be a 2π -periodic solution of (2.1), to the
condition
J (ε, r, θ,β,ρ)= 0,
where
f1 = 12π
2π∫
0
1
3
[
U∗(τ, ε, r, θ,β,ρ)
]3
e−iτ dτ.
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From the uniqueness of solution of the integro-differential and the fact that, for
any integer n,
e−inθ fn(ε, r, θ,β,ρ)= 12π
2π∫
0
1
3
[
U∗(s − θ, ε, r, θ,β,ρ)]3e−ins ds,
we can conclude the identities[
U∗
V ∗
]
(τ − θ, ε, r, θ,β,ρ)=
[
U∗
V ∗
]
(τ, ε, r,0, β,ρ),
J (ε, r, θ,β,ρ)= J (ε, r,0, β,ρ)
so that J does not depend on θ , which implies that we may make θ = 0 from now
on and write J (ε, r,β,ρ) instead of J (ε, r, θ,β,ρ).
Now, for ε = 0, we have R = r and (U∗)3(τ )= 2ρ3(cos 3(τ + θ)+ 3 cos(τ +
θ)) so that f1 = ρ3eiθ and the relation J (0, r,0, β,ρ)= 0 is equivalent to
ρ
[
1+ 2βi− e−irρ2]= 0.
The nontrivial solutions of this last equation are given by β = − 12 tan r and
ρ2 = sec r , for all θ ∈ R and 0 r < π/2.
It is easy to verify that
∂J
∂β
(0, r, β,ρ)= 2iρ,
∂J
∂ρ
(0, r, β,ρ)= 1+ 2βi − 3e−irρ2.
Therefore, for β =− 12 tan r and ρ2 = sec r , we get
∂J
∂β
(0, r, β,ρ)= 2i√sec r,
∂J
∂ρ
(0, r, β,ρ)=−2+ 2i tan r.
Let G1(ε, r, β,ρ) and G2(ε, r, β,ρ) be the real and imaginary parts of the
function J (ε, r,β,ρ). Then, from what we have seen above,
G1
(
0, r,−1
2
tan r,
√
sec r
)
=G2
(
0, r, θ,−1
2
tan r,
√
sec r
)
= 0,
∂G1
∂β
(
0, r,−1
2
tan r,
√
sec r
)
= 0,
∂G1
∂ρ
(
0, r,−1
2
tan r,
√
sec r
)
=−2,
∂G2
∂β
(
0, r,−1
2
tan r,
√
sec r
)
= 2√sec r,
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∂G2
∂ρ
(
0, r,−1
2
tan r,
√
sec r
)
= 2 tan r.
So, for ε = 0, β =− 12 tan r , ρ =
√
sec r and r ∈ I we have
det
( ∂G1
∂β
∂G1
∂ρ
∂G2
∂β
∂G2
∂ρ
)
= 4√sec r.
Therefore, the Implicit Function Theorem implies that there exists ε0 > 0 and
continuously differentiable functions β∗(ε, r) and ρ∗(ε, r), defined for ε ∈]0, ε0[,
r ∈ I such that
J
(
ε, r, β∗(ε, r), ρ∗(ε, r)
)= 0,
for all ε ∈]0, ε0[, r ∈ I , β∗(0, r)= 12 tan r , ρ∗(0, r)= 2
√
sec r .
Clearly, the 2π -periodic function[
U∗(·, ε, r, β∗(ε, r), ρ∗(ε, r))
V ∗(·, ε, r, β∗(ε, r), ρ∗(ε, r))
]
is a solution of Eq. (2.1) with β = β∗(ε, r) and therefore the function [u∗(·,ε,r)
v∗(·,ε,r)
]
,
defined by[
u∗(t, ε, r)
v∗(t, ε, r)
]
=
[
U∗
(
t
1+εβ∗(ε,r) , ε, r, β
∗(ε, r), ρ∗(ε, r)
)
V ∗
(
t
1+εβ∗(ε,r) , ε, r, β
∗(ε, r), ρ∗(ε, r)
) ] ,
is a 2π(1+ εβ∗(ε, r))-periodic solution of (1.1) and[
u∗(t,0, r)
v∗(t,0, r)
]
= 2√sec r
[
cos t
− sin t
]
.
From the fact that the original equation is autonomous, it follows that, for any
b ∈R, the translations functions [u∗(t+b,ε,r)
v∗(t+b,ε,r)
]
are also solutions of Eq. (1.1).
The method of proof also shows that the only periodic solutions
[
u(t)
v(t)
]
of the
van der Pol equation (1.1), which have the property that the curve{[
u(t)
v(t)
]
∈ R2: −∞< t <∞
}
is near the circle with center (0,0) and radius 2
√
sec r , are the functions of the
family{[
u∗(t + b, ε, r)
v∗(t + b, ε, r)
]
: ε ∈]0, ε0[, 0 r < π2 , b ∈R
}
.
The analyticity of the functions β∗(ε, r), ρ∗(ε, r) and
[
u∗(·,ε,r)
v∗(·,ε,r)
]
follows from
Theorem 1.1(5) above.
This finishes the proof. ✷
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Remark 2.2. The extension of the above theorem for the case when r varies in
the union of intervals
I =
]
0,
π
2
[
∪
]
3π
2
,
5π
2
[
∪ · · · ∪
]
(2k − 1)π
2
,
(2k + 1)π
2
[
∪ · · ·
is true, with the same proof.
The above proof also applies as well for the case r ∈ J , where
J =
]
−π
2
,0
[
∪
]
−5π
2
,−3π
2
[
∪ · · ·
∪
]−(2k+ 1)π
2
,− (2k− 1)π
2
[
∪ · · · ,
in which case the van der Pol equation (1.1) has an advanced argument. Finally,
for small ε and r /∈ I ∪ J , there is no periodic solution with period near to 2π .
3. Stability
We will study in this section the stability of the periodic orbit
γ ∗ =
{[
u∗t (·, ε, r)
v∗t (·, ε, r)
]
∈ C: −∞< t <∞
}
we just found above.
Let us consider the system in the form of Eq. (2.1), with β = β∗(ε, r) and the
periodic orbit in the form
γ ∗ =
{[
U∗τ (· , ε, r)
V ∗τ (· , ε, r)
]
∈C: −∞< τ <∞
}
with period T = 2π .
The linearized equation about γ ∗ is
d
dτ
[
ξ(τ )
η(τ )
]
= (1+ εβ)
[
η(τ)+ εξ(τ )− ε[U∗(τ −R)]2]ξ(τ −R)
−ξ(τ )
]
and if λ = λ(ε, r) is a characteristic exponent λ = λ(ε, r) then there exists a
nontrivial 2π -periodic solution
[
p(τ)
q(τ )
]
of the linear system
d
dτ
[
p(τ)
q(τ )
]
= (1+ εβ)
[
q(τ )+ εp(τ)− εe−λR[U∗(τ −R)]2]p(τ −R)
−p(τ)
]
− λ
[
p(τ)
q(τ )
]
. (3.1)
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We denote by P(ε, r) the solution operator at time T = 2π of this linear
system, where 0 < ε < ε0 and 0 r < π/2. Therefore, P(ε, r) :C ×C→C ×C
defined by
P(ε, r)
([
ϕ1
ϕ2
])
=
[
pT
qT
]
,
where
[
p(t)
q(t)
]
is the solution of the above linear system such that[
p0
q0
]
=
[
ϕ1
ϕ2
]
.
Theorem 3.1. (1) Given ε > 0, there exists a real number r0 = r0(ε) ∈]0,π/2[
such that, for any r ∈ [0, r0[, the periodic orbit γ ∗ is exponentially asymptotically
stable with asymptotic phase.
(2) Given r ∈ I , there exists ε0 = ε0(r) > 0 such that, if 0 < ε < ε0, then the
periodic orbit γ ∗ is exponentially asymptotically stable with asymptotic phase.
Proof. We already observed that, for any r ∈ [0,π/2[ and any ε ∈]0, ε0[ there is
a unique periodic orbit. This implies that the spectrum σ(P (ε,0)) of the solution
operator P(ε,0) at time T = 2π(1 + β∗(ε,0)) of the linear variational equation
relative to this periodic solution is σ(P (ε,0)) = {1,µ(ε)}, with |µ(ε)| < 1. Let
s = sup{|µ(ε)|: 0 ε  ε0}.
Now, since the spectrum of P(ε, r) varies continuously with ε and r , given any
closed disc D with center at 0 and radius between s and 1 and any neighborhood
V of 1, we can find ε1, 0 < ε1 < ε0 and r0 > 0 such that σ(P (ε, r))⊂D ∪ V for
any ε ∈]0, ε1[ and r ∈]0, r0[ .
Therefore, to complete the proof all we have to show is that all characteristic
multipliers which belong to V , except 1, are inside the unit disc. To do that, we
first note that, for ε = 0, the only eigenvalue of P(0, r) is 1 with multiplicity
equal 2. So, we can assume that, for ε ∈]0, ε1[ and r ∈]0, r0[, there are only two
eigenvalues of P(ε, r) in the neighborhood V . Since one of them is surely 1, the
other, µ(ε, r), must be real. All we have to prove is that −1 < µ(ε, r) < 1 or,
equivalently, the real part of λ(ε, r) is negative, where
λ(ε, r)= 1
T (ε, r)
logµ(ε, r).
Let the expansion of λ(ε, r), p(t, ε, r) and q(t, ε, r) in power series of ε be given
by
λ(ε, r)= λ0(r)+ λ1(r)ε+ λ2(r)ε2 + · · · ,
p(t, ε, r)= p0(t, r)+p1(t, r)ε+ p2(t, r)ε2 + · · · ,
q(t, ε, r)= q0(t, r)+ q1(t, r)ε+ q2(t, r)ε2 + · · · .
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Putting ε = 0 in Eq. (3.1) we get the ordinary differential system
d
dτ
[
p0(τ )
q0(τ )
]
=
[
q0(τ )
−p0(τ )
]
− λ0(r)
[
p0(τ )
q0(τ )
]
.
It is easy to see that this equation has a 2π -periodic solution if and only if
λ0(r)= 0, and in this case, the general solution is a linear combination[
p0(τ )
q0(τ )
]
= c1E1(τ )+ c2E2(τ ),
where c1 and c2 are arbitrary constants and
E1(τ )=
[
cosτ
− sin τ
]
and E2(τ )=
[
sin τ
cosτ
]
.
Recall that U∗(τ,0, r)= 2√sec r cos τ .
Now, taking the derivative with respect to ε of both sides of Eq. (3.1) and
making ε = 0, we get the differential equation
d
dτ
[
p1(τ )
q1(τ )
]
=
[
q1(τ )
−p1(τ )
]
+H(τ),
where H is given by
H(τ)=
[
p0(τ )− 4 sec r cos2(τ − r)p0(τ − r)
0
]
+ β∗(0, r)
[
q0(τ )
−p0(τ )
]
− λ1
[
p0(τ )
q0(τ )
]
.
By the Fredholm alternative, this equation has a 2π -periodic solution if and
only if
2π∫
0
Ei(τ )H(τ) dτ = 0
for i = 1,2.
These conditions imply{
(1+ λ1)c1 = 0,
tan rc1 + λ1c2 = 0.
Therefore, λ1 = 0, corresponding to the zero characteristic exponent, or λ1 =−1,
corresponding to the other one, which demonstrate the stability of the periodic
orbit. ✷
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