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We present the first unbiased determination of spin-dependent, or polarized, parton distribution
functions of the proton. A statistically sound representation of the corresponding uncertainties
is achieved by means of the NNPDF methodology, formerly developed for unpolarized distri-
butions and generalized to the polarized here for the first time. The features of the procedure,
based on robust statistical tools - Monte Carlo sampling for error propagation, neural networks
for PDF parametrization, genetic algorithm for their minimization and possibly reweighting
for including new data samples without refitting - and their implementation are illustrated in
detail. Sets of polarized parton distributions are obtained at next-to-leding order accuracy in
perturbative quantum chromodynamics, based on both fixed-target inclusive deeply-inelastic
scattering and the most recent polarized hadron collider data. A quantitative appraisal on
the potential role of future measurements at an Electron-Ion Collider is also presented. We
study the stability of our results upon the variation of several theoretical and methodological
assumptions and we present a detailed investigation of the first moments of our polarized parton
distributions, compared to other recent analyses. We find that the uncertainty on the gluon
distribution from available data was substantially underestimated in previous determinations; in
particular, we emphasize that a large contribution to the gluon may arise from the unmeasured
small-x region, against the common belief that this is actually rather small. We demonstrate
that an Electron-Ion Collider would provide evidence of a possible large gluon contribution to
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The investigation of the internal structure of nucleons is an old and intriguing problem which
dates back to almost fifty years ago. For the past few decades, physicists have been able to
describe with increasing details the fundamental particles that constitute protons and neutrons,
which actually make up all nuclei and hence most of the visible matter in the Universe. This
understanding is encapsulated in the Standard Model, supplemented with pertubartive Quantum
Chromodynamics (QCD), the field theory which currently describes the strong interaction
between the nucleon’s fundamental constituents, quarks and gluons. It is a remarkable property
of QCD, known as confinement, that these are not seen in isolation, but only bound to singlet
states of the their respective strong color charge.
Protons and neutrons are spin one-half bound states. Spin is one of the most fundamental
concepts in physics, deeply rooted in Poincaré invariance and hence in the structure of space-
time itself. The elementary constituents of the nucleon carry spin, quarks are spin one-half
particles and gluons are spin-one particles. It is worth recalling that the discovery of the fact
that the proton has structure - and hence really the birth of strong interaction physics - was due
to spin, through the measurement of a very unexpected anomalous magnetic moment of the
proton by O. Stern and collaborators in 1933 [2]. After decades of ever more detailed studies
of nucleon structure, the understanding of the observed spin of the nucleon in terms of their
constituents is a major challenge, far from being succesfully achieved.
1.1 Historical overview on the nucleon structure
The current picture of the nucleon structure is the result of more than half a century of theoretical
and experimental efforts from physicists around the world. Even though a detailed historical
overview is beyond the scope of this introduction, we find it useful to summarize the main
steps in the building of our knowledge on the proton structure, with some emphasis on its spin.
Quarks were originally introduced in 1963 by Gell-Mann, Ne’eman and Zweig, simply
based on symmetry considerations [3–6], in an attempt to bring order into the large array of
strongly-interacting particles observed in experiment. In a few words, they recognised that the
known hadrons could be associated to some representations of the special unitary SU(3) group.
This led to the concept of quarks as the building block of hadrons. Mesons were expected to be
1
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quark-antiquark bound states, while baryons were interpreted as bound states of three quarks.
In Nature there are no indications of the existence of other multiquark states: in order to explain
this fundamental evidence and to satisfy the Pauli exclusion principle for baryons, such as
the ∆++ or the Ω− which are made up of three quarks of the same flavor, the spin-one-half
quarks had to carry a new quantum number [7], later termed colour. The modern version of
this constituent quark model still successfully describes most of the qualitative features of the
baryon spectroscopy.
A modern realization of Rutherford’s experiment has shown us that quarks are real. This
experiment is the deeply-inelastic scattering (DIS) of electrons (and, later, other leptons,
including positrons, muons and neutrinos) off the nucleon, a program that was started in the
late 1960’s at SLAC [8] (for a review see also Ref. [9]). A high-energy electron interacts
with the nucleon, via exchange of a highly virtual gauge boson. For a virtuality of Q2 > 1
GeV2, distances shorter than 0.2 fm are probed in the proton. The early DIS results led to an
interpretation as elastic scattering of the electron off pointlike, spin-one-half, constituents of the
nucleon [10–13], called partons. At first, this was understood in the so-called parton model: in
this model, the nucleon is observed in the so-called infinite momentum frame, a Lorentz frame in
which it is moving with large four-momentum: partons are assumed to move collinearly to the
parent hadron, hence their transverse momenta and masses can be neglected. Lepton-nucleon
scattering is then described in the impulse approximation, i.e. leptons interact with a parton
in the nucleon via a fast exchange of a virtual photon. Partons are treated as free particles
and all partons’ self-interactions are neglected. In the impulse approximation, lepton-nucleon
scattering is simply the incoherent sum of lepton interactions with the individual partons in
the nucleon, which are carrying a fraction x of its four-momentum. These interactions can be
computed in perturbation theory, and have to be weighted with the probability that the nucleon
contains a parton with the proper value of x. This probability, denoted as fq/p(x), encodes the
momentum density of any parton species q, with longitudinal fraction x, in a nucleon p, and is
called Parton Distribution Function (PDF). This cannot be computed using perturbative theory,
since it depends on the non-perturbative process that determines the structure of the nucleon;
rather, it is a non-perturbative object to be determined from the experiment.
Partons carrying fractional electric charge were subsequently identified with the quarks.
The existence of gluons was proved indirectly from a missing (∼ 50%) contribution [14, 15] to
the proton momentum not accounted for by the quarks. Later on, direct evidence for gluons
was found in three-jet production in electron-positron annihilation [16–18]. From the observed
angular distributions of the jets it became clear that gluons have spin one [19, 20].
The successful parton interpretation of DIS assumed that partons are almost free (i.e.,
non-interacting) on the short time scales set by the high virtuality of the exchanged photon.
This implied that the underlying theory of the strong interactions must actually be relatively
weak on short time or, equivalently, distance scales [21]. In a groundbreaking development,
Gross, Wilczek and Politzer showed in 1973 that the non-abelian theory of quarks and gluons,
QCD, which had just been developed a few months earlier [22–24], possessed this remarkable
feature of asymptotic freedom [25, 26], a discovery for which they were awarded the 2004
Nobel Prize for Physics. The interactions of partons at short distances, while weak in QCD,
were then predicted to lead to visible effects in the experimentally measured DIS structure
functions known as scaling violations [27, 28]. These essentially describe the response of the
partonic structure of the proton to the resolving power of the virtual photon, set by its virtuality
Q2. The greatest triumph of QCD is arguably the prediction of scaling violations, which have
been observed experimentally and verified with great precision. Deeply-inelastic scattering
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thus paved the way for QCD.
Over the following two decades or so, studies of nucleon structure became ever more
detailed and precise. This was partly due to increased luminosities and energies of lepton
machines, eventually culminating in the HERA electron-proton collider [29]. Also, hadron col-
liders entered the scene. It was realized, again thanks to asymptotic freedom and factorization,
which follows from it, that the partonic structure of the nucleon seen in DIS is universal, in the
sense that a variety of sufficiently inclusive hadron collider processes, characterized by a large
scale, admit a factorized description [30–41]. This offered the possibility of learning about
other aspects of nucleon structure (and hence, QCD), for instance about its gluon content which
is not primarily accessed in DIS. Being known with more precision, nucleon structure also
allowed for new physics studies at hadron colliders, the outstanding example perhaps being the
discovery of the W± and Z0 bosons at CERN’s Spp¯S collider [42–44]. The Tevatron and the
Large Hadron Collider (LHC) are the most recent continuations of this line of research, which
has culminated in the discovery of the Higgs boson [45, 46], announced by ATLAS and CMS
collaborations on the 4th July 2012.
Concerning spin physics, a milestone in the study of the nucleon was the advent of polarized
electron beams in the early seventies [47]. This later on allowed for DIS measurements with
polarized lepton beams and nucleon targets [48], and offered the possibility of studying whether
quarks and antiquarks show on average preferred spin directions inside a polarized nucleon. The
program of polarized DIS has been continuing ever since and it is now a successful branch of
particle physics. Its most important result is the finding that quark and antiquark spins provide
an anomalously small - only about 20%− 30% - amount of the proton spin [49, 50], firstly
observed by the EMC experiment in the late 1980’s. This finding, which opened a spin crisis in
the understanding of the nucleon structure [51], has raised the interest of physicists in clarifying
the potential role played by new candidates to the nucleon’s spin, like gluons’ polarizations and
partons’ orbital angular momenta. In parallel, there also was a very important line of research
on polarization phenomena in hadron-hadron reactions in fixed-target kinematics. In particular,
unexpectedly large single-transverse spin asymmetries were seen [52–56].
In the last decade, the advent of the Relativistic Heavy Ion Collider (RHIC), the first
machine to collide polarized proton beams, started to probe the proton spin in new profound
ways [57], complementary, but independent, to polarized DIS. In particular, more knowledge
on the polarization of gluons in the proton and details of the flavor structure of the polarized
quarks and antiquarks has been recently achieved, as we will discuss in detail in this Thesis.
However, despite a flurry of experimental and theoretical activity, a complete and satisfactory
udnerstanding of the so-called spin puzzle is still lacking.
1.2 Compelling questions in spin physics
The information on the proton spin structure is encoded in spin-dependent, or polarized, Parton
Distribution Functions (PDFs) of quarks, antiquarks and gluons
∆ fq/p(x,Q2) = f
↑
q/p(x,Q
2)− f ↓q/p(x,Q2) , (1.1)
which are the momentum densities of partons q with helicity along (↑) or opposite (↓) the
polarization direction of the parent nucleon p. The Q2 dependence of the parton distributions,
known as Q2 evolution [58], is quantitatively predictable in QCD perturbation theory, thanks to
asymptotic freedom. Physically, it may be thought of the consequence of the fact that partons
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are observed with higher resolution when they are probed at higher scales; hence it is more
likely that a struck quark has radiated one or more gluons so that it is effectively resolved
into several partons, each with lower momentum fraction. Similarly, a struck quark may have
originated from a gluon splitting into a quark-antiquark pair.
Polarized inclusive, neutral-current, DIS allows one to only access the flavor combinations
∆q+ ≡ ∆q+∆q¯, and the gluon polarization, though the latter is mostly determined indirectly
by scaling violations. Of particular interest is the singlet quark antiquark combination ∆Σ=
∑q=u,d,s∆q+, since its integral, known as the axial charge, yields the average of all quark and





The anomalously small value observed experimentally for this quantity, from almost three
decades of DIS measurement after the EMC result, strenghten the common belief that only about
a quarter of the proton spin is carried by quarks and antiquarks. The EMC result was followed
by an intense scrutiny of the basis of the corresponding theoretical framework, which led to
the realization [59, 60] that the perturbative behavior of polarized PDFs deviates from parton
model expectations, according to which gluons decouple at large energy scale. The almost
vanishing value measured by EMC for the singlet axial charge, Eq. (1.2), can be explained
as a cancellation between a reasonably large quark spin contribution, e.g. ∆Σ ' 0.6− 0.7,
as expected intuitively, and an anomalous gluon contribution. A large value of the gluon
contribution to the proton spin is required to achieve such a cancellation, and QCD predicts
that this contribution grows with the energy scale. Despite some experimental evidence has
suggested that the gluon polarization in the nucleon may be rather small, we emphasize that it is
instead still largely uncertain, as we will carefully demonstrate in this Thesis. Other candidates
for carrying the nucleon spin can come from quark and gluon orbital angular momenta [61–63]
(for a recent discussion on the spin decomposition see also Ref. [64]).
In any case, the results from polarized inclusive DIS clearly call for further investigations:
we summarize in the following some of the outstanding questions to be aswered in spin physics.
With which accuracy do we know spin-dependent parton distributions? The assessment
of singlet and gluon contributions to the proton spin requires in turn a determination of
polarized parton distributions from available experimental data. In the last decade, several such
determinations have been performed at next-to-leading order (NLO) in QCD [65–80], which is
the current state-of-the-art accuracy for polarized fits. Some of them also include a significant
amount of data other than DIS, namely from semi-inclusive DIS with identified hadrons in
final states [75, 77, 80] or from polarized proton-proton collisions [75].
However, we notice that they are all based on the standard Hessian methodology for
PDF fitting and uncertainty estimation. This approach is known [81] to potentially lead to
an underestimation of PDF uncertainties, due to the limitations in the linear propagation
of errors and, more importantly, to PDF parametrization in terms of fixed functional forms,
both assumed in the standard methodology. These issues are especially delicate when the
experimental information is scarce, like in the case of polarized data. In particular, in this
Thesis we will clearly demonstrate that a more flexible PDF parametrization is better suited
to analyse polarized experimental data without prejudice. This will lead to larger, but more
faithful, estimates of PDF uncertainties with respect to the results of all available analyses. At
least, one should conclude that our knowledge of parton’s contribution to the nucleon spin is
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much more uncertain than commonly believed, unless one makes strong a priori assumptions
on their behavior in the unmeasured kinematic regions. The two following questions address in
much detail some issues related to quarks and gluons separately.
How do gluons contribute to the proton spin? The interest in an accurate determination
of the gluon polarization ∆g(x,Q2) is of particular interest for both phenomenological and
theoretical reasons.
On the phenomenological side, inclusive DIS allows for an indirect determination of the
gluon distribution, through scaling violations. Since experimental data have a rather limited
Q2 lever arm, it follows that it is only weakly constrained. Processes other than inclusive
DIS, which receive leading contributions from gluon initiated parton-level subprocesses, are
better suited to provide direct information on the gluon distribution. In particular, these include
open-charm production in fixed-target experiments and jet or semi-inclusive production in
proton-proton collisions. However, the kinematic coverage of these data is limited: hence the
integral of the gluon distribution can receive large contributions from the unmeasured region.
On the theoretical side, it is a remarkable feature of QCD that the gluon contribution to
nucleon spin may well be significant even at large momentum scales. The reason is that the
integral of ∆g(x,Q2) evolves as 1/αs(Q2) [59], that is, it rises logarithmically with Q. This
peculiar evolution pattern is a very deep prediction of QCD, related to its so-called axial
anomaly. It has inspired ideas that a reason for the smallness of the quark spin contribution
should be sought in a shielding of the quark spins due to a particular perturbative part of the
DIS process γ∗g→ qq¯ [59]. The associated contributions arise only at order αs(Q2); however,
the peculiar evolution of the first moment of the polarized gluon distribution would compensate
this suppression. To be of any practical relevance, such models would require a large positive
gluon spin contribution, 〈∆g〉> 1, even at low hadronic scales of a GeV or so. A very large
polarization of the confining fields inside a nucleon, even though suggested by some nucleon
models [82–85], would be a very puzzling phenomenon and would once again challenge our
picture of the nucleon.
What are the patterns of up, down, and strange quark and antiquark polarizations?
Inclusive DIS provides information only on the total flavor combinations ∆q+, q = u,d,s.
Nevertheless, in order to understand the proton helicity structure in detail, one needs to learn
about the various quark and antiquark densities, ∆u, ∆u¯, ∆d, ∆d¯ and ∆s, ∆s¯ separately. This
also provides an important additional test of the smallness of the quark spin contribution, and
could reveal genuine flavor asymmetry ∆u¯−∆d¯ in the proton sea, claimed by some models
of nucleon structure [86, 87]. These predictions are often related to fundamental concepts
such as the Pauli principle: since the proton has two valence-u quarks which primarily spin
along with the proton spin direction, uu¯ pairs in the sea will tend to have the u quark polarized
opposite to the proton. Hence, if such pairs are in a spin singlet, one expects ∆u¯ > 0 and,
by the same reasoning, ∆d¯ < 0. Such questions become all the more exciting due to the fact
that rather large unpolarized asymmetries u¯− d¯ 6= 0 have been observed in DIS and Drell-Yan
measurements [88–90]. Further fundamental questions concern the strange quark polarization.
The polarized DIS measurements point to a sizable negative polarization of strange quarks, in
line with other observations of significant strange quark effects in nucleon structure.
What orbital angular momenta do partons carry? Quark and gluon orbital angular mo-
menta are the other candidates for the carriers of the proton spin. Consequently, theoretical
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work focused also on these in the years following spin crisis. A conceptual breakthrough was
made in the mid 1990s when it was realized [62] that a particular class of off-forward nucleon
matrix elements, in which the nucleon has different momentum in the initial and final states,
measure total parton angular momentum. Simply stated, orbital angular momentum is −→r ×−→p ,
where the operator r can be viewed in Quantum Mechanics as a derivative with respect to
momentum transfer. Thus, in analogy with the measurement of the Pauli form factor it takes a
finite momentum transfer on the nucleon to access matrix elements with operators containing
a factor r. It was also shown how these off-forward distributions, referred to as generalized
parton distribution functions (GPDs), may be experimentally determined from certain exclusive
processes in lepton-nucleon scattering, the prime example being deeply-virtual Compton scat-
tering (DVCS) γ∗p→ γ p [62]. A major emphasis in current and future experimental activities
in lepton scattering is on the DVCS and related reactions.
What is the role of transverse spin in QCD? So far, we have only considered the helicity
structure of the nucleon, that is, the partonic structure we find when we probe the nucleon
when its spin is aligned with its momentum. Experimental probes with transversely polarized
nucleons could also be studied, both at fixed-target and collider facilities, and it has been known
for a long time now that very interesting spin effects are associated with this in QCD. Partly,
this is known from theoretical studies which revealed that besides the helicity distributions
∆ f discussed above, for transverse polarization there is a new set of parton densities, called
transversity [91, 92]. They are defined analogously to Eq. (1.1), but now for transversely
polarized partons polarized along or opposite to the transversely polarized proton. Furthermore,
if we allow quarks to have an intrinsic Fermi motion in the nucleon, they can be interpreted
in the light of more fundamental objects, the so-called Transverse Momentum Dependent
parton distribution functions (TMDs) [93], in which the dependence on the intrinsic transverse
momentum k⊥ is made explicit. We refer to [94] for a comprehensive review on TMDs and
the transverse spin structure of the proton. Here, we only mention that the present knowledge
of TMDs is comparable to that of PDFs in the early 1970’s and very little is known about
transversity. Both the COMPASS and HERMES experiments are taking data in polarized
semi-inclusive DIS (SIDIS) to provide a better determination of those distributions [95–98].
1.3 Outline of the thesis
This Thesis addresses the three first questions in the above list, presenting a determination of
spin-dependent parton distributions for the proton. In particular, two sets are obtained, the first
based on inclusive DIS data only, the second also including the most recent data from polarized
proton-proton collider. In comparison to other recent analyses, our study is performed within
the NNPDF methodology, which makes use of robust statistical tools, including Monte Carlo
sampling for error propagation and parametrization of PDFs in terms of neural networks. The
methodology has been succesfully applied to the unpolarized case [99–111] with the goal
of providing a faithful representation of the PDF underlying probability distribution. This is
particularly relevant with polarized data, which are rather scarce and, in general, affected by
larger uncertainties with respect to their unpolarized counterparts. Hence, our parton sets do not
suffer from the theoretical bias introduced by a fixed functional form for PDF parametrization
or by quadratic approximation in the Hessian propagation of errors, as in all other standard
fits. For this reason, we consider our unbiased determination to be crucial for investigating to
which extent the common belief, only partly supported by experiment, that about a quarter of
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the nucleon spin is carried by quarks and antiquarks, while the gluon contribution is even much
smaller, actually holds.
Our parton determinations are publicly released together with computational tools to
access them, including FORTRAN, C++ and Mathematica interfaces. Hence they could be used
for any phenomenological study of hard scattering processes involving polarized hadrons
in initial states. We should notice that, in addition to the investigation of the nucleon spin
structure, such studies have recently included probes of different beyond-standard-model
(BSM) scenarios [112] and the determination of the Higgs boson spin in the diphoton decay
channel, by means of the linear polarization of gluons in an unpolarized proton [113].
In this Thesis, we will not address the study of either TMDs or GPDs, but we notice
that the methods ilustrated here apply to the determination of any non-perturbative object
from experimental data: hence they could be used to assess the determination of such new
distributions in the future, as experimental data will reach more and more abundance and
accuracy. Also, we do not describe either the apparatus which had to be developed to carry out
spin physics experiments or the related technical challenges which had to be faced. A complete
survey on these aspects can be found in Refs. [114, 115].
The outline of this Thesis is as follows.
Chapter 2. Polarized Deeply-Inelastic Scattering. We review the theoretical formalism
for the description of Deeply-Inelastic Scattering (DIS) with both polarized lepton beams and
nuclear targets. In particular we derive the expressions for the differential cross-section of
the process in terms of polarized structure functions. We will restrict our discussion to the
contribution arising from the exchange of a virtual photon between the lepton and the nucleon.
This is indeed sufficient to describe currently available esperimental data, whose energy does
not exceed a few hundreds of GeV and none of which come from neutrino beams: hence we do
not include either the suppressed contribution to neutral-current DIS mediated by a Z0 boson or
charged-current DIS mediated by a W± boson. Then, we present the parton model expectations
for DIS spin asymmetries introducing helicity-dependent, or polarized, Parton Distribution
Functions (PDFs); we discuss how they are modified in the framework of perturbative Quantum
Chromodynamics. We complete our theoretical overview on polarized DIS with a sketch
of spin sum rules, a summary of the relevant phenomenological relations between structure
functions and measured observables, and the formalism adopted to take into account kinematic
target mass corrections.
Chapter 3. Phenomenology of polarized Parton Distributions. We review how a set of
PDFs is usually determined from a global fit to experimental data. First, we sketch the general
strategy for PDF determination and its main theoretical and methodological issues, focusing
on those which are peculiar to the polarized case. Second, we summarize how some of these
problems are addressed within the NNPDF methodology, which was developed in recent years
with the goal of providing a statistically sound determination of PDFs and their uncertainties.
Finally, we provide an overview on available polarized PDF sets.
Chapter 4. Unbiased polarized PDFs from inclusive DIS. We present the first determi-
nation of polarized PDFs based on the NNPDF methodology, NNPDFpol1.0. This analysis
includes all available data from inclusive, neutral-current, polarized DIS and aims at an unbi-
ased extraction of total quark-antiquark and gluon distributions at NLO accuracy. We discuss
how the statistical distribution of experimental data is sampled with Monte Carlo generation of
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pseudodata. We provide details of the QCD analysis and discuss the PDF parametrization in
terms of neural networks; we emphasize the minimization strategy and the peculiarities in the
polarized case. We present the NNPDFpol1.0 parton set, illustrating its statistical features and
its stability upon the variation of several theoretical and methodological assumptions. We also
compare our results to other recent polarized PDF sets. Finally, we discuss phenomenological
implications for the spin content of the proton and the test of the Bjorken sum rule. The
analysis presented in this Chapter has been published by the NNPDF collaboration as a refereed
paper [116].
Chapter 5. Polarized Parton Distributions at an Electron-Ion Collider. We investigate
the potential impact of inclusive DIS data from a future Electron-Ion Collider (EIC) on the
determination of polarized PDFs. After briefly motivating our study, we illustrate which EIC
pseudodata sets we use in our analysis and how the fitting procedure needs to be optimized.
Resulting PDFs are compared to NNPDFpol1.0 throughout. Finally, we reassess their first
moments and we give an estimate of the charm contribution to the g1 structure function of the
proton at an EIC. The analysis presented in this Chapter has been published by the NNPDF
Collaboration as a refereed paper [117].
Chapter 6. A first global determination of unbiased polarized PDFs. We extend the
analysis presented in previous Chapter in order to include in our parton set, on top of inclusive
DIS data, also recent measurements of open-charm production in fixed-target DIS, and of jet
and W production in polarized proton-proton collisions. Hence, we present the first global
determination of polarized PDFs based on the NNPDF methodology: NNPDFpol1.1. After
motivating our analysis, we review the theoretical description of the new processes and present
the features of the relative experimental data we include in our study. We then turn to a detailed
discussion of the way the NNPDFpol1.1 parton set is obtained via Bayesian reweighting of
prior PDF Monte Carlo ensembles, followed by unweighting. We also present its main features
in comparison to NNPDFpol1.0. Finally, we discuss some phenomenological implications for
the spin content of the proton, based on our new polarized parton set. The analysis discussed in
this Chapter has been presented in preliminary form in Refs. [118, 119].
Chapter 7. Conclusions and outlook. We will draw our conclusions, highlighting the main
results presented in this Thesis. We also provide an outlook on future possible developments in
the determination of polarized parton distributions within the NNPDF methodology.
Appendix A. Statistical estimators. We collect the definitions of the statistical estimators
used in the NNPDF analyses presented in Chaps. 4-5-6. Despite they were already described in
Refs. [99, 104, 120], we find useful to give them for completeness and ease of reference here.
Appendix B. A Mathematica interface to NNPDF parton sets. We present a package
for handling both unpolarized and polarized NNPDF parton sets within .nb Mathematica
notebook file, which appeared as a contribution to conference proceedings in Ref. [121]. This
allows for performig PDF manipulations easily and quickly, thanks to the powerful features
of the Mathematica software. The package was tailored to the users who are not familiar
with FORTRAN or C++ programming codes, on which the standard available PDF interface,
LHAPDF [122, 123], is based. However, since our Mathematica package includes all the
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features available in the LHAPDF interface, any user can benefit from the interactive usage of
PDFs within Mathematica.
Appendix C. The FONLL scheme for g1(x,Q2) up to O(αs). We collect the relevant
explicit formulae for the practical computation of the polarized DIS structure function g1(x,Q2)
within the FONLL approach [124] up to O(αs). In particular, we will restrict to the heavy
charm quark contribution g1c to the polarized proton structure function g1, which might be of





This Chapter is devoted to a detailed discussion of Deeply-Inelastic Scattering (DIS) with both
polarized lepton beams and nuclear targets. In particular, we will focus on neutral-current DIS,
limited to the kinematic regime in which the exchange of a virtual photon between the lepton
and the nucleon provides the leading contribution to the process. In Sec. 2.1, we rederive the
expression for the differential cross-section of polarized DIS in terms of polarized structure
functions. We present the naive parton model expectations for spin asymmetries in Sec. 2.2.1
and we discuss how they should be modified in the framework of QCD in Sec. 2.2.2. We
complete our theoretical overview on polarized DIS with a sketch of spin sum rules in Sec. 2.3.
Finally, we summarize the relevant phenomenological relations between structure functions and
measured observables in Sec. 2.4, and the formalism adopted to take into account kinematic
target mass corrections in Sec. 2.5.
2.1 General formalism
Let us consider the inclusive, neutral-current, inelastic scattering of a polarized lepton (electron
or muon) beam off a polarized nucleon target,
l(`)+N(P)→ l′(`′)+X(PX ) , (2.1)
where the four-momenta of the incoming (outgoing) lepton l (l′), the nucleon target N and
the undetected final hadronic system X are labelled as ` (`′), P, and PX respectively. If the
momentum transfer involved in the reaction is much smaller than the Z0 boson mass, as it is
customary at past and present polarized DIS facilities, only virtual photon exchange provides a
sizable contribution to the process, as depicted in Fig. 2.1.
In order to work out the kinematics, we denote the nucleon mass, M, the lepton mass, m`,
the covariant spin four-vector of the incoming (outgoing) lepton s` (s`′ ) and the spin four-vector
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Figure 2.1: Neutral-current DIS mediated by a virtual photon.
of the nucleon, S. In the target rest frame, we define the four-momenta to be
` = (E, `) incoming lepton,
`′ = (E ′, `′) outgoing lepton,
P = (M,0) proton.
(2.2)
The deeply inelastic regime is identified by the invariant mass W of the final hadronic system
to be much larger than the nucleon mass, namely




This allows us to neglect all masses and to use the approximation
`2 = `′2 ≈ 0, E ≈ |`|, E ′ ≈ |`′|. (2.4)
Based on these assumptions, only two kinematical variables (besides the centre of mass energy
s = (`+P)2 or, alternatively, the lepton beam energy E) are needed to describe the process in
Eq. (2.1). They can be chosen among the following invariants:






the laboratory-frame photon square momentum,
ν = E−E ′ = P ·q
M
(2.6)







the Bjorken scaling variable,
y =
P ·q




the energy fraction lost by the incoming lepton `,
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where θ is the scattering angle between the incoming and the outgoing lepton beams.
The differential cross-section for lepton-nucleon scattering then reads












(2pi)4δ 4(P+q−PX ) (2.10)
is the phase space factor for the unmeasured hadronic system and






× [〈P,S|J†ν(q)|PX 〉〈PX |Jµ(q)|P,S〉] (2.11)
is the squared amplitude including the Fourier transform of the quark electromagnetic current
Jµ(q) flowing through the hadronic vertex. Since we are describing the scattering of polarized
leptons on a polarized target, with no measurement of the outgoing lepton polarization nor of
the final hadronic system, in Eq. (2.9) we must sum over the final lepton spin s`′ and over all
final hadrons X , but must not average over the initial lepton spin, nor sum over the nucleon
spin.













[〈P,S|J†ν(q)|PX 〉〈PX |Jµ(q)|P,S〉] (2.13)



















This is the differential cross-section to find the scattered lepton in solid angle dΩ with energy
(E ′,E ′+dE ′) usually quoted in the literature (see for example Ref. [125]). In Eq. (2.15), αem
is the fine-structure electromagnetic constant, while ϕ is the azimuthal angle of the outgoing
lepton. The variables E ′ and θ are natural ones, in that they are measured in the laboratory
frame, by detecting the scattered lepton. However, it is more convenient to perform the variable








since these are gauge-invariant and dimensionless.
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2.1.1 Leptonic tensor
In a completely general way, the leptonic tensor Lµν can be decomposed into a symmetric and




′)+ iL(A)µν (`,s`, `′) . (2.17)




(1+ γ5/s) , (2.18)
















µ −gµν(` · `′−m2`)
]
, (2.20)
L(A)µν = 2m`εµνρσ s
ρ
` (`− `′)σ . (2.21)




(|`|, ˆ`E), ˆ`= `|`| , (2.22)
i.e. it is parallel (λ` = +1) or antiparallel (λ` = −1) to the direction of motion (λ` = ±1 is
twice the lepton helicity). Eq. (2.21) then reads
L(A)µν = 2λ`εµνρσ `ρ(`− `′)σ = 2λ`εµνρσ `ρqσ . (2.23)
Notice that the lepton mass m` appearing in Eq. (2.21) has been cancelled by the denominator
in Eq. (2.22), which refers to a longitudinally polarized lepton. In contrast, if it is transversely
polarized, that is, sµ` = s
µ
`⊥, no such cancellation occurs and the corresponding contribution is
suppressed by a factor m`/E.
2.1.2 Hadronic tensor





µν (q;P,S) , (2.24)
where the symmetric and antisymmetric parts can be expressed in terms of two pairs of structure












Pµ − P ·qq2 qµ
)(
Pν − P ·qq2 qν
)
W2(P ·q,q2) , (2.25)
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[P ·qSσ −S ·qPσ ]G2(P ·q,q2)
}
. (2.26)
It is customary to introduce the dimensionless structure functions
F1(x,Q2)≡MW1(ν ,Q2) , F2(x,Q2)≡ νW2(ν ,Q2) , (2.27)
g1(x,Q2)≡M2νG1(ν ,Q2) , g2(x,Q2)≡Mν2G2(ν ,Q2) , (2.28)
and to rewrite the symmetric and antisymmetric parts of the hadronic tensor as









Pµ − P ·qq2 qµ
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These expressions give the most general gauge invariant decompositions of the hadronic tensor
for pure electromagnetic, parity conserving, interaction, see e.g [126] and references therein. A
theoretical description of both neutral and charged current DIS at energies of the order of the
weak boson masses (or higher) must include parity violating terms in the decomposition of the
hadronic tensor. Because of them, one no longer has the correspondence that its symmetric
part, Eq. (2.29), is spin independent and its antisymmetric part, Eq. (2.30), is spin dependent.
Actually, the spin-dependent part of the hadronic tensor becomes a superposition of symmetric
and antisymmetric pieces. Four more independent structure functions appear in this case,
usually called F3, g3, g4 and g5: the first multiplies a term independent from the lepton or
nucleon spin four-vector, while the three latter do not. Such a general decomposition of
the hadronic tensor in DIS, with particular emphasis on the polarized case, can be found in
Ref. [127].
Since experimental data on polarized DIS are taken with electron or muon beams at momen-
tum transfer values not exceeding Q2 ∼ 100 GeV2, we can safely neglect the contribution from
weak boson exchange to describe them properly. However, the most general decomposition will
be needed in the future to handle neutral-current DIS at high energies, as it may be performed
at an Electron-Ion Collider [128, 129], or charged-current DIS with neutrino beams, as it might
be available at a neutrino factory [130].
2.1.3 Polarized cross-sections differences
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Figure 2.2: Azimuthal and polar angles of the final lepton momentum, `′, and the nucleon polarization
vector, S. The initial lepton moves along the positive z-axis. Often one defines the ( ˆ`, ˆ`′) lepton plane as
the ϕ = 0 plane.
In the target rest frame, using the notation of Fig. 2.2, we parametrize the nucleon spin four
vector as
Sµ = (0, Sˆ) = (0,sinα cosβ ,sinα sinβ ,cosα) , (2.33)
where we have assumed |S|= 1. Taking the direction of the incoming lepton to be along the
z-axis, we also have
`µ = E(1,0,0,1), (2.34)
`′µ = E ′(1,sinθ cosϕ,sinθ sinϕ,cosϕ) . (2.35)
Supposing now that the incoming lepton is polarized collinearly to its direction of motion,







µν(A) = − 8
ν
{[
(` ·q)(S ·q)−q2(S ·q)]g1(x,Q2)
− q2
[






Note that, owing to currrent conservation, we have Lµνqµ = Lµνqν = 0 and the terms propor-
tional to qµ and qν in Eq. (2.29) do not contribute when contracted with the leptonic tensor.
Explicit computation of four-momentum products in this equation yields to a new expression
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where φ = β −ϕ is the azimuthal angle between the lepton plane and the ( ˆ`, Sˆ) plane. Notice
that the r.h.s. of this equation is not expressed in terms of the usual invariants x and y; to this


































Results obtained so far need a few comments.
1. The terms longitudinal and transverse, when speaking about the nucleon polarization, are
somewhat ambiguous, insofar as a reference axis is not specified. From an experimental
point of view, the longitudinal or transverse nucleon polarizations are defined with
respect to the lepton beam axis, thus longitudinal (transverse) indicates the direction
parallel (orthogonal) to this axis. We will use the large arrows⇒ (⇑) to denote these two
cases respectively.
2. Eq. (2.39) refers to the scattering of longitudinally polarized (positive helicity) leptons
off a nucleon with positive or negative polarization along an arbitrary direction Sˆ. The
cross-section difference is proportional to L(A)µν , according to Eqs. (2.21)-(2.32), which
contains a small factor m`; as already noticed, this small factor is cancelled by the 1/m`
factor appearing in the lepton-helicity four-vector, Eq. (2.22). This would not be the case
with transversely polarized leptons, for which one would have sµ = (0, sˆ), with sˆ · `= 0.
Then, transversely polarized leptons lead to tiny cross-section asymmetries of order of
m`/E.
3. Eq. (2.39) can be specialized to particular cases of the nucleon polarization. For longitu-
dinally polarized nucleons, that is Sˆ ‖ `, one has α = 0 and the differential cross-section,
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In general, the term proportional to g2 is suppressed by a factor γ , Eq. (2.38), with
respect to the one proportional to g1: in the Bjorken limit, Eqs. (2.40)-(2.41) decouple
and only g1 is asymptotically relevant. We emphasize that, in the case of transverse
polarizations, both g1 and g2 structure functions equally contribute, but the whole cross-
section difference is suppressed by the overall factor Eq. (2.38) of order 1/Q. In the
following, we will mostly concentrate on the longitudinally polarized cross-section
difference, Eq. (2.40).
4. From Eq. (2.31), it is straightforward to obtain the unpolarized cross-section for inclusive
DIS by averaging over spins of the incoming lepton (s`) and of the nucleon (S) and by















Finally, the unpolarized cross-section, expressed in terms of the usual unpolarized










2.2 Factorization of structure functions
In the previous Section, we have parametrized the hadronic tensor which describes the coupling
of the virtual photon to the composite nucleon in terms of four structure functions, namely F1,
F2 and g1, g2, see Eqs. (2.29)-(2.30). We have then derived the expression for the differential
cross-section asymmetries of longitudinally and transversely polarized nucleons in terms of
g1 and g2, Eqs. (2.40)-(2.41). In principle, by performing DIS experiments with nucleons
polarized both longitudinally and transversely, one should learn about the structure functions
g1 and g2, as we will discuss in detail in Sec. 2.4 below. In this Section, we would like to
provide a description of DIS in the framework of QCD, and in particular give a factorized
expression for the structure function g1. Actually, even though QCD is asymptotically free,
the computation of any cross-section does involve non-perturbative contributions, since the
initial and final states are not the fundamental degrees of freedom of the theory, but compound
states of quarks and gluons. As we shall see, the factorization theorem allows for the separation
of a hard, perturbative and process-dependent part from a low energy, process-independent
contribution. The latter is given by the Parton Distribution Functions (PDFs), which parametrize
our ignorance on the inner structure of the proton. In order to deal with the factorized expression
for the structure function g1, we will first provide the leading-order (LO) QCD description
of polarized DIS as borrowed from the naive parton model; we will then give a heuristic
development of the next-to-leading order (NLO) perturbative QCD corrections to polarized
DIS, focusing on their effects on the g1 structure function.
2.2.1 Naive parton-model expectations
The information on the a priori unknown structure of a polarized nucleon is carried by the
structure functions g1 and g2. As discussed in Sec. 2.1.2, they can only be functions of x and Q2.
In the naive parton model [10–13], they allow for simple expressions, since the cross-section for
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lepton-nucleon scattering is regarded as the incoherent sum of point-like interactions between









In this expression, eq is the fractional charge carried by the parton q, dσˆdy is the cross-section for
the elementary QED process `q→ `′q and fq/p is the parton distribution function (PDF), the
probability density distribution for the momentum fraction x of any parton q in a nucleon p.
In the simple picture provided by the parton model, PDFs do not depend on the scale Q2 and
the structure functions are observed to obey the scaling law g1,2(x,Q2)→ g1,2(x) [10]. This
property is related to the assumption that the transverse momentum of the partons is small.
In the framework of QCD, however, the radiation of hard gluon from the quarks violates this
assumption beyond leading order in pertubation theory, as we will discuss below. Of course, the
naive parton model predates QCD, but we consider it is of great value for its intuitive nature.



















dy denotes the elementary cross-section retaining helicity states of both the lepton
(λ`) and the struck parton (λq). We also introduced helicity-dependent, or polarized PDFs,
∆ fq/p, defined as the momentum densities of partons with spin aligned parallel or antiparallel
to the longitudinally polarized parent nucleon:
∆ fq/p(x)≡ f ↑q/p(x)− f ↓q/p(x) . (2.46)
Explicit expressions for the elementary cross-sections appearing in the r.h.s of Eq. (2.45)
































which can be directly compared to Eq. (2.40). Neglecting terms of order O(γ2), we finally
obtain the naive parton model relations between structure functions g1(x), g2(x) and the




e2q∆ fq/p(x) , (2.49)
g2(x) = 0. (2.50)
These results require a few comments.
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1. The structure function g1, Eq. (2.49), can be unambigously expressed in terms of quark
and antiquark polarized parton distributions. Assuming the number of flavors n f = 3,
we can define the singlet, ∆Σ, and nonsinglet triplet, ∆T3, and octet, ∆T8, combinations
of polarized quark densities
∆Σ = ∆u++∆d++∆s+ , (2.51)
∆T3 = ∆u+−∆d+ , (2.52)
∆T8 = ∆u++∆d+−2∆s+ , (2.53)
where ∆q+ = ∆q+∆q¯, q = u,d,s are the total parton densities. Then the structure











The structure function g1 does not receive any contribution from gluons, yet we shall see
in Sec. 2.2.2 that it is not true in the framework of QCD beyond Born approximation.
2. The structure function g2 is zero, Eq. (2.50). However, non-zero values of g2 can be
obtained by allowing the quarks to have an intrinsic Fermi motion inside the nucleon. In
this case, there is no unambiguous way to calculate g2 in the naive parton model. We
will not further investigate this issue in this Thesis, a detailed discussion of the problem
can be found in Ref. [126].
3. The expression of the hadronic tensor Wµν in terms of the Fourier transform of the
nucleon matrix elements of the elctromagnetic current Jµ(x), Eq. (2.13), allows for the
use of Wilson Operator Product Expansion (OPE) to give the moments of the structure
functions g1 and g2 in terms of hadronic matrix elements of certain operators multiplied
by perturbatively calculable Wilson coefficient functions. In this framework, it can be





is related to the matrix element of the flavor singlet axial current. Hence, a0 can be
interpreted as the contribution of quarks to the proton’s spin and one expects it should be
twice the expectation value of the sum of the z-components of quark and antiquark spins
a0 = 2〈Squarks+antiquarksz 〉 . (2.56)
Uncritically, one should expect a0 ≈ 1, while in a more realistic relativistic model
one finds a0 ≈ 0.6 [61]. In the late 80s, this expectation was found to be in contrast
with the anomalously small value measured by the European Muon Collaboration at
CERN [49, 50]. This result could be argued to imply that the sum of the spins carried
by the quarks in a proton, 〈Squarks+antiquarksz 〉, was consistent with zero rather than 1/2,
suggesting a spin crisis in the parton model [51]. This led to an intense scrutiny of
the basis of the theoretical calculation of the structure function g1 and the spin crisis
was immediately recognized not to be a fundamental problem, but rather an interesting
property of spin structure functions to be understood in terms of QCD. We will give a
summary of such a description in the following Section.
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(a) (b) (c) (d)
Figure 2.3: Leading contribution (a) and next-to-leading order corrections (b),(c),(d) to DIS.
2.2.2 QCD corrections and evolution
The parton model predates the formulation of QCD. As soon as QCD is accepted as the theory
of strong interactions, with quark and gluon fields as the fundamental fields, one should describe
the lepton scattering off partons in the nucleon perturbatively. At Born level, the interaction
is described by the Feynman diagram in Fig. 2.3-(a) as the tree-level scattering of a quark
(or antiquark) off the virtual photon γ∗. In this case, quarks are free partons and one recovers
the parton model expressions for the structure functions, Eqs. (2.49)-(2.50). At order O(αs),
several new contributions appear: the one-loop correction, Fig. 2.3-(b), the emission of a
gluon, Fig. 2.3-(c), and the process initiated by a gluon which then splits into a quark-antiquark
pair, the so-called photon-gluon fusion process, Fig. 2.3-(d). The main impact of the QCD
interactions is twofold: first, they introduce a mild, calculable, logarithmic Q2 dependence
in the parton distributions; second, the correction in Fig. 2.3-(d) generate a contribution to
the structure function g1 arising from the polarization of the gluons in the nucleon. We shall
describe both these effects in the following.
Scale dependence of parton distributions
When including NLO corrections, Fig. 2.3-(b)-(c), problems arise from the so-called collinear
singularities linked to the effective masslessness of quarks. The factorization theorem is
probed [131] to allow for a separation of the process into a hard and a soft part and for the
absorption of the infinity into the soft part (the PDF), which in any case cannot be calculated
and has to be determined from experimental data. The scale at which the separation is made is
called factorization scale µ2. Schematically, one finds terms of the form αs ln(Q2/M), which











one then absorbs the first term on the r.h.s. of Eq. (2.57) into the hard part of the process and
the second term into the soft part. The factorization scale µ2 can be chosen arbitrarily and, in
exact calculations, physical results must not depend on it. In practice, since we never calculate
to all orders in perturbation theory, it can make a difference what value we choose, but it turns
out that an optimal choice is µ2 = Q2. Consequently, parton distributions no longer obey exact
Bjorken scaling, but develop a slow logarithmic dependence on Q2. Actually, if one keeps
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only the leading log terms (proportional to αs ln(Q2/µ2)), one finds that the parton model
expression, Eqs. (2.49)-(2.50), still hold, provided the replacement
∆ fq/p(x)−→ ∆ fq/p(x,Q2) (2.58)
to the Q2-dependent PDF is made. We can think of the scale dependence of PDFs within the
following picture. As the scale increases the photon starts to see evidence for the point-like
valence quarks within the proton. If the quarks were non-interacting, no further structure
would be resolved increasing the resolving scale: the Bjorken scaling would set in, and the
naive parton model would be satisfactory. For this reason, we can consider the naive parton
model as the approximation to Born-level QCD. However, QCD predicts that on increasing
the resolution, one should see that each quark is itself surrounded by a cloud of partons. The
number of resolved partons which share the proton’s momentum increases with the scale.
The perturbative dependence of the polarized PDFs on the scale Q2 is given by the Altarelli-
Parisi evolution equations [58], a set of (2n f + 1) coupled integro-differential equations. It
is customary to write them in the evolution basis, i.e. in terms of linear combinations of the
individual quark distributions such that the (2n f +1) equations maximally decouple from each
other. To this purpose, we define the polarized gluon distribution ∆g as in Eq. (2.46) and the




















where ∆qi(x,Q2) and ∆q¯i(x,Q2) are the scale-dependent quark and antiquark polarized densities
of flavor i, also defined according to Eq. (2.46). The evolution equations are coupled for the




























∆PNSqq ⊗∆qNS(x,µ2) . (2.62)
In Eqs. (2.61)-(2.62), ∆PS/NSi j , i, j = q,g, denotes the singlet/nonsinglet spin-dependent splitting
functions for quarks and gluons and ⊗ is the shorthand notation for the convolution product












We notice that Eqs. (2.61)-(2.62) hold to all orders in perturbative theory, hence splitting
functions may be expanded in powers of the strong coupling αs:







s ) , (2.64)
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where p =S, NS, g and i, j = q,g. The splitting functions for polarized PDFs were computed at
LO in Ref. [58] for the first time, the computation was then extended to NLO in Refs. [132,133],
while only partial results are available at NNLO so far [134].
The solution of the Altareli-Parisi equations may be written as
∆ fi(x,Q2) =∑
j
Γi j(x,αs,α0s )⊗∆ f j(x,Q20) , (2.65)
where fi = Σ, qNS, g, ∆ f j(x,Q20) are the input PDFs parametrized at initial scale Q
2
0 to be
determined from experimental data, Γi j(x,αs,α0s ) are the evolution factors, and we have used
the shorthand notation
αs ≡ αs(Q2) α0s ≡ αs(Q20) . (2.66)




Γi j(x,αs,α0s ) =∑
k
Pik(x,αs)⊗Γk j(x,αs,α0s ) , (2.67)
with boundary conditions Γi j(x,α0s ,α0s ) = δi jδ (1− x). The QCD evolution equations are most
easily solved using Mellin moments since then all convolutions become simple products, and
the equations can be solved in a closed form. We refer to [135–137] for a comprehensive
discussion about details concerning such a technique.
The gluon contribution to the g1 structure function
Another important consequence of QCD corrections is the rise of a contribution to the g1
structure function from the polarization of gluons in the nucleon, see for instance Fig. 2.3-(d).
For this reason, the factorized leading-twist expression for the structure function g1 reads,












i is the average charge, with n f the number of active flavors and ei
their electric charge, and ⊗ denotes the convolution product with respect to x, Eq. (2.63).
Besides, ∆qNS and ∆Σ are the scale-dependent nonsinglet and singlet quark PDF combinations,
Eqs. (2.59)-(2.60) and ∆g is the gluon PDF. Finally, CNS, CS and Cg are the corresponding
coefficient functions related to calculable short-distance cross-sections, for hard photon-quark
and photon-gluon cross-sections respectively. Coefficient functions are perturbative objects






C(1)p (x)+O(αs) , (2.69)




S = δ (1− x) and
C(0)g = 0 [58], hence the structure function g1 decouples from the gluon contribution, see
Eq. (2.68), and the parton model prediction, Eq. (2.54) is recovered. Polarized coefficient
functions have been computed up to O(α2s ) so far [138].
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K j(x,αs,α0s )⊗∆ f j(x,Q20) , (2.70)
where the hard kernel defined as
K j(z,αs,α0s ) = ∑
k=NS,S,g
Ck(x,αs)⊗Γi j(x,αs,α0s ) (2.71)
is completely computable in perturbation theory. Hence, in Eq. (2.70) we have fully separated
the perturbative and the non-perturbative parts entering the structure function g1. Besides, the
hard kernels in Eq. (2.71) are independent of the particular set of input PDFs, and may thus
be computed separately once and for all, suitably interpolated and stored. This is of uttermost
importance while performing a fit of PDFs to experimental data, as we will further delineate
in Sec. 4.2, since this involves the evaluation of only the one set of convolutions Eq. (2.70),
which is amenable to computational optimization.
The gluonic term in the expression of the g1 structure function, see for instance Eq. (2.68),








We remind that n f is the number of light flavors, u, d, s, and heavy flavors are assumed not
to contribute. Hence, the naive parton model expectation for the axial current a0, Eq. (2.55),





At first sight, one should expect that the gluonic term in Eq. (2.73) would not survive at
large Q2, since it looks like an αs correction which would disappear at large Q2 as the running
coupling αs vanishes. However, the first moment of the gluon contribution
∫ 1
0 dx∆g(x,Q2)
grows as [αs(Q2)]−1 for large values of Q2, as dictated by Altarelli-Parisi evolution equations,
see Eq. (2.61).∗ Hence, the gluon does not decouple from g1 asymptotically and the parton
model expression for the structure function g1, Eq. (2.49), is not recovered in perturbative
QCD even in the limit αs→ 0. The Q2 behavior of the first moment of the polarized gluon
density was originally derived when the QCD evolution equations were first written down in
x space [58]. In fact, the first moment of the polarized gluon splitting function is finite and
proportional to the first coefficient of the QCD beta function, which establishes the quoted
relation with the running coupling αs(Q2). This relation between the Q2 evolution of the
first moment of the polarized gluon density and the running coupling is induced by the axial
anomaly [139] corresponding to the QCD version of the anomalous triangle diagram [141,142].
As a consequence, the definition of the singlet quark first moment becomes totally am-
biguous, because two generic definitions differ by terms of order αs(Q2)
∫ 1
0 dx∆g(x,Q2). For
the first moment, what is formally a NLO correction is potentially of the same size. Owing
to Eq. (2.73), the singlet quark first moment, Eq. (2.55), defined directly from the structure
function g1 and used by the EMC experiment when the spin crisis [51] was announced, does
∗Higher moments are instead decreasing functions of logQ2, falling at a faster rate than for the unpolarized gluon
density.
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not have to coincide with the constituent quark value, i.e. the total fraction of the spin carried
by quarks. Only for exactly conserved quantities do the corresponding values for constituent
and parton quarks have to coincide. The first moments of the quark densities are in general only
conserved at LO by the QCD evolution, but, due to the axial anomaly, the singlet quark first
moment defined from g1 is not conserved in higher orders. We conclude that a definition of the
singlet quark density ∆Σ(x,Q2) must be carefully specified, as further discussed in Sec. 2.2.3
below.
The result quoted in Eqs. (2.72)-(2.73) was advocated to reconcile the EMC result with
the theoretical expectation for the proton spin content. As explained above, what the EMC
experiment actually observed was the singlet axial charge a0, Eq. (2.73). The almost vanishing
value measured for this quantity can be explained as a cancellation between a reasonably large
quark spin contribution, e.g. ∆Σ' 0.6−0.7, as expected intuitively, and the anomalous gluon
contribution. However, in order to accomplish this cancellation, one should require a large
gluon spin contribution at 〈Q2〉 ' 10 GeV2, e.g. ∫ 10 dx∆g(x,Q2)' 4. As we have explained,
the latter momentum grows indefinitely as Q2 increases, so that such a large value cannot be
ruled out. Hence, we must carefully investigate with which accuracy we are able to determine
each term in Eq. (2.73), particularly the gluon contribution, by scrutinizing both the available
experimental data and the methodology we use to determine parton distributions from them.
This is exactly the goal of this Thesis: we will find that the gluon is still largely uncertain, in
contrast to somewhat common belief, and that its determination is still a challenge in the field
of spin physics.
2.2.3 Scheme dependence of parton distribution moments
Beyond leading order, coefficient and splitting functions are no longer universal, hence even
though the scale dependence of the structure function g1 is determined uniquely, at least up to
higher order corrections, its separation into contributions due to quarks and gluons is scheme
dependent (and thus essentially arbitrary). The NLO coefficient functions may be modified by
a change of the factorization scheme which is partially compensated by a corresponding change
in the NLO splitting functions, hence both are required for a consistent NLO computation.
A comprehensive discussion of scheme dependence can be found in Ref. [114]. Here, we
summarize the main features of the schemes which are commonly used in the analysis of
polarized DIS.
1. The most popular renormalization scheme is the so-called MS scheme [132, 133], in
which the first moment of the gluon coefficient function vanishes. In this scheme, the
gluon density does not contribute to the first moment of the structure function g1 and the
















are independent of Q2.
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2. An alternatively scheme is the so-called Adler-Bardeen scheme [143] defined such that
the first moment of the singlet PDF combination is independent from Q2, thus it can be
identified with the total quark helicity. The polarized gluon density is defined as in the
MS scheme, but directly contributes to the singlet axial charge, and consequently to the













The relation between the first moments of the singlet quark combination in AB and MS
renormalization schemes is then simply obtained by comparing Eqs. (2.74)-(2.76). As
discussed above, the difference is proportional to αs(Q2)
∫ 1
0 dx∆g(x,Q2) and is due to the
anomalous nonconservation of the singlet axial current. At LO, it is scale-invariant: this
implies that the first moment of the polarized gluon distribution increases as 1/αs(Q2)
with Q2, hence the gluon contribution in Eq. (2.76) is not asymptotically suppressed by
powers of αs. As a consequence, this scheme dependence does not vanish at large Q2,
and the definition of the singlet quark first moment is therefore maximally ambiguous.
2.3 Sum rules
Moments of structure functions are a powerful tool to study fundamental properties of nucleon
structure, like the total momentum fraction carried by quarks or the total contribution of quark
helicities to the spin of the nucleon. While a complete description of structure functions based
on fundamental QCD principles may be unattainable for now, moments of structure functions
can be directly compared to rigorous theoretical results, like sum rules, lattice QCD calculations
and chiral perturbation theory.
The light-cone expansion of the current product in Eq. (2.13) implies that the n-th moments





















n = 3,5,7, . . . (2.78)
where the δi are numerical coefficients, the Cni (Q2,αs) are the coefficient functions and the ain
and din are related to the hadronic matrix elements of the local operator. The label i indicates
what kind of operator is contributing: for flavor-nonsinglet operators, only quark fields an their
covariant derivatives occur.


















where the plus (minus) sign refers to a proton (neutron) target. In the above, a3 and a8 are
measures of the proton matrix elements of an SU(3) flavor octet of quark axial-vector currents.
The octet of axial-vector currents is precisely the set of currents that controls the weak β -
decays of the neutron and of the spin-1/2 hyperons. Consequently, a3 and a8 can be expressed
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in terms of two parameters F and D measured in hyperon β decays [144]
a3 = F +D = 1.2701±0.0025, a8 = 1√
3
(3F−D) = 0.585±0.025. (2.80)
It follows that a measurement of Γp1(Q
2) in polarzed DIS can be interpreted as a measure-




CNS(Q2)(3F +D) . (2.81)
Since the two terms on the r.h.s. are roughly of the same order, the value of a0 arises from a
large cancellation between them (see e.g. Ref. [145]). The present measured value for a0 is
still disturbingly small, as briefly noted at the end of previous Sec. 2.2.2.
Finally, in going from the case of a proton to a neutron, a0 and a8 in Eq. (2.79) remain






which was originally derived from current algebra and isospin asymmetry. A comparison
with experimental data, thus allows for a direct test of isospin, as well as of the predicted
scale dependence. Furthermore, since the nonsiglet coefficient function CNS is known up to
three loops [148], Eq. (2.82) potentially provides a theoretically very accurate handle on the
strong coupling αs [67]. This feature will be discussed in Sec. 4.5.2 in the framework of a
determination of an unbiased parton set from inclusive polarized DIS data.
Finally, we notice that relations like Eq. (2.79) can be obtained also for the g2 structure
function. These include the Burkhardt-Cottingham sum rule [149] and the Efremov-Leader-
Teryaev sum rule [150], for a discussion of which we refer to [126, 151]. Here we only notice
that data on g2 are not yet accurate enough for a significant test on them.
2.4 Phenomenology of polarized structure functions
Experimental information on the structure functions g1(x,Q2) and g2(x,Q2) is extracted from
measured cross-section asymmetries, both longitudinal, A‖, and transeverse, A⊥. These are de-
fined by considering longitudinally polarized leptons scattering off a hadronic target, polarized








The numerator of these expressions is given by Eqs. (2.40)-(2.41), while the denominator is
twice the unpolarized cross-section, Eq. (2.43).
Inversion of Eqs. (2.40)-(2.41) gives the explicit relation between the polarized structure
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2y2+4(1− y)+ γ2y2 . (2.90)
The unpolarized structure function F1 and unpolarized structure function ratio R which enter











The longitudinal and transverse asymmetries are sometimes expressed in terms of the
virtual photo-absorption asymmetries A1 and A2 according to













Recall that σT1/2 and σ
T
3/2 are cross-sections for the scattering of virtual transversely polarized
photons (corresponding to longitudinal lepton polarization) with helicity of the photon-nucleon
system equal to 1/2 and 3/2 respectively, and σT L denotes the interference term between the
transverse and longitudinal photon-nucleon amplitudes. In the limit M2  Q2 Eqs. (2.93)
reduce to D = A‖/A1, d = A⊥/A2, thereby providing a physical interpretation of d and D as
depolarization factors.


















We are interested in the structure function g1(x,Q2), whose moments are proportional to
nucleon matrix elements of twist-two longitudinally polarized quark and gluon operators, and
therefore can be expressed in terms of longitudinally polarized quark and gluon distributions.
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Using Eqs. (2.84-2.85), we may obtain an expression of it in terms of the two asymmetries
A‖, A⊥, or, using Eqs. (2.95-2.96), in terms of the two asymmetries A1, A2. Clearly, up
to corrections of O (M/Q), g1 is fully determined by A‖, which coincides with A1 up to
O (M/Q) terms, while g2 is determined by A⊥ or A2. It follows that, even though in principle
a measurement of both asymmetries is necessary for the determination of g1, in practice most
of the information comes from A‖ or A1, with the other asymmetry only providing a relatively
small correction unless Q2 is very small.










or, equivalently, in terms of A1 and g2
g1(x,Q2) = A1(x,Q2)F1(x,Q2)+ γ2g2(x,Q2) . (2.98)
It is then possible to use Eq. (2.97) or Eq. (2.98) to determine g1(x,Q2) from a dedicated
measurement of the longitudinal asymmetry, and an independent determination of g2(x,Q2).
In practice, experimental information on the transverse asymmetry and structure function g2
is scarce [152–154]. However, the Wilson expansion for polarized DIS implies that the structure
function g2 can be written as the sum of a twist-two and a twist-three contribution [155]:
g2(x,Q2) = gt22 (x,Q
2)+gt32 (x,Q
2). (2.99)













It is important to note that gt32 is not suppressed by a power of M/Q in comparison to g
t2
2 ,
because in the polarized case the availability of the spin vector allows the construction of an
extra scalar invariant. Nevertheless, experimental evidence suggests that gt32 is compatible with
zero at low scale Q2 ∼M2. Fits to gt32 [156,157], as well as theoretical estimates of it [156,158]
support the conclusion that
g2(x,Q2)≈ gt22 (x,Q2)≡ gWW2 (x,Q2) , (2.102)
which is known as the Wandzura-Wilczek [155] relation. The effect of such an assumption on
a determination of parton distributions from experimental data could be tested to compare to
results obtained with the opposite assumption, i.e. g2(x,Q2) = 0. We will follow this strategy
in our extraction of unbiased polarized PDFs presented in Chap. 4.
2.5 Target mass corrections
A large part of experimental data in polarized DIS are taken at relatively low values of Q2,
typically a few GeV2, and at medium-to-large x values. In this kinematical region, the target-
mass factor γ , Eq. (2.38), is of order unity with the finite value of the nucleon mass M, hence
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contributions which are elsewhere suppressed may play a relevant role. These corrections are
usually referred to as kinematic higher-twist terms. Another source of terms suppressed by
inverse powers of Q2 arises from the Wilson expansion of the hadronic tensor, Eqs. (2.29)-(2.30),
i.e. from matrix elements of operators of non-leading twist. These corrections are referred to as
dynamical higher-twist terms. A detailed analysis of the effect of twist-3 and twist-4 corrections
to g1, as well as a twist-3 correction to the g2 structure function on the determiantion of a set
of polarized PDFs from inclusive DIS data has been recently presented [78]. They find that
they could have a sizable effect, particularly in the high-x and low-Q2 kinematic region.
In order to include exactly the effect of kinematic target mass corrections, TMCs henceforth,
one has to deal with Eqs. (2.97)-(2.98), supplemented by some model assumption on g2, as
discussed in Sec. 2.4. This is required since experimental data on g2 are restricted to a limited
range in (x,Q2) and are affected by large uncertainties. Following Ref. [159], target mass





































Here, we have denoted by g˜1,2(N,Q2) the Mellin space structure functions with TMCs included,
while g1,2(N,Q2) are the structure functions determined in the M = 0 limit. These expressions
can be specialized under assumptions for g2. In particular, in the Wandzura-Wilczek case,
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The usefulness of these realtions will be apparent in Chap. 4, where we will use them in an




of polarized Parton Distributions
In this Chapter, we review how a set of parton distribution functions is usually determined
from a global fit to experimental data. In Sec. 3.1, we delineate the general strategy for PDF
determination and its main theoretical and methodological issues, focusing on those which
are peculiar to the polarized case. In Sec. 3.2, we summarize how some of these problems are
addressed within the NNPDF methodology, which was developed in recent years to provide a
statistically sound determination of parton distributions and their uncertainties. In Sec. 3.3, we
finally conclude with an overview on available polarized PDF sets.
3.1 General strategy for standard PDF determination
In principle, the general strategy for parton fitting can be simply stated. Thanks to the factoriza-
tion theorem, theoretical predictions for the various measured observables are expressed as the
convolution between coefficient functions and parton distributions. The former are perturbative
quantities, computed within field theory at desired accuracy, but different for each partonic
subrocess contributing to the observable. The latter are non-perturbative objects, but universal,
i.e. they do not depend on the observable under investigation. In order to determine parton
distributions from experimental data, they have to be parametrized, usually at an initial energy
scale Q20, and then randomly initialized. They then need to be evolved up to the energy scale
Q2, relevant for the measurement under investigation, by solving Altarelli-Parisi equations.
The agreement between measured observables (O(exp)i ) and corresponding theoretical






(O(exp)i −O(th)i )[covi j](O(exp)j −O(th)j ) , (3.1)
where covi j is the experimental covariance matrix. If data are provided with no correlated
systematics, as the case in most polarized measurements, this is the diagonal matrix of the
33
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experimental uncertainties. The best fit is obtained by minimizing the figure of merit, Eq. (3.1),
and the corresponding best-fit parameters will finally fix the PDF shape.
Despite the apparent simplicity of this strategy, the determination of parton distributions
from a global set of experimental data, possibly coming from different processes, is a challeng-
ing exercise. This requires to face several issues, some of which are peculiar to the polarized
case. We summarize them as follows.
Lack of experimental data. Each observable has its own definition in terms of parton
distributions and for this reason a specific observable can constrain or disentangle some
distributions and not all of them. In principle, several different observables are needed to
determine all the 2n f +1 independent parton components (quark, antiquark and gluon) inside
the nucleon. If such an information is lacking, either a subset of parton distributions is
determined, or general assumptions on the unconstrained PDFs have to be made.
For instance, the bulk of experimental data to constrain polarized PDFs consists of polarized
inclusive DIS data. However, this process only allows for a determination of the total quark
distributions ∆u+ = ∆u+ ∆u¯, ∆d+ = ∆d + ∆d¯, ∆s+ = ∆s+ ∆s¯, and of the gluon ∆g (for
details, see Chap. 2). Information on light sea antiquarks is provided either by semi-inclusive
DIS with identified hadrons in the final state (mostly pions or kaons) or W production in
proton-proton collisions. These reactions actually receive leading contributions from partonic
subrocesses initiated by u¯ and d¯ antiquarks, hence they will be able to provide information on
the corresponding distributions ∆u¯ and ∆d¯.
Besides, it is worth noticing that inclusive DIS indirectly constrains the polarized gluon,
∆g, through scaling violations. Unfortunately, these turn out to have a mild effect for its
determination, due to the small Q2 lever arm of experimental data. Observables receiving
leading contribution from gluon-initiated partonic subprocesses will be more suited to probe ∆g
directly. They include asymmetries for jet and pion production in proton-proton collisions and
for one- or two-hadron and open-charm production in fixed-target lepton-nucleon scattering.
The theory and phenomenology of these processes will be discussed in more detail in Chap. 6.
Finally, we notice that polarized data are less abundant and less accurate than their unpo-
larized counterparts and have a rather limited kinematic coverage in the (x,Q2) plane. The
various experimental processes that provide information on polarized PDFs, together with
the corresponding leading partonic subprocesses, PDFs that are being probed and covered
kinematic ranges are summarized in Tab. 3.1.
Theoretical issues. Many theoretical subtleties may affect the determination of parton distri-
butions. In particular, we distinguish between issues related to the QCD analysis and issues
related to the methodology adopted for the fitting of parton distributions. The latter especially
include the choice of the functional form to parametrize PDFs and of the formalism to propagate
uncertainties: they will be addressed separately in the next paragraphs.
Theoretical details in the QCD analysis concern for instance the treatment of heavy quark
mass effects. So far, they are almost completely unaddress in the analysis of polarized PDFs.
This is because such effects have been shown to be relatively small on the scale of present-day
unpolarized PDF uncertainties [106], which are rather smaller than those of their polarized
counterparts. Hence, the effects of heavy quark masses cannot clearly emerge when comparing
to experimental data.
Another QCD theoretical issue is related to the treatment of higher-twist and nuclear
corrections. As mentioned in Sec. 2.5, a large part of experimental data in polarized DIS are
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REACTION PARTONIC SUBPROCESS PROBED PDF x Q2 [GeV2]
`±{p,d,n}→ `±X γ∗q→ q ∆q+∆q¯ 0.003. x. 0.8 1. Q2 . 70∆g
−→p−→p → jet(s)X gg→ qg ∆g 0.05. x. 0.2 30. p2T . 800qg→ qg
−→p p→W±X uLd¯R→W
+ ∆u ∆u¯ 0.05. x. 0.4 ∼M2WdLu¯R→W− ∆d ∆d¯
`±{p,d}→ `±DX γ∗g→ cc¯ ∆g 0.06. x. 0.2 0.04. p2T . 4
`±{p,d}→ `±hX γ∗q→ q
∆u ∆u¯
0.005. x. 0.5 1. Q2 . 60∆d ∆d¯
∆g
−→p−→p → piX gg→ qg ∆g 0.05. x. 0.4 1. p2T . 200qg→ qg
Table 3.1: Summary of polarized processes to determine polarized PDFs. For each of them, we show the
leading partonic subprocesses, probed polarized PDFs, and the ranges of x and Q2 that become accessible.
Processes are separated according to the need to use fragmentation functions for their analysis: processe
in the upper part of the Table do not depend on fragmentation, while those in the lower part do.
taken at relatively low values of Q2, typically a few GeV2, and at medium-to-large x values. In
this kinematic region, such corrections could play a relevant role, as demonstrated in Ref. [78].
Furthermore, assuming exact SU(3) symmetry, the first moments of the nonsinglet quark
combinations can be related to hyperon octet decay constants, see Eqs. (2.80). However, the
violation of SU(3) flavor symmetry is debated in the literature [160], even though a detailed
phenomenological analysis seems to support it [161]. It should be clear that, due to the lack of
experimental information, theoretical constraints, such these sum rules, positivity of measured
cross-sections and integrability of parton distributions, provide the major input for determining
the shape of PDFs in some kinematic regions, as we will discuss in Sec. 4.4.
Finally, we notice that the inclusion of processes involving identified hadrons in final states
requires the usage of poorly known fragmentation functions. Recent work has emphasized the
troubles for all available fragmentation function sets to describe the most updated inclusive
charged-particle spectra data at the LHC [162]. Hence, the inclusion of semi-inclusive DIS and
collider pion production data in a global determination of polarized PDFs is likely to introduce,
via fragmentation functions, an uncertainty which is diffucult to estimate (though it is usually
neglected).
Functional parametrization. The choice of the PDF parametrization is a crucial point. In
principle, since PDFs represent our ignorance of the non-perturbative nucleon structure, there
should be complete freedom in choosing their parametric form. However, in order to carry out
a parton fit, one needs to choose a particular functional form for the PDFs at the initial scale,
usually








Some of the parameters in Eq. (3.2) can be constrained by barion octet decay constants, by
Regge interpretation at small-x, and by constraining to zero parton distributions at x = 1.
Arbitrary assumptions are often made on the parameters to make the fit minimization to
converge. Of course, as the number of free parameters decreases, the PDF parametrization
turns out to be more rigid, thus introducing a bias in the final PDF determination.
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Error estimates. The Hessian formalism [163, 164] is the most commonly used method for
PDF error determination. The χ2 function, Eq. (3.1), is quadratically expanded about its global
minimum. It can be written as







Hi j(ai−a0i )(a j−a0j) , (3.3)
with χ20 = χ
2(S0) and {a0} the χ2 and the set of Npar parameters corresponding to the best





The Hessian matrix, Eq. (3.4), has a complete set of Npar orthonormal eigenvectors vik with








vilv jk = δlk . (3.5)
Moving the parameters around their best value, a shift is observed in the χ2 function, ∆χ2. Each
eigenvector determines a direction in the parameter space along which the χ2 variation about
the minimum can be expressed in a natural way. However, the fit quality typically deteriorates
far more quickly upon variations in some directions than others, hence the eigenvalues εk
are distributed over a wide range that covers many orders of magnitude. In terms of the
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i , i.e. the region of acceptable fits around the global minimum is
contained inside a hypersphere of radius
√
∆χ2. The scheme for the diagonalization procedure
is shown in Fig. 3.1.
The observable O, which depends on the set of parameters {a} via the PDF parametrization,
is assumed to be rather well approximated in the neighbourhood of the global minimum by the
first term of its Taylor-series expansion. The deviation of O from its best estimate O0 is then
given by ∆O = O−O0 ≈ ∑Npari=1 Oizi, with Oi ≡ ∂O/∂ zi|z=0. For a given variation ∆χ2 of the
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on the edge of the Nrep-dimensional hypersphere in the z parameter space. Together with S0
they form 2Nsets + 1 sets of PDFs, that are the ones needed to compute PDFs errors on S0,
besides observable errors from Eq. (3.7).
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Figure 3.1: A schematic representation of the transformation from the PDF parameter basis to the
orthonormal eigenvector basis as defined by Eq. (3.6). The figure is taken from Ref. [1].
It is worth noticing that the propagation of PDF uncertainties in the Hessian method has
been derived under the assumption that a first order, linear approximation is adequate. Of
course, due to the complicate nature of a global fit, deviations, also from the simple quadratic
behavior, Eq. (3.3), are inevitable. Textbook statistics implies that, if the measurements belong
to experimental data sets which are compatible with each others, and linear error propagation
holds, one should have ∆χ2 = 1. However, it has been argued that somewhat larger tolerance
value T = ∆χ2 [165] should be adopted in order for the distribution of χ2 values between
different experiments in a global fit to be reasonable. The reasonable value of the tolerance
T can be determined, for instance, by estimating the range of overall χ2 along each of the
eigenvector directions within which a fit to all data sets can be obtained and then averaging
the ranges over the Npar eigenvector directions. This method has been investigated in detail in
Ref. [166] by demanding that indeed 90% of experiments approximately fall within the 90%
confidence level. More refined methods involve the determination of a different tolerance [167]
along each Hessian eigenvector (the so-called dynamical tolerance). Nevertheless, we should
notice that the use of T > 1 is somewhat controversial, given that there is no rigorous statistical
proof for the criterions adopted to estimate it. For all these reasons, error estimates based on
the Hessian method are not necessarily always accurate.
A way to estimate PDF uncertainties avoiding quadratic approximation of χ2 is provided
by the Lagrange multiplier method [168, 169]. This is implemented by minimizing a function
Ψ({ai},{λi}) = χ2({ai})+∑
j
λ jO j({ai}) (3.9)
with respect to the set of PDF parameters {ai} for fixed values of the Lagrange multipliers {λi}.
Each multiplier is related to one specific observable O j, and the choice λ j = 0 corresponds to
the best fit S0. By repeating this minimization procedure for many values of λ j, one can map
out precisely how the fit to data deteriorates as the expectation for the observable O j is forced
to change. Unlike the Hessian method, the Lagrange multiplier technique does not rely on any
assumption regarding the dependence of the χ2 on the fit parameters {ai}.
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3.2 The NNPDF approach to parton fitting
In recent years, several polarized PDF sets with uncertainties have been released. They slightly
differ in the choice of data sets, the form of PDF parametrization, and in several details of the
QCD analysis, like the treatment of higher-twist corrections, as will be reviewed with some
more detail in Sec. 3.3 below. However, they are all based on the standard methodology for
PDF fitting, based on fixed functional parametrization of PDFs and Hessian error estimate.
This methodology is known [81] to run into difficulties especially when information is scarce,
because of the intrinsic bias of fixed parton parametrization. This is likely to be particularly the
case for polarized PDFs, which rely on data both less abundant and less accurate than their
unpolarized counterparts.
In order to overcome these difficulties, the NNPDF collaboration has proposed and devel-
oped a new methodology for PDF determination [99–111]. So far, the NNPDF methodology
has been successfully adopted to determine unpolarized PDF sets with increasing accuracy,
which are now routinely used by the LHC collaborations in their data analysis and for data-
theory comparisons. The method is based on a Monte Carlo approach, with neural networks
used as unbiased interpolants. Monte Carlo sampling allows one to evaluate all quantities, such
as the uncertainty or the correlation of PDFs, in a statistically sound way, while the use of
neural networks provides a robust and flexible parametrization of the parton distributions at
the initial scale. In the following, we will describe in detail the main features of the NNPDF
methodology.
3.2.1 Monte Carlo sampling of the probability density distribution
Given a PDF or an observable depending on (polarized) PDFs, O({∆ fi}), its average is given
by the integration - in the functional space V ({∆ fi}) spanned by the parton distributions and
weighted by a suitably defined probability measure - of all possible functions describing PDFs




D∆ fP[∆ f ]O[∆ f ] . (3.10)
In the NNPDF approach, the probability measure is represented by a Monte Carlo sample in
the space of PDFs. An ensemble of replicas of the original data set is generated, such that
it reproduces the statistical distribution of the experimental data, followed by its projection
into the space of PDFs through the fitting procedure. Notice that all theoretical assumptions
represent a prior for the determination of such probability measure. The ensemble in the
space of data has to contain all the available experimental information. In practice, most data
are given with multi-Gaussian probability distributions of statistical and systematic errors,
described by a covariance matrix. In such cases this is the distribution that will be used to
generate the pseudodata. However, any other probability distribution can be used if and when
required by the experimental data. Each replica of the experimental data is a member of the
Monte Carlo ensemble and contains as many data points as are originally available. Whether
the given ensemble has the desired statistical features can be verified by means of statistical
standard tests by comparing quantities calculated from it with the original properties of the
data. Such tests, together with pseudodata generation, will be explicitely discussed in Sec. 4.1
for the case of polarized DIS.
Here we should notice that the sampling of the underlying probability density distribution
of data allows one to circumvent the non-trivial issues related to Hessian propagation of
errors. Indeed, an ensemble of parton distributions is fitted to pseudodata: this means that,
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at the end of the fitting procedure, one obtains as many PDFs as the number of replicas
Nrep of the data that were generated. The experimental values in each replica will fluctuate
according to their distribution in the Monte Carlo ensemble and the best fit PDFs will fluctuate
accordingly for each replica. Even though individual PDF replicas might fluctuate significantly,
averaged quantities like central value and 1σ error bands are smooth inasmuch as the size of
the ensemble increases. The advantages of the Monte Carlo methodology are then apparent.
First, the expectation value for any observable depending on the PDFs or the PDFs themselves
can be easily computed as the Monte Carlo average over the PDF ensemble: Eq. (3.10) is then
replaced by





O[∆ fk] , (3.11)
and similarly uncertainties can be obtained as standard deviations, and so forth. Second,
non-Gaussian behavior of uncertainties can be tested either at the level of experimental data,
by sampling them according to an arbitrary distribution, or at the level of the results in the
best fit ensemble of PDFs, by defining proper confidence levels. In any case, we do not have
to rely on the quadratic assumption, Eq. (3.3), made in the Hessian approach. Finally, the
stability of results upon a change of parametrisation can be verified by standard statistical tools,
for instance by computing the distance between results in units of their standard deviation.
Likewise, it is possible to verify that fits performed by removing data from the set have wider
error bands but remain compatible within these enlarged uncertainties, or to address how results
change within different theoretical assumptions. The reliability of the results can thus be
assessed directly.
3.2.2 Neural network parametrization
The Monte Carlo technique adopted to propagate the experimental error into the space of
PDFs is completely independent of the method used to parametrize parton distributions; it
might well be used along with standard parametrization, Eq. (3.2) [170]. On the other hand, in
order to get a faithful determination of parton distributions, one ought to make sure that the
chosen functional form is redundant enough not to introduce a theoretical bias which would
artificially reduce parton uncertainty in regions where data do not constrain enough PDFs.
There are several ways for obtaining such a redundant parametrisation. One may use some
clever polynomial basis, or more refined tools such as self-organising maps [171].
Within the NNPDF methodology, each parton distribution is parametrized by a neural
network, which provide a redundant and minimally biased parametrization. The only theoretical
assumption is smoothness, a presumed feature of PDFs, which is ensured by the flexibility
and adaptability of neural networks. In particular, we use feed-forward neural networks [120].
They are made of a set of interconnected units, called neurons, eventually organized in groups,
called layers. The state or activation of a given neuron i in a given layer l, ξ (l)i , is a real number,
determined as a function of the activation of the neurons connected to it, namely those in the
previous, l−1, layer. Each pair of neurons (i, j) is then connected by a synapsis, characterized
by a real number ω(l−1)i j , called weight. The activation of each neuron i in a given layer l is a
function g of the difference between a weighted average of input from neurons in the preceding
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layer and a threshold θ (l)i :










where Nl−1 is the number of neurons in the (l−1)th layer. The input and output vectors are
labeled as ξ (1) and ξ (L) respectively, with L the number of layers in the network.
The activation function g is in general non-linear. The simplest example of activation
function g(x) is the step function g(x) =Θ(x), which produces binary activation only. However,
it turns out to be advantageous to use an activation function with two distinct regimes, linear
and non-linear, such as the sigmoid
g(x) =
1
1− e−βx . (3.13)
This function approaches the step function at large β ; without loss of generality, in the NNPDF
methodology we usually take β = 1. The sigmoid activation function has a linear response
when x≈ 0, and it saturates for large positive or negative arguments. If weights and thresholds
are such that the sigmoids work on the crossover between linear and saturation regimes, the
neural network behaves in a non-linear way. Thanks to this non-linear behavior, the neural
network is able to reproduce nontrivial functions.
Basically, multilayer feed-forward neural networks provide a non-linear map between
some input ξ (1)i and output ξ
(L)
j variables, parametrized by weights, thresholds and activation
function,
ξ (L) = F
[
ξ (1);{ω(l)i j },{θ (l)i };g
]
. (3.14)
For given activation function, the parameters can be tuned in such a way that the neural network
reproduces any continuous function. The behavior of a neural network is determined by the
joint behavior of all its connections and thresholds, and it can thus be built to be redundant,
in the sense that modifying, adding or removing a neuron has little impact on the final output.
Because of these reasons, neural networks can be considered to be robust, unbiased universal
approximants.
In Sec. 4.3, we will explicitely discuss how polarized PDFs can be parametrized in terms
of neural networks. In particular, we will discuss their architecture and preprocessing of data
to enforce the asymptotic small- and large-x behavior of PDFs.
3.2.3 Minimization and stopping
Once each independent PDF is parametrized in terms of neural networks at an inital reference
scale Q20, physical observables are computed by convolving hard kernels with PDFs evolved to
the scale of the experimental measurements by Altarelli-Parisi evolution. The best fit set of
parton distribution is determined by comparing the theoretical computation of the observable
for a given PDF set with their replica experimental values by evaluating a suitable figure of
merit, e.g. Eq. (3.1).
Both the minimization and the determination of the best-fit in the wide, non-local, space
of parameters spanned by the neural network parameters are delicate issues. To minimize the
error function, a genetic algorithm is used. The main advantage of such an algorithm is that
it works on a population of solutions, rather than tracing the progress of one point through
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Figure 3.2: Scheme of the NNPDF methodology for parton fitting.
parameter space. Thus, many regions of parameter space are explored simultaneously, thereby
lowering the possibility of getting trapped in local minima.
The basic idea underlying the genetic algorithm is the following. Starting from a randomly
chosen set of parameters, a pool of possible new sets is generated by mutation of one or more
parameters at a time. Each new set that has undergone mutation is a mutant. To each set of
parameters corresponds a value of the figure of merit that is being minimized, and so those
configurations that fall far away from the minimum can be discarded. This procedure is iterated
over a sufficiently large number of generations. Of course, one has to be sure that the final set
of parameters corresponds to acceptable PDFs, i.e. they must satisfy theoretical constraints like
positivity of cross-sections and sum rules. Usually, this requirement is fulfilled by penalizing
unacceptable replicas during the minimization by arbitrarily increasing their figure of merit. In
Sec. 4.3, we will discuss technical details related to how this issue is faced in the determination
of polarized distributions.
The redundancy of the parametrization also implies another subtle problem, known as
overlearning, which happens when neural networks start to fit statistical fluctuations of data,
rather than their underlying physical law. The solution to this problem is achieved using a cross-
validation method to determine a criterion for the fit to stop before entering the overlearning
regime. Technical details about the specific implemetation of stopping in the polarized case
will be extensively discussed in Sec. 4.3.
The main ingredients of the NNPDF methodology described above, namely Monte Carlo
sampling of data distribution, neural network parametrization of PDFs, minimization and
stopping, are finally sketched in Fig. 3.2.
3.2.4 Bayesian reweighting of Monte Carlo PDF ensembles
Monte Carlo sampling of the underlying probability density distribution of data used in
the NNPDF methodology allows for applying standard statistical tools to the resulting PDF
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ensembles. Most importantly, Bayesian inference can be exploited to determine the impact
on PDFs of new data sets that were not included in the fit. The methodology, referred to as
reweighting, was presented in detail in Refs. [105, 109]. In short, the main idea underlying
reweighting is to assign to each replica in the PDF ensemble a weight which assesses the
probability that this replica agrees with new data. The expectation value for an observable O
taking into account the new data is then given by the weighted average
〈O[∆ f ]〉new =
∫
V






wkO[∆ fk] . (3.15)
The weights wk are computed from the χ2 of the new data to the prediction obtained using a






















where n is the number of new data. The formula, Eq. (3.16), is derived under the assumption
that new data have Gaussian errors and that they are statistically independent of the old data.
By the law of multiplication of probabilities it then follows that
Pnew =NχP(χ|∆ f )Pold(∆ f ) , (3.17)
whereNχ is a normalization factor chosen such that ∑
Nrep
k=1 wk = Nrep and







Notice that, after reweighting a given PDF ensemble of Nrep replicas, the efficiency in
describing the distribution of PDFs is no longer the same. In fact, the weights give the relative
importance of the different replicas, and the replicas with very small weights will become
almost irrelevant in ensemble averages. The reweighted replicas will thus no longer be as
efficient as the old: for a given Nrep, the accuracy of the representation of the underlying
distributionPnew(∆ f ) will be less than it would be in a new fit. This loss of efficiency can be















Clearly 0< Neff < Nrep: the reweighted fit has the same accuracy as a refit with Neff replicas.
Hence, if Neff becomes too low, the reweighting procedure will no longer be reliable, either
because the new data contain a lot of information on the PDFs, neccessitating a full refitting, or
because the new data are inconsistent with the old.
Bayesian reweighting allows for the inclusion of new pieces of experimental information
in an ensemble of PDFs without performing a new fit. This is desirable, particularly when
dealing with observables for the computation of which no fast code is available. Also notice
that, from a conceptual point of view, a determination of a PDF set might be performed by
including all data through reweighting of a first reasonable guess, called prior, as suggested
in Refs. [172, 173]. Typically, this is the result of a previous PDF fit to data (different from
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those with which the parton set will be reweighted) or a model based on some theoretical
assumptions. The reweighting method works fine provided the prior is unbiased, so that one
can check that the final results do not depend on the choice of the initial guess. Chap. 6 will be
mostly devoted to the discussion of this aspect in a particular case of physical interest: we will
reweight a DIS-based parton set with jet and W production data from polarized proton-proton
collisions.
Results obtained via reweighting of existing Monte Carlo PDF sets were shown to be
statistically equivalent to those obtained via global refitting: in particular, the method was
validated in the unpolarized case by considering inclusive jet and LHC W lepton asymmetry
data [105, 109]. As a further illustration of possible applications of the method, reweighting
was used to quantify the impact on unpolarized PDFs of direct photon data [174] and of top
quark production data [175], and to study the constraints on nuclear PDFs from LHC pPb
data [176]. Also, notice that the same technique can be straightforwardly applied in the case of
Hessian PDF sets [177].
Once a reweighted PDF set has been determined, it would be interesting to be able to
produce a new PDF ensemble with the same probability distribution as a reweighted set, but
without the need to include the weight information. A method of unweighting has therefore been
developed, whereby the new set is constructed by deterministically sampling with replacement
the weighted probability distribution [109]. This means that replicas with a very small weight
will no longer appear in the final unweighted set while replicas with large weight will occur
repeatedly.








p j , (3.20)
it is possible to quantitatively describe the unweighting procedure. Starting with Nrep replicas






















i.e. the new unweighted set consists of Nrep replicas, simply constructed by taking wk copies of
the k-th replica, for all k = 1, . . . ,Nrep.
In Chap. 6, Bayesian reweighting of polarized parton distributions, determined within the
NNPDF methodology from inclusive DIS data, will be used to assess the impact of open-charm
production data in fixed-target DIS as well as W and jet production data in proton-proton
collisions. Finally a new polarized parton set will be determined via unweighting.
3.3 Overview of available polarized parton sets
First studies of the polarized structure of the nucleon were aimed at an accurate determination
of polarized first moments, including detailed uncertainty estimates [66, 67, 143], but did not
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attempt a determination of a full PDF set. This was first proposed in Ref. [65], but without
uncertainty estimation. Several polarized parton sets have been delivered in recent years, all at
NLO accuracy, usually updated with the inclusion of new data, theoretical or statistical features.
In this Section, we review the main features of the presently available polarized PDF sets; the
discussion about recent developments in the determination of a polarized parton set based on
the NNPDF methodology will be addressed in Chaps. 4-5-6.
3.3.1 DIS-based fits
The bulk of experimental information on longitudinally polarized nucleon structure consists of
inclusive, photon induced, deep-inelastic scattering with both polarized charged lepton beams
and nucleon targets. Actually, only data sets coming from this process are included in most of
the polarized PDF determinations, as follows.
BB10. The BB10 parton set [76] includes world-available data on the asymmetry A1 or the
structure function g1 from polarized inclusive DIS. Four independent polarized PDFs are
determined there, namely the valence combinations ∆u− = ∆u−∆u¯ and ∆d− = ∆d−∆d¯, the
gluon, ∆g and the quark sea, ∆q¯, assuming symmetric sea, ∆u¯ = ∆d¯ = ∆s¯ = ∆s. Each PDF is
parametrized in terms of a fixed functional form like that of Eq. (3.2), but only a subset of them
are actually taken to be free, depending on the PDF. Also the QCD scale ΛQCD is a parameter to
be determined in the fit. Errors are determined within the standard Hessian approach without any
tolerance criterion. The analysis is supplemented by the inclusion of experimental systematic
uncertainties from different sources, namely data, NMC parametrization of F2 [178] and R
parametrization [179] both entering Eq. (2.84). Also theoretical systematic uncertainties were
estimated from variation of factorization and renormalization scale and input parametrization
scale. Finally, higher twist contributions from heavy flavor Wilson coefficients in the fixed-
flavor number scheme were included in the theoretical QCD analysis.
The BB10 parton set is publicly available together with a FORTRAN program which allows
for computing PDF central values and errors.
JAM13. The JAM13 parton set [78], instead of the asymmetry A1 or the structure function
g1, directly fits the measured longitudinal and transverse asymmetries A‖ and A⊥, Eqs. (2.83).
This makes a differencee with most of other analyses, which usually include the information
from the g1 structure function extracted from observed asymmetries by each experimental
collaboration within different assumptions. Besides, a large number of preliminary inclusive
DIS data from JLAB are included in the JAM13 study. Since these data lie in the large-x
and small-Q2 kinematic region, they are expected to be particularly sensitive to target mass
and higher-twist effects. For this reason, both twist-3 and twist-4 corrections to g1, as well
as a twist-3 correction to the g2 structure function are taken into account. Moreover, they
consistently apply the nuclear smearing corrections to both the g1 and g2 structure functions for
both deuterium and 3He, within the framework of the weak binding approximation [180–182].
Six independent polarized PDFs are determined, namely the total quark combinations,
∆u+ = ∆u+∆u¯ and ∆d+ = ∆d +∆d¯, the gluon, ∆g, and the quark sea, ∆q¯ (q = u,d,s) and
symmetric strangeness ∆s = ∆s¯ is assumed. These are parametrized with the functional form
Eq. (3.2), however, since the experimental piece of information does not allow for a complete
determination of all the six PDFs above, several additional contraints are adopted. In particular,
the ∆u¯ and ∆d¯ parton distributions, which do not contribute directly to the description of
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with q = u,d. In addition, to avoid unphysical results and provide reasonable values for all









Both Eq. (3.23) and Eq. (3.24 entail the decrease in the number of free parameters whose
values are actually fitted to data. The choice of limiting the flexibility of the parametrization
given by Eq. (3.2) is also made for the gluon, for which the values of the exponents ag and
bg are somewhat arbitrarily fixed. The propagation of uncertainties is performed within the
Hessian approach without tolerance criterion.
ABFR98. The ABFR98 parton set [67] is based on a less updated set of inclusive DIS exper-
imental data and provides four polarized PDFs, both total combinations ∆q+ and the gluon
∆g, within fixed functional parametrization and Hessian error estimate. Despite the ABFR98 is
less recent than other analyses discussed here, it should be worth mentioning it at least for two
reasons. First, this provides polarized PDFs that are fitted in the AB renormalization scheme
(see Sec. 2.2.2) instead of MS used in all other PDF determinations. Second, it includes a
detailed discussion of theoretical uncertainties originated by neglected higher orders, higher
twists, position of heavy quark thresholds, value of the strong coupling, violation of SU(3)
flavor symetry and finally uncertainties related to the choice of functional form.
3.3.2 Global PDF fits
In recent years, the knowledge on longitudinally polarized nucleon structure has been supple-
mented by data coming from processes different from polarized inclusive DIS. As outlined in
Sec. 3.1, these include fixed-target SIDIS and hadron or jet production in polarized proton-
proton collisions. Including this piece of experimental information in a global NLO analysis is a
challenging task, both theoretical and computational, because of the need to deal with hadronic
observables. They may also depend on the fragmentation of quarks in the final measured
hadrons and hence their analysis require the usage of poorly known fragmentation functions.
Several such global parton sets have been determined in very recent years, as summarized as
follows.
AAC08. Besides polarized inclusive DIS data, the AAC08 analysis [73] also includes pi0
production data at RHIC, via a K-factor approximation for the NLO corrections. Because
these data only provide constraints on the gluon polarization, only four idependent PDFs are
determined: they are the same as in the BB10 analysis (symmetric sea is also assumed), but the
functional form they use reads
∆ f (x,Q20) = [δx
ν −κ(xν − xµ)] f (x,Q20) , (3.25)
where δ , µ , ν , κ are free parameters to be determined in the fit and f (x,Q20) is the corresponding
unpolarized PDF which was taken from Ref. [183]. For the description of the fragmentation
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Fit Ref. Data set(s) Scheme Parton Distributions Uncertainties
BB10 [76] DIS MS ∆u−, ∆d−, ∆q¯, ∆g Hessian ∆χ2 = 1
JAM13 [78] DIS MS ∆u+, ∆d+, ∆u¯, ∆d¯, ∆s¯, ∆g Hessian ∆χ2 = 1
ABFR98 [67] DIS AB ∆u+, ∆d+, ∆s+, ∆g Hessian ∆χ2 = 1
AAC08 [73] DIS, pi0 MS ∆u+, ∆d+, ∆s+, ∆g Hessian ∆χ2 = 12.95
LSS10 [73] DIS, SIDIS MS ∆u+, ∆d+, ∆u¯, ∆d¯, ∆s¯, ∆g Hessian ∆χ2 = 1
DSSV08 [75] DIS, SIDIS, MS ∆u+, ∆d+, ∆u¯, ∆d¯, ∆s¯, ∆g Hessian ∆χ
2 = 1
pi0, Jets Lagr. mult. ∆χ2/χ2 = 2%
Table 3.2: Main features of the available polarized PDF fits.
into a pion, the HKNS07 set [184] is used. Error estimates are handled via standard Hessian
approach, but a tolerance ∆χ2 = 12.95 is assumed in order for the distribution of χ2 values
between different experiments in the global fit to be reasonable.
The AAC08 parton set is publicly available together with a FORTRAN program which allows
for computing PDF central values and uncertainties.
LSS10. The LSS10 parton set [77] is based on all world-available data from incluisve and
semi-inclusive DIS. These allow for a determination of light antiquarks. Six polarized PDFs
are parametrized according to Eq. (3.2), namely the total PDF combinations ∆u+ and ∆d−,
the antiquarks ∆u¯, ∆d¯ and ∆s¯ and the gluon ∆g (for the four latter ρi = 0 in Eq. (3.2)). The
assumption ∆s = ∆s¯ is also made. Hessian error propagation is performed assuming ∆χ2 = 1.
Fragmentations functions are taken from the DSS07 analysis [185,186]. Similarly to the JAM13
fit, the theoretical QCD analysis takes into account the 1/Q2 terms, arising from kinematic
target mass corrections and dynamic higher twist corrections, in the expression of the nucleon
spin structure function g1.
The LSS10 parton set is publicly available together with a FORTRAN program which allows
for computing PDF central values.
DSSV. Different PDF sets belong to the DSSV family, due to the remarkable effort put by
this collaboration in updating their polarized parton sets with new available data. The first
global analysis to include polarized collider measurements at RHIC, besides inclusive and semi-
inclusive polarized DIS data, was DSSV08 [74, 75]. Semi-inclusive pion and single-inclusive
jet production data were considered in their study. This was recently updated by the DSSV+
and DSSV++ fits [187, 188]; in particular, the latter includes the most recent jet production data
at RHIC, which were found to constrain the gluon shape in the mid-to-large x region with
unprecedented accuracy.
As in the LSS10 analysis, six independent polarized PDFs are determined from data,
and the DSS07 fragmentation functions are used. The uncertainty estimates are provided
through the Lagrange multiplier method described in Sec. 3.1 with the conservative assumption
∆χ2/χ2 = 2%, even though the standard Hessian approach, with ∆χ2 = 1, is also used for
comparison. The DSSV08 set is publicly available as 38 hessian eigenvector sets (a set for each
minimized parameter for each direction of variation) plus a central value set.
In Tab. 3.2, we summarize the features of the available polarized parton sets; a detailed





In this Chapter, we present the first determination of polarized parton distributions based on the
NNPDF methodology, NNPDFpol1.0. This analysis includes all available data from inclusive,
neutral-current, polarized DIS and aims at an unbiased extraction of total quark-antiquark
and gluon distributions at NLO accuracy. In Sec. 4.1 we present the data sets used in the
present analysis, and we discuss how their statistical distribution is sampled with Monte Carlo
generation of pseudodata. We provide details of the QCD analysis in Sec. 4.2, then we discuss
the PDF parametrization in terms of neural networks in Sec. 4.3; we give particular emphasis
on minimization strategy and the peculiarities of the polarized case. The NNPDFpol1.0 parton
set is presented in Sec. 4.4, where we illustrate its statistical features, and its stability upon the
variation of several theoretical and methodological assumptions. We also compare our results
to other recent polarized PDF sets reviewed in Sec. 3.3. Finally, we discuss phenomenological
implications for the spin content of the proton and the test of the Bjorken sum rule in Sec. 4.5.
The analysis presented in this Chapter mostly reproduces Ref. [116].
4.1 Experimental input
We present the features of the experimental data sets included in the NNPDFpol1.0 analysis and
we discuss in detail which piece of information they provide on the polarized structure functions.
Then, we summarize the construction and the validation of the Monte Carlo pseudodata sample
from the input experimental data.
4.1.1 The data set: observables, kinematic cuts, uncertainties and correlations
We consider inclusive, neutral current, lepton-nucleon DIS data coming from-all-over-the-world
experiments performed at CERN [50, 189–192], SLAC [152, 193, 194] and DESY [195, 196].
These experiments use different lepton beams, electrons or muons, and nucleon targets, protons
and neutrons (deuteron or 3He). The main features of the data sets included in our analysis
are summarized in Tab. 4.1, where we show, for each of them, the number of available data
47
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Figure 4.1: Experimental data in the (x,Q2) plane (after kinematic cuts): black points are from CERN
experiments [50, 189–192], blue from SLAC [152, 193, 194] and red from DESY [195, 196].
points, the covered kinematic range, and the published observable we use to reconstruct the g1
structure function. Their kinematic coverage in the (x,Q2) plane is also shown in Fig. 4.1.
This quantity differs experiment by experiment, since the primary observable can be one of
the asymmetries or structure functions discussed in Sec. 2.4. In the following, we summarize
how we reconstruct the g1 structure function from the published experimental observables for
individual experiments (labelled as in Tab. 4.1).
EMC, SMC, SMClowx, COMPASS, HERMES97. All these experiments have performed
a measurement of A‖, then they determined A1 using Eq. (2.93), under the assumption η ≈ 0.
Therefore, the observable published by these experiments actually corresponds to a measure-
ment of
A‖
D . We determine g1 from
A‖
D using Eq. (2.97). This is possible because D is completely
fixed by Eq. (2.87) in terms of the unpolarized structure function ratio Eq. (2.92) and of the
kinematics. We determine the unpolarized structure function ratio using as primary inputs F2,
for which we use the parametrization of Ref. [99, 120], and FL, which we determine from its
expression in terms of parton distributions, using the NLO NNPDF2.1 parton set [107].
HERMES. This experiment has performed a measurement of A‖, and it published both
A‖ and A1 (which is determined using Eq. (2.93) and a parametrization of A2). We use the
published values of A‖, which are closer to the experimentally measured quantity, to determine
g1 through Eq. (2.97).
E143. This experiment has taken data with three different beam energies, E1 = 29.1 GeV,
E2 = 16.2 GeV, E3 = 9.7 GeV. For the highest energy both A‖ and A⊥ are independently
measured and A1 is extracted from them using Eq. (2.93); for the two lowest energies only
A‖ is measured and A1 is extracted from it using Eqs. (2.95-2.96), while assuming the form
Eq. (2.102) for g2. The values of A1 obtained with the three beam energies are combined into a
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single determination of A1; radiative corrections are applied at this combination stage. Because
of this, we should use this combined value of A1, from which we then determine g1 using
Eq. (2.98). In order to determine y, Eq. (2.8), which depends on the beam energy, we use the
mean of the three energies.
E154. This experiment measures A‖ and A⊥ independently, and then extracts a determination
of A1. We use these values of A1 to determine g1 by means of Eq. (2.98).
E155. This experiment only measures the longitudinal asymmetry A‖, from which the ratio
g1/F1 is extracted using Eq. (2.95) with the Wandzura-Wilczek form of g2, Eq. (2.102). In this
case, we use these values of g1/F1, and we extract g1 using Eq. (2.91) for F1, together with the
parametrization of Ref. [99, 120] for F2 and the expression in terms of parton distributions and
the NLO NNPDF2.1 parton set [107] for FL.
All these experiments also provide an extraction of the g1 structure function in their specific
framework, based on different assumptions on g2. For this reason, we preferred to use the
experimental asymmetries, instead of the corresponding structure functions, which instead we
reconstructed on our own. We checked that they are consistent with those provided by the
experimental collaboration themselves within their uncertainties.
We have excluded from our analysis all data points with Q2 ≤ Q2cut = 1 GeV2, since below
such energy scale perturbative QCD cannot be considered reliable. A similar choice of cut is
usually made in all polarized analyses, specifically in Refs. [66, 67, 73, 75, 76, 143]. Notice
that this value of Q2cut is somewhat lower than that adopted in unpolarized fits, where Q
2
cut = 2
GeV2. This difference arises not to exclude a large piece of experimental information which,
in the polarized case, lies in the small-Q2 region (see Fig. 4.1).
We further impose a cut on the squared invariant mass of the hadronic final state W 2 =
Q2(1− x)/x in order to remove points which may be affected by sizable dynamical higher-
twist corrections. The cut is chosen based on a study presented in Ref. [197], where higher
twist terms were added to the observables, with a coefficient fitted to the data: it was shown
there that the higher twist contributions become compatible with zero if one imposes the cut
W 2 ≥W 2cut = 6.25 GeV2. We will follow this choice, which excludes data points with large
Bjorken-x at moderate values of the squared momentum transfer Q2, roughly corresponding to
the bottom-right corner of the (x,Q2)-plane, see Fig. 4.1: in particular, it excludes all available
JLAB data [198–200]. The number of data points surviving the kinematic cuts for each data
set is given in parenthesis in Tab. 4.1.
As can be seen from Fig. 4.1, the region of the (x,Q2)-plane where data are available after
kinematic cuts is roughly restricted to 4 · 10−3 . x . 0.6 and 1 GeV2 ≤ Q2 . 60 GeV2. In
recent years, the coverage of the low-x region has been improved by a complementary set
of SMC data [190] and by the more recent COMPASS data [191, 192], both included in the
present analysis. In the large-x region, information is provided at rather high Q2 by the same
COMPASS data and at lower energy by the latest HERMES measurements [196]. In the
near future, additional polarized inclusive DIS measurements are expected from an update of
COMPASS data [201] and from JLAB spin program [78]. However, the latter will cover the
large-x and small Q2 corner, hence their inclusion in a global fit will require a careful treatment
of higher-twist corrections, as performed in Ref. [78]. The data set used in this paper is the
same as that of Ref. [76], and also the same as the DIS data of the fit of Ref. [75], which
however has a wider data set beyond inclusive DIS.
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Each experimental collaboration provides uncertainties on the measured quantities listed
in the next-to-last column of Tab. 4.1. Correlated systematics are only provided by EMC
and E143, which give the values of the systematics due to the uncertainty in the beam and
target polarizations, while all other experiments do not provide any piece of information on the
covariance matrix. For each experiment, we determine the uncorrelated uncertainty on g1 by
combining the uncertainty on the experimental observable with that of the unpolarized structure
function using standard error propagation. For EMC and E143 experiments, we also include
all available correlated systematics. These are provided by both experimental collaborations as
a percentage correction to g1 (or, alternatively, to the asymmetry A1): we apply the percentage
uncertainty on g1 to the structure function determined by us as discussed in Sect. 2.4.














where p and q run over the experimental data points, g1,p ≡ g1(xp,Q2p) (g1,q ≡ g1(xq,Q2q)), σ (c)i,p
are the various sources of correlated uncertainties, and σ (u)p are the uncorrelated uncertainties,
which are in turn found as a sum in quadrature of all uncorrelated sources of statistical σ (stat)i,p





















where the total uncertainty σ (tot)p on the p-th data point is(
σ (tot)p
)2






In Tab. 4.2, we show the average experimental uncertainties for each data set, with uncer-
tainties separated into statistical and correlated systematics. All values are given as absolute
uncertainties and refer to the structure function g1, which has been reconstructed for each
experiment as discussed above. As in the case of Tab. 4.1, we provide the values before and
after kinematic cuts (if different).
Finally, notice that in both Tabs. 4.1-4.2 we distinguish between experiments, defined as
groups of data which cannot be correlated to each other, and data sets within a given experiment,
which could in principle be correlated with each other, as they correspond to measurements
of different observables in the same experiment, or measurements of the same observable
in different years. Even though, in practice, only two experiments provide such correlated
systematics (see Tab. 4.2), this distinction will be useful in the minimization strategy, see
Sect. 4.3 below.
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Experiment Set 〈δg1s〉 〈δg1c〉 〈δg1tot〉
EMC
EMC-A1P 0.144 0.037 0.150
SMC
SMC-A1P 0.098 – 0.098
SMC-A1D 0.116 – 0.116
SMClowx
SMClx-A1P 18.379 (0.291) – (–) 18.379 (0.291)
SMClx-A1D 22.536 (0.649) – (–) 22.536 (0.649)
E143
E143-A1P 0.042 (0.046) 0.009 (0.009) 0.043 (0.047)
E143-A1D 0.053 (0.058) 0.004 (0.005) 0.054 (0.059)
E154
E154-A1N 0.044 – 0.044
E155
E155-G1P 0.040 (0.043) – (–) 0.040 (0.043)
E155-G1N 0.124 (0.135) – (–) 0.124 (0.135)
COMPASS-D
CMP07-A1D 0.061 – 0.061
COMPASS-P
CMP10-A1P 0.101 – 0.101
HERMES97
HER97-A1N 0.087 (0.093) – (–) 0.087 (0.093)
HERMES
HER-A1P 0.067 (0.062) – (–) 0.067 (0.062)
HER-A1D 0.040 (0.034) – (–) 0.040 (0.034)
Table 4.2: Averaged statistical, correlated systematic and total uncertainties before and after (in paren-
thesis) kinematic cuts for each of the experimental sets included in the present analysis. Uncorrelated
systematic uncertainties are considered as part of the statistical uncertainty and they are added in
quadrature. All values are absolute uncertainties and refer to the structure function g1, which has been
reconstructed for each experiment as discussed in the text. Details on the number of points and the
kinematics of each data set are provided in Tab. 4.1.
4.1.2 Monte-Carlo generation of the pseudo-data sample
Error propagation from experimental data to the fit is handled by a Monte Carlo sampling of
the probability distribution defined by data, as discussed in Sec. 3.2. The statistical sample is
obtained by generating Nrep pseudodata replicas, according to a multi-Gaussian distribution
centered at the data points and with a covariance equal to that of the original data. Explicitly,
given an experimental data point g(exp)1,p ≡ g1(xp,Q2p), we generate k = 1, . . . ,Nrep artificial

























are respectively the relative correlated systematic and statistical uncertainty. Unlike in the
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unpolarized case, Eq. (4.5) receives no contribution from normalization uncertainties, given
that all polarized observables are obtained as cross-section asymmetries.
The number of Monte Carlo replicas of the data is determined by requiring that the central
values, uncertainties and correlations of the original experimental data can be reproduced
to a given accuracy by taking averages, variances and covariances over the replica sample.
A comparison between expectation values and variances of the Monte Carlo set and the
corresponding input experimental values as a function of the number of replicas is shown
in Fig. 4.2, where we display scatter plots of the central values and errors for samples of
Nrep = 10,100 and 1000 replicas. A more quantitative comparison can be performed by
defining suitable statistical estimators (see, for example, Appendix B of Ref. [99]).
In Tabs. 4.3-4.4 we show the percentage error and the scatter correlation r for central values
and errors respectively, whose definition is recalled in appendix A. The scatter correlation r
is, crudely speaking, the correlation between the input value and the value computed from
the replica sample. We do not compute values for correlations, as these are available for a
small number of data points from only two experiments, see Tab. 4.2. Some large values of
the percentage uncertainty are due to the fact that, for some experiments, g1 can take values
which are very close to zero. It is clear from both the tables and the plots that a Monte Carlo
sample of pseudodata with Nrep = 100 is sufficient to reproduce the mean values and the errors
of experimental data to an accuracy which is better than 5%, while the improvement in going
up to Nrep = 1000 is moderate. Therefore, we will henceforth use a Nrep = 100 replica sample
as a default for our reference fit.
4.2 Details of the QCD analysis
We will now briefly outline some details of the QCD analysis of polarized structure functions.
The observable with which we fit experimental data is the g1 structure function, Eq. (2.68),
expressed in terms of the PDF combinations in Eqs. (2.59)-(2.60). From these relations,
supplemented with Eqs. (2.49)-(2.54), it is clear that neutral-current g1 data only allow for a
direct determination of the four polarized PDF combinations ∆Σ, ∆T3, ∆T8 and ∆g: these will
form the basis of polarized PDFs to be determined in our analysis. In principle, an intrinsic
polarized component could also be present for each heavy flavor, as observed in Sec. 3.1.
However, we will neglect it here and assume that heavy quark PDFs are dynamically generated
above threshold by (massless) Altarelli-Parisi evolution, in a zero-mass variable-flavor number
scheme (ZM-VFNS). In such a scheme all heavy quark mass effects are neglected. While they
can be introduced for instance through the FONLL method [124], these effects have been shown
to be relatively small already on the scale of present-day unpolarized PDF uncertainties, and
thus are most likely negligible in the polarized case where uncertainties are rather larger. We
will further comment on this issue in Sec. 5.5.2 and Appendix C, where we will sketch how to
handle intrinsic charm contribution via the FONLL scheme.
The proton and neutron PDFs are related to each other by isospin, which we will assume to
be exact, thus yielding
∆up = ∆dn, ∆dp = ∆un, ∆sp = ∆sn , (4.6)
and likewise for the polarized anti-quarks. In the following we will always assume that PDFs
refer to the proton.
As discussed at length in Sec. 2.2.2, beyond leading order in QCD the first moment
of all non-singlet combinations of quark and antiquark distributions are scale independent
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Figure 4.2: Scatter plot of experimental versus artificial Monte Carlo mean central values and absolute



















EMC 23.7 3.5 2.9 .76037 .99547 .99712
SMC 19.4 5.6 1.2 .94789 .99908 .99993
SMClowx 183 25.8 15.4 .80370 .99239 .99960
E143 18.5 5.7 2.1 .99159 .99860 .99984
E154 239 44.0 21.9 .99635 .99981 .99994
E155 37.3 13.4 4.3 .99798 .99993 .99998
COMPASS-D 26.4 8.6 3.2 .96016 .98774 .99917
COMPASS-P 16.4 1.9 1.5 .91942 .99829 .99902
HERMES97 22.5 6.2 2.2 .96168 .99762 .99979
HERMES 10.5 5.8 1.2 .98564 .99916 .99973
Table 4.3: Table of statistical estimators for the mean value computed from the Monte Carlo sample with



















EMC 12.8 4.9 2.0 .97397 .99521 .99876
SMC 22.4 5.4 1.7 .96585 .99489 .99980
SMClowx 16.9 6.2 2.1 .97959 .99490 .99905
E143 16.0 7.4 2.0 .95646 .98684 .99946
E154 19.1 3.7 1.3 .99410 .99871 .99992
E155 21.2 5.6 1.8 .99428 .99971 .99997
COMPASS-D 15.5 5.2 1.6 .99375 .99687 .99993
COMPASS-P 18.4 7.4 1.5 .99499 .99005 .99988
HERMES97 17.9 6.4 1.6 .89065 .97318 .99894
HERMES 19.5 6.0 1.6 .91523 .99237 .99942
Table 4.4: Same as Tab. 4.3, but for errors.
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due to axial current conservation. Besides, we enforce SU(2) and SU(3) flavor asymmetry
by requiring the first moments of the non-singlet, C-even, combinations, Eqs. (2.75) to be
fixed by the experimental values of baryon octet decay constants, Eqs. (2.80). Actually,
a much larger uncertainty on the octet axial charge, up to about 30%, is found if SU(3)
symmetry is violated [160] with respect to that quoted in Eqs. (2.80). Even though a detailed
phenomenological analysis does not seem to support this conclusion [161], we will take as
default this more conservative uncertainty estimation
a8 = 0.585±0.176. (4.7)
The impact of replacing this with the more aggressive determination given in Eq. (2.80) will be
studied in Sect. 4.4.2.
Structure functions will be computed in terms of polarized parton distributions using the
so-called NNPDF FastKernel method, introduced in Ref. [104]. In short, in this method the
PDFs at scale Q2 are obtained by convoluting the parton distributions at the parametrization
scale Q20 with a set of Green’s functions, which are in turn obtained by solving the QCD
evolution equations in Mellin space (below also denoted as N-space). These Green’s functions
are then convoluted with coefficient functions, so that the structure function can be directly
expressed in terms of the PDFs at the parametrization scale through suitable kernels K. In











where the kernels Kg1,∆Σ, Kg1,∆g, Kg1,+ take into account both the coefficient functions and Q
2
evolution. This way of expressing structure functions is amenable to numerical optimization,
because all kernels can then be precomputed and stored, and convolutions may be reduced to
matrix multiplications by projecting onto a set of suitable basis functions.







with ωD = 0.05 the probability that the deuteron is found in a D state. Under the assumption
of exact isospin symmetry, the expression of gn1 in terms of parton densities is obtained from
Eq. (4.6) by interchanging the up and down quark PDFs, which amounts to changing the sign of
∆T3. We will assume the values αs(M2Z) = 0.119 for the strong coupling constant and mc = 1.4
GeV and mb = 4.75 GeV for the charm and bottom quark masses respectively.
We have benchmarked our implementation of the evolution of polarized parton densi-
ties up to NLO by cross-checking against the Les Houches polarized PDF evolution bench-
mark tables [202].∗ These tables were obtained from a comparison of the HOPPET [203] and
PEGASUS [134] evolution codes, which are x−space and N−space codes respectively. In order
to perform a meaningful comparison, we use the so-called iterated solution of the N−space
evolution equations and use the same initial PDFs and running coupling as in [202]. The
relative difference εrel between our PDF evolution and the benchmark tables of Refs. [202] at
NLO in the ZM-VFNS are tabulated in Tab. 4.5 for various combinations of polarized PDFs:
the accuracy of our code is O(10−5) for all relevant values of x, which is the nominal accuracy
of the agreement between HOPPET and PEGASUS. Therefore, we can conclude that the accuracy
∗Note that in Ref. [202] the polarized sea PDFs are given incorrectly, and should be x∆u¯ =−0.045x0.3(1− x)7
and x∆d¯ =−0.055x0.3(1− x)7.
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x εrel(∆u−) εrel(∆d−) εrel(∆Σ) εrel(∆g)
10−3 1.110−4 9.210−5 9.910−5 1.110−4
10−2 1.410−4 1.910−4 3.510−4 9.310−5
0.1 1.210−4 1.610−4 5.410−6 1.710−4
0.3 2.310−6 1.110−5 7.510−6 1.710−5
0.5 5.610−6 9.610−6 1.610−5 2.510−5
0.7 1.210−4 9.210−7 1.610−4 7.810−5
0.9 3.510−3 1.110−2 4.110−3 7.810−3
Table 4.5: Percentage difference between FastKernel perturbative evolution of polarized PDFs and the
Les Houches benchmark tables [202] for different polarized PDF combinations at NLO in the ZM-VFNS.
of the polarized PDF evolution in the FastKernel framework is satisfactory for precision
phenomenology.
Finally, we include exactly all kinematic target mass corrections within the formalism
presented in Sec. 2.5. However, we notice that the numerical implementation of Eqs. (2.106) or
Eq. (2.108) is difficult, because of the presence of the first derivative of g1 in the correction
term. For this reason, we do not factorize TMCs into the hard kernels, as it was done in the
unpolarized case, where the first derivative of F1 does not appear [101]. Rather, we will include
target mass effects in an iterative way: we start by performing a fit in which we set M = 0 and
at each iteration of the minimization procedure the target mass corrected g1 structure function
is computed by means of Eqs. (2.106-2.108) using the g1 obtained in the previous minimization
step. We found that this strategy allows for convergence in a few minimization steps, hence
TMCs are properly included when the fit is stopped.
4.3 Fitting strategy
We will now discuss some details of the fitting strategy adopted in the NNPDFpol1.0 analysis.
In particular, we describe how PDFs are parametrized in terms of neural networks and how they
are trained to experimental data to obtain the optimal fit. The main steps of the minimization
strategy have been summarized in Sec. 3.2, and can be found in Ref. [104]. Here, we emphasize
some specific features which were introduced to deal with issues peculiar to the polarized case,
in particular with respect to the implementation of theoretical constraints.
4.3.1 Neural network parametrization
The four independent polarized PDF flavor combinations in the evolution basis, ∆Σ, ∆T3
and ∆T8, and the gluon ∆g are separately parametrized using a multi-layer feed-forward
neural network [108]. All neural networks have the same architecture, namely 2-5-3-1, which
corresponds to 37 free parameters for each PDF, and thus a total of 148 free parameters. This
is to be compared to about 10-15 free parameters for all other available determinations of
polarized PDFs within the standard methodology, see Sec. 3.1. This parametrization has been
explicitly shown to be redundant in the unpolarized case, in that results are unchanged when
a smaller neural network architecture is adopted: this ensures that results do not depend on
the architecture [108]. Given that polarized data are much less abundant and affected by much






Table 4.6: Ranges for the small and large x preprocessing exponents Eq. (4.11).
larger uncertainties than their unpolarized counterparts, this architecture is surely adequate in
the polarized case too.
The neural network parametrization is supplemented with a preprocessing function. In
principle, large enough neural networks can reproduce any functional form given sufficient
training time. However, the training can be made more efficient by adding a preprocessing step,
i.e. by multiplying the output of the neural networks by a fixed function. The neural network
then only fits the deviation from this function, which improves the speed of the minimization
procedure if the preprocessing function is suitably chosen. We thus write the input PDF basis
in terms of preprocessing functions and neural networks NN∆pdf as follows
∆Σ(x,Q20) = (1− x)m1x−n1NN∆Σ(x) ,
∆T3(x,Q20) = A3(1− x)m3x−n3NN∆T3(x) ,
∆T8(x,Q20) = A8(1− x)m8x−n∆T8 NN∆T3(x) , (4.10)
∆g(x,Q20) = (1− x)mgx−ngNN∆g(x) .
Of course, one should check that no bias is introduced in the choice of preprocessing
functions. To this purpose, we first select a reasonable range of values for the large and small-x
preprocessing exponents m and n, and produce a PDF determination by choosing for each
replica a value of the exponents at random with uniform distribution within this range. We then










where ∆ f =∆Σ, ∆T3, ∆T8, ∆g. Finally, we check that the range of variation of the preprocessing
exponents is wider than the range of effective exponents for each PDF. If it is not, we enlarge
the range of variation of preprocessing, then repeat the PDF determination, and iterate until
the condition is satisfied. This ensures that the range of effective large- and small-x exponents
found in the fit is not biased, and in particular not restricted, by the range of preprocessing
exponents. Our final values for the preprocessing exponents are summarized in Tab. 4.6, while
the effective exponents obtained in our fit will be discussed in Sect. 4.4.4. It is apparent
from Tab. 4.6 that the allowed range of preprocessing exponents is rather wider than in the
unpolarized case, as a consequence of the limited amount of experimental information.
The nonsinglet triplet and octet PDF combinations in the parametrization basis, Eq. (4.11),
∆T3 and ∆T8, are supplemented by a prefactor. This is because these PDFs must satisfy the
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The integrals are computed numerically each time the parameters of the PDF set are modified.
The values of a3 and a8 are chosen for each replica as Gaussianly distributed numbers, with
central value and width given by the corresponding experimental values, Eqs. (2.80)-(4.7).
4.3.2 Genetic algorithm minimization
As discussed at length in Ref. [101] and summarized in Sec. 3.2, minimization with a neural
network parametrization of PDFs must be performed through an algorithm which explores the
very wide functional space efficiently. This is done by means of a genetic algorithm, which is

















Here g(art)(k)I is the value of the observable gI at the kinematical point I corresponding to the
Monte Carlo replica k, and g(net)(k)I is the same observable computed from the neural network
PDFs; the covariance matrix (cov)IJ is defined in Eq. (4.1).
The minimization procedure we adopt follows closely that of Ref. [100], to which we refer
for a more general discussion. Minimization is perfomed by means of a genetic algorithm,
which minimizes the figure of merit, Eq. (4.14) by generating, at each minimization step, a
pool of new neural nets, obtained by randomly mutating the parameters of the starting set, and
retaining the configuration which corresponds to the lowest value of the figure of merit.
The parameters which characterize the behavior of the genetic algorithm are tuned in order
to optimize the efficiency of the minimization procedure. We essentially rely on previous
experience of the development of unpolarized NNPDF sets: in particular, the algorithm is
characterized by a mutation rate, which decreases as a function of the number of the algorithm
iterations Nite according to the law [101]





This way, in the early stages of the training large mutations are allowed, while they become less
likely as one approaches the minimum. The starting mutation rates are chosen to be larger for
PDFs which contain more information. We perform two mutations per PDF at each step, with
the starting rates given in Tab. 4.7. The exponent rη has been introduced in order to optimally
span the whole range of possible beneficial mutations and it is randomized between 0 and 1 at
each iteration of the genetic algorithm, as in Ref. [104].
Furthermore, following Ref. [104], we let the number of new candidate solutions depend
on the stage of the minimization. At earlier stages of the minimization, when the number of
generations is smaller than Nmut, we use a large population of mutants, Namut 1, so a larger
space of mutations is being explored. At later stages of the minimization, as the minimum is
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200 50 10 5000 2.5
Table 4.8: Values of the parameters of the genetic algorithm.





mut are collected in Tab. 4.8.
Because the minimization procedure stops the fit to all experiments at once, we must make
sure that the quality of the fit to different experiments is approximately the same. This is
nontrivial, because of the variety of experiments and data sets included in the fit. Therefore, the
figure of merit per data point for a given set is not necessarily a reliable indicator of the quality
of the fit to that set, because some experiments may have systematically underestimated or
overestimated uncertainties. Furthermore, unlike for unpolarized PDF fits, information on the
experimental covariance matrix is only available for a small subset of experiments, so for most
experiments statistical and systematic errors must be added in quadrature, thereby leading to
an overestimate of uncertainties: this leads to a wide spread of values of the figure of merit,
whose value depends on the size of the correlated uncertainties which are being treated as
uncorrelated.
A methodology to deal with this situation was developed in Ref. [104]. The idea is to first
determine the optimal value of the figure of merit for each experiment, i.e. a set of target values
E targi for each of the i experiments, then during the fit give more weight to experiments for
which the figure of merit is further away from its target value, and stop to train experiments
which have already reached the target value. This is done by minimizing, instead of the figure





















2. If E(k)i < E
targ
i , then p
(k)
i = 0 ,
with n a free parameter which essentially determines the amount of weighting. In the unpolar-
ized fits of Refs. [104, 106, 107, 110] the value n = 2 was used. Here instead we will choose
n= 3. This larger value, determined by trial and error, is justified by the wider spread of figures
of merit in the polarized case, which in turn is related to the absence of correlated systematics
for most experiments.
The target values E targi are determined through an iterative procedure: they are set to one
at first, then a very long fixed-length fit is run, and the values of Ei are taken as targets for a
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new fit, which is performed until stopping (according to the criterion to be discussed in the
following Section). The values of Ei at the end of this fit are then taken as new targets until
convergence is reached, usually after a couple iterations.
Weighted training stops after the first Nwtgen generations, unless the total error function
Eq. (4.14) is above some threshold E(k) ≥ Esw. If it is, weighted training continues until E(k)
falls below the threshold value. Afterwards, the error function is just the unweighted error
function Eq. (4.14) computed on experiments. This ensures that the figure of merit behaves
smoothly in the last stages of training. The values for the parameters Nwtgen and E
sw are also
given in Tab. 4.8.
4.3.3 Determination of the optimal fit
Because the neural network parametrization is extremely redundant, it may be able to fit not only
the underlying behavior of the PDFs, but also the statistical noise in the data. Therefore, the best
fit does not necessarily coincide with the absolute minimum of the figure of merit Eq. (4.14).
We thus determine the best fit, as in Refs. [100,101], using a cross-validation method [204]: for
each replica, the data are randomly divided in two sets, training and validation, which include a
fraction f ( j)tr and f
( j)
val = 1− f ( j)tr of the data points respectively. The figure of merit Eq. (4.14)
is then computed for both sets. The training figure of merit function is minimized through
the genetic algorithm, while the validation figure of merit is monitored: when the latter starts
increasing while the former still decreases, the fit is stopped. This means that the fit is stopped
as soon as the neural network is starting to learn the statistical fluctuations of the points, which
are different in the training and validation sets, rather than the underlying law which they share.
In the unpolarized fits of Refs. [100, 101, 104, 106, 107, 110] equal training and validation
fractions were uniformly chosen, f ( j)tr = f
( j)
val = 1/2. However, in this case we have to face the
problem that the number of data points is quite small: most experiments include about ten data
points (see Tab. 4.1). Hence, it is difficult to achieve a stable minimization if only half of them
are actually used for minimization, as we have explicitly verified. Therefore, we have chosen
to include 80% of the data in the training set, i.e. f ( j)tr = 0.8 and f
( j)
val = 0.2. We have explicitly
verified that the fit quality which is obtained in this case is comparable to the one achieved
when including all data in the training set (i.e. with f ( j)tr = 1.0 and f
( j)
val = 0.0), but the presence
of a nonzero validation set allows for a satisfactory stopping, as we have checked by explicit
inspection of the profiles of the figure of merit as a function of training time.
In practice, in order to implement cross-validation we must determine a stopping criterion,
namely, give conditions which must be satisfied in order for the minimization to stop. First,
we require that the weighted training stage has been completed, i.e., that the genetic algorithm
has been run for at least Nwtgen minimization steps. Furthermore, we check that all experiments
have reached a value of the figure of merit below a minimal threshold Ethr. Note that because
stopping can occur only after weighted training has been switched off, and this in turn only
happens when the figure of merit falls below the value Esw, the total figure of merit must be
below this value in order for stopping to be possible.





Ewt; tr,val(l) , (4.17)
of the figure of merit Eq. (4.16) for either the training or the validation set at the l-th genetic
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Nmaxgen Ethr Nsmear ∆smear δtr δval
20000 8 100 100 5 ·10−4 5 ·10−4
Table 4.9: Parameters for the stopping criterion.
minimzation step. The fit is then stopped if
rtr < 1−δtr and rval > 1+δval , (4.18)
where
rtr ≡ 〈Etr(i)〉〈Etr(i−∆smear)〉 , (4.19)
rval ≡ 〈Eval(i)〉〈Eval(i−∆smear)〉 . (4.20)
The parameter Nsmear determines the width of the moving average; the parameter ∆smear
determines the distance between the two points along the minimization path which are compared
in order to determine whether the figure of merit is increasing or decreasing; and the parameters
δtr, δval are the threshold values for the decrease of the training and increase of the validation
figure of merit to be deemed significant. The optimal value of these parameters should be
chosen in such a way that the fit does not stop on a statistical fluctuation, yet it does stop before
the fit starts overlearning (i.e. learning statistical fluctuation). As explained in Ref. [104], this
is done studying the profiles of the error functions for individual data set and for individual
replicas. In order to avoid unacceptably long fits, training is stopped anyway when a maximum
number of iterations Nmaxgen is reached, even though the stopping conditions Eqs. (4.18) are not
satisfied. This leads to a small loss of accuracy of the corresponding fits: this is acceptable
provided it only happens for a small enough fraction of replicas. If a fit stops at Nmaxgen without
the stopping criterion having been satisfied, we also check that the total figure of merit is below
the value Esw at which weighted training is switched off. If it hasn’t, we conclude that the
specific fit has not converged, and we retrain the same replica, i.e., we perform a new fit to the
same data starting with a different random seed. This only occurs in about one or two percent
of cases. The full set of parameters which determine the stopping criterion is given in Tab. 4.9.
An example of how the stopping criterion works in practice is shown in Fig. 4.3. We display
the moving averages Eq. (4.17) of the training and validation error functions 〈E(k)tr,val〉, computed
with the parameter settings of Tab. 4.9, and plotted as a function of the number of iterations
of the genetic algorithm, for a particular replica and for two of the experiments included in
the fit. The wide fluctuations which are observed in the first part of training, up to the Nwtgen-th
generation, are due to the fact that the weights which enter the definition of the figure of merit
Eq. (4.16) are frequently adjusted. Nevertheless, the downwards trend of the figure of merit is
clearly visible. Once the weighted training is switched off, minimization proceeds smoothly.
The vertical line denotes the point at which the stopping criterion is satisfied. Here, we have let
the minimization go on beyond this point, and we clearly see that the minimization has entered
an overlearning regime, in which the validation error function E(k)val is rising while the training
E(k)tr is still decreasing. Note that the stopping point, which in this particular case occurs at
Nstopgen = 5794, is determined by verifying that the stopping criteria are satisfied by the total
figure of merit, not that of individual experiments shown here. The fact that the two different
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Figure 4.3: Behaviour of the moving average Eq. (4.17) of the training and validation figure of merit for
two different data sets included in a global fit (COMPASS-P and HERMES) as a function of training length.
The straight vertical line indicates the point at which the fit stops with the stopping parameters of Tab. 4.9.
The weighted training is switched off at Nwtgen = 5000.
experiments considered here both start overlearning at the same point shows that the weighted
training has been effective in synchronizing the fit quality for different experiments.
4.3.4 Theoretical constraints
Polarized PDFs are only loosely constrained by data, which are scarce and not very accurate.
Theoretical constraints are thus especially important in reducing the uncertainty on the PDFs.
We consider in particular positivity and integrability.
Positivity of the individual cross-sections which enter the polarized asymmetries Eq. (2.83)
implies that, up to power-suppressed corrections, longitudinal polarized structure functions are
bounded by their unpolarized counterparts, i.e.
|g1(x,Q2)| ≤ F1(x,Q2) . (4.21)
At leading order, structure functions are proportional to parton distributions, so imposing
Eq. (4.21) for any process (and a similar condition on an asymmetry which is sensitive to
polarized gluons [205]), would imply
|∆ fi(x,Q2)| ≤ fi(x,Q2) (4.22)
for any pair of unpolarized and polarized PDFs f and ∆ f , for all quark flavors and gluon i,
for all x, and for all Q2. Beyond leading order, the condition Eq. (4.21) must still hold, but it
does not necessarily imply Eq. (4.22). Rather, one should then impose at least a number of
conditions of the form of Eq. (4.21) on physically measurable cross-sections which is equal to
the number of independent polarized PDFs. For example, in principle one may require that the
condition Eq. (4.21) is separately satisfied for each flavor, i.e. when only contributions from the
i-th flavor are included in the polarized and unpolarized structure function: this corresponds to
requiring positivity of semi-inclusive structure functions which could in principle be measured
(and that fragmentation effects cancel in the ratio). A condition on the gluon can be obtained
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by imposing positivity of the polarized and unpolarized cross-sections for inclusive Higgs
production in gluon-proton scattering [205], again measurable in principle if not in practice.
Because g1/F1 ∼ x as x→ 0 [206], the positivity bound Eq. (4.21) is only significant at
large enough x & 10−2. On the other hand, at very large x the NLO corrections to the LO
positivity bound become negligible [205,207]. Therefore, the NLO positivity bound in practice
only differs from its LO counterpart Eq. (4.22) in a small region 10−2 . x . 0.3, and even
there by an amount of rather less that 10% [205], which is negligible in comparison to the size
of PDF uncertainties, as we shall see explicitly in Sec. 4.4.
Therefore, we will impose the leading-order positivity bound Eq. (4.22) on each flavor
combination ∆qi+∆q¯i and on the gluon ∆g (denoted as ∆ fi below). We do this by requiring
|∆ fi(x,Q2)| ≤ fi(x,Q2)+σi(x,Q2) , (4.23)
where σi(x,Q2) is the uncertainty on the corresponding unpolarized PDF combination fi(x,Q2)
at the kinematic point (x,Q2). This choice is motivated by two considerations. First, it is clearly
meaningless to impose positivity of the polarized PDF to an accuracy which is greater than
that with which the unpolarized PDF has been determined. Second, because the unpolarized
PDFs satisfy NLO positivity, they can become negative and thus they may have nodes. As a
consequence, the LO bound Eq. (4.22) would imply that the polarized PDF must vanish at the
same point, which would be clearly meaningless.
As in Ref. [104] positivity is imposed during the minimization procedure, thereby guaran-
teeing that the genetic algorithm only explores the subspace of acceptable physical solutions.
This is done through a Lagrange multiplier λpos, i.e. by computing the polarized PDF at Ndat,pos









[∣∣∣∆ f (net)(k)j (xp,Q20)∣∣∣− ( f j +σ j)(xp,Q20)]
×
[∣∣∣∆ f (net)(k)j (xp,Q20)∣∣∣− ( f j +σ j)(xp,Q20)]
}
. (4.24)
This provides a penalty, proportional to the violation of positivity, which enforces Eq. (4.23)
separately for all the non-zero quark-antiquark combinations. The values of the unpolarized
PDF combination f j(x,Q2) and its uncertainty σ j(x,Q2) are computed using the NNPDF2.1
PDF set at NLO [106], while ∆ f (net)(k)j is the corresponding polarized PDF computed from the
neural network parametrization for the k-th replica. The polarized and unpolarized PDFs are
evaluated at Ndat,pos = 20 points with x equally spaced in the interval
x ∈ [10−2,0.9] . (4.25)
Positivity is imposed at the initial scale Q20 = 1 GeV
2 since once positivity is enforced at low
scales, it is automatically satisfied at larger scales [205, 207]. After stopping, we finally test the
positivity condition Eq. (4.23) is satisfied on a grid of Ndat,pos = 40 points in the same intervals.
Replicas for which positivity is violated in one or more points are discarded and retrained.
In the unpolarized case, in which positivity only played a minor role in constraining PDFs,
a fixed value of the Lagrange multiplier λpos was chosen. In the polarized case it turns out to
be necessary to vary the Lagrange multiplier along the minimization. Specifically, we let{
λpos = λ
(Ngen−1)/(Nλmax−1)
max Ngen < Nλmax
λpos = λmax Ngen ≥ Nλmax .
(4.26)
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This means that the Lagrange multiplier increases as the minimization proceeds, starting from
λpos = 1, at the first minimization step, Ngen = 1, up to λpos = λmax 1 when Ngen = Nλmax .
After Nλmax generations λpos is then kept constant to λmax. The rationale behind this choice is
that the genetic algorithm can thus learn experimental data and positivity at different stages
of minimization. During the early stages, the contribution coming from the modified error
function Eq. (4.24) is negligible, due to the moderate value of the Lagrange multiplier; hence,
the genetic algorithm will mostly learn the basic shape of the PDF driven by experimental data.
As soon as the minimization proceeds, the contribution coming from the Lagrange multiplier
increases, thus ensuring the proper learning of positivity: at this stage, most of the replicas
which will not fulfill the positivity bound will be discarded.
The final values of Nλmax = 2000 and λmax = 10 have been determined as follows. First of
all, we have performed a fit without any positivity constraint and we have observed that data
were mostly learnt in about 2000 generations: hence we have taken this value for Nλmax . Then
we have tried different values for λmax until we managed to reproduce the same χ2 obtained
in the previous, positivity unconstrained, fit. This ensures that positivity is not learnt to the
detriment of the global fit quality.
Notice that the value of λmax is rather small if compared to the analogous Lagrange
multiplier used in the unpolarized case [106]. This depends on the fact that, in this latter
case, positivity is learnt at the early stages of minimization, when the error function can be
much larger than its asymptotic value: a large Lagrange multiplier is then needed to select
the best replicas. Also, unpolarized PDFs are quite well constrained by data and positivity is
almost automatically fulfilled, except in some restricted kinematic regions; only a few replicas
violate positivity and need to be penalized. This means that the behavior of the error function
Eq. (4.14), which governs the fitting procedure, is essentially dominated by data instead of
positivity.
In the polarized case, instead, positivity starts to be effectively implemented only after some
minimizaton steps, when the error function has already decreased to a value of a few units.
Furthermore, we have checked that, at this stage, most of replicas slightly violate the positivity
condition Eq. (4.23): thus, a too large value of the Lagrange multiplier on the one hand would
penalize replicas which are good in reproducing experimental data and only slightly worse in
reproducing positivity; on the other, it would promote replicas which fulfill positivity but whose
fit to data is quite bad. As a consequence of this behavior, the convergence of the minimization
algorithm would be harder to reach. We also verified that, using a value for the Lagrange
multiplier up to λpos = 100 leads to no significant improvement neither in the fulfillment of
positivity requirement nor in the fit quality. We will show in detail the effects of the positivity
bound Eq. (4.23) on the fitted replicas and on polarized PDFs in Sect. 4.4.
Finally, we impose that PDFs are integrable, i.e. that they have finite first moments. This
corresponds to the assumption that the nucleon matrix element of the axial current for the i-th
flavor is finite. The integrability condition is imposed by computing at each minimization step




dx ∆qi(x,Q20) ∆qi = ∆Σ,∆g,∆T3,∆T8 (4.27)
with x1 and x2 chosen in the small x region, well below the data points, and verifying that in




〈E〉±σE 1.82 ± 0.18
〈Etr〉±σEtr 1.66 ± 0.49
〈Eval〉±σEval 1.88 ± 0.67
〈TL〉±σTL 6927 ± 3839
〈χ2(k)〉±σχ2 0.91 ± 0.12
Table 4.10: Statistical estimators for NNPDFpol1.0 with Nrep = 100 replicas.







with x1 < x′1. Mutations which do not satisfy the condition are rejected during the minimization
procedure. In our default fit, we chose x1 = 10−5, x′1 = 2 ·10−5 and x2 = 10−4.
4.4 Results
In this Section, we present the first determination of a polarized PDF set based on the NNPDF
methodology, NNPDFpol1.0. We will first illustrate the statistical features of our PDF fit, then
compare the PDFs in our set to those from other recent determinations introduced in Sec. 3.3.
We will also discuss the stability of our results upon the variation of several theoretical and
methodological assumptions, namely the treatment of target mass corrections, the use of sum
rules to fix the nonsinglet axial charges, the effect of positivity constraints on polarized PDFs,
and impact of preprocessing of neural networks on small- and large-x PDF behavior.
4.4.1 Statistical features
The statistical features of the NNPDFpol1.0 analysis are summarized in Tabs. 4.10-4.11, for
the full data set and for individual experiments and sets respectively. The mean value of the
error function, Eq. (4.14), 〈E〉, shown in the tables both for the total, training and validation
data sets is the figure of merit for the quality of the fit of each PDF replica to the corresponding
data replica. The quantity which is actually minimized during the neural network training
is this figure of merit for the training set, supplemented by weighting in the early stages of
training according to Eq. (4.16) and by a Lagrange multiplier to enforce positivity according to
Eq. (4.24). In the table we also show the average over all replicas, 〈χ2(k)tot 〉, of χ2(k)tot computed
for the k-th replica, which coincides with the figure of merit Eq. (4.16), but with the data replica
g(art)(k)I replaced by the experimental data g
(dat)
I . We finally show χ
2
tot, which coincides with
the figure of merit Eq. (4.16), but again with g(art)(k)I replaced by g
(dat)
I , and also with g
(net)(k)
I
replaced by 〈g(net)(k)I 〉, i.e. the average of the observable over replicas, which provides our best
prediction. The average number of iterations of the genetic algorithm at stopping, 〈TL〉, is also
given in this table.
The distribution of χ2(k), E(k)tr , and training lengths among the Nrep = 100 replicas are
shown in Fig. 4.4 and Fig. 4.5 respectively. Note that the latter has a long tail which causes
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Experiment Set χ2tot 〈E〉±σE
EMC 0.44 1.54 ± 0.64
EMC-A1P 0.44 1.54 ± 0.64
SMC 0.93 1.93 ± 0.51
SMC-A1P 0.40 1.44 ± 0.54
SMC-A1D 1.46 2.42 ± 0.82
SMClowx 0.97 1.90 ± 0.67
SMClx-A1P 1.40 2.32 ± 1.13
SMClx-A1D 0.53 1.48 ± 0.69
E143 0.64 1.68 ± 0.29
E143-A1P 0.43 1.49 ± 0.34
E143-A1D 0.88 1.90 ± 0.45
E154 0.40 1.69 ± 0.61
E154-A1N 0.40 1.69 ± 0.61
E155 0.89 1.96 ± 0.36
E155-G1P 0.89 2.00 ± 0.51
E155-G1N 0.88 1.93 ± 0.47
COMPASS-D 0.65 1.72 ± 0.53
CMP07-A1D 0.65 1.72 ± 0.53
COMPASS-P 1.31 2.38 ± 0.72
CMP10-A1P 1.31 2.38 ± 0.72
HERMES97 0.34 1.37 ± 0.69
HER97-A1N 0.34 1.37 ± 0.69
HERMES 0.79 1.79 ± 0.30
HER-A1P 0.44 1.49 ± 0.39
HER-A1D 1.13 2.09 ± 0.50
Table 4.11: Same as Tab. 4.10 but for individual experiments.
an accumulation of points at the maximum training length, Nmaxgen . This means that there is a
fraction of replicas that do not fulfill the stopping criterion. This may cause a loss in accuracy
in outlier fits, which however make up fewer than 10% of the total sample.
The features of the fit can be summarized as follows:
• The quality of the central fit, as measured by its χ2tot = 0.77, is good. However, this value
should be taken with care in view of the fact that uncertainties for all experiments but two
are overestimated because the covariance matrix is not available and thus correlations
between systematics cannot be properly accounted for. This explains the value lower
than one for this quantity, which would be very unlikely if it had included correlations.
• The values of χ2tot and 〈E〉 differ by approximately one unit. This is due to the fact that
replicas fluctuate within their uncertainty about the experimental data, which in turn
are Gaussianly distributed about a true value [120]: it shows that the neural network
is correctly reproducing the underlying law thus being closer to the true value. This is
confirmed by the fact that 〈χ2(k)〉 is of order one.
• The distribution of χ2 for different experiments (also shown as a histogram in Fig. 4.6)
shows sizable differences, and indeed the standard deviation (shown as a dashed line in
the plot) about the mean (shown as a solid line) is very large. This can be understood as
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Figure 4.4: Distribution of χ2(k) and E(k)tr over the sample of Nrep = 100 replicas.
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Figure 4.5: Distribution of training lengths over the sample of Nrep = 100 replicas.
a consequence of the lack of information on the covariance matrix: experiments where
large correlated uncertainties are treated as uncorrelated will necessarily have a smaller
value of the χ2.
The NNPDFpol1.0 parton distributions, computed from a set of Nrep = 100 replicas, are
displayed in Fig. 4.7 at the input scale Q20 = 1 GeV
2, in the PDF parametrization basis as a
function of x both on a logarithmic and linear scale. In Figs. 4.8-4.9 the same PDFs are plotted
in the flavor basis, and compared to other available NLO PDF sets: BB10 [76] and AAC08 [73]
in Fig. 4.8, and DSSV08 [75] in Fig. 4.9. We do not show a direct comparison to the LSS10 [77]
nor JAM13 [78] PDF sets because they are not publicly available. We remind from Sec. 3.3 that
all these parton determinations are based on somewhat different data sets. For instance, BB10
contains purely DIS data and AAC08 contains DIS data supplemented by a few high-pT -pi0
production data from RHIC: hence they are closely comparable to our PDF determination.
Instead, the DSSV08 determination includes, on top of DIS data, polarized jet production data,
and, more importantly, a large amount of semi-inclusive DIS data which in particular allow for
quark-antiquark separation and a more direct handle on strangeness. In these plots, NNPDF
uncertainties correspond to the nominal 1-σ error bands, while for other PDF sets they are
Hessian uncertainties corresponding to the default value assumed in each analysis. We remind
from Sec. 3.3 that it is assumed to be T = 12.95 for AAC08, while T = 1 for all other PDF sets.

































































Figure 4.6: Value of the χ2 per data point for the data sets included in the NNPDFpol1.0 reference fit,
listed in Tab. 4.11. The horizontal line is the unweighted average of these χ2 over the data sets and the
black dashed lines give the one-sigma interval about it.
The main conclusions of this comparison can be summarized as follows.
• The central values of the ∆u+∆u¯ and the ∆d+∆d¯ PDF combinations are in reasonable
agreement with those of other parton sets. The NNPDFpol1.0 results are in best agree-
ment with DSSV08, in slightly worse agreement with AAC08, and in worst agreement
with BB10. Uncertainties on these PDFs are generally slightly larger for NNPDFpol1.0
than for other sets, especially DSSV08, which however is based on a much wider data set.
• The NNPDFpol1.0 determination of ∆s+∆s¯ is affected by a much larger uncertainty
than BB10 and AAC08, for almost all values of x. Overall, the AAC08 and BB10 total
strange distributions fall well within the NNPDFpol1.0 uncertainty band.
• The NNPDFpol1.0 determination of total strangeness, ∆s+∆s¯ is inconsistent at the two
sigma level in the medium-to-small x ∼ 0.1 region with DSSV08, which is also rather
more accurate. However, we notice that total strangeness is constrained in the two
analyses by rather different experimental information. In NNPDFpol1.0, it is determined
through its Q2 evolution at different scales together with fixing the first moments of
the nonsinglet PDF combinations to the baryonic octet decay constants. Conversely, in
DSSV08 the total strangeness is mostly determined from semi-inclusive data with strange
hadrons in the final states. Hence, the flavor combination ∆s+∆s¯ is also sensitive to the
corresponding fragmentations functions. Since these are poorly known, especially for
strange hadrons (namely kaons), the result obtained in the DSSV08 analysis is likely to
be biased by the form assumed for the fragmentation funcions.
• The gluon PDF is affected by a large uncertainty, rather larger than any other set,
especially at small x. In particular, the NNPDFpol1.0 polarized gluon distribution is
4.4. RESULTS 69
x









































































































Figure 4.7: The NNPDFpol1.0 parton distributions at Q20 = 1 GeV
2 in the parametrization basis plotted
as a function of x, on a logarithmic (left) and linear (right) scale.
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Figure 4.8: he NNPDFpol1.0 parton distributions at Q20 = 1 GeV
2 in the flavor basis plotted as a function
of x, on a logarithmic (left) and linear (right) scale and compared to BB10 and AAC08 parton sets.
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Figure 4.9: Same as Fig. 4.8, but compared to DSSV08 parton set.
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Figure 4.10: The proton, neutron and deuteron polarized structure function g1(x,Q2) as functions of Q2
in different bins of x compared to experimental data. Experimental data are grouped in bins of x, while
NNPDFpol1.0 results are given at the center of each bin, whose value is given next to each curve. In order
to improve legibility, the values of g1(x,Q2) have been shifted by the amount given next to each curve.
compatible with zero for all values of x. At 0.04. x. 0.2, the gluon determination in
the DSSV08 parton set benefits from sensitivity to pion and jet production data, which
are not included in the other determinations.
• Uncertainties on the PDFs in the regions where no data are available tend to be larger
than those of other sets. At very large values of x the PDF uncertainty band is largely
determined by the positivity constraint, while at small values of x it is prevented to blow
up arbitrarily by demanding the integrability of its first moment.
In Fig. 4.10 we compare the structure function g1(x,Q2) for proton and neutron, computed
using NNPDFpol1.0 (with its one-sigma uncertainty band) to the experimental data included
in the fit. Experimental data are grouped in bins of x with a logarithmic spacing, while
the theoretical prediction and its uncertainty are computed at the central value of each bin.
The uncertainty band in the NNPDFpol1.0 result is typically smaller than the experimental
errors, except at small-x where a much more restricted data set is available; in that region, the
uncertainties are comparable. Scaling violations of the polarized structure functions are clearly
visible, especially for gp1 , despite the limited range in Q
2.
4.4.2 Stability of the results
Our results have been obtained with a number of theoretical and methodological assumptions,
discussed in Sects. 4.2-4.3. We will now test their stability upon variation of these assumptions.
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Fit NNPDFpol1.0 g2 = gWW2 NNPDFpol1.0 M = 0 NNPDFpol1.0 g2 = 0
χ2tot 0.77 0.78 0.75
〈E〉±σE 1.82 ± 0.18 1.81 ± 0.16 1.83 ± 0.15
〈Etr〉±σEtr 1.66 ± 0.49 1.62 ± 0.50 1.70 ± 0.38
〈Eval〉±σEval 1.88 ± 0.67 1.84 ± 0.70 1.96 ± 0.56
〈χ2(k)〉±σχ2 0.91 ± 0.12 0.90 ± 0.09 0.86 ± 0.09
Table 4.12: The statistical estimators of Tab. 4.10 (obtained assuming g2 = gWW2 ) compared to a fit with
M = 0 or with g2 = 0.
Target-mass corrections and g2.
We have consistently included in our determination of g1 corrections suppressed by powers
of the nucleon mass which are of kinematic origin. Thus in particular, we have included
target-mass corrections (TMCs) up to first order in M2/Q2. Furthermore, both TMCs and the
relation between the measured asymmetries and the structure function g1 involve contributions
to the structure function g2 proportional to powers of M2/Q2 which we include according
to Eq. (2.97) or Eq. (2.98) (see the discussion in Sect. 2.5). Our default PDF set is obtained
assuming that g2 is given by the Wandzura-Wilczek relation, Eq. (2.102).
In order to assess the impact of these assumptions on our results, we have performed
two more PDF determinations. In the first, we set M = 0 consistently everywhere, both in
the extraction of the structure functions from the asymmetry data and in our computation of
structure functions. This thus removes TMCs, and also contributions proportional to g2. In the
second, we retain mass effects, but we assume g2 = 0.
The statistical estimators for each of these three fits over the full data set are shown in
Tab. 4.12. Clearly, all fits are of comparable quality.
Furthermore, in Fig. 4.11 we compare the PDFs at the initial scale Q20 determined in these
fits to our default set: differences are hardly visible. This comparison can be made more
quantitative by using the distance d(x,Q2) between different fits, as defined in Appendix A (see
also Appendix A of Ref. [104]). The distance is defined in such a way that if we compare two
different samples of Nrep replicas each extracted from the same distribution, then on average
d = 1, while if the two samples are extracted from two distributions which differ by one
standard deviation, then on average d =
√
Nrep (the difference being due to the fact that the
standard deviation of the mean scales as 1/
√
Nrep).
The distances d(x,Q2) between central values and uncertainties of the three fits of Tab. 4.12
are shown in Fig. 4.12. They never exceed d = 4, which means less than half a standard
deviation for Nrep = 100. It is interesting to observe that distances tend to be larger in the
large-x region, where the expansion in powers of M2/Q2 is less accurate, and the effects of
dynamical higher twists can become relevant. It is reassuring that even in this region the
distances are reasonably small.
We conclude that inclusive DIS data, with our kinematic cuts, do not show sensitivity to
finite nucleon mass effects, neither in terms of fit quality, nor in terms of the effect on PDFs.
Sum rules
Our default PDF fit is obtained by assuming that the triplet axial charge a3 is fixed to its value
extracted from β decay, Eq. (2.80), and that the octet axial charge a8 is fixed to the value of
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Figure 4.11: Comparison between the default NNPDFpol1.0 PDFs (labeled as g2 = gWW2 in the plot),
PDFs with M = 0 (labeled as noTMCs in the plot) and PDFs with g2 = 0; each corresponds to the
statistical estimators of Tab. 4.12.
Fit free a3 a8 Eq. (2.80)
χ2tot 0.79 0.77
〈E〉±σE 1.84 ± 0.19 1.86 ± 0.19
〈Etr〉±σEtr 1.73 ± 0.41 1.66 ± 0.53
〈Eval〉±σEval 1.93 ± 0.58 1.87 ± 0.71
〈χ2(k)〉±σχ2 0.93 ± 0.12 0.92 ± 0.15
Table 4.13: The statistical estimators of Tab. 4.10, but for fits in which the triplet sum rule is not imposed
(free a3) or in which the octet sum rule is imposed with the smaller uncertainty Eq. (2.80).
a8 determined from baryon octet decays, but with an inflated uncertainty in order to allow for
SU(3) violation, Eq. (4.7). As discussed after Eq. (4.13) uncertainties on them are included by
randomizing their values among replicas.
In order to test the impact of these assumptions, we have produced two more PDF determi-
nations. In the first, we have not imposed the triplet sum rule, so in particular a3 is free and
determined by the data, instead of being fixed to the value Eq. (2.80). In the second, we have

















































































































Figure 4.12: Distances between each pair of the three sets of PDFs shown in Fig. 4.11.
The statistical estimators for the total data set for each of these fits are shown in Tab. 4.13.
Here too, there is no significant difference in fit quality between these fits and the default. The
distances between PDFs in the default and the free a3 fits are displayed in Fig. 4.13. As one
may expect, only the triplet is affected significantly: the central value is shifted by about d ∼ 5,
i.e. about half-σ , in the region x∼ 0.3, where x∆T3 has a maximum, and also around x∼ 0.01.
The uncertainties on the PDFs are very similar in both cases for all PDFs, except ∆T3 at small-x:
in this case, removing the a3 sum rule results in a moderate increase of the uncertainties; the
effect of removing a3 is otherwise negligible. The singlet and triplet PDFs for these two fits
































NNPDFpol1.0: fixed vs fitted a
Figure 4.13: Distances between PDFs (central values and uncertainties) for the default fit, with a3 fixed,
and the fit with free a3, computed using Nrep = 100 replicas from each set.
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Figure 4.14: Comparison of the singlet and triplet PDFs for the default fit, with a3 fixed, and the fit with
free a3.
are compared in Fig. 4.14.
The distances between the default and the fit with the smaller uncertainty on a8 are shown
in Fig. 4.15. In this case, again as expected, the only effect is on the ∆T8 uncertainty, which
changes in the region 10−2 . x. 10−1 by up to d ∼ 6 (about half a standard deviation): if a
more accurate value of a8 is assumed, the determined ∆T8 is correspondingly more accurate.
Central values are unaffected. The singlet and octet PDFs for this fit are compared to the default
in Fig. 4.16. We conclude that the size of the uncertainty on ∆T8 has a moderate effect on our
fit; on the other hand it is clear that if the octet sum rule were not imposed at all, the uncertainty
on the octet and thus on strangeness would increase very significantly, as we have checked
explicitly. We conclude that our fit results are quite stable upon variations of our treatment of

































NNPDFpol1.0: 3% vs 30% uncertainty on a
Figure 4.15: Distances between PDFs (central values and uncertainties) for the default fit, with a8
Eq. (4.7), and the fit with the value of a8 with smaller uncertainty, Eq. (2.80).
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Figure 4.16: Comparison of the singlet and octet PDFs for the default fit, with a8 Eq. (4.7), and the fit
with the value of a8 with smaller uncertainty, Eq. (2.80).
4.4.3 Positivity
As discussed in Sect. 4.3, positivity of the individual cross-sections entering the polarized
asymmetries Eq. (2.83) has been imposed at leading order according to Eq. (4.23), using the
NLO NNPDF2.1 PDF set [106], separately for the lightest polarized quark PDF combinations
∆u+∆u¯, ∆d+∆d¯, ∆s+∆s¯ and for the polarized gluon PDF, by means of a Lagrange multiplier
Eq. (4.24). After stopping, positivity is checked a posteriori and replicas which do not satisfy it
are discarded and retrained.
In Fig. 4.17 we compare to the positivity bound for the up, down, strange PDF combinations
and gluon PDF a set of Nrep = 100 replicas obtained by enforcing positivity through a Lagrange
multiplier, but before the final, a posteriori check. Almost all replicas satisfy the constraint,
but at least one replica which clearly violates it for the total strangeness combination (and thus
will be discarded) is seen.
In order to assess the effect of the positivity constraints, we have performed a fit without
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Table 4.14: Ranges for the large-x preprocessing exponents Eq. (4.11) for the fit in which no positivity
is imposed. The small-x exponents are the same as in the baseline fit Tab. 4.6.
imposing positivity. Because positivity significantly affects PDFs in the region where no data
are available, and thus in particular their large-x behavior, preprocessing exponents for this
PDF determination had to be determined again using the procedure described in Sect. 4.3. The
values of the large x preprocessing exponents used in the fit without positivity are shown in
Tab. 4.14. The small x exponents are the same as in the baseline fit, Tab. 4.6.
The corresponding estimators are shown in Tab. 4.15. Also in this case, we see no significant
change in fit quality, with only a slight improvement in χ2tot when the constraint is removed.
This shows that our PDF parametrization is flexible enough to easily accommodate positivity.
On the other hand, clearly the positivity bound has a significant impact on PDFs, especially
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Fit NNPDFpol1.0 no positivity
χ2tot 0.72
〈E〉±σE 1.84 ± 0.22
〈Etr〉±σEtr 1.60 ± 0.20
〈Eval〉±σEval 2.07 ± 0.39
〈χ2(k)〉±σχ2 0.95 ± 0.16
Table 4.15: The statistical estimators of Tab. 4.10 for a fit without positivity constraints.
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Figure 4.18: The NNPDFpol1.0 PDFs with and without positivity constraints compared at the initial
parametrization scale Q20 = 1 GeV
2 in the flavor basis.
in the large-x region, as shown in Fig. 4.18, where PDFs obtained from this fit are compared
to the baseline. At small x, instead, the impact of positivity is moderate, because g1/F1 ∼ x
as x→ 0 [206] so there is no constraint in the limit. This in particular implies that there is no
significant loss of accuracy in imposing the LO positivity bound, because in the small x. 10−2
region, where the LO and NLO positivity bounds differ significantly [207] the bound is not
significant.
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4.4.4 Small- and large-x behavior and preprocessing
The asymptotic behavior of both polarized and unpolarized PDFs for x close to 0 or 1 is not
controlled by perturbation theory, because powers of ln 1x and ln(1− x) respectively appear
in the perturbative coefficients, thereby spoiling the reliability of the perturbative expansion
close to the endpoints. Non-perturbative effects are also expected to set in eventually (see
e.g. [206]). For this reason, our fitting procedure makes no assumptions on the large- and
small-x behaviors of PDFs, apart from the positivity and integrability constraints discussed in
the previous Section.
It is however necessary to check that no bias is introduced by the preprocessing. We do
this following the iterative method described in Sect. 4.3. The outcome of the procedure is the
set of exponents Eq. (4.11), listed in Tab. 4.6. The lack of bias with these choices is explicitly







ln(1− x) , (4.30)
∆q = ∆Σ, ∆g, ∆T3, ∆T8, for the default NNPDFpol1.0 Nrep = 100 replica set, at Q2 = Q20 = 1
GeV2, and compare them to the ranges of Tab. 4.6. It is apparent that as the endpoints x = 0
and x = 1 are approached, the uncertainties on both the small-x and the large-x exponents lie
well within the range of the preprocessing exponents for all PDFs, thus confirming that the
latter do not introduce any bias.
4.5 Polarized nucleon structure
We use the NNPDFpol1.0 parton set to compute the the first moments of the polarized PDFs.
These are the quantities of greatest physical interest, in that they are directly related to the
spin structure of the nucleon, as discussed in Chap. 2. We also assess whether the isotriplet
first moment determined within our parton set could provide an unbiased handle on the strong
coupling αs, via the Bjorken sum rule.
4.5.1 First moments
We have computed the first moments
〈∆ f (Q2)〉 ≡
∫ 1
0
dx∆ f (x,Q2) (4.31)
of each light polarized quark-antiquark, ∆u+∆u¯, ∆d+∆d¯, ∆s+∆s¯, and gluon, ∆g, distribution
using a sample of Nrep = 100 NNPDFpol1.0 PDF replicas. The histogram of the distribution of
first moments over the replica sample at Q20 = 1 GeV
2 are displayed in Fig. 4.20: they appear
to be reasonably approximated by a Gaussian.
The central value and one-sigma uncertainties of the quark-antiquark combination first
moments are listed in Tab. 4.16, while those of the singlet quark combination and the gluon are
given in Tab. 4.17. Results are compared to those from other parton sets, namely ABFR98 [67],
DSSV08 [75], AAC08 [73], BB10 [76] and LSS10 [77]. Results from other PDF sets are not
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Figure 4.19: The 68% confidence level of the distribution of effective small- and large-x exponents
Eqs. (4.29)-(4.30) for the default Nrep = 100 replica NNPDFpol1.0 set at Q20 = 1 GeV
2, plotted as a
functions of x. The range of variation of the preprocessing exponents of Tab. 4.6 is also shown in each
case (solid lines).
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Figure 4.20: Distribution of the first moments of ∆u+∆u¯ (top left), ∆d+∆d¯ (top right), ∆s+∆s¯ (bottom
left) and ∆g (bottom right) over a set of Nrep = 100 NNPDFpol1.0 PDF replicas.
〈∆u+∆u¯〉 〈∆d+∆d¯〉 〈∆s+∆s¯〉
cv exp th tot cv exp th tot cv exp th tot
NNPDFpol1.0 0.80 0.08 — 0.08 -0.46 0.08 — 0.08 -0.13 0.09 — 0.09
DSSV08 [74] 0.82 0.01 0.01 0.02 -0.45 0.01 0.04 0.04 -0.11 0.02 0.10 0.10
Table 4.16: First moments of the polarized quark distributions at Q20 = 1 GeV
2; cv denotes the central
value, while exp and th denote uncertainties (see text) whose sum in quadrature is given by tot.
available for all combinations and scales, because public codes only allow for the computation
of first moments in a limited x range, in particular down to a minimum value of x: hence we
must rely on published values for the first moments. In particular, the DSSV08 and AAC08
results are shown at Q20 = 1 GeV
2, while the BB10 and LSS10 results are shown at Q2 = 4
GeV2. For ease of reference, in Tab. 4.17 the NNPDFpol1.0 values for both scales are shown.
In order to compare the results for first moments shown in Tabs. 4.16-4.17, it should be
understood that the uncertainties shown, and sometimes also the central values, have somewhat
different meanings.
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〈∆Σ〉 〈∆g〉
cv exp th tot cv exp th tot
NNPDFpol1.0 (1GeV
2) 0.22 0.20 — 0.20 -1.2 4.2 — 4.2
(4GeV2) 0.18 0.20 — 0.20 -0.9 3.9 — 4.2
ABFR98 [67] 0.12 0.05 +0.19−0.12
+0.19
−0.13 1.6 0.4 0.8 0.9
DSSV08 [74] 0.26 0.02 0.13 0.13 -0.12 0.12 0.06 0.13
AAC08 [73] (positive) 0.26 0.06 — 0.06 0.40 0.28 — 0.28(node) 0.25 0.07 — 0.07 -0.12 1.78 — 1.78
BB10 [76] 0.19 0.08 0.23 0.24 0.46 0.43 0.004 0.43
LSS10 [77] (positive) 0.21 0.03 — 0.03 0.32 0.19 — 0.19(node) 0.25 0.04 — 0.04 -0.34 0.46 — 0.46
Table 4.17: Same as Tab. 4.16, but for the total singlet quark distribution and the gluon distribution.
The NNPDFpol1.0 results are shown both at Q20 = 1 GeV
2 and Q2 = 4 GeV2, the ABFR98, DSSV08 and
AAC08 results are shown at Q20 = 1 GeV
2, and the BB10 and LSS10 are shown at Q2 = 4 GeV2.
NNPDFpol1.0. The exp uncertainty, determined as the standard deviation of the replica
sample, is a pure PDF uncertainty: it includes the propagation of the experimental data
uncertainties and the uncertainty due to the interpolation and extrapolation.
ABFR98. The central values were obtained in the AB factorization scheme discussed in
Sec. 2.2.2. In this scheme, the first moment of the gluon coincides with that in the MS scheme
used in all other PDF fits presented here, and thus the corresponding value from Ref. [67] is
shown in Tab. 4.17. Conversely, the singlet first moments in the two schemes are different,
but are related by the simple relation Eq. (2.76). In Ref. [67] a value of the singlet axial
charge a0 in the limit of infinite Q2 was also given. In the MS, the singlet axial charge and
the first moment of ∆Σ coincide (see Sec. 2.2.2), hence we have determined 〈∆Σ〉 for ABFR98
by evolving down to Q2 = 1 GeV2 the value of a0(∞) given in Ref. [67], at NLO and with
αs(Mz) = 0.118 [208] (the impact of the αs uncertainty is negligible). We have checked that
the same result is obtained if a0 is computed as the appropriate linear combination of 〈∆Σ〉 in
the AB scheme and the first moment of ∆g, Eq. (2.72). In the ABFR98 study, the exp uncertainty
is the Hessian uncertainty on the best fit, and it thus includes the propagated data uncertainty.
The th uncertainty includes the uncertainty originated by neglected higher orders (estimated
by renormalization and factorization scale variations), higher twists, position of heavy quark
thresholds, value of the strong coupling, violation of SU(3), and finally uncertainties related to
the choice of functional form, estimated by varying the functional form. This latter source of
theoretical uncertainty corresponds to interpolation and extrapolation uncertainties which are
included in the exp for NNPDFpol1.0.
DSSV08, BB10. The central value is obtained by computing the first moment integral of the
best-fit with a fixed functional form restricted to the data region, and then supplementing it with
a contribution due to the extrapolation in the unmeasured, small-x, region. The exp uncertainty
in the table is the Hessian uncertainty given by DSSV08 or BB10 on the moment in the measured
region, and it thus includes the propagated data uncertainty. In both cases, we have determined
the th uncertainty shown in the table as the difference between the full first moment quoted
by DSSV08 or BB10, and the first moment in the measured region. It is thus the contribution
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from the extrapolation region, which we assume to be 100% uncertain. In both cases, we have
computed the truncated first moment in the measured region using publicly available codes,
and checked that it coincides with the values quoted by DSSV08 and BB10.
AAC08. The central value is obtained by computing the first moment integral of the best-fit
with a fixed functional form, and the exp uncertainty is the Hessian uncertainty on it. However,
AAC08 uses the tolerance [165] criterion for the determination of Hessian uncertainties, which
rescales the ∆χ2 = 1 region by a suitable factor, in order to effectively keep into account also
interpolation errors. Hence, the exp uncertainties include propagated data uncertainties, as well
as uncertainties on the PDF shape.
LSS10. The central value is obtained by computing the first moment of the best fit with a
fixed functional form, and the exp uncertainty is the Hessian uncertainty on it. Hence it includes
the propagated data uncertainty.
In all cases, the total uncertainty is computed as the sum in quadrature of the exp and
th uncertainties. Roughly speaking, for LSS10 this includes only the data uncertainties;
for DSSV08, and BB10 it also includes extrapolation uncertainties; for AAC08 interpolation
uncertainties; for NNPDFpol1.0 both extrapolation and interpolation uncertainties; and for
ABFR98 all of the above, but also theoretical (QCD) uncertainties. For LSS10 and AAC08, we
quote the results obtained from two different fits, both assuming positive- or node-gluon PDF:
their spread gives a feeling for the missing uncertainty due to the choice of functional form.
Remind that the AAC08 results correspond to their Set B which includes, besides DIS data, also
RHIC pi0 production data; the DSSV08 fit also includes, on top of these, RHIC jet data and
semi-inclusive DIS data; LSS10 includes, beside DIS, also semi-inclusive DIS data. All other
sets are based on DIS data only.
Coming now to a comparison of results, we see that for the singlet first moment 〈∆Σ〉
the NNPDFpol1.0 result is consistent within uncertainties with that of other groups. The
uncertainty on the NNPDFpol1.0 result is comparable, if somewhat larger, to that found
whenever the extrapolation uncertainty has been included. For individual quark flavors we find
excellent agreement in the central values obtained between NNPDFpol1.0 and DSSV08, see
Tab. 4.16; the NNPDFpol1.0 uncertainties are rather larger, but this could also be due to the
fact that the data set included in DSSV08 is sensitive to quark-antiquark separation.
For the gluon first moment 〈∆g〉, the NNPDFpol1.0 result is characterized by an uncertainty
which is much larger than that of any other determination: a factor of three or four larger
than ABFR98 and AAC08, ten times larger than BB10, and twenty times larger than DSSV08 and
LSS10. It is compatible with zero within this large uncertainty. We have seen that for the quark
singlet, the NNPDFpol1.0 uncertainty is similar to that of groups which include an estimate of
extrapolation uncertainties. In order to assess the impact of the extrapolation uncertainty for
the gluon, we have computed the gluon first moment truncated in the region x ∈ [10−3,1]:∫ 1
10−3
dx∆g(x,Q2 = 1GeV2) =−0.26±1.19, (4.32)
to be compared with the result of Tab. 4.17, which is larger by almost a factor four.
We must conclude that the experimental status of the gluon first moment is still completely
uncertain, unless one is willing to make strong theoretical assumptions on the behavior of
the polarized gluon at small x, and that previous different conclusions were affected by a
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significant underestimate of the impact of the bias in the choice of functional form, in the
data and especially in the extrapolation region. Because of the large uncertainty related to the
extrapolation region, only low-x data can improve this situation, such as those which could be
collected at a high energy Electron-Ion Collider [128, 209], as we will show in Chap. 5.
4.5.2 The Bjorken sum rule




)−Γn1 (Q2)= 16∆CNS(αs(Q2))a3 (4.33)
potentially provides a theoretically very accurate handle on the strong coupling αs. We recall
that we have defined the first moment of the proton (neutron) structure function Γp,n1 (Q
2) in
Eq. (2.79), the first moment of the nonsinglet triplet PDF combination in the first relation of
Eqs. (2.75) and ∆CNS(αs(Q2)) is the first moment of the corresponding coefficient function,

















at a certain scale, the strong coupling can then be extracted from Eq. (4.33) using




at two scales, both
a3 and the value of αs can be extracted simultaneously.
In Ref. [210], a3 and αs where simultaneously determined from a set of nonsinglet truncated
moments, both the first and higher moments, by exploiting the scale dependence of the
latter [211], with the result a3 = 1.04±0.13 and αs(Mz) = 0.126+0.006−0.014, where the uncertainty
is dominated by the data, interpolation and extrapolation, but also includes theoretical QCD
uncertainties. In this reference, truncated moments were determined from a neural network
interpolation of existing data, sufficient for a computation of moments at any scale. However,
because the small-x behavior of the structure function is only weakly constrained by data, the
x→ 0 extrapolation was done by assuming a powerlike Regge behavior [212].
The situation within NNPDFpol1.0 can be understood by exploiting the PDF determination





dx∆T3(x,Q2) = 1.19±0.22. (4.35)
The uncertainty is about twice that of the determination of Ref. [210]. As mentioned, the
latter was obtained from a neural network parametrization of the data with no theoretical
assumptions, and based on a methodology which is quite close to that of the NNPDFpol1.0
PDF determination discussed here, the only difference being the assumption of Regge behavior
in order to perform the small-x extrapolation. This strongly suggests that, as in the case of the
gluon distribution discussed above, the uncertainty on the value Eq. (4.35) is dominated by the
small-x extrapolation.





Eq. (4.34) as a function of the lower limit of integration xmin at Q20 = 1 GeV
2,
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Eq. (4.34) plotted as a function of x for Q2 = 1
GeV2, for the fit with free a3 (left) and for the reference fit with a3 fixed to the value Eq. (2.80) (right). In
the left plot, the shaded band corresponds to the asymptotic value of the truncated sum rule, Eq. (4.36),
while in the right plot it corresponds to the experimental value Eq. (2.80).
which at NLO corresponds to the value of a3 given by Eq. (4.35). As a consistency check,
we also show the same plot for our baseline fit, in which a3 is fixed by the sum rule to the
value Eq. (2.80). It is clear that indeed the uncertainty is completely dominated by the small x
extrapolation.
We conclude that a determination of αs from the Bjorken sum rule is not competitive unless
one is willing to make assumptions on the small x behavior of the nonsinglet structure function
in the unmeasured region. Indeed, it is clear that a determination based on NNPDFpol1.0
would be affected by an uncertainty which is necessarily larger than that found in Ref. [210],
which is already not competitive. The fact that a determination of αs from the Bjorken sum
rule is not competitive due to small x extrapolation ambiguities was already pointed out in
Ref. [67], where values of a3 and αs similar to those of Ref. [210] were obtained.
5
Polarized Parton Distributions
at an Electron-Ion Collider
In this Chapter we investigate the potential impact of inclusive DIS data from a future Electron-
Ion Collider (EIC) on the determination of polarized parton distributions. After briefly motivat-
ing our study in Sec. 5.1, we illustrate in Sec. 5.2 which EIC pseudodata sets we use in our
analysis and in Sec. 5.3 how the fitting procedure described in Sec. 4.3 needs to be optimized.
Resulting PDFs are presented in Sec. 5.4, and they are compared to NNPDFpol1.0 throughout.
Finally, in Sec. 5.5 we reassess the computation of their first moments and we give an estimate
of the charm contribution to the g1 structure function. The analysis presented in this Chapter is
mostly based on Ref. [117].
5.1 Motivation
As already noticed several times in this Thesis, the bulk of experimental information on
longitudinally polarized proton structure comes from inclusive neutral-current DIS, which
allows one to obtain information on the light quark-antiquark combinations ∆u+∆u¯, ∆d+∆d¯,
∆s+∆s¯ and on the gluon distribution ∆g. However, presently available DIS data covers only a
small kinematic region of momentum fractions and energies (x,Q2), as shown in fig. 4.1. On the
one hand, the lack of experimental information for x. 10−3 prevents a reliable determination
of polarized PDFs at small-x. Hence, their first moments will strongly depend on the functional
form one assumes for PDF extrapolation to the unmeasured x region. On the other hand, the
gluon PDF, which is determined by scaling violations, is only weakly constrained, due to the
small lever-arm in Q2 of the experimental data. Both these limitations were emphasized in
Chap. 4, when we have presented the first unbiased set of polarized PDFs, NNPDFpol1.0.
For these reasons, despite many efforts, both experimental and theoretical, the size of the
polarized gluon contribution to the nucleon spin is still largely uncertain, as demonstrated in
Sec. 4.5 and in Ref. [187]. In Sec. 3.1, we mentioned that other processes, receiving leading
partonic contributions from gluon-initiated suprocesses, may provide direct information on the
polarized gluon PDF. They include open-charm photoproduction data from COMPASS [213]
and polarized hadron collider measurements from RHIC [214–218], specifically semi-inclusive
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particle and jet production data. We explicitely assess their impact on the determination of ∆g
in Chap. 6, but we note here that all these data are restricted to the medium- and large-x region.
An Electron-Ion Collider (EIC) [128, 209, 219], with polarized lepton and hadron beams,
would allow for a widening of the kinematic region comparable to the one achieved in the
unpolarized case with the DESY-HERA experiments H1 and ZEUS [220]. Note that a Large
Hadron-electron Collider (LHeC) [221] would not have the option of polarizing the hadron
beam. The potential impact of the EIC on the knowledge of the nucleon longitudinal spin
structure has been quantitatively assessed in a recent study [222], in which projected neutral-
current inclusive DIS and semi-inclusive DIS (SIDIS) artificial data were added to the DSSV+
polarized PDF determination [187]; this study was then extended by also providing an estimate
of the impact of charged-current inclusive DIS pseudo-data on the polarized quark-antiquark
separation in Ref. [223]. In view of the fact that a substantially larger gluon uncertainty is
found in NNPDFpol1.0 in comparison to previous PDF determinations [73, 75–77], it is worth
repeating the study of the impact of EIC data, but now using NNPDF methodology. This is the
goal of the study in the present Chapter.
5.2 Inclusive DIS pseudodata from an Electron-Ion Collider
The realization of an EIC has been proposed for two independent designs so far: the electron
Relativistic Heavy Ion Collider (eRHIC) at Brookhaven National Laboratory (BNL) [224] and
the Electron Light Ion Collider (ELIC) at Jefferson Laboratory (JLab) [225]. In both cases, a
staged upgrade of the existing facilities has been planned [128, 209, 219], so that an increased
center-of-mass energy would be available at each stage. Concerning the eRHIC option of an
EIC [224], first measurements would be taken by colliding the present RHIC proton beam of
energy Ep = 100−250 GeV with an electron beam of energy Ee = 5 GeV, while a later stage
envisages electron beams with energy up to Ee = 20 GeV.
In order to quantitatively assess the impact of future EIC measurements on the determination
of polarized PDFs, we have supplemented our QCD analysis presented in Chap. 4 and Ref. [116]
with DIS pseudodata from Ref. [222]. They consist of three sets of data points at different
possible eRHIC electron and proton beam energies, as discussed above. These pseudodata
were produced by running the PEPSI Monte Carlo (MC) generator [226], assuming momentum
transfer Q2 > 1 GeV2, squared invariant mass of the virtual photon-proton system W 2 > 10
GeV2 and fractional energy of the virtual photon 0.01 ≤ y ≤ 0.95; they are provided in five
(four) bins per logarithmic decade in x (Q2).
For each data set, the Q2 range spans the values from Q2min = 1.39 GeV
2 to Q2max = 781.2
GeV2, while the accessible values of momentum fraction x = Q2/(sy) depend on the available
center-of-mass energy,
√
s. In Tab. 5.1, we summarize, for each data set, the number of
pseudodata Ndat, the electron and proton beam energies Ee, Ep, the corresponding center-of-
mass energies
√
s, and the smallest and largest accessible value in the momentum fraction
range, xmin and xmax respectively.
The kinematic coverage of the EIC pseudodata is displayed in Fig. 5.1 together with
the fixed-target DIS data points dscussed in Chap. 4. The dashed regions show the overall
kinematic reach of the EIC data with the two electron beam energies Ee = 5 GeV or Ee = 20
GeV, corresponding to each of the two stages at eRHIC. It is apparent from Fig. 5.1 that
EIC data will extend the kinematic coverage significantly, even for the lowest center-of-mass
energy. In particular, hitherto unreachable small-x values, down to 10−4, will be attained,
thereby leading to a significant reduction of the uncertainty in the low-x extrapolation region.
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Experiment Set Ndat Ee×Ep [GeV]
√
s [GeV] xmin xmax 〈δg1〉
EIC EIC-G1P-1 56 5×100 44.7 8.2×10−4 0.51 0.010
EIC-G1P-2 63 5×250 70.7 3.2×10−4 0.51 0.032
EIC-G1P-3 61 20×250 141 8.2×10−5 0.32 0.042
Table 5.1: The three EIC pseudodata sets [222]. For each set we show the number of points Ndat, the
electron and proton beam energies Ee and Ep, the center-of-mass energy
√
s, the kinematic coverage in
the momentum fraction x, and the average absolute statistical uncertainty 〈δg1〉.
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Figure 5.1: Kinematic coverage in the (x,Q2) plane for the fixed-target experimental data included in
the NNPDFpol1.0 polarized parton fit [116] and the EIC pseudodata from [222]. The shaded bands show
the expected kinematic reach of each of the two EIC scenarios discussed in the text.
Furthermore, the increased lever-arm in Q2, for almost all values of x should allow for much
more stringent constraints on ∆g(x,Q2) from scaling violations.
The ratio g1(x,Q2)/F1(x,Q2) is provided in Ref. [222] as the inclusive DIS observable,
whose relation with the experimentally measured asymmetries was discussed in Sec. 2.4.
The generation of pseudodata assumes a “true” underlying set of parton distributions: in
Ref. [222] these are taken to be DSSV+ [187] and MRST [163] polarized and unpolarized PDFs
respectively. Uncertainties are then determined assuming an integrated luminosity of 10 fb−1,
which corresponds to a few months operations for the anticipated luminosities for eRHIC [224],
and a 70% beam polarization. Because the DSSV+ polarized gluon has rather more structure
than that of NNPDFpol1.0, which is largely compatible with zero, assuming this input shape
will allow us to test whether the EIC data are sufficiently accurate to determine the shape of the
gluon distribution.
We reconstruct the g1 polarized structure function from the pseudodata following the
same procedure used in Sec. 4.1 for the E155 experiment. We provide its average statistical
uncertainty in the last column of Tab. 5.1. A comparison of these values with the analogous
quantities for fixed-target experiments (see Tab. 4.2 in Sec. 4.1) clearly shows that EIC data are
expected to be far more precise, with uncertainties reduced up to one order of magnitude. No










NNPDFpolEC-A 20000 2000 80 30 5000 200 200
NNPDFpolEC-B 50000 2000 80 30 10000 200 200
Table 5.2: Values of the minimization and stopping parameters entering the fitting algorithm. The
corresponding values used in the NNPDFpol1.0 analysis are quoted in Tabs. 4.8-4.9.
information on the expected systematic uncertainties is available, hence we will ignore them
in our present analysis. However, we notice that the projected statistical uncertainties set the
scale at which one needs to control systematics, which arise from luminosity and polarization
measurements, detector acceptance and resolution, and QED radiative corrections.
We will perform two different fits, corresponding to the two stages envisaged for the eRHIC
option of an EIC [224] discussed above, which will be referred to as NNPDFpolEIC-A and
NNPDFpolEIC-B. The former includes the first two sets of pseudodata listed in Tab. 5.1, while
the latter also includes the third set.
5.3 Fit optimization
The methodology for the determination of polarized PDFs, including their parametrization in
terms of neural networks and their minimization through a genetic algorithm, follows the one
discussed in detail in Sec. 4.3. However, due to the accuracy and the kinematic coverage of
EIC pseudodata, which are respectively higher and wider in comparison to their fixed-target
counterparts, the parameters entering the genetic algorithm and determining its stopping had to
be re-tuned.
In particular, in order to allow the genetic algorithm to explore the space of parameters
more efficiently, we have used a large population of mutants and increased the number of
weighted training generations to ensure all data sets are learnt with comparable accuracy.
The target values of the figure of merit used in the weighted training formula, Eq. (4.16),
were consistently determined for each one of the three EIC pseudodata sets, following the
iterative procedure discussed in Sec. 4.3. As for the stopping criterion, we have modified
the values of the width of the moving average Nsmear and the smearing parameter ∆smear; for
the NNPDFpolEIC-B fit, we have also increased the maximum number of genetic algorithm
generations at which the minimization stops if the stopping criterion is not fulfilled. Also, equal
training and validation fractions were chosen for pseudodata sets, unlike their fixed-target DIS
counterparts. Indeed, we checked that the EIC pseudodata set size (about fifty points per set) is
large enough to ensure fit stability. The values of the minimization and stopping parameters
used in the NNPDFpolEIC-A and NNPDFpolEIC-B determinations are collected in Tab. 5.2:
they can be compared straightforwardly with those used in the NNPDFpol1.0 analysis, see
Tabs. 4.8-4.9.
Furthermore, we have redetermined the range in which preprocessing exponents are ran-
domized, since the new information from EIC pseudodata may modify the large- and small-x
PDF behavior. In Tab. 5.3, we show the values we use for the present fit, which can be compared
to NNPDFpol1.0 from Tab. 4.6. We have checked that our choice of preprocessing exponents















Table 5.4: Statistical estimators and average training length for the NNPDFpolEIC-A and
NNPDFpolEIC-B with Nrep = 100 replicas. The corresponding estimators for NNPDFpol1.0 are quoted
in Tab. 4.10.
5.4 Results
We now present our polarized parton sets based on inclusive DIS pseudodata at an EIC discussed
in Sec. 5.2, NNPDFpolEIC-A and NNPDFpolEIC-B. First, we discuss their statistical features,
then we show the corresponding parton distributons, compared to NNPDFpol1.0. All results
presented in this section are obtained out of PDF ensembles of Nrep = 100 replicas.
5.4.1 Statistical features
Various general features of the NNPDFpolEIC-A and NNPDFpolEIC-B PDF determinations are
summarized in Tab. 5.4, and can be straightforwardly compared to NNPDFpol1.0, see Tab. 4.10.
These include: the χ2 per data point of the final best-fit PDF set compared to data, (denoted as
χ2tot); the average and standard deviation over the replica sample of the same figure of merit for
each replica when compared to the corresponding data replica (denoted as 〈E〉±σE ) computed
for the total, training and validation sets; the average and standard deviation of the χ2 of each
replica when compared to data (denoted as 〈χ2(k)〉); and the average number of iterations of
the genetic algorithm at stopping 〈TL〉 and its standard deviation over the replica sample. All
these estimators were introduced in Sec. 4.4.1 and are discussed in detail in Refs. [101, 104].
The distributions of χ2(k), E(k)tr and training lenghts among the Nrep = 100 replicas are shown
in Fig. 5.2 and Fig. 5.3. respectively. As for the training lenghts, notice the different scale
on the horizontal axis for the NNPDFpolEIC-A and NNPDFpolEIC-B fits, consistent with the
different maximum number of training generations Nmaxgen (see Tab. 5.2).
The fit quality, as measured by χ2tot, is comparable to that of NNPDFpol1.0 (χ2tot = 0.77) for
both the NNPDFpolEIC-A (χ2tot = 0.79) and the NNPDFpolEIC-B (χ2tot = 0.86) fits. This shows
that our fitting procedure can easily accommodate EIC pseudodata. The histogram of χ2 values
for each data set included in our fits is shown in Fig. 5.4, together with the NNPDFpol1.0




set,j and standard deviation over data sets
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Figure 5.2: Distribution of χ2(k) (upper plots) and E(k)tr (lower plots) from a sample of Nrep = 100
replicas, for the NNPDFpolEIC-A (left plots) and NNPDFpolEIC-B (right plots) parton determinations.
Distribution of training lenghts
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Figure 5.3: Distribution of training lenghts from a sample of Nrep = 100 replicas, for the NNPDFpolEIC-A
(left plots) and NNPDFpolEIC-B (right plots) parton determinations.
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Figure 5.4: Value of the χ2 per data point for the data sets included in the NNPDFpolEIC-A (left) and in
the NNPDFpolEIC-B (right) fits, compared to NNPDFpol1.0 [116]. The horizontal lines correspond to
the unweighted average of the χ2 values shown, and the one-sigma interval about it. The dashed lines
refer to NNPDFpolEIC-A (left plot) or NNPDFpolEIC-B (right plot) fits, while the dot-dashed lines refer
to NNPDFpol1.0 [116].
are also shown. As already pointed out in Sec. 4.4, χ2 values significantly below one are found
as a consequence of the fact that information on correlated systematics is not available for most
experiments, and thus statistical and systematic errors are added in quadrature. Note that this is
not the case for the EIC pseudodata, for which, as mentioned, no systematic uncertainty was
included; this may explain the somewhat larger (closer to one) value of the χ2 per data point
which is found when the pseudodata are included.
We notice that EIC pseudodata, which are expected to be rather more precise than fixed-
target DIS experimental data, require more training to be properly learned by the neural
network. This is apparent in the increase in 〈T L〉 in Tab. 5.4 when going from NNPDFpol1.0 to
NNPDFpolEIC-A and then NNPDFpolEIC-B. We checked that the statistical features discussed
above do not improve if we run very long fits, up to Nmaxgen = 50000 generations, without
dynamical stopping. In particular, we do not observe a decrease of the χ2 for those experiments
whose value exceeds the average by more than one sigma. This ensures that these deviations
are not due to underlearning, i.e. insufficiently long minimization.
5.4.2 Parton Distributions
Parton distributions from the NNPDFpolEIC-A and NNPDFpolEIC-B fits are compared to
NNPDFpol1.0 in Figs. 5.5-5.6 respectively. In these plots, PDFs are displayed at Q20 = 1 GeV
2
as a function of x on a logarithmic scale; all uncertainties shown here are one-sigma bands.
The positivity bound, obtained from the NNPDF2.3 NLO unpolarized set [110] as discussed in
Sec. 4.3, is also drawn.
The most visible impact of inclusive EIC pseudodata in both our fits is the reduction of
PDF uncertainties in the low-x region (x. 10−3) for light flavors and the gluon. The size of
the effects is different for different PDFs. As expected, the most dramatic improvement is seen
for the gluon, while uncertainties on light quarks are only reduced by a significant factor in
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Figure 5.5: The NNPDFpolEIC-A parton distributions at Q20 = 1 GeV
2 plotted as a function of x on a
logarithmic scale, compared to NNPDFpol1.0.
the small x region. The uncertainty on the strange distribution is essentially unaffected: unlike
in Ref. [222], we find no improvement on strangeness, due to the fact that we do not include
semi-inclusive kaon production data, contrary to what was done there. When moving from
NNPDFpolEIC-A to NNPDFpolEIC-B the gluon uncertainty decreases further, while other PDF
uncertainties are basically unchanged.
In Fig. 5.7, we compare the polarized gluon PDF in our EIC fits to the DSSV08 [75] and
NNPDFpol1.0 parton determinations, both at Q20 = 1 GeV
2 and Q2 = 10 GeV2. The DSSV08
uncertainty is the Hessian uncertainty computed assuming ∆χ2 = 1, which corresponds to the
default uncertainty estimate in Ref. [75]. This choice may lead to somewhat underestimated
uncertainties, as discussed at length in Sec. 3.1.
It is clear that the gluon PDF from our fits including EIC pseudodata is approaching the
DSSV08 PDF shape, especially at a lower scale where the corresponding gluon does have some
structure, despite the fact that at higher scales, where much of the data is located, perturbative
evolution tends to wash out this shape. Also, this is more pronounced as more EIC pseudodata
are included in our fit, i.e. moving from NNPDFpolEIC-A to NNPDFpolEIC-B. This means that
EIC data would be sufficiently accurate to reveal the polarized gluon structure, if any.
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Figure 5.6: Same as Fig. 5.5, but for NNPDFpolEIC-B, compared to NNPDFpol1.0.
5.5 Phenomenological implications of EIC pseudodata
In this Section, we use our NNPDFpolEIC-A and NNPDFpolEIC-B parton determinations to
reassess the spin content of the proton in the light of future EIC data. We also determine the
expected contribution of the charm quark to the polarized structure function g1, focusing on its
potential to further pin down the uncertainty of the gluon distribution.
5.5.1 The spin content of the proton
It is particularly interesting to examine how the EIC data affect the determination of the first
moments of the polarized PDFs ∆ f (x,Q2), Eq. (4.31) as they are directly related to the nucleon
spin structure. We have computed the first moments, Eq. (4.31), of the singlet, lightest quark-
antiquark combinations and gluon for the NNPDFpolEIC-A and NNPDFpolEIC-B PDF sets.
The corresponding central values and one-sigma uncertainties at Q20 = 1 GeV
2 are shown in
Tab. 5.5, compared to NNPDFpol1.0.
It is clear that EIC pseudodata reduce all uncertainties significantly. Note that moving
from NNPDFpolEIC-A to NNPDFpolEIC-B does not improve significantly the uncertainty on
quark-antiquark first moments, but it reduces the uncertainty on the gluon first moment by
a factor two. However, it is worth noticing that, despite a reduction of the uncertainty on
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Figure 5.7: The polarized gluon PDF ∆g(x,Q20), at Q
2
0 = 1 GeV
2 (upper panels) and at Q2 = 10 GeV2
(lower panels), in the NNPDFpolEIC PDF sets, compared to DSSV [75] and to NNPDFpol1.0.
Fit 〈∆Σ〉 〈∆u+∆u¯〉 〈∆d+∆d¯〉 〈∆s+∆s¯〉 〈∆g〉
NNPDFpolEIC-A 0.24±0.08 0.82±0.02 −0.45±0.02 −0.13±0.07 −0.59±0.86
NNPDFpolEIC-B 0.21±0.06 0.81±0.02 −0.47±0.02 −0.12±0.07 −0.33±0.43
Table 5.5: First moments of the polarized quark distributions at Q20 = 1 GeV
2 for the fits in the present
analysis. The corresponding values for NNPDFpol1.0 are quoted in Tabs. 4.16-4.17.
the gluon first moment, even for the most accurate NNPDFpolEIC-B fit, the value remains
compatible with zero even though the central value is sizable (and negative).
In order to assess the residual extrapolation uncertainty on the singlet and gluon first








The first moments Eq. (5.1) are given in Tab. 5.6 at Q20 = 1 GeV
2 and Q2 = 10 GeV2, where
results for central values, uncertainties, and correlation coefficients between the gluon and
quark are collected.
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Q2 = 1 GeV2 Q2 = 10 GeV2
〈∆Σ(Q2)〉TR 〈∆g(Q2)〉TR 〈∆Σ(Q2)〉TR 〈∆g(Q2)〉TR ρ(Q2)
NNPDFpol1.0 0.25±0.09 −0.26±1.19 0.23±0.16 −0.06±1.12 +0.861
NNPDFpolEIC-A 0.27±0.06 −0.53±0.37 0.23±0.05 −0.59±0.50 −0.186
NNPDFpolEIC-B 0.24±0.05 −0.23±0.25 0.22±0.04 −0.19±0.32 −0.103
Table 5.6: The singlet and gluon truncated first moments and their one-sigma uncertainties at Q2 = 1
GeV2 and Q2 = 10 GeV2 for the NNPDFpolEIC PDF sets, compared to NNPDFpol1.0 [116]. The
correlation coefficient ρ at Q2 = 10 GeV2 is also provided.
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Figure 5.8: One-sigma confidence region for the quark singlet and gluon first moments in the measured
region, Eq. (5.1). The values for individual replicas are also shown.
Comparing the results at Q2 = 1 GeV2 of Tab. 5.5 and Tab. 5.6 with those in Tabs. 4.16-
4.17, we see that in the NNPDFpol1.0 PDF determination for the quark singlet combination
the uncertainty on the full first moment is about twice as large as that from the measured
region, and for the gluon it is about four times as large. The difference is due to the extra
uncertainty coming from the extrapolation. In NNPDFpolEIC-B the corresponding increases
are by 20% for the quark and 30% for the gluon, which shows that thanks to EIC data the
extrapolation uncertainties would be largely under control. The correlation coefficient ρ
significantly decreases upon inclusion of the EIC data: this means that the extra information
contained in these data allows for an independent determination of the quark and gluon first
moments.
In Fig. 5.8, we plot the one-sigma confidence region in the (〈∆Σ(Q2)〉TR,〈∆g(Q2)〉TR) plane
at Q2 = 10 GeV2, for NNPDFpolEIC-A, NNPDFpolEIC-B and NNPDFpol1.0. Confidence
regions are elliptical, since we have assumed that the truncated moments are Gaussianly
distributed among the Nrep = 100 replicas in the PDF ensemble. This is a reasonable assumption
for all the three parton sets we are considering here, as shown in Fig. 5.9. The main result of
our analysis, Fig. 5.8, can be directly compared to Fig. 8 of Ref. [222], which was based on
the DSSV framework and is comparable to our NNPDFpolEIC-B results. In both analyses EIC
pseudodata determine the singlet first moment in the measured region with an uncertainty of
about ±0.05.
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Figure 5.9: Distributions of the singlet (left) and gluon (right) truncated first moments at Q2 = 10 GeV2
from a set of Nrep = 100 replicas in the NNPDFpol1.0, NNPDFpolEIC-A and NNPDFpolEIC-B parton
ensembles.
On the other hand, in Ref. [222] the uncertainty on the gluon was found to be about ±0.02,
while we get a much larger result of ±0.30. One may wonder whether this difference may be
due at least in part to the fact that the DSSV fit on which the result of Ref. [222] is based also
includes jet production and pion production data from RHIC, which may reduce the gluon
uncertainty. To answer this, we have computed the contribution to the gluon first moment
(again at Q2 = 10 GeV2) from the reduced region 0.05 ≤ x ≤ 0.2, where the RHIC data are
located. We find that the uncertainty on the contribution to the gluon first moment in this
restricted range is ±0.083 using NNPDFpolEIC-B, while it is ±0.147 with NNPDFpol1.0 and
+0.129
−0.164 with DSSV+ [188]. We conclude that before the EIC data are added, the uncertainties
in NNPDFpol1.0 and DSSV+ are quite similar despite the fact that DSSV+ also includes RHIC
data. Hence, the larger gluon uncertainty we find for the NNPDFpolEIC-B fit in comparison to
Ref. [222] is likely to be due to our more flexible PDF parametrization, though some difference
might also come from the fact that the SIDIS pseudodata included in Ref. [222] provide
additional information on the gluon through scaling violations of the fragmentation structure
function gh1. Of course this also introduces an uncertainty related to the fragmentation functions
which is difficult to quantify.
5.5.2 Charm contribution to the g1 structure function
In the QCD analysis of presently available DIS data, the contribution of heavy quarks to the
polarized structure function g1 is usually neglected. In both NNPDFpol1.0 and NNPDFpolEIC
polarized PDF determinations, heavy quarks are dynamically generated above threshold by
(massless) Altarelli-Parisi evolution in the ZM-VFN scheme (see Sec. 4.2). An exception to this
treatment of heavy quark masses is Ref. [76], where charm quark production in photon-gluon
fusion process is treated at LO [227] in the fixed-flavor number (FFN) scheme.
Intrinsic heavy quark effects are neglected in most analyses of polarized PDFs since they
have been shown to be relatively small already on the scale of present-day unpolarized PDF
uncertainties [106], which are rather smaller than their polarized counterparts. However, as
EIC data are expected to be far more accurate than those available so far, effects of the finite
heavy quark masses could be at least non-negligible. The treatment of these effects requires
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Figure 5.10: The charm contribution gp,c1 (x,Q
2) to the DIS proton polarized structure function gp1 as a
function of x at three different energy scales Q2. Results are shown for both the NNPDFpolEIC-A (left)
and NNPDFpolEIC-B (right) parton determinations.
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Figure 5.11: The contour plots for the ratio gp,c1 (x,Q
2)/gp1(x,Q
2) from both the NNPDFpolEIC-A (left)
and NNPDFpolEIC-B (right) parton determinations.
a proper quark mass scheme, for instance the FONLL scheme, firstly introduced in Ref. [228]
and explicitely extended to DIS in Ref. [124]. The method is based upon the idea of looking at
both the massless and massive scheme calculations as power expansions in the strong coupling
constant, and replacing the coefficient of the expansion in the former with their exact massive
counterpart in the latter, when available. In order to suppress higher order contributions arising
in the subtraction term near the threshold region, two prescriptions are proposed in Ref. [124].
One consists in damping the subtraction term by a threshold factor which differs from unity by
power-suppressed terms; the other consists in using a rescaling variable. Both prescriptions
introduce terms which are formally subleading with respect to the order of the calculation,
therefore they do not change its nominal accuracy, but they may in practice improve the
perturbative stability and smoothness of the results.
Thanks to its simplicity, the FONLL scheme has been implemented in the FastKernel
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framework for the determination of unpolarized PDFs based on the NNPDF methodology [106].
The generalization of the FONLL scheme to the polarized structure function g1 is quite simple:
details are given in Appendix C. For spin-dependent DIS the charm contribution to the structure
function g1, generated through photon-gluon fusion process, γg→ cc¯, will very much depend
on the currently unknown size of ∆g(x,Q2) at small x. For instance, we plot in Fig. 5.10 the
expectations for the charm contribution gp,c1 to the proton structure function g
p
1 , computed
from the NNPDFpolEIC-A and NNPDFpolEIC-B parton determinations. Results are displayed
at three different energy scales, namely Q2 = 2,10,100 GeV2. In Fig. 5.11, we also show the
contour plot for the ratio gp,c1 (x,Q
2)/gp1(x,Q
2) for both these fits. We conclude that the charm
contribution to the proton structure function gp,c1 , though being small, could be as much larger
as 10-20% of the total gp1 in the kinematic region probed by an EIC. Hence, in order to further
pin down the gluon uncertainty from intrinsic charm effects, one should be able to measure
its corresponding contribution to the g1 structure function within this accuracy. Our result is
consistent with that obtained in the DSSV framework presented in Refs. [128].
In summary, the EIC data would entail a considerable reduction in the uncertainty on the
polarized gluon PDF, they would provide first evidence for its possible nontrivial x shape and
for its possible large contribution to the nucleon spin. However, this goal would be reached
with sizable residual uncertainty: hence, the measurement of the charm contribution to the
proton structure function gp,c1 , which is directly sensitive to the gluon, might provide more
information on the ∆g distribution.
6
A first global determination
of unbiased polarized PDFs
In this Chapter, we present a first global determination of polarized parton distributions based
on the NNPDF methodology: NNPDFpol1.1. Compared to NNPDFpol1.0, the parton set
determined in Chap. 4, NNPDFpol1.1 is obtained using, on top of inclusive DIS data, also data
from recent measurements of open-charm production in fixed-target DIS, and of jet and W
production in proton-proton collisions. After motivating our analysis in Sec. 6.1, we will review
the theoretical description of these processes in Sec. 6.2. The features of the experimental
data included in our analysis are then presented in Sec. 6.3. In Sec. 6.4, we discuss how
the NNPDFpol1.1 parton set is obtained via Bayesian reweighting of prior PDF Monte Carlo
ensembles, followed by unweighting, as outlined in Sec. 3.2.4. We also present its main
features in comparison to NNPDFpol1.0 and DSSV08. Finally, in Sec. 6.5, we discuss some
phenomenological implications of our new polarized parton set with respect to the spin content
of the proton. Some of the results presented in this Chapter have appeared in preliminary form
in Refs. [118, 119].
6.1 Motivation
The NNPDFpol1.0 parton set presented in Chap. 4 is the first determination of polarized
parton distributions based on the NNPDF methodology. However, this is based on inclusive,
neutral-current, DIS data only, which have two major drawbacks, as pointed out several times
in this Thesis. First, they do not allow for quark-antiquark separation; second, their kinematic
coverage is rather limited, both at small-x and high-Q2 values. For this reason, all PDFs are
affected by large uncertainties where experimental data are not available. Besides, the polarized
gluon PDF, determined through scaling violations in DIS, is almost unconstrained because of
the rather short Q2 lever arm provided by data.
As discussed in Sec. 3.1, one has to resort to processes other than inclusive DIS to obtain
further knowledge of polarized parton distributions. An impressive set of experimental data
have become available in the last years: these include semi-inclusive DIS (SIDIS) data in fixed-
target experiments [95, 96, 229–231], one- or two-hadron and open-charm production data in
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lepton-nucleon scattering [213,232–235], and semi-inclusive particle production [214,216,217],
high-pT jet production [215, 218] and parity-violating W± boson production [236, 237] data
in polarized proton-proton collisions at RHIC. As already summarized in Tab. 3.1, all these
data are expected to probe different aspects of polarized PDFs: semi-inclusive DIS and W±
production data allow one to determine the light quark-antiquark separation, while jet and
pion production data in polarized proton-proton collisions, as well as hadron or open-charm
electroproduction data in fixed-target experiments, give a handle on the size and the shape of
the polarized gluon distribution. A theoretical description of the processes corresponding to
these data will be given in Sec. 6.2 below.
Nevertheless, all these measurements fall in the x region already covered by DIS data. Given
that the uncertainties on the first moments of polarized PDFs, which eventually determine the
contribution of each parton to the total proton spin, are already limited by the extrapolation
into the unconstrained small-x region (see the discussion in Sec. 4.5.1), it is clear that only
moderate improvements in these are expected from the addition of new data other than DIS
data. Only a future high-energy polarized Electron-Ion Collider (EIC) [128,209,219] would be
likely to probe the small-x regime of PDFs, and thus improve our knowledge of the polarized
PDFs first moments, as we demonstrated in Chap. 5.
Since no further progress is expected by the time an EIC will start to operate, some effort
has been devoted to perform global determinations of polarized parton sets, including all
available experimental data. Presently, only two such sets are available: LSS10 [77], which
also includes SIDIS beside inclusive DIS data, and those from the DSSV family [75, 187, 188],
which include, on top of these, also inclusive jet and identified hadron production measurements
from polarized proton-proton collisions at RHIC. The goal of the analysis in this Chapter is to
incorporate in the NNPDF determination of polarized parton distributions the new experimental
information provided by some of the processes mentioned above, and thus release the first
global polarized PDF set based on the NNPDF methodology: NNPDFpol1.1.
6.2 Theoretical overview of polarized processes other than DIS
Before addressing our global determination of a set of polarized parton distributions, we
provide a theoretical overview of polarized processes other than DIS, available from both
fixed-target and collider experiments.
6.2.1 Semi-inclusive lepton-nucleon scattering in fixed-target experiments
The role of fixed-target lepton-nucleon scattering in determining the spin structure of the
nucleon is not restricted to inclusive reactions, as those we have considered so far. Actually,
more exclusive processes, in which one measures one or more outgoing final state particles,
can be used to constrain polarized sea quark distributions and to gain some more knowledge on
the polarized gluon distribution. In the following, we discuss in turn the potential of each of
these processes, namely semi-inclusive DIS and heavy flavor hadron production.
Semi-inclusive DIS. Semi-inclusive DIS (SIDIS) is a DIS process in which a hadron h,
originated by the fragmentation of the struck quark, is detected in the final state:
l(`)+N(P)→ l′(`′)+h(Ph)+X(PX ) , (6.1)
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where we use the same notation adopted in Eq. (2.1) supplemented with the four-momentum of
the final hadron, Ph. Due to the statistical correlation between the flavor of the struck quark
and the type of the hadron formed in the fragmentation process, semi-inclusive DIS with
identified pions or kaons may provide a handle on the ∆u¯, ∆d¯ and ∆s¯ parton distributions,
respectively [95]. For example, roughly speaking the presence of a pi+ in the final state indicates
that it is likely that a u-quark or a d¯-antiquark was struck in the scattering, because the pi+ is a
(ud¯) bound state.
The theoretical description of SIDIS, with longitudinally polarized lepton beams, closely
follows that of inclusive DIS given in Chap. 2. In analogy to Eq. (2.16), the SIDIS differential






here the leptonic tensor, Lµν , has exactly the form given in Eq. (2.17) with the symmetric
and antisymmetric parts of Eqs. (2.20)-(2.23), while the hadronic tensor, W µνh , now contains
additional degrees of freedom corresponding to the fractional energy z of the final state hadron,
the pT component of the final hadron three momentum, transverse to that of the virtual photon,
and the azimuthal angle Φ of the hadron production plane relative to the lepton scattering
plane. Integration over Φ and p2T produces the cross-section relevant for the experimental
observables. These are the longitudinal and transverse asymmetries Ah‖ and A
h
⊥, defined in
analogy to Eq. (2.83).
Thanks to factorization, hadronic and leptonic degrees of freedom are separated, hence
kinematic factors depending only on x and y (or Q2) are carried over directly from inclusive
scattering in relating the measured asymmetries to their virtual photo-absorption counterparts,
Eq. (2.93). In particular, A1 and A2, Eq. (2.94), should now read Ah1 and A
h
2 in terms of the






where eq are the quark electric charges, ∆q (q) are the helicity-dependent (-averaged) PDFs,
Dhq is the fragmentation function for the quark q to fragment into a hadron h, and ⊗ denotes the
convolution product, Eq. (2.63).
Measurements of spin-dependent asymmetries in SIDIS have been performed by several
experimental collaborations, namely SMC [230], HERMES [95] and COMPASS [96–98], and
have been included in some global determinations of polarized parton distributions [75,77]. We
should notice that the analysis of these data requires the usage of fragmentation functions, which
have to be determined in turn from experimental data. Usually, they are extracted, independently
of PDFs, from electron-positron annihilation, proton-proton collisions and possibly SIDIS data
(see Ref. [238] for a review). Despite the considerable experimental and theoretical effort which
has gone into the determination of sets of fragmentation functions [184–186, 239–243], their
knowledge is still rather poor. In particular, recent work [162] has emphasized the failure of
all available sets of fragmentation functions in describing the most updated inclusive charged-
particle spectra data at the LHC. For these reasons, when used in a global determination of
polarized PDFs including SIDIS data, they are likely to introduce an uncertainty which is
difficult to quantify.
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Heavy flavor hadron production. Heavy flavor hadron production is clearly sensitive to the
shape and the size of the spin-dependent gluon distribution [244, 245]. In this case, the gluon
polarization can be accessed via the photon-gluon fusion (PGF) mechanism, which results in
the production of a quark-antiquark pair, see Fig. 2.3-(d). Experimental signatures to tag this
partonic subprocess are the production of one or two hadrons with high pT in the final state,
and open-charm events: in this case, the qq¯ pair is required to be a cc¯ pair and an outgoing
charmed meson is reconstructed. At LO, the virtual photon-nucleon asymmetry for open-charm
production, AγN→D
0X










where ∆σˆγg (σˆγg) is the spin-dependent (-averaged) partonic cross-section for PGF, γ∗g→ cc¯,
∆g (g) is the polarized (unpolarized) gluon PDF, and DD0c is the non-perturbative fragmentation
function of a produced charm quark into the observed D0 meson, which is assumed to be spin
independent. In principle, a measurement of the asymmetry in Eq. (6.4) can then provide a
direct handle on ∆g.
Measurements of longitudinal spin asymmetries in high-pT hadron production were per-
formed by HERMES [232, 233] at DESY and by SMC [234] and COMPASS [235] at CERN.
However, in such a reaction, the measured asymmetries receive contributions not only by pure
PGF events, but also by a significant fraction of background events, mainly due to the two
competing processes of gluon radiation by QCD Compton scattering (γ∗q→ qg) and photon
absorption at the lowest order of DIS (γ∗q→ q). At variance with hadron-pair production,
open-charm production is free of background, since the PGF subprocess is the main mechanism
for producing charm quarks in polarized DIS.
The proper theoretical description of these processes depends on the virtuality of the
probing photon. In case of photoproduction, where a quasi-real photon is exchanged, on top
of direct contributions [246–249], one has to include also resolved contributions [250, 251],
where the photon fluctuates into a vector meson of the same quantum numbers before the hard
scattering with partons in the proton takes place. If the virtuality Q of the photon is ofO(1 GeV)
or higher, resolved processes are sufficiently suppressed but the additional momentum scale Q
greatly complicates the calculations of phase-space and loop integrals.
Only few calculations are available for heavy flavor hadron production in case of polarized
beams and targets at NLO accuracy [244–247]. A complete phenomenological study of charm
quark photoproduction in longitudinally polarized lepton-hadron collisions at NLO accuracy
has been presented only very recently [252]. For the first time, both direct and resolved
photon contributions have been included there to compute the relevant cross-sections for spin-
dependent heavy flavor hadroproduction. For this reason, the available data on hadron and
open-charm production [213, 232–235] have not been included in global QCD analyses of
polarized parton distributions so far. Experimental collaborations have analyzed their data only
in terms of the gluon polarization, ∆g(x,Q2)/g(x,Q2), under certain simplifying assumptions
and based on leading order matrix elements. Nonetheless, the results of these exercises,
illustrated in Fig. 6.1, are in fairly good agreement with the NLO prediction obtained from our
NNPDFpol1.0 analysis. We will explicitly show to which extent COMPASS open-charm data
can further pin down the polarized gluon uncertainty in Sec. 6.4.2.
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Figure 6.1: The theoretical prediction for the ratio ∆g(x,Q2)/g(x,Q2) computed from the polarized
(unpolarized) NNPDFpol1.0 (NNPDF2.3) parton sets at NLO, compared to LO determinations from one-
or two-hadron and open-charm production data in fixed-target DIS experiments [213, 232–235].
6.2.2 Spin asymmetries in proton-proton collisions
High-energy collisions from longitudinally polarized proton beams, as available at the Rela-
tivistic Heavy-Ion Collider (RHIC), provide a unique way to probe proton spin structure and
dynamics [57, 253]. Typically, the quantities measured at RHIC are spin asymmetries. As an
example, for collisions of longitudinally polarized proton beams, one defines the double-spin







where σ++ (σ+−) is the cross-section for the process with equal (opposite) proton beam
polarizations. As for collisions of unpolarized proton beams, spin-dependent inelastic cross-
sections factorize into convolutions of polarized parton distribution functions of the proton and
hard-scattering cross-sections describing the spin-dependent interactions of partons. Similarly
to inclusive DIS, one can write schematically
σ = ∑
a,b,(c)=q,q¯,g
fa⊗ fb(⊗DHc )⊗ σˆ (c)ab , (6.6)
∆σ = ∑
a,b,(c)=q,q¯,g
∆ fa⊗∆ fb(⊗DHc )⊗∆σˆ (c)ab , (6.7)
for the denominator and the numerator in Eq. (6.5) respectively. Here, the sum is over all
contributing partonic channels a+ b→ c(→ H)+X producing the desired high-pT , large-
invariant mass final state (or detected hadron H). As usual, ⊗ denotes the convolution,
Eq. (2.63), between unpolarized (polarized) parton distributions, fa,b (∆ fa,b), parton-to-hadron
fragmentation function, DHc (only for those processes with identified hadrons in final states), and
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elementary spin-averaged (-dependent) hard partonic cross-section σˆ (c)ab (∆σˆ
(c)
ab ). In particular,








the signs denoting the helicity states of the initial partons a, b.
At RHIC, there are a number of processes which allow for the measurement of spin
asymmetries like that in Eq. (6.5). Depending on the dominant partonic subrocess, they can
probe different aspects of the nucleon spin structure. For instance, some of them allow for
a clean determination of gluon polarizations, while others are more sensitive to quark and
antiquark helicity states. We will discuss below the main processes for which measurements of
spin asymmetries at RHIC are presently available. We do not give here any details about other
measurements possible at RHIC, but not yet performed, such as the observation of high-pT or
prompt photon production, heavy-flavor production and Drell-Yan production of lepton pairs.
We refer to [57] for a theoretical review on them.
High-pT inclusive jet production double-spin asymmetry. A clean and theoretically ro-
bust process to probe the polarized gluon PDF, ∆g, is inclusive jet production, thanks to the
dominance of the gg and qg initiated subprocesses in the accessible kinematic range [254, 255]
(see also Tab. 3.1). The situation is analogous to the unpolarized case, where inclusive jet
production data from the Tevatron and the LHC [256–259] are instrumental in pinning down
the medium- and large-x gluon behavior.
In polarized collisions, the relevant experimental observable in jet production is the longitu-




















where pT is the transverse jet momentum, η3,4 are the rapidities of the two jets and
√
s is the
center-of-mass energy. In single-inclusive jet production, the underlying Born kinematics is
not uniquely determined because the second jet is being integrated out. For the illustrative





with η the rapidity of the leading jet, which corresponds to Eq. (6.10), provided the incoming
partons carry an equal amount of longitudinal momentum and thus η3 =−η4. This is a good
approximation at RHIC due to the limited coverage in rapidity as compared to unpolarized
hadron colliders.
The calculation of both the numerator and the denominator in Eq. (6.9) requires the
definition of a suitable jet algorithm. Also, notice that corrections up to NLO accuracy should
be included in the computation of jet cross-sections, through the algorithm for jet reconstruction,
since it is only at NLO that the QCD structure of the jet starts to play a role in the theoretical
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description. This would also provide for the first time the possibility of realistically matching
the procedures used in experiment to group final-state particles into jets.
At NLO, a large number of infrared divergencies are found in the computation of virtual and
real diagram contributions to the jet cross-section, due to the large number of color-interacting,
massless partons involved in the hard-scattering processes. It is then necessary to devise a
procedure to perform the calculation of the divergent parts and to show their cancellation in
the sum which defines any infrared-safe physical observable. Several independent methods
to calculate any infrared-safe quantity in any kind of hard unpolarized collision are available
in the literature [260–262]. In particular, the subtraction method of Ref. [261] allows for
organizing the computation is such a way that the singularities are extracted and canceled by
hand, while the remainder may be integrated numerically over phase space. This approach has
the advantage of being very flexible; it may be used for any infrared-safe observable, with any
experimental cut. On the other hand, the numerical integration involved turns out to be rather
delicate and time-consuming. The subtraction method has been used in Ref. [263] to develop
a computer code that generates partonic events and outputs the momenta of the final-state
partons which can be eventually used to define the physical observables for one ore more jet
production in proton-proton collisions. Such a parton generator is not equivalent to the usual
Monte Carlo parton shower programs, since it is the result of a fixed-order QCD calculation.
The subtraction method and the computer code of Refs. [261, 263], supplemented with the
proper matrix elements [264, 265], was then extended to the case of polarized proton-proton
collisions in Ref. [266].
The spin-dependent (and spin-averaged) cross-section for single-inclusive high-pT jet
production is also available from Ref. [267]. In comparison to Ref. [266], the approach of
Ref. [267] uses a largely analytic technique for deriving the relevant partonic cross-sections,
which becomes possible if one assumes the jet to be a rather narrow object. This assumption
is equivalent to the approximation that the cone opening R of the jet is not too large, and
hence was termed small-cone approximation (SCA) in [267]. In the SCA, one systematically
expands the partonic cross-sections around R = 0. The dependence on R is of the form
A logR+B+O(R2): the coefficients A and B are retained and calculated analytically,
whereas the remaining terms O(R2) and beyond are neglected. The advantage of this procedure
is that it leads to much faster and more efficient computer code, since all singularities arising in
intermediate steps have explicitly canceled and are not subject to delicate numerical treatments.
The SCA was shown [267] to produce results comparable to those of Ref. [266] (which is
available for arbitrary cone openings), in the kinematic range where RHIC data are available.
For these reasons, the code provided in Ref. [267] is better suited than that of Ref. [266] for the
intensive computations required to include jet data in a global QCD fit.
Semi-inclusive pi0 production double-spin asymmetry. In order to constrain the polarized
gluon distribution, one can look for high-pT leading hadrons such as pi−, pi0, pi+, whose
production proceeds through the same partonic subprocesses involved in jet production, in
particular qg→ qg and gg→ qg (see Tab. 3.1). However, the hadronization of the struck
parton into the final, measured, pion is described by a non-perturbative fragmentation function,
Dpic : this enters the theoretical description of the corresponding double-spin asymmetry, as
encompassed in Eq. (6.5).
Next-to-leading order QCD corrections to the spin-dependent cross-section for single-
inclusive hadron production in proton-proton collisions have been computed for the first time
in Refs. [268, 269]. As dictated by Eqs. (6.6)-(6.7), we need to sum over all possible final
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states in each channel ab→ cX , in compliance with the requirement of single-inclusiveness of
the cross section. For instance, in case of qg→ qX one needs, besides the virtual corrections
to qg→ qg, three different 2→ 3 reactions: qg→ q(gg), qg→ q(qq¯), qg→ q(q′q¯′) (where
brackets indicate the unobserved parton pair). The combination of all three processes together
will allow for obtaining a finite result.
The two computations presented in Refs. [268, 269] differ from each other in the way the
integration over the entire phase space of the two unobserved partons, in the 2→ 3 contributions,
is carried out. In Ref. [268], this calculation is performed numerically, by extending the already
mentioned subtraction method of Refs. [261, 263] to the case of single-hadron production
observables. A computer code customized to compute any infrared-safe quantity corresponding
to one-hadron production at NLO accuracy is then presented as a result. Conversely, in
Ref. [269], the phase-space integration of the 2→ 3 contributions is performed analitically.
As already noticed in the case of jet production, this has the main advantage to obtain much
faster and more efficient computer code, which is better suited for the intensive computations
required by a global QCD fit of polarized parton distributions.
Small-pT single-spin W± production asymmetry. Production of W± bosons in high energy
collisions from longitudinally polarized proton beams provides an ideal tool for the study of
individual helicity states of quarks and antiquarks inside the proton, complementary to, but
independent of, SIDIS [57]. Within the stadard model, the process −→p p→W±X (the arrow
denotes the polarized proton beam) is driven by a purely weak interaction which couples
left-handed quarks with right-handed antiquarks only (uLd¯R →W+ and dLu¯R →W−, with
some contamination from s, c, s¯ and c¯, mostly through quark mixing), thus giving rise to a W
parity-violating longitudinal single-spin asymmetry, sensitive to ∆q and ∆q¯ flavor dependence.








where σ+(−) denotes the cross-section for colliding of positive (negative) longitudinally polar-
ized protons off unpolarized protons. Notice that this definition differs from that provided in
Eq. (6.5), since only one of the two proton beams is polarized.







where x1 and x2 are the momentum fractions, carried by quarks and antiquarks, related to yW ,
the W boson rapidity relative to the polarized proton, and to
√
s, the hadronic center-of-mass





The measurement of the rapidity distribution of the W bosons thus provide a direct handle on the
flavor-separated polarized quark and antiquark distributions. Indeed, at large rapidities, yW  0,
where sea distributions are suppressed because x1 is in the valence region, the asymmetry AW
+
L
is given by ∆u/u, whereas it approaches ∆d¯/d¯ in the opposite limit, yW  0. The situation is
similar for W− production, now interchanging the roles of u and d flavors.
The naive Born-level picture given above needs to be modified to account for additional
aspects, both theoretical and experimental [57]. The former include higher-order perturbative






























Figure 6.2: Kinematic coverage in the (x,Q2) plane of experimental data included in the NNPDFpol1.1
parton set. New hadronic data are listed in the second column.
corrections and other allowed initial states, including Cabibbo-suppressed channels. Concern-
ing the latter, W bosons are reconstructed through their leptonic decays W±→ e±ν at RHIC,
therefore the observed process is actually pp→ `±X , with the neutrino escaping undetected.
One will then measure the rapidity distributions of the charged leptons rather than of the W
bosons themselves. All these issues have been taken into account in the NLO calculation of the
cross-section and longitudinal single-spin asymmetry, Eq. (6.12), presented in Ref. [270] as a
computer program: it may be readily used to include experimental spin asymmetry data in a
global analysis of helicity parton densities.
6.3 Experimental input
Among the processes described in Sec. 6.2, in the present analysis we only consider open-
charm production from COMPASS and single-inclusive high-pT jet and W production from
RHIC. Actually, the precise knowledge of fragmentation functions plays a minor role in the
theoretical description of these processes. On the one hand, in the kinematic regime accessed
by COMPASS, open-charm production shows only a slight dependence on the fragmentation
of the charm quark into a D meson; on the other hand, the theoretical description of jet and
W production asymmetries in proton-proton collisions does not involve fragmentation into
identified hadrons in the final state. We prefer not to include data whose analysis requires the
usage of fragmentation functions since these are poorly known objects: hence, they are likely
to affect our unbiased PDFs by an uncertainty difficult to quantify, as discussed in Sec. 6.2.1.
In Fig. 6.2, we plot the new data points considered in the present analysis, together with
inclusive DIS data already included in the fit presented in Chap. 4. More details about
leading partonic subprocesses, probed polarized PDFs, and the ranges of x and Q2 that become
accessible were already summarized in Tab. 3.1. We will discuss below the main features of
the new data sets, separately for each process.
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Data set Ndat jet-algorithm R [ηmin,ηmax] L [pb−1] Ref.
STAR 1j-05 10 midpoint-cone 0.4 [+0.20,+0.80] 2.1 [215]
STAR 1j-06 9 midpoint-cone 0.7 [−0.70,+0.90] 5.5 [215]
STAR 1j-09 (prel.) 11 midpoint-cone 0.7 [−1.00,+1.00] 25 [273]
PHENIX 1j 6 seed-cone 0.3 [−0.35,+0.35] 2.1 [218]
Table 6.1: Some features of the jet data included in the present analysis: the number of available data
points, Ndat, the algortihm used for jet reconstruction, the range over which the rapidity η is integrated
and the integrated luminosity,L .
Open-charm production at COMPASS. The COMPASS collaboration has recently pre-
sented experimental results for the photon-nucleon asymmetry AγN→D
0X
LL , Eq. (6.4), obtained by
scattering polarized muons of energy Eµ = 160 GeV2 (center-of-mass energy roughly
√
s∼ 18
GeV2) off longitudinally polarized protons or deuterons from a 6LiD or NH3 targets, in the
photoproduction regime (photon virtuality roughly Q2 ∼ 0 GeV2) [213]. A detailed description
of the experimental setup can be found in Ref. [271]. Three different data sets, each one of
Ndat = 15 data points, were presented there, depending on which D0 decay mode was assumed
to reconstruct the charmed hadron from the observed final states: D0→K−pi+, D0→K−pi+pi0
or D0→ K−pi+pi+pi−. In the following, they will be referred to as COMPASS K1pi , COM-
PASS K2pi and COMPASS K3pi respectively. Experimental correlations between systematic
uncertainties are not provided. Assuming LO kinematics, the experiment may probe the polar-
ized gluon distribution at medium momentum fraction values, 0.06. x. 0.22, and at energy
scale Q2 = 4(m2c + p
2
T )∼ 13 GeV2, where mc is the charm quark mass and pT is the transverse
momentum of the produced charmed hadron, see Fig. 6.2.
High-pT jet production at STAR and PHENIX. Both the STAR and PHENIX experiments
at RHIC provided their measurements of the longitudinal double-spin asymmetry for inclusive
jet production, Eq. (6.9). This is obtained by colliding two polarized proton beams at center-of-
mass energy
√
s = 200 GeV. We refer to [272] and references therein for a detailed description
of the RHIC experimental setup. Data from STAR are available for the 2005 and 2006 runs
and, in a preliminary form, also for the most recent 2009 run; only one set of data is available
for PHENIX, corresponding to data taken in 2005. In the following, they will be referred to as
STAR 1j-05, STAR 1j-06, STAR 1j-09 and PHENIX 1j respectively. The features of these data
sets, including the number of data points Ndat, jet-finding algorithm and corresponding cone
radius R used for data reconstruction, covered range in integrated rapidity η and intergrated
luminosity L , are summarized in Tab. 6.1. Experimental correlations between systematic
uncertainties are not provided. Within LO kinematics, jet data roughly cover the range
0.05. x. 0.2 and 30. p2T . 800 GeV2, see Fig. 6.2.
W boson production at STAR. Both the STAR and PHENIX collaborations at RHIC pre-
sented first measurements of the parity-violating spin asymmetry AW
±
L , Eq. (6.12), based on
the 2009 run at
√
s = 500 GeV. [236, 237]. Unfortunately, due to the low integrated luminosity
(L = 12 pb−1 andL = 8.6 pb−1 for STAR and PHENIX respectively), these data will have
little impact in determining antiquark flavors, once included in a polarized parton set. More
interestingly, the STAR collaboration has recently presented preliminary results for the asym-
metry AW
±
L , based on data collected in 2012 at
√
s= 510 GeV and with an integrated luminosity
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L = 72 pb−1 [274]. Two data sets are provided in six bins of the lepton rapidity η and at
integrated lepton transverse momentum 25< pT < 50 GeV, separately for W+ and W−: they
will be referred to as STAR-W+ and STAR-W− henceforth. Given STAR kinematics, these
data sets are likely to constrain light antiquark PDFs roughly in the momentum fraction interval
0.05 . x . 0.4 and at the energy scale of the W mass (see Fig. 6.2). Besides uncorrelated
statistical uncertainties, the measured asymmetries are provided with a correlated systematic
uncertainty related to the uncertainty in the beam polarization, given as the 3.4% of the mea-
sured asymmetry. Other uncorrelated systematics, due to background and relative luminosity,
are estimated to be less than 10% of statistical errors in the preliminar STAR analysis [274].
Even though these uncertainties are expected to become smaller in the final data released by
STAR, we conservately assume them to be as large as 10%.
6.4 Determination of parton distributions
In this section, we illustrate how the NNPDFpol1.0 parton set determined in Chap. 4 is
supplemented with the piece of experimental information discussed above. Instead of a global
refit of parton distributions including the new data, we will use PDF reweighting, followed by
unweighting: this methodology was presented in Refs. [105, 109] and its main features were
summarized in Sec. 3.2.4.
We recall that parton sets determined trough the NNPDF methodology are provided as
Monte Carlo ensembles made of equally probable PDF replicas, each fitted to a data replica
generated according to the uncertainties and the corresponding correlations measured in the
experiments. The number of replicas in a given ensemble, Nrep, is determined by requiring
that the central values, uncertainties and correlations of the original experimental data can be
reproduced to a given accuracy by taking averages, variances and covariances over the replica
sample. For the case of polarized PDFs, in Sec. 4.1.2 we determined that a Monte Carlo sample
of pseudodata with Nrep = 100 replicas is sufficient to reproduce the mean values and the errors
of experimental data to an accuracy which is better than 5%. Only a moderate improvement
was observed in going up to Nrep = 1000, hence our default choice was Nrep = 100. The PDF
ensemble forms an accurate representation of the underlying probability distribution of PDFs,
conditional on the input data and the particular assumptions (such as the details of the QCD
analysis) used in the fit. Based on statistical inference and Bayes theorem, PDF reweighting
cosists in assigning to each replica in a Monte Carlo ensemble of PDFs, which is referred to as
the prior ensemble, a weight which assesses the likelihood that this particular replica agrees
with the new data. We refer to Sec. 3.2.4 for details about the way the weights are determined
from the χ2 of the new data to the prediction obtained using a given replica in the prior. The
theoretical bases of the reweighting methodology were carefully checked in Refs. [105, 109]
and it was also shown that results obtained via global refitting or reweighting with new data are
statistically equivalent between each other.
The main limitation of the reweighting method is that the information brought in by new
data should be only a moderate correction as compared to the information already included
in the prior PDF ensemble. This is precisely our present case, since we will add to our fit
a few dozens of new hadronic data points, as we discussed in Sec. 6.3. On the other hand,
the reweighting methodology has the main advantage to avoid global refitting: in particular,
for each PDF replica in the prior ensemble, the lenghty computation of observables has to be
performed only once, instead of at each minimization step required in the case of refitting. This
is of particular relevance for the polarized case, since the FastKernel method [104], used
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in Sec. 4.2 to perform fast evolution and fast computation of inclusive DIS observables, has
not yet been implemented for the polarized hadronic processes considered here. Alternatively,
exact NLO calculations could be directly used in a global PDF fit by extending to polarized
observables the FastNLO framework [275] and the general-purpose interface APPLgrid [276],
but this too is not yet available.
The main steps of the procedure we follow to determine the NNPDFpol1.1 parton set are
described below.
6.4.1 Construction of the prior PDF ensemble
Our goal is to include the piece of new exerimental information discussed in Sec. 6.3 into the
determination of polarized parton distributions presented in Chap. 4 via Bayesian reweighting.
To this purpose, we have to compute the theoretical predictions for the measured observ-
ables, i.e. the longitudinal spin asymmetries Eqs. 6.4)-(6.9)-(6.12), based on PDF replicas in
NNPDFpol1.0, which is then the prior ensemble. The χ2 of the new data to the prediction
obtained using a given replica in the prior is then used to compute the weight corresponding to
each replica according to Eq. (3.16). Unfortunately, the NNPDFpol1.0 parton set determined
in Chap. 4 cannot be used to compute the theoretical predictions for the asymmetries straight-
forwardly: at NLO accuracy, this computation requires the knowledge of quark and antiquark
distributions separately, which are not provided by the NNPDFpol1.0 parton set, because it
was determined from a fit to inclusive DIS data only.
A separation of the polarized quark and antiquark distributions can be achieved in a global
fit including SIDIS data, as done in the DSSV08 [75] and LSS10 [77] analyses. In principle,
we could perform a new, global fit to inclusive and semi-inclusive DIS data and then use the
corresponding Monte Carlo ensemble of parton distributions as the prior for the reweighting
with collider data presented in Sec. 6.3. However, as already noticed many times in this thesis,
the analysis of SIDIS data requires the usage of poorly known fragmentation functions, which
may significantly affect the accuracy of our results. For consistency, we should determine a set
of fragmentation functions based on the NNPDF methodology and then use this set to perform
a fit including SIDIS data, but this is beyond the scope of the present analysis.
Be that as it may, we circumvent the issue related to the quark-antiquark separation in
the prior using a different approach, which will be described here for the first time. The idea
is to supplement the information available in the NNPDFpol1.0 parton set for the ∆u+, ∆d+,
∆s+ and ∆g distributions with some assumptions on ∆u¯ and ∆d¯ in order to construct a suitable
prior ensemble. This is a sensible approach since different ansatz for the ∆u¯ and ∆d¯ prior
distributions will lead to the same final result after including the new data by reweighting.
Indeed, if new data brings in a sufficient amount of information, the final reweighted PDFs will
be independent of the original choice of prior [172, 173]. Of course, it will be essential to show
explicitly that this is what happens in our particular situation.
In principle, we could think of making the quark-antiquark separation for u and d flavors in
the prior arbitrarily: for example, we could assign to each replica random values for its ∆u, ∆d,
∆u¯ and ∆d¯ distributions, provided their sum reproduces the corresponding total distributions
determined in NNPDFpol1.0 and they separately satisfy theoretical constraints (see Sec. 4.3.4).
However, such a prior will lead to highly unefficient reweighting, in the sense that the new
underlying PDF probability distribution after reweighting will be sampled by a small number
of effective replicas (for details, see Sec. 3.2.4). In order to avoid this loss of efficiency, prior
ensembles with a huge number of replicas should be produced, but this is extremely demanding
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in terms of computational resources.
Alternatively, the additional information on quark-antiquark separation needed to construct
suitable prior ensembles can be obtained from one of the aformentioned fits to SIDIS data.
Furthermore, we can allow for deviations from the corresponding best-fit ∆u¯ and ∆d¯ determi-
nations, by supplementing them with additional statistical noise and uncertainties, until the
independence of the reweighted results from the prior is achieved. The loss of consistency of
these priors will be under control, thus not requiring to be huge, as we will demonstrate below.
We now discuss in practice how we construct suitable prior ensembles to be afterwards
reweighted with the new data discussed in Sec. 6.3. We supplement the NNPDFpol1.0 parton
set with the information on ∆u¯ and ∆d¯ distributions from the DSSV08 parton fit [75], which
includes all available SIDIS data, and we construct a collection of independent prior PDF
ensembles. First of all, we sample the DSSV08 ∆u¯ and ∆d¯ parton distributions at a fixed
reference scale Q20 = 1 GeV
2. We select ten points, half logaritmically and half linearly spaced
in the interval of momentum fraction 10−3 . x. 0.4, which roughly corresponds to the range
covered by SIDIS experimental data relevant for separating quark-antiquark contributions. We
sample four independent sets of data points assuming the DSSV08 best fit plus one, two, three
or four times its nominal ∆χ2 = 1 Hessian uncertainty. Separate prior PDF ensembles, labelled
as 1σ , 2σ , 3σ and 4σ henceforth, will then be constructed for each one of these data sets. Of
course, a different ansatz could be made on data: the rationale we followed was to increase
their uncertainty until independence of the reweighted results from the prior was reached. We
will explicitly show that this requirement is fulfilled at least by the 3σ and 4σ prior ensembles
at the end of this Section.
Data points sampled from the DSSV08 fit are then treated, separately for ∆u¯ and for ∆d¯,
as sets of experimental pseudo-observables. Henceforth, they will be labelled as DSSV08U
and DSSV08D respectively. More precisely, we generate Nrep = 1000 replicas of of the original
DSSV08 pseudodata, following the procedure described in Sec. 4.1, and then for each individual
replica we perform a neural network fit to them: the result gives the ∆u¯ and ∆d¯ distributions
with wich we supplement the NNPDFpol1.0 parton set. In order to meaningfully fit the ∆u¯ and
∆d¯ pseudodata, we need to supplement the input PDF basis given in Sec. 4.3, namely ∆Σ, ∆T3,
∆T8 and ∆g, with two new linearly independent light quark combinations; we choose them to
be the total valence, ∆V , and the valence isotriplet, ∆V3,





where ∆q− = ∆q−∆q¯, q = u,d. In addition, in Eqs. (6.15)-(6.16) we have assumed that
∆s = ∆s¯. Even though data are presently insufficient to discriminate between any guess on
strage-antistrange distributions and there are actually no theoretical motivations to support a
symmetric polarized strangeness, we adopt the choice ∆s = ∆s¯ as it is usual in all polarized
PDF analyses. We emphasize that the distribution which is physically meaningful is instead
the total strange combination ∆s+ which was already determined from inclusive DIS data in
NNPDFpol1.0, see Chap 4.
Each of the new PDF combinations in Eqs. (6.15)-(6.16) is parametrized as usual by means
of a neural network supplemented with a preprocessing polynomial,
∆V (x,Q20) = (1− x)m∆V xn∆V NN∆V (x) , (6.17)
∆V3(x,Q20) = (1− x)m∆V3 xn∆V3 NN∆V3(x) , (6.18)
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PDF m n
∆V (x,Q20) [1.5,3.0] [0.05,0.60]
∆V3(x,Q20) [1.5,3.0] [0.01,0.60]
Table 6.2: Ranges for the small and large x preprocessing exponents in Eqs. (6.17)-(6.18).
where NN∆pdf, pdf=V,V3, is the output of the neural network and the preprocessing exponents
m,n are linearly randomized for each Monte Carlo replica within the ranges given in Tab. 6.2.
We have checked that our choice of preprocessing exponents does not bias the fit, according
to the procedure discussed in Sec. 4.3. The neural network architecture is the same as in
NNPDFpol1.0, namely 2-5-3-1, see Sec. 3.2.2. Note that in terms of the quark PDF input basis,









(2∆Σ−3∆T3+∆T8−3∆V +3∆V3)(x,Q20) . (6.20)
For each pseudodata replica ∆u¯(k), ∆d¯(k) in Eqs. (6.19)-(6.20), k = 1, . . . ,Nrep, we supple-
ment the neural networks for ∆V and ∆V3 that are being fitted with random replicas from
NNPDFpol1.0. All the prior PDF ensembles are composed of Nrep = 1000 replicas; this larger
number of PDF members, in comparison to that used in the analysis presented in Chap. 4, where
Nrep = 100, is required to ensure that replicas left after reweighting still describe the underlying
PDF probability distribution with sufficient accuracy; Nrep = 1000 replicas of NNPDFpol1.0
were generated with this purpose.
In these fits to pseudodata, minimization is performed by means of a genetic algorithm, as
discussed in Secs.3.2.3-4.3.2. Implementation of theoretical constraints, both positivity and
integrability, also follow consistently the procedure from Ref. [116] in order to take care of
flavor and antiflavor separation. In particular, Eqs. (4.23)-(4.24) have been enforced by letting
f = u, u¯,d, d¯ separately. Note that no additional sum rules affect ∆V and ∆V3.
Following this procedure, we end up with four separate prior PDF ensembles, labeled as
1σ , 2σ , 3σ and 4σ , corresponding to the different factors by which the DSSV08 nominal PDF
uncertainty has been enlarged. The goodness of the pseudodata fits is quantitatively assessed
by the χ2 values per data point quoted in Tab. 6.3, which are close to one for both separate
and combined DSSV08U and DSSV08D data sets. In Fig. 6.3, we show the x∆u¯(x,Q20) and
x∆d¯(x,Q20) PDFs at the initial energy scale Q
2
0 = 1 GeV
2 from all the prior ensembles we have
contructed. In these plots the positivity bound discussed in Sec. 4.3 and data points sampled
from the DSSV08 parton set [75] are also shown.
Monte Carlo ensembles of polarized parton distributions obtained in this way are equivalent
to NNPDFpol1.0 in the ∆q+ = ∆q+∆q¯ (q = u,d,s) and ∆g sectors, but they are supplemented
with quark-antiquark separation, suitable as a starting point for the reweighting procedure. No-
tice that they have exactly the same gluon distribution, since this is not affected by construction.
In the next sections we quantify the impact on this prior of the new hadronic data, and show
that results are independent of the specific choice of prior starting from the 3σ case.
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χ2tot
Experiment Set Ndat 1σ 2σ 3σ 4σ
DSSV08 20 1.04 1.10 1.09 0.97
DSSV08U 10 1.13 1.09 1.08 0.97
DSSV08D 10 0.96 1.10 1.09 0.96
Table 6.3: The value of the χ2tot per data point for both separate and combined ∆u¯ and ∆d¯ data sets after
the neural network fit to pseudodata sampled from DSSV08 parton set.
6.4.2 Reweighting with new data sets
We would like to reweight the prior PDF ensembles determined in Sec. 6.4.1 with the data
described in Sec. 6.3. To this purpose, we should compute theoretical predictions for the ob-
servables measured in each process under investigation and then compare them to experimental
data. As explained in Sec. 3.2, we will then assign to each replica in the PDF ensembles
a weight proportional to the χ2 of the new data to the corresponding prediction, given by
Eq. (3.16).
Before discussing the impact of each new data set in turn, we summarize a few method-
ological aspects which apply to all experiments.
• For each of the new processess considered in our analysis, the experimental observable
is a longitudinal spin asymmetry, i.e. the ratio between cross-sections depending on
polarized PDFs (in the numerator) and on unpolarized PDFs (in the denominator),
see Eqs. (6.4)-(6.9)-(6.12). In these expressions, the numerator is computed for each
polarized replica from the ensembles determined in Sec. 6.4.1, while the denominator
is evaluated only once using the mean value from the unpolarized NNPDF2.3 parton
set [110] at NLO. This strategy accounts for the fact that the uncertainty affecting
the observed asymmetries is mostly driven by the uncertainty of the polarized parton
distributions rather than by that of their unpolarized counterparts, which is actually
negligible.
• For each data set we will have to check the effectiveness of the reweighting procedure.
To this purpose, we will look at the distribution of χ2 per data point among replicas
and at its mean value, which is expected to decrease after reweighting. Also, we will
have to keep under control the PDF loss of accuracy in the description of the underlying
probability distribution, by ensuring that the number of replicas left after reweighting,
Neff, does not become too low. In particular, we require that Neff should be comparable
with the number of replicas, Nrep, in NNPDFpol1.0, i.e. Neff ∼ Nrep = 100. Indeed, we
determined in Sec. 4.1.2 that a Monte Carlo sample of Nrep = 100 replicas is sufficient to
reproduce the mean values and the errors of experimental data within percent accuracy.
• We may be interested in determining whether the new collider data are consistent with
the old incluisve DIS data. To this purpose, for each data set we will evaluate theP(α)
distribution, defined by Eq. (12) of Ref. [105]. The parameter α measures the consistency
of the data which are used for reweighting with those included in the prior PDF sets,
by providing the factor by which the uncertainty on the new data must be rescaled in
order the two sets to be consistent. Hence, if the probability density for the parameter α ,
116 CHAPTER 6. A FIRST GLOBAL DETERMINATION OF UNBIASED POLARIZED PDFS
x























































Figure 6.3: The polarized sea quark distributions x∆u¯(x,Q20) (upper plots) and x∆d¯(x,Q
2
0) (lower plots)
at the initial energy scale Q20 = 1 GeV
2 from the neural network fit (full band) to pseudodata sampled
from DSSV08 parton set (points with uncertainties). Results are shown for the 1σ (left plots) and 4σ
(right plots) prior ensembles. The positivity bound from the corresponding unpolarized NNPDF2.3 parton
set is also shown.
P(α), peaks close to one, one can conclude that new and old data are consistent to each
other.
Open-charm production at COMPASS
Predictions for the photon-nucleon asymmetry AγN→D
0X
LL are computed at LO accuracy, using
the expressions in Ref. [197], based in turn on Ref. [244], for both the numerator and the
denominator in Eq. (6.4). Results are compared in Fig. 6.4 to COMPASS experimental data,
separated into individual decay channels and into three bins of the charmed hadron energy ED0 .
The curves labelled as DSSV, AAC and BB are obtained using the corresponding polarized
parton sets [73, 75, 76] and either the CTEQ6 [165] (for DSSV) or the MRST2004 [277] (for
AAC and BB) unpolarized PDF sets. The curve labelled as NNPDF is instead computed using
the NNPDFpol1.0 parton set. Notice that we do not need the prior Monte Carlo ensembles
constructed in Sec. 6.4.1, since we compute the observable at LO and only the polarized gluon
appears in Eq. (6.4). By construction, this distribution is exactly the same in both the parton
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Experiment Set Ndat
χ2/Ndat
NNPDF DSSV AAC BB
COMPASS 45 1.23 1.23 1.27 1.25
COMPASS K1pi 15 1.27 1.27 1.43 1.38
COMPASS K2pi 15 0.51 0.51 0.56 0.55
COMPASS K3pi 15 1.90 1.90 1.81 1.82
Table 6.4: Values of χ2/Ndat before reweighting for different polarized parton sets.
sets discussed in Sec. 6.4.1 and in NNPDFpol1.0, hence they all give the same prediction for
the photon-nucleon asymmetry AγN→D
0X
LL . For all the curves shown in Fig. 6.4, we have used
the Peterson parametrization of the fragmentation function DD
0
c [278]; we checked that results
are unaffected by the choice of other, slightly different, available parametrizations [279], as
noticed in Ref. [252].
The agreement between predictions from different PDF sets and experimental data can
be quantified by the value of the χ2 per data point, which we compute for both separate and
combined COMPASS data sets, see Tab. 6.4. The corresponding distribution among NNPDF
replicas is shown in the first panel of Fig. 6.5 only for the combined data set. Notice that, lacking
the experimental covariance matrix, the uncertainties which enter the χ2 definition are taken as
the sum in quadrature of statistical and systematic uncertainties. From Tab. 6.4, it is clear that,
even before reweighting, predictions are already in good agreement with experimental data,
which however are affected by large errors in comparison to the uncertainty estimate of the
asymmetry itself.
In Tab. 6.5, we quote the χ2 per data point after reweighting, χ2rw/Ndat, while the number
of effective replicas left after reweighting, Neff, and the modal value of theP(α) distribution,
〈α〉, for both separate and combined data sets are collected in Tab. 6.6. In Fig. 6.5, we also plot
the distribution of χ2 per data point before and after reweighting, and ofP(α) for all data sets
combined together.
From Tabs. 6.5-6.6 and Fig.6.5, it is evident that reweighting with COMPASS open-
charm data leaves the prior parton set almost unaffected: the χ2 value per data point and its
distribution are essentially unchanged after reweighting. Also, almost all replicas in the prior
ensemble are preserved: this further demonstrates the mild constraining power of COMPASS
data sets. Furthermore, the observable AγN→D
0X
LL , Eq. (6.4), is compared before and after
reweighting in Fig. 6.6, showing unnoticeable differences. Finally, the reweighted polarized
gluon PDF is drawn in Fig. 6.7 together with its one-sigma absolute error and compared to
NNPDFpol1.0 [116] at Q20 = 1 GeV
2. Again, we notice that the differences are mild.
From these results we can conclude that COMPASS open-charm data lead to a moderate
improvement in our knowledge of the polarized gluon PDF, due to the large experimental
uncertainties. One may wonder whether this conclusion still holds once NLO corrections are
taken into account in the computation of the photon-nucleon asymmetry, AγN→D
0X
LL . Such a
computation has been recently completed [252] and it was shown that contributions beyond
Born-level may significantly affect this asymmetry. However, COMPASS experimental data are
not only affected by large uncertainties with respect to the corresponding theoretical predictions
(both at LO and NLO), but also do not show a clear and stable trend over the covered range
of pD
0
T , see Figs. 6.4-6.6. For this reason, the NLO computation of the photon-nucleon spin
asymmetry will not allow for determining the polarized gluon more precisely than its LO
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Figure 6.4: Experimental double-spin asymmetry for D0 meson photoproduction AγN→D
0X
LL measured
by COMPASS [213] from three decay channels compared to its LO prediction, Eq. (6.4), computed
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Figure 6.5: Distribution of χ2/Ndat for individual replicas before (first panel) and after (second panel)
reweighting with COMPASS open-charm production data [213]. The shaded region in the first panel
corresponds to the central 68% of the distribution. TheP(α) distribution (third panel) is also shown.
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Figure 6.6: Comparison of the double-spin asymmetry AγN→D
0X
LL , Eq. (6.4), before and after reweighting
with COMPASS open-charm data [213]. Experimental points are also shown.

































Figure 6.7: Comparison between the unweighted and the reweighted polarized gluon distribution at
Q20 = 1 GeV
2 (left panel) and the improvement in its absolute error (right panel).
counterpart, though in principle the former contains more QCD structure than the latter. Hence,
we expect that the impact of COMPASS open-charm data on the determination of the polarized
gluon PDF will be comparable to that found in our LO analysis, once they will be included in a
global NLO QCD fit of parton distributions, as also anticipated in Ref. [252]. ∗
High-pT jet production at STAR and PHENIX
Predictions for the longitudinal double-spin asymmetry from single-inclusive jet production,
A1 jetLL , are shown in Fig. 6.8. They are plotted as a function of the transverse jet momentum,
pT , and compared to each experimental data set in Tab. 6.1. Predictions are computed at
NLO using the code of Ref. [267], which was modified to handle NNPDF parton sets. We
use the same jet-algorithm, cone radius and kinematic cuts adopted in the experiment (see
Tab. 6.1). In Fig. 6.8, results are shown only for the 1σ prior PDF ensemble. We have explicitly
checked their stability upon the choice of any prior PDF ensemble discussed in Sec. 6.4.1: the
asymmetry shows hardly noticeable differences among different priors, thus proving it is not
sensitive to quark-antiquark separation, as expected.
The χ2 per data point before reweighting for separate and combined data sets is quoted
in Tab. 6.5. Neither STAR nor PHENIX jet data are provided with experimental covariance
matrix, hence we will assume the systematics to be uncorrelated and then sum in quadrature
with statistical errors. Also, we have to account for the fact that data are taken in bins of pT ,
whereas the corresponding theoretical predictions are computed for the center of each bin. We
estimate the corresponding uncertainty as the maximal variation of the observable within each
bin and take that value as a further uncorrelated systematic uncertainty. Since STAR data are
provided with asymmetric systematic uncertainties, we must take care of symmetrizing them,
according to Eqs. (7)-(8) in Ref. [99].
∗We were not able to compute the photon-nucleon asymmetry, AγN→D
0X
LL , at NLO accuracy because the code
developed to this purpose in Ref. [252] is not publicly available. Qualitatively, the impact of the NLO corrections
on this asymmetry can be inferred by comparing our results in Fig. 6.4 (at LO) with those in Fig. 8 of Ref. [252] (at
NLO): differences are actually hardly noticeable.





























































Figure 6.8: Predictions for the double longitudinal spin asymmetry for single-inclusive jet production,
A1 jetLL , before and after reweighting with RHIC data. Results are obtained from the 1σ prior PDF ensemble
discussed in Sec. 6.4.1. Experimental data points are also drawn. Notice the different scale of vertical
axis for PHENIX.
We observe that our predictions are in good agreement with experimental data, as χ2/Ndat∼
1 for all data sets. Nevertheless, notice that, except for STAR 1j-09 data set, experimental data
points are affected by rather large errors in comparison to the uncertainty on the observable
due to the PDFs: hence, this will limit their potential in constraining the polarized gluon
distribution. Furthermore, similar results are obtained with different choices of the prior PDF
ensemble: this strengthens the conclusion that we are looking at a process which is almost
insensitive to the quark content of the proton.
Next, we reweight the various prior ensembles with both separate and combined RHIC
inclusive jet production data. In Tab. 6.5, we quote the values for the χ2 per data point after
reweighting, χ2rw/Ndat, while the number of effective replicas, Neff, and the modal value of the
P(α) distribution, 〈α〉, are collected in Tab. 6.6. In Fig. 6.9, we display, for combined jet
data sets, the unweighted distribution of χ2/Ndat, the corresponding weighted distribution of
χ2rw/Ndat, and theP(α) distribution. In Fig. 6.8 we finally compare the asymmetry before and
after reweighting.
It is clear from Tab. 6.5 and Figs. 6.8-6.9 that jet data from RHIC carry an important piece of
experimental information. In particular, we observe substantial improvement in the description
of the high precision STAR 1j-09 data set, for which the value of the χ2/Ndat decreases from
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Figure 6.9: Same as Fig. 6.5, but for combined RHIC jet data and for the 1σ prior discussed in Sec. 6.4.1.
1.69 to 1.02. As we will show below, this improvement translates into significant constraints
on the polarized gluon PDF. Moreover, the comparison between the χ2 distributions before
and after reweighting shows that their peak moves close to one, with a slight narrowing due to
the increase in the total number of data points. The reweighted observable nicely agrees with
experimental data and its uncertainty is reduced with respect to the prior. Also, notice that the
PDF set loss of accuracy in describing the underlying probability distribution is well under
control: the number of replicas left after reweighting, Neff, is always larger than Nrep = 100, the
value roughly required for NNPDFpol1.0 to reproduce data and errors with percent accuracy.
Finally, new data sets are consistent with the experimental information already included in the
prior, as shown by theP(α) distribution, which is clearly peaked at one (see Fig. 6.9).
Nevertheless, we notice that different data sets have different power in improving the fit: the
more accurate they are, the more effective they are at constraining the theoretical prediction for
the asymmetry A1 jetLL and, in turn, the polarized gluon distribution. It is clear from Tabs. 6.5-6.6
that a substantial amount of experimental information comes from the STAR 1j-09 data set.
We also observe that PHENIX data have a fair impact in improving the fit, due to their large
errors: it is likely that they were overestimated, since the modal value of the α parameter is far
below one (see Tab. 6.6).
Finally, in Fig. 6.10 we compare the polarized gluon PDF from the NNPDFpol1.0 parton
set [116] with its counterpart from the 1σ prior reweighted with RHIC jet data. We also show
the corresponding one-sigma absolute error and a comparison between the reweighted results
obtained with extremum prior PDF sets, namely 1σ and 4σ . We observe that, in the kinematic
range probed at RHIC, the polarized gluon PDF becomes positive and its uncertainty is reduced.
This effect is consistent with what was found in Ref. [188], where these data were included
in the DSSV++ parton set. Again, we stress that results are independent of the choice of any
prior PDF ensemble discussed in Sec. 6.4.1: the stability of our results is clearly visible from
both Tabs. 6.5-6.6 and from the third panel of Fig. 6.10. Hence, results obtained from the
reweighting of any prior are equivalent, and can be used indifferently to describe the polarized
gluon PDF. We have explicitly checked that other PDFs, not shown in Fig. 6.10 are unaffected
by jet data, as expected.
W boson production at STAR
Predictions for the longitudinal single-spin asymmetry, Eq. (6.12), are computed at NLO
using the program of Ref. [270], which was consistently modified to handle NNPDF parton
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Figure 6.10: (First panel) Comparison between the polarized gluon PDF from NNPDFpol1.0 parton
set [116] and the result obtained by reweighting with RHIC jet data. (Second panel) the same comparison,
but for absolute PDF uncertainty. (Third panel) Comparison between the reweighted gluon PDF obtained
from the 1σ and the 4σ prior PDF ensembles.





L ) from production and decay of W
+(−) bosons in bins of the rapidity η ,
compared to STAR data [274]. Results are diplayed for the 1σ and 4σ prior PDF ensembles,
and we have checked that intermediate results are obtained from the other priors constructed in
Sec. 6.4.1. Unlike open-charm and jet production observables discussed above, the longitudinal
single spin asymmetry, Eq. (6.12), is sensitive to separate quark and antiquark PDFs. For this
reason, the corresponding theoretical predictions made from the 4σ prior are affected by larger
uncertainties than those obtained from the 1σ prior.
In Tab. 6.5, we summarize the agreement between experimental data and parton sets before
reweighting, as quantified by the value of χ2/Ndat: as we can see, it is not very good, and all
prior PDF sets fail to describe these data sets with sufficient accuracy. The discrepancy between
data and corresponding theoretical predictions is particularly noticeable for the W− set. This
may reflect some tensions between semi-inclusive data, included in the DSSV08 global fit, and
W production data. Indeed, the experimental information included in DSSV08 was inherited by
NNPDF prior ensembles, due to the way they were constructed. After reweighting with STAR
data, we should demonstrate that this dependence has been removed and check that reweighted
PDFs properly describe W± data sets.
As for the other observables, we proceed to reweight the different prior ensembles with
STAR W production data. Results are collected in Tabs. 6.5-6.6 for both separate and combined
STAR data sets, and compared to the analogous quantity before reweighting. In Fig. 6.12
we display, for each prior PDF ensemble, and for combined W+ and W− STAR data sets,
the unweighted distribution of χ2/Ndat, the corresponding weighted distribution of χ2rw/Ndat,
and theP(α) distribution. Finally, in Fig. 6.11 we compare the asymmetry before and after
reweighting.
We see that after the reweighting, our predictions are in perfect agreement with the STAR
data, both for the W+ and for the W− final states. In particular, we observe that the χ2/Ndat
value decreases after reweighting (see Tab. 6.5), and that the χ2 distribution tends to properly
peak at one, being more narrow than before reweighting (compare, for each prior PDF ensemble,
plots in the first and second column of Fig. 6.12). The value of the effective number of replicas
after reweighting, Neff, is always larger than Nrep = 100, thus the size of the initial prior sample
was large enough. The modal value of the P(α) distribution, 〈α〉 is close to one for the
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L before and after reweighting with STAR data [274]. Results from 1σ , 2σ , 3σ
and 4σ prior PDF ensembles are shown from left to right. Curves are obtained at NLO with the CHE
code [270]. Experimental points are also shown, uncertainties are statistical only.
W+ data but almost 1.4 for the W− data, suggesting that in the latter case some experimental
uncertainties might be somewhat underestimated. This might also explain why the STAR-W−
data set has a much smaller value of Neff than STAR-W+, while we expected the two sets
to have a similar impact. Finally, in Fig. 6.11 we show the comparison of the Ae+L and A
e−
L
asymmetries before and after the reweighting. Finally, the reweighted observable nicely agrees
with experimental data and its uncertainty is reduced with respect to the prior, as clearly shown
in Fig. 6.11.
As emphasized in Sec. 6.4.1, in order to get reliable results we must require the reweighted
PDFs to be independent of the prior PDF ensemble. In other words, we should discard results
which are not stable upon the choice of different prior PDF ensembles and, if needed, we should
construct new priors, assuming a different ansatz on the quark-antiquark PDF separation, until
this independence is effectively achieved. In this case, we can verify that both the 3σ and 4σ
prior PDF ensembles lead to fully equivalent results, as can be seen at the level of the χ2 value
per data point after reweighting (see Tab. 6.5) and single-spin asymmetries (see Fig. 6.11).
Then, we can conclude that results from both 3σ and 4σ prior PDF ensembles are statistically
indistinguishable and that they can both be used to provide a robust determination of the light
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Figure 6.12: Same as Fig. 6.5, but for combined W+ and W− STAR data sets [274] and for each prior.
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Figure 6.13: Comparison between the ∆u¯ (∆d¯) PDF obtained from the reweighting of the 3σ and 4σ
prior ensembles with STAR W data at Q2 = 10 GeV2.
antiquark PDFs, ∆u¯ and ∆d¯. The explicit comparison of these two distributions from the 3σ
and 4σ samples is shown in Fig. 6.13 at Q20 = 1 GeV
2.
Results displayed in Fig. 6.13 refer to simultaneous reweighting with both W+ and W−
data sets; we have explicitly checked that reweighting with W+ (W−) data set separately probe
∆d¯ (∆u¯) PDFs. Parton distributions not shown in Fig. 6.13, including strangeness, are not
affected by reweighting with W data, as we have explicitly checked. The situation is rather
different from the unpolarized case, where, instead, W production data also provide some
information on strangeness. However, we notice that in the unpolarized case Drell-Yan data
from both fixed-target experiments and colliders are available: in particular, the former come
from E605 and E688 experiments at Fermilab [280–283], while the latter come from CDF
and D0 experiments at the Tevatron [284–286] and from ATLAS, CMS and LHCb at the
LHC [287–289]. These data sets span about three orders of magnitude in the energy scale
Q2, from Q2 ∼ 20− 250 GeV2 for fixed-target experiments, up to the W and Z masses for
collider experiments. Hence, the effects of the evolution, enhanced by the rather wide Q2
lever-arm of experimental data, and of the contributions from the Cabibbo-favored partonic
subprocesses, initiated by a sc¯ or s¯c pair, combine together in order to provide some constraints
on the strangeness. Of course, since in the polarized case only data from collider are available,
we cannot observe this effect.
Combining COMPASS, STAR and PHENIX data
The goal of the present analysis is to deliver a polarized parton set including the experimental
information coming from the complete piece of information provided by data discussed in
Sec. 6.3. To this purpose, we perform a global reweighting of our prior polarized PDF
ensembles generated in Sec. 6.4.1 with all the relevant data from the COMPASS, STAR and
PHENIX experiments simultaneously. In Tab. 6.5, we show the values of the χ2 per data point
before (χ2/Ndat) and after (χ2rw/Ndat) reweighting for each prior PDF ensemble. In Tab. 6.6, we
also quote the number of effective replicas left after reweighting, Neff, and the modal value of
theP(α) distribution. In both Tabs. 6.5-6.6 the corresponding values for separate experiments
and data sets are also provided.
As discussed in Sec. 6.4.1, we must retain only the results which are stable upon the
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Experiment Set Ndat
χ2/Ndat χ2rw/Ndat
1σ 2σ 3σ 4σ 1σ 2σ 3σ 4σ
COMPASS 45 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23
COMPASS K1pi 15 1.27 1.27 1.27 1.27 1.27 1.27 1.27 1.27
COMPASS K2pi 15 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51
COMPASS K3pi 15 1.90 1.90 1.90 1.90 1.89 1.89 1.89 1.89
STAR 30 1.19 1.19 1.20 1.20 0.79 0.79 0.79 0.79
STAR 1j-05 10 1.04 1.04 1.04 1.04 1.01 1.02 1.02 1.01
STAR 1j-06 9 0.75 0.75 0.75 0.76 0.59 0.59 0.59 0.59
STAR 1j-09 11 1.69 1.69 1.70 1.71 1.02 1.02 1.03 1.04
PHENIX
PHENIX 1j 6 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.24
STAR 12 1.93 1.97 1.97 1.91 1.43 1.12 1.03 1.02
STAR-W+ 6 1.15 1.14 1.22 1.25 1.04 1.01 1.02 1.01
STAR-W− 6 2.71 2.80 2.59 2.43 1.78 1.25 1.04 1.02
GLOBAL REWEIGHTING 63 1.22 1.25 1.25 1.24 1.07 1.04 1.02 1.02
Table 6.5: The value of the χ2 per data point χ2/Ndat (χ2rw/Ndat) before (after) global reweighting with
all data sets and for each prior PDF ensemble discussed in the text.
Experiment Set Ndat
Neff 〈α〉
1σ 2σ 3σ 4σ 1σ 2σ 3σ 4σ
COMPASS 45 980 980 980 980 1.07 1.07 1.07 1.07
COMPASS K1pi 15 990 990 990 990 1.15 1.15 1.15 1.15
COMPASS K2pi 15 990 990 990 990 0.72 0.72 0.72 0.72
COMPASS K3pi 15 970 970 970 970 1.36 1.36 1.36 1.36
STAR 19 299 301 297 300 1.01 1.10 1.02 1.01
STAR 1j-05 10 931 931 930 931 1.03 1.02 1.05 1.06
STAR 1j-06 9 621 623 622 621 0.99 1.20 0.92 0.98
STAR 1j-09 11 233 235 235 234 1.12 1.14 1.10 1.11
PHENIX
PHENIX 1j 6 740 740 740 741 0.55 0.50 0.50 0.55
STAR 12 395 335 346 350 1.45 1.43 1.40 1.39
STAR-W+ 6 896 850 739 715 1.11 1.13 1.15 1.14
STAR-W− 6 337 298 376 412 1.60 1.47 1.38 1.35
GLOBAL REWEIGHTING 63 224 197 177 176 1.22 1.21 1.23 1.22
Table 6.6: The fraction of replicas left after reweighting, Neff, and the modal value of the P(α)
distribution. Results refer to global reweighting with all data sets and for each prior PDF ensemble
discussed in the text.
choice of different prior PDF ensembles. Looking at the values of the χ2 per data point after
reweighting, we argue that this stability is achieved for results obtained starting from the 3σ
and 4σ priors, see Tab. 6.5. Conversely, the results obtained from the reweighting of the 1σ
and 2σ prior ensembles must be discarded, since they actually depend on the assumptions
on quark-antiquark separation we made for constructing the corresponding priors. In order
to quantitatively check that the results of the global reweighting of the 3σ and 4σ samples
are indeed statistically equivalent, we compute the distances d(x,Q2) between the respective
PDFs. We recall that the distance is a statistical estimator which has the value d ∼ 1 when the
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Figure 6.14: Distances between parton sets obtained via global reweighting of 3σ and 4σ prior PDF
ensembles at Q2 = 10 GeV2.
two samples of Nrep replicas are extracted from the same underlying distribution, while it is
d =
√
Nrep when the two samples are extracted from two distributions which differ on average
by one standard deviation (see Sec. 4.4.2 and Appendix A for further details). The distances are
plotted at Q2 = 10 GeV2 in Fig. 6.14. As d ∼ 2, we conclude that the two ensembles obtained
from the reweighting of the 3σ or 4σ priors describe the same underlying PDF probbaility
distribution. We choose the reweighted set obtained from the 3σ prior for reference.
Furthermore, the overall agreement between new data and the corresponding theoretical
predictions obtained with the reweighted PDF sets is very good, as quantified by the value of
the χ2 per data point, χ2rw/Ndat = 1.02. The effective number of replicas is Neff ∼ 180, so the
size of the initial prior (Nrep = 1000) was large enough even when the information from all
data sets is simultaneously combined. The modal value of theP(α) distribution, is 〈α〉 ∼ 1.2,
thus quantifying the good agreement between inclusive DIS data in NNPDFpol1.0 and the new
data included in NNPDFpol1.1.
6.4.3 Unweighting: the NNPDFpol1.1 parton set
After global reweighting of the 3σ prior PDF ensemble, the unweighting procedure described
in Sec. 3.2 is used to produce a polarized PDF set made of Nrep = 100 replicas, NNPDFpol1.1,
statistically equivalent to the reweighted PDF ensemble, but in which all PDF replicas are
equally probable and hence do not need to be used with corresponding weights. In comparison
to NNPDFpol1.0, the new polarized parton set provides a meaningful determination of sea
flavor PDFs ∆u¯ and ∆d¯, though based on a small set of W boson production data (but with
the advantage to be free of any bias, including poorly known fragmentation functions) and a
determination of the gluon PDF ∆g which is improved by open-charm and, particularly, jet data.
In order to study the compatibility of the new data with the DIS sets, included in NNPDFpol1.0,
in Tab. 6.7 we show the χ2 of each of the experiments included in the NNPDFpol1.0 analysis
evaluated with both the old NNPDFpol1.0 and the new NNPDFpol1.1 parton sets. We observe
that DIS data are described by the two parton sets with comparable accuracy, as we already
noticed from the modal value of theP(α) distribution, 〈α〉 ∼ 1.2 (see Tab. 6.6).
In Fig. 6.15, we compare total PDF combinations ∆u+∆u¯, ∆d+∆d¯, ∆s+∆s¯ and gluon












Table 6.7: The χ2 per data point of all the experiments included in the NNPDFPol1.0 analysis evaluated
with NNPDFpol1.0 and NNPDFpol1.1 parton sets
PDF ∆g from NNPDFpol1.1 with NNPDFpol1.0 at Q2 = 10 GeV2. Since the latter is a fit to
inclusive DIS data, only these PDFs can be compared meaningfully between the two parton
sets. In order to quantitatively asses the difference between them, we plot the coreesponding
distances d(x,Q) at Q2 = 10 GeV2 in Fig. 6.16.
We observe that the total quark PDF combinations from the two determinations are statis-
tically equivalent, since the distance for both their central value and uncertainty is not larger
than two (Fig. 6.16) and differences between them are hardly noticeable (Fig. 6.15). On the
other hand, the gluon PDF shows significant differences between the two NNDPF parton
determinations, in particular in the x region probed by STAR jet data, 0.05 . x . 0.2. In
this region, the gluon from the NNPDFpol1.1 parton set is definitely positive and has a much
reduced error band with respect to its NNPDFpol1.0 counterpart. The polarized gluon PDF in
the two determinations actually samples different underlying probability distributions, which
may differ up to one sigma, as the distance grows up to d ∼ 10. At lower values of x, where no
new data are included, the NNPDFpol1.0 and NNPDFpol1.1 are again statistically equivalent,
as expected.
In Fig. 6.17, we compare PDFs from NNPDFpol1.1 with those from the global DSSV08
fit [75]: we display x∆u, x∆d, x∆u¯, x∆d¯, x∆s and x∆g at Q2 = 10 GeV2. Uncertainties are
nominal one-sigma error bands for NNPDF, while they are Hessian uncertainties (∆χ2 = 1)
for DSSV08. This choice was made in Ref. [75] with some caution, since it may lead to
underestimated PDF ucertainties in some (x,Q2) regions, particularly where constraints from
experimental data are weak, see also Sec. 3.1.
The main conclusions of the comparison in Fig. 6.17 are the following.
• Consistent results are found in the two parton determinations for ∆u and ∆d PDFs,
though the NNPDF uncertainties are slightly larger, especially at small-x values, where
experimental data are lacking.
• The NNPDF polarized gluon PDF is in perfect agreement with its DSSV counterpart
in the large-x region, x & 0.2, where they show similar uncertainties. However, for
x < 0.2, ∆g has a node in the DSSV08 determination, while it is clearly positive from
NNPDFpol1.1. This result is driven in particular by the most recent and precise jet
production data from STAR (labelled as STAR 1j-09 above), which were not available
at the time of the original DSSV08 analysis [75] shown in Fig. 6.17. Actually, only the
data sets labelled as STAR 1j-05 and STAR 1j-06 were included there. An update of
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Figure 6.16: Distances between NNPDFpol1.0 and NNPDFpol1.1 parton determinations at Q2 = 10
GeV2.
the DSSV08 fit including also preliminar STAR 1j-09, called DSSV++ [188], pointed to a
positive ∆g consistent with the result of our analysis.
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Figure 6.17: The NNPDFpol1.1 parton set compared to DSSV08 [75] at Q2 = 10 GeV2.
• Related to the polarized sea quarks, a slight discrepancy is clearly noticeable for the ∆u¯
distribution above x∼ 3 ·10−2 between the two parton sets. We recall that W± data were
not included in the DSSV08 global fit [75] shown in Fig. 6.17, hence the differences in the
∆u¯ distribution may suggest some tension between W± and SIDIS data. This discrepancy
may be explained by our poor knowledge of fragmentation functions. A shift away the
∆u¯ central curve towards positive values, as observed in our analysis, was also found in
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a preliminary global fit including STAR data in the DSSV framework [290].
• Since W boson production data in the kinematic regime probed by STAR are not sensitive
to strangeness, the discrepancy between the NNPDF and DSSV determinations of ∆s,
already found in NNPDFpol1.0, is still present. As discussed in Sec. 4.4, in the NNPDF
analysis the polarized strange PDF is obtained from inclusive DIS data through its
Q2 evolution and assumptions about flavor symmetry of the proton sea enforced by
experimentally measured baryon octet decay constants, see Sec. 2.3. On the other
hand, the DSSV08 determination of polarized PDFs also includes semi-inclusive data
with identified kaons in final states, which are directly sensitive to strangeness, but
are likely to introduce an uncertainty difficult to quantify due to poor knowledge of
kaon fragmentation function. Finally, we made the choice ∆s = ∆s¯, like all other
polarized analyses [73, 75–78]: actually, this is not justified by any physical reason, but
experimental data do not allow for a determination of ∆s and ∆s¯ separately.
6.5 Phenomenology of the nucleon spin structure
In this Section, we use the NNPDFpol1.1 parton set to reevalute the first moments of the
polarized PDFs, separately for each quark flavor-antiflavor and for the gluon, in light of the
new data sets included in this analysis. Then, we produce some predictions for single-hadron
production spin asymmetries at RHIC; we compare them with available measured results in
order to qualitatively gauge their potential in pinning down the gluon uncertainty.
6.5.1 The spin content of the proton revisited
The first moments of the polarized PDFs can be directly related to the fraction of the proton
spin carried by partons, as explained in Sec. 2.2. This reason has especially motivated our
efforts in an accurate and unbiased determination of polarized PDF uncertainties. In Sec. 4.5.1,
we presented a detailed analysis of the first moments of the total quark PDF combinations,
∆u+, ∆d+, ∆s+ and of the gluon PDF, ∆g, from a fit to polarized inclusive DIS data only. Their
potential improvement at a future Electron-Ion Collider was then studied in Sec. 5.5.1. Now,
we use the NNPDFpol1.1 parton set to reassess the determination of the first moments of the
polarized parton distributions in order to quantify the impact of new data on the proton’s spin
content. We recall thet the (truncated) first moments of the polarized PDFs ∆ f (x,Q2) in the
region [xmin,xmax] are defined as
〈∆ f (Q2)〉[xmin,xmax] =
∫ xmax
xmin
dx∆ f (x,Q2) . (6.21)
We consider both full moments, i.e. 〈∆ f (Q2)〉[0,1], and truncated moments in the x region
covered by experimental data, i.e. 〈∆ f (Q2)〉[10−3,1].
Let us begin by looking at polarized quarks and antiquarks. We compute Eq. (6.21) for the
total quark-antiquark combinations, i.e. ∆ f = ∆u+, ∆d+, for sea quarks, i.e. ∆ f = ∆u¯, ∆d¯, for
the polarized strangeness, i.e. ∆ f = ∆s, and for the singlet PDF combination, i.e. ∆ f = ∆Σ=
∑q=u,d,s∆q+. The corresponding central values and one-sigma PDF uncertainties obtained
from the Nrep = 100 replicas of the NNPDFpol1.1 parton set at Q2 = 10 GeV2 are collected
in Tab. 6.8. We compare our results to both NNPDFpol1.0 and DSSV08. In the latter case,
we quote the conservative uncertainty estimate obtained in Ref. [75] using the Lagrange
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〈∆ f (Q2)〉[0,1] 〈∆ f (Q2)〉[10−3 ,1]
∆ f NNDPFpol1.0 NNPDFpol1.1 NNDPFpol1.0 NNPDFpol1.1 DSSV08 [75]
∆u+∆u¯ +0.77±0.10 +0.79±0.06 +0.76±0.06 +0.76±0.03 +0.793+0.028−0.034(±0.020)
∆d+∆d¯ −0.46±0.10 −0.47±0.06 −0.41±0.06 −0.41±0.04 −0.416+0.035−0.025(±0.042)
∆u¯ — +0.06±0.05 — +0.05±0.05 +0.028+0.059−0.059(±0.008)
∆d¯ — −0.12±0.07 — −0.10±0.05 −0.089+0.090−0.080(±0.026)
∆s¯ −0.07±0.06 −0.06±0.05 −0.06±0.04 −0.05±0.04 −0.006+0.028−0.031(±0.051)
∆Σ +0.16±0.30 +0.20±0.18 +0.23±0.15 +0.25±0.10 +0.366+0.042−0.062(±0.124)
Table 6.8: Full and truncated first moments of the polarized quark distributions at Q2 = 10 GeV2 for the
NNPDFpol1.1 set compared to NNPDFpol1.0 and DSSV08 [75]. The uncertainty quoted in parenthesis
for DSSV08 is due to the extrapolation in the unintegrated region as discussed in the text.
multiplier method with ∆χ2/χ2 = 2%. In parenthesis, we also show the uncertainty due to
the extrapolation outside the region covered by experimnetal data, estimated as the difference
between the full first moment and its truncated counterpart in the region [10−3,1] quoted in
Ref. [75].
Results from Tab. 6.8 clearly show that first moments obtained with NNPDFpol1.1 and
NNPDFpol1.0 are perfectly consistent with each other, as we already knew from the corre-
sponding agreement at the level of polarized PDF, see Fig. 6.15. Besides, the sensitivity to
quark-antiquark separation introduced by W data allows for a reduction of the uncertainty
up to 50% in the NNPDFpol1.1 determination with respect to NNPDFpol1.0. The compar-
ison between NNPDF full and truncated moments shows that the relative contribution to
the total PDF uncertainty from the small-x extrapolation region is roughly the same in both
NNPDFpol1.0 and NNPDFpol1.1, and it is about two times larger than the uncertainty in the
measured x region. Therefore, we can conclude that the contribution to the total uncertainty
from the extrapolation region has reduced by almost a half in NNPDFpol1.1 with respect to
NNPDFpol1.0. This is likely because the new data, supplemented by the smoothness provided
by the neural network parametrization, decrease the number of acceptable small-x behaviors of
the polarized quark PDFs. Nevertheless, the uncertainty from the small-x extrapolation region
is still dominant and it could be finally pinned down only by accurate measurements in this
region. These may be performed at a future Electron-Ion Collider and they were demonstrated
to largely keep under control the extrapolation uncertainties in Sec. 5.5.1.
Coming now to the comparison between NNPDFpol1.1 and DSSV08 [75], we notice that
truncated first moments are in perfect agreement, both central value and uncertainties. Slight
differences are found for ∆u¯ and ∆s¯, due to the different shape of the corresponding PDFs
(see Fig. 6.17). On the other hand, when considering full first moments the NNPDFpol1.1
uncertainties are somewhat larger than those found in the DSSV08 analysis whenever the
extrapolation uncertainty is included. This is the major effect of our more flexible PDF
parametrization, as already discussed in Sec. 4.5.1.
Let us now move on to discuss the first moment of the polarized gluon ∆g. Results for full
and truncated moments at Q2 = 10 GeV2 are presented in Tab. 6.9. There, we compare the
predictions from NNPDFpol1.1 with those from NNPDFpol1.0, and two fits from the DSSV
family: we consider both the original DSSV08 parton set [75] and its update, DSSV++ [188],
which includes the same jet production data in NNPDFpol1.1. As for quarks, we compute both
the full and the truncated moments in the measured region [10−3,1]. In order to quantify the
impact of the RHIC inclusive jet data, we also provide results for the truncated first moment
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〈∆g(Q2)〉[0,1] 〈∆g(Q2)〉[10−3,1] 〈∆g(Q2)〉[0.05,0.2]
NNPDFpol1.0 −0.95±3.87 −0.06±1.12 +0.05±0.15
NNPDFpol1.1 −0.13±2.60 +0.31±0.77 +0.15±0.06
DSSV08 [75] — 0.013+0.702−0.314(±0.097) 0.005+0.129−0.164
DSSV++ [188] — — 0.10+0.06−0.07
Table 6.9: Full and truncated first moments of the polarized gluon distributions at Q2 = 10 GeV2 for
the NNPDFpol1.1 set compared to NNPDFpol1.0 and various fits of the DSSV family. The uncertainty
quoted in parenthesis for DSSV08 is due to the extrapolation in the unintegrated region as discussed in the
text.
restricted to the region x ∈ [0.05,0.2], which corresponds to the range covered by these data,
see Fig. 6.2.
The results quoted in Tab. 6.9 show the substantial improvement in the PDF uncertainties of
the gluon first moment in NNPDFpol1.1 as compared to NNPDFpol1.0, due to the constraints
on ∆g provided by RHIC jet data, see Fig. 6.15. This is further illustrated by the truncated
first moment in the region covered by these data, 〈∆g(Q2)〉[0.05,0.2], where the PDF uncertainty
is reduced by a factor close to three, and where its central value is clearly positive, almost
three sigma away from zero. It is clear that the RHIC jet data strongly suggest a positive
polarized gluon first moment in the region x ∈ [0.05,0.2], unfortunately the absence of other
direct constraints outside this region still lead to a quite large value of the gluon first moment
when integrating outside this region. In addition, our results for 〈∆g(Q2)〉[0.05,0.2], in terms of
both central value and uncertainty, turn out to be very close to those obtained in the DSSV++
analysis, which is based on the same set of inclusive jet data [188].
As in the previous NNPDFpol1.0 analysis, the uncertainty due to the extrapolation outside
the region covered by experimental data is substantial and dominates the total uncertainty of the
full first moment 〈∆g(Q2)〉[0,1]. The only way to further reduce this uncertainty is to provide
measurements which probe ∆g at smaller values of x than those that are available now. In this
respect, additional jet data from RHIC taken at higher center-of-mass energy, up to
√
s = 500
GeV2, may be helpful. However, to really pin down the small-x behavior of the polarized PDFs
and thus be able to finally reach an accurate determination of 〈∆g(Q2)〉[0,1], one will have to
resort to the Electron-Ion Collider, as quantified in detail in Chap. 5.
Our main conclusion on the partons’ contribution to the proton’s spin is then twofold. On
the one hand, we have found that their first moments are rather well determined in the kinematic
region covered by experimental data and in good agreement with the values obtained in the
most updated analysis including collider data, DSSV++ [188]. In particular, the singlet full first
moment is less than a half of the proton spin within its uncertainty (see tab. 6.8); the gluon first
moment is definitely positive, though rather small, in the region constrained by recent STAR
jet data, roughly 0.05. x. 0.2. On the other hand, we emphasize that the uncertainty on both
the singlet and the gluon full first moments coming from the extrapolation to the unmeasured,
small-x, region dominates their total uncertainty. For this reason, large values of the gluon first
moment are not completely ruled out: within our accurate determination of uncertainties, the
almost vanishing value for the singlet axial charge observed in the experiment may still be
explained as a cancellation between a rather large quark and the anomalous gluon contributions,
as discussed in Sec. 2.2.2. Of course, more experimental data, such as those available at a
future Electron-ion Collider, are needed to discriminate which is the behavior of the polarized
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gluon in the unmeasured small-x region, in particular whether it is actually small as available
experimental data seem to point to and is commonly believed.
6.5.2 Predictions for single-hadron production asymmetries at RHIC
The parton set presented in Sec. 6.4.3 does not include information from semi-inclusive hadron
production spin asymmetries at colliders. As discussed in Sec. 6.2.2, the analysis of these data
requires the usage of fragmentation functions, whose poor knowledge entails an additional
source of theoretical uncertainty, which is difficult to quantify, on the extracted PDFs (see
Sec. 6.2.1). Nevertheless, in view of the experimental program which is ongoing at RHIC, it
is interesting to compare some predictions for these spin asymmetries with the experimental
data, which are now available with significant statistics. The size of uncertainties of theoretical
predictions will then fix, at least qualitatively, the experimental precision required for data to
further pin down the uncertainties on PDFs, once included in a global fit.
In Fig. 6.18, we show the double-spin asymmetry for single-hadron production in polarized
proton-proton collisions, Eq. (6.5), compared to experimental measurements from PHENIX.
In particular, we provide predictions for neutral-pion production at center-of-mass energy√
s= 200 GeV [217] and
√
s= 62.4 GeV [214], and mid-rapidity (|η |< 0.35) charged hadron
production at
√
s = 62.4 GeV [291]. Earlier measurments with neutral-pions [292–294], with
significantly larger uncertainties, are not considered here. In Fig. 6.19, we compare the double-
spin asymmetry for neutral-pion production at forward rapidity (0.8< η < 2.0) with recent
STAR data at
√
s = 200 GeV [216]. In Fig. 6.19, we also show the predictions for neutral- and
charged-pion production spin asymmetries for which data from the PHENIX experiment will
be soon available.
The asymmetries are computed as illustrated in Sec. 6.4.2: the (polarized) numerator in
Eq. (6.5) is computed for each replica in the NNPDFpol1.1 parton set (Nrep = 100), while
the (unpolarized) denominator is computed only once taking the average PDFs from the
NNPDF2.3 [110] parton set at NLO. In both the numerator and the denominator, we use the
best fit fragmentation functions from the DSS07 set [185]. The central value and the uncertainty
of the prediction are then obtained as the mean and the standard deviations computed from the
Nrep = 100 results for each replica in the polarized PDF set. Hence, the estimated uncertainty
on our prediction only takes into account the uncertainty of the polarized PDFs. While we
expect the uncertainty on unpolarized PDFs has a negligible impact, conversely the additional
theoretical uncertainty due to the choice of a set of fragmentation functions may have a rather
large impact. We finally note that our predictions are made using the code presented in
Ref. [269], which we have modified to handle NNPDF parton sets.
Results in Figs. 6.18-6.19 show that the asymmetry remains very small in the measured pT
range. Experimental data are in good agreement with predictions and seems to reinforce the
conclusion that the polarized gluon is small in the measured kinematic range. However, we
notice that, except for PHENIX neutral-pion production at small pT , experimental uncertainties
are rather large in comparison to those of the corresponding theoretical predictions: this is
particularly evident for STAR data in Fig. 6.19, which, however, cover a rapidity range larger
than that measured by PHENIX. The mutual size of experimental and theoretical uncertainties
is similar to that observed talking of COMPASS open-charm data in Sec. 6.4.2. However in
the present the data show a more definite trend towards a growing asymmetry as pT increases,
followed by a consistent behavior of the corresponding theoretical prediction. For this reason,
we expect that data on semi-inclusive particle production presented here will have a moderate



































































Figure 6.18: Predictions for the neutral-pion (upper plots) and charged hadron (lower plots) spin
asymmetries computed at NLO accuracy with the NNPDFpol1.1 and NNPDF2.3 PDFs, compared to































           NLO QCD, NNPDFpol1.1-pi
Figure 6.19: (Left panel) Predictions for the neutral-pion spin asymmetry compared to data measured by
STAR [216]. (Right panel) Prediction for the neutral- and charged-pion spin asymmetries in the kinematic
range accessed by upcoming PHENIX measurements. All theoretical predictions are obtained from the
NNPDFpol1.1 and NNPDF2.3 PDFs at NLO accuracy.
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In this Thesis, we presented the first unbiased determination of spin-dependent, or polarized,
Parton Distribution Functions (PDFs) of the proton. These distributions are defined as the
momentum densities of partons polarized along or opposite the direction of the parent nucleon
and are usually denoted as ∆ f (x,Q2), where f refers to a quark or antiquark flavor or to the
gluon. Parton distributions depend on both the Bjorken scaling variable x, the fraction of the
proton momentum carried by the parton, and on the energy scale Q2 with which the proton is
probed. While the first is a non-perturbative dependence to be determined from experimental
data, the latter is fully predictable in perturbative Quantum Chromodynamics (QCD), the theory
of strong interaction.
In the framework of perturbative QCD, polarized parton distributions are essential in-
gredients for any phenomenological study of hard scattering processes involving polarized
hadrons in initial states. The description of these processes in terms of expressions in which the
perturbative and the non-perturbative parts are factorized, is a powerful success of QCD itself.
In such a picture, parton distributions are the fundamental objects encoding the information on
the inner structure of the nucleon; in particular, polarized parton distributions are related to its
spin structure, since their integrals over the Bjorken scaling variable are interpreted as fractions
of the proton spin.
The interest in the determination of polarized PDFs of the nucleon is largely related to
the experimental discovery, in the late 80s, that the singlet axial charge of the proton is
anomalously small [49, 50], soon followed by the theoretical realization [59, 60] that the
perturbative behavior of polarized PDFs deviates from parton model expectations, according to
which gluons decouple in the asymptotic limit. An accurate determination of polarized PDFs
is then needed to precisely assess which fraction of the nucleon spin is carried by quark and
gluon spins. The residual part of the nucleon spin which possibly would not be accounted for
by quarks and gluons may be explained by resorting to their intrinsic Fermi motion and orbital
angular momenta [61–63] (for a recent discussion on the spin decomposition see also Ref. [64]).
In addition to the investigation of the nucleon’s spin structure, polarized PDFs have been
recently shown to play a role in the probe of different beyond-standard-model scenarios [112]
and in the determination of the Higgs boson spin in the diphoton decay channel, by means of
the linear polarization of gluons in an unpolarized proton [113].
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Polarized parton distributions are presently known with much less accuracy than their
unpolarized counterparts. As pointed out several times in this Thesis, this is mostly due to
the experimental data they rely on, which are both less abundant and less accurate than those
available in the unpolarized case. Several polarized PDF sets have been determined in the
last few years [73–80, 116], but they are all based on the standard Hessian methodology for
PDF fitting and uncertainty estimation. This approach is known [81] to potentially lead to an
underestimation of PDF uncertainties, due to the limitations in the linear propagation of errors
and to PDF parametrization in terms of fixed functional forms, both assumed in the standard
methodology. These issues are especially delicate when the experimental information is scarce,
like in the case of polarized data.
In light of these considerations, an unbiased determination of polarized PDFs is crucial in
order to provide an adequate estimate of the uncertainty with which quark and gluon spins can
be determined from available experimental data. In particular, such a determination allows
for scrutinizing the common belief that the anomalous gluon contribution is too small to
compensate a reasonably large quark and antiquark spin contribution into the almost vanishing
axial charge observed in experiments. Providing the first unbiased determination of polarized
parton distributions has precisely been the goal of the present Thesis.
7.1 Summary of the main results
In this Thesis, the determination of polarized parton sets has been carried out within the
NNPDF methodology. This uses a robust set of statistical tools, devised for a statistically
sound determination of PDFs and their uncertainties, which include Monte Carlo methods for
error propagation, neural networks for PDF parametrization and genetic algorithms for their
minimization. This methodology has already been successfully applied in the unpolarized
case [99–111], where the NNPDF sets are routinely used by the LHC collaborations in their
data analysis and data-theory comparison. It has been extended here to polarized PDFs for
the first time. In more detail, the main achievements presented in this Thesis are summarized
below.
• Based on world-available data from polarized inclusive Deep-Inelastic Scattering, we
determined a first polarized parton set at next-to-leading order accuracy, NNPDFpol1.0.
We reviewed in detail the theory and phenomenology of polarized DIS, in particular
focusing on the features of the data included in our analysis. We discussed how the
NNPDF methodology has been adapted to the polarized case and which strategies
have been devised to face some issues, like the proper implementation of target mass
corrections and positivity constraints in the fitting algorithm.
Our analysis showed that some PDF uncertainties are likely to be underestimated in
other existing determinations, based on the standard methodology, due to their less
flexible parametrization. This is particularly the case of the gluon, which is left almost
unconstrained by inclusive DIS data: hence, its contribution to the nucleon spin is still
largely uncertain, unless one makes strong assumptions on the PDF functional form
in the small-x (x . 10−3) extrapolation region, where experimental data are presently
lacking. For the same reason, we also showed that a determination of the strong coupling
αs from the Bjorken sum rule is not competitive, again because the nonsinglet structure
function in the unmeasured small-x region is largely uncertain.
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These conclusions were supported by a careful analysis of the stability of our results upon
the variation of a number of theoretical and methodological assumptions, in particular
related to the effects of target mass corrections, sum rules, and positivity constraints.
First, we found that inclusive DIS data, with our kinematic cuts, do not show sensitivity
to finite nucleon mass effects, neither in terms of fit quality, nor in terms of the effect on
PDFs. Second, we concluded that our fit results are quite stable upon variations of the
treatment of sum rules dictated by hyperon decays. Finally, we emphasized that positivity
significantly affects PDFs in the region where no data are available, in particular their
large-x behavior.
• The proposed Electron-Ion Collider (EIC) [128, 209, 219] is expected to enlarge the
kinematic coverage of data, which is presently rather limited, by at least two orders of
magnitude in both x and Q2. This will reduce the uncertainty due to PDF extrapolation
to small-x values and will allow for a better determination of the polarized gluon PDF
through scaling violations, thanks to a larger Q2 lever arm. Using simulated pseudodata
for two realistic scenarios at an EIC, with increasing energy of both the lepton and hadron
beams, we have studied its potential impact on the determination of polarized PDFs. We
found that inclusive DIS data at an EIC would entail a considerable reduction in the
gluon PDF uncertainty and also provide evidence of a possible large gluon contribution
to the nucleon spin, though the latter goal would still be reached with a sizable residual
uncertainty.
The measurement of the charm contribution to the proton structure function gp,c1 , which
is directly sensitive to the gluon, might provide more information on the corresponding
distribution. We showed that gp,c1 , though being small, could be as much larger as
10−20% of the total structure function gp1 in the kinematic region probed by an EIC:
hence, in order to further pin down the gluon uncertainty from intrinsic charm effects,
one should be able to measure the corresponding contribution to the g1 structure function
within this accuracy.
• The Relativistic Heavy Ion Collider (RHIC) is the first facility in the world to collide
polarized proton beams. Measurements on inclusive jet and W boson production asym-
metries have been recently presented: we studied their potential in constraining the
polarized gluon and in separating light quark and antiquark PDFs, respectively. This new
piece of experimental information was included in our polarized parton set by means of
Bayesian reweighting of suitable Monte Carlo PDF ensembles [105, 109]. This method,
which consist of updating the underlying PDF probability distribution of a prior ensemble
according to the conditional probability for the old PDFs with respect to new data, allows
for the inclusion of new data in a PDF set without the need of a global refitting; hence, it
could be used to quickly update the current PDF set with any new piece of experimental
information. This way, we were able to provide the first global polarized PDF set ob-
tained within the NNPDF framework, NNPDFpol1.1. In comparison to NNPDFpol1.0,
the new polarized parton set provides a meaningful determination of sea flavor PDFs ∆u¯
and ∆d¯, based on W boson production data (otherwise not determined by inclusive DIS
data or determined in SIDIS, but with the bias introduced by poorly known fragmentation
functions), and a determination of the gluon PDF ∆g which is improved by open-charm
and, particularly, jet data.
We should also notice that, from a conceptual point of view, the methodology we
followed to determine this parton set is in itself particularly valuable. Indeed, we have
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explicitely shown how a PDF set can be succesfully obtained by including all data
through reweighting of a first unbiased guess, as originally proposed in Refs. [172, 173].
The main conclusion on the partons’ contributions to the nucleon’s spin based on the
NNPDFpol1.1 parton set is twofold. On the one hand, we have found that their first
moments are rather well determined in the kinematic region covered by experimental
data and are in good agreement with the values obtained in the only available analysis
including the same collider data [188]. In particular, in the region constrained by data, the
singlet full first moment is less than a half of the proton spin within its uncertainty, while
the gluon first moment is definitely positive, though rather small. The determination
of the gluon is more accurate in NNPDFpol1.1 than in NNPDFpol1.0, mostly thanks
to jet data, located in the region 0.05 . x . 0.2. On the other hand, we emphasize
that the uncertainty on both the singlet and the gluon full first moments coming from
the extrapolation to the unmeasured, small-x, region dominates their total uncertainty.
For this reason, large values of the gluon first moment are not completely ruled out:
within our accurate determination of uncertainties, the almost vanishing value for the
singlet axial charge observed in the experiment may still be completely explained as a
cancellation between a rather large quark and the anomalous gluon contributions.
• We developed a Mathematica package which allows for fast and interactive usage of
any available NNPDF parton set, both unpolarized and polarized, see Appendix B. This
interface includes all the features already available through LHAPDF [122, 123], but
they can be profitably combined together with those provided by Mathematica. The
software we developed was tailored to the users who are not familiar with Fortran or
C++ languages used by the LHAPDF interface and who can benefit from the more direct
usage of PDFs within a Mathematica notebook.
The NNPDFpol1.0 and NNPDFpol1.1 polarized PDF sets, with Nrep = 100 replicas, are
publicly available from the NNPDF website
http://nnpdf.hepforge.org/ .
The Mathematica interface as well as FORTRAN and C++ stand-alone codes for handling these
parton distributions are also available from the same source.
7.2 Future directions
The NNPDFpol1.1 parton set is based on all the relevant and up-to-date experimental infor-
mation from deep-inelastic scattering and proton-proton collision observables which do not
depend on the fragmentation of the struck quark into final observed hadrons. Further data are
expected from PHENIX and STAR in the upcoming years, which will further improve the
accuracy of polarized PDF determinations. As further refinements of polarized PDFs will be
achieved, they will become more and more appealing for the experimental collaborations to be
used in their analysis and for data-theory comparison. In this sense, efforts will be devoted to
make the NNPDF polarized parton sets the gold standard, as their unpolarized counterparts are
quickly becoming.
In order to obtain additional information on the spin structure of the proton, it will be
certainly beneficial to include a wide range of semi-inclusive measurements, namely semi-
inclusive DIS in fixed-target experiments [95–98, 230], and semi-inclusive particle production
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in polarized collisions at RHIC [214, 216, 217, 291]. However, a consistent inclusion of these
data in a global fit requires first of all the corresponding determination of fragmentation
functions using the NNPDF methodology. Indeed, available fragmentation function sets [184–
186, 239–243] suffer from several limitations due to their too rigid parametrization. It was
recently shown that none of these sets can describe the most updated inclusive charged-particle
spectra data at the LHC satisfactorily [162]. Therefore, a determination of fragmentation
functions using the NNPDF methodology is highly desirable by itself, and may be important in
various areas of phenomenology [238]; in particular, it will pave the way to use a large data set
of semi-inclusive polarized data in future NNPDF analyses.
Finally, we notice that the methods illustrated here apply to the determination of any
non-perturbative object from experimental data. Hence, even though a phenomenological study
of either TMDs or GPDs was beyond the scope of this Thesis, the NNPDF methodology may
be used as well to provide the determination of such distributions in the future, when relevant
experimental data will reach more and more abundance and accuracy.
In summary, in this Thesis not only we have extended the NNPDF framework to the
determination of spin-dependent parton sets, but we have also reached the state-of-the-art in our
unbiased understanding of the proton’s spin content, as allowed by available experimental data.
Further constraints will be provided by a variety of semi-inclusive measurements, which in
turn will require the development of a set of parton fragmentation functions using the NNPDF
methodology. In the long term, the final word on the spin content of the proton will require
brand new facilities such as an Electron-Ion Collider, as we have also extensively discussed
in this Thesis. Indeed, it could finally bring polarized PDF determinations to a similar level
of accuracy as the one reached for their unpolarized counterparts. We hope that the NNPDF




In this Appendix, we collect the definitions of the statistical estimators used in the NNPDF
analyses presented in Chaps. 4-5-6. Despite they were already described in Refs. [99,104,120],
we find useful to give them for completeness and ease of reference here. In the following, we
denote with O a generic quantity depending on replicas in a Monte Carlo ensemble of PDFs;
it may be a PDF, a linear combination of PDFs, or a physical observable. We also denote
as 〈O〉rep the mean computed over the Nrep replicas in the ensemble and as 〈O〉dat the mean

























• Elements of the covariance matrix
covi j = ρi jσiσ j . (A.4)















where O1,2 may be obtained as averages over Monte Carlo replicas.
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[〈O(1)〉]+σ2 [〈O(2)〉] , (A.7)




in terms of the variance σ [O(i)] of the variables O(i), estimated as the variance of the replica
sample, Eq. (A.2). In our notation i = 1,2.














where we have defined σ¯2(i) ≡ σ2[O(i)], i = 1,2. In practice, for small-size replica samples
the distances defined in Eqs. (A.9)-(A.8) display sizable statistical fluctuations. In order
to stabilize the result, all distances computed in this thesis are determined as follows: we
randomly pick N(i)rep/2 out of the N
(i)
rep replicas for each of the two subsets. The computation
of the square distance Eq. (A.9) or Eq. (A.8) is then repeated for Npart = 100 (randomly
generated) choices of N(i)rep/2 replicas, and the result is averaged: this is sufficient to bring
the statistical fluctuations of the distance at the level of a few percent.
B
A Mathematica interface
to NNPDF parton sets
In this Appendix, we present a package for handling both unpolarized and polarized NNPDF
parton sets within .nb Mathematica notebook files [121]. This allows for performig PDF
manipulations easily and quickly, thanks to the powerful features of the Mathematica software.
The package was tailored to the users who are not familiar with FORTRAN or C++ programming
codes, on which the standard available PDF interface, LHAPDF [122, 123], is based. However,
since our Mathematica package includes all the features available in the LHAPDF interface,
any user can benefit from the interactive usage of PDFs within Mathematica.
The NNPDF Mathematica package can be downloaded from the NNPDF web page
http://nnpdf.hepforge.org/
together with sample notebooks containing a step by step explanation of the NNPDF usage
within Mathematica, as well as a variety of examples. The procedure to download and run our





3. Run the tutorial
mathematica Demo-unpol.nb
mathematica Demo-pol.nb
The input for our Mathematica package is any .LHgrid file delivered by the NNPDF Col-
laboration as the final result of a fit. These files are publicly available from the NNPDF
hepforge website or from the LHAPDF library and should be downloaded separately from the
Mathematica package.
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Figure B.1: (Left) Simultaneous (x,Q2) dependence of the singlet PDF and its 1σ error band from the
NLO NNPDF2.3 parton set. (Right) Contour plot of the of the singlet PDF from the NNPDF2.3 parton set
at NLO in the (x,Q2) plane.
The functions implemented in the package are summarized in Tab. B.1. In the following,
we briefly demonstrate the NNDPF Mathematica package by examining the NNPDF2.3 parton
determination at NLO [110].
• Compute PDF central value and variance We have defined proper functions to keep
the computation of PDF central value and variance very easy. These built-in functions
only need x, Q2 and PDF flavour as input. The user can also specify the confidence level
to which central value and variance should be computed.
• Make PDF plots Mathematica enables a wide range of plotting options. As a few
examples, we show the 3D plot and the contour plot of the singlet PDF combination
from the NNPDF2.3 parton set at NLO (see Fig. B.1).
• Perform computations involving PDFs PDF manipulation can be carried out straigh-
forwardly since we have defined functions which handle either single replicas or the
whole Monte Carlo ensemble. The user can then easily perform any computation which
involves PDFs. For example, we show in Fig. B.2 a snapshot of a typical Mathematica
notebook in which we use our interface to check the momentum and valence sum rules
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































for g1(x,Q2) up to O(αs)
In this Appendix, we collect the relevant explicit formulae for the practical computation of the
polarized DIS structure function g1(x,Q2) within the FONLL approach [124] up to O(αs). In
particular, we will restrict to the heavy charm quark contribution g1c to the polarized proton
structure function g1, which will be of interest for studies at an Electron-Ion Collider, see
Sec. 5.5.2. The formulae below extend to the polarized case those collected in Appendix A of
Ref. [124].
For g1c , up to O(αs), the relevant equations, to be compared to Eqs. (88-92) in Ref. [124],
are expressed in terms of nl = 3 light flavours:
gFONLL1c (x,Q




2) = g(nl+1)1c (x,Q
































































where the strong coupling αs(Q2), the polarized gluon distribution ∆g(x,Q2) and the charm
combination ∆c+(x,Q2) = ∆c(x,Q2)+∆c¯(x,Q2) are expressed in the same decoupling n f =




massive coefficient functions and their massless limits (labelled with the superscript 0) in
Eqs. (C.4-C.6) are taken from Ref. [138, 295, 296]∗ and read:





Q2 and the first term in the second
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• for the gluon

















































• for the quark



















−2(1+ z) ln(1− z)
−21+ z
2
1− z lnz+4+2z+δ (1− z)[−4ζ (2)−9]
}
(C.12)
and CF = 4/3.
The formulae listed in this Appendix, should be implemented in the FastKernel frame-
work [104], as succesfully performed in the unpolarized case [106], in order to gauge the
impact of heavy charm flavour on polarized PDFs. As discussed in Sec. 5.5.2 this would be of
particular interest in future studies at an Electron-Ion Collider.
line of Eq. (12) should read −2 1+z21−z lnz.
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