for prescribed arithmetic functions a : Z + → C and b : Z + → C where b m = d|m a d . As in [3] , we are interested in so-termed Lambert series factorizations of the form n≥1 a n q
for arbitrary {a n } n≥1 and where specifying one of the sequences, c n := [q n ]1/C(q) or s n,k with C(0) := 1, uniquely determines the form of the other. In effect, we have "factorization pairs" in the expansions of (2) . The special case of (C(q), s n,k ) ≡ ((q; q) ∞ , s o (n, k) − s e (n, k)) , where s o (n, k) and s e (n, k) are respectively the number of k's in all partitions of n into an odd (even) number of distinct parts is considered in the references [3, 4, 7] . We generalize this result in two key new ways in the next sections.
Central to the definition of our factorization pairs in (2) is the next matrix identity providing a factorized representation of special arithmetic functions generated by Lambert series expansions where , and the one-dimensional sequence of {B m } m≥0 depends on the arithmetic function, b n , implicit to the expansion of (1) and the factorization pair, (C(q), s n,k ).
. . .
Thus in order to construct a valid factorization pair we require that both the fundamental factorization result in (2) hold, and that the corresponding construction provides an identity of the form in (3) for an application-dependent, suitable choice of the sequence, B m (see below).
Significance of our new results.
In the article we prove several variants and properties of the Lambert series factorization theorem defined by (2) . Namely, in Section 2 and Section 3 we prove Theorem 2.1, Theorem 2.9, and then Theorem 3.3 and Theorem 3.6 which provide interesting generalized variations of the first two factorization theorem results. Each of these factorization theorems suggest new relations between sums of an arbitrary sequence {a n } n≥1 over the divisors of an integer n as in (1) and more additive identities involving the same sequence. Our results proved in the article relate the two branches of additive and multiplicative number theory in many interesting new ways. Moreover, our new theorems connect several famous special multiplicative functions with divisor sums over partitions which are additive in nature.
Even though there are a number of important results connection the theory of divisors with that of partitions and special classical partition functions, these results are more or less scattered in their approach. We propose to continue the study of the relationships between divisors and partitions with the goal of identifying common threads between these connections by the means of our unified factorization theorems of Lambert series generating functions. On the multiplicative number theory side, we connect the Euler partition function p(n) with other important number theoretic functions including Euler's totient function, the Möbius function, Liouville's lambda function, von Mangoldt's lambda function, the Jordan totient functions, and the generalized sum-of-divisors functions by extending the results first proved in [3, 4, 7] .
2. Natural generalizations of the factor pairs Theorem 2.1. Suppose that C(q) in (2) is fixed. Then for all integers n, k ≥ 1, we have that
i.e., so that we have a generating function for the general case of s n,k in the form of
Proof. We rewrite (2) as
Equating the coefficient of a k in this identity, gives
Rewriting this relation
we derived the first claimed relation, which we note easily implies the second, where we have invoked the Cauchy multiplication of two power series.
Remark 2.2. We remark that the general factorization in (2) can be easily derived considering the following identity
The case of C(q) ≡ (q; q) ∞ in Theorem 2.1 can be rewritten considering Euler's pentagonal number theorem, i.e.,
where the exponent
is the j th generalized pentagonal number. In particular, for n, k > 0 we have that
where the sum runs over all positive multiple of k of the form n − G j .
Theorem 2.1 allows us to give another very interesting special case of (2) considered in [4, 3] .
where s n,k is the number of k's in all unrestricted partitions of n.
Proof. We take into account the fact that
is the generating function for the number of k's in all unrestricted partitions of n. This generating function implies our result.
Example 2.4 (Applications of the Corollary). The result in Corollary 2.3 allows us to derive many special case identities involving Euler's partition function and various arithmetic functions. More precisely, by the well-known famous special cases Lambert series identities expanded in the introduction to [3] , for n ≥ 1 we have that
where s n,k is the number of k's in all unrestricted partitions of n. Moreover, in the case where a n ≡ 1 in the corollary, for n > 0 we have that
and that
where S(n) is number of parts in all partitions of n (also, sum of largest parts of all partitions of n). Similarly, in the special case where a n := n, for n ≥ 1 we have that
Corollary 2.5 (A Known Factorization). For arbitrary {a n } n≥1 , we have that
where s ′ n,k is the number of k's in all unrestricted partitions of n that do not contain 1 as a part.
Proof. We consider (2) with C(q) = (q 2 ; q)
∞ . According to Theorem 2.1, the generating function of s ′ n,1 is given by
For k > 1, we see that the generating function of s
which is the generating function for the number of k's in all partitions of n that do not contain 1 as a part.
Example 2.6 (More Applications of the Corollary). We denote by p 1 (n) the number of partition of n that do not contain 1 as a part. For n ≥ 1 and fixed x ∈ C, we have that
where s ′ n,k is the number of k's in all partitions of n that do not contain 1 as a part.
Corollary 2.7 (Another Known Factorization). For arbitrary {a n } n≥1 , we have that
where p k (n) is the number of partition of n that do not contain k as a part and s
is the number of k's in all unrestricted partitions of n that do not contain 1 or 2 as a part.
Proof. We consider (2) with C(q) = (q 3 ; q)
∞ . According to Theorem 2.1, the generating function of s ′′ n,1 is given by
The generating function for s ′′ n,2 is
For k > 2, we see that the generating function of s ′′ n,k is given by
which is the generating function for the number of k's in all partitions of n that do not contain 1 or 2 as a part.
Corollary 2.8 (A Generalization of the Known Factorizations).
For integers m ≥ 1 and arbitrary {a n } n≥1 , we have a Lambert series factorization given by n≥1 a n q
where p m (n) denotes the number of partitions of n that do not contain 1, 2, . . . , m as a part and where s
n,k denotes the number of k's in all unrestricted partitions that do not contain 1, 2, . . . , m as a part.
Proof. The proof of Corollary 2.7 is the starting point for proving this generalized result. In particular, for the factorization pair determined by C(q) := (q m ; q)
in (2), we have that for 1 ≤ i < m the coefficient on the right-hand-side of the factorization is given by
Similarly, by Theorem 2.1 for k ≥ m we see that the right-hand-side coefficient of a k satisfies the following generating function over n:
Theorem 2.9 (Generalized Factorization Theorem Identities). Suppose that the factorization pair (c n , s n,k ) in (2) is fixed where c n := [q n ]1/C(q). Then for all integers n, k ≥ 1 and m ≥ 0 with 1 ≤ k ≤ n, we have that
(ii)
Proof of (i) and (ii). This result is equivalent to showing that
which we do below by mimicking the proof from the reference [3, §3] . In particular, we consider the Lambert series over the sequence of s
n,k for a fixed integer k ≥ 1 and note its factorization from (2) in the form of
Proof of (iii). By the matrix representation of our factorization theorem given in (3), we see by a generating function argument starting from (2) that
when C(0) ≡ 1 as in the factorization theorem stated in the introduction.
Note that (i) in the proposition implies the following closed-form generating function for the Lambert series over the inverse matrix sequences by Möbius inversion:
.
We have additional formulas that relate the sequences implicit to the choice of a fixed factorization pair in the form of (2). Namely, we see that for m ≥ 1
We also have the following determinant-based recurrence relations proved as in the reference [3, §2] between the sequences, s n,k and s
n,k , which are symmetric in that these identities still hold if one sequence is interchanged with the other:
Remark 2.10 (Tables of Special Matrix Entries). The tables given in Appendix A on page 18 provide several concrete examples of the matrix sequences, s n,k and s
n,k , implicit to specific factorizations in the form of (2). In particular, these tables correspond to the matrix entries where the generating functions, C(q), are defined respectively to be C(q) := (−q; q)
∞ . The listings in these tables provide explicit special cases that serve to demonstrate the results in Theorem 2.9.
Variations of the factorization theorems
3.1. Motivation. One topic suggested by M. Merca as we considered generalizations of the factorization theorems both in this article and in our first article [3] is to consider what happens in the form of Theorem 2.9 part (i) when the Möbius function is replaced by any other special multiplicative function, γ(n), such as Euler's totient function, φ(n), or for example by von Mangoldt's function, Λ(n). In its direct form, the factorization theorem in (2) does not accommodate a transformation of this form. However, if we change our specification of the fundamental factorization in the theorems from the previous section to allow the instance of a k in the left-hand-side sums of (2) to be a function, a k , depending on γ(n) and the Lambert series sequence, a n , we obtain several interesting new results. The next examples where (C(q), γ(n)) := ((q; q) ∞ , φ(n)), ((q; q) ∞ , n α ) for some fixed α ∈ C provide the motivation for the statement of the more general theorem given in the next subsection.
Example 3.1 (Convolutions with the Euler Totient Function). Suppose that for an arbitrary sequence, {a m } m≥1 , we define the factorization of the Lambert series over a n to be n≥1 a n q
where we define s n,k (φ) in terms of its corresponding inverse sequence through (4) given by the divisor sum Then we have an exact formula given in the following form where we note that n = d|n φ(d):
The two inverse sequences, s n,k and s
n,k , in the case of this example are listed in Figure 3 .1. n,k to be n α . More precisely, suppose that for an arbitrary sequence, {a m } m≥1 , we again define the factorization of the Lambert series over a n to be n≥1 a n q
where we similarly define s n,k in terms of its corresponding inverse sequence through (4) given by the divisor sum
Then we can once again prove that we have an exact formula given in the following form where we note that the generalized sum-of-divisors function is defined by
The two corresponding inverse sequences, s n,k and s
n,k , in the case of this particular modified example are listed in Figure 3 .2.
3.2.
More general theorems. The next theorem makes precise a generalized form of the factorization theorem variant suggested by the last two examples in the previous subsection.
Theorem 3.3 (Generalized Factorization Theorem I).
Suppose that the sequence {a n } n≥1 is taken to be arbitrary and that the functions, C(q) and γ(n), are fixed. Then we have a generalized Lambert series factorization theorem expanded in the form of n≥1 a n q
where s n,k (γ) is defined through its inverse sequence by (4) according to the formula
and where for γ(n) := d|n γ(d) we have that
Proof. Let By the same argument justifying the matrix equation in (3) from the factorization in (2), we see that
Thus for fixed n ≥ 1 and each 1 ≤ d ≤ n we have that
If we can show that the inner sum is one when d|r where d|n and zero otherwise, we have completed the proof of our result. We note that for d ≥ 1 and
Then we continue expanding the inner sum in (i) as
Hence, we have from (i) and (ii) that for 1
which implies our formula for a n stated in the theorem. Here, we notice that it is apparent from the factorization given in the first equation of the theorem that a n = n d=1 γ n,d · a d for some coefficients, γ n,d , which we have just proved a formula for in the previous equation. (3) resulting from the theorem provides that for all n ≥ 1 and fixed factorization pair parameter C(q) we have that
where a n , s the coefficients of the Lambert series over the generalized sum-of-divisors function, σ α (n), for any fixed α ∈ C:
Similarly, by setting a n := n β and γ(n) := n α for some fixed α, β ∈ C, we obtain the identity
If we set (a n , γ(n)) := (n β , φ(n)) for a fixed β, we obtain the following related identity:
Given the known special case Lambert series identities expanded in [3, §1; cf. §3], we also have the following mixed bag of additional identities which are easily proved from (5) for fixed β, t ∈ C:
We note that these identities implicitly involving the Euler partition function p(n) correspond to the choice of the factorization pair parameter C(q) := (q; q) ∞ . We could just as easily re-phrase these expansions in terms of the partition function q(n) where C(q) = 1/(−q; q) ∞ , or in terms of any number of other special sequences with a reciprocal generating function of C(q). tion theorem where (C(q), γ(n)) := ((q; q)∞, φ(n)).
3.3.
A second variation of the theorem.
Example 3.5 (A Second Variation of the Theorem). Let the sequence {a n } n≥1 be fixed and suppose that the functions, C(q) := (q; q) ∞ and γ(n) := φ(n). Then we have another construction of a generalized Lambert series factorization theorem for these parameters expanded in the form of
where s n,k (φ) is defined through its inverse sequence by (4)according to the formula Table 3 .1 provides the first several cases of the right-hand-side terms, a ′ n , and the divisor sums over this sequence that define the series coefficients of the right-handside Lambert series expansion in the second to last equation.
We generalize the results in the preceding example by the next theorem. Theorem 3.6 (Generalized Factorization Theorem II). Suppose that the sequence {a n } n≥1 is taken to be arbitrary and that the functions, C(q) and γ(n), are fixed. Then we have a generalized Lambert series factorization theorem expanded in the form of
and where we have that for all m ≥ 1
Proof. We equate the left-hand-side to the right-hand-side of the theorem statement to obtain the expansions
, since s n−j,k is zero-valued for n−j < k which requires that for s n,k to be potentially non-zero we must have that n − j ≥ k, or equivalently that n − k ≥ j as the upper bound of the inner sum with respect to j. Shifting the index of summation in the inner sum by one then leads to the identity for these Lambert series coefficients over powers of q n . Hence we have proved the theorem.
4. Conclusions 4.1. Summary. In Section 2 and Section 3 we proved several new forms of the Lambert series factorization theorem in (2) which is defined by the dependent factor pair parameters, C(q) and s n,k . The interpretation of these theorems provides a corresponding matrix factorization which effectively generalizes the known result in (3) from [3, 7] . The first theorems proved in Section 2 also lead to a number of new summation identities connecting partition functions such as p(n) with sums over special multiplicative functions with well-known Lambert series expansions found in the literature [3, cf. §1, §3]. The generalizations of the first pair of theorems we proved later in the variations of Section 3 provide yet additional interpretations and identities between sums of the functions implicit to (1), generalized partition functions, and other special multiplicative functions of importance in number theory.
4.2.
Even more general factorization theorems. 
Expansions of generalized Lambert series.
We seek to generalize the factorization theorem result in (2) to a corresponding form for the following generalized Lambert series expansions for fixed constants c, d, α, β, γ, δ ∈ C defined such that the series converges:
It is not difficult to show that the series coefficients of q n in the previous Lambert series expansion are given in closed-form according to the special case formula
Applications of a corresponding factorization result include new identities for the generalized Lambert series generating the sum-of-squares function, r 2 (n), in the form of [1,
For example, we may formulate a generalized variant of the factorization theorems in this article as n≥1 a n c n q
where for an arbitrary sequence, {a n } n≥1 , we have that the series coefficients of the left-hand-side Lambert series in the previous equation are given by
For C(q) := (q; q) ∞ , an example of the factorization in the second to last equation is shown in Table 4 .1. The expansions of the generalized Lambert series in (6) also allow us to approach new identities for the Lambert series generating the logarithmic derivatives of the Jacobi theta functions in the forms of [5, §20.5(ii)]
Similarly, by considering derivatives of the generalized Lambert series as in [6] , we can generate higher-order cases of the derivatives of the Jacobi theta functions, including the following identities [5, §20.4(ii)]:
Transformations of Lambert series.
One possible transformation providing an application of the generalized factorization theorems we have already proved within this article is given by
where b n = a n , for n odd, a n − 2a n/2 for n even.
We can similarly generate the terms in the slightly more general Lambert series expansions of
by making the substitution of a k → c k a k in the factorization theorems proved above.
4.2.3.
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