We consider the optimal quantization problem with Rényi-α-entropy constraints for centered Gaussian measures on a separable Banach space. For α = ∞ we can compute the optimal quantization error by a moment on a ball. For α ∈ ]1, ∞] and large entropy bound we derive sharp asymptotics for the optimal quantization error in terms of the small ball probability of the Gaussian measure. We apply our results to several classes of Gaussian measures. The asymptotical order of the optimal quantization error for α > 1 is different from the well-known cases α = 0 and α = 1.
Introduction and basic notation
Let N := {1, 2, ..}. Let α ∈ [0, ∞] and p = (p 1 , p 2 , ...) ∈ [0, 1] N be a probability vector, i.e. 
We use the convention 0 · log(0) := 0 and 0 x := 0 for all real x. The logarithm log is based on e. Let (E, · ) be a real separable Banach space with norm · . Let µ be a Borel probability measure on E. Denote by F the set of all Borel-measurable mappings f : E → E with card(f (E)) ≤ card(N). A mapping f ∈ F is called quantizer and the image f (E) is called codebook consisting of codepoints. We assume throughout the whole paper that the codepoints are distinct. Every quantizer f induces a partition {f −1 (z) : z ∈ f (E)} of E. Every element of this partition is called codecell. The image measure µ • f −1 has a countable support and defines an approximation of µ, the so-called quantization of µ by f . For any enumeration {z 1 , z 2 , ..} of f (E) we define
as the Rényi-α-entropy of f w.r.t µ. Now we intend to quantify the distance between µ and its approximation under f . To this end let ρ : [0, ∞[→ [0, ∞[ be a surjective, strictly increasing and continuous mapping with ρ(0) = 0. Hence ρ is invertible. The inverse function is denoted by ρ −1 and also strictly increasing. We assume throughout the whole paper that ρ( x )dµ(x) < ∞. For f ∈ F we define as distance between µ and µ • f −1 the quantization error D µ,ρ (f ) = ρ( x − f (x) )dµ(x).
For any R ≥ 0 we denote by
the optimal quantization error for µ under Rényi-α-entropy bound R. Indeed, it is justified to speak of a distance. It was shown by the author [31] in the finitedimensional case and for Euclidean norm that for a large class of distributions µ the optimal quantization error (1) is equal to a Wasserstein distance. An exact determination of the optimal quantization error (1) for every R ≥ 0 was successfully only in a few special cases so far. In this regard most is known in the one-dimensional case under the restriction ρ(x) = x r with r > 0
and α ∈ {0, 1}. In case of α = 0 the reader is referred to [24, section 5.2] . To the author's knowledge the uniform and the exponential distribution are the only examples for α = 1 where an exact determination of the optimal quantization error was carried out so far. György and Linder [28] have determined a parametric representation of (1) for the uniform distribution and a large class of distance functions ρ which includes (2). Berger [6] has derived in case of α = 1 and r = 2 an analytical representation for the optimal quantization error of the exponential distribution. For the class (2) of distance functions the author [29] was able to generalize the results of György and Linder [28] to the case
Due to the difficulties in determining the optimal quantization error one is interested in asymptotics for the error for large entropy bounds. In case of α ∈ {0, 1} and finite dimension the asymptotical behaviour of the optimal quantization error is well-known for a large class of distributions, see e.g. [24, 27] . Kreitmeier and Linder [32] have derived also sharp asymptotics for a large class of one-dimensional distributions and α ∈ [0, ∞]. Moreover, the author [30] has determined first-order asymptotics for the optimal quantization error in arbitrary finite dimension and α ∈ [0, ∞], where the class of distributions is larger than the one in [32] .
This paper aims to determine asymptotics for the optimal quantization error (1) in the infinite dimensional case. To this end we will assume for the rest of this paper that (E, · ) is of infinite dimension. Moreover, we restrict ourselves to Gaussian measures. In more detail we will assume from now on that µ is a non-atomic centered Gaussian measure on E and the support of µ coincides with E. The restriction to Gaussian measures is motivated by different reasons. First, this class of distributions has been extensively studied in the past. In the proofs of this paper we especially use concentration inequalities (cf. [8] ) and small ball asymptotics (see e.g. [5, 9, 10, 21, 34, 39, 43, 44] ). Secondly, for distance functions of type (2) and α ∈ {0, 1} the asymptotical order of D α µ,ρ (R) for large R has been already determined for several classes of Gaussian measures. Dereich et al. [13] have determined asymptotics for (1) in case of α = 0 and for distance functions of type (2) . Their results require weak conditions on the regular variation of the small ball asymptotics of the Gaussian measure. Graf, Luschgy and Pagès [25] have additionally shown for α = 0 and restriction (2) that one can determine the small ball asymptotics from the asymptotics of the optimal quantization error (1) if the asymptotics of (1) satisfy certain regularity conditions. Luschgy and Pagès [36] have determined sharp error asymptotics for α = 0 and distance function ρ(x) = x 2 . They imposed a condition on the regularity of the eigenvalues of the covariance operator of µ. In this situation, also the sharp error asymptotics for α = 0 and α = 1 coincide, cf. [26] . Dereich and Scheutzow [14] have shown for fractional Brownian motion that sharp asymptotics of (1) for large R exist and also coincide for α ∈ {0, 1}. According to these cited works the asymptotics for α = 0 and α = 1 are of the same order and in view of Remark 1.2 even for all α ∈ [0, 1].
The objective of this paper is to analyze the optimal quantization error for α > 1. In Section 2 we determine in case of α = ∞ ('mass-constrained quantization') a representation of the optimal quantization error by a moment on a ball (cf. Proposition 2.3). The proof of this result is a straightforward generalization of the techniques used in the proof of [30, Proposition 2.1.]. In Section 3, for a large class of Gaussian measures where sharp asymptotics for the small ball probability are known, we can determine sharp asymptotics for the optimal quantization error with entropy parameter α > 1 (cf. Corollary 3.12, Theorem 3.15). The cornerstone of our approach is covered by Proposition 3.10. For distance functions of type (2) we obtain a representation of the sharp asymptotics for D ∞ µ,ρ in terms of the inverse of the small ball function (cf. definition (6)). The condition imposed (cf. (10)) on the small ball asymptotics is satisfied by most prevalent Gaussian measures. For those distributions we are then able to derive also sharp asymptotics for all α > 1, cf. Corollary 3.16. In Section 4 we discuss several examples of Gaussian processes in order to determine the asymptotical order of the optimal quantization error for large entropy bound and α > 1. The asymptotics of the optimal quantization error for α > 1 turns out to be of different order compared to the case α ≤ 1.
The optimal quantization error under massconstraints
Let f ∈ F and R > 0 with H
From the definition we obtain
Hence we call optimal quantization with α = ∞ mass-constrained quantization. Denote by R all real numbers, let
As a key tool we will use Anderson's inequality [2] as stated in reference [8] . Moreover, the function
is nondecreasing on R + 0 , provided g : E → R is such that the sets {g ≤ c}, c ∈ R, are symmetric and convex, and g(· + ta) is µ−integrable for any t ≥ 0.
We denote by supp(µ) the support of µ. For a ∈ E and s > 0 we denote by B(a, s) = {x ∈ E : x − a ≤ s} the closed ball around a with radius s. We deduce from [8, Corollary 4.4.2 (i)] that the mapping
is continuous. Because µ is non-atomic the mapping F a has a continuous extension to R + 0 which we call also F a and F a (0) = 0. For any set A ⊂ E we denote by 1 A the characteristic function on A.
Lemma 2.2. Let a ∈ E and A ⊂ E be a Borel measurable set with µ(A) ∈ ]0, 1[.
By the properties of the mapping F a an l > 0 exists with µ(B(a, l)) = µ(A). The remaining part of the proof can be taken from the proof of [24, Lemma 2.8]. Although [24, Lemma 2.8] covers only the special case ρ(x) = x r , the argument works also for general ρ.
By Theorem 2.1 an s > 0 exists such that
is symmetric and convex. Moreover f (· + t(−a)) is µ-integrable for every t ≥ 0. Because the support of f is a subset of B(0, s) we obtain from Theorem 2.1 that
The proof of the following Proposition 2.3 is an obvious generalization of the proof of [30, Proposition 2.1.] to the finite-dimensional case. The main idea of constructing a quantizer based on a countable partition of E works also for infinite dimensional separable Banach spaces. For the reader's convenience we provide a complete proof.
Moreover let
. We obtain
Let A ⊂ E be measurable with µ(A) ≥ e −R and choose a ∈ E. Let ε > 0. Because ρ(0) = 0 and ρ is continuous, a δ > 0 exists such that for every
Because ε > 0, a ∈ E and the set A ⊂ E were arbitrary we obtain that
Proof of equation (4).
From step 1 and 2 we deduce D 
be the small ball function of µ. Note that b µ (·) is continuous, surjective, strictly decreasing and, therefore, invertible (see e.g. [12, Lemma 2.3.5]). Thus we obtain as an immediate consequence of Proposition 2.3 the following result.
3 High-rate error asymptotics
In this section we will prove high-rate error asymptotics for the optimal quantization error with entropy index α ∈ ]1, ∞]. If the small ball function b µ (·) has a certain asymptotical behavior we can determine the sharp asymptotics of the optimal quantization error for large entropy bound (cf. Corollary 3.12, Theorem 3.15) We begin with an upper bound for the optimal quantization error. As with Proposition 2.3 the proof of the following result is a straightforward generalization of the proof of [30, Proposition 2.1.].
Proof. The second part of the assertion is an immediate consequence of Proposition 2.3 and Lemma 2.2. To prove the first part let a ∈ E and s > 0 with µ(B(a, s)) ≥ e − α−1 α R . Let (a n ) n∈N be a dense subset of E. Let ε > 0. Because ρ(0) = 0 and ρ is continuous, a δ > 0 exists such that ρ(t) < ε for every t ∈ [0, δ]. Hence (B(a n , δ)) n∈N is an open cover of E. Thus a Borel-measurable partition (A n ) n∈N of E\B(a, s) exists, with A n ⊂ B(a n , δ) for every n ∈ N. We define the mapping f : E → E by
Obviously f ∈ F . Due to α > 1 we obtain
As a consequence we get
Because ε > 0 was chosen arbitrarily the assertion is proved.
Let r > 0. From now on we will assume for the rest of this paper that ρ(x) = x r for every x ∈ R + 0 . To stress this choice for ρ we write D In order to formulate rates we introduce the following notations. For mappings f, g :
and f g as
We write f g as x → a if lim sup
If f g and f g we write f ≈ g. Obviously f ∼ g, if f g and f g. 
Remark 3.4. It is also easy to check that In view of Remark 1.2 we thus get
Remark 3.7. An asymptotically α−optimal family (f R ) R>0 always exists. Moreover we can assume w.l.o.g. that card(f R (E)) < ∞ for every R > 0. Let us justify this. First, we note that D α µ,r (R) > 0 for every R > 0, because µ is a nondegenerate Gaussian measure. Hence, the left hand side of (7) is well-defined. Clearly, for every R ≥ 0 we can define a quantizer f ∈ F with H α µ (f ) = 0 ≤ R (choose a ∈ E and let f (x) = a for every x ∈ E). Thus for every R ≥ 0 a sequence (f n R ) n∈N of quantizers exists with H
Consequently, (f n0(R) R ) R>0 is an asymptotically α−optimal family, i.e. such a family always exists. Now let (f R ) R>0 be an asymptotically α−optimal family, let ε R as above and
With the quantizer
is also asymptotically α−optimal with card(g R (E)) < ∞ for every R > 0. 
Proof. Let C > 0 and (R n ) n∈N be a sequence with lim n→∞ R n = ∞. We will show that lim inf n→∞ H α µ (f Rn ) ≥ C. Let us assume the contrary. Hence, there exists a subsequence of (f Rn ) n∈N , which we will also denote by (f Rn ) n∈N , such that H α µ (f Rn ) < C for every n ∈ N. By definition (1) of the optimal quantization error and because the support of µ is infinite we obtain lim inf
Let ε > 0. Then there exists an R ε > 0, such that
From (9) and Remark 3.5 we get then f is said to be slowly varying. 
Thus we obtain Hence the first part of the assertion follows from Proposition 3.10. The second part is a direct consequence of Lemma 3.3.
Before we can state and prove our main result (Theorem 3.15) we need two more technical lemmas. 
with h 1 (z) = (log(log(z))) B−1 (log(z))
−A−1 and h 2 (z) = log(log(z)) log(z) + log(log(z)) − 1. 
Thus we obtain
Obviously G is continuous and concave on the convex compact set A n,α (x 0 ). Applying [42, Theorem 3.4.7.] we obtain that G attains its global minimum at an extreme point of A n,α (x 0 ). Note that the extreme points of A n,α (x 0 ) are consisting of the set
n : x i ∈ {0, x α 0 } for every i ∈ {1, .., n}}\{0}.
Thus we get
which yields the assertion. 
α R as R → ∞. This follows from Lemma 3.1 and Corollary 3.12. R>0 be an asymptotically α-optimal family of quantizers. According to Remark 3.7 let us assume w.l.o.g. that card(f R (E)) < ∞ for every R > 0. By definition we have
R (a)). Applying Lemma 2.2 and Proposition 2.3 we deduce
Now let ε ∈ ]0, 1[. According to Corollary 3.12 a δ ∈ ]0, 1[ exists, such that for every
. From Remark 3.9 we get an R 1 > 0 such that for every R ≥ R 1 and for every a ∈ f R (E) we have
R (a))) and, therefore,
Applying Lemma 3.13 we obtain a z 0 ∈ ]0, δ[ such that g is monotone increasing on [0, z 0 [ and the mapping ]0,
1/α and choose according to Lemma 3.8 an R 2 > 0 such that
Hence we can apply Lemma 3.14 and deduce together with the monotonicity of g that
Combining (12) and (13) we obtain from Corollary 3.12 that
Because ε was arbitrary this proves the assertion of step 2.
α R as R → ∞. This follows from Corollary 3.12.
characterized by the covariance function
,
Fractional Brownian motion is covered by the special case d = 1. Moreover we obtain the classical Brownian sheet by letting d = 2 and there is a unique minimum among H 1 , . ., H d . In this case we know, that a c = c(H) ∈ ]0, ∞[ exists, such that
(cf. [39] . See also [33] and [34] for d = 1). From Lemma 3.3 we deduce
Corollary 3.12 implies
In one dimension (d = 1) we know (cf. relation (3.2) in [25] ) that
Applying Remark 3.4 and Corollary 2.4 we obtain
Sharp asymptotics for b µ, · p (·) are known if p = 2 (cf. [9] ). Thus a c 2 > 0 exists such that
As above, Lemma 3.3 and Corollary 3.12 yields
For α ∈ {0, 1} and d = 1 we have (cf. [14, Theorem 1.
for some constant c 0 (γ) ∈ ]0, ∞[. In view of Remark 1.2 relation (14) is also true for all α ∈ ]0, 1[. Moreover a c p (γ) exists such that [44] for the case H = 1/2). Remark 3.4 implies
Corollary 2.4 yields
From [25, Corollary 1.3] we know that
If d ≥ 2 and H i = 1/2 for every i = 1, .., d we know (cf. [11] ) that
Corollary 3.12 yields
From [25, Corollary 1.3] we obtain
Moreover we know (cf. [36] , relation (3.13)) that
with 
Lévy fractional Brownian motion
The Lévy fractional Brownian motion of order H ∈ ]0, 1[ is a centered Gaussian process defined by
if · denotes the Euclidean norm on R d . For this stochastic process we have
(cf. [43] ). Remark 3.4 yields
For α > 1 Corollary 2.4 and Lemma 3.1 implies
Applying [25, Corollary 1.3] we obtain
m−times integrated Brownian Motion, Fractional Integrated Brownian Motions, m-integrated Brownian sheet
For β > 0 we define the centered Gaussian probability vector
where B s denotes Brownian motion. Since a c(β) ∈ ]0, ∞[ exists, such that
(cf. [33] and [34] ) we deduce from Lemma 3.3 that
Together with Corollary 3.12 we obtain
Corollary 3.16 yields 
Applying [25, Corollary 1.3] we deduce
Moreover we know (cf. [36] , relation (3.7)) that 
for every α ∈ ]1, ∞[. Results for small ball asymptotics of more general m−times integrated Brownian motions can be found in [22] and [41] . Now let m ∈ N and (B t ) t∈[0,1] d be a d−dimensional Brownian sheet, i.e. (B t ) is a centered Gaussian measure characterized through the covariance function
For this process a c = c(m, d) > 0 exists, such that
as s → 0 (cf. [21, Corollary 5.2]). Lemma 3.3 yields
as R → ∞.
Corollary 3.12 implies
On the other hand we deduce from [25, Corollary
In case of α > 1 we obtain sharp asymptotics for the optimal quantization error by Corollary 3.16. We have If H = 1, then we have the standard Ornstein-Uhlenbeck process which can also be defined as the solution of a stochastic differential equation. From this special case we can also generalize the standard Ornstein-Uhlenbeck process to Gaussian diffusions, defined as a solution of a certain stochastic differential equation. Asymptotic small ball probabilities for such processes were derived by Fatalov [20] . For results about the asymptotics of the optimal quantization error for such diffusions and α ∈ {0, 1} the reader is referred to Dereich [15, 16] resp. Luschgy and Pagès [37, 38] . The optimal quantization of Fractional OrnsteinUhlenbeck Processes with higher dimensional index space has been discussed by Luschgy and Pagès [36] . Once again we observe the change in the asymptotical order of the high rate asymptotics of the optimal quantization error, if the entropy index α becomes larger than 1. Finally, also this class of Gaussian processes shows the change in the optimal quantization error asymptotics as α increases.
