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Einleitung
Das Problem und die Methoden
In der vorliegenden Arbeit wollen wir das Dirichletproblem fu¨r G-minimale Graphen in
zwei Dimensionen mit einer Kontinuita¨ts- und Approximationsmethode lo¨sen.
Die Klasse der G-Minimalfla¨chen (oder Immersionen vom Minimalfla¨chentyp) wurde erst-
mals von Finn im Jahre 1954 in seiner Arbeit [Fi1] betrachtet und stellt in natu¨rlicher
Weise eine Erweiterung von Minimalfla¨chen dar. Sauvigny hat dann spa¨ter in seiner Ha-
bilitationsschrift [S2] u.a. fu¨r solche Immersionen Gewichtsmatrizen G eingefu¨hrt, von
denen wir in unserer Arbeit ausgehen wollen. Sei also G = G(Z) ∈ C2+α(R3 \ {0},R3×3)
– spa¨ter wird die Normale N der Fla¨che X die Rolle von Z einnehmen – eine positiv
definite und symmetrische Gewichtsmatrix, von der wir vier Eigenschaften fordern: Fu¨r
alle Z ∈ R3 \ {0} gelte
• G(λZ) = G(Z) fu¨r alle λ ∈ (0,+∞)
• Z ◦G(Z) = Z
• 1
1 + g0
|ξ|2 ≤ ξ ◦G(Z) ◦ ξt ≤ (1 + g0)|ξ|2 fu¨r alle ξ ∈ R3, g0 ∈ [0,+∞)
• detG(Z) = 1
Auf einem beschra¨nkten und einfach zusammenha¨ngenden Gebiet Ω ⊂ R2, das den Null-
punkt enthalte, betrachten wir dann G-minimale Graphen
X = X(x, y) = (x, y, ζ(x, y)) ∈ C3+α(Ω) ∩ C0(Ω)
mit der Normalen
N(x, y) =
1√
1 + |∇ζ(x, y)|2 (−ζx(x, y),−ζy(x, y), 1) ∈ C
2+α(Ω),
fu¨r die
∇ds2G(X,N) = h
ijXxi ·N txj = 0 in Ω
gilt, und dessen Ho¨henfunktion ζ = ζ(x, y) einer quasilinearen, elliptischen Differential-
gleichung genu¨gt:
MGζ := a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0 in Ω.
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Wir stellen uns nun folgendes Dirichletproblem:
Sei Ω ⊂ R2 ein beschra¨nktes, konvexes Gebiet, an dessen Rand ∂Ω wir keine Differenzier-
barkeit voraussetzen. Zu stetigen Randdaten ϕ = ϕ(x, y) : ∂Ω → R ∈ C0(∂Ω) wollen wir
die Existenz einer eindeutigen Funktion ζ des Dirichletproblems fu¨r G-minimale Graphen
ζ ∈ C2+α(Ω) ∩ C0(Ω)
MGζ = 0 in Ω (0.1)
ζ = ϕ auf ∂Ω
beweisen.
Unsere Methode zur Lo¨sung basiert auf zwei Teilen. Zuna¨chst lo¨sen wir mit Hilfe einer
konstruktiven Kontinuita¨tsmethode – die von Sauvigny in [S4] vorgeschlagene Methode
fu¨r die H-Fla¨chengleichung – das Problem in einer dichten Klasse, na¨mlich fu¨r strikt kon-
vexe Gebiete Ω mit einer regula¨ren C2+α-Jordankurve ∂Ω als Berandung. Zu Randdaten
ϕ ∈ C2+α(∂Ω) zeigen wir dabei die Existenz einer eindeutigen Lo¨sung ζ ∈ C2+α(Ω) fu¨r
dieses Dirichletproblems wie folgt: Wir beno¨tigen zuna¨chst eine Startlo¨sung fu¨r spezielle
Dirichlet-Randdaten ϕ. Wa¨hlen wir Nullrandwerte ϕ(x, y) ≡ 0, (x, y) ∈ ∂Ω, so finden
wir die triviale Lo¨sung ζ(x, y) ≡ 0, (x, y) ∈ Ω, fu¨r unsere Differentialgleichung. Dann
betrachten wir die Familie von Randdaten
ϕt(x, y) := tϕ(x, y), (x, y) ∈ ∂Ω,
mit 0 ≤ t ≤ 1 und ϕ ∈ C2+α(∂Ω) und zeigen mit der Graphenkompaktheit und der Gra-
phenstabilita¨t die Abgeschlossenheit bzw. Offenheit des Problems. Damit gilt schließlich
{t ∈ [0, 1] : Dirichletproblem besitzt zu Randdaten ϕt eine Lo¨sung} = [0, 1],
und mit t = 1 erhalten wir unsere Lo¨sung ζ ∈ C2+α(Ω).
Im zweiten Teil, einem parametrischen Zugang, approximieren wir nun konvexe Gebiete
ohne Differenzierbarkeitsvoraussetzungen an den Rand durch eine Folge strikt konvexer
Gebiete Ω(n) mit regula¨ren C2+α-Jordankurven ∂Ω(n) als Berandung und stetige Randda-
ten durch C2+α(∂Ω)-Funktionen ϕ(n). Mit der Kontinuita¨tsmethode existiert fu¨r jedes n
eine Lo¨sung ζ(n) ∈ C2+α(Ω) der zugho¨rigen Dirichletprobleme. Wir fu¨hren dann gewichtet
konforme Parameter ein, so dass die elliptischen Systeme fu¨r den Fla¨chenvektor X und
den Normalenvektor N in Diagonalform vorliegen
∆X = (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv in B
∆N = 2KWN + (N ∧Nv) ◦G(N)u + (Nu ∧N) ◦G(N)v in B,
fu¨r welche wir eine C2+α-Abscha¨tzung im Innern herleiten ko¨nnen. Diese beno¨tigen wir
im parametrischen Kompaktheitssatz, der uns die Abgeschlossenheit des Problems
X ∈ C3+α(B) ∩ C0(B),
∆X = (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv in B, (0.2)
Xu ◦G(N) ◦Xtu −Xv ◦G(N) ◦Xtv = 0 = Xu ◦G(N) ◦Xtv in B,
X : ∂B → Γ topologisch, Γ := {(u, v, ϕ(u, v)) : (u, v) ∈ ∂B},
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liefert. Wir beachten, dass wir dabei immer auf der Einheitskreisscheibe B parametrisie-
ren. Schließlich werden wir erkennen, dass die Grenzlo¨sung wieder ein G-minimaler Graph
auf dem konvexen Gebiet Ω ist.
Da die Gradientenabscha¨tzungen aus Kapitel 5 auf der Uniformisierungsmethode beru-
hen, sind unsere Ergebnisse auf den Fall n = 2 beschra¨nkt. Wir behandeln aber das
Dirichletproblem fu¨r G-minimale Graphen, die nicht notwendig aus einem Variationspro-
blem stammen. Zudem vereinigen wir parametrische und nichtparametrische Methoden,
die konstruktiv sind und Stabilita¨tsaussagen enthalten. Somit ko¨nnen wir das vielbetrach-
tete Dirichletproblem fu¨r Gleichungen vom Minimalfla¨chentyp auf eine neue Art und Weise
behandeln, als dies bisher in der Literatur getan wurde. Wir sind so außerdem in der Lage,
das Dirichletproblem fu¨r konvexe Gebiete mit Ecken und beliebige stetige Randdaten zu
lo¨sen. Unser Anliegen ist es auch, verschiedene Betrachtungsweisen von G-Minimalfla¨chen
in der Literatur zu vergleichen und zu vereinigen.
Wir wollen noch eine Abgrenzung zu Lo¨sungsmethoden in der Literatur geben. Entschei-
dend fu¨r die Lo¨sbarkeit des Dirichletproblems quasilinearer, elliptischer Differentialglei-
chungen ist die a-priori Randgradientenabscha¨tzung einer Lo¨sung. Es ist bekannt, dass
in zwei Dimensionen von dem Gebiet Ω ⊂ R2 mindestens Konvexita¨t (bzw. a¨quivalente
geometrische Bedingungen) gefordert werden muss (mu¨ssen), damit das Problem fu¨r jede
quasilineare, elliptische Gleichung zu hinreichend glatten Randdaten gelo¨st werden kann.
Andernfalls mu¨ssen geeignete Strukturbedingungen an die Differentialgleichung und alter-
native geometrische Forderungen an das Gebiet gestellt werden (vgl. [GT], Kap. 12 und 14).
In zwei Dimensionen verweisen wir auf Arbeiten von Schauder [Sch] und Nirenberg [Ni],
die a-priori Abscha¨tzungen von Lo¨sungen linearer, elliptischer Gleichungen verwenden, um
das Dirichletproblem fu¨r quasilineare, elliptische Gleichungen mit Hilfe des Schauderschen
Fixpunktsatzes zu lo¨sen. Sie fordern insbesondere eine sogenannte Drei-Punkte-Bedingung
von der Randkurve Γ.
Gilbarg und Trudinger lo¨sen im hervorragenden Grundlehrenbuch zu elliptischen, parti-
ellen Differentialgleichungen zweiter Ordnung [GT] das Dirichletproblem fu¨r quasilineare,
elliptische Differentialgleichungen mit Strukturbedingungen (und somit fu¨r gewisse G-
minimale Graphen) auf regula¨ren, konvexen Gebieten Ω ⊂ Rn mit einer topologischen
und abstrakten Methode der nichtlinearen Funktionalanalysis (Leray-Schauderscher Fix-
punktsatz im Banachraum). Dies stellt einen reinen Existenzsatz dar, der im Vergleich
zu unserer Methode keine Stabilita¨tsbetrachtung beinhaltet. Sie fordern dabei gewisse
Strukturbedingungen von der Differentialgleichung. Ladyshenskaya und Ural’tseva benut-
zen in [LU] ebenfalls diesen Leray-Schauder-Satz, um die Existenzfrage bei quasilinearen,
elliptischen Diffenrentialgleichungen zu beantworten. Bergner und Dittrich verwenden in
[BD] diese Methode, um das Dirichletproblem fu¨r Graphen vorgeschriebener gewichte-
ter mittlerer Kru¨mmung in n Dimensionen auf beschra¨nkten, gewichtet mittel-konvexen
C2+α-Gebieten direkt in dieser Klasse zu lo¨sen. Wir verwenden im Kapitel 4 Teilaspekte
der Herangehensweise fu¨r unsere C1+α-Abscha¨tzung von ζ bis zum Rand, wenngleich un-
ser Zugang zum Dirichletproblem bedeutend anders ist.
Lau in [Lau] sowie Schulz und Williams in [SW] lo¨sen das Dirichletproblem fu¨r Gleichun-
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gen vom Minimalfla¨chentyp sowie vom Mittleren Kru¨mmungstyp in Divergenzform ohne
Kru¨mmungsvoraussetzungen an das Gebiet Ω zu stellen. Dafu¨r beno¨tigen sie fu¨r die Rand-
daten ϕ ∈ C0+1(∂Ω) eine Kleinheitsbedingung in der Lipschitz-Norm. Ersterer benutzt
die Konstruktion von Sub- und Superlo¨sungen, um das Problem mit Hilfe der Perronschen
Methode lo¨sen zu ko¨nnen. Letztere verwenden eine Kombination von bekannten Techni-
ken (Variationsmethode, Perronsche Methode, Sto¨rungstechnik) in Zusammenhang mit
der Barrierekonstruktion, um Existenz zu zeigen. Wir wollen hier aber keine weiteren Ein-
schra¨nkungen an die Randdaten fordern und verlangen deshalb Konvexita¨t vom Gebiet.
Fu¨r Immersionen aus einem Variationsproblem und einem parametrischen Zugang zum
Dirichletproblem der nichtparametrischen G-Minimalfla¨chengleichung haben wir bisher
folgende Resultate: Winklmann betrachtet in seiner Arbeit [W] kritische Punkte X ∈
C∞(K,R3) ∩ C0(K,R3) des parametrischen Funktionals
F [X] =
∫∫
K
F (Xu ∧Xv)dudv,
genannt F -minimale Immersionen, die durch eine orientierte geschlossene Jordankurve Γ,
welche zugleich einen Graph u¨ber den Rand eines ebenen konvexen Gebietes K ⊂ R2 dar-
stellt, positiv beschra¨nkt wird. Dabei erkennt der Autor X als eindeutigen Graph u¨ber K,
ohne Stabilita¨t der Fla¨che zu fordern. Fu¨r seinen Beweis des Rado´-Typ-Resultats benutzt
er Techniken der komplexen Analysis. Unter der Voraussetzung, dass Γ einer ”bounded slo-
pe condition“ genu¨gt, kann mit [GT] weiterhin die Existenz einer F -minimalen Einbettung
gezeigt werden. Es bleibt die Frage offen, ob die Regularita¨tsvoraussetzung X ∈ C∞(B)
fu¨r Extremalen des Funktionals F gegeben ist. Hildebrandt und von der Mosel konnten
in ihren Arbeiten [HM1], [HM2] die Existenz eines konform parametrisierten Minimie-
rers von F in der Klasse X ∈ Cα(B) ∩ C0(B) und zusa¨tzlich die ho¨here Regularita¨t
X ∈ H2,2(B) ∩ C1+α(B) zeigen, falls F eine sogenannte perfekte Dominanzfunktion be-
sitzt. Setzen wir fu¨r die stabile Immersion X vorgeschriebener F -mittlerer Kru¨mmungHF ,
dies sind insbesondere kritische Punkte des Funktionals
F [X] :=
∫∫
B
{F (Xu ∧Xv) + 〈Q(X), Xu ∧Xv〉} dudv, div Q = HF ,
mit δ2F [X] ≥ 0, die Regularita¨t C3(B,R3) ∩ C1+α(B,R3) voraus, so zeigen Clarenz und
von der Mosel in [CM2] ebenfalls ein Rado´-Typ-Resultat fu¨r strikt konvexe Gebiete und
weiteren Voraussetzungen an HF . Es bleibt dabei die offene Frage, ob man die Regula-
rita¨tsvorausssetzung auf X ∈ C3(B) ∩ C0(B) abschwa¨chen kann, wenn X konform pa-
rametrisiert ist und keine inneren Verzweigungspunkte besitzt. Wir bemerken noch, dass
G-Minimalfla¨chen aus einem Variationsproblem nur einen Spezialfall der Gleichungen vom
Minimalfla¨chentyp darstellen.
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Gliederung der Arbeit
In Kapitel 1 behandeln wir die Grundlagen der gewichteten Differentialgeometrie. Dabei
fu¨hren wir in Abschnitt 1.2 unsere Gewichtsmatrizen G gema¨ß [S3] und [Fr] ein, mit
denen wir die gewichteten Fundamentalformen h, L und e definieren. Damit erkla¨ren wir
in Abschnitt 1.3 die gewichtete mittlere Kru¨mmung HG und die Gaußsche Kru¨mmung
K. Anschließend behandeln wir in Abschnitt 1.4 gewichtet konforme Parameter, die in
Kapitel 3 und 5 eine entscheidende Rolle einnehmen. Wir beschreiben weiterhin Fla¨chen
als Graphen, fu¨r welche wir spa¨ter das Dirichletproblem formulieren wollen. Das Kapitel
beenden wir mit den gewichteten Ableitungsgleichungen von Gauß und Weingarten sowie
den gewichteten Codazzi-Mainardi-Gleichungen. Diese beno¨tigen wir insbesondere fu¨r die
elliptischen Systeme von X und N in Kapitel 3.
Die Definition von G-Minimalfla¨chen und deren Interpretation sind Bestandteil von Kapi-
tel 2. In Abschnitt 2.1 geben wir zuna¨chst eine geometrische Deutung an und erkennen die
Erweiterung der Klasse von Minimalfla¨chen auf G-Minimalfla¨chen. Die Ho¨henfunktion ζ
von G-minimalen Graphen X(x, y) = (x, y, ζ(x, y)) erfu¨llt dabei eine quasilineare, ellipti-
sche Differentialgleichung, die die Grundlage unseres Dirichletproblems bildet. Umgekehrt
ko¨nnen wir in Abschnitt 2.2 Lo¨sungen von quasilinearen, elliptischen Differentialgleichun-
gen als G-minimale Graphen erkennen. Anschließend betrachten wir Variationsproble-
me, dessen kritische Punkte ebenfalls G-Minimalfla¨chen darstellen. Eine Divergenzdar-
stellung nach Bers fu¨r quasilineare, elliptische Gleichungen, deren Koeffizienten nur von
den partiellen Ableitungen der Lo¨sung abha¨ngen, soll Gegenstand von Abschnitt 2.4 sein.
Dabei beziehen wir uns auf die Arbeit [B] von Bers. Wir beno¨tigen sie fu¨r die Ober-
fla¨cheninhaltsabscha¨tzung in Abschnitt 5.1.1. Am Ende des Kapitels gehen wir noch auf
verschiedene Definitionen fu¨r Gleichungen vom Minimalfla¨chentyp ein, die bis heute in der
Literatur auftauchen und vergleichen diese mit unserer.
Kapitel 3 entha¨lt wichtige Differentialgleichungen fu¨r den Fla¨chenvektor X sowie den Nor-
malenvektor N , die die Grundlage von Kapitel 5 bilden. In gewichtet konformen Parame-
tern leiten wir in Abschnitt 3.1 und 3.2 mit Hilfe der gewichteten Ableitungsgleichungen
von Gauß und Weingarten elliptische Systeme fu¨r X und N her. Dabei sind aufgrund der
gu¨nstigen Parameterwahl die Systeme in den zweiten Ableitungen diagonalisiert, und wir
erhalten als Hauptteil den Laplace-Operator ∆. In Abschnitt 3.3 scha¨tzen wir dann |∆X|
und |∆N | ab und arbeiten das quadratische Wachstum im Gradienten heraus, so dass wir
spa¨ter die Gradientenabscha¨tzung von Heinz anwenden ko¨nnen. Wir bemerken noch die
wichtige Eigenschaft, dass das System fu¨r N von X entkoppelt ist. In Abschnitt 3.4 leiten
wir noch ein alternatives elliptisches System fu¨r N in beliebigen Parametern her. Die-
ses verwenden wir insbesondere fu¨r die innere Gradientenabscha¨tzung von ζ in Abschnitt
4.3 sowie fu¨r die Grapheneigenschaft der Grenzlo¨sung bei Anwendung des parametrischen
Kompaktheitssatzes zur Lo¨sung des Dirichletproblems in Abschnitt 5.4.
Nachdem die Grundlagen in Anlehnung an die Arbeiten [S3] und [Fr] geschaffen sind,
betrachten wir nun in Kapitel 4 zuna¨chst das Dirichletproblem fu¨r G-minimale Graphen
X(x, y) = (x, y, ζ(x, y)) auf beschra¨nkten und strikt konvexen Gebieten Ω ⊂ R2 mit
einer regula¨ren C2+α-Jordankurve ∂Ω als Berandung und Randdaten ϕ ∈ C2+α(∂Ω).
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Dazu leiten wir, teilweise mit Techniken aus [GT], nur mit Hilfe der quasilinearen, ellip-
tischen Differentialgleichung aus Abschnitt 2.2 eine C1+α-Abscha¨tzung bis zum Rand fu¨r
ζ her. Aus der Abscha¨tzung supΩ |ζ(x, y)| ≤ sup∂Ω |ζ(x, y)| in Abschnitt 4.1, die mit
Hilfe eines Vergleichssatzes schnell gezeigt ist, folgt sofort die Eindeutigkeit des Dirich-
letproblems und die triviale Lo¨sung ζ ≡ 0 fu¨r Nullrandwerte. Fu¨r unsere Randgradien-
tenabscha¨tzung in Abschnitt 4.2 beno¨tigen wir explizit die strikt Konvexita¨t des Gebietes
Ω, die eine gleichma¨ßige Stu¨tzebenenbedingung (in der Literatur bekannt als ”bounded
slope condition“) nach sich zieht. Bei der inneren Gradientenabscha¨tzung in Abschnitt
4.3 benutzen wir fu¨r die dritte Komponente N3 des Normalenvektors N das alternative
elliptische System fu¨r N aus Abschnitt 3.4 und leiten eine Differentialungleichung her, wel-
che einem schwachen Minimumprinzip unterliegt. Dabei orientieren wir uns an [BD]. Um
dann noch eine globale Ho¨lderabscha¨tzung in Abschnitt 4.4 zu beweisen, benutzen wir
in zwei Dimensionen die Theorie quasikonformer Abbildungen aus der Funktionentheo-
rie, wozu unsere Abbildung ζx − iζy geho¨rt. Mit Morrey’s Lemma erhalten wir zuna¨chst
eine innere Ho¨lderabscha¨tzung. Eine Spiegelung u¨ber den Rand liefert uns schließlich
die globale Abscha¨tzung. Mit der Schauderabscha¨tzung aus [S6] gelangen wir zu einer
C2+α-Abscha¨tzung bis zum Rand, die wir fu¨r den Beweis der Graphenkompaktheit in Ab-
schnitt 4.5 beno¨tigen. In Abschnitt 4.6 zeigen wir noch die Graphenstabilita¨t unter kleinen
Sto¨rungen der Randdaten ϕ ∈ C2+α(∂Ω). Der mit Hilfe der Fixpunktiteration gefu¨hrte
Beweis orientiert sich an einer entsprechenden Aussage fu¨r H-Fla¨chen aus [S6], Kap. XII,
§9. Die oben beschriebene Kontinuita¨tsmethode liefert uns dann die Existenz der eindeuti-
gen Lo¨sung ζ ∈ C2+α(Ω) unseres Dirichletproblems auf dem regula¨ren, beschra¨nkten und
strikt konvexen C2+α-Gebiet Ω zu Randdaten ϕ ∈ C2+α(∂Ω).
Mit Hilfe der Approximationsmethode in Kapitel 5 ko¨nnen wir das Dirichletproblem fu¨r
konvexe Gebiete mit eventuell auftretenen Ecken und stetigen Randdaten lo¨sen. In Vor-
bereitung auf den parametrischen Kompaktheitssatz beweisen wir in Abschnitt 5.1 eine
Abscha¨tzung des Oberfla¨cheninhalts, die wir fu¨r den Stetigkeitsmodul fu¨r X bis zum Rand
beno¨tigen. Um spa¨ter eine Gradientenschranke an N fu¨r das elliptische System fu¨r N her-
zuleiten, brauchen wir eine Kleinheitsbedingung an das System, welche wir mit einem
Stetigkeitsmodul fu¨r N im Innern erreichen ko¨nnen. Desweiteren betrachten wir die ebe-
ne Abbildung f beim Einfu¨hren gewichtet konformer Parameter genauer und beweisen
damit eine Abscha¨tzung fu¨r das Oberfla¨chenelement nach unten. Dies beno¨tigen wir fu¨r
den Nachweis, dass das Grenzelement N beim parametrischen Kompaktheitssatz wirklich
die Normale an X darstellt. Der Beweis dieses wichtigen Kompaktheitssatzes in Abschnitt
5.2 beruht auf gewichtet konformen Parametern und den elliptischen Systemen fu¨r X und
N , so dass wir mit potentialtheoretischen Betrachtungen innere C2+α-Abscha¨tzungen und
mit Arzela`-Ascoli die gleichma¨ßige Konvergenz im Innern bis zu ihren zweiten Ableitun-
gen erhalten. Das Grenzelement {X,N} ist wieder eine Lo¨sung X des parametrischen
Problems (0.2) mit der Normale N . Wir mu¨ssen dann noch in Abschnitt 5.3 die konvexen
Gebiete durch regula¨re, strikt konvexe Gebiete approximieren. Dazu orientieren wir uns
an [S1]. Schließlich erhalten wir mit der oben beschriebenen Approximationsmethode die
Existenz der eindeutigen Lo¨sung ζ ∈ C2+α(Ω) ∩ C0(Ω) auf dem konvexen Gebiet Ω zu
stetigen Randdaten ϕ ∈ C0(∂Ω).
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Kapitel 1
Grundlagen der gewichteten
Differentialgeometrie
In diesem Kapitel legen wir die Grundlagen der gewichteten Differentialgeometrie und
beweisen wichtige Identita¨ten, die wir in unserer Arbeit beno¨tigen. Dabei orientieren wir
uns an den Darstellungen und Ausfu¨hrungen in [Fr] und [S3].
1.1 Fla¨chen im R3
Auf einem beschra¨nkten und einfach zusammenha¨ngenden Gebiet Ω ⊂ R2, das den Null-
punkt enthalte (was wir nachfolgend nicht mehr explizit erwa¨hnen und stillschweigend
annehmen), betrachten wir Abbildungen
X = X(u, v) = (x1(u, v), x2(u, v), x3(u, v)) : Ω→ R3 ∈ C3+α(Ω,R3) ∩ C0(Ω,R3) (1.1)
mit Ho¨lderexponent α ∈ (0, 1), die wir als Parametrisierung einer Fla¨che verstehen. Im
folgenden notieren wir nicht notwendig den Bildraum und schreiben zum Beispiel kurz
C3+α(Ω), wenn es aus dem Kontext klar ist. Wir erkla¨ren dann das Oberfla¨chenelement
W durch
W = W (u, v) := |Xu(u, v) ∧Xv(u, v)|, (u, v) ∈ Ω, (1.2)
und setzen stets
W > 0 in Ω (1.3)
voraus. Dabei bedeuten die unteren Indizes u und v die partiellen Ableitungen bezu¨glich
der entsprechenden Parameter. Gelegentlich setzen wir auch u1 = u bzw. u2 = v oder
w = (u, v) oder w = u + iv. Mit ∧ bezeichnen wir das Kreuzprodukt zweier Vektoren
im R3, und | · | sei die La¨nge (Betrag) eines Vektors. Vektoren X verstehen wir hier als
Zeilenvektoren, Xt als transponierten Spaltenvektor.
Definition 1.1 Eine stetig differenzierbare Abbildung X = X(u, v) aus (1.1) mit der
Eigenschaft W (u, v) > 0 nennen wir differentialgeometrisch regula¨r bzw. eine Immersion.
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Bemerkung 1.1 Es gilt
W =
√
|Xu|2|Xv|2 − 〈Xu, Xv〉2 in Ω (1.4)
mit dem Skalarprodukt 〈X,Y 〉 := X · Y t zweier Vektoren X,Y ∈ R3.
Eigenschaft (1.3) sichert uns die punktweise Definiertheit der spha¨rischen Abbildung (auch
Gauß-Abbildung genannt)
N(u, v) :=
Xu(u, v) ∧Xv(u, v)
|Xu(u, v) ∧Xv(u, v)| : Ω→ S
2, (1.5)
der Immersion X mit der zweidimensionalen Einheitsspha¨re S2 := {Y ∈ R3 : |Y | = 1} im
R3. Wir nennen N = N(u, v) auch die Normale an die Fla¨che X im Punkt (u, v) ∈ Ω, die
gema¨ß der Definition senkrecht auf den Richtungsvektoren Xu und Xv steht. Es gelten die
folgenden Gleichungen
〈Xui , N〉 = 0 fu¨r i = 1, 2 und |N |2 = 1.
Spa¨ter verwenden wir als Parametergebiete auch die offenen Kreisscheiben B(a) ⊂ R2
mit Radius  ∈ (0,+∞) und Mittelpunkt a = (a1, a2) ∈ R2. Wir schreiben dann kurz
B := B1(0), wenn wir die Einheitskreisscheibe um den Nullpunkt meinen, und B := B(0)
fu¨r die Kreisscheibe um den Nullpunkt mit Radius .
1.2 Die Gewichtsmatrix und die gewichteten Fundamental-
formen
Wir statten den Raum R3 mit einer speziellen Metrik aus, welche durch eine positiv definite
und symmetrische Matrix
G = G(Z) ∈ C2+α(R3 \ {0},R3×3), α ∈ (0, 1), (1.6)
induziert wird. Gema¨ß Sauvigny in [S3] und Fro¨hlich in [Fr] setzen wir folgende Eigen-
schaften voraus: Fu¨r alle Z ∈ R3 \ {0} gelten
(G1) (Homogenita¨t vom Grad 0) G(λZ) = G(Z) fu¨r alle λ ∈ (0,+∞)
(G2) (Eigenwertrelation) Z ◦G(Z) = Z
(G3) (Elliptizita¨t)
1
1 + g0
|ξ|2 ≤ ξ ◦G(Z) ◦ ξt ≤ (1 + g0)|ξ|2
fu¨r alle ξ ∈ R3 mit einer reellen Konstante g0 ∈ [0,+∞)
(G4) (Normierung) detG(Z) = 1
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Wir nennen eine Matrix G = G(Z) aus (1.6) mit den Eigenschaften (G1) bis (G4) ei-
ne Gewichtsmatrix. Mit G ist dann auch G−1 eine Gewichtsmatrix. Neben der Ellipti-
zita¨tskonstante g0 ∈ [0,+∞) beno¨tigen wir spa¨ter noch eine Gro¨ße, welche die Ableitung
der Gewichtsmatrix quantitativ abscha¨tzt. Sei also g1 ∈ [0,+∞) eine Konstante, die√√√√ 3∑
i,j,l=1
Gij,zl(Z)2 ≤ g1 fu¨r alle Z ∈ R3 \ {0} (1.7)
erfu¨llt. Dabei sind die Gij(Z) die Komponenten der Gewichtsmatrix G(Z).
Falls Z = (z1, z2, z3) ∈ R3 \ {0} mit z3 6= 0 gilt, genu¨gen die Eintra¨ge G11, G12 und G22,
um die Matrix
G = (Gij)i,j=1,2,3 =
(
G′ at
a b
)
mit G′ = (Gij)i,j=1,2 ∈ R2×2, a = (G13, G23) ∈ R2 und b = G33 ∈ R eindeutig zu
beschreiben. Wegen Eigenschaft (G2) haben wir na¨mlich
((z1, z2), z3) ◦G = ((z1, z2) ◦G′ + z3a, (z1, z2) · at + z3b) = ((z1, z2), z3),
woraus sich die Gleichungen
(z1, z2) ◦G′ + z3a = (z1, z2),
(z1, z2) · at + z3b = z3
ergeben. Wir erhalten somit
a =
1
z3
(z1, z2) ◦ [E2 −G′], (1.8)
b = 1− 1
(z3)2
(z1, z2) ◦ [E2 −G′] ◦ (z1, z2)t (1.9)
mit der zweidimensionalen Einheitsmatrix E2 ⊂ R2×2.
Der Fall G(Z) ≡ E3 mit der dreidimensionalen Einheitsmatrix E3 ⊂ R3×3 liefert uns die
Theorie der klassischen Differentialgeometrie (siehe z.B. [BL]). Es gilt dann g0 = g1 = 0
fu¨r die Konstanten in (G3) und (1.7).
Mit Hilfe der MatrixG werden wir nun die drei gewichteten Fundamentalformen definieren.
Hierzu betrachten wir die gewichtete, symmetrische Weingartenabbildung
WG(u, v) := −G(N)− 12 ◦ ∂N t(u, v) ◦ (∂Xt(u, v))−1 ◦G(N)− 12 : TX(u,v) → TX(u,v) (1.10)
auf dem Tangentialraum TX(u,v) := {Y ∈ R3 : 〈Y,N(u, v)〉 = 0} im Fla¨chenpunkt
X(u, v), (u, v) ∈ Ω, mit den linearen Abbildungen
∂Xt : R2 → TX(u,v), ∂N t : R2 → TX(u,v),
die durch die Jacobischen Matrizen
∂X :=
(
x1u x
2
u x
3
u
x1v x
2
v x
3
v
)
=
(
Xu
Xv
)
∈ R2×3,
∂N :=
(
N1u N
2
u N
3
u
N1v N
2
v N
3
v
)
=
(
Nu
Nv
)
∈ R2×3
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beschrieben werden. Da ∂Xt injektiv ist, existiert die Umkehrabbildung, und wir bezeich-
nen sie mit (∂Xt(u, v))−1. Wir bemerken, dass die auf TX eingeschra¨nkten Abbildungen
∂N t ◦ (∂Xt)−1 und G(N)− 12 symmetrisch sind. Fu¨r die Definition der Matrix G− 12 beach-
ten wir noch die Spektralzerlegung der positiv definiten Matrix G: Seien λi > 0, i = 1, 2, 3,
die Eigenwerte der Matrix G und T eine feste Orthonormalbasis, dann definieren wir fu¨r
beliebiges p ∈ R
Gp := T ◦
 λp1 0 00 λp2 0
0 0 λp3
 ◦ T−1.
Damit gelten die Rechenregeln
Gp+q = Gp ◦Gq, G1 = G, G0 = E3, p, q ∈ R.
Definition 1.2 Die gewichtete erste, zweite und dritte Fundamentalform der Immersion
X sind auf dem Tangentialraum TX wie folgt definiert:
IG(X) := {G(N) 12 ◦ ∂Xt}t ◦ {G(N) 12 ◦ ∂Xt},
IIG(X) := {WG ◦G(N) 12 ◦ ∂Xt}t ◦ {G(N) 12 ◦ ∂Xt}, (1.11)
IIIG(X) := {WG ◦G(N) 12 ◦ ∂Xt}t ◦ {WG ◦G(N) 12 ◦ ∂Xt}.
Einsetzen der gewichteten Weingartenabbildung liefert uns insbesondere
Satz 1.1 Es gelten
IG(X) = ∂X ◦G(N) ◦ ∂Xt,
IIG(X) = −∂N ◦ ∂Xt = −∂X ◦ ∂N t, (1.12)
IIIG(X) = ∂N ◦G(N)−1 ◦ ∂N t.
Beweis: Die erste Identita¨t sehen wir mit (1.11) sofort ein. Desweiteren berechnen wir
IIG(X) = ∂X ◦G(N) 12 ◦WtG ◦G(N)
1
2 ◦ ∂Xt
= −∂X ◦G(N) 12 ◦G(N)− 12 ◦ ∂X−1 ◦ ∂N ◦G(N)− 12 ◦G(N) 12 ◦ ∂Xt
= −∂N ◦ ∂Xt
sowie
IIIG(X) = ∂X ◦G(N) 12 ◦WtG ◦WG ◦G(N)
1
2 ◦ ∂Xt
= ∂X ◦G(N) 12 ◦G(N)− 12 ◦ ∂X−1 ◦ ∂N ◦G(N)− 12 ◦ . . .
. . . ◦ G(N)− 12 ◦ ∂N t ◦ (∂Xt)−1 ◦G(N)− 12 ◦G(N) 12 ◦ ∂Xt
= ∂N ◦G(N)−1 ◦ ∂N t.
q.e.d.
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Fu¨r die Koeffizienten der gewichteten Fundamentalformen fu¨hren wir noch folgende Abku¨r-
zungen ein:
hij(u, v) := Xui(u, v) ◦G(N) ◦Xuj (u, v)t = 〈Xui(u, v) ◦G(N), Xuj (u, v)〉,
Lij(u, v) := −Xui(u, v) ·Nuj (u, v)t = −〈Xui(u, v), Nuj (u, v)〉, (1.13)
eij(u, v) := Nui(u, v) ◦G(N)−1 ◦Nuj (u, v)t = 〈Nui(u, v) ◦G(N)−1, Nuj (u, v)〉
fu¨r i, j = 1, 2. Die Matrizen bezeichnen wir kurz mit
h := IG(X) = (hij)i,j=1,2,
L := IIG(X) = (Lij)i,j=1,2,
e := IIIG(X) = (eij)i,j=1,2.
Wir bemerken, dass die gewichtete zweite Fundamentalform nicht explizit von der Wahl
der Gewichtsmatrix G abha¨ngt. Differenzieren wir die Identita¨t 〈Xui , N〉 = 0 nach uj , so
folgt
0 =
∂
∂uj
〈Xui , N〉 = 〈Xuiuj , N〉+ 〈Xui , Nuj 〉
mit den zweiten partiellen Ableitungen
Xuiuj :=
∂2X
∂ui∂uj
.
Wir haben somit
Lij(u, v) = 〈Xuiuj (u, v), N(u, v)〉.
Wa¨hlen wir fu¨r die Gewichtsmatrix G die Einheitsmatrix E3, so kommen wir auf die
gewo¨hnlichen Fundamentalformen der klassischen Differentialgeometrie. Wir bezeichnen
dann die (nichtgewichtete) erste Fundamentalform mit
g := IE3(X) = (gij)i,j=1,2, gij = 〈Xui , Xuj 〉.
Mit Hilfe von IG definieren wir die gewichtete Metrik
ds2G := h11(u, v)du
2 + 2h12(u, v)dudv + h22(u, v)dv2 (1.14)
und fu¨r G = E3 die nichtgewichtete Metrik
ds2 := g11(u, v)du2 + 2g12(u, v)dudv + g22(u, v)dv2. (1.15)
Fu¨r das Oberfla¨chenelement bezu¨glich der gewichteten Metrik ds2G,
Wds2G
(u, v) :=
√
h11(u, v)h22(u, v)− h12(u, v)2 > 0, (u, v) ∈ Ω, (1.16)
und das Oberfla¨chenelement bezu¨glich der nichtgewichteten Metrik ds2,
W (u, v) = Wds2(u, v) =
√
g11(u, v)g22(u, v)− g12(u, v)2 > 0, (u, v) ∈ Ω, (1.17)
wollen wir im nachfolgenden Hilfssatz die Identita¨t
W (u, v) = Wds2G(u, v) fu¨r alle (u, v) ∈ Ω
zeigen (siehe [Fr], Abschnitt 1.3.1). Daher hat die Gewichtsmatrix keinen Einfluß auf W .
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Hilfssatz 1.1 Das Oberfla¨chenelement W = W (u, v) ha¨ngt nicht von der Wahl der Ge-
wichtsmatrix G ab.
Beweis: Wegen
N ◦G(N) ◦Xtui = N ·Xtui = 0, i = 1, 2,
N ◦G(N) ◦N t = |N |2 = 1
nach (G2), und wegen (G4) gilt nach dem Determinantenmultiplikationssatz (vgl. [BL],
§2, Gleichung (20))
W 2ds2G
= h11h22 − h212
= (Xu ◦G(N) ◦Xtu)(Xv ◦G(N) ◦Xtv)− (Xu ◦G(N) ◦Xtv)2
= det
 Xu ◦G(N) ◦Xtu Xu ◦G(N) ◦Xtv 0Xv ◦G(N) ◦Xtu Xv ◦G(N) ◦Xtv 0
0 0 1

= det
 Xu ◦G(N) ◦Xtu Xu ◦G(N) ◦Xtv Xu ◦G(N) ◦N tXv ◦G(N) ◦Xtu Xv ◦G(N) ◦Xtv Xv ◦G(N) ◦N t
N ◦G(N) ◦Xtu N ◦G(N) ◦Xtv N ◦G(N) ◦N t

= det{(Xu, Xv, N)t ◦G(N) ◦ (Xtu, Xtv, N t)}
= det{(Xu, Xv, N)t ◦ (Xtu, Xtv, N t)} · detG(N)
= det{(Xu, Xv, N)t ◦ (Xtu, Xtv, N t)} = g11g22 − g212 = W 2
mit der Determinante detA einer quadratischen Matrix A. q.e.d.
1.3 Kru¨mmungsbegriffe
Wir definieren die gewichtete mittlere und Gaußsche Kru¨mmung mit Hilfe der Koeffi-
zienten Lij der gewichteten zweiten Fundamentalform aus (1.13) und den Koeffizienten
hij = hij der inversen Matrix h−1, d.h.
hijh
jk = δki :=
{
1, i = k
0, i 6= k .
Beachte dabei (und in der gesamten Arbeit) die Einsteinsche Summenkonvention: u¨ber
doppelt auftretende Indizes, unten und oben, wird summiert. Bei lateinischen Indizes
fu¨hren wir die Summation von 1 bis 2 aus.
Definition 1.3 Als gewichtete mittlere Kru¨mmung HG = HG(X) der Immersion X set-
zen wir
HG(X) := 12 spur(L ◦ h
−1) =
1
2
Lijh
ji. (1.18)
Ihre Gaußsche Kru¨mmung K = K(X) ist definiert als
K(X) := det(L ◦ h−1). (1.19)
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Wir berechnen konkret
h−1 =
1
h11h22 − h212
(
h22 −h12
−h12 h11
)
sowie
L ◦ h−1 =
(
L11h
11 + L12h21 L11h12 + L12h22
L21h
11 + L22h21 L21h12 + L22h22
)
=
1
h11h22 − h212
(
L11h22 − L12h12 −L11h12 + L12h11
L12h22 − L22h12 −L12h12 + L22h11
)
und somit
HG = L11h22 − 2L12h12 + L22h112(h11h22 − h212)
=
L11h22 − 2L12h12 + L22h11
2W 2
. (1.20)
Fu¨r die Gaußsche Kru¨mmung ergibt sich
K = detL · deth−1 = L11L22 − L
2
12
h11h22 − h212
=
L11L22 − L212
W 2
. (1.21)
Wegen Hilfssatz 1.1 ha¨ngt die Gaußsche Kru¨mmung nicht von der Wahl der Gewichtsma-
trix ab, sodass wir nicht zwischen gewichteter und nichtgewichteter Gaußscher Kru¨mmung
unterscheiden mu¨ssen. Im nichtgewichteten Fall G(Z) ≡ E3 stimmt die gewichtete mittlere
Kru¨mmung HG mit der gewo¨hnlichen mittleren Kru¨mmung
H := 1
2
spur(L ◦ g−1) = L11g22 − 2L12g12 + L22g11
2W 2
u¨berein.
Definition 1.4 Sei G(Z) ≡ E3. Weiter bezeichnen wir mit S1(X(u, v)) den Kreis um
den Fla¨chenpunkt X(u, v) mit Radius 1 auf der Tangentialebene TX(u,v), welche durch die
Vektoren Xu(u, v) und Xv(u, v) aufgespannt wird. Dann nennen wir die Eigenvektoren
Z ∈ S1(X(u, v)) der nichtgewichteten Weingartenabbildung W :=WE3 = −∂N t ◦ (∂Xt)−1
Hauptkru¨mmungsrichtungen und die Eigenwerte κX Hauptkru¨mmungen der Fla¨che im
betreffenden Fla¨chenpunkt X(u, v).
Fu¨r eine Darstellung Z = aXu + bXv ∈ S1(X) bedeutet dies, dass der Vektor (a, b) ∈ R2
Eigenvektor und κ = κX Eigenwert der Matrix L ◦ g−1 sind. Gema¨ß [K], Abschnitt 3.5,
gibt es stets zwei zueinander orthogonale Hauptkru¨mmungsrichtungen Z1 und Z2 sowie
zwei Hauptkru¨mmungen κ1 und κ2. Es gilt dann
H = 1
2
spur(L ◦ g−1) = κ1 + κ2
2
K = det(L ◦ g−1) = κ1κ2
mit der (nichtgewichteten) mittleren Kru¨mmung H.
Die drei gewichteten Fundamentalformen sind voneinander linear abha¨ngig. Wir wollen
den linearen Zusammenhang im nachfolgendem Satz mit Hilfe der beiden Kru¨mmungen
HG und K herleiten (vgl. [Fr], Abschnitt 1.6.1).
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Satz 1.2 Die Immersion X sei gegeben. Dann gilt fu¨r beliebige Gewichtsmatrizen G,
e− 2HG(X)L+K(X)h = 0 in Ω (1.22)
mit den gewichteten Fundamentalformen h, L und e aus (1.13).
Beweis: Die gewichteten Weingartenschen Gleichungen (1.29),
Nui = −LijhjkXuk ◦G(N), i = 1, 2,
die wir im Abschnitt 1.5 beweisen werden, liefern
eil = Nui ◦G(N)−1 ◦N tul
= {LijhjkXuk ◦G(N)} ◦G(N)−1 ◦ {LlmhmnXun ◦G(N)}t
= {LijhjkXuk} · {LlmhmnXun ◦G(N)}t
= LijhjkXuk ◦G(N) ◦XtunhnmLml = LijhjkhknhnmLml
= Lijδjnh
nmLml = LijhjmLml.
Fu¨r i = l = 1 ergibt sich mit (1.20) und (1.21) zum Beispiel
e11 = L11h11L11 + L12h21L11 + L11h12L21 + L12h22L21
= (L11h11 + 2L12h12 + L22h22)L11 − (L11L22 − L212)h22
=
L11h22 − 2L12h12 + L22h11
h11h22 − h212
L11 − L11L22 − L
2
12
h11h22 − h212
h11
= 2HGL11 −Kh11.
Die anderen Koeffizienten folgen analog. q.e.d.
1.4 Spezielle Parametersysteme
Wir wollen nun drei spezielle Parametrisierungen einer Fla¨che angeben. Zum einen werden
wir die große Bedeutung von gewichtet konformen Parametern in dieser Arbeit erkennen,
die nur in 2 Dimensionen Verwendung finden. Damit lassen sich spa¨ter unsere Differential-
gleichungssysteme fu¨r X und N in den zweiten Ableitungen in Diagonalform u¨berfu¨hren.
Desweiteren lo¨sen wir unser Dirichletproblem fu¨r Graphen, die wir hiermit einfu¨hren wol-
len. Am Ende erwa¨hnen wir dann noch sogenannte Hauptkru¨mmungsparameter, die wir
fu¨r die geometrische Interpretation von G-Minimalfla¨chen beno¨tigen.
Sei B := B1(0) = {(u, v) ∈ R2 : u2 + v2 < 1} die offene Einheitskreisscheibe um den
Nullpunkt. Mit Hilfe des Uniformisierungssatzes (siehe [S6], Kap. XII, §8) fu¨hren wir ge-
wichtet konforme Paramter (u, v) ∈ B durch die Eigenschaften
h11(u, v) = W (u, v) = h22(u, v), h12(u, v) = 0 in B (1.23)
ein mit den Koeffizienten hij = hij(u, v) der gewichteten ersten Fundamentalform aus
(1.13) und dem Oberfla¨chenelement W = W (u, v) aus (1.2). Dies sind die gewichteten
Konformita¨tsrelationen. A¨quivalent dazu sind die folgenden Bedingungen:
Xu ◦G(N) ◦Xtu = W = Xv ◦G(N) ◦Xtv, Xu ◦G(N) ◦Xtv = 0 in B
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oder ∣∣∣Xu ◦G(N) 12 ∣∣∣ = √W = ∣∣∣Xv ◦G(N) 12 ∣∣∣ ,(
Xu ◦G(N) 12
)
·
(
Xv ◦G(N) 12
)t
= 0 in B
(siehe Beweis von Hilfssatz 3.1 in Abschnitt 3.2). In komplexer Form schreiben sich die
gewichteten Konformita¨tsrelationen als
Xw ◦G(N) ◦Xtw = 0, w = u+ iv ∈ B, (1.24)
mit der Wirtingerableitung Xw := 12(Xu − iXv). Denn es gilt
Xw ◦G(N) ◦Xw = 14(Xu − iXv) ◦G(N) ◦ (Xu − iXv)
t
=
1
4
{Xu ◦G(N) ◦Xtu −Xv ◦G(N) ◦Xtv − 2i(Xu ◦G(N) ◦Xtv)}.
Fu¨r die gewichtete Metrik
ds2G = h11du
2 + 2h12dudv + h22dv2
ergibt sich dann die isotherme Form
ds2G = W (du
2 + dv2).
Wegen (1.22) gibt es im Fall HG ≡ 0 dann auch gewisse Konformita¨tsrelationen fu¨r N ,
na¨mlich
Nu ◦G(N)−1 ◦N tu = −KW = Nv ◦G(N)−1 ◦N tv,
Nu ◦G(N)−1 ◦N tv = 0 in B.
Wir kommen nun zu Fla¨chengraphen. Zu einer Funktion ζ = ζ(x, y) : Ω → R ∈ C3+α(Ω)
erkla¨ren wir durch
X = X(x, y) : Ω→ R3, X(x, y) := (x, y, ζ(x, y)), (x, y) ∈ Ω, (1.25)
die Koordinaten einer Fla¨che und nennen ζ die Ho¨henfunktion des Fla¨chengraphen X
u¨ber der (x, y)-Ebene. Dabei unterscheiden wir beim Definitionsgebiet Ω nicht zwischen
der Fla¨chendarstellung mittels Parameter (u, v) oder Euklidischer Koordinaten (x, y). Fu¨r
einen Graphen X berechnen wir
Xx = (1, 0, ζx),
Xy = (0, 1, ζy),
Xx ∧Xy = (−ζx,−ζy, 1).
Die unteren Indizes x und y bedeuten dabei die partiellen Ableitungen bezu¨glich x und y.
Daraus ergibt sich die Normale
N(x, y) :=
Xx ∧Xy
|Xx ∧Xy| =
1√
1 + ζ2x + ζ2y
(−ζx,−ζy, 1), (x, y) ∈ Ω. (1.26)
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Die dritte Komponente der Graphennormale genu¨gt der Ungleichung
N(x, y) · et3 > 0 fu¨r alle (x, y) ∈ Ω
mit dem Einheitsvektor e3 := (0, 0, 1). Somit bildet die Normale in die obere Halbspha¨re
S2+ := {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1, z > 0}
ab. Wir erwa¨hnen noch die gelegentliche Setzung x1 := x und x2 := y.
Zum Schluß behandeln wir noch sogenannte Hauptkru¨mmungparameter. Eine differen-
zierbare Fla¨chenkurve c(t) = X(u(t), v(t)) nennen wir Kru¨mmungslinie, falls c′(t) 6= 0
gilt, und
c′(t)
|c′(t)|
Hauptkru¨mmungsrichtung ist (vgl. Definition 1.4 aus Abschnitt 1.3). Es existieren stets
zwei linear unabha¨ngige Hauptkru¨mmungsrichtungen. Gilt fu¨r die zugeho¨rigen Haupt-
kru¨mmungen κ1(u, v) 6= κ2(u, v) in einen Punkt (u, v) ∈ Ω, so kann man gema¨ß [K],
Hilfssatz 3.6.6, die Fla¨che in einer Umgebung von (u, v) derart parametrisieren, dass die
Parameterlinien den Kru¨mmungslinien entsprechen. Gilt dagegen κ1(u, v) = κ2(u, v) in
einem Punkt (u, v) ∈ Ω, so kann jede Richtung als Hauptkru¨mmungsrichtung bezeich-
net werden, und wir wa¨hlen hier zwei zueinander orthogonale Richtungen aus. Gema¨ß [L],
Ausfu¨hrungen nach Satz 5.4, gilt nun zusammenfassend: Man kann die Fla¨che in einer Um-
gebung von (u, v) derart parametrisieren, dass die Parameterlinien die Kru¨mmungslinien
beru¨hren. Dann gelten die Gleichungen
L11(u, v) = κ1(u, v)g11(u, v), L22(u, v) = κ2(u, v)g22(u, v), (u, v) ∈ Ω, (1.27)
sowie
L12(u, v) = 0, g12(u, v) = 0, (u, v) ∈ Ω. (1.28)
1.5 Die gewichteten Ableitungsgleichungen
Um spa¨ter elliptische Systeme fu¨r den Fla¨chen- und Normalenvektor zu erhalten, brauchen
wir die grundlegenden Ableitungsgleichungen der gewichteten Differentialgeometrie. Wir
orientieren uns dabei an [Fr], Abschnitt 1.5. In Termen der Tangentialvektoren Xu ◦G(N)
und Xv ◦G(N) wollen wir zuna¨chst die Ableitungen Nui , i = 1, 2, der spha¨rischen Abbil-
dung N darstellen.
Satz 1.3 Die Immersion X sei gegeben. Dann gelten die gewichteten Weingartenschen
Gleichungen
Nui = −LijhjkXuk ◦G(N), i = 1, 2. (1.29)
Beweis: Die Vektoren Xu ◦G(N), Xv ◦G(N) und N sind in jedem festen Punkt (u, v) ∈
Ω linear unabha¨ngig und bilden somit eine Basis des Vektorraumes R3. Wenn wir die
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Identita¨t |N |2 = 〈N,N〉 = 1 nach ui differenzieren, erhalten wir zuna¨chst 〈Nui , N〉 = 0
fu¨r i = 1, 2. Wir machen nun zuna¨chst den Ansatz
Nui = a
m
i Xum ◦G(N) + a3iN, i = 1, 2. (1.30)
Skalare Multiplikation mit N t liefert dann
0 = 〈Nui , N〉 = ami 〈Xum ◦G(N), N〉+ a3i 〈N,N〉 = a3i , i = 1, 2,
wenn wir noch 〈Xum ◦ G(N), N〉 = 〈N ◦ G(N), Xum〉 = 〈N,Xum〉 = 0, m = 1, 2, mit
Hilfe der Eigenschaft (G2) der Gewichtsmatrix beachten. Somit kann Nui in Termen der
Tangentialvektoren Xu ◦ G(N) und Xv ◦ G(N) dargestellt werden. Um die Koeffizienten
ami , i,m = 1, 2, zu bestimmen, multiplizieren wir (1.30) skalar mit X
t
uj
, j = 1, 2, und
erhalten
−Lij = 〈Nui , Xuj 〉 = ami 〈Xum ◦G(N), Xuj 〉 = ami hmj .
Es folgt somit
−Lijhjk = ami hmjhjk = ami δkm = aki .
q.e.d.
Wir betrachten nun die zweiten Ableitungen Xuiuj des Fla¨chenvektors X, die wir spa¨ter
fu¨r die elliptischen Systeme beno¨tigen werden. Dazu stellen wir die Ableitungsvektoren in
Termen des begleitenden Dreibeins {Xu, Xv, N} dar.
Satz 1.4 Die Immersion X sei gegeben. Dann gelten die gewichteten Gaußschen Ablei-
tungsgleichungen
Xuiuj = (Γ
k
ij + Ω
k
ij)Xuk + LijN, i, j = 1, 2, (1.31)
mit den Christoffel-Symbolen
Γkij :=
1
2
hkl(hli,uj + hjl,ui − hij,ul), hij,ul :=
∂hij
∂ul
, (1.32)
sowie ihren gewichteten Korrekturtermen
Ωkij := −
1
2
hkl(ωlij+ωjli−ωijl), ωijl := Xui ◦Gul(N)◦Xtuj , Gul(N) :=
∂G(N)
∂ul
. (1.33)
Beweis: Wir machen den Ansatz
Xuiuj = b
k
ijXuk + cijN, i, j = 1, 2, (1.34)
und bestimmen die Koeffizienten bkij und cij . Eine erste skalare Multiplikation mit N
t
liefert
Lij = 〈Xuiuj , N〉 = bkij〈Xuk , N〉+ cij |N |2 = cij .
Um die Koeffizienten bkij zu erhalten, multiplizieren wir den Ansatz (1.34) skalar mit
G(N) ◦Xt
ul
und erhalten
〈Xuiuj ◦G(N), Xul〉 = bkij〈Xuk ◦G(N), Xul〉+ cij〈N ◦G(N), Xul〉
= bkijhkl =: bilj . (1.35)
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Wegen Xuiuj = Xujui beachten wir noch bilj = bjli. Mit (1.33) gelten
bilj = 〈Xui ◦G(N), Xul〉uj − 〈Xui ◦Guj (N), Xul〉 − 〈Xui ◦G(N), Xuluj 〉
= hil,uj − ωilj − blij
bzw.
hil,uj = bilj + blij + ωilj .
Wir haben dann
hjl,ui + hli,uj − hij,ul = bjli + blji + blij + bilj − bijl − bjil + ωjli + ωlij − ωijl
= 2bilj + ωjli + ωlij − ωijl.
Mit (1.35) folgt
bilj = bkijhkl =
1
2
(hjl,ui + hli,uj − hij,ul)−
1
2
(ωjli + ωlij − ωijl),
woraus sich
bkij =
1
2
hkl(hjl,ui + hli,uj − hij,ul)−
1
2
hkl(ωjli + ωlij − ωijl) = Γkij + Ωkij
ergibt. q.e.d.
Bemerkung 1.2 1. Im nichtgewichteten Fall G(Z) ≡ E3 verschwinden alle Ωkij, und
wir erhalten die bekannten Gaußschen Ableitungsgleichungen
Xuiuj = Γ
k
ijXuk + LijN, i, j = 1, 2
(siehe z.B. [BL], §57).
2. Wir ha¨tten auch den Ansatz
Xuiuj = a
k
ijXuk ◦G(N) + cijN, i, j = 1, 2,
anstatt (1.34) machen ko¨nnen. Multiplikation mit Xul wu¨rde dann aber nicht die
Ableitungen hil,uj liefern. Unsere Darstellung von oben wird sich jedoch als vorteilhaft
in Bezug auf die elliptischen Systeme zeigen.
1.6 Die gewichteten Codazzi-Mainardi-Gleichungen
Fu¨r ein elliptisches System des Normalenvektors N in beliebigen Parametern in Abschnitt
3.4 beno¨tigen wir noch die gewichteten Codazzi-Mainardi-Gleichungen, die zugleich Inte-
grierbarkeitsbedingungen, also notwendige Bedingungen fu¨r die Lo¨sbarkeit der gewichteten
Gleichungen von Weingarten und Gauß, sind (vgl. [Fr], Abschnitt 1.7.2).
Satz 1.5 Die Immersion X sei gegeben. Dann gelten die gewichteten Codazzi-Mainardi-
Gleichungen
L11,v + (Γm11 + Ω
m
11)Lm2 = L12,u + (Γ
m
12 + Ω
m
12)Lm1 (1.36)
L21,v + (Γm21 + Ω
m
21)Lm2 = L22,u + (Γ
m
22 + Ω
m
22)Lm1 (1.37)
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Beweis: Aus den gewichteten Weingartenschen Gleichungen (1.29) und den gewichteten
Gaußschen Ableitungsgleichungen (1.31) erhalten wir
Xuiujuk = (Γ
l
ij + Ω
l
ij)ukXul + (Γ
m
ij + Ω
m
ij )Xumuk + Lij,ukN + LijNuk
= (Γlij,uk + Ω
l
ij,uk + (Γ
m
ij + Ω
m
ij )(Γ
l
mk + Ω
l
mk)− LijLkmhmnνln)Xul
+(Lij,uk + (Γ
m
ij + Ω
m
ij )Lmk)N, (1.38)
mit Funktionen νln, die
Xun ◦G(N) = νlnXul
erfu¨llen. Wegen X ∈ C3+α ist
Xuiuv −Xuivu = 0 fu¨r i = 1, 2 (1.39)
richtig. Da {Xu, Xv, N} ein linear unabha¨ngiges System bilden, folgt mit (1.39), dass die
Normalenkomponenten von Xuiuv und Xuivu gleich sein mu¨ssen. Fu¨r i = 1 erhalten wir
(1.36) und fu¨r i = 2 die Identita¨t (1.37). q.e.d.
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Kapitel 2
G-Minimalfla¨chen und ihre
Interpretation
Wir mo¨chten in diesem Kapitel nun G-Minimalfla¨chen in Anlehnung an [S3] und [Fr] de-
finieren und eine geometrische Interpretation in Bezug auf Minimalfla¨chen liefern. Dabei
gehen wir am Ende auch auf unterschiedliche Definitionen in der Literatur ein. Desweite-
ren werden wir erkennen, dass G-Minimalfla¨chen als spezielle quasilineare, elliptische Dif-
ferentialgleichungen (Abschnitt 2.2) sowie als kritische Punkte bestimmter Funktionale bei
Variationsproblemen (Abschnitt 2.3) auftauchen. Schließlich wollen wir in Abschnitt 2.4
fu¨r unsere quasilineare, elliptische und homogene Differentialgleichung eine Divergenzdar-
stellung nach Bers notieren, die den Voraussetzungen der Oberfla¨cheninhaltsabscha¨tzung
in Kapitel 5 genu¨gt.
2.1 Definition G-Minimalfla¨chen und Deutung
Wir fu¨hren zuna¨chst den parameterinvarianten Beltrami-Operator erster Art nach [BL],
§88, ein. Auf der Fla¨che X = X(u1, u2) seien die stetig differenzierbaren Funktionen
Ψ = Ψ(u1, u2) und Φ = Φ(u1, u2) gegeben. Dann definieren wir
∇ds2G(Ψ,Φ) := h
ijΨuiΦuj
bezu¨glich der gewichteten Metrik
ds2G = hijdu
iduj , hij = Xui ◦G(N) ◦Xtuj ,
mit einer Gewichtsmatrix G = G(Z).
Definition 2.1 Wir nennen die Immersion X : Ω → R3 ∈ C3+α(Ω) eine G-Minimal-
fla¨che, wenn X die parameterinvariante Differentialgleichung
0 = ∇ds2G(X,N) = h
ijXui ·N tuj = −Lijhji (2.1)
mit dem Beltrami-Operator erster Art ∇ds2G(·, ·) erfu¨llt.
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Wir wollen diese Definition geometrisch interpretieren, indem wir die Differentialgleichung
(2.1) in die Kru¨mmungsgleichung
ρ1(u, v)κ1(u, v) + ρ2(u, v)κ2(u, v) = 0
mit gewissen Gewichten ρ1 = ρ1(u, v), ρ2 = ρ2(u, v) > 0 und den Hauptkru¨mmungen
κ1 = κ1(u, v) und κ2 = κ2(u, v) der Fla¨che X im betreffenden Fla¨chenpunkt umwandeln
(vgl. [S3], Bemerkung nach Definition 2).
Satz 2.1 Sei X eine G-Minimalfla¨che, die die Differentialgleichung 0 = ∇ds2G(X,N)
bezu¨glich einer Gewichtsmatrix G = G(Z) erfu¨llt. Die Vektoren Z1(u, v) und Z2(u, v) seien
die zwei Hauptkru¨mmungsrichtungen im betreffenden Fla¨chenpunkt X(u, v), (u, v) ∈ Ω.
Wir definieren die positiven Gewichte
ρ1(u, v) := Z1(u, v) ◦G(N) ◦ Z1(u, v)t > 0,
ρ2(u, v) := Z2(u, v) ◦G(N) ◦ Z2(u, v)t > 0 (2.2)
unter Verwendung von Hauptkru¨mmungsparametern in diesem Punkt. Dann gilt
ρ1(u, v)κ1(u, v) + ρ2(u, v)κ2(u, v) = 0 fu¨r alle (u, v) ∈ Ω. (2.3)
Beweis: Wir fu¨hren in die Fla¨che Hauptkru¨mmungsparameter gema¨ß Abschnitt 1.4 ein.
Dann gelten die Gleichungen
L11(u, v) = κ1(u, v)g11(u, v), L22(u, v) = κ2(u, v)g22(u, v),
g12(u, v) ≡ 0 ≡ L12(u, v), (u, v) ∈ Ω.
Wir formen nun (2.1) wie folgt um
0 = L11h11 + 2L12h12 + L22h22 = κ1g11
h22
W 2
+ κ2g22
h11
W 2
= κ1|Xu|2Xv ◦G(N) ◦X
t
v
W 2
+ κ2|Xv|2Xu ◦G(N) ◦X
t
u
W 2
= κ1
( |Xu|
W
Xv
)
◦G(N) ◦
( |Xu|
W
Xtv
)
+ κ2
( |Xv|
W
Xu
)
◦G(N) ◦
( |Xv|
W
Xtu
)
mit dem Oberfla¨chenelement W =
√
g11g22 − g212 = |Xu||Xv|. Es folgt
0 = (|Xv|−1Xv) ◦G(N) ◦ (|Xv|−1Xtv)κ1 + (|Xu|−1Xu) ◦G(N) ◦ (|Xu|−1Xtu)κ2
= (Z1 ◦G(N) ◦ Zt1)κ1 + (Z2 ◦G(N) ◦ Zt2)κ2
=: ρ1κ1 + ρ2κ2
mit den orthonormalen Hauptkru¨mmungsrichtungen
Z1 :=
1
|Xv|Xv Z2 :=
1
|Xu|Xu
und den Gewichten aus (2.2). q.e.d.
Fu¨r die Gewichte haben wir nach Eigenschaft (G3) aus Abschnitt 1.2 die Ungleichung
1
1 + g0
≤ ρi ≤ 1 + g0, i = 1, 2.
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Im nichtgewichteten Fall G(Z) ≡ E3 gelten
ρ1 ≡ 1, ρ2 ≡ 1
und damit die wohlbekannte Kru¨mmungsgleichung fu¨r Minimalfla¨chen
κ1 + κ2 = 0.
Die Klasse der G-Minimalfla¨chen bildet also in natu¨rlicher Weise eine Erweiterung der
Klasse der Minimalfla¨chen. Dabei verschwindet nicht die gewo¨hnliche mittlere Kru¨mmung
H = κ1 + κ2, sondern die Hauptkru¨mmungen werden noch mit Gewichten belegt. Der
Begriff G-Minimalfa¨che wird zudem sinnvoll, wenn wir noch
HG = 12 spur(L ◦ h
−1) =
1
2
Lijh
ji = −1
2
∇ds2G(X,N) = 0
beachten und somit die gewichtete mittlere Kru¨mmung Null ist. Desweiteren stellen wir
mit
K = κ1κ2 = −ρ1
ρ2
κ21 ≤ 0 (2.4)
fest, dass G-Minimalfla¨chen eine nichtpositive Gaußsche Kru¨mmung in Ω besitzen.
2.2 G-minimale Graphen als quasilineare, elliptische Diffe-
rentialgleichungen
Wir wollen zuna¨chst eine Differentialgleichung fu¨r G-minimale Graphen herleiten und
anschließend einen Zusammenhang mit quasilinearen, elliptischen Differentialgleichungen
liefern.
Sei der G-minimale Graph X = (x, y, ζ(x, y)), (x, y) ∈ Ω, mit dem Oberfla¨chenelement
W =
√
1 + |∇ζ|2 und der Normalen N = 1
W
(−ζx,−ζy, 1) gegeben. Dabei sei G = G(Z) =
(Gij(Z))i,j=1,2,3 eine Gewichtsmatrix mit den Eigenschaften (G1) bis (G4) aus Abschnitt
1.2, fu¨r die
Gij = Gij(N) = Gij
(
(−ζx,−ζy, 1)
W
)
= Gij(−ζx,−ζy, 1) =: G˜ij(ζx, ζy), i, j = 1, 2, 3,
gilt. Mit hij := Xxi ◦G(N) ◦Xtxj gilt dann
h11 = Xx ◦G(N) ◦Xtx = (1, 0, ζx) ◦G(N) ◦ (1, 0, ζx)t
= G11(N) + 2ζxG13(N) + ζ2xG33(N),
h12 = h21 = Xx ◦G(N) ◦Xty = (1, 0, ζx) ◦G(N) ◦ (0, 1, ζy)t
= G12(N) + ζxG23(N) + ζyG13(N) + ζxζyG33(N),
h22 = Xy ◦G(N) ◦Xty = (0, 1, ζy) ◦G(N) ◦ (0, 1, ζy)t
= G22(N) + 2ζyG23(N) + ζ2yG33(N),
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sowie h−1 =
1
W 2
(
h22 −h12
−h12 h11
)
fu¨r die inverse Matrix. Die Koeffizienten der zweiten
gewichteten Fundamentalform Lij = Xxixj ·N t berechnen sich zu
L11 =
1
W
(0, 0, ζxx) · (−ζx,−ζy, 1)t = ζxx
W
L12 = L21 =
1
W
(0, 0, ζxy) · (−ζx,−ζy, 1)t = ζxy
W
L22 =
1
W
(0, 0, ζyy) · (−ζx,−ζy, 1)t = ζyy
W
.
Wir ko¨nnen nun die quasilineare Differentialgleichung mit (2.1) berechnen:
0 = ∇ds2G(X,N) = −(L11h
11 + 2L12h21 + L22h22)
= − 1
W 2
(L11h22 − 2L12h12 + L22h11)
= − 1
W 3
{
(G22(N) + 2ζyG23(N) + ζ2yG33(N))ζxx
−2(G12(N) + ζxG23(N) + ζyG13(N) + ζxζyG33(N))ζxy
+(G11(N) + 2ζxG13(N) + ζ2xG33(N))ζyy
}
bzw.
0 = (G22(N) + 2ζyG23(N) + ζ2yG33(N))ζxx
−2(G12(N) + ζxG23(N) + ζyG13(N) + ζxζyG33(N))ζxy
+(G11(N) + 2ζxG13(N) + ζ2xG33(N))ζyy. (2.5)
Wollen wir die Koeffizienten nur in Abha¨ngigkeit von ζx und ζy, so benutzen wir die
Darstellung der Differentialgleichung in der Form
0 = (G˜22(ζx, ζy) + 2ζyG˜23(ζx, ζy) + ζ2y G˜33(ζx, ζy))ζxx
−2(G˜12(ζx, ζy) + ζxG˜23(ζx, ζy) + ζyG˜13(ζx, ζy) + ζxζyG˜33(ζx, ζy))ζxy
+(G˜11(ζx, ζy) + 2ζxG˜13(ζx, ζy) + ζ2xG˜33(ζx, ζy))ζyy. (2.6)
Satz 2.2 Die Ho¨henfunktion ζ = ζ(x, y) von G-minimalen Graphen X = X(x, y) =
(x, y, ζ(x, y)) genu¨gt der homogenen, quasilinearen und elliptischen Differentialgleichung
a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0 in Ω (2.7)
mit den Koeffizientenfunktionen
a(ζx, ζy) := G˜22(ζx, ζy) + 2ζyG˜23(ζx, ζy) + ζ2y G˜33(ζx, ζy)
b(ζx, ζy) := −
[
G˜12(ζx, ζy) + ζxG˜23(ζx, ζy) + ζyG˜13(ζx, ζy) + ζxζyG˜33(ζx, ζy)
]
(2.8)
c(ζx, ζy) := G˜11(ζx, ζy) + 2ζxG˜13(ζx, ζy) + ζ2xG˜33(ζx, ζy)
bezu¨glich der vorgelegten Gewichtsmatrix G aus Abschnitt 1.2. Die Koeffizienten erfu¨llen
weiterhin a(ζx, ζy)c(ζx, ζy) − b(ζx, ζy)2 = 1 + |∇ζ|2 = W 2 und sind C2+α(R2)-Funktionen
bezu¨glich der p, q-Variablen.
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Beweis: Die Differentialgleichung (2.7) haben wir bereits bewiesen. Wegen ac − b2 =
h22h11 − h212 = W 2 haben wir die Normierung der Koeffizienten. Die Regularita¨t folgt
aus der Regularita¨t der Gewichtsmatrix G. Wir zeigen nun noch die folgende Ellipti-
zita¨tsbedingung
0 <
1
1 + g0
|ξ|2 ≤ ξ ◦
(
a(p, q) b(p, q)
b(p, q) c(p, q)
)
◦ ξt ≤ (1 + g0)(1 + p2 + q2)|ξ|2
fu¨r alle ξ = (ξ1, ξ2) ∈ R2 und fu¨r alle (p, q) ∈ R2. Zuna¨chst gilt(
a b
b c
)
=
(
h22 −h12
−h12 h11
)
= W 2
(
h11 h12
h12 h22
)−1
= W 2(∂X ◦G(N) ◦ ∂Xt)−1.
Wegen Eigenschaft (G3) gilt mit η := ξ ◦ ∂X,
1
1 + g0
|η|2 ≤ η ◦G(N) ◦ ηt = ξ ◦ ∂X ◦G(N) ◦ ∂Xt ◦ ξt ≤ (1 + g0)|η|2.
Fu¨r Graphen berechnen wir konkret
|η|2 = |ξ ◦ ∂X|2 = |(ξ1, ξ2, ξ1ζx + ξ2ζy)|2 = (1 + ζ2x)(ξ1)2 + (1 + ζ2y )(ξ2)2 + 2ζxζyξ1ξ2
= ξ ◦
(
1 + ζ2x ζxζy
ζxζy 1 + ζ2y
)
◦ ξt
und erhalten fu¨r die quadratische Form auf der rechten Seite den kleinsten Eigenwert
λ1 = 1 und den gro¨ßten Eigenwert λ2 = 1 + |∇ζ|2 = W 2, so dass
|ξ|2 ≤ |η|2 ≤W 2|ξ|2 fu¨r alle ξ ∈ R2
gilt. Somit folgt
1
1 + g0
|ξ|2 ≤ ξ ◦ (∂X ◦G(N) ◦ ∂Xt) ◦ ξt ≤ (1 + g0)W 2|ξ|2 fu¨r alle ξ ∈ R2
bzw. fu¨r die Inverse
1
(1 + g0)W 2
|ξ|2 ≤ ξ ◦ (∂X ◦G(N) ◦ ∂Xt)−1 ◦ ξt ≤ (1 + g0)|ξ|2 fu¨r alle ξ ∈ R2.
Schließlich gilt
1
1 + g0
|ξ|2 ≤ ξ ◦
(
a(p, q) b(p, q)
b(p, q) c(p, q)
)
◦ ξt ≤ (1 + g0)W 2|ξ|2
fu¨r alle ξ ∈ R2 und fu¨r alle (p, q) ∈ R2 mit W 2 = 1 + p2 + q2. q.e.d.
Bemerkung 2.1 Wir bemerken noch, dass die Koeffizienten a, b und c nur von den
Eintra¨gen G˜11, G˜12 und G˜22 der Gewichtsmatrix G abha¨ngen. Es gilt insbesondere fu¨r
Graphen
G˜13 = ζx(G˜11 − 1) + ζyG˜12,
G˜23 = ζxG˜12 + ζy(G˜22 − 1),
G˜33 = 1 + (ζx, ζy) ◦
(
G˜11 − 1 G˜12
G˜12 G˜22 − 1
)
◦ (ζx, ζy)t.
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Wegen (1.8) und (1.9) aus Abschnitt 1.2 haben wir na¨mlich
(G˜13, G˜23) = (−ζx,−ζy) ◦
[(
1 0
0 1
)
−
(
G˜11 G˜12
G˜12 G˜22
)]
= (ζx(G˜11 − 1) + ζyG˜12, ζxG˜12 + ζy(G˜22 − 1)),
G˜33 = 1− (−ζx,−ζy) ◦
[(
1 0
0 1
)
−
(
G˜11 G˜12
G˜12 G˜22
)]
◦ (−ζx,−ζy)t
= 1 + (ζx, ζy) ◦
(
G˜11 − 1 G˜12
G˜12 G˜22 − 1
)
◦ (ζx, ζy)t.
Wir betrachten nun umgekehrt auf dem beschra¨nkten und einfach zusammenha¨ngenden
Gebiet Ω ⊂ R2 eine Lo¨sung ζ ∈ C3+α(Ω), α ∈ (0, 1), der quasilinearen, elliptischen
Differentialgleichung
a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0 in Ω, (2.9)
mit den Koeffizientenfunktionen a, b, c ∈ C2+α(R2), wobei wir ohne Einschra¨nkung
ac− b2 = 1 + |∇ζ|2 = W 2 (2.10)
voraussetzen. Dies bedeutet eine Normierung der Koeffizienten. Die Lo¨sung ζ = ζ(x, y),
(x, y) ∈ Ω, la¨sst sich als Graph X = X(x, y) = (x, y, ζ(x, y)) u¨ber dem Gebiet Ω mit dem
Normalenvektor
N =
1
W
(−ζx,−ζy, 1)
veranschaulichen. Wir konstruieren nun eine Gewichtsmatrix G, welche die Lo¨sungen der
Differentialgleichung (2.9) als G-minimale Graphen erkennen la¨sst. Die Ideen stammen
aus [S3].
Wir setzen
M = M(x, y) :=
 ( 1 + ζ2x ζxζyζxζy 1 + ζ2y
)−1
◦ ∂X
N(x, y)
 (2.11)
sowie
D = D(x, y) :=
 c −b 0−b a 0
0 0 1
 (2.12)
und definieren die Gewichtsmatrix
G(N) := M(x, y)t ◦D(x, y) ◦M(x, y). (2.13)
Dabei erhalten wir die Abha¨ngigkeit der Gewichtsmatrix von N aus der Matrix M . Wir
wollen die Eigenschaften einer Gewichtsmatrix verifizieren:
(G1) Wir setzen die Gewichtsmatrix entlang Strahlen {λN} konstant fort, so dass gilt
G(λN) = G(N) fu¨r alle λ ∈ (0,+∞).
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(G2) Wir zeigen N ◦G(N) = N . Dazu berechnen wir(
1 + ζ2x ζxζy
ζxζy 1 + ζ2y
)−1
◦ ∂X = 1
W 2
(
1 + ζ2y −ζxζy
−ζxζy 1 + ζ2x
)
◦
(
1 0 ζx
0 1 ζy
)
=
1
W 2
(
1 + ζ2y −ζxζy ζx
−ζxζy 1 + ζ2x ζy
)
,
so dass
M =
1
W 2
 1 + ζ2y −ζxζy ζx−ζxζy 1 + ζ2x ζy
−Wζx −Wζy W
 (2.14)
gilt. Somit gelangen wir zu
1
W
(−ζx,−ζy, 1) ◦M t = 1
W 3
(0, 0,W 3) = (0, 0, 1).
Daraus ergibt sich
N ◦G(N) = 1
W
(−ζx,−ζy, 1) ◦M t ◦D ◦M
= (0, 0, 1) ◦M = N.
(G3) Wir wollen die Elliptizita¨t
1
1 + g0
|ξ|2 ≤ ξ ◦ G(N) ◦ ξt ≤ (1 + g0)|ξ|2 zeigen. Dazu
beweisen wir zuna¨chst folgende Identita¨t(
c −b
−b a
)
= ∂X ◦G(N) ◦ ∂Xt = h. (2.15)
Es gilt mit (2.14)
M ◦ ∂Xt = 1
W
 1 + ζ2y −ζxζy ζx−ζxζy 1 + ζ2x ζy
−Wζx −Wζy W
 ◦
 1 00 1
ζx ζy

=
1
W 2
 W 2 00 W 2
0 0
 =
 1 00 1
0 0
 ,
woraus sich
∂X ◦G(N) ◦ ∂Xt = (M ◦ ∂Xt)t ◦D ◦M ◦ ∂Xt
=
(
1 0 0
0 1 0
)
◦
 c −b 0−b a 0
0 0 1
 ◦
 1 00 1
0 0

=
(
c −b 0
−b a 0
)
◦
 1 00 1
0 0
 = ( c −b−b a
)
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ergibt. Mit der Bedingung
1
1 + g0
≤
ξ ◦
(
c −b
−b a
)
◦ ξt
ξ ◦
(
1 + ζ2x ζxζy
ζxζy 1 + ζ2y
)
◦ ξt
≤ 1 + g0 fu¨r alle ξ = (ξ1, ξ2) ∈ R2 \ {0}
(2.16)
la¨sst sich dann (G3) wie folgt beweisen: Zuna¨chst gilt wegen (2.15)
ξ ◦
(
c −b
−b a
)
◦ ξt = ξ ◦ ∂X ◦G(N) ◦ ∂Xt ◦ ξt =: η ◦G(N) ◦ ηt
mit η := ξ ◦ ∂X, woraus wir wie im Beweis von Satz 2.2
|η|2 = ξ ◦
(
1 + ζ2x ζxζy
ζxζy 1 + ζ2y
)
◦ ξt
berechnen. Somit gilt
1
1 + g0
|η|2 ≤ η ◦G(N) ◦ ηt ≤ (1 + g0)|η|2.
Eigenschaft (2.16) muss fu¨r die konkrete Differentialgleichung nachgerechnet werden.
Quasilineare, elliptische Differentialgleichungen, die diese nicht erfu¨llen, sind nicht
vom sogenannten Minimalfla¨chentyp.
(G4) Wir zeigen nun noch detG(N) = 1. Mit (2.14) haben wir bereits
M =
1
W 2
 1 + ζ2y −ζxζy ζx−ζxζy 1 + ζ2x ζy
−Wζx −Wζy W

und erhalten
detM =
1
W 6
(
W (1 + ζ2y )(1 + ζ
2
x) +Wζ
2
xζ
2
y +Wζ
2
xζ
2
y +Wζ
2
x(1 + ζ
2
x)
+Wζ2y (1 + ζ
2
y )−Wζ2xζ2y
)
=
1
W 5
(
1 + 2ζ2x + 2ζ
2
y + 2ζ
2
xζ
2
y + ζ
4
x + ζ
4
y
)
=
1
W 5
(
1 + ζ2x + ζ
2
y
)2 = 1
W
.
Also folgt
detG(N) = detM · detD · detM = ac− b
2
W 2
= 1.
Satz 2.3 Die Lo¨sung ζ = ζ(x, y) ∈ C3+α(Ω) der quasilinearen, elliptischen Differential-
gleichung
a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0 in Ω,
mit den Koeffizientenfunktionen a, b, c ∈ C2+α(R2), die gema¨ß ac − b2 = 1 + |∇ζ|2 =
W 2 normiert seien, ist die Ho¨henfunktion eines G-minimalen Graphen X = X(x, y) =
(x, y, ζ(x, y)) mit G aus (2.13), insofern (2.16) erfu¨llt ist.
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Beweis: Die Eigenschaften der Gewichtsmatrix G aus (2.13) haben wir bereits bewiesen.
Es verbleibt zu zeigen, dass X ein G-minimaler Graph ist. Wegen (2.15) gilt
h−1 =
1
W 2
(
a b
b c
)
und weiterhin
ζxixj = WXxixj ·N t = WLij , i, j = 1, 2,
so dass wir schließlich
0 = aζxx + 2bζxy + cζyy = W 3(L11h11 + 2L12h21 + L22h22) = W 3 spur(L ◦ h−1)
= −W 3∇ds2G(X,N)
haben. q.e.d.
Bemerkung 2.2 Den Minimalfla¨chenfall erhalten wir fu¨r
a(ζx, ζy) = 1 + ζ2y , b(ζx, ζy) = −ζxζy, c(ζx, ζy) = 1 + ζ2x.
Wir rechnen dann leicht nach, dass die Gewichtsmatrix aus (2.13) die Einheitsmatrix E3
ist.
2.3 G-Minimalfla¨chen aus Variationsproblemen
Wir wollen in diesem Abschnitt als Beispiel spezielle parametrische und nichtparametri-
sche Funktionale betrachten, wobei die kritischen Punkte G-Minimalfla¨chen sind. Dazu
behandeln wir die ortsunabha¨ngigen, parametrischen Funktionale
F [X] :=
∫∫
Ω
F (Xu ∧Xv)dudv (2.17)
mit der nur von Z = (z1, z2, z3) ∈ R3 abha¨ngigen Dichtefunktion
F = F (Z) ∈ C4+α(R3 \ {0},R) ∩ C0(R3,R), α ∈ (0, 1),
die der Homogenita¨tsbedingung
F (λZ) = λF (Z) fu¨r alle Z ∈ R3 \ {0}, fu¨r alle λ ∈ (0,+∞), (2.18)
genu¨gen. Diese sichert uns die Parameterinvarianz des Funktionals. Betrachten wir na¨mlich
eine positiv orientierte Transformation u˜ = u˜(u, v), v˜ = v˜(u, v), (u˜, v˜) ∈ Ω˜, so berechnen
wir mit Hilfe der Transformationsformel∫∫
Ω
F (Xu ∧Xv)dudv =
∫∫
Ω
F ((u˜uv˜v − u˜vv˜u)Xu˜ ∧Xv˜)dudv
=
∫∫
Ω
F (Xu˜ ∧Xv˜)(u˜uv˜v − u˜vv˜u)dudv
=
∫∫
eΩ
F (Xu˜ ∧Xv˜)du˜dv˜.
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Wir wollen nachstehend die folgenden Definitionen fu¨r die Ableitungen benutzen:
FZ(Z) := (Fz1(Z), Fz2(Z), Fz3(Z)) ,
FZZ(Z) := (Fzµzν (Z))µ,ν=1,2,3 . (2.19)
Mit Hilfe der Homogenita¨tsbedingung beweisen wir dann folgenden
Hilfssatz 2.1 Der Vektor FZ(Z) ist positiv homogen vom Grad 0 in Z, d.h.
FZ(λZ) = FZ(Z) fu¨r alle Z ∈ R3 \ {0}, fu¨r alle λ ∈ (0,+∞). (2.20)
Die Matrix FZZ(Z) ist positiv homogen vom Grad −1 in Z, d.h.
FZZ(λZ) =
1
λ
FZZ(Z) fu¨r alle Z ∈ R3 \ {0}, fu¨r alle λ ∈ (0,+∞). (2.21)
Ferner gelten die Eulerschen Homogenita¨tsrelationen
Z · FZ(Z)t = F (Z), (2.22)
Z ◦ FZZ(Z) = 0, (2.23)
fu¨r alle Z ∈ R3 \ {0}.
Beweis: Wenn wir die Homogenita¨tsbedingung (2.18) nach den Komponenten zµ fu¨r
µ = 1, 2, 3 ableiten, erhalten wir
λFzµ(λZ) = λFzµ(Z), µ = 1, 2, 3,
also (2.20). Nochmaliges Ableiten nach zν , ν = 1, 2, 3 fu¨hrt zu
λ2Fzµzν (λZ) = λFzµzν (Z), µ, ν = 1, 2, 3,
also (2.21). Differenzieren wir die Homogenita¨tsbedingung (2.18) nach λ, so erhalten wir
FZ(λZ) · Zt = F (Z),
und (2.22) folgt mit λ = 1. Leiten wir (2.20) nach λ ab, so ergibt sich
FZZ(λZ) ◦ Zt = 0
und mit λ = 1 die Relation (2.23). q.e.d.
Mit folgender Elliptizita¨tsbedingung an FZZ(Z) werden wir spa¨ter u.a. die Elliptizita¨ts-
konstante g0 ≥ 0 der Gewichtsmatrix G(Z) aus Abschnitt 1.2 realisieren, insofern die Im-
mersion X aus einem Variationsproblem stammt: Mit zwei reellen Konstanten M1,M2 ∈
(0,+∞) gelte
M1|ξ|2 ≤ ξ ◦ FZZ(Z) ◦ ξt ≤M2|ξ|2 (2.24)
fu¨r alle ξ ∈ R3 und Z ∈ S2 := {Y ∈ R3 : |Y | = 1}, so dass 〈Z, ξ〉 = 0 gilt. Beide
Eigenwerte λi = λi(Z), i = 1, 2, der eingeschra¨nkten symmetrischen Abbildung
FZZ(Z)|TZ : TZ → TZ , TZ := {Y ∈ R3 : 〈Y, Z〉 = 0},
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sind also positiv, und es gilt
0 < M21 ≤ λ1 · λ2 = det FZZ(Z)|TZ ≤M22 . (2.25)
Wir betrachten nun die erste Variation δF [X] und berechnen die Euler-Lagrange-Glei-
chung fu¨r kritische Punkte des parametrischen Funktionals F [X] aus (2.17).
Satz 2.4 Sei X kritisch fu¨r F [X] aus (2.17), d.h. es sei δF [X] = 0 erfu¨llt. Dann gilt
[Nu ◦ FZZ(N), N,Xv] + [Nv ◦ FZZ(N), Xu, N ] = 0 in Ω. (2.26)
Hierbei benutzen wir das Spatprodukt
[X,Y, Z] := X · (Y ∧ Z)t
fu¨r Vektoren X,Y, Z ∈ R3.
Beweis: Wir betrachten eine Normalenvariation der Fla¨che X, na¨mlich
X˜(u, v; ) := X(u, v) + ϕ(u, v)N(u, v) : Ω→ R3
mit einer Testfunktion ϕ ∈ C∞0 (Ω,R) und  ∈ (−0,+0), 0 > 0. Nach [C], S. 317,
genu¨gt es, nur eine Normalenvariation zu betrachten, da die erste Variation unabha¨ngig
von tangentialen Variationen ist. Wir entwickeln in erster Ordnung
X˜u = Xu + ϕNu + ϕuN
X˜v = Xv + ϕNv + ϕvN
X˜u ∧ X˜v = Xu ∧Xv + (Xu ∧Nv +Nu ∧Xv)ϕ
+(Xu ∧Nϕv +N ∧Xvϕu) + o(), → 0,
mit dem Landau-Symbol o(), definiert durch
f() = o() ⇔ lim
→0
f()

= 0,
und berechnen damit
∂
∂
F [X˜] = ∂
∂
∫∫
Ω
F (X˜u ∧ X˜v)dudv
=
∫∫
Ω
FZ(X˜u ∧ X˜v) · ∂
∂
(X˜u ∧ X˜v)tdudv. (2.27)
Die erste Variation ist die Ableitung
δF [X] := ∂
∂
F [X˜]
∣∣∣∣
=0
.
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Dann haben wir unter Beachtung von (2.20) zuna¨chst
0 = δF [X] =
∫∫
Ω
FZ(Xu ∧Xv) · (Xu ∧Nv +Nu ∧Xv)tϕ dudv
+
∫∫
Ω
FZ(Xu ∧Xv) · (Xu ∧Nϕv +N ∧Xvϕu)tdudv
=
∫∫
Ω
{FZ(N) · (Xu ∧Nv)t + FZ(N) · (Nu ∧Xv)t}ϕ dudv
+
∫∫
Ω
{FZ(N) · (Xu ∧N)tϕv + FZ(N) · (N ∧Xv)tϕu}dudv
=
∫∫
Ω
{[FZ(N), Xu, Nv] + [FZ(N), Nu, Xv]}ϕ dudv
+
∫∫
Ω
{[FZ(N), Xu, N ]ϕv + [FZ(N), N,Xv]ϕu}dudv
=
∫∫
Ω
div {[FZ(N), N,Xv]ϕ, [FZ(N), Xu, N ]ϕ}dudv
−
∫∫
Ω
{[(FZ(N))u, N,Xv] + [(FZ(N))v, Xu, N ]}ϕ dudv
−
∫∫
Ω
{[FZ(N), N,Xvu] + [FZ(N), Xuv, N ]︸ ︷︷ ︸
=0
}ϕ dudv
=
∫∫
Ω
div {[FZ(N), N,Xv]ϕ, [FZ(N), Xu, N ]ϕ}dudv
−
∫∫
Ω
{[Nu ◦ FZZ(N), N,Xv] + [Nv ◦ FZZ(N), Xu, N ]}ϕ dudv.
Wegen ϕ|∂Ω = 0 verschwindet das Integral u¨ber die Divergenz∫∫
Ω
div {[FZ(N), N,Xv]ϕ, [FZ(N), Xu, N ]ϕ}dudv = 0.
Wir haben somit
0 =
∫∫
Ω
{[Nu ◦ FZZ(N), N,Xv] + [Nv ◦ FZZ(N), Xu, N ]}ϕ dudv
fu¨r alle ϕ ∈ C∞0 (Ω). Das Fundamentallemma der Variationsrechnung liefert uns schließlich
die Euler-Lagrange-Gleichung
[Nu ◦ FZZ(N), N,Xv] + [Nv ◦ FZZ(N), Xu, N ] = 0.
q.e.d.
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Wir definieren nun gema¨ß [S3] folgende Gewichtsmatrix
G(Z) :=
(
1√
detFZZ(Z)
FZZ(Z) + Zt ◦ Z
)−1
(2.28)
fu¨r Z ∈ S2 und zeigen die Eigenschaften der Gewichtsmatrix (G1) bis (G4):
(G1) Wir setzen die Gewichtsmatrix entlang Strahlen {λZ} konstant fort, so dass gilt
G(λZ) = G(Z) fu¨r alle Z ∈ S2, λ ∈ (0,+∞).
(G2) Mit Z ◦ FZZ(Z) = 0 aus (2.23) und
Z ◦ (Zt ◦ Z) = (z1, z2, z3) ◦
 (z1)2 z1z2 z1z3z1z2 (z2)2 z2z3
z1z3 z2z3 (z3)2

=
 (z1)3 + z1(z2)2 + z1(z3)2(z1)2z2 + (z2)3 + z2(z3)2
(z1)2z3 + (z2)2z3 + (z3)3
t
=
 z1 ((z1)2 + (z2)2 + (z3)2)z2 ((z1)2 + (z2)2 + (z3)2)
z3
(
(z1)2 + (z2)2 + (z3)2
)
t (|Z|2=1)= Z
erhalten wir die Eigenschaft Z ◦G(Z)−1 = Z, woraus sich Z ◦G(Z) = Z ergibt.
(G3) Fu¨r ξ ∈ TZ haben wir ξ ◦ (Zt ◦ Z) = 0, und somit gilt
G(Z)−1
∣∣∣∣∣
TZ
=
1√
detFZZ(Z)
FZZ(Z)
∣∣∣∣∣
TZ
. (2.29)
Wegen (2.24) haben wir
M1|ξ|2 ≤ ξ ◦ FZZ(Z) ◦ ξt ≤M2|ξ|2 fu¨r alle ξ ∈ TZ .
Setzen wir
1
1 + g0
=
M1
M2
,
so folgt mit (2.25)
1
1 + g0
√
detFZZ(Z)|ξ|2
≤ 1
1 + g0
M2|ξ|2 = M1|ξ|2 ≤ ξ ◦ FZZ(Z) ◦ ξt ≤M2|ξ|2 = (1 + g0)M1|ξ|2
≤ (1 + g0)
√
detFZZ(Z)|ξ|2,
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woraus sich
1
1 + g0
|ξ|2 ≤ ξ ◦G(Z)−1 ◦ ξt ≤ (1 + g0)|ξ|2 fu¨r alle ξ ∈ TZ
bzw.
1
1 + g0
|ξ|2 ≤ ξ ◦G(Z) ◦ ξt ≤ (1 + g0)|ξ|2 fu¨r alle ξ ∈ TZ
ergibt.
Es reicht wegen (G2) aus, die Ungleichung fu¨r Vektoren aus dem Tangentialraum TZ
zu betrachten.
(G4) Wegen Zui · Zt = 0, i = 1, 2, aus Z ∈ S2 finden wir eine Orthonormalbasis B′ =
{Lin{Zu, Zv}, Z} mit der linearen Hu¨lle Lin{Z1, Z2} zweier Vektoren Z1, Z2, so dass
die (x, y)-Ebene in die Tangentialebene TZ = Lin{Zu, Zv} transformiert wird. Fu¨r
einen Vektor ξ = aZ1 + bZ2 + cZ ∈ R3 bezu¨glich der Basis B′, wobei Z1, Z2 ∈ TZ so
zu wa¨hlen sind, dass sie aufeinander senkrecht stehen, gilt nun
ξ ◦G(Z)−1 = (aZ1 + bZ2) ◦G(Z)−1 + cZ ◦G(Z)−1
= (aZ1 + bZ2) ◦ 1√
detFZZ(Z)
FZZ(Z) + cZ ◦ E3.
Also haben wir
G(Z)−1
∣∣
TZ =
1√
detFZZ(Z)
FZZ(Z)
∣∣∣∣∣
TZ
, G(Z)−1
∣∣
Lin{Z} = E
3
∣∣
Lin{Z}
und die Determinanten sind 1. Da die Determinantenfunktion invariant unter einer
Basistransformation ist, folgt detG(Z)−1 = 1 und somit
detG(Z) = 1 fu¨r alle Z ∈ S2.
Mit Hilfe dieser Gewichtsmatrix zeigen wir nun, dass kritische Punkte des Funktionals
F [X] G-Minimalfla¨chen sind.
Satz 2.5 Ein kritischer Punkt X von F [X] erfu¨llt die nichtlineare, elliptische und homo-
gene Gleichung
∇ds2G(X,N) = h
ijXui ·N tuj = 0 in Ω (2.30)
mit dem Beltrami-Operator erster Art ∇ds2G(·, ·) bezu¨glich der gewichteten Metrik ds
2
G =
hijdu
iduj und der Gewichtsmatrix G = G(Z) aus (2.28). Somit stellt X eine G-Minimal-
fla¨che dar.
Fu¨r den Beweis des Satzes beno¨tigen wir noch einen Hilfssatz (siehe [S3], Gleichung (2.20)).
Hilfssatz 2.2 Seien Q ⊂ R3×3 eine regula¨re, symmetrische Matrix und X,Y ∈ R3 zwei
beliebige Vektoren. Dann gilt
(X ◦Q) ∧ (Y ◦Q) = (detQ)(X ∧ Y ) ◦Q−1. (2.31)
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Beweis: Mit einem beliebigen Vektor Z ∈ R3 berechnen wir mit dem Determinanten-
multiplikationssatz
(Z ◦Q) · {(X ◦Q) ∧ (Y ◦Q)− (detQ)(X ∧ Y ) ◦Q−1}t
= [Z ◦Q,X ◦Q,Y ◦Q]− (detQ)(Z ◦Q ◦Q−1)(X ∧ Y )t
= (detQ){[Z,X, Y ]− [Z,X, Y ]} = 0,
was unsere Behauptung zeigt. q.e.d.
Beweis von Satz 2.5: Nach Hilfssatz 2.2 haben wir
{Nu ◦G(N)− 12 } ∧ {Xv ◦G(N) 12 }
= {Nu ◦G(N)−1 ◦G(N) 12 } ∧ {Xv ◦G(N) 12 }
=
(
detG(N)
1
2
)
{(Nu ◦G(N)−1) ∧Xv} ◦G(N)− 12
= {(Nu ◦G(N)−1) ∧Xv} ◦G(N)− 12 .
Aufgrund der gewichteten Weingartenschen Gleichungen (1.29) aus Abschnitt 1.5 ist
(Nu ◦G(N)−1) ∧Xv = −(L1jhj1Xu ◦G(N) ◦G(N)−1) ∧Xv − . . .
. . .− (L1jhj2Xv ◦G(N) ◦G(N)−1) ∧Xv
= −L1jhj1Xu ∧Xv
ein Vielfaches der Normale N , und (G2) liefert
{Nu ◦G(N)− 12 } ∧ {Xv ◦G(N) 12 } = (Nu ◦G(N)−1) ∧Xv
und analog
{Xu ◦G(N) 12 } ∧ {Nv ◦G(N)− 12 } = Xu ∧ (Nv ◦G(N)−1).
Mit diesen Identita¨ten und (2.29) formen wir (2.26) wie folgt um:
0 =
1√
detFZZ(N)
[Nu ◦ FZZ(N), Xv, N ] + 1√
detFZZ(N)
[Xu, Nv ◦ FZZ(N), N ]
= [Nu ◦G(N)−1, Xv, N ] + [Xu, Nv ◦G(N)−1, N ]
= [Nu ◦G(N)− 12 , Xv ◦G(N) 12 , N ] + [Xu ◦G(N) 12 , Nv ◦G(N)− 12 , N ].
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Multiplikation mit [Xu ◦G(N) 12 , Xv ◦G(N) 12 , N ] = W liefert
0 =
∣∣∣∣∣∣∣
Nu ◦G(N)− 12
Xv ◦G(N) 12
N
∣∣∣∣∣∣∣ ·
∣∣∣ (Xu ◦G(N) 12 )t (Xv ◦G(N) 12 )t N t ∣∣∣
+
∣∣∣∣∣∣∣
Xu ◦G(N) 12
Nv ◦G(N)− 12
N
∣∣∣∣∣∣∣ ·
∣∣∣ (Xu ◦G(N) 12 )t (Xv ◦G(N) 12 )t N t ∣∣∣
=
∣∣∣∣∣∣
Nu ·Xtu Nu ·Xtv 0
Xv ◦G(N) ◦Xtu Xv ◦G(N) ◦Xtv 0
0 0 1
∣∣∣∣∣∣
+
∣∣∣∣∣∣
Xu ◦G(N) ◦Xtu Xu ◦G(N) ◦Xtv 0
Nv ·Xtu Nv ·Xtv 0
0 0 1
∣∣∣∣∣∣
= h22(Nu ·Xtu)− h21(Nu ·Xtv) + h11(Nv ·Xtv)− h12(Nv ·Xtu)
= W 2hijXui ·N tuj = W 2∇ds2G(X,N)
mit der abku¨rzenden Schreibweise detA = |A| fu¨r die Determinante einer Matrix A. Dabei
beachten wir in den ersten beiden Zeilen, dass wir das Spatprodukt auch als Determinante
einer Matrix (mit Zeilen- bzw. Spaltenvektoren) schreiben ko¨nnen. q.e.d.
Bemerkung 2.3 Den Minimalfla¨chenfall erhalten wir fu¨r F (Z) = |Z|. Daraus ergibt sich
wieder die Einheitsmatrix E3 fu¨r die Gewichtsmatrix G aus (2.28).
Betrachten wir nun eine nichtparametrische Extremale X(x, y) = (x, y, ζ(x, y)) des pa-
rametrischen Variationsproblem mit dem Funktional aus (2.17), so la¨sst sich diese als
kritischen Punkt des zugeho¨rigen nichtparametrischen Variationsproblem mit
F˜ [ζ] := F [X] =
∫∫
Ω
F (−ζx,−ζy, 1)dxdy =
∫∫
Ω
F˜ (ζx, ζy)dxdy
auffassen. Es gilt F (−ζx,−ζy, 1) =: F˜ (ζx, ζy) mit F˜ (p, q) ∈ C4+α(R2). Wir berechnen dann
die nichtparametrische Euler-Lagrange-Gleichung wie folgt:
Zu einem ϕ ∈ C∞0 (Ω,R) und  ∈ (−0,+0), 0 > 0, setzen wir ζ˜ := ζ + ϕ und berechnen
fu¨r X˜ := (x, y, ζ˜)
∂
∂
F [X˜] = −
∫∫
Ω
FZ(−ζ˜x,−ζ˜y, 1) · (ϕx, ϕy, 0)tdxdy.
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Damit gilt fu¨r die erste Variation
δF [X] = ∂
∂
F [X˜]
∣∣∣∣
=0
= −
∫∫
Ω
FZ(−ζx,−ζy, 1) · (ϕx, ϕy, 0)tdxdy
= −
∫∫
Ω
{Fz1(−ζx,−ζy, 1)ϕx + Fz2(−ζx,−ζy, 1)ϕy} dxdy
=
∫∫
Ω
{
F˜p(ζx, ζy)ϕx + F˜q(ζx, ζy)ϕy
}
dxdy
=
∫∫
Ω
div(F˜p(ζx, ζy)ϕ, F˜q(ζx, ζy)ϕ)dxdy
−
∫∫
Ω
{
d
dx
F˜p(ζx, ζy) +
d
dy
F˜q(ζx, ζy)
}
ϕdxdy
= −
∫∫
Ω
{
d
dx
F˜p(ζx, ζy) +
d
dy
F˜q(ζx, ζy)
}
ϕdxdy
wegen ϕ|∂Ω = 0. Fu¨r kritische Punkte folgt
0 = −
∫∫
Ω
{
d
dx
F˜p(ζx, ζy) +
d
dy
F˜q(ζx, ζy)
}
ϕdxdy
fu¨r alle ϕ ∈ C∞0 (Ω), und wir erhalten die nichtparametrische Euler-Lagrange-Gleichung
d
dx
F˜p(ζx, ζy) +
d
dy
F˜q(ζx, ζy) = 0 in Ω
in Divergenzform. Aufgrund von Satz 2.5 gilt nun
Satz 2.6 Sei der Graph X(x, y) = (x, y, ζ(x, y)) ∈ C3+α(Ω) kritisch fu¨r F [X] aus (2.17)
mit den Voraussetzungen (2.18) und (2.24). Dann gilt die quasilineare, elliptische Diffe-
rentialgleichung in Divergenzform
d
dx
F˜p(ζx, ζy) +
d
dy
F˜q(ζx, ζy) = 0 in Ω. (2.32)
mit F˜ (ζx, ζy) = F (−ζx,−ζy, 1). Zudem ist X ein G-minimaler Graph.
Fu¨hren wir die Differentiation in (2.32) aus, so erhalten wir eine quasilineare, elliptische
Differentialgleichung der Form
a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0
mit den Koeffizienten
a(ζx, ζy) = F˜pp(ζx, ζy), b(ζx, ζy) = F˜pq(ζx, ζy), c(ζx, ζy) = F˜qq(ζx, ζy).
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2.4 Divergenzdarstellung nach Bers
Wir betrachten die quasilineare, elliptische Differentialgleichung
a(p, q)ζxx + 2b(p, q)ζxy + c(p, q)ζyy = 0 (2.33)
mit den Setzungen p := ζx und q := ζy. Die Koeffizientenfunktionen a, b und c sind dabei
in einem Gebiet Θ der (p, q)-Ebene definiert, geho¨ren zur Klasse C2+α(R2) und erfu¨llen
o.B.d.A. die Elliptizita¨tsbedingung
ac− b2 = 1 + p2 + q2 > 0.
Unser Ziel ist es, die Differentialgleichung (2.33) in die Divergenzform
dη(p, q)
dx
+
dµ(p, q)
dy
= 0 (2.34)
umzuwandeln, um fu¨r diese Klasse von Lo¨sungen in Abschnitt 5.1.1 eine Abscha¨tzung des
Oberfla¨cheninhalts herzuleiten. Notwendig und hinreichend fu¨r die A¨quivalenz der Glei-
chungen (2.33) und (2.34) ist die Existenz einer nichtverschwindenen Funktion χ(p, q) 6= 0,
so dass
ηp = χa, ηq + µp = 2χb, µq = χc
gilt. O.B.d.A. nehmen wir χ > 0 an. Umstellen der ersten Gleichung nach χ und Einsetzen
in die zweite und dritte Gleichung ergibt das System erster Ordnung(
ηp
ηq
)
=
(
0 a/c
−1 2b/c
)(
µp
µq
)
in Θ. (2.35)
Bers betrachtet in [B] solche linearen, elliptischen Systeme erster Ordnung und zeigt die
Existenz einer Lo¨sung. Es gilt folgender Satz (vgl. [B], Satz B):
Satz 2.7 Unter obigen Bedingungen an die Koeffizientenfunktionen a, b und c der Dif-
ferentialgleichung (2.33) existiert ein stetig differenzierbarer Homo¨omorphismus ω(p, q) =
η(p, q) + iµ(p, q) in Θ, der das System (2.35) lo¨st und die Eigenschaften
(i) ηp > 0 in Θ
(ii) η(0, 0) = µ(0, 0) = 0, ηp(0, 0) = 1, ηq(0, 0) = 0
(iii) ηpµq − ηqµp > 0 in Θ
(iv) ω ist beschra¨nkt auf jeder kompakten Teilmenge von Θ
besitzt.
Wir pra¨zisieren noch die Eigenschaft (iii): Aus der Ungleichung fu¨r das arithmetische und
geometrische Mittel folgt die Abscha¨tzung
1 ≤ 1 + p2 + q2 = ac− b2 = ηpµq
χ2
−
(
ηq + µp
2χ
)2
≤ 1
χ2
(ηpµq − ηqµp).
2.5 Historische Bemerkungen 45
Somit ist die positive Definitheit der Matrix(
ηp ηq
µp µq
)
gezeigt. In der kompakten Menge Θ1 := {(p, q) ∈ R2 : p2 + q2 ≤ 1} existiert dann eine
positive Konstante m1 ∈ (0,∞), so dass
m1|ξ|2 ≤ ξ ◦
(
ηp ηq
µp µq
)
◦ ξt fu¨r alle ξ ∈ R2 und fu¨r alle (p, q) ∈ Θ1 (2.36)
gilt. Aus (iv) erhalten wir fu¨r eine kompakte Menge Θ2 ⊂ Θ eine nichtnegative Konstante
k0 = k0(Θ2) ∈ [0,∞), so dass
η(p, q)2 + µ(p, q)2 ≤ k20 fu¨r alle (p, q) ∈ Θ2 (2.37)
erfu¨llt ist. Um den Voraussetzungen der Oberfla¨cheninhaltsabscha¨tzung, Satz 5.1 aus Ab-
schnitt 5.1.1, gerecht zu werden, fordern wir gegebenenfalls solch eine zusa¨tzliche Di-
vergenzdarstellung, so dass die Konstanten m1 und k0 a-priori bekannt sind. Diese Da-
ten beno¨tigen wir in Kapitel 5. In der Literatur (siehe z.B. [Fi1], [Lau], [SW]) wird die
Divergenzdarstellung fu¨r Gleichungen vom Minimalfla¨chentyp ebenso gefordert, um das
Dirichletproblem zu lo¨sen. Insbesondere geho¨ren G-minimale Graphen, die aus dem Va-
riationsproblem δ
∫∫
Ω
F˜ (p, q)dxdy = 0 stammen und fu¨r deren Integrand F˜pp + F˜qq < 1
fu¨r alle (p, q) ∈ R2 gilt oder G-minimale Graphen, die η(p, q)2 + µ(p, q)2 = O(
√
p2 + q2)
erfu¨llen, zu dieser Klasse (vgl. [Fi1]).
Es wa¨re wu¨nschenswert, wenn wir direkt in der von uns betrachteteten Klasse der G-
Minimalfla¨chen eine Divergenzdarstellung notieren ko¨nnten.
2.5 Historische Bemerkungen
Wir wollen in diesem Abschnitt noch auf verschiedene Definitionen und Betrachtungswei-
sen von G-Minimalfla¨chen eingehen, die seit den 50er Jahren in der Literatur auftauchen.
Dabei gehen wir auch auf die Zusammenha¨nge mit unserer Darstellung ein. Wir verzich-
ten allerdings aufgrund der Vielzahl von Arbeiten u¨ber dieses Thema auf Vollsta¨ndigkeit
und erwa¨hnen nur wichtige Wegbereiter und Autoren, die unserer Betrachtungsweise am
na¨chsten sind.
Wir beginnen mit der Betrachtungsweise basierend auf quasilinearen, elliptischen Dif-
ferentialgleichungen.
Finn definiert bereits im Jahre 1954 in [Fi1] wohl als Erster Differentialgleichungen vom
Minimalfla¨chentyp. Eine Differentialgleichung
a(p, q)ζxx + 2b(p, q)ζxy + c(p, q)ζyy = 0
a > 0, ac− b2 = 1 + p2 + q2
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mit den u¨blichen Setzungen p = ζx, q = ζy geho¨rt zu dieser Klasse, wenn es fu¨r alle
(x, y) aus dem Definitionsbereich und fu¨r alle p, q eine Konstante K ∈ [1,∞) gibt, die die
Ungleichung
a(1 + p2) + 2bpq + c(1 + q2) ≤ 2KW 2, W =
√
1 + p2 + q2,
erfu¨llt. Die Metriken
ds21 = (1 + p
2)(dξ1)2 + 2pqdξ1dξ2 + (1 + q2)(dξ2)2 = gijdξidξj
mit der ersten Fundamentalform fu¨r Graphen
g = (gij)i,j=1,2 =
(
1 + p2 pq
pq 1 + q2
)
und
ds22 = c(dξ
1)2 − 2bdξ1dξ2 + a(dξ2)2 = aijdξidξj
mit
A = (aij)i,j=1,2 =
(
c −b
−b a
)
(2.38)
stehen dann in einer quasi-konformen Beziehung, d.h. die Dilatation
δ =
(
ds2
ds1
)
max
:
(
ds2
ds1
)
min
ist gleichma¨ßig beschra¨nkt. Ein infinitesimaler Kreis in einem gegebenen Punkt in einer
Metrik ist eine infinitesimale Ellipse in der anderen Metrik, und der Quotient δ von großer
Halbachse und kleiner Halbachse wird als Dilatation bezeichnet. Zur Berechnung orien-
tieren wir uns an [BL], §44, wo das Verfahren fu¨r Hauptkru¨mmungen beschrieben ist. Es
handelt sich um Extremalprobleme unter Nebenbedingungen,
max /min
c(dξ1)2 − 2bdξ1dξ2 + a(dξ2)2
(1 + p2)(dξ1)2 + 2pqdξ1dξ2 + (1 + q2)
= max
gijdξidξj=1
/ min
gijdξidξj=1
aijdξ
idξj ,
welche mit dem Lagrange-Multiplikator λ gema¨ß den Bedingungsgleichungen
2(aij − λgij)dξj = 0, i = 1, 2, gijdξidξj = 1,
behandelt werden ko¨nnen. Daraus folgt
det(A− λg) = 0,
und mit dem Determinantenmultiplikationssatz gilt
0 = det(A− λg) det g−1 = det((A− λg) ◦ g−1) = det(A ◦ g−1 − λE2),
woraus sich eine Eigenwertgleichung ergibt. λ ist also Lo¨sung der quadratischen Gleichung
λ2 − spur(A ◦ g−1)λ+ det(A ◦ g−1) = 0.
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Andererseits ist wegen
0 = 2(aij − λgij)dξidξj = 2aijdξidξj − 2λ
klar, dass λ gleich einem der Extremwerte sein muss. Wir berechnen nun konkret
A ◦ g−1 = 1
W 2
(
c −b
−b a
)
◦
(
1 + q2 −pq
−pq 1 + p2
)
=
1
W 2
(
c(1 + q2) + bpq −b(1 + p2)− cpq
−b(1 + q2)− apq a(1 + p2) + bpq
)
und bestimmen die Eigenwerte
λmin,max =
a(1 + p2) + 2bpq + c(1 + q2)±√(a(1 + p2) + 2bpq + c(1 + q2))2 − 4W 4
2W 2
,
welche die Gleichungen
λminλmax = det(A ◦ g−1) = 1,
λmin + λmax = spur(A ◦ g−1) = a(1 + p
2) + 2bpq + c(1 + q2)
W 2
fu¨r alle (p, q) ∈ R2
erfu¨llen. Demnach gilt fu¨r die Dilatation δ =
√
λmax
λmin
die Bedingungsgleichung
δ +
1
δ
=
√
λmax
λmin
+
√
λmin
λmax
=
λmin + λmax√
λminλmax
=
a(1 + p2) + 2bpq + c(1 + q2)
W 2
≤ 2K,
und die Dilatation ist gema¨ß
0 < K −
√
K2 − 1 ≤ δ ≤ K +
√
K2 − 1
beschra¨nkt (vgl. auch [N], §576). Die Gro¨ße 1
2
(
δ +
1
δ
)
wird als Exzentrizita¨t einer Metrik
in Bezug auf eine andere Metrik bezeichnet. Eine Elliptizita¨tsbedingung der Art (2.16) geht
also bereits auf Finn zuru¨ck. Fu¨r die Dilatation gilt dann
1
(1 + g0)2
≤ δ ≤ (1 + g0)2.
Im Gegensatz zu Finn haben wir allerdings eine konkretere Differentialgleichung und spa¨ter
in Kapitel 3 Differentialgleichungssysteme in gewichtet konformen Parametern zur Hand.
Finn zeigt in seiner Arbeit [Fi1] eine Fla¨cheninhaltsabscha¨tzung ([Fi1], Hilfssatz 4 bis 6),
Gradientenabscha¨tzungen in Abha¨ngigkeit von Fla¨cheninhaltsschranken ([Fi1], Satz I) und
in Abha¨ngigkeit der Gro¨ße der Lo¨sung ([Fi1], Satz III). Weiter werden Wachstums- und
Approximationssa¨tze ([Fi1], Satz V bis VII) bewiesen. Schließlich zeigt er noch Existenz-
sa¨tze zum Dirichletproblem fu¨r konvexe Gebiete mit C2-Rand und nichtverschwindender
Kru¨mmung sowie stetigen Randdaten. Durch eine Approximation mittels C2-Randdaten
genu¨gt die Randkurve dann einer sogenannten Drei-Punkte-Bedingung (vgl. Bemerkung
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4.5 aus Abschnitt 4.2 in unserer Arbeit), wofu¨r bekannte Existenzsa¨tze (z.B. [Ni]) zur
Verfu¨gung stehen. In seiner Arbeit [Fi2] werden dann a-priori Abscha¨tzungen fu¨r den
Gradienten einer Lo¨sung hergeleitet. Dabei geht er mit Hilfe von [B] immer von einer
mo¨glichen Divergenzdarstellung Θx + Λy = 0 mit Θ2 + Λ2 < 1 und Θ(0, 0) = Λ(0, 0) = 0
aus.
Simon erweitert 1977 in [Si2] die Klasse auf Gleichungen vom Mittleren-Kru¨mmungstyp
in der Form
a(x, y, ζ, ζx, ζy)ζxx + 2b(x, y, ζ, ζx, ζy)ζxy + c(x, y, ζ, ζx, ζy)ζyy = d(x, y, ζ, ζx, ζy)
mit den Bedingungen
(i) |ξ|2 − 〈ξ, (p, q)〉
2
1 + p2 + q2
≤ a(x, y, z, p, q)(ξ1)2 + 2b(. . .)ξ1ξ2 + c(. . .)(ξ2)2 ≤ . . .
. . . ≤ γ
(
|ξ|2 − 〈ξ, (p, q)〉
2
1 + p2 + q2
)
fu¨r alle (x, y, z, p, q) ∈ Ω× R× R2 und fu¨r alle ξ = (ξ1, ξ2) ∈ R2
(ii) |d(x, y, z, p, q)| ≤ µ
√
1 + p2 + q2 fu¨r alle (x, y, z, p, q) ∈ Ω× R× R2
mit Konstanten γ und µ. Fu¨r d ≡ 0 erhalten wir Gleichungen vom Minimalfla¨chentyp.
Bedingung (i) bedeutet, dass die quadratische Form
ξ ◦
(
a b
b c
)
◦ ξt
nach unten und oben beschra¨nkt ist in Termen der quadratischen Form
|ξ|2 − 〈ξ, (p, q)〉
2
1 + p2 + q2
= ξ ◦ 1
W 2
(
1 + q2 −pq
−pq 1 + p2
)
◦ ξt.
Es gilt dann
1 ≤
ξ ◦
(
a b
b c
)
◦ ξt
ξ ◦ 1
W 2
(
1 + q2 −pq
−pq 1 + p2
)
◦ ξt
≤ γ,
womit eine Elliptizita¨tsbedingung der Art (2.16) ebenfalls erfu¨llt ist. Mit (2.38) betrachten
wir analog zu obigen Ausfu¨hrungen die Dilatation√
1
γ
≤ δ =
√
λmax
λmin
≤ √γ
mit den Eigenwerten λmin,max der Matrix
W 2A−1 ◦ g =
(
a b
b c
)
◦
(
1 + p2 pq
pq 1 + q2
)
,
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die
λminλmax = det(W 2A−1 ◦ g) = W 4,
λmin + λmax = spur(W 2A−1 ◦ g) = a(1 + p2) + 2bpq + c(1 + q2).
erfu¨llen. Demnach gilt
δ +
1
δ
=
a(1 + p2) + 2bpq + c(1 + q2)
W 2
≤ 2√γ,
was a¨quivalent zu Finn’s Bedingung fu¨r Gleichungen vom Minimalfla¨chentyp ist. Simon
zeigt erstmals die analoge geometrische Charakterisierung zu (2.3) fu¨r Gleichungen vom
Mittleren-Kru¨mmungstyp. Fu¨r Gleichungen vom Minimalfla¨chentyp bedeutet dies
ρ1κ1 + ρ2κ2 = 0 in Ω. (2.39)
Fu¨r die Gewichte haben wir die Ungleichung
1
1 + g0
≤ ρi ≤ 1 + g0, i = 1, 2,
woraus sich
1
(1 + g0)2
≤ ρi
ρj
≤ (1 + g0)2, i, j = 1, 2, i 6= j,
ergibt. Quadrieren der Gleichung (2.39) und anschließende Division durch ρ1ρ2 > 0 liefert
uns die Gleichung
ρ1
ρ2
κ21 +
ρ2
ρ1
κ22 = −2κ1κ2
und demnach die Ungleichung
κ21 + κ
2
2 ≤ (1 + g0)2
(
ρ1
ρ2
κ21 +
ρ2
ρ1
κ22
)
= −2(1 + g0)2κ1κ2.
Dies bedeutet folgendes: Fu¨r G-minimale Graphen ist die Gauß-Abbildung N K-quasi-
konform mitK = −(1+g0)2 (vgl. [Si1], Definition (1.8) sowie Beispiel (1.9)). Simon benutzt
diese wichtige Eigenschaft der Quasikonformita¨t, um eine Ho¨lderabscha¨tzung nach Mor-
rey’s Methode zu beweisen ([Si1], Satz 2.2) und damit eine sta¨rkere Regularita¨tstheorie
fu¨r Graphen zu erhalten. Dies sind in der Arbeit [Si1] ein Bernstein-Satz ([Si1], Satz
4.1), eine Harnackungleichung ([Si1], Satz 4.2), eine Gradientenabscha¨tzung fu¨r ζ ([Si1],
Folgerung 4.3), eine innere Ho¨lderabscha¨tzung fu¨r N ([Si1], Satz 4.3) sowie eine globale
Ho¨lderabscha¨tzung fu¨r ζ, die stetig Lipschitz-Randdaten annimmt ([Si1], Satz 4.4). Weiter
zeigt er in [Si2] ein Bers-Typ Satz ([Si2], Satz 6), der das Randverhalten des Gradienten
∇ζ untersucht, wobei ζ außerhalb einer kompakten Menge definiert ist, ein Satz u¨ber
die Hebbarkeit von isolierten Singularita¨ten fu¨r ζ ([Si2], Satz 7) sowie eine punktweise
Abscha¨tzung der Hauptkru¨mmungen ([Si2], Satz 8). Fu¨r den inhomogenen Fall d 6≡ 0, also
Gleichungen vom Mittleren-Kru¨mmungstyp, zeigt er weiter analoge Resultate, allerdings
mit sta¨rkeren Voraussetzungen oder schwa¨cheren Behauptungen.
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Sauvigny gibt 1990 in [S3] erstmals eine ada¨quate parametrische Beschreibung fu¨r Im-
mersionen X vom Minimalfla¨chentyp mit Hilfe einer Gewichtsmatrix G = G(X,Z) an, die
die Grundlage unserer Arbeit bildet. Diese Matrizen ko¨nnen dann sowohl auf Lo¨sungen
homogener, quasilinearer, elliptischer Gleichungen
a(x, y, ζ, ζx, ζy)ζxx + 2b(. . .)ζxy + c(. . .)ζyy = 0
als auch auf ortsunabha¨ngige Variationsprobleme mit dem Funktional∫∫
B
F (Xu ∧Xv)dudv
angewendet werden (vgl. unsere Abschnitte 2.2 und 2.3). Durch Einfu¨hren isothermer
Parameter in die gewichtete erste Fundamentalform im Großen mittels des Uniformisie-
rungssatzes aus [S6], Kap. XII, §8 beweist er Kru¨mmungsabscha¨tzungen und Sa¨tze vom
Bernstein-Typ mit einer anderen Methode als bei Simon. Fro¨hlich erweitert in seiner Ha-
bilitationsschrift [Fr] die Klasse auf Immersionen vom Mittleren-Kru¨mmungstyp und fu¨hrt
dafu¨r u.a. Kru¨mmungsabscha¨tzungen in gewichtet konformen Parametern durch. Grund-
legend dafu¨r sind die elliptische Systeme fu¨r X und N , die wir in Kapitel 3 unserer Arbeit
herleiten werden.
G-Minimalfla¨chen aus Variationsproblemen, einem Spezialfall vom Minimalfla¨chentyp,
wurden u.a. von folgenden Autoren behandelt:
Jenkins betrachtet 1961 in seiner Arbeit [J] parametrische Funktionale der Form (2.17)
mit den Eigenschaften
(i) F = F (Z) ∈ C2+α(R3 \ {0}, (0,+∞))
(ii) F (λZ) = λF (Z) fu¨r alle Z ∈ R3 \ {0}, fu¨r alle λ ∈ (0,+∞)
(iii) m1|Z| ≤ F (Z) ≤ m2|Z| fu¨r alle Z ∈ R3 \ {0} mit positiven Konstanten m1 und m2
(iv) F regula¨r, d.h. die durch F (Z) = 1 definierte Fla¨che hat u¨berall positive Gaußsche
Kru¨mmung
fu¨r den Integranden F . Dann ist die Euler-Lagrange-Gleichung fu¨r nichtparametrische
Extremalen eine quasilineare, elliptische Differentialgleichung in Divergenzform und stellt
gleichzeitig eine Gleichung vom Minimalfla¨chentyp gema¨ß [Fi1] dar (vgl. [J], Satz 2).
In [JS1] formulieren Jenkins und Serrin notwendige Bedingungen fu¨r den Integranden
F˜ des zugeho¨rigen nichtparametrischen Variationsproblem, der in diesem Fall F˜ (p, q) =
F (p, q,−1) erfu¨llt (bzgl. innere Einheitsnormale), so dass F regula¨r ist. Dies sind
(I) F˜ > 0
(II) F˜ppF˜qq − F˜ 2pq > 0
(III) |∇F˜ | ≤ A1, |F˜ − pF˜p − qF˜q| ≤ A2
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(IV)
(1 + p2)F˜pp + 2pqF˜pq + (1 + q2)F˜qq√
1 + p2 + q2
√
F˜ppF˜qq − F˜ 2pq
≤ 2K
mit positiven Konstanten A1, A2 und K. Regularita¨t wird als Elliptizita¨t des Problems
verstanden. Damit definieren die Autoren ”nichtparametrische Variationsprobleme vom
Minimalfla¨chentyp“. Fu¨r eine ausfu¨hrliche Diskussion verweisen wir auf [JS1] S. 187 −
190. Eigenschaft (IV) korrespondiert insbesondere mit der Elliptizita¨tsbedingung (2.16).
Die Autoren zeigen in [JS1] weiterfu¨hrende a-priori Abscha¨tzungen von Finn fu¨r Gra-
phenlo¨sungen. Dies sind Gradientenabscha¨tzungen ([JS1], Satz 1 und 4), punktweise Kru¨m-
mungsabscha¨tzung und Abscha¨tzung der zweiten Ableitung ([JS1], Satz 2), eine Har-
nackungleichung ([JS1], Satz 3) sowie verschiedene Konvergenzssa¨tze ([JS1], §7). Sie bilden
die Grundlage fu¨r die Lo¨sung des Dirichletproblems in [JS2] mit dem Leray-Schauderschen
Fixpunktsatz im Banachraum zuna¨chst fu¨r strikt konvexe Gebiete und dann mit der Per-
ronschen Methode (vgl. [N], §642-672 fu¨r die Minimalfla¨chengleichung) fu¨r konvexe Ge-
biete. Dabei ist Ω ⊂ R2 ein beschra¨nktes Gebiet, dessen Rand aus einer endlichen Zahl
von offenen, konvexen Bo¨gen zusammen mit ihren Endpunkten besteht. Auf jedem dieser
Bo¨gen sind entweder stetige Randdaten oder Werte ±∞ vorgegeben. Im letzteren Fall
mu¨ssen die Bo¨gen geradlinig sein.
Simon zeigt in [Si2] ebenfalls und allgemeiner, dass die nichtparamtrische Euler-Lagrange-
Gleichung eines parametrischen Funktionals
F [X] =
∫∫
Ω
F (X,Xv ∧Xu)dudv
mit den Eigenschaften
(i) F (X,λZ) = λF (X,Z) fu¨r alle Z ∈ R3 \ {0}, fu¨r alle λ ∈ (0,+∞)
(ii) |ξ′|2 ≤ ξ ◦ |Z|FZZ(X,Z) ◦ ξt ≤ γ|ξ′|2, ξ′ = ξ− 〈ξ, Z〉|Z|2 Z, fu¨r alle Z ∈ R
3 \ {0}, fu¨r alle
ξ ∈ R3 mit einer Konstante γ
(vgl. (2.18) und (2.24) aus Abschnitt 2.3) stets eine Gleichung vom Mittleren-Kru¨mmungs-
typ ist (siehe auch [LU2], S. 687− 690). Fu¨r die Koeffizientenfunktionen wurden dabei die
Setzungen(
a(x, y, ζ, ζx, ζy) b(. . .)
b(. . .) c(. . .)
)
=
√
1 + |∇ζ|2Fzizj (x, y, ζ, ζx, ζy,−1), i, j = 1, 2,
d(x, y, ζ, ζx, ζy) = −
√
1 + |∇ζ|2
3∑
i=1
Fzixi(x, y, ζ, ζx, ζy,−1)
vorgenommen. Wir wollen hier die Aussage fu¨r den Fall F (X,Z) = F (Z) zeigen. Aus
der Homogenita¨tsbedingung (i) folgern wir gema¨ß (2.23) Z ◦ FZZ(Z) = 0 und demnach
Z ◦ FZZ(Z) ◦ Zt = 0. Die quadratische Form
ξ ◦ FZZ(Z) ◦ ξt, ξ ∈ R3,
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ist also nicht positiv definit. Bei regula¨ren (d.h. elliptischen) Problemen kann dies nur fu¨r
ξ parallel zu Z auftreten. Deswegen gilt fu¨r alle Vektoren ξ′ ∈ R3, die orthogonal zu Z
sind, nach (ii) die Ungleichungen
|ξ′|2 ≤ ξ′ ◦ |Z|FZZ(X,Z) ◦ ξ′t ≤ γ|ξ′|2. (2.40)
Fu¨r einen beliebigen Vektor ξ ∈ R3 haben wir wegen Z ◦ FZZ(Z) = 0 außerdem
ξ ◦ FZZ(Z) ◦ ξt = ξ′ ◦ FZZ(Z) ◦ ξ′t, ξ′ = ξ − 〈ξ, Z〉|Z|2 Z, (2.41)
mit dem zu Z orthogonalen Vektor ξ′. Die nichtparametrische Euler-Lagrange-Gleichung
des parametrischen Funktionals berechnet sich nach Ausfu¨hrung der Differentiation (siehe
Abschnitt 2.3) zu
F˜pp(ζx, ζy)ζxx + 2F˜pq(ζx, ζy)ζxy + F˜qq(ζx, ζy)ζyy = 0.
Multiplikation der Gleichung mit
√
1 + |∇ζ|2 ergibt die Koeffizienten a(ζx, ζy), b(ζx, ζy)
und c(ζy, ζy), wenn wir noch
F˜pp(ζx, ζy) = Fz1z1(ζx, ζy,−1),
F˜pq(ζx, ζy) = Fz1z2(ζx, ζy,−1),
F˜qq(ζx, ζy) = Fz2z2(ζx, ζy,−1)
beachten. Damit haben wir fu¨r beliebiges ξˆ ∈ R2 die Identita¨t
ξˆ ◦
(
a(ζx, ζy) b(ζx, ζy)
b(ζx, ζy) c(ζx, ζy)
)
◦ ξˆt = ξˆ ◦
√
1 + |∇ζ|2
(
F˜pp(ζx, ζy) F˜pq(ζx, ζy)
F˜pq(ζx, ζy) F˜qq(ζx, ζy)
)
◦ ξˆt
= ξ ◦
√
1 + |∇ζ|2FZZ(ζx, ζy,−1) ◦ ξt
= ξ′ ◦
√
1 + |∇ζ|2FZZ(ζx, ζy,−1) ◦ ξ′t
= ξ′ ◦ FZZ(N) ◦ ξ′t
mit ξ = (ξˆ, 0) ∈ R3 sowie ξ′ = ξ − 〈ξ,N〉N und der nach innen gerichteten Normale
N =
1√
1 + |∇ζ|2 (ζx, ζy,−1).
Es gilt weiter
|ξ′|2 = |ξ|2 − 〈ξ,N〉2 = |(ξˆ, 0)|2 − 〈(ξˆ, 0), N〉2 = |ξˆ|2 − 〈ξˆ, (ζx, ζy)〉
2
1 + |∇ζ|2 .
Mit (2.40) und (2.41) folgt somit
|ξˆ|2 − 〈ξˆ, (p, q)〉
2
1 + p2 + q2
≤ ξˆ ◦
(
a(p, q) b(p, q)
b(p, q) c(p, q)
)
◦ ξˆt ≤ γ
(
|ξˆ|2 − 〈ξˆ, (p, q)〉
2
1 + p2 + q2
)
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fu¨r alle (p, q) ∈ R2 und fu¨r alle ξˆ ∈ R2, und die Differentialgleichung
a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0
ist nach Simon vom Minimalfla¨chentyp.
Am Ende dieses Abschnittes wollen wir noch die Betrachtungsweise von Clarenz und von
der Mosel erwa¨hnen, die das parametrische Funktional
F [X] =
∫
Ω
F (X,N)dA (2.42)
in n Dimensionen mit der bekannten Homogenita¨tsvoraussetzung behandeln. Der erste
Autor beschreibt in [C] Extremalen als Fla¨chen vorgeschriebener mittlerer F -Kru¨mmung
HˆF = spur(L ◦ g−1 ◦ (∂X ◦ FZZ ◦ ∂Xt) ◦ g−1) durch die Euler-Lagrange-Gleichung
HˆF =
n+1∑
i=1
Fzixi(X,N).
Dies ko¨nnen wir in Bezug auf unsere Definition einer Gewichtsmatrix G und gewichteter
mittlerer Kru¨mmung HG vergleichen. Setzen wir FZZ(Z) =: Gˆ (vgl. (2.28) fu¨r unsere
G-Minimalfla¨chen aus Variationsproblemen), so erhalten wir eine in der Literatur eben-
falls gebra¨uchliche Definition der Gewichtsmatrix, die wir mit Gˆ bezeichnen. Bergner und
Dittrich in [BD] sowie Bergner und Fro¨hlich in [BF] fordern zum Beispiel die alternativen
Bedingungen
(G1′) (Homogenita¨t vom Grad −1) Gˆ(λZ) = 1
λ
Gˆ(Z) fu¨r alle λ ∈ (0,+∞)
(G2′) (Kerneigenschaft) Z ◦ Gˆ(Z) = 0
(G3′) (Elliptizita¨t) 0 < ξ ◦ Gˆ(Z) ◦ ξt fu¨r alle ξ ∈ R3 \ {0} mit 〈ξ, Z〉 = 0
Die Normierung (G4) entfa¨llt, so dass das Oberfla¨chenelement Wds2G explizit von G ab-
ha¨ngt. Es existiert eine Umrechnung zwischen unseren Gewichtsmatrizen G und den Ma-
trizen Gˆ gema¨ß
Gˆ(Z) =
1
|Z|3 (G
−1(Z)|Z|2 − Zt ◦ Z). (2.43)
Fu¨r Gˆ(Z) = |Z|−3(E3|Z|2−Zt◦Z) erhalten wir dann den Minimalfla¨chenfall. Unsere Wahl
der Gewichtsmatrix G wird sich aber als sinnvoll erweisen, da die elliptischen Systeme fu¨r
X und N in gewichtet konformen Parametern eine fu¨r unsere Zwecke einfache Gestalt
annehmen.
Die Autoren definieren dann die gewichtete mittlere Kru¨mmung durch
HˆF = HˆGˆ = spur(L ◦ g−1 ◦ h ◦ g−1)
mit h = ∂X ◦ Gˆ ◦ ∂Xt. Dies entspricht bis auf einen Faktor unserer Definition
2HGˆ = spur(L ◦ hˆ−1),
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wenn wir
hˆ−1 = (∂X ◦ Gˆ−1 ◦ ∂Xt)−1
setzen. Sie benutzen also bei ihrer Definition genau die inverse Gewichtsmatrix Gˆ−1. Es
gilt na¨mlich
g−1 ◦ h ◦ g−1 = (∂Xt)−1 ◦ (∂X)−1 ◦ ∂X ◦ Gˆ ◦ ∂Xt ◦ (∂Xt)−1 ◦ (∂X)−1
= (∂Xt)−1 ◦ Gˆ ◦ (∂X)−1 = (∂X ◦ Gˆ−1 ◦ ∂Xt)−1.
Clarenz beweist in [C] fu¨r F = F (X,Z) in n Dimensionen eine Differentialgleichung fu¨r
X mit dem F -Laplace-Beltrami-Operator ([C], Satz 2). Mit deren Hilfe ko¨nnen Einschlie-
ßungssa¨tze ([C], Satz 2.3 fu¨r F = F (Z) und Satz 2.4) sowie Einschließungseigenschaf-
ten ([C], Folgerungen 2.6, 2.7 sowie 2.8 fu¨r F = F (Z)) gezeigt werden, woraus Nicht-
Existenzresultate fu¨r F-Extremalen folgen. Ein Kompaktheitssatz fu¨r F-minimale Immer-
sionen in zwei Dimensionen und ortsunabha¨ngigem Integranden F = F (Z), die kritisch fu¨r
F sind und schwach monoton von einer geschlossenen Jordankurve berandet werden, zeigen
Clarenz und von der Mosel in der Arbeit [CM1], Satz 1. Dafu¨r benutzen sie in Anlehnung an
[S3] F -konforme Parameter und sind im Beweisgedanke a¨hnlich unserem parametrischen
Kompaktheitssatz (Satz 5.4 aus Abschnitt 5.2). Sie erhalten dabei als Nebenprodukt ei-
ne isoperimetrische Ungleichung fu¨r F-minimale Immersionen ([CM1], Satz 2). Erwa¨hnen
mo¨chten wir auch noch die Arbeit [CM2], wo in n Dimensionen und F = F (X,Z) eine
Differentialgleichung fu¨r die Normale mit dem F -Laplace-Beltrami-Operator hergeleitet
wird ([CM2], Satz 1.1). Schließlich zeigen die Autoren noch Einschließungssa¨tze im Rn+1
fu¨r Fla¨chen in zylindrischer Randkonfiguration ([CM2], Satz 1.2 fu¨r F = F (Z) und Satz
1.3 fu¨r F = F (X,Z)).
Ergebnisse aus der Literatur zum Dirichletproblem fu¨r G-Minimalfla¨chen haben wir be-
reits in der Einleitung erwa¨hnt. Wir verzichten deshalb an dieser Stelle auf die Nennung
weiterer Autoren, die sich mit G-Minimalfla¨chen und Fla¨chen vom gewichteten mittleren
Kru¨mmungstyp in dieser Hinsicht bescha¨ftigt haben.
Kapitel 3
Differentialgleichungen fu¨r
Fla¨chenvektor X und
Normalenvektor N
In diesem Kapitel werden wir in den Abschnitten 3.1 bis 3.3 in gewichtet konformen Para-
metern arbeiten und so elliptische Systeme fu¨r den Fla¨chenvektor X und den Normalen-
vektor N herleiten, die uns fu¨r Kapitel 5 von großem Nutzen sein werden. Hierfu¨r muss X
kein Graph sein. Unsere Ausfu¨hrungen orientieren sich an der Darstellung in [Fr], wenn-
gleich Sauvigny bereits in [S3] diese Ergebnisse erzielte. Weiter leiten wir in Abschnitt
3.4 ein alternatives System fu¨r den Normalenvektor N her, welches wir fu¨r eine innere
Gradientenabscha¨tzung in Abschnitt 4.3 und fu¨r den parametrischen Kompaktheitssatz in
Abschnitt 5.2 beno¨tigen.
3.1 Ein elliptisches System fu¨r den Fla¨chenvektor X
Wir wiederholen zuna¨chst die gewichteten Gaußschen Ableitungsgleichungen (1.31) aus
Abschnitt 1.5,
Xuiuj = (Γ
k
ij + Ω
k
ij)Xuk + LijN, i, j = 1, 2,
mit den Christoffel-Symbolen
Γkij =
1
2
hkl(hli,uj + hjl,ui − hij,ul)
sowie ihren gewichteten Korrekturtermen
Ωkij = −
1
2
hkl(ωlij + ωjli − ωijl), ωijl = Xui ◦Gul(N) ◦Xtuj .
Unter Benutzung gewichtet konformer Parameter aus Abschnitt 1.4, wo
h11 = W = h22, h12 = 0 in B
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gilt, nehmen die Christoffel-Symbole der Immersion X folgende Form an:
Γ111 =
Wu
2W
, Γ112 =
Wv
2W
, Γ122 = −
Wu
2W
,
Γ211 = −
Wv
2W
, Γ212 =
Wu
2W
, Γ222 =
Wv
2W
.
Weiterhin haben wir fu¨r G-Minimalfla¨chen in gewichtet konformen Parametern
0 = HG = L11h22 − 2L12h12 + L22h112W 2 =
L11W + L22W
2W 2
=
L11 + L22
2W
und somit
L11 + L22 = 0.
Wir berechnen nun unter Verwendung gewichtet konformer Parameter
∆X = Xuu +Xvv
= (Γ111 + Ω
1
11)Xu + (Γ
2
11 + Ω
2
11)Xv + L11N
+(Γ122 + Ω
1
22)Xu + (Γ
2
22 + Ω
2
22)Xv + L22N
= (Γ111 + Γ
1
22 + Ω
1
11 + Ω
1
22)Xu + (Γ
2
11 + Γ
2
22 + Ω
2
11 + Ω
2
22)Xv
+(L11 + L22)N
= (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv.
Damit haben wir ein elliptisches System fu¨r den Fla¨chenvektor X. Die gewichteten Kor-
rekturterme berechnen sich in gewichtet konformen Parametern zu
Ωkii = −
1
2
hkl(ωlii + ωili − ωiil) = −12h
kl(2ωlii − ωiil) = − 12W (2ωkii − ωiik).
Satz 3.1 Sei die G-Minimalfla¨che X ∈ C2+α(B) in gewichtet konformen Parametern
gegeben. Dann genu¨gt der Fla¨chenvektor X = X(u, v) in B dem System
∆X = (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv (3.1)
mit den gewichteten Korrekturtermen
Ωkii = −
1
2W
(2ωkii − ωiik), ωijk = Xui ◦Guk(N) ◦Xtuj , i, j, k = 1, 2.
Bemerkung 3.1 Wir bemerken die Kopplung des Systems mit dem Gradienten des Nor-
malenvektors N u¨ber die gewichteten Korrekturterme Ωkii.
3.2 Ein elliptisches System fu¨r den Normalenvektor N
Unter Verwendung gewichtet konformer Parameter leiten wir durch Differenzieren der
gewichteten Weingartenschen Gleichungen (1.29) aus Abschnitt 1.5 ein elliptisches System
fu¨r den Normalenvektor N her. Dazu beno¨tigen wir noch einen Hilfssatz (vgl. [S3], S. 78).
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Hilfssatz 3.1 Fu¨r Immersionen X mit Normalenvektor N gelten in gewichtet konformen
Parametern die Identita¨ten
Xu ◦G(N) = Xv ∧N, Xv ◦G(N) = N ∧Xu. (3.2)
Beweis: Das Vektortripel{
1√
W
Xu ◦G(N) 12 , 1√
W
Xv ◦G(N) 12 , N
}
bildet ein orthonormiertes begleitendes Dreibein an die Fla¨che X. Dies sehen wir mit Hilfe
der gewichteten Konformita¨tsrelationen
W = Xui ◦G(N) ◦Xtui
= Xui ◦G(N)
1
2 ◦G(N) 12 ◦Xtui
=
(
Xui ◦G(N)
1
2
)
◦
(
Xui ◦G(N)
1
2
)t
=
∣∣∣Xui ◦G(N) 12 ∣∣∣2 , i = 1, 2,
und
0 = Xu ◦G(N) ◦Xtv
= Xu ◦G(N) 12 ◦G(N) 12 ◦Xtv
=
(
Xu ◦G(N) 12
)
◦
(
Xv ◦G(N) 12
)t
sowie unter Benutzung von Hilfssatz 2.2 aus Abschnitt 2.3(
Xu ◦G(N) 12
)
∧
(
Xv ◦G(N) 12
)
= (Xu ∧Xv) ◦G(N)− 12
= |Xu ∧Xv| ·N ◦G(N)− 12
= WN
ein. Dann gilt weiter
Xv ◦G(N) 12 = N ∧ {Xu ◦G(N) 12 }
=
{
N ◦G(N) 12
}
∧
{
Xu ◦G(N) 12
}
= (N ∧Xu) ◦G(N)− 12 ,
womit die zweite Identita¨t in (3.2) bewiesen ist. Ferner berechnen wir
Xu = (N ∧Xu) ∧N
= {Xv ◦G(N)} ∧ {N ◦G(N)}
= (Xv ∧N) ◦G(N)−1
und somit die erste Identita¨t. q.e.d.
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Fu¨r das elliptische System schreiben wir nun die gewichteten Weingartenschen Gleichun-
gen
Nui = −LijhjkXuk ◦G(N), i = 1, 2,
unter Verwendung gewichtet konformer Parameter in der Form
Nu = −L11
W
Xu ◦G(N)− L12
W
Xv ◦G(N), (3.3)
Nv = −L21
W
Xu ◦G(N)− L22
W
Xv ◦G(N). (3.4)
Mit (3.2) ergibt sich
N ∧Nu = −L11
W
N ∧ (Xu ◦G(N))− L12
W
N ∧ (Xv ◦G(N))
= −L11
W
N ∧ (Xv ∧N)− L12
W
N ∧ (N ∧Xu)
= −L11
W
Xv +
L12
W
Xu
und analog
N ∧Nv = −L12
W
Xv +
L22
W
Xu.
Nochmaliges Anwenden von (3.3) und (3.4) zusammen mit L11 + L22 = 0 liefert
N ∧Nu = L12
W
Xu +
L22
W
Xv − L11 + L22
W
Xv = −Nv ◦G(N)−1,
N ∧Nv = −L12
W
Xv − L11
W
Xu +
L11 + L22
W
Xu = Nu ◦G(N)−1
und Umstellen ergibt
Nu = (N ∧Nv) ◦G(N),
Nv = −(N ∧Nu) ◦G(N).
Wir differenzieren diese Gleichungen und erhalten
Nuu = (Nu ∧Nv) ◦G(N) + (N ∧Nuv) ◦G(N)
+(N ∧Nv) ◦Gu(N),
Nvv = −(Nv ∧Nu) ◦G(N)− (N ∧Nuv) ◦G(N)
−(N ∧Nu) ◦Gv(N).
Summation ergibt
∆N = Nuu +Nvv
= 2(Nu ∧Nv) ◦G(N) + (N ∧Nv) ◦Gu(N) + (Nu ∧N) ◦Gv(N)
= 2KWN ◦G(N) + (N ∧Nv) ◦Gu(N) + (Nu ∧N) ◦Gv(N)
= 2KWN + (N ∧Nv) ◦Gu(N) + (Nu ∧N) ◦Gv(N)
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mit der Gaußschen Kru¨mmung K. Wir beachten dabei
Nu ∧Nv =
{
L11
W
Xu ◦G(N) + L12
W
Xv ◦G(N)
}
∧ . . .
. . . ∧
{
L12
W
Xu ◦G(N) + L22
W
Xv ◦G(N)
}
=
(
L11L22
W 2
− L
2
12
W 2
)
(Xu ◦G(N)) ∧ (Xv ◦G(N))
= K(Xu ∧Xv) ◦G(N)−1
= K(Xu ∧Xv) = KWN.
Somit haben wir den Beweis fu¨r
Satz 3.2 Sei die G-Minimalfla¨che X ∈ C3+α(B) in gewichtet konformen Parametern
gegeben. Dann genu¨gt ihr Normalenvektor N = N(u, v) ∈ C2+α(B) in B dem System
∆N = 2(Nu ∧Nv) ◦G(N) + (N ∧Nv) ◦Gu(N) + (Nu ∧N) ◦Gv(N)
= 2KWN + (N ∧Nv) ◦Gu(N) + (Nu ∧N) ◦Gv(N). (3.5)
Bemerkung 3.2 1. Da die Gewichtsmatrix nur von der Normalen N abha¨ngt, ist die-
ses System vom Fla¨chenvektor X entkoppelt.
2. Wir werden in Abschnitt 3.4 noch ein alternatives System fu¨r den Normalenvektor
in beliebigen Parametern herleiten.
3.3 Abscha¨tzung von |∆X| und |∆N |
Unter Verwendung gewichtet konformer Parameter erhalten wir nun fu¨r die Ausdru¨cke
|∆X| und |∆N | das quadratische Wachstum in den Gradienten. Um die nichtlinearen,
elliptischen Systeme kontrollieren zu ko¨nnen, beno¨tigen wir eine Abscha¨tzung der Ablei-
tungen der Gewichtsmatrix G. Dazu verhilft uns folgender
Hilfssatz 3.2 Fu¨r einen beliebigen Vektor ξ ∈ R3 gilt
|ξ ◦Gum(Z)| ≤ g1|Zum ||ξ|, m = 1, 2, (3.6)
fu¨r alle Z ∈ R3 \ {0} mit g1 aus √√√√ 3∑
i,j,l=1
Gij,zl(Z)2 ≤ g1
(vgl. (1.7) in Abschnitt 1.2).
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Beweis: Sei ξ = (ξ1, ξ2, ξ3) ∈ R3 beliebig gewa¨hlt. Dann berechnen wir mit Hilfe der
Schwarzschen Ungleichung und unter Beachtung der Summenkonvention
|ξ ◦Gum(Z)|2 =
3∑
i=1
(
Gij,zk(Z)z
k
umξ
j
)2 ≤ |ξ|2 3∑
i,j=1
(
Gij,zk(Z)z
k
um
)2
≤ |ξ|2|Zum |2
3∑
i,j,k=1
Gij,zk(Z)
2 ≤ g21|ξ|2|Zum |2.
q.e.d.
Hilfssatz 3.3 Unter Verwendung gewichtet konformer Parameter gelten
|Ω111| ≤
(1 + g0)g1
2
|Nu|,
|Ω211| ≤ (1 + g0)g1|Nu|+
(1 + g0)g1
2
|Nv|,
|Ω121| = |Ω112| ≤
(1 + g0)g1
2
|Nv|,
|Ω221| = |Ω212| ≤
(1 + g0)g1
2
|Nu|,
|Ω122| ≤
(1 + g0)g1
2
|Nu|+ (1 + g0)g1|Nv|,
|Ω222| ≤
(1 + g0)g1
2
|Nv|.
Beweis: Zuna¨chst gilt fu¨r eine Matrix A ∈ R3×3 und Vektoren ξ ∈ R3 mit |ξ| = 1 bzw.
η ∈ R3 mit |η| = 1 die Ungleichung
|η ◦A ◦ ξt| = ∣∣η ◦ (A ◦ ξt)∣∣ ≤ |η| · |ξ ◦A| = |ξ ◦A| .
Wir scha¨tzen dann wie folgt ab:
|Ω111| =
∣∣∣∣−12h11ω111
∣∣∣∣ = 12W |Xu ◦Gu(N) ◦Xtu|
=
|Xu|2
2W
∣∣∣∣ Xu|Xu| ◦Gu(N) ◦ X
t
u
|Xu|
∣∣∣∣ ≤ |Xu|22W
∣∣∣∣ Xu|Xu| ◦Gu(N)
∣∣∣∣ .
Weiterhin beachten wir die Ungleichung
|Xui |2
W
≤ 1 + g0, i = 1, 2,
die aus der Elliptizita¨tbedingung (G3) von G(N) folgt, denn
1
1 + g0
|Xui |2 ≤ Xui ◦G(N) ◦Xtui = W, i = 1, 2.
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Mit Hilfssatz 3.2 ergibt sich dann
|Ω111| ≤
|Xu|2
2W
· g1|Nu|
∣∣∣∣ Xu|Xu|
∣∣∣∣ ≤ (1 + g0)g12 |Nu|.
Ebenso behandeln wir
Ω211 = −
1
2
h22(ω211 + ω121 − ω112) = −h22ω121 + 12h
22ω112
= − 1
W
Xu ◦Gu(N) ◦Xtv +
1
2W
Xu ◦Gv(N) ◦Xtu
und erhalten
|Ω211| ≤
|Xu||Xv|
W
∣∣∣∣ Xu|Xu| ◦Gu(N) ◦ X
t
v
|Xv|
∣∣∣∣+ |Xu|22W
∣∣∣∣ Xu|Xu| ◦Gv(N) ◦ X
t
u
|Xu|
∣∣∣∣
≤ |Xu|
2 + |Xv|2
2W
∣∣∣∣ Xv|Xv| ◦Gu(N)
∣∣∣∣+ |Xu|22W
∣∣∣∣ Xu|Xu| ◦Gv(N)
∣∣∣∣
≤ |Xu|
2 + |Xv|2
2W
g1|Nu|+ |Xu|
2
2W
g1|Nv|
≤ (1 + g0)g1|Nu|+ (1 + g0)g12 |Nv|.
Die anderen Ungleichungen zeigt man analog. q.e.d.
Satz 3.3 Seien die gewichtet konform parametrisierte G-Minimalfla¨che X ∈ C3+α(B)
und ihr Normalenvektor N ∈ C2+α(B) gegeben. Dann gelten in B
|∆X| ≤ 2(1 + g0)g1|∇X||∇N |, (3.7)
|∆N | ≤ (1 + g1)|∇N |2. (3.8)
Beweis: Aus (3.1) und Hilfssatz 3.3 erhalten wir
|∆X| ≤ (|Ω111|+ |Ω122|) |Xu|+ (|Ω211|+ |Ω222|) |Xv|
≤ (1 + g0)g1(|Nu|+ |Nv|)(|Xu|+ |Xv|)
≤ 2(1 + g0)g1|∇X||∇N |,
wenn wir noch die Ungleichung a+ b ≤ √2√a2 + b2 fu¨r a, b > 0 beachten. Gleichung (3.5)
und Hilfssatz 3.2 liefern uns
|∆N | ≤ 2|Nu ∧Nv|+ |(N ∧Nv) ◦Gu(N)|+ |(Nu ∧N) ◦Gv(N)|
≤ 2|Nu ∧Nv|+ g1|N ∧Nv||Nu|+ g1|Nu ∧N ||Nv|
≤ 2|Nu||Nv|+ g1|Nv||Nu|+ g1|Nu||Nv|
≤ (1 + g1)|∇N |2,
wobei wir 2|a ∧ b| ≤ 2|a||b| ≤ |a|2 + |b|2 fu¨r zwei Vektoren a, b ∈ R3 anwenden. q.e.d.
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3.4 Ein alternatives elliptisches System fu¨r N in beliebigen
Parametern
Ausgehend von einer Sto¨rung der Immersion X in Normalenrichtung der gewichteten mitt-
leren Kru¨mmungHG(X), welche wir im Anhang behandeln, erhalten wir in erster Ordnung
einen elliptischen Operator
LG := hji ∂
2
∂ui∂uj
+ P r
∂
∂ur
+ c
mit den Koeffizientenfunktionen
P r := − (Γrij + Ωrij)hji + hliLijhjk〈Xuk ◦Gzµ(N), Xul〉 (Xus ◦G(N))µ hsr, r = 1, 2,
c := Lijhjk〈Xuk ◦G(N), Xum ◦G(N)〉hmsLslhli = spur (L ◦ g−1 ◦ L ◦ h−1).
Wir beachten fu¨r den gesamten Abschnitt die Summenkonvention bei unten und oben
auftretenden gleichen Indizes, fu¨r lateinische Indizes von 1 bis 2, fu¨r griechische Indizes
von 1 bis 3. Weiter definieren wir mit Y µ die µ-te Komponente des Vektors Y ∈ R3.
Wir zeigen nun, dass der Normalenvektor N ∈ C2+α(Ω) das elliptische System
LGN = hjiNuiuj + P rNur + cN = 0 in Ω
erfu¨llt. Unter Verwendung der gewichteten Weingartenschen Gleichungen (1.29) aus Ab-
schnitt 1.5 beginnen wir mit
hjiNuiuj = h
ji{−LishskXuk ◦G}uj
= −hjiLis,ujhskXuk ◦G− hjiLishskujXuk ◦G− hjiLishsk(∂kX ◦G)uj .
(3.9)
Aus dem Beweis der gewichteten Codazzi-Mainardi-Gleichungen aus Abschnitt 1.6 nutzen
wir die Identita¨t
hjiLis,ujh
sk = hjiLij,ushsk + hji(Γmij + Ω
m
ij )Lmsh
sk − hji(Γmis + Ωmis)Lmjhsk
= (hjiLij)ushsk − hjiusLijhsk + hji(Γmij + Ωmij )Lmshsk
−hji(Γmis + Ωmis)Lmjhsk
= HG,ushsk − hjiusLijhsk + hji(Γmij + Ωmij )Lmshsk
−hji(Γmis + Ωmis)Lmjhsk
= −hjiusLijhsk + hji(Γmij + Ωmij )Lmshsk − hji(Γmis + Ωmis)Lmjhsk,
welche wir in (3.9) einsetzen:
hjiNuiuj =
(
hjiusLijh
sk − hjiLishskuj
)
Xuk ◦G
+
(
−hji(Γmij + Ωmij )Lmshsk + hji(Γmis + Ωmis)Lmjhsk
)
Xuk ◦G
−hjiLishsk(Xuk ◦G)uj (3.10)
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Um (Xuk ◦G)uj zu berechnen, dru¨cken wir den Vektor Xuk ◦G mit Hilfe des begleitenden
Dreibeins {Xu, Xv, N} aus. Wir machen den Ansatz
Xuk ◦G = vmXum + 〈Xuk ◦G,N〉N = vmXum .
Eine skalare Multiplikation mit Xul liefert uns dann
hkl = 〈Xuk ◦G,Xul〉 = vm〈Xum , Xul〉 = vmgml
bzw.
vm = hklglm.
Somit ergibt sich unter Beachtung der gewichteten Gaußschen Ableitungleichungen (1.31)
aus Abschnitt 1.5,
(Xuk ◦G)uj = hkl,ujglmXum + hklglmuj Xum + hklglmXumuj
= hkl,ujg
lmXum + hklglmuj Xum + hklg
lm(Γkmj + Ω
k
mj)Xuk
+hklglmLmjN. (3.11)
Wir mu¨ssen nun die Ableitungen der gewichteten und nichtgewichteten ersten Fundamen-
talform bzw. ihrer Inversen berechnen. Aus
0 = (δil)us = (h
ijhjl)us = h
ij
ushjl + h
ijhjl,us
folgt zuna¨chst
hikus = −hijhjl,ushlk
und analog
glmuj = −gligik,ujgkm.
Weiter berechnen wir
hjl,us = 〈Xujus ◦G,Xul〉+ 〈Xuj ◦Gus , Xul〉+ 〈Xuj ◦G,Xulus〉
= (Γmjs + Ω
m
js)hml + (Γ
m
ls + Ω
m
ls )hjm + 〈Xuj ◦Gus , Xul〉, (3.12)
gik,uj = 〈Xuiuj , Xuk〉+ 〈Xui , Xukuj 〉
= (Γsij + Ω
s
ij)gsk + (Γ
s
kj + Ω
s
kj)gis
und erhalten
hikus = −hij(Γkjs + Ωkjs)− (Γils + Ωils)hlk − hij〈Xuj ◦Gus , Xul〉hlk, (3.13)
glmuj = −gli(Γmij + Ωmij )− (Γlkj + Ωlkj)gkm. (3.14)
Einsetzen von (3.12) und (3.14) in (3.11) ergibt
(Xuk ◦G)uj = (Γmkj + Ωmkj)hmlglrXur + (Γmlj + Ωmlj )hkmglrXur
+〈Xuk ◦Guj , Xul〉glrXur − hklgli(Γmij + Ωmij )Xum
−hkl(Γlkj + Ωlkj)gkmXum + hklglm(Γkmj + Ωkmj)Xuk
+hklglmLmjN
= (Γmkj + Ω
m
kj)hmlg
lrXur + 〈Xuk ◦Guj , Xul〉glrXur + hklglmLmjN
(3.15)
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Wir setzen nun (3.13) und (3.15) in (3.10) ein und erhalten zuna¨chst
hjiNuiuj
=
{
−hjm(Γims + Ωims)Lijhsk − (Γjls + Ωjls)hliLijhsk − hjm〈Xum ◦Gus , Xul〉hliLijhsk
+hjiLishsm(Γkmj + Ω
k
mj) + h
jiLis(Γslj + Ω
s
lj)h
lk + hjiLishsm〈Xum ◦Guj , Xul〉hlk
−hji(Γmij + Ωmij )Lmshsk + hji(Γmis + Ωmis)Lmjhsk
}
Xuk ◦G
−hjiLishsk(Γmkj + Ωmkj)hmlglrXur − hjiLishsk〈Xuk ◦Guj , Xul〉glrXur
−hjiLishskhklglmLmjN
= −hji(Γmij + Ωmij )LmshskXuk ◦G− hjm〈Xum ◦Gus , Xul〉hliLijhskXuk ◦G
+hjiLishsm(Γkmj + Ω
k
mj)Xuk ◦G− hjiLishsk(Γmkj + Ωmkj)hmlglrXur
hjiLish
sm〈Xum ◦Guj , Xul〉hlkXuk ◦G− hjiLishsk〈Xuk ◦Guj , Xul〉glrXur
−hjiLilglmLmjN
= −hji(Γmij + Ωmij )LmshskXuk ◦G− hjm〈Xum ◦Gus , Xul〉hliLijhskXuk ◦G
−LilglmLmjhjiN, (3.16)
wenn wir beim letzten Gleichheitszeichen noch Xuk ◦ G = hklglmXum beachten. In der
geschweiften Klammer summieren sich die 1., 2., 5. und 8. Summanden außerdem zu Null.
Mit
c = Lijhjk〈Xuk ◦G,Xum ◦G〉hmsLslhli
= Lijhjk〈hkrgrtXut , Xum ◦G〉hmsLslhli
= LijhjkhkrgrthtmhmsLslhli
= LijgjsLslhli = spur (L ◦ g−1 ◦ L ◦ h−1)
haben wir in Gleichung (3.16) bereits den Term cN erreicht. Wir benutzen nun folgende
Vertauschungsregel, um auf den Term P rNur zu gelangen: Fu¨r jeden Vektor V ∈ R3 gilt
〈V,Nui〉hijXuj ◦G = 〈V,Xui ◦G〉hijNuj . (3.17)
Um dies zu zeigen, benutzen wir die gewichteten Weingartenschen Gleichungen und be-
rechnen
〈V,Nui〉hijXuj ◦G = −〈V,Xuk ◦G〉LilhlkhijXuj ◦G
= −〈V,Xuk ◦G〉hklLlihijXuj ◦G
= 〈V,Xuk ◦G〉hklNul .
Wir schreiben nun
〈Xum ◦Gus , Xul〉 = 〈Xum ◦Gzµ , Xul〉Nµus = 〈Vml, Nus〉
mit Hilfe des Vektors Vml ∈ R3 mit den Komponenten
V µml := 〈Xum ◦Gzµ , Xul〉, µ = 1, 2, 3.
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Die Vertauschungsregel (3.17) liefert dann
〈Vml, Nus〉hskXuk ◦G = 〈Vml, Xus ◦G〉hskNuk .
Somit haben wir in (3.16)
hjiNuiuj = −hji(Γmij + Ωmij )LmshskXuk ◦G− hjm〈Xum ◦Gus , Xul〉hliLijhskXuk ◦G
−LilglmLmjhjiN
= hji(Γmij + Ω
m
ij )Num − hliLijhjm〈Xum ◦Gzµ , Xul〉(Xus ◦G)µhskNuk − cN
= −PmNum − cN,
womit
LGN = hjiNuiuj + PmNum + cN = 0
gezeigt ist. Wir fassen unser Ergebnis zusammen:
Satz 3.4 Sei die G-Minimalfla¨che X ∈ C3+α(Ω) gegeben. Dann genu¨gt ihr Normalenvek-
tor N ∈ C2+α(Ω) dem elliptischen System
LGN := hjiNuiuj + P rNur + cN = 0 in Ω (3.18)
mit den Koeffizientenfunktionen
P r := − (Γrij + Ωrij)hji + hliLijhjk〈Xuk ◦Gzµ(N), Xul〉 (Xus ◦G(N))µ hsr, r = 1, 2,
c := spur (L ◦ g−1 ◦ L ◦ h−1).
Bemerkung 3.3 1. Werten wir das System (3.18) in gewichtet konformen Parame-
tern aus, so erhalten wir es in der Form
∆N = aXu ◦G(N) + bXv ◦G(N)− |∇N |2N
mit
a =
1
W
{(Ω111 − 2Ω212 − Ω122)L11 + (Ω211 + 2Ω112 − Ω222)L12},
b =
1
W
{(Ω211 + 2Ω112 − Ω222)L11 + (Ω122 + 2Ω212 − Ω111)L12}.
Dieses System wurde bereits in [Fr], Abschnitt 2.31.1, hergeleitet.
2. Im Minimalfla¨chenfall erhalten wir
hij = gij , P r = −Γrijgji, c = spur ((L ◦ g−1)2),
und somit die bereits bekannte Differentialgleichung fu¨r die Normale
LGN = ∆N + spur ((L ◦ g−1)2)N = 0
mit dem Laplace-Beltrami-Operator
∆ :=
1
W
∂
∂ui
(
Wgil
∂
∂ul
)
= gil
∂2
∂ui∂ul
− gikΓlik
∂
∂ul
,
der in konformen Parametern dem mit dem Vorfaktor
1
W
multiplizierten Laplace-
Operator
1
W
∆ :=
1
W
(
∂2
∂u2
+
∂2
∂v2
)
entspricht.
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Kapitel 4
Dirichletproblem fu¨r strikt
konvexe Gebiete
- die Kontinuita¨tsmethode
Ausgehend von der quasilinearen, elliptischen Differentialgleichung fu¨r G-minimale Gra-
phen aus Abschnitt 2.2 stellen wir uns nun zuna¨chst folgendes Dirichletproblem DP(ϕ):
Sei Ω ⊂ R2 ein beschra¨nktes, strikt konvexes Gebiet mit einer regula¨ren C2+α-Jordankurve
∂Ω als Berandung. Wir geben uns eine Gewichtsmatrix
G = G(Z) = (Gij(Z))i,j=1,2,3 ∈ C2+α(R3 \ {0},R3×3)
mit den Eigenschaften (G1) bis (G4) aus Abschnitt 1.2 vor. Zu Dirichlet-Randdaten ϕ =
ϕ(x, y) : ∂Ω→ R ∈ C2+α(∂Ω) zeigen wir mit der Kontinuita¨tsmethode die Existenz einer
eindeutigen Lo¨sung ζ = ζ(x, y) ∈ C2+α(Ω) des Dirichletproblems
DP(ϕ) : MGζ := a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0 in Ω (4.1)
ζ = ϕ auf ∂Ω
mit den C2+α(R2)-Koeffizientenfunktionen (bzgl. p, q)
a(ζx, ζy) = G˜22(ζx, ζy) + 2ζyG˜23(ζx, ζy) + ζ2y G˜33(ζx, ζy),
b(ζx, ζy) = −
[
G˜12(ζx, ζy) + ζxG˜23(ζx, ζy) + ζyG˜13(ζx, ζy) + ζxζyG˜33(ζx, ζy)
]
,
c(ζx, ζy) = G˜11(ζx, ζy) + 2ζxG˜13(ζx, ζy) + ζ2xG˜33(ζx, ζy)
und der Setzung G˜ij(ζx, ζy) = Gij((−ζx,−ζy, 1)) = Gij(N) mit der Normalen
N =
1√
1 + ζ2x + ζ2y
(−ζx,−ζy, 1).
Dabei ist die Elliptitzita¨tsbedingung
0 <
1
1 + g0
|ξ|2 ≤ ξ ◦
(
a(p, q) b(p, q)
b(p, q) c(p, q)
)
◦ ξt ≤ (1 + g0)(1 + p2 + q2)|ξ|2
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fu¨r alle ξ = (ξ1, ξ2) ∈ R2 und fu¨r alle (p, q) ∈ R2 erfu¨llt.
Dazu leiten wir in den Abschnitten 4.1 bis 4.4 sukzessiv eine a priori C1+α-Abscha¨tzung bis
zum Rand der Lo¨sung ζ her, die wir fu¨r den Beweis der Graphenkompaktheit in Abschnitt
4.5 beno¨tigen. Es sei bemerkt, dass wir bei jeder Abscha¨tzung nur die minimale Regularita¨t
von ζ voraussetzen. Zusammen mit der Graphenstabilita¨t in Abschnitt 4.6 erhalten wir
dann die eindeutige Lo¨sbarkeit des Dirichletproblems DP(ϕ) in Abschnitt 4.7. Dabei geht
die genaue Struktur der Koeffizienten der Differentialgleichung nicht in die Beweise ein,
sondern nur die Quasilinearita¨t und Elliptizita¨t.
Bemerkung 4.1 1. Wir bemerken zuna¨chst mit [GT], Hilfssatz 6.38., dass die Rand-
funktion ϕ ∈ C2(∂Ω) in der gleichen Regularita¨tsklasse auf eine global definierte
Funktion Φ ∈ C2(Ω) mit Φ = ϕ auf ∂Ω fortgesetzt werden kann. Es sei also o.B.d.A.
sofort ϕ ∈ C2(Ω), wenn wir dies in den Beweisen beno¨tigen, auch wenn in den Vor-
aussetzungen nur ϕ ∈ C2(∂Ω) angenommen wird.
2. Wir beachten noch, dass jede Lo¨sung ζ ∈ C2+α(Ω) des Dirichletproblems DP(ϕ)
sofort zur Klasse C3+α(Ω) geho¨rt. Denn die Koeffizientenfunktionen der Differen-
tialgleichung sind insbesondere C1+α-Funktionen, und mit Hilfe der inneren Schau-
dertheorie erhalten wir die ho¨here Regularita¨t fu¨r ζ. Demnach gilt fu¨r den Norma-
lenvektor N ∈ C2+α(Ω).
Zu Beginn definieren wir fu¨r eine Funktion f = f(x) = f(x1, x2) ∈ C2+α(Ω) noch folgende
Gro¨ßen
‖f‖Ω0 := sup
x∈Ω
|f(x)|, ‖f‖Ω0,α := sup
x′,x′′∈Ω
x′ 6=x′′
|f(x′)− f(x′′)|
|x′ − x′′|α ,
‖f‖Ω1 := sup
x∈Ω
2∑
i=1
|fxi(x)|, ‖f‖Ω1,α := sup
x′,x′′∈Ω
x′ 6=x′′
2∑
i=1
|fxi(x′)− fxi(x′′)|
|x′ − x′′|α ,
‖f‖Ω2 := sup
x∈Ω
2∑
i,j=1
|fxixj (x)|, ‖f‖Ω2,α := sup
x′,x′′∈Ω
x′ 6=x′′
2∑
i,j=1
|fxixj (x′)− fxixj (x′′)|
|x′ − x′′|α ,
sowie die Normen
‖f‖Ωα := ‖f‖Ω0 + ‖f‖Ω0,α,
‖f‖Ω1+α := ‖f‖Ω0 + ‖f‖Ω1 + ‖f‖Ω1,α,
‖f‖Ω2+α := ‖f‖Ω0 + ‖f‖Ω1 + ‖f‖Ω2 + ‖f‖Ω2,α
in den Ra¨umen Cα(Ω), C1+α(Ω) bzw. C2+α(Ω).
4.1 C0-Abscha¨tzung und Eindeutigkeit
In diesem Abschnitt beno¨tigen wir noch keine weitere Einschra¨nkung an das Gebiet Ω. Es
sei also Ω ⊂ R2 ein beschra¨nktes, einfach zusammenha¨ngendes Gebiet.
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Satz 4.1 Sei ζ ∈ C2(Ω) ∩ C0(Ω) eine Lo¨sung des Dirichletproblems DP(ϕ) aus (4.1) zu
einer Randverteilung ϕ ∈ C0(∂Ω). Dann gilt die C0-Abscha¨tzung
sup
Ω
|ζ(x, y)| ≤ sup
∂Ω
|ζ(x, y)|. (4.2)
Beweis: Wir erinnern uns an den Vergleichssatz fu¨r quasilineare, elliptische Operatoren
MG (vgl. [GT], Satz 10.1.):
Seien ζ, η ∈ C2(Ω) ∩ C0(Ω) zwei Funktionen, die
MGζ ≤ MGη in Ω
ζ ≥ η auf ∂Ω
erfu¨llen, dann gilt ζ ≥ η in Ω.
Wir wa¨hlen als Vergleichsfunktion zuna¨chst die konstante Funktion
η1(x, y) := sup
∂Ω
|ϕ(x, y)|.
Dann gilt
MGζ = 0
= a(η1,x, η1,y)η1,xx + 2b(η1,x, η1,y)η1,xy + c(η1,x, η1,y)η1,yy
= MGη1 in Ω,
ζ ≤ η1 auf ∂Ω
und somit ζ ≤ η1 in Ω. Ebenso haben wir fu¨r η2(x, y) := − sup
∂Ω
|ϕ(x, y)|:
MGζ = MGη2 in Ω
ζ ≥ η2 auf ∂Ω
und somit ζ ≥ η2 in Ω. Insgesamt erhalten wir
− sup
∂Ω
|ϕ(x, y)| = η2(x, y) ≤ ζ(x, y) ≤ η1(x, y) = sup
∂Ω
|ϕ(x, y)| in Ω,
woraus sup
Ω
|ζ(x, y)| ≤ sup
∂Ω
|ϕ(x, y)| folgt. q.e.d.
Bemerkung 4.2 Fu¨r Nullrandwerte ϕ ≡ 0 auf ∂Ω erhalten wir mit Satz 4.1 sofort die
triviale Lo¨sung ζ ≡ 0 in Ω.
Satz 4.2 (Eindeutigkeit) Seien ζ, η ∈ C2(Ω)∩C0(Ω) zwei Funktionen, die das Dirich-
letproblem DP(ϕ) zur stetigen Randfunktion ϕ ∈ C0(∂Ω) lo¨sen. Dann gilt ζ ≡ η in Ω.
Beweis: Aus
MGζ = MGη in Ω,
ζ = η auf ∂Ω
folgt ebenfalls mit dem Vergleichssatz fu¨r quasilineare, elliptische Operatoren die Identita¨t
ζ ≡ η in Ω. q.e.d.
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4.2 Randgradientenabscha¨tzung
Fu¨r die Randgradientenabscha¨tzung beno¨tigen wir explizit, dass Ω ein beschra¨nktes, strikt
konvexes Gebiet ist. Wir fu¨hren dazu zuna¨chst die folgende Definition ein.
Definition 4.1 Ein Gebiet Ω ⊂ R2 nennen wir strikt konvex zum Parameter κ > 0, falls
es zu jedem Randpunkt (x0, y0) ∈ ∂Ω eine Stu¨tz-Kreisscheibe B 1
κ
(x∗, y∗) mit Radius 1κ > 0
und Mittelpunkt (x∗, y∗) ∈ R2 existiert, so dass
(i) Ω ⊂ B 1
κ
(x∗, y∗)
(ii) (x0, y0) ∈ ∂B 1
κ
(x∗, y∗)
gilt.
Bemerkung 4.3 1. Der Rand der Stu¨tz-Kreisscheibe besitzt in jedem Punkt die Kru¨m-
mung κ. In der Literatur (z.B. [S1]) taucht daher auch die Bezeichnung κ-konvexes
Gebiet auf. Solche Gebiete sind also in jedem Randpunkt ”echt“ gekru¨mmt mit einer
nach unten durch κ > 0 beschra¨nkten Kru¨mmung.
2. Jedes strikt konvexes Gebiet ist konvex. Die Umkehrung gilt nicht. Konvexe Gebiete
D mit der Eigenschaft z1, z2 ∈ D ⇒ tz1 + (1 − t)z2 ∈ D, t ∈ [0, 1], ko¨nnen im
Gegensatz zu strikt konvexen Gebieten auch durch lineare Randstu¨cke berandet sein.
Fu¨r die Jordankurve Γ := {(x, y, ϕ(x, y)) ∈ R3 : (x, y) ∈ ∂Ω} definieren wir noch eine
gleichma¨ßige Stu¨tzebenenbedingung, die uns dann eine Randgradientenabscha¨tzung lie-
fert.
Definition 4.2 Die Jordankurve Γ mit ϕ = ϕ(x, y) : ∂Ω→ R genu¨gt einer gleichma¨ßigen
Stu¨tzebenenbedingung, falls zu jedem Punkt P0 := (x0, y0, ϕ(x0, y0)) ∈ Γ Vektoren a±(x0,y0) ∈
R2 existieren, so dass fu¨r die Ebenen
pi±(x0,y0)(x, y) = a
±
(x0,y0)
· (x− x0, y − y0)t + ϕ(x0, y0), (x, y) ∈ R2,
gilt:
1. pi−(x0,y0)(x, y) ≤ ϕ(x, y) ≤ pi
+
(x0,y0)
(x, y) fu¨r alle (x, y), (x0, y0) ∈ ∂Ω
2. |∇pi±(x0,y0)| = |a
±
(x0,y0)
| ≤ L fu¨r alle (x0, y0, ϕ(x0, y0)) ∈ Γ
mit einer Konstanten L ≥ 0 unabha¨ngig vom Punkt P0 ∈ Γ.
Bemerkung 4.4 Die Kurve Γ ist dann also in jedem Punkt P0 ∈ Γ nach unten und
oben auf dem Zylinder ∂Ω×R beschra¨nkt durch die Ebenen pi±(x0,y0) und stimmt in P0 mit
ihnen u¨berein. Die Anstiege dieser Ebenen sind gleichma¨ßig beschra¨nkt durch eine von P0
unabha¨ngige Konstante L.
Unter gewissen Voraussetzungen an das Gebiet Ω und die Randwerte ϕ erfu¨llt Γ solch eine
gleichma¨ßige Stu¨tzebenenbedingung.
4.2 Randgradientenabscha¨tzung 71
Hilfssatz 4.1 Seien Ω ⊂ R2 ein beschra¨nktes, strikt konvexes Gebiet zum Parameter κ
mit der Randregularita¨t ∂Ω ∈ C2 und ϕ eine auf ganz Ω definierte Funktion mit ϕ ∈
C2(Ω) gegeben. Dann erfu¨llt Γ = {(x, y, ϕ(x, y)) ∈ R3 : (x, y) ∈ ∂Ω} eine gleichma¨ßige
Stu¨tzebenenbedingung.
Beweis: Sei (x0, y0) ∈ ∂Ω ein beliebiger Randpunkt. Wir konstruieren zuna¨chst eine unte-
re Stu¨tzebene pi−(x0,y0). Da Ω strikt konvex ist, existiert eine Stu¨tz-Kreisscheibe B 1κ (x
∗, y∗)
mit Ω ⊂ B 1
κ
(x∗, y∗) und (x0, y0) ∈ ∂B 1
κ
(x∗, y∗). Daraus erhalten wir insbesondere
(x− x∗)2 + (y − y∗)2 ≤ 1
κ2
, (x, y) ∈ Ω,
sowie
(x0 − x∗)2 + (y0 − y∗)2 = 1
κ2
.
Zu c > 0 betrachten wir nun die Funktion
ϕ˜(x, y) := ϕ(x, y) + c
(
(x− x∗)2 + (y − y∗)2 − 1
κ2
)
, (x, y) ∈ Ω,
und beachten
ϕ˜(x, y) ≤ ϕ(x, y) fu¨r alle (x, y) ∈ Ω, (4.3)
ϕ˜(x0, y0) = ϕ(x0, y0). (4.4)
Weiter berechnen wir den Gradient ∇ϕ˜ und die Hesse-Matrix Hϕ˜,
∇ϕ˜(x, y) = ∇ϕ(x, y) + 2c(x− x∗, y − y∗), (x, y) ∈ Ω,
Hϕ˜(x, y) = Hϕ(x, y) + 2cE2, (x, y) ∈ Ω.
Da die Einheitsmatrix E2 positiv definit ist, ko¨nnen wir nun c = c
(‖ϕ‖Ω2 ) > 0 so groß
wa¨hlen, dass Hϕ˜(x, y) fu¨r alle (x, y) ∈ Ω positiv definit ist. Damit ist die Funktion ϕ˜ in Ω
konvex und eine Taylorentwicklung um (x0, y0) ∈ ∂Ω liefert
ϕ˜(x, y) = ϕ˜(x0, y0) +∇ϕ˜(x0, y0) · (x− x0, y − y0)t
+
1
2
(x− x0, y − y0) ◦Hϕ˜(x′, y′) ◦ (x− x0, y − y0)t
≥ ϕ˜(x0, y0) +∇ϕ˜(x0, y0) · (x− x0, y − y0)t, (x, y) ∈ Ω,
mit x0 < x′ < x und y0 < y′ < y. Zusammen mit (4.3) und(4.4) erhalten wir
ϕ(x, y) ≥ ϕ˜(x, y) ≥ ϕ˜(x0, y0) +∇ϕ˜(x0, y0) · (x− x0, y − y0)t
= ϕ(x0, y0) +∇ϕ˜(x0, y0) · (x− x0, y − y0)t, (x, y) ∈ Ω.
Wir setzen nun pi−(x0,y)(x, y) := ∇ϕ˜(x0, y0) · (x− x0, y− y0)
t +ϕ(x0, y0), und fu¨r a−(x0,y0) :=
∇ϕ˜(x0, y0) gilt die Abscha¨tzung
|a−(x0,y0)| ≤ |∇ϕ(x0, y0)|+ 2c|(x0 − x
∗, y0 − y∗)| ≤ ‖ϕ‖∂Ω1 + 2c
1
κ
=: L (4.5)
mit einer Konstante L = L(‖ϕ‖Ω2 , κ) unabha¨ngig von (x0, y0) ∈ ∂Ω. Wir beachten, dass
c von ‖ϕ‖Ω2 abha¨ngt. Somit haben wir eine untere Stu¨tzebene gefunden. Fu¨r eine obere
Stu¨tzebene konstruieren wir mit obigen Rechnungen eine untere Stu¨tzebene zu −ϕ. q.e.d.
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Bemerkung 4.5 In der Literatur wird die gleichma¨ßige Stu¨tzebenenbedingung aus De-
finition 4.2 als ”bounded slope condition“ bezeichnet. Sie ist in zwei Dimensionen fu¨r
beschra¨nkte, konvexe Gebiete a¨quivalent zur Drei-Punkte-Bedingung, wo jede Wahl von
drei Punkten auf Γ in einer Ebene mit beschra¨nktem Anstieg liegt (Beweis siehe [GT],
S. 314/315). Schauder zeigt 1933 in [Sch], §2, fu¨r ein Ovalgebiet Ω mit u¨berall positiver
Randkru¨mmung und zweimal stetig differenzierbaren Funktionen x(s), y(s), z(s) fu¨r die
Randkurvendarstellung Γ = {(x = x(s), y = y(s), z = z(s)) ∈ R3 : 0 ≤ s ≤ l} solch
eine Drei-Punkte-Bedingung. Miranda beweist 1965 in [Mi], Satz 6.2, fu¨r beschra¨nkte,
gleichma¨ßig konvexe Gebiete Ω ⊂ Rn, n ≥ 2, und ϕ ∈ C2(Rn) eine ”bounded slope
condition“, wa¨hrend Hartman 1966 in seiner Arbeit [Ha], Folgerung 4.3., die geringere
Regularita¨t ∂Ω ∈ C1+1 und ϕ ∈ C1+1(∂Ω) fu¨r den Beweis beno¨tigt.
Da wir aber fu¨r weitere Sa¨tze die ho¨here Regularita¨t ∂Ω ∈ C2+α und ϕ ∈ C2+α(∂Ω)
benutzen, genu¨gt es, die sta¨rkeren Voraussetzungen aus Hilfssatz 4.1 zu fordern.
Mit Hilfe der Methode der Barrierefunktionen ko¨nnen wir nun den Gradienten einer Lo¨-
sung des Dirichletproblems DP(ϕ) am Rand nach oben durch eine Konstante abscha¨tzen.
Satz 4.3 Sei Ω ⊂ R2 ein beschra¨nktes, strikt konvexes Gebiet zum Parameter κ mit der
Randregularita¨t ∂Ω ∈ C2. Zu Randdaten ϕ ∈ C2(∂Ω) betrachten wir eine Lo¨sung ζ ∈
C2(Ω) ∩ C1(Ω) des Dirichletproblems fu¨r G-minimale Graphen DP(ϕ):
MGζ = 0 in Ω,
ζ = ϕ auf ∂Ω.
Dann gilt die Randgradientenabscha¨tzung
sup
∂Ω
|∇ζ| ≤ L (4.6)
mit der Konstanten L = L(‖ϕ‖Ω2 , κ) ≥ 0 aus (4.5).
Beweis: Mit Hilfssatz 4.1 erfu¨llt die Jordankurve Γ eine gleichma¨ßige Stu¨tzebenenbedin-
gung. Sei (x0, y0, ϕ(x0, y0)) ∈ Γ beliebig, dann wa¨hlen wir als Barrierefunktionen die Ebe-
nen pi±(x0,y0) mit |∇pi
±
(x0,y0)
| ≤ L aus dem Beweis von Hilfssatz 4.1. Der Vergleichssatz fu¨r
quasilineare, elliptische Operatoren liefert uns wegen
MGζ = 0 =MGpi±(x0,y0) in Ω,
pi−(x0,y0) ≤ ζ = ϕ ≤ pi
+
(x0,y0)
auf ∂Ω
die Ungleichung
pi−(x0,y0) ≤ ζ ≤ pi
+
(x0,y0)
in Ω.
Zusammen mit
pi±(x0,y0)(x0, y0) = ϕ(x0, y0) = ζ(x0, y0), (x0, y0) ∈ ∂Ω,
folgt schließlich
|∇ζ(x0, y0)| ≤ |∇pi±(x0,y0)| ≤ L fu¨r alle (x0, y0) ∈ ∂Ω
und somit die gewu¨nschte Randgradientenabscha¨tzung. q.e.d.
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Bemerkung 4.6 1. Eine Randgradientenabscha¨tzung kann auch fu¨r regula¨re, konvexe
Gebiete gema¨ß [GT], Satz 14.2, erbracht werden. Dazu mu¨ssen aber die Struktur-
bedingungen an die Koeffizienten der Differentialgleichung (4.1) u¨berpru¨ft werden.
Aufgrund der Approximation am Ende unserer Arbeit genu¨gt es, in einer dichten
Teilklasse zu arbeiten und nur die Voraussetzungen von Satz 4.3 fu¨r die Randgra-
dientenabscha¨tzung zu fordern.
2. Bergner und Dittrich zeigen in [BD] eine Randgradientenabscha¨tzung direkt fu¨r Gra-
phen vorgeschriebener gewichteter mittlerer Kru¨mmung in konvexen Gebieten (falls
n = 2).
4.3 Innere Gradientenabscha¨tzung
Es genu¨gt wieder, Ω als ein beschra¨nktes Gebiet aufzufassen.
Fu¨r den Beweis einer inneren Gradientenabscha¨tzung benutzen wir die Differentialglei-
chung der Normalen in beliebigen Parametern in der Form
LGN := hijNuiuj + P rNur + cN = 0 in Ω
aus Abschnitt 3.4 mit den Koeffizientenfunktionen
P r = − (Γrij + Ωrij)hji + hliLijhjk〈Xuk ◦Gzµ(N), Xul〉 (Xus ◦G(N))µ hsr, r = 1, 2,
c = Lijhjk〈Xuk ◦G(N), Xum ◦G(N)〉hmsLslhli = spur(L ◦ g−1 ◦ L ◦ h−1).
Entscheidend ist dabei das Vorzeichen von c, um ein Minimumprinzip auf die Differen-
tialgleichung anwenden zu ko¨nnen. Wir zeigen zuna¨chst
Hilfssatz 4.2 Fu¨r die Koeffizientenfunktion c = spur(L ◦ g−1 ◦ L ◦ h−1) gilt die Vorzei-
chenbedingung
c ≥ 0.
Beweis: Wir beno¨tigen folgende Ungleichung
4(HG)2 = (spur (L ◦ h−1))2 ≤ spur (L ◦ g−1 ◦ L ◦ h−1) spur (h−1),
die unter einer beliebigen Parameterwahl invariant bleibt. Zum Beweis genu¨gt also eine
spezielle Parametrisierung, die wir wie folgt wa¨hlen: Zum gegebenen Punkt p0 ∈ R3 sei
X : Ω→ R3 eine Fla¨che, welche X(0) = p0, g(0) = E2 und L(0) = (κ1, κ2) ◦E2 erfu¨llt mit
den Hauptkru¨mmungen κi, i = 1, 2, der Fla¨che X im Punkt p0. Dann gilt
4(HG)2 = (spur (L ◦ h−1))2 =
(
2∑
i=1
κih
ii
)2
≤
(
2∑
i=1
κ2ih
ii
)(
2∑
i=1
hii
)
= spur (L ◦ L ◦ h−1) spur (h−1)
= spur (L ◦ g−1 ◦ L ◦ h−1) spur (h−1).
Wegen 0 = 4(HG)2 ≤ spur (L ◦ g−1 ◦ L ◦ h−1) spur (h−1) und spur (h−1) ≥ 0 aus der
Elliptizita¨tsbedingung (G3) von G folgt c = spur (L ◦ g−1 ◦ L ◦ h−1) ≥ 0. q.e.d.
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Satz 4.4 Sei ζ ∈ C3(Ω) ∩ C1(Ω) eine Lo¨sung des Dirichletproblems DP(ϕ) aus (4.1) zu
einer Randverteilung ϕ ∈ C1(∂Ω). Dann gilt die innere Gradientenabscha¨tzung
sup
Ω
|∇ζ(x, y)| ≤ sup
∂Ω
|∇ζ(x, y)|. (4.7)
Beweis: Wir betrachten die dritte Komponente der Normalen des Graphen X = (x, y, ζ)
und definieren
Ψ(x, y) := N3(x, y) =
1√
1 + |∇ζ(x, y)|2 > 0
mit Ψ ∈ C2(Ω), welche die lineare, elliptische Differentialgleichung
LGΨ = hijΨxixj + P rΨxr + cΨ = 0 in Ω
mit x1 := x und x2 := y erfu¨llt. Wegen Ψ > 0 und c ≥ 0 aus Hilfssatz 4.2 gilt die
Differentialungleichung
hijΨxixj + P
rΨxr ≤ 0 in Ω,
fu¨r welche das schwache Minimumprinzip (vgl. [GT], Satz 3.1.) angewendet werden kann.
Demnach gilt
inf
Ω
Ψ ≥ inf
∂Ω
Ψ,
woraus sich nach Definition von Ψ sofort
sup
Ω
|∇ζ| ≤ sup
∂Ω
|∇ζ|
ergibt. q.e.d.
Bemerkung 4.7 Auf eine innere Gradientenabscha¨tzung kann auch wie folgt geschlossen
werden: Die spha¨rische Abbildung N : B → S2 einer gewichtet konform parametrisierten
G-Minimalfla¨che ist mit Hilfe einer Hartman-Wintner-Entwicklung aus [HW] eine offe-
ne Abbildung (siehe z.B. [S3], Beweis von Hilfssatz 7), d.h. eine offene Umgebung eines
Punktes (u, v) ∈ B wird auf eine offene Umgebung des Bildes N(u, v) ∈ S2 abgebildet.
Wu¨rde der Gradient der Ho¨henfunktion ζ eines G-minimalen Graphen sein Maximum in
einem inneren Punkt (u∗, v∗) ∈ B annehmen, dann wa¨re die dritte Komponente N3(u∗, v∗)
der spha¨rischen Abbildung (nach geeigneter Drehung) dort minimal, im Widerspruch zur
Offenheit.
4.4 Globale Ho¨lderabscha¨tzung des Gradienten
Fu¨r eine Ho¨lderabscha¨tzung des Gradienten benutzen wir in Anlehnung an [GT], Kap. 12,
in zwei Dimensionen die Theorie quasikonformer Abbildungen, von denen Morrey in der
Arbeit [Mo] schon innere Ho¨lderstetigkeit zeigen konnte. Sei dazu Ω ⊂ R2 ein beschra¨nktes,
strikt konvexes Gebiet mit der Randregularita¨t ∂Ω ∈ C2. Die Randdaten erfu¨llen ϕ ∈
C2(∂Ω). Dann erhalten wir nach den Sa¨tzen 4.1, 4.3 und 4.4 in den Abschnitten 4.1 bis
4.3 fu¨r eine Lo¨sung ζ ∈ C2(Ω) ∩ C1(Ω) des Dirichletproblems DP(ϕ) die globale C1-
Abscha¨tzung
‖ζ‖Ω0 + ‖ζ‖Ω1 ≤ C1 (4.8)
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mit einer Konstanten C1 = C1(‖ϕ‖Ω2 , ∂Ω). Die Abha¨ngigkeit vom Parameter κ der strikten
Konvexita¨t ersetzen wir dabei durch die Abha¨ngigkeit von ∂Ω. Dann ko¨nnen wir unsere
quasilineare, elliptische Differentialgleichung
MGζ = a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0
mit Koeffizienten a, b, c ∈ C2+α(R2) als lineare, gleichma¨ßig elliptische Differentialglei-
chung in Ω behandeln. Denn wir haben
0 <
1
1 + g0
|ξ|2 ≤ ξ ◦
(
a(ζx, ζy) b(ζx, ζy)
b(ζx, ζy) c(ζx, ζy)
)
◦ ξt
≤ (1 + g0)(1 + |∇ζ|2)|ξ|2 ≤ (1 + g0)(1 + C21 )|ξ|2
fu¨r alle ξ ∈ R2 \ {0} mit den nach unten und oben beschra¨nkten Eigenwerten
λ∗(ζx, ζy) ≥ 11 + g0 > 0, Λ
∗(ζx, ζy) ≤ (1 + g0)(1 + C21 ). (4.9)
Definition 4.3 Eine stetig differenzierbare Abbildung Ψ = Ψ(x, y) = p(x, y) + iq(x, y) :
Ω→ R2 von einem Gebiet Ω der (x, y)-Ebene in die (p, q)-Ebene heißt (K,K ′)-quasikon-
form, wenn es zwei Konstanten K und K ′ mit K ≥ 1 und K ′ ≥ 0 gibt, so dass die
Ungleichung
|∇Ψ|2 = p2x + p2y + q2x + q2y ≤ 2K(pxqy − pyqx) +K ′
erfu¨llt ist.
Wir werden im folgenden zeigen, dass die ersten Ableitungen p := ζx und q := ζy der
Lo¨sung ζ einer linearen, gleichma¨ßig elliptischen Gleichung in zwei Dimensionen gerade
(K,K ′)-quasikonform sind. Dazu betrachten wir die lineare, gleichma¨ßig elliptische und
inhomogene Differentialgleichung
M′Gζ := a(x, y)ζxx + 2b(x, y)ζxy + c(x, y)ζyy = f(x, y) (4.10)
mit beschra¨nkter rechter Seite f = f(x, y) ∈ C0(Ω), supΩ f ≤ m. Inhomogen aus dem
Grund, weil wir spa¨ter eine globale Abscha¨tzung erreichen wollen. Weiter seien
λ = λ(x, y) = λ∗(ζx, ζy) ≥ 11 + g0 und Λ = Λ(x, y) = Λ
∗(ζx, ζy) ≤ (1 + g0)(1 + C21 )
(4.11)
die Eigenwerte der Koeffizientenmatrix, so dass der Quotient gema¨ß
Λ
λ
≤ (1 + g0)2(1 + C21 )
beschra¨nkt ist. Wir ko¨nnen (4.10) als System 1. Ordnung
apx + 2bpy + cqy = f, py = qx
schreiben. Multiplikation der ersten Gleichung mit px ergibt
λ(p2x + p
2
y) ≤ ap2x + 2bpxpy + cp2y = fpx − cpxqy + cpyqx = c(pyqx − pxqy) + fpx.
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Ebenso erhalten wir bei Multiplikation mit qy,
λ(q2x + q
2
y) ≤ aq2x + 2bqxqy + cq2y = apyqx + fqy − apxqy = a(pyqx − pxqy) + fqy.
Addition beider Ungleichungen zusammen mit der gleichma¨ßigen Elliptizita¨t liefert uns
p2x + p
2
y + q
2
x + q
2
y ≤
a+ c
λ
(pyqx − pxqy) + f
λ
(px + qy)
≤ λ+ Λ
λ
(pyqx − pxqy) + m
λ
(|px|+ |qy|)
≤ {1 + (1 + g0)2(1 + C21 )}(pyqx − pxqy) + (1 + g0)m(|px|+ |qy|).
Fu¨r f ≡ 0 ist dann p− iq K-quasikonform mit K := 1
2
{1 + (1 + g0)2(1 +C21 )}. Fu¨r f 6≡ 0
formen wir mit Hilfe von
(1+g0)m(|px|+|qy|) ≤ 2(|px|+|qy|)
2+
1
2
(1+g0)2m2 ≤ (p2x+q2y)+
1
2
(1+g0)2m2,  > 0,
weiter um: Dazu wa¨hlen wir  = 12 und erhalten
p2x + p
2
y + q
2
x + q
2
y ≤ {1 + (1 + g0)2(1 + C21 )}(pyqx − pxqy) +
1
2
(p2x + q
2
y) + (1 + g0)
2m2,
woraus sich
p2x + p
2
y + q
2
x + q
2
y ≤ 2{1 + (1 + g0)2(1 + C21 )}(pyqx − pxqy) + 2(1 + g0)2m2
ergibt. Somit ist fu¨r f 6≡ 0 die Abbildung p− iq (K,K ′)-quasikonform mit
K = {1 + (1 + g0)2(1 + C21 )}, K ′ = 2(1 + g0)2m2.
Bemerkung 4.8 Wa¨hlen wir in obiger Rechnung  > 0 beliebig klein, so kommt die
Konstante K dem Term
1
2
{1 + (1 + g0)2(1 + C21 )} > 1 (vgl. Fall: f ≡ 0) beliebig nahe.
K geht spa¨ter in die Ho¨lderkonstante und den Ho¨lderexponenten ein: Je na¨her K der 1
kommt, desto gro¨ßer sind der Ho¨lderexponent und die -konstante.
Wir fassen unsere U¨berlegungen im folgenden Hilfssatz zusammen:
Hilfssatz 4.3 Sei die lineare, gleichma¨ßig elliptische Differentialgleichung
a(x, y)ζxx + 2b(x, y)ζxy + c(x, y)ζyy = f(x, y)
mit beschra¨nkter rechter Seite f = f(x, y) ∈ C0(Ω), supΩ f ≤ m und ζ ∈ C2(Ω) gege-
ben. Die Eigenwerte λ und Λ der Koeffizientenmatrix erfu¨llen dabei (4.11). Dann ist die
Abbildung p− iq := ζx − iζy in Ω
1. K-quasikonform mit K =
1
2
{1 + (1 + g0)2(1 + C21 )}, falls f ≡ 0
2. (K,K ′)-quasikonform mit K = {1 + (1 + g0)2(1 +C21 )} und K ′ = 2(1 + g0)2m2, falls
f 6≡ 0
mit C1 aus (4.8).
Fu¨r quasikonforme Abbildungen erreichen wir nun eine Abscha¨tzung des Dirichletinte-
grals, welche die Morreysche Wachstumsbedingung erfu¨llt (vgl. [GT], Hilfssatz 12.1). Wir
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schreiben hier kurz
D(r; z) := DBr(z)(Ψ) :=
∫∫
Br
|∇Ψ(x, y)|2dxdy
fu¨r das Dirichletintegral von Ψ = Ψ(x, y) ∈ R2 u¨ber der Kreisscheibe Br(z), da die
Abha¨ngigkeit vom Radius r und vom Punkt z von entscheidender Bedeutung ist.
Hilfssatz 4.4 Sei Ψ = p+ iq (K,K ′)-quasikonform in einer Kreisscheibe BR = BR(z0) =
BR(x0, y0) mit K > 1 und K ′ ≥ 0. Weiter gelte |Ψ| ≤ M in BR. Dann gilt fu¨r alle
Kreisscheiben Br = Br(z0) mit r ≤ R2 die Abscha¨tzung des Dirichletintegrals
D(r; z0) =
∫∫
Br
|∇Ψ|2dxdy =
∫∫
Br
(p2x + p
2
y + q
2
x + q
2
y) dxdy ≤ C ·
( r
R
)2α
(4.12)
mit α = K −√K2 − 1 und C = c1(K)(M2 +K ′R2).
Beweis: Wir unterdru¨cken die Abha¨ngigkeit von z0 und schreiben kurz D(r) = D(r; z0).
1. Wir zeigen zuna¨chst eine Schranke des Dirichletintegrals in der Kreisscheibe vom
Radius R2 . Fu¨r jede konzentrische Kreisscheibe Br ⊂ BR gilt aufgrund der Quasi-
konformita¨t
D(r) =
∫∫
Br
(p2x + p
2
y + q
2
x + q
2
y) dxdy ≤ 2K
∫∫
Br
(pxqy − pyqx) dxdy +K ′pir2
= 2K
∫
∂Br
pqs ds+K ′pir2, (4.13)
wobei s die Bogenla¨nge entlang des Kreises ∂Br in mathematisch positiver Richtung
bezeichnet. Durch Einfu¨hren von Polarkoordinaten ko¨nnen wir die Ableitung D′(r)
wie folgt berechnen:
D(r) =
∫∫
Br
|∇Ψ(x, y)|2dxdy
=
r∫
ρ=0
 2pi∫
ϑ=0
|∇Ψ(x(ρ, ϑ), y(ρ, ϑ))|2ρ dϑ
 dρ
mit einem von r unabha¨ngigen Integranden. Somit folgt
D′(r) =
2pi∫
ϑ=0
|∇Ψ(x(r, ϑ), y(r, ϑ))|2r dϑ
=
∫
∂Br
|∇Ψ|2ds
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Damit und mit Hilfe der Ho¨lderschen Ungleichung ko¨nnen wir nun das Randintegral
in (4.13) berechnen:
∫
∂Br
pqs ds ≤
 ∫
∂Br
p2 ds ·
∫
∂Br
(q2x + q
2
y) ds
1/2
≤
 ∫
∂Br
p2 ds ·
∫
∂Br
(p2x + p
2
y + q
2
x + q
2
y) ds
1/2
≤ (M2 · 2pir · D′(r))1/2 = M(2pir · D′(r))1/2. (4.14)
Insgesamt folgt
D(r) ≤ 2KM(2pir · D′(r))1/2 +K ′piR2, (4.15)
wenn wir im zweiten Summand von (4.13) noch r durch R ersetzen. Wir unterschei-
den nun zwei Fa¨lle: Ist
D
(
R
2
)
≤ K ′piR2, (4.16)
dann haben wir eine gewu¨nschte Schranke an das Dirichletintegral in der Kreisscheibe
BR/2, und wir ko¨nnen mit Beweispunkt 2 fortfahren. Wenn aber D(r) > K ′piR2 fu¨r
ein r = r0 < R2 ausfa¨llt, dann gilt dies auch fu¨r alle gro¨ßeren r. Wir ko¨nnen dann
die zu (4.15) a¨quivalente Ungleichung
1
8piK2M2r
≤ D
′(r)
(D(r)−K ′piR2)2
von r1 = R2 > r0 bis r2 = R integrieren und erhalten fu¨r die linke Seite
R∫
R/2
1
8piK2M2r
dr =
1
8piK2M2
(lnR− ln R
2
) =
1
8piK2M2
ln 2.
Integration der rechten Seite ergibt
R∫
R/2
D′(r)
(D(r)−K ′piR2)2 dr = −
1
D(R)−K ′piR2 +
1
D (R2 )−K ′piR2 < 1D (R2 )−K ′piR2 ,
unter Beachtung von D(R) > K ′piR2. Dies liefert uns die Schranke fu¨r das Dirichle-
tintegral
D
(
R
2
)
≤ 8piK
2M2
ln 2
+K ′piR2 (4.17)
in der Kreisscheibe BR/2, welche den ersten Fall (4.16) ebenfalls beinhaltet.
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2. Mit (4.17) wollen wir nun eine Wachstumsabscha¨tzung fu¨r D(r), r ≤ R2 , herleiten.
Dazu zeigen wir zuna¨chst eine scha¨rfere Abscha¨tzung fu¨r
∫
∂Br
pqs ds, als wir dies in
(4.14) getan haben. Sei
p = p(r) =
1
|∂Br|
∫
∂Br
pds =
1
2pi
2pi∫
0
p(r, ϑ)dϑ
der Mittelwert von p u¨ber dem Kreis ∂Br unter Verwendung von Polarkoordinaten.
Dann gilt zuna¨chst∫
∂Br
pqs ds =
∫
∂Br
(p− p)qs ds ≤
∫
∂Br
[
(p− p)2
2r
+
r
2
q2s
]
ds.
Wir benutzen die Wirtingerungleichung aus [Bl], §23, fu¨r 2pi-periodische und stetig
differenzierbare Funktionen f = f(x) ∈ C1(R) mit
2pi∫
0
f(x)dx = 0, die dann
2pi∫
0
f(x)2dx ≤
2pi∫
0
f ′(x)2dx
erfu¨llen. Der Beweis ergibt sich bei Betrachtung der Fourierreihenentwicklung fu¨r f
und f ′ und Benutzung der Parsevalschen Gleichung. Mit p = p(r, ϑ) erhalten wir
eine in ϑ 2pi-periodische und stetig differenzierbare Funktion p(r, ϑ), die
2pi∫
0
(p(r, ϑ)− p(r))dϑ = 0
erfu¨llt. Dann gilt
2pi∫
0
(p(r, ϑ)− p(r))2 dϑ ≤
2pi∫
0
pϑ(r, ϑ)2 dϑ,
woraus sich wegen ds = rdϑ und pϑ = rps die Ungleichung∫
∂Br
(p− p)2 ds =
2pi∫
0
(p− p)2r dϑ ≤
2pi∫
0
p2ϑr dϑ = r
2
∫
∂Br
p2s ds
ergibt. Damit erhalten wir ∫
∂Br
pqs ds ≤ r2
∫
∂Br
(p2s + q
2
s) ds. (4.18)
80 4 DP FU¨R STRIKT KONVEXE GEBIETE - KONTINUITA¨TSMETHODE
Wir wollen das Integral auf der rechten Seite weiter abscha¨tzen. Ausgehend von den
Ungleichungen
|pxqy| ≤ α2 p
2
x +
1
2α
q2y ,
|pyqx| ≤ α2 q
2
x +
1
2α
p2y, α > 0,
scha¨tzen wir die Quasikonformita¨tsungleichung wie folgt ab
p2x + q
2
x + p
2
y + q
2
y ≤ 2K(pxqy − pyqx) +K ′ ≤ 2K(|pxqy|+ |pyqx|) +K ′
≤ αK(p2x + q2x) +
1
α
K(p2y + q
2
y) +K
′
Setzen wir α = K −√K2 − 1 ∈ (0, 1) bzw. K = 1 + α
2
2α
, so finden wir
p2x + q
2
x + p
2
y + q
2
y ≤
1 + α2
2
(p2x + q
2
x) +
1 + α2
2α2
(p2y + q
2
y) +K
′
bzw.
p2x + q
2
x ≤
1
α2
(p2y + q
2
y) +
2K ′
1− α2 .
Damit gilt
p2x + q
2
x =
1
1 + α2
(p2x + q
2
x + α
2(p2x + q
2
x))
≤ 1
1 + α2
(
p2x + q
2
x + p
2
y + q
2
y +
2α2K ′
1− α2
)
. (4.19)
Die Quasikonformita¨tsungleichung ist unter einer Rotation
(x, y) =
(
cosα − sinα
sinα cosα
)
(x′, y′), α ∈ [0, 2pi),
invariant, denn es gilt
p2x′ + q
2
x′ + p
2
y′ + q
2
y′ = (px cosα+ py sinα)
2 + (qx cosα+ qy sinα)2
+(−px sinα+ py cosα)2 + (−qx sinα+ qy cosα)2
= p2x + q
2
x + p
2
y + q
2
y ,
px′qy′ − py′qx′ = (px cosα+ py sinα)(−qx sinα+ qy cosα)
−(−px sinα+ py cosα)(qx cosα+ qy sinα)
= pxqy − pyqx.
Somit bleibt die Ungleichung (4.19) erfu¨llt, wenn wir (px, qx) durch jede Rich-
tungsableitung (ps, qs) ersetzen. Einsetzen von (4.19) in (4.18) ergibt die genauere
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Abscha¨tzung∫
∂Br
pqs ds ≤ r2(1 + α2)
 ∫
∂Br
(p2x + q
2
x + p
2
y + q
2
y) ds+
∫
∂Br
2α2K ′
1− α2 ds

=
r
2(1 + α2)
D′(r) + 2piα
2K ′
1− α4 r
2.
Somit gilt fu¨r das Dirichletintegral unter Beachtung von (4.13) und K =
1 + α2
2α
die
Ungleichung
D(r) ≤ 2K
∫
∂Br
pqs ds+K ′pir2 ≤ r2αD
′(r) +K ′pir2
(
1 +
2α2
1− α2
)
,
woraus wir
− d
dr
(r−2αD(r)) = 2αr−2α−1D(r)− r−2αD′(r) ≤ 2αK ′pi
(
1 +
2α2
1− α2
)
r1−2α
herleiten. Integration von r bis R2 liefert
−
(
R
2
)−2α
D
(
R
2
)
+ r−2αD(r) ≤ K ′pi α
1− α
(
1 +
2α2
1− α2
)[(
R
2
)2−2α
− r2−2α
]
bzw.
D(r) ≤ r
2α(
R
2
)2αD(R2
)
+K ′pi
α
1− α
(
1 +
2α2
1− α2
)[(
R
2
)2−2α
r2α − r2
]
≤
[
D
(
R
2
)
+K ′pi
α
1− α
(
1 +
2α2
1− α2
)(
R
2
)2] r2α(
R
2
)2α ,
wenn wir noch r2 > 0 beachten. Nun ko¨nnen wir die Schranke fu¨r D(R2 ) aus (4.17)
einsetzen und erhalten die gewu¨nschte Abscha¨tzung
D(r) ≤
[
8piK2M2
ln 2
+K ′piR2 +K ′pi
α
1− α
(
1 +
2α2
1− α2
)
R2
4
]( r
R
)2α · 22α
≤
[
32pi
ln 2
K2M2 + pi
(
4 +
α
1− α
(
1 +
2α2
1− α2
))
K ′R2
]( r
R
)2α
≤ max{c2(K), c3(K)}(M2 +K ′R2)
( r
R
)2α
=: c1(K)(M2 +K ′R2)
( r
R
)2α
mit c2(K) :=
32pi
ln 2
K2 und c3(K) := pi
(
4 +
α
1− α
(
1 +
2α2
1− α2
))
.
q.e.d.
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Wir zeigen nun Morrey’s Lemma, welches bereits 1938 in [Mo] bewiesen wurde. Wir wollen
hier aber einen Beweis nach Ladyzhenskaya und Ural’tseva aus [LU], Hilfssatz 4.1, geben.
Hilfssatz 4.5 Seien Ψ = p + iq ∈ C1(Ω,R2) und Ω˜ ⊂⊂ Ω mit dist(Ω˜, ∂Ω) > R > 0
gegeben. Angenommen, es gibt positive Konstanten α ∈ (0, 1), c und R′, so dass
D(r; z) =
∫∫
Br(z)
|∇Ψ|2 dxdy =
∫∫
Br(z)
(p2x + p
2
y + q
2
x + q
2
y) dxdy ≤ cr2α (4.20)
fu¨r alle Kreisscheiben Br(z) mit Mittelpunkt z = (x, y) ∈ Ω˜ und Radius 0 < r ≤ R′ ≤ R
erfu¨llt ist. Dann gilt fu¨r alle z1, z2 ∈ Ω˜ mit |z2 − z1| ≤ R′ die Ungleichung
|Ψ(z2)−Ψ(z1)| ≤ C∗(c, α)|z2 − z1|α
mit C∗(c, α) := 8
√
c
pi
1 + α
α(2 + α)
.
Beweis:
1. Zu r > 0 wa¨hlen wir zwei Punkte z1, z2 ∈ Ω˜ mit |z2−z1| = r ≤ R′ und dist(zi, ∂Ω) >
R ≥ R′ ≥ r, i = 1, 2. Seien Br(z1), Br(z2) und B˜ := B r
2
(
z1 + z2
2
)
die Kugeln mit
Radien r bzw.
r
2
und Mittelpunkten z1, z2 bzw.
z1 + z2
2
, welche B˜ ⊂ Br(zi), i = 1, 2,
erfu¨llen. Wir wa¨hlen nun z˜ ∈ B˜ und berechnen
|Ψ(z2)−Ψ(z1)| ≤ |Ψ(z2)−Ψ(z˜)|+ |Ψ(z˜)−Ψ(z1)|
=
∣∣∣∣∣∣
z˜∫
z2
∂Ψ
∂t
dt
∣∣∣∣∣∣+
∣∣∣∣∣∣
z˜∫
z1
∂Ψ
∂t
dt
∣∣∣∣∣∣
≤
z˜∫
z2
∣∣∣∣∂Ψ∂t
∣∣∣∣ dt+
z˜∫
z1
∣∣∣∣∂Ψ∂t
∣∣∣∣ dt,
wobei die Integration und Differentiation von Ψ auf der rechten Seite entlang der
Liniensegmente mit Endpunkten z1 und z˜ bzw. z2 und z˜ zu verstehen sind. Eine
Integration beider Seiten bezu¨glich z˜ = (x˜, y˜) ∈ B˜ liefert
|Ψ(z2)−Ψ(z1)|pi
(r
2
)2
= |Ψ(z2)−Ψ(z1)|
∫∫
eB
dx˜dy˜ =
∫∫
eB
|Ψ(z2)−Ψ(z1)|dx˜dy˜
≤
∫∫
eB
 z˜∫
z2
∣∣∣∣∂Ψ∂t
∣∣∣∣ dt
 dx˜dy˜ + ∫∫
eB
 z˜∫
z1
∣∣∣∣∂Ψ∂t
∣∣∣∣ dt
 dx˜dy˜
≤
∫∫
|z˜−z2|≤r
 z˜∫
z2
|∇Ψ|dt
 dx˜dy˜ + ∫∫
|z˜−z1|≤r
 z˜∫
z1
|∇Ψ|dt
 dx˜dy˜ =: I2 + I1
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2. Es genu¨gt, eine Schranke fu¨r I1 zu bestimmen. Das Integral I2 kann dann analog
behandelt werden. Durch Einfu¨hren von spha¨rischen Koordinaten, Radius ρ und
zweidimensionale Winkelkoordinate ω, um Mittelpunkt z1 erhalten wir
I1 =
r∫
ρ=0
∫
|ω|=1
 ρ∫
t=0
|∇Ψ(z1 + tω)|dt
 ρdρdω
=
r∫
ρ=0
 ρ∫
t=0
∫
|ω|=1
|∇Ψ(z1 + tω)|ρdtdω
 dρ.
Wir betrachten nun die Hilfsfunktion
Φ(ρ) :=
∫∫
Bρ(z1)
|∇Ψ|dxdy =
ρ∫
τ=0
∫
|ω|=1
|∇Ψ(z1 + τω)|τdτdω, ρ ∈ [0, r],
deren Integrand unabha¨ngig von ρ ist. Damit berechnet sich die Ableitung nach ρ
zu
Φ′(ρ) =
∫
|ω|=1
|∇Ψ(z1 + ρω)|ρdω. (4.21)
Unter Beachtung der Ho¨lder-Ungleichung gilt zuna¨chst
Φ(ρ) =
∫∫
Bρ(z1)
|∇Ψ| · 1 dxdy ≤
 ∫∫
Bρ(z1)
|∇Ψ|2dxdy

1/2
·
 ∫∫
Bρ(z1)
dxdy

1/2
≤
√
cρ2α ·
√
piρ2 =
√
cpiρ1+α, ρ ∈ [0, r],
denn aus Bρ(z1) ⊂ Br(z1) mit z1 ∈ Ω˜ und r ≤ R′ ≤ R folgt mit (4.20) insbesondere∫∫
Bρ(z1)
|∇Ψ|2dxdy ≤ cρ2α fu¨r alle ρ ∈ [0, r]. Mit (4.21) folgt dann nach partieller
Integration
ρ∫
t=0
 ∫
|ω|=1
|∇Ψ(z1 + tω)|dω
 dt = ρ∫
t=0
Φ′(t)
t
dt =
[
Φ(t)
t
]ρ
t=0
+
ρ∫
t=0
Φ(t)
t2
dt
≤ √cpi

[
t1+α
t
]ρ
t=0
+
ρ∫
t=0
t1+α
t2
dt
 = √cpi
{
ρα +
[
tα
α
]ρ
t=0
}
=
√
cpi(1 + α)
α
ρα.
Wir erhalten schließlich
I1 =
r∫
ρ=0
ρ
 ρ∫
t=0
∫
|ω|=1
|∇Ψ(z1 + tω)|dtdω
 dρ ≤ √cpi(1 + α)
α
r∫
ρ=0
ρ1+αdρ
=
√
cpi(1 + α)
α(2 + α)
r2+α
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und analog
I2 ≤
√
cpi(1 + α)
α(2 + α)
r2+α.
3. Somit gilt die gewu¨nschte Ho¨lderabscha¨tzung
|Ψ(z2)−Ψ(z1)| ≤ 4
pir2
(I1 + I2) ≤ 4 · 2
√
cpi(1 + α)
piα(2 + α)
r2+α
r2
= 8
√
c
pi
1 + α
α(2 + α)
rα =: C∗(c, α)|z2 − z1|α.
q.e.d.
Wir ko¨nnen nun eine innere Ho¨lderabscha¨tzung fu¨r quasikonforme Abbildungen zeigen
(vgl. [GT], Satz 12.3).
Hilfssatz 4.6 Sei Ψ (K,K ′)-quasikonform in einem Gebiet Ω mit K > 1 und K ′ ≥ 0.
Es gelte weiterhin |Ψ| ≤ M . Sei Ω˜ ⊂⊂ Ω mit dist(Ω˜, ∂Ω) > d gegeben. Dann gilt fu¨r alle
z1, z2 ∈ Ω˜
|Ψ(z2)−Ψ(z1)| ≤ C
∣∣∣∣z2 − z1d
∣∣∣∣α
mit α = K −√K2 − 1 und C = c˜(K)(M +√K ′d).
Beweis: Sei zuna¨chst |z2 − z1| ≤ d2 . Mit R′ = d2 und R = d gilt nach Hilfssatz 4.4
D(r) ≤ C
(r
d
)2α
=
C
d2α
r2α
fu¨r alle r ≤ d2 ≤ d mit C = c1(K)(M2 + K ′d2) und α = α(K) = K −
√
K2 − 1. Gema¨ß
Hilfssatz 4.5 haben wir dann
|Ψ(z2)−Ψ(z1)| ≤ 8
√
C
d2αpi
1 + α
α(2 + α)
|z2 − z1|α
= 8
√
c1(K)(M2 +K ′d2)
pi
1 + α
α(2 + α)
∣∣∣∣z2 − z1d
∣∣∣∣α
≤ c˜1(K)(M +
√
K ′d)
∣∣∣∣z2 − z1d
∣∣∣∣α
mit c˜1(K) = 8
√
c1(K)
pi
1 + α
α(2 + α)
. Fu¨r |z2 − z1| > d2 gilt
|Ψ(z2)−Ψ(z1)| ≤ 2M ≤ 2M
∣∣∣∣∣z2 − z1d
2
∣∣∣∣∣
α
≤ 2 · 2αM
∣∣∣∣z2 − z1d
∣∣∣∣α .
Setzen wir c˜(K) = max{c˜1(K), 2 · 2α(K)}, dann ist der Hilfssatz bewiesen. q.e.d.
Wir fassen unser Ergebnis fu¨r die innere Ho¨lderabscha¨tzung des Gradienten zusammen:
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Satz 4.5 Sei Ω ⊂ R2 ein beschra¨nktes, strikt konvexes Gebiet mit der Randregularita¨t
∂Ω ∈ C2. Zu Randdaten ϕ ∈ C2(∂Ω) betrachten wir eine Lo¨sung ζ ∈ C2(Ω) ∩ C1(Ω) des
Dirichletproblems fu¨r G-minimale Graphen DP(ϕ):
MGζ = 0 in Ω,
ζ = ϕ auf ∂Ω.
Dann gilt die innere Ho¨lderabscha¨tzung des Gradienten
sup
z1,z2∈eΩ
z1 6=z2
|∇ζ(z2)−∇ζ(z1)|
|z2 − z1|α ≤ C2 (4.22)
fu¨r alle Ω˜ ⊂⊂ Ω, dist(Ω˜, ∂Ω) > d, mit einer Konstanten C2 = C2(g0, ‖ϕ‖Ω2 , ∂Ω, d) und
dem Ho¨lderexponenten α = α(g0, ‖ϕ‖Ω2 , ∂Ω).
Beweis: Aus den Voru¨berlegungen zu Beginn dieses Abschnittes wissen wir, dass unter
den Voraussetzungen des Satzes die Abbildung ζx − iζy K-quasikonform in Ω mit K :=
1
2
{1 + (1 + g0)2(1 + C21 )} ist. Wir beachten K ′ = 0 und |ζx − iζy| = |∇ζ| ≤ C1 mit einer
Konstanten C1 = C1(‖ϕ‖Ω2 , ∂Ω). Hilfssatz 4.6 liefert uns dann in jedem Gebiet Ω˜ ⊂⊂ Ω
die Abscha¨tzung
|∇ζ(z2)−∇ζ(z1)|
|z2 − z1|α ≤ C2
fu¨r z1, z2 ∈ Ω˜, z1 6= z2, mit einer Konstanten C2 = c˜(K)C1d−α = C2(g0, ‖ϕ‖Ω2 , ∂Ω, d) und
dem Ho¨lderexponenten α = α(g0, ‖ϕ‖Ω2 , ∂Ω). q.e.d.
Fu¨r eine globale Ho¨lderabscha¨tzung des Gradienten wollen wir ein Spiegelungsprinzip an-
wenden (vgl. [GT], Bemerkung (4) nach Satz 12.3). Dazu erzeugen wir Nullrandwerte fu¨r
unser Dirichletproblem, erhalten damit eine inhomogene Differentialgleichung und biegen
dann noch den Rand lokal gerade. Sei also Ω ein beschra¨nktes, strikt konvexes C2-Gebiet
und ζ ∈ C2(Ω) eine Lo¨sung von DP(ϕ) mit ϕ ∈ C2(Ω). Aufgrund der C1-Abscha¨tzung
von ζ bis zum Rand ko¨nnen wir die DifferentialgleichungMGζ = 0 als lineare, gleichma¨ßig
elliptische Differentialgleichung auffassen und schreiben M′Gζ = 0. Dann definieren wir
η := ζ − ϕ in Ω, so dass η ∈ C2(Ω) das Dirichletproblem
M′Gη =M′Gζ −M′Gϕ = −M′Gϕ =: f in Ω,
η = 0 auf ∂Ω
lo¨st. Aufgrund der Regularita¨t von Ω finden wir fu¨r alle Randpunkte (x0, y0) ∈ ∂Ω eine
offene Kreisscheibe Bˆ = B(x0, y0) um Mittelpunkt (x0, y0) und einen C2-Diffeomorphismus
Ψ : Bˆ → D mit D ⊂ R2 offen, so dass
D+ := Ψ(Bˆ ∩ Ω) ⊂ R2+ = {(x, y) ∈ R2 : y > 0},
I := Ψ(Bˆ ∩ ∂Ω) ⊂ ∂R2+ = {(x, y) ∈ R2 : y = 0},
Ψ ∈ C2(Bˆ), Ψ−1 ∈ C2(D)
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gilt. Dabei werden die Koordinaten (x, y) auf die neuen Koordinaten (ξ, µ) = Ψ(x, y)
abgebildet, und wir setzen η˜(ξ, µ) = η˜(Ψ(x, y)) := η(x, y). Die Differentialgleichung trans-
formiert sich gema¨ß
M˜′Gη˜ := a˜(ξ, µ)η˜ξξ + 2b˜(ξ, µ)η˜ξµ + c˜(ξ, µ)η˜µµ = M′Gη
∣∣
(x,y)=(x(ξ,µ),y(ξ,µ))
= −M˜′Gϕ˜ =: f˜ in Bˆ ∩ Ω
mit
a˜(ξ, µ) = aξ2x + 2bξxξy + cξ
2
y
∣∣
(x,y)=(x(ξ,µ),y(ξ,µ))
,
b˜(ξ, µ) = aξxµx + bξxµy + bξyµx + cξyµy|(x,y)=(x(ξ,µ),y(ξ,µ)) ,
c˜(ξ, µ) = aµ2x + 2bµxµy + cµ
2
y
∣∣
(x,y)=(x(ξ,µ),y(ξ,µ))
.
Somit besitzt der Operator M˜′G die gleiche Struktur und Eigenschaften wie M′G. Insbe-
sondere erwa¨hnen wir, dass die zugeho¨rigen Eigenwerte λ˜ und Λ˜ der Koeffizientenmatrix
nach unten bzw. oben durch Konstanten beschra¨nkt sind, welche nur von den Daten g0,
‖ϕ‖Ω2 und ∂Ω abha¨ngen. Die rechte Seite f˜ ist wegen ϕ ∈ C2(Ω) zudem stetig und nach
sup
D
|f˜ | = sup
Ω
|f | = sup
Ω
|M′Gϕ| ≤ C(‖ϕ‖Ω2 , ∂Ω) =: m
beschra¨nkt. Nach Hilfssatz 4.3 ist die Abbildung p˜− iq˜ = η˜ξ − iη˜µ (k, k′)-quasikonform in
D+ mit k = k(g0, ‖ϕ‖Ω2 , ∂Ω) und k′ = k′(g0, ‖ϕ‖Ω2 , ∂Ω). Wegen η˜ξ = 0 auf µ = 0 ko¨nnen
wir folgende Spiegelung benutzen:
p˜(ξ, µ) =
{
p˜(ξ, µ), (ξ, µ) ∈ D+ ∪ I
−p˜(ξ,−µ), (ξ, µ) ∈ D− ,
q˜(ξ, µ) =
{
q˜(ξ, µ), (ξ, µ) ∈ D+ ∪ I
q˜(ξ,−µ), (ξ, µ) ∈ D− ,
wenn wir noch D− = {(ξ, η) ∈ R2 : (ξ,−η) ∈ D+} setzen. Unter Beachtung von
p˜ξ(ξ, µ) = −p˜ξ(ξ,−µ),
p˜µ(ξ, µ) = p˜µ(ξ,−µ),
q˜ξ(ξ, µ) = q˜ξ(ξ,−µ),
q˜µ(ξ, µ) = −q˜µ(ξ,−µ), (ξ, µ) ∈ D−,
ist p˜ − iq˜ (k, k′)-quasikonform in D = D+ ∪ I ∪ D−, und wir ko¨nnen die innere Ho¨lder-
abscha¨tzung, Hilfssatz 4.6, auf das Gebiet D anwenden. Insbesondere erhalten wir dann
eine Ho¨lderabscha¨tzung fu¨r p˜ − iq˜ auf dem Rand I. Eine Ru¨cktransformation auf unsere
urspru¨nglichen Koordinaten (x, y) liefert uns eine Ho¨lderabscha¨tzung fu¨r p− iq = ζx− iζy
auf ∂Ω. Damit ist folgender Satz bewiesen:
4.5 Graphenkompaktheit 87
Satz 4.6 Sei Ω ⊂ R2 ein beschra¨nktes, strikt konvexes Gebiet mit der Randregularita¨t
∂Ω ∈ C2. Zu Randdaten ϕ ∈ C2(∂Ω) betrachten wir eine Lo¨sung ζ ∈ C2(Ω) des Dirich-
letproblems fu¨r G-minimale Graphen DP(ϕ):
MGζ = 0 in Ω,
ζ = ϕ auf ∂Ω.
Dann gilt die globale Ho¨lderabscha¨tzung des Gradienten
sup
z1,z2∈Ω
z1 6=z2
|∇ζ(z2)−∇ζ(z1)|
|z2 − z1|α ≤ C3 (4.23)
mit einer Konstanten C3 = C3(g0, ‖ϕ‖Ω2 , ∂Ω).
4.5 Graphenkompaktheit
Wir kommen nun zu einem wichtigen Satz fu¨r die Kontinuita¨tsmethode, welcher uns die
Abgeschlossenheit des Problems liefert. Dabei betrachten wir eine konvergente Folge von
Randdaten und die Lo¨sungsfolge der zugeho¨rigen Dirichletprobleme und werden erken-
nen, dass diese als C2+α-Lo¨sung des entsprechenden Dirichletproblems konvergiert. Zum
Beweis beno¨tigen wir die a-priori-Abscha¨tzungen der letzten Abschnitte sowie die Schau-
derabscha¨tzungen aus [S6].
Satz 4.7 (Graphenkompaktheit) Gegeben seien ein beschra¨nktes, strikt konvexes Ge-
biet Ω ⊂ R2 mit C2+α-Jordankurve ∂Ω und eine Folge von Randdaten ϕ(k) ∈ C2+α(∂Ω),
k = 1, 2, . . ., die gleichma¨ßig beschra¨nkt in der C2+α-Norm gema¨ß
‖ϕ(k)‖Ω2+α ≤M fu¨r alle k = 1, 2, . . . ,
sind und im Raum C2(∂Ω) gegen
ϕ(x, y) := lim
k→∞
ϕ(k)(x, y) ∈ C2+α(∂Ω)
konvergieren. Weiter sei die Gewichtsmatrix G = G(Z) ∈ C2+α(R3 \ {0}) gegeben. Dann
besitzt die Folge von Lo¨sungen {ζ(k)}k=1,2,... ⊂ C2+α(Ω) der zugeho¨rigen Dirichletprobleme
DP(ϕ(k)), k = 1, 2, . . ., ein Grenzelement ζ ∈ C2+α(Ω) als Lo¨sung von DP(ϕ).
Beweis: Satz 4.1 aus Abschnitt 4.1 liefert uns die C0-Abscha¨tzung
‖ζ(k)‖Ω0 = sup
Ω
|ζ(k)(x, y)| ≤ sup
∂Ω
|ϕ(k)(x, y)| ≤M, k = 1, 2, . . . .
Die globale Gradientenabscha¨tzung erhalten wir aus der Randgradientenabscha¨tzung, Satz
4.3 aus Abschnitt 4.2, zusammen mit der inneren Gradientenabscha¨tzung, Satz 4.4 aus
Abschnitt 4.3,
‖ζ(k)‖Ω1 = sup
Ω
{|ζ(k)x (x, y)|+ |ζ(k)y (x, y)|}
≤
√
2 sup
Ω
|∇ζ(k)(x, y)| ≤
√
2 sup
∂Ω
|∇ζ(k)(x, y)| ≤
√
2L(M,∂Ω), k = 1, 2, . . . .
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Mit der globalen Ho¨lderabscha¨tzung des Gradienten, Satz 4.6 aus Abschnitt 4.4,
‖ζ(k)‖Ω1,α = sup
z1,z2∈Ω
z1 6=z2
|ζ(k)x (z2)− ζ(k)x (z1)|+ |ζ(k)y (z2)− ζ(k)y (z1)|
|z2 − z1|α
≤
√
2 sup
z1,z2∈Ω
z1 6=z2
|∇ζ(k)(z2)−∇ζ(k)(z1)|
|z2 − z1|α ≤ C3(g0,M, ∂Ω), k = 1, 2, . . . ,
erhalten wir dann die C1+α-Abscha¨tzung
‖ζ(k)‖Ω1+α = ‖ζ(k)‖Ω0 + ‖ζ(k)‖Ω1 + ‖ζ(k)‖Ω1,α ≤ C4(g0,M, ∂Ω), k = 1, 2, . . . . (4.24)
Wir verwenden nun die Schauderabscha¨tzung aus [S6], Kap. IX, §5, Satz 1 und 2, um
eine C2+α-Abscha¨tzung fu¨r die Lo¨sungsfolge {ζ(k)}k=1,2,... zu erreichen. Dazu ko¨nnen wir
unsere Differentialgleichung MGζ(k) = 0 wieder als lineare, gleichma¨ßig elliptische Diffe-
rentialgleichung M′Gζ(k) = 0 betrachten. Die Koeffizienten a, b, c ∈ C2+α(R2) sind wegen
der C1+α-Abscha¨tzung (4.24) in der Cα(Ω)-Norm beschra¨nkt, d.h.
‖a‖Ωα + ‖b‖Ωα + ‖c‖Ωα ≤ H
mit einer Konstanten H > 0. Wir erzeugen uns Nullrandwerte und betrachten fu¨r k =
1, 2, . . . folgende Dirichletprobleme:
η(k) := ζ(k) − ϕ(k) ∈ C2+α(Ω),
M′Gη(k) = −M′Gϕ(k) =: f (k) in Ω,
η(k) = 0 auf ∂Ω.
Fortsetzen der Randwerte ϕ(k) auf ganz Ω, ohne die C2+α-Norm zu vergro¨ßern, liefert uns
zudem die Abscha¨tzung
‖f (k)‖Ωα ≤ C∗ = C∗(H,M).
Damit erhalten wir insgesamt
‖ζ(k)‖Ω2+α ≤ C5‖f (k)‖Ωα ≤ C6 (4.25)
mit einer Konstanten C6 = C6(g0,M, ∂Ω) unabha¨ngig von k. Unter sukzessiver Anwen-
dung des Satzes von Arzela`-Ascoli und der a-priori-Abscha¨tzung (4.25) gehen wir u¨ber
zu einer Teilfolge {ζ(kl)}l=1,2,..., die bis zu ihren zweiten Ableitungen gleichma¨ßig gegen
ζ ∈ C2+α(Ω) konvergiert. Die Funktion ζ lo¨st dann das Dirichletproblem DP(ϕ). q.e.d.
4.6 Graphenstabilita¨t
Um die Offenheit unseres Problems zu zeigen, beweisen wir mit Hilfe einer Fixpunktite-
ration die Graphenstabilita¨t, welche uns fu¨r gesto¨rte Randdaten immer noch eine Lo¨sung
des Dirichletproblems liefert. Dabei mu¨ssen wir fu¨r unser Gebiet Ω nur eine Regula-
rita¨tsvoraussetzung fordern.
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Satz 4.8 (Graphenstabilita¨t) Gegeben sei ein beschra¨nktes C2+α-Gebiet Ω ⊂ R2. Sei
ζ ∈ C2+α(Ω) eine Lo¨sung des Dirichletproblems DP(ϕ) zu Randdaten ϕ ∈ C2+α(∂Ω) und
Gewichtsmatrix G = G(Z) ∈ C2+α(R3 \ {0}). Dann gibt es ein  = (ζ) > 0, so dass fu¨r
alle Randdaten ϕ˜ ∈ C2+α(∂Ω) mit
‖ϕ˜− ϕ‖∂Ω2+α ≤ 
das Problem DP(ϕ˜) lo¨sbar ist.
Beweis: Wir folgen dem Beweis von [S6], Kap. XII, §9, Hilfssatz 4, fu¨r die nichtparame-
trische Gleichung vorgeschriebener mittlerer Kru¨mmung.
1. Wir sto¨ren unsere Ho¨henfunktion ζ mit einer Funktion η ∈ C2+α(Ω) und erhalten
so den neuen Graphen X˜(x, y) = (x, y, ζ(x, y) + η(x, y)) mit dem Normalenvektor
N˜ =
1√
1 + |∇ζ +∇η|2 (−∇ζ −∇η, 1).
ζ + η soll neben ζ auch die Differentialgleichung (4.1) erfu¨llen. Es muss daher
0 = a(ζx + ηx, ζy + ηy)ζxx + 2b(ζx + ηx, ζy + ηy)ζxy + c(ζx + ηx, ζy + ηy)ζyy
+a(ζx + ηx, ζy + ηy)ηxx + 2b(ζx + ηx, ζy + ηy)ηxy + c(ζx + ηx, ζy + ηy)ηyy
(4.26)
gelten, und wir entwickeln die Koeffizienten gema¨ß
a(ζx + ηx, ζy + ηy) = a(ζx, ζy) +
∂a(ζx, ζy)
∂p
ηx +
∂a(ζx, ζy)
∂q
ηy
+
1
2
(
∂2a(p0, q0)
∂p2
η2x + 2
∂2a(p0, q0)
∂p∂q
ηxηy +
∂2a(p0, q0)
∂q2
η2y
)
mit einer Zwischenstelle (p0, q0) = (ζx, ζy) + t · (ηx, ηy), 0 < t < 1. Eine analoge
Entwicklung leiten wir fu¨r die Koeffizienten b und c her. Einsetzen in (4.26) ergibt
eine lineare, elliptische DGL fu¨r η:
Lη := a(ζx, ζy)ηxx + 2b(ζx, ζy)ηxy + c(ζx, ζy)ηyy
+
{
∂a(ζx, ζy)
∂p
ζxx + 2
∂b(ζx, ζy)
∂p
ζxy +
∂c(ζx, ζy)
∂p
ζyy
}
ηx
+
{
∂a(ζx, ζy)
∂q
ζxx + 2
∂b(ζx, ζy)
∂q
ζxy +
∂c(ζx, ζy)
∂q
ζyy
}
ηy
= a(ζx, ζy)ηxx + 2b(ζx, ζy)ηxy + c(ζx, ζy)ηyy + d(x, y)ηx + e(x, y)ηy
= Φ(η) (4.27)
mit den Setzungen
d(x, y) :=
∂a(ζx, ζy)
∂p
ζxx + 2
∂b(ζx, ζy)
∂p
ζxy +
∂c(ζx, ζy)
∂p
ζyy
e(x, y) :=
∂a(ζx, ζy)
∂q
ζxx + 2
∂b(ζx, ζy)
∂q
ζxy +
∂c(ζx, ζy)
∂q
ζyy
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und der rechten Seite
Φ(η) := −
{
1
2
∂2a(p0, q0)
∂p2
ζxx +
∂2b(p0, q0)
∂p2
ζxy +
1
2
∂2c(p0, q0)
∂p2
ζyy
}
η2x
−
{
∂2a(p0, q0)
∂p∂q
ζxx + 2
∂2b(p0, q0)
∂p∂q
ζxy +
∂2c(p0, q0)
∂p∂q
ζyy
}
ηxηy
−
{
1
2
∂2a(p0, q0)
∂q2
ζxx +
∂2b(p0, q0)
∂q2
ζxy +
1
2
∂2c(p0, q0)
∂q2
ζyy
}
η2y
−
{
∂a(ζx, ζy)
∂p
ηxηxx +
∂a(ζx, ζy)
∂q
ηyηxx + 2
∂b(ζx, ζy)
∂p
ηxηxy
+2
∂b(ζx, ζy)
∂q
ηyηxy +
∂c(ζx, ζy)
∂p
ηxηyy +
∂c(ζx, ζy)
∂q
ηyηyy
}
−
{
1
2
∂2a(p0, q0)
∂p2
η2xηxx +
∂2a(p0, q0)
∂p∂q
ηxηyηxx +
1
2
∂2a(p0, q0)
∂q2
η2yηxx
}
−
{
∂2b(p0, q0)
∂p2
η2xηxy + 2
∂2b(p0, q0)
∂p∂q
ηxηyηxy +
∂2b(p0, q0)
∂q2
η2yηxy
}
−
{
1
2
∂2c(p0, q0)
∂p2
η2xηyy +
∂2c(p0, q0)
∂p∂q
ηxηyηyy +
1
2
∂2c(p0, q0)
∂q2
η2yηyy
}
,
die quadratisch und von ho¨herer Ordnung in ηx, ηy, ηxx, ηxy, ηyy ist. Die Koeffizienten
der linearen Differentialgleichung (4.27) sind abha¨ngig von ζx, ζy, ζxx, ζxy, ζyy. Die
Elliptizita¨t von L folgt aus der Elliptizita¨t von MG. Wir wollen die Existenz einer
Lo¨sung der Differentialgleichung (4.27) zeigen. Nach Voraussetzung soll η auf dem
Rand ∂Ω in der C2+α-Norm gema¨ß
‖η‖∂Ω2+α ≤ 
beschra¨nkt sein.
2. Fu¨r die rechte Seite Φ(η) zeigen wir zuna¨chst folgende Kontraktionsbedingung:
‖Φ(η1)− Φ(η2)‖Ωα ≤ C(ρ)‖η1 − η2‖Ω2+α fu¨r alle ηj ∈ C2+α(Ω)
mit ‖ηj‖Ω2+α ≤ ρ, j = 1, 2, (4.28)
wobei C = C(ρ) geeignet zu wa¨hlen ist. Dabei gilt C(ρ) → 0 fu¨r ρ → 0+. Dazu
betrachten wir drei Fa¨lle, die in Linearkombination auf der rechten Seite erscheinen.
(a) Φ(η) = ηxiηxj , i, j = 1, 2:
Φ(η1)− Φ(η2) = η1,xiη1,xj − η2,xiη2,xj
= η1,xiη1,xj − η1,xiη2,xj + η1,xiη2,xj − η2,xiη2,xj
= η1,xi(η1,xj − η2,xj ) + η2,xj (η1,xi − η2,xi)
‖Φ(η1)− Φ(η2)‖α ≤ ρ‖η1,xj − η2,xj‖α + ρ‖η1,xi − η2,xi‖α
≤ C(ρ)‖η1 − η2‖2+α
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(b) Φ(η) = ηxiηxjxk , i, j, k = 1, 2:
Φ(η1)− Φ(η2) = η1,xiη1,xjxk − η2,xiη2,xjxk
= η1,xiη1,xjxk − η1,xiη2,xjxk + η1,xiη2,xjxk − η2,xiη2,xjxk
= η1,xi(η1,xjxk − η2,xjxk) + η2,xjxk(η1,xi − η2,xi)
‖Φ(η1)− Φ(η2)‖α ≤ ρ‖η1,xjxk − η2,xjxk‖α + ρ‖η1,xi − η2,xi‖α
≤ C(ρ)‖η1 − η2‖2+α
(c) Φ(η) = ηxiηxjηxkxl , i, j, k, l = 1, 2:
Φ(η1)− Φ(η2) = η1,xiη1,xjη1,xkxl − η2,xiη2,xjη2,xkxl
= η1,xiη1,xjη1,xkxl − η1,xiη1,xjη2,xkxl + η1,xiη1,xjη2,xkxl
−η1,xiη2,xjη2,xkxl + η1,xiη2,xjη2,xkxl − η2,xiη2,xjη2,xkxl
= η1,xiη1,xj (η1,xkxl − η2,xkxl) + η1,xiη2,xkxl(η1,xj − η2,xj )
+η2,xjη2,xkxl(η1,xi − η2,xi)
‖Φ(η1)− Φ(η2)‖α ≤ ρ2‖η1,xkxl − η2,xkxl‖α + ρ2‖η1,xj − η2,xj‖α
+ρ2‖η1,xi − η2,xi‖α
≤ C(ρ)‖η1 − η2‖2+α
Beachten wir außerdem a, b, c ∈ C2+α(R2), so ist (4.28) gezeigt. Wir bemerken noch
Φ(0) = 0.
3. Mit Hilfe der Schaudertheorie (vgl. [S6], Kap. IX, §5 und §6) lo¨sen wir das lineare
Dirichletproblem
Lη = f in Ω,
η = Ψ auf ∂Ω.
eindeutig durch eine Funktion η ∈ C2+α(Ω) zu jeder rechten Seite f ∈ Cα(Ω) und
allen Randdaten Ψ ∈ C2+α(∂Ω).
Fu¨r Nullrandwerte Ψ ≡ 0 auf ∂Ω setzen wir
C2+α∗ (Ω) := {η ∈ C2+α(Ω) : η = 0 auf ∂Ω}
und schreiben L0 := L|C2+α∗ (Ω) fu¨r die Einschra¨nkung von L auf den Raum C2+α∗ (Ω).
Da der Kern dieses Operators
ker{L0} := {η ∈ C2+α(Ω) : L0η = 0} = {0}
nur aus der 0 besteht, ist f = L0(η) : C2+α∗ (Ω)→ Cα(Ω) invertierbar, und wir haben
nach [S6], Kap. IX, §5, Satz 2, die Schauderabscha¨tzung ‖η‖Ω2+α ≤ C1‖f‖Ωα bzw.
‖L−10 (f)‖Ω2+α ≤ C1‖f‖Ωα fu¨r alle f ∈ Cα(Ω) (4.29)
mit einer positiven Konstanten C1 = C1(g0, ‖ζ‖Ω2+α,Ω).
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4. Zu den Randwerten ‖Ψ‖∂Ω2+α ≤  lo¨sen wir zuna¨chst das Problem
Lη0 = 0 in Ω
η0 = Ψ auf ∂Ω
Dazu mu¨ssen wir die Lo¨sung η0 in der C2+α-Norm durch ihre Randwerte abscha¨tzen.
Die Abscha¨tzung der Lo¨sung in der C0-Norm erhalten wir gema¨ß [S5], Kap. VI, §1,
Satz 1,
‖η0‖Ω0 ≤ sup
∂Ω
|Ψ|.
A¨hnlich wie bei der globalen Ho¨lderabscha¨tzung des Gradienten von ζ (vgl. Abschnitt
4.4) biegen wir nun den Rand lokal gerade und setzen die Randwerte in den umge-
benen Raum fort, ohne die C2+α-Norm zu vergro¨ßern. Wir verzichten dabei auf eine
Umbenennung von Ω und Ψ. Durch Subtraktion der erweiterten Randwerte erhalten
wir fu¨r η˜0 := η0 −Ψ die inhomogene Differentialgleichung mit Nullrandwerten
Lη˜0 = −LΨ in Ω,
η˜0 = 0 auf ∂Ω,
fu¨r welche wir die Schauderabscha¨tzung aus [S6], Kap. IX, §5, Satz 2,
‖η˜0‖Ω2+α ≤ C2‖ − LΨ‖Ωα
mit einer Konstante C2 = C2(g0, ‖ζ‖Ω2+α,Ω) anwenden ko¨nnen. Daraus ergibt sich
‖η0‖Ω2+α − ‖Ψ‖Ω2+α ≤ ‖η0 −Ψ‖Ω2+α = ‖η˜0‖Ω2+α ≤ C2‖ − LΨ‖Ωα
≤ C+2 ‖Ψ‖∂Ω2+α
bzw.
‖η0‖Ω2+α ≤ C3‖Ψ‖∂Ω2+α ≤ C3 ·  (4.30)
mit einer Konstanten C3 = C3(g0, ‖ζ‖Ω2+α,Ω).
5. Methode der sukzessiven Approximation: Nun iterieren wir
Lηk+1 = Φ(ηk) in Ω
ηk+1 = Ψ auf ∂Ω
fu¨r k = 0, 1, 2, . . .. Dann haben wir
L0(ηk+1 − ηk) = L0ηk+1 − L0ηk = Φ(ηk)− Φ(ηk−1),
wobei die Funktion ηk+1 − ηk Nullrandwerte besitzt, und somit L0 invertierbar ist.
Damit gilt fu¨r
ηk+1 − ηk = L−10 (Φ(ηk)− Φ(ηk−1))
die Abscha¨tzung
‖ηk+1 − ηk‖Ω2+α = ‖L−10 (Φ(ηk)− Φ(ηk−1))‖Ω2+α
(4.29)
≤ C1‖Φ(ηk)− Φ(ηk−1)‖Ωα
(4.28)
≤ C1 · C(ρ)‖ηk − ηk−1‖Ω2+α
4.7 Lo¨sung des Dirichletproblems mit der Kontinuita¨tsmethode 93
fu¨r ‖ηk‖Ω2+α ≤ ρ, k = 1, 2, . . .. Wir wa¨hlen nun ρ so klein, dass C1 · C(ρ) ≤ 12 gilt.
Dies ist mo¨glich, da C(ρ)→ 0 fu¨r ρ→ 0+ richtig ist. Damit scha¨tzen wir weiter ab
‖ηk+1 − ηk‖Ω2+α ≤
1
2
‖ηk − ηk−1‖Ω2+α ≤
1
2k
‖η1 − η0‖Ω2+α
≤ 1
2k
{‖η1‖Ω2+α + ‖η0‖Ω2+α} (4.30)≤ C · ρ2k ,
wenn wir  = ρ hinreichend klein wa¨hlen. Wir haben somit eine konvergente Majo-
rante ∞∑
k=0
‖ηk+1 − ηk‖Ω2+α ≤ Cρ ·
∞∑
k=0
1
2k
= 2Cρ < +∞
gefunden. Demnach konvergiert
∞∑
k=0
(ηk+1 − ηk) =: η − η0
im Banachraum C2+α(Ω). Fu¨r hinreichend kleines  gibt es also ein η ∈ C2+α(Ω)
mit Lη = Φ(η).
q.e.d.
4.7 Lo¨sung des Dirichletproblems mit der Kontinuita¨ts-
methode
Wir lo¨sen nun das Dirichletproblem fu¨r ein beschra¨nktes, strikt konvexes C2+α-Gebiet mit
der Kontinuita¨tsmethode.
Satz 4.9 Sei Ω ein beschra¨nktes, strikt konvexes Gebiet mit einer regula¨ren C2+α-Jordan-
kurve ∂Ω als Berandung. Zu vorgegebener Gewichtsmatrix G = G(Z) ∈ C2+α(R3 \ {0})
und Randdaten ϕ ∈ C2+α(∂Ω) existiert dann genau eine Lo¨sung ζ ∈ C2+α(Ω) des Dirich-
letproblems DP(ϕ) fu¨r G-minimale Graphen
MGζ = 0 in Ω,
ζ = ϕ auf ∂Ω.
Beweis: O.B.d.A. nehmen wir an, dass ϕ 6≡ 0 auf ∂Ω gilt, da sonst das Problem trivial
ist. Wir betrachten die Familie von Randwerten ϕt := tϕ, t ∈ [0, 1], und die zugeho¨rigen
Dirichletprobleme DP(ϕt):
ζt ∈ C2+α(Ω),
MGζt = 0 in Ω,
ζt = ϕt auf ∂Ω.
Wir zeigen mit Hilfe der Graphenstabilita¨t und Graphenkompaktheit, dass DP(ϕt) fu¨r je-
des t ∈ [0, 1] eine Lo¨sung besitzt. Fu¨r t = 1 ist dann unser urspru¨ngliches Dirichletproblem
DP(ϕ) gelo¨st.
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1. Fu¨r t = 0 haben wir Nullrandwerte, und es existiert die triviale Start-Lo¨sung ζ0 ≡
0 ∈ C2+α(Ω) gema¨ß Bemerkung 4.2 aus Abschnitt 4.1. Mit der Graphenstabilita¨t,
Satz 4.8 aus Abschnitt 4.6, existiert dann ein  > 0, so dass die Dirichletprobleme
DP(ϕt) fu¨r alle 0 ≤ t ≤ t˜ ≤ ‖ϕ‖∂Ω2+α
lo¨sbar sind.
2. Sei
t0 := sup {t˜ ∈ [0, 1] : DP(ϕt) besitzt eine Lo¨sung fu¨r alle t ≤ t˜} > 0
definiert. Wir wa¨hlen nun eine beliebige Folge {tn}n=1,2,... ⊂ [0, 1] mit 0 ≤ tn <
t0 und lim
n→∞ tn = t0. Dann gibt es nach 1. zu jedem n ∈ N eine Lo¨sung ζtn ∈
C2+α(Ω) von DP(ϕtn). Die Graphenkompaktheit, Satz 4.7 aus Abschnitt 4.5, liefert
uns auch eine Lo¨sung ζt0 := limn→∞ ζtn ∈ C
2+α(Ω) von DP(ϕt0) mit ϕt0 := limn→∞ϕtn .
Angenommen es wa¨re t0 < 1, so finden wir wieder mit der Graphenstabilita¨t ein
 = (ζt0) > 0, so dass DP(ϕt) fu¨r alle t ∈
[
t0 − ‖ϕ‖∂Ω2+α
, t0 +

‖ϕ‖∂Ω2+α
]
lo¨sbar ist.
Dies steht im Widerspruch zur Definition von t0. Also muss t0 = 1 gelten, und wir
haben damit die Existenz einer Lo¨sung unseres Dirichletproblems DP(ϕ) gezeigt.
Die Eindeutigkeit folgt bereits aus Abschnitt 4.1, Satz 4.2. q.e.d.
Diese konstruktive Kontinuita¨tsmethode ko¨nnen wir ebenso in n Dimensionen durch-
fu¨hren. Dafu¨r mu¨ssen wir insbesondere fu¨r den Beweis der globalen Ho¨lderabscha¨tzung
des Gradienten andere Methoden (De Giorgi-Nash-Moser, vgl. [S6], Kap. X, bzw. [GT],
Kap. 13) anwenden. Da wir aber bei der Approximationsmethode im nachfolgendem Ka-
pitel in gewichtet konformen Parametern arbeiten, die nur in zwei Dimensionen eingefu¨hrt
werden ko¨nnen, haben wir uns auf diesen Fall beschra¨nkt.
Kapitel 5
Dirichletproblem fu¨r konvexe
Gebiete
- die Approximationsmethode
Die Idee der folgenden Approximationsmethode stammt aus der Dissertation von Sauvigny
([S1], §4) und wird in diesem Kapitel auf unser Dirichletproblem u¨bertragen. Wir arbei-
ten hier insbesondere in gewichtet konformen Parametern, und die elliptischen Systeme
aus Kapitel 3 kommen zum Einsatz. Von entscheidender Bedeutung ist hierbei der para-
metrische Kompaktheitssatz, fu¨r welchen wir zuna¨chst in Abschnitt 5.1 Abscha¨tzungen
herleiten. Danach approximieren wir allgemeine konvexe Gebiete durch regula¨re, strikt
konvexe Gebiete und wenden darauf die Lo¨sung des zugeho¨rigen Dirichletproblems mit der
Kontinuita¨tsmethode aus Kapitel 4 an. Der parametrische Kompaktheitssatz liefert uns
dann eine Lo¨sung des Dirichletproblems fu¨r konvexe Gebiete: Sei Ω ⊂ R2 ein beschra¨nktes,
konvexes Gebiet mit Rand ∂Ω. Zu gegebener Gewichtsmatrix G = G(Z) ∈ C2+α(R3 \{0})
und stetigen Randwerten ϕ ∈ C0(∂Ω) suchen wir eine Lo¨sung ζ ∈ C2+α(Ω) ∩ C0(Ω) des
Dirichletproblems
MGζ = 0 in Ω,
ζ = ϕ auf ∂Ω.
5.1 A-priori-Abscha¨tzungen
5.1.1 Abscha¨tzung des Oberfla¨cheninhalts
Um ein Stetigkeitsmodul fu¨r den Fla¨chenvektor X zu konstruieren, beno¨tigen wir ins-
besondere eine Abscha¨tzung des Oberfla¨cheninhalts. Wenn G-minimale Graphen X als
kritische Punkte des parametrischen Funktionals
F [X] :=
∫∫
Ω
F (Xu ∧Xv) dudv
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entstehen, erhalten wir als nichtparametrische Euler-Lagrange-Gleichung die Differential-
gleichung sofort in Divergenzform
d
dx
F˜p(ζx, ζy) +
d
dy
F˜q(ζx, ζy) = 0 in Ω
(vgl. Satz 2.6 aus Abschnitt 2.3). In Abschnitt 2.4 haben wir jedoch gezeigt, dass sich
unsere Differentialgleichung fu¨r G-minimale Graphen immer in Divergenzform schreiben
la¨sst. Wir werden nun eine obere Schranke fu¨r den Oberfla¨cheninhalt von Graphen in
Divergenzform beweisen (siehe [Fi1], Hilfssa¨tze 4 bis 6, und [Fr], Abschnitt 2.19).
Satz 5.1 Sei ζ ∈ C2(Ω) ∩ C1(Ω) eine Lo¨sung des Dirichletproblems
d
dx
η(ζx, ζy) +
d
dy
µ(ζx, ζy) = 0 in Ω (5.1)
ζ = ϕ auf ∂Ω
mit vorgeschriebenen Randwerten ϕ ∈ C1(R2). Ferner gelten die Voraussetzungen
(V1) η(p, q)2 + µ(p, q)2 ≤ k20 fu¨r alle (p, q) ∈ Θ2 := {(p, q) ∈ R2 : |(p, q)| ≤ C1} mit
einer Konstanten k0 = k0(C1) ∈ [0,+∞) und C1 aus (4.8)
(V2) m1|ξ|2 ≤ ξ ◦
(
ηp(p˜, q˜) ηq(p˜, q˜)
µp(p˜, q˜) µq(p˜, q˜)
)
◦ ξt, m1 ∈ (0,+∞),
fu¨r alle ξ = (ξ1, ξ2) ∈ R2 und fu¨r alle (p˜, q˜) ∈ R2 mit p˜2 + q˜2 ≤ 1
(V3) η(0, 0) = µ(0, 0) = 0
Dann gilt die Abscha¨tzung
A(ζ) :=
∫∫
Ω
√
1 + |∇ζ|2 dxdy ≤ |Ω|+ k0
m1
‖ζ‖∂Ω0 |∂Ω| (5.2)
mit dem Fla¨cheninhalt |Ω| des Gebietes Ω und der La¨nge |∂Ω| des Randes ∂Ω.
Beweis: Wir setzen p := ζx und q := ζy und betrachten die Funktion
γ(t) := pη(tp, tq) + qµ(tp, tq), t ∈ [0, 1].
Dann gilt nach (V 3)
γ(0) = 0 und γ(1) = pη(p, q) + qµ(p, q).
Fu¨r reelles t ∈ [0, 1] definieren wir eine Zahl m∗1(t) ∈ (0,+∞), so dass gilt
m∗1(t)|ξ|2 ≤ ξ ◦
(
ηp(tp, tq) ηq(tp, tq)
µp(tp, tq) µq(tp, tq)
)
◦ ξt
fu¨r alle ξ ∈ R2. Gema¨ß (V 2) fordern wir dann
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(a) p2 + q2 ≥ 1 ⇒ m∗1(t) ≥ m1 fu¨r t ≤ 1√p2+q2
(b) p2 + q2 ≤ 1 ⇒ m∗1(t) ≥ m1 fu¨r t ≤ 1
Dann gilt in beiden Fa¨llen (tp)2 + (tq)2 = t2(p2 + q2) ≤ 1. Nun differenzieren wir γ und
erhalten
γ′(t) = ηp(tp, tq)p2 + ηq(tp, tq)pq + µp(tp, tq)pq + µq(tp, tq)q2.
Mit der Definition von m∗1(t) ergibt sich m∗1(t)(p2 + q2) ≤ γ′(t) und somit
γ(1) = γ(1)− γ(0) =
1∫
0
γ′(t)dt ≥ (p2 + q2)
1∫
0
m∗1(t)dt.
Wir betrachten die beiden Fa¨lle p2 + q2 ≥ 1 bzw. ≤ 1:
• p2 + q2 ≥ 1: (⇒ 1 ≥ 1√
p2+q2
)
nach (a)⇒ γ(1) ≥ (p2 + q2)
(p2+q2)−
1
2∫
0
m∗1(t)dt
(0≤t≤ 1√
p2+q2
)
≥ (p2 + q2)
(p2+q2)−
1
2∫
0
m1dt
= m1(p2 + q2)
1√
p2 + q2
= m1
√
p2 + q2
• p2 + q2 ≤ 1:
nach (b)⇒ γ(1) ≥ (p2 + q2)
1∫
0
m∗1(t)dt
(0≤t≤1)
≥ (p2 + q2)
1∫
0
m1dt
= m1(p2 + q2)
Insgesamt erhalten wir
γ(1) = pη(p, q) + qµ(p, q) ≥
{
m1(p2 + q2), falls (p2 + q2) ≤ 1
m1
√
p2 + q2, falls (p2 + q2) ≥ 1 . (5.3)
Aus (5.1) wissen wir
div (ζη, ζµ) = pη + qµ+ ζ(
d
dx
η +
d
dy
µ) = pη + qµ.
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Partielle Integration liefert∫∫
Ω
(pη + qµ)dxdy =
∫∫
Ω
div (ζη, ζµ)dxdy =
∫
∂Ω
ζ(η, µ) · νtds
≤ ‖ζ‖∂Ω0
∫
∂Ω
√
η2 + µ2ds
mit dem a¨ußeren Einheitsnormalenvektor ν = ν(s) am Rand ∂Ω. Mit (V 1) ergibt sich
dann ∫∫
Ω
(pη + qµ)dxdy ≤ ‖ζ‖∂Ω0 k0|∂Ω|.
Wir setzen nun Ω = Ω1 ∪ Ω2 mit
Ω1 := {(x, y) ∈ Ω : p2 + q2 ≥ 1},
Ω2 := {(x, y) ∈ Ω : p2 + q2 ≤ 1}.
Fu¨r p2 + q2 ≥ 1 benutzen wir
√
1 + p2 + q2 ≤ 1 +
√
p2 + q2 und erhalten somit∫∫
Ω1
√
1 + p2 + q2dxdy ≤
∫∫
Ω1
dxdy +
∫∫
Ω1
√
p2 + q2dxdy
≤ |Ω1|+ 1
m1
∫∫
Ω1
(pη + qµ)dxdy.
Fu¨r p2 + q2 ≤ 1 beno¨tigen wir
√
1 + p2 + q2 ≤ 1 + p2 + q2, und es folgt∫∫
Ω2
√
1 + p2 + q2dxdy ≤
∫∫
Ω2
dxdy +
∫∫
Ω2
(p2 + q2)dxdy
≤ |Ω2|+ 1
m1
∫∫
Ω2
(pη + qµ)dxdy.
Insgesamt folgt also ∫∫
Ω
√
1 + p2 + q2 dxdy ≤ |Ω|+ k0
m1
‖ζ‖∂Ω0 |∂Ω|.
q.e.d.
Bemerkung 5.1 1. Die isoperimetrische Ungleichung (vgl. [O], Abschnitt 1) erlaubt
uns noch, |Ω| zu eliminieren. Es gilt na¨mlich
|Ω| ≤ |∂Ω|
2
4pi
.
Dies ergibt die Abscha¨tzung
A(ζ) ≤ |∂Ω|
2
4pi
+
k0
m1
‖ζ‖∂Ω0 |∂Ω|. (5.4)
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2. Fu¨r G-minimale Graphen aus einem Variationsproblem genu¨gen die partiellen Ab-
leitungen η = F˜p und µ = F˜q der Dichtefunktion F˜ den Voraussetzungen des Satzes.
Dabei ist (V 1) wegen [JS2], Anhang erfu¨llt. Voraussetzung (V 2) sieht man mit (2.24)
ein. (V 3) kann gema¨ß [JS1], S. 190, mit einer Normalisierung erreicht werden. Mul-
tiplizieren wir na¨mlich eine Konstante und Addieren eine lineare Funktion in p und q
zu F˜ , so bleiben die Extremalen unvera¨ndert, und wir ko¨nnen ∇F˜ (0, 0) = 0 erfu¨llen.
Fu¨r allgemeine G-minimale Graphen haben wir in Abschnitt 2.4 bei der Divergenz-
darstellung nach Bers bereits gezeigt, dass die Voraussetzungen erfu¨llt sind, bzw. die
Differentialgleichung fu¨r G-minimale Graphen so normiert werden kann.
5.1.2 Die ebene Abbildung f und Abscha¨tzung des
Oberfla¨chenelements W
Zuna¨chst pra¨zisieren wir das Einfu¨hren von gewichtet konformen Parametern und erhalten
so wichtige Eigenschaften fu¨r die ebene Abbildung f .
Satz 5.2 Auf einem beschra¨nkten C2+α-Gebiet Ω ⊂ R2, das den Nullpunkt enthalte, sei
eine Lo¨sung ζ = ζ(x, y) ∈ C2+α(Ω) der G-Minimalfla¨chengleichung
MGζ = a(ζx, ζy)ζxx + 2b(ζx, ζy)ζxy + c(ζx, ζy)ζyy = 0 in Ω
gegeben. Dann gibt es einen C2+α-Diffeomorphismus
f : B → Ω ∈ C2+α(B), w = (u, v) 7→ f(w) = (x, y),
mit
Jf = xuyv − xvyu > 0 in B,
f(0, 0) = (0, 0), (5.5)
f(∂B) = ∂Ω,
so dass die umparametrisierte Fla¨che
X(w) : B → R3 ∈ C2+α(B), X(w) := (f(w), ζ ◦ f(w)),
in gewichtet konformen Parametern vorliegt. Sie genu¨gt den Gleichungen
∆X = (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv
Xu ◦G(N) ◦Xtu = Xv ◦G(N) ◦Xtv, Xu ◦G(N) ◦Xtv = 0 in B (5.6)
mit den gewichteten Korrekturtermen Ωkii aus (1.33) in Abschnitt 1.5. Die Abbildung f
genu¨gt einem Stetigkeitsmodul: Fu¨r alle  > 0 existiert eine Funktion δ() : (0,∞) →(
0, 14
)
, welche nur von den Daten g0, k0,m1, ‖ζ‖∂Ω0 , |∂Ω| abha¨ngt, so dass fu¨r alle w,w′ ∈ B
mit |w − w′| ≤ δ() die Oszillationsabscha¨tzung
|f(w)− f(w′)| ≤  (5.7)
folgt.
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Beweis: Mittels des Uniformisierungssatzes fu¨hren wir gewichtet konforme Parameter
ein (siehe hierzu [S6], Kap. XII, §8). Es existiert dann ein C2+α-Diffeomorphismus f
mit den Eigenschaften (5.5). Mit Hilfe des Abbildungsgrades sieht man dann ein, dass
f : B → Ω eine topologische Abbildung ist. In Abschnitt 3.1 haben wir gezeigt, dass die
umparametrisierte Fla¨che die Gleichungen (5.6) erfu¨llt.
Ein Stetigkeitsmodul fu¨r die ebene Abbildung f leiten wir mit Hilfe der Abscha¨tzung des
Fla¨cheninhalts fu¨r Graphen, der Abscha¨tzung des Dirichletintegrals und dem Courant-
Lebesgue-Lemma her. Satz 5.1 und Bemerkung 5.1 liefern uns zuna¨chst
A(ζ) ≤ |∂Ω|
2
4pi
+
k0
m1
‖ζ‖∂Ω0 |∂Ω|.
Aufgrund der gewichteten Konformita¨tsrelationen erhalten wir ebenfalls eine Abscha¨tzung
des Dirichletintegrals
DB(f) :=
∫∫
B
{|fu(u, v)|2 + |fv(u, v)|2}dudv ≤
∫∫
B
{|Xu(u, v)|2 + |Xv(u, v)|2}dudv
≤ (1 + g0)
∫∫
B
{Xu(u, v) ◦G(N) ◦Xu(u, v)t +Xv(u, v) ◦G(N) ◦Xv(u, v)t}dudv
= 2(1 + g0)
∫∫
B
|Xu ∧Xv(u, v)|dudv = 2(1 + g0)A(X) = 2(1 + g0)A(ζ)
≤ A(g0, k0,m1, ‖ζ‖∂Ω0 , |∂Ω|). (5.8)
Gema¨ß [S6], Kap. XII, §5, Satz 3, zeigen wir fu¨r beliebiges δ ∈ (0, 14) die Abscha¨tzung
|f(w1)− f(w0)| ≤ 4
√
piA
− log δ (5.9)
fu¨r alle w0, w1 ∈ B mit |w1 − w0| ≤ δ. O.B.d.A. ko¨nnen wir dabei
4
√
piA
− log δ < d
mit dem Durchmesser d := diam(Ω) des Gebietes Ω annehmen, da die Abscha¨tzung sonst
trivial wa¨re. Sei dazu also w0 ∈ B ein beliebiger Punkt und δ ∈
(
0, 14
)
. Das Courant-
Lebesgue-Lemma (vgl. [S5], Kap. I, §5, Satz 3) liefert dann die Existenz einer Zahl δ∗ ∈
[δ,
√
δ], so dass ∫
|w−w0|=δ∗
w∈B
|df(w)| ≤ 2
√
piA
− log δ (5.10)
gilt. Wir definieren dann folgende Mengen
D := {w ∈ B : |w − w0| ≤ δ∗}, γ := {w ∈ B : |w − w0| = δ∗}
mit ihren topologischen Bildern Dˆ := f(D) und γˆ := f(γ). Wir unterscheiden nun zwei
Fa¨lle:
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(a) D ⊂ B: Dann gilt ∂Dˆ = γˆ, und wir haben fu¨r die La¨nge von γˆ die Abscha¨tzung
L(γˆ) ≤ 2
√
piA
− log δ .
Da die Abbildung f topologisch ist, erhalten wir
|f(w)− f(w0)| ≤ 2
√
piA
− log δ fu¨r alle w ∈ D.
(b) ∂D ∩ ∂B 6= ∅: Dann gibt es einen Punkt w ∈ γ ∩ ∂B, fu¨r den zˆ = f(w) ∈ γˆ ∩ ∂Ω
gilt. Die Abscha¨tzung (5.10) liefert
γˆ ⊂ Σ :=
{
z ∈ C : |z − zˆ| ≤ 2
√
piA
− log δ
}
. (5.11)
Durch eine Translation kann man |zˆ| = d
2
erreichen. Mit
2
√
piA
− log δ <
d
2
folgt 0 /∈ Σ. Wegen δ∗ ≤ √δ < 12 und ∂D ∩ ∂B 6= ∅ gilt dann ebenso 0 /∈ D. Wa¨re
na¨mlich 0 ∈ D, so wu¨rde fu¨r w ∈ ∂D ∩ ∂B ⊂ D aus
|w| − |w0| ≤ |w − w0| ≤ δ∗ < 12
und |0− w0| ≤ δ∗ < 12 die Abscha¨tzung
|w| < 1
2
+ |w0| < 1
gelten, im Widerspruch zu |w| = 1. Damit ist 0 /∈ D gezeigt. Da f : B → Ω
topologisch und nullpunkttreu ist, folgt aus γˆ ⊂ Σ die Inklusion Dˆ ⊂ Σ. Damit
erhalten wir fu¨r alle w ∈ D die Abscha¨tzung
|f(w)− f(w0) ≤ |f(w)− f(w)|+ |f(w)− f(w0)| ≤ 4
√
piA
− log δ
aus (5.11)
Wegen δ ≤ δ∗ und daraus schlußfolgernd {w ∈ B : |w − w0| ≤ δ} ⊂ D gilt obige
Behauptung (5.9). Weiter haben wir
|f(w1)− f(w0)| ≤ 4
√
piA
− log δ ≤ 4
√
piA
− log(4δ) = 
fu¨r alle w0, w1 ∈ B mit |w1 − w0| ≤ δ, wenn wir δ = δ() = 14 exp
(
−16piA
2
)
∈
(
0,
1
4
)
wa¨hlen. Aus A = A(g0, k0,m1, ‖ζ‖∂Ω0 , |∂Ω|) folgt noch die Abha¨ngigkeit von δ. q.e.d.
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Bemerkung 5.2 Fu¨r die Regularita¨t ζ ∈ C3+α(Ω) ∩ C0(Ω) erhalten wir abweichend
f : B → Ω ∈ C2+α(B) ∩ C0(B) mit Jf > 0 in B.
Wir wollen nun einen Hilfssatz fu¨r die ebene Abbildung f zeigen (vgl. [S3], Hilfssatz
4), der uns spa¨ter die gewu¨nschte Differentialungleichung |∆f | ≤ C|∇f | im Beweis des
parametrischen Kompaktheitssatzes liefert.
Hilfssatz 5.1 Der G-minimale Graph
X(u, v) = (x1(u, v), x2(u, v), x3(u, v)) = (f(u, v), ζ ◦ f(u, v)) : B → R3
liege in gewichtet konformen Parametern vor. Dann gibt es eine Konstante C∗ = C∗(g0),
so dass die Ungleichung
|∇X(u, v)|2 ≤ C∗|∇f(u, v)|2, (u, v) ∈ B, (5.12)
richtig ist.
Beweis: Aus der Elliptizita¨t der Gewichtsmatrix G = (Gij)i,j=1,2,3,
1
1 + g0
|ξ|2 ≤ ξt ◦G ◦ ξ ≤ (1 + g0)|ξ|2 fu¨r alle ξ ∈ R3, (5.13)
folgern wir
0 <
1
1 + g0
≤ Gii ≤ 1 + g0 (5.14)
|Gij | ≤ 2(1 + g0), i 6= j. (5.15)
Die erste Ungleichung sehen wir mit Hilfe von ξ = ei (i-ter Einheitsvektor) wegen
1
1 + g0
=
1
1 + g0
|ξ|2 ≤ ξ ◦G ◦ ξt = Gii ≤ (1 + g0)|ξ|2 = 1 + g0
ein. Fu¨r die zweite Ungleichung wa¨hlen wir ξ = ei + ej fu¨r i 6= j und erhalten
2|Gij | = |ξ ◦G ◦ ξt −Gii(ξi)2 −Gjj(ξj)2|
≤ ξ ◦G ◦ ξt +Gii(ξi)2 +Gjj(ξj)2
(5.13),(5.14)
≤ (1 + g0)|ξ|2 + 2(1 + g0) = 4(1 + g0),
woraus |Gij | ≤ 2(1 + g0), i 6= j folgt. Fu¨r i = j haben wir bereits (5.14). Insgesamt gilt
also
|Gij | ≤ c1(g0), i, j = 1, 2, 3.
Wir verwenden die gewichteten Konformita¨tsrelationen in komplexer Form aus (1.24) in
Abschnitt 1.4
Xw ◦G ◦Xtw = 0, w = u+ iv ∈ B,
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um die dritte Komponente x3w wie folgt zu eliminieren:
1
1 + g0
|x3w|2 ≤ |G33x3wx3w|
= |G11x1wx1w + 2G12x1wx2w + 2G13x1wx3w + 2G23x2wx3w
+G22x2wx
2
w|
≤ c1(g0)
{|x1w|2 + |x2w|2 + 2|x1w||x2w|+ 2|x1w||x3w|
+2|x2w||x3w|
}
.
Mit 2ab ≤ 1a2 + b2,  > 0 beliebig, folgern wir
a2 + b2 + 2ab+ 2ac+ 2bc ≤ 2(a2 + b2) + 2ac+ 2bc
≤ 2(a2 + b2) + 1

a2 + c2 +
1

b2 + c2
=
(
2 +
1

)
(a2 + b2) + 2c2
Wir ko¨nnen obige Ungleichung fortsetzen und erhalten
1
1 + g0
|x3w|2 ≤
(
2 +
1

)
c1(g0)(|x1w|2 + |x2w|2) + 2c1(g0)|x3w|2
⇔
(
1
1 + g0
− 2c1(g0)
)
|x3w|2 ≤
(
2 +
1

)
c1(g0)(|x1w|2 + |x2w|2)
⇔ |x3w|2 ≤ c2(g0)(|x1w|2 + |x2w|2)
⇔ 1
4
((x3u)
2 + (x3v)
2) ≤ c2(g0)
(
1
4
((x1u)
2 + (x1v)
2) +
1
4
((x2u)
2 + (x2v)
2)
)
⇔ |∇x3|2 ≤ c2(g0)|∇f |2,
wenn wir  hinreichend klein wa¨hlen, so dass 11+g0 − 2c1(g0) > 0 erfu¨llt ist. Dann gilt
weiter
|∇X|2 = |∇f |2 + |∇x3|2 ≤ (1 + c2(g0))|∇f |2.
q.e.d.
Fu¨r unseren parametrischen Kompaktheitssatz beno¨tigen wir eine Abscha¨tzung des Ober-
fla¨chenelements nach unten, die wir nun erbringen wollen.
Satz 5.3 Sei der gewichtet konform parametrisierte G-minimale Graph X = X(u, v) =
(f(u, v), ζ ◦ f(u, v)) ∈ C2+α(B) ∩ C0(B) gegeben. Weiter gelte fu¨r die ebene Abbildung
f die Differentialungleichung |∆f | ≤ C|∇f | in B. Dann gibt es fu¨r jedes r ∈ (0, 1) eine
Konstante
c = c(C, g0, k0,m1, ‖ζ‖∂Ω0 , |∂Ω|, r),
so dass wir fu¨r das Oberfla¨chenelement W eine Abscha¨tzung nach unten,
W ≥ c > 0 in Br, (5.16)
haben.
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Beweis: Zuna¨chst scha¨tzen wir wie folgt ab:
Jf = xuyv − xvyu ≤ |xuyv|+ |xvyu| ≤ |xu||yv|+ |xv||yu|
≤ |xu|2 + |yv|2 + |xv|2 + |yu|2 = |∇f |2 ≤ |Xu|2 + |Xv|2.
Mit
1
1 + g0
|Xui |2 ≤ Xui ◦ G(N) ◦Xtui , i = 1, 2, folgt dann in gewichtet konformen Para-
metern
2W = Xu ◦G(N) ◦Xtu +Xv ◦G(N) ◦Xtv ≥
1
1 + g0
(|Xu|2 + |Xv|2) ≥ 11 + g0 |∇f |2.
Die Verzerrungsabscha¨tzung von Heinz (vgl. [S6], Kap. XII, §5, Satz 3) liefert
|∇f(u, v)| ≥ Θ(C,A, r) > 0, (u, v) ∈ Br,
mit der Konstanten A aus (5.8). Als Voraussetzungen beno¨tigen wir f : B → Ω ∈ C2(B)∩
C0(B) topologisch, f(0, 0) = (0, 0), Jf (w) > 0 in B und DB(f) ≤ const, welche wir aus
Satz 5.2 gewinnen. Wir beachten noch, dass wir im Beweis der Verzerrungsabscha¨tzung
das Bildgebiet B durch Ω ersetzen ko¨nnen. Wir erhalten insgesamt
W (u, v) ≥ 1
2(1 + g0)
|∇f(u, v)|2 ≥ 1
2(1 + g0)
Θ(C,A, r)2 > 0, (u, v) ∈ Br.
q.e.d.
5.1.3 Stetigkeitsmodule fu¨r X und N
Fu¨r den Beweis des parametrischen Kompaktheitssatzes in Abschnitt 5.2 beno¨tigen wir
einen Stetigkeitsmodul fu¨r den Normalenvektor N im Innern sowie einen Stetigkeitsmodul
fu¨r den Fla¨chenvektor X bis zum Rand. Wir beginnen zuna¨chst mit einem Einschließungs-
satz fu¨r G-Minimalfla¨chen (vgl. [Fr], Abschnitt 2.9.3).
Hilfssatz 5.2 Die gewichtet konform parametrisierte G-Minimalfla¨che X : B → R3 sei
gegeben. Weiter sei Kr ⊂ R3 die kleinste Kugel, welche die Randkurve X(∂B) entha¨lt,
also X(∂B) ⊂ Kr. Dann gilt
X(B) ⊂ Kr.
Beweis: Zuna¨chst bemerken wir, dass G-Minimalfla¨chen nach (2.4) aus Abschnitt 2.1
nichtpositive Gaußsche Kru¨mmung K ≤ 0 besitzen. Angenommen, es existiert ein Punkt
w0 ∈ B mit X(w0) 6∈ Kr. Dann gibt es aus Gru¨nden der Kompaktheit einen weiteren
inneren Punkt w1 ∈ B, so dass der Fla¨chenpunkt X(w1) die Spha¨re S2R ⊂ R3 vom Radius
R > r beru¨hrt. Dort gilt fu¨r die Gaußsche Kru¨mmung K(w1) ≥ 1R2 > 0, womit wir einen
Widerspruch erzeugt haben. q.e.d.
Der G-minimale Graph X = X(u, v) = (f(u, v), ζ ◦ f(u, v)) ∈ C2+α(B) liege nun in
gewichtet konformen Parametern vor. Dann geho¨rt die einfach geschlossene Jordankurve
Γ˜ := {(u, v, ζ˜(u, v)) ∈ R3 : (u, v) ∈ ∂B} mit ζ˜(u, v) := ζ ◦ f(u, v), (u, v) ∈ B, zur Klasse
C2+α, und folgende Bogen-Sehnen-Bedingung gilt (siehe [N], §23 und §24): Seien z1, z2 ∈ Γ˜
5.1 A priori-Abscha¨tzungen 105
gewa¨hlt und Γ˜ = Γ˜1∪Γ˜2 eine Zerlegung in zwei zusammenha¨ngende, abgeschlossene Bo¨gen
Γ˜1 und Γ˜2 mit Endpunkten z1, z2. Dann gibt es zu jedem  > 0 ein η = η(), so dass fu¨r
beliebige z1, z2 ∈ Γ˜ mit |z1 − z2| ≤ η folgt
min(diam Γ˜1, diam Γ˜2) ≤ .
Die Oberfla¨cheninhaltsabscha¨tzung, Satz 5.1, liefert uns eine Abscha¨tzung fu¨r das Dirich-
letintegral gema¨ß
DB(X) :=
∫∫
B
{|Xu|2 + |Xv|2}dudv
≤ (1 + g0)
∫∫
B
{Xu(u, v) ◦G(N) ◦Xu(u, v)t +Xv(u, v) ◦G(N) ◦Xv(u, v)t}dudv
= 2(1 + g0)
∫∫
B
|Xu ∧Xv(u, v)|dudv = 2(1 + g0)A(X) = 2(1 + g0)A(ζ)
≤ A(g0, k0,m1, ‖ζ‖∂Ω0 , |∂Ω|).
Das Courant-Lebesgue-Lemma liefert dann zu jedem w0 ∈ B und δ ∈ (0, 1) ein δ∗ =
δ∗(w0, δ) ∈ [δ,
√
δ] mit
L :=
∫
|w−w0|=δ∗
w∈B
|dX(w)| ≤ 2
√
piA
− log δ =: C(δ). (5.17)
Wegen C(δ) → 0 fu¨r δ → 0 ko¨nnen wir 0 < δ < 1
4
so klein wa¨hlen, dass zu 0 <  <
dist((0, 0), ∂Ω) die Konstante C(δ) die Bedingung
C(δ) ≤ min
(
η
( 
2
)
,

2
)
mit η() aus der Bogen-Sehnen-Bedingung erfu¨llt.
Setzen wir U = Uδ∗(w0) := {w ∈ B : |w − w0| ≤ δ∗}, so ko¨nnen wir den Rand ∂U von U
in zwei Mengen zerlegen
γ := {w ∈ B : |w − w0| = δ∗},
β := {w ∈ ∂B : |w − w0| ≤ δ∗},
wobei β auch leer sein kann. Abscha¨tzung (5.17) liefert dann eine obere Schranke an die
La¨nge L der Kurve X(γ), und es ist
|X(w1)−X(w2)| ≤ L ≤ C(δ) ≤ 2 fu¨r w1, w2 ∈ γ (5.18)
richtig. Sei nun β nichtleer, dann finden wir zwei Punkte z1, z2 mit {z1, z2} = γ ∩ β und
zerlegen die Randkurve X(∂B) in die beiden zusammenha¨ngenden Teilbo¨gen X(β) und
X(α) mit
α := ∂B \ β = {w ∈ ∂B : |w − w0| ≥ δ∗},
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fu¨r welche die Bogen-Sehnen-Bedingung die Ungleichung
min(diamX(β),diamX(α)) ≤ 
2
liefert. Nehmen wir an, es gilt
diamX(α) ≤ 
2
, (5.19)
dann folgt
diam f(α) ≤ 
2
.
Die Kurve f(α)∪ f(γ) = f(α∪ γ) ist eine einfach geschlossene Jordankurve im R2, welche
das Gebiet f(B \ U) berandet. Aus (5.18) und (5.19) folgt
diam f(α ∪ γ) ≤ 
2
+

2
= 
und weiter
diam f(B \ U) ≤ diam f(α ∪ γ) ≤ . (5.20)
Wegen δ < 14 haben wir (0, 0) ∈ B \ U und somit f(0, 0) = (0, 0) ∈ f(B \ U). Das fu¨hrt
uns aber zur Abscha¨tzung
diam f(B \ U) ≥ |f(0, 0)− f(z1)| ≥ dist((0, 0), ∂Ω) > ,
im Widerspruch zu (5.20). Somit gilt
diamX(β) ≤ 
2
.
Wir erhalten daraus
|X(w˜1)−X(w˜2)| ≤ 2 fu¨r w˜1, w˜2 ∈ β.
Zusammen erhalten wir fu¨r Randpunkte w1, w2 ∈ ∂U die Abscha¨tzung
|X(w1)−X(w2)| ≤ .
Falls β leer ist, folgt diese Ungleichung sofort aus (5.18). Es gibt also ein a = (a1, a2, a3) ∈
R3 mit
X(∂U) ⊂ K(a) := {(x1, x2, x3) ∈ R3 : (x1 − a1)2 + (x2 − a2)2 + (x3 − a3)2 < 2}.
Der Einschließungssatz, Hilfssatz 5.2, liefert uns schließlich eine Abscha¨tzung im Innern,
X(U) ⊂ K(a), woraus
|X(w1)−X(w2)| ≤ |X(w1)− a|+ |X(w2)− a| ≤ +  = 2, w1, w2 ∈ U,
abgeleitet werden kann. Da w0 ∈ B beliebig gewa¨hlt war, folgt: Zu jedem  > 0 existiert
ein δ = δ(), so dass es fu¨r jedes w0 ∈ B ein δ∗(w0) ≥ δ gibt, fu¨r welches die Abscha¨tzung
|X(w0)−X(w1)| ≤ 2 fu¨r alle w1 ∈ B mit |w0 − w1| ≤ δ∗
gilt. Wir haben damit einen Stetigkeitsmodul fu¨r X bis zum Rand bewiesen und fassen
zusammen
5.1 A priori-Abscha¨tzungen 107
Hilfssatz 5.3 Sei X ein G-minimaler Graph in gewichtet konformen Parametern. Dann
genu¨gt X dem Stetigkeitsmodul: Fu¨r alle  > 0 existiert ein δ = δ() > 0, so dass fu¨r alle
w0, w1 ∈ B mit |w0 − w1| ≤ δ die Oszillationsabscha¨tzung
|X(w0)−X(w1)| ≤ 2
gilt.
Fu¨r den Stetigkeitsmodul des Normalenvektors N verwenden wir die stereographische Pro-
jektion, angewendet auf N , und zeigen die Quasikonformita¨t dieser ebenen Abbildung. Die
innere Ho¨lderabscha¨tzung (Hilfssatz 4.6 aus Abschnitt 4.4) liefert uns dann den Stetig-
keitsmodul. Fu¨r die Herleitung verweisen wir auf [S3], §8, bzw. [Fr], Abschnitt 2.25.
Sei dazu also die gewichtet konform parametrisierte G-Minimalfla¨che X mit der Normalen
N , die der Ungleichung
N · et3 ≥ cosω in B (5.21)
mit e3 = (0, 0, 1) und einem Winkel ω ∈ [0, pi) genu¨ge, gegeben. Betrachten wir die
spha¨rische Kappe S2ω := {Z ∈ S2 : Z · et3 ≥ cosω}, die eine Umgebung des Su¨dpols
ausla¨sst, so gilt also N(u, v) ∈ S2ω fu¨r (u, v) ∈ B. Sei nun SP : S2ω → R2 die stereographi-
sche Projektion (siehe z.B. [BL], S. 232 und S. 240) mit
SP(z1, z2, z3) = (ξ, η) :=
(
z1
1 + z3
,
z2
1 + z3
)
sowie der Umkehrabbildung
SP−1(ξ, η) =
(
2ξ
1 + ξ2 + η2
,
2η
1 + ξ2 + η2
,
1− ξ2 − η2
1 + ξ2 + η2
)
.
Mit Hilfe der Kugelkoordinaten
z1 = sinϑ cosϕ, z2 = sinϑ sinϕ, z3 = cosϑ, ϑ ∈ [0, pi), ϕ ∈ [0, 2pi),
erhalten wir
SP(ϑ, ϕ) =
(
sinϑ cosϕ
1 + cosϑ
,
sinϑ sinϕ
1 + cosϑ
)
.
La¨ngen werden bei der stereographischen Projektion verzerrt dargestellt. Wir bezeichnen
mit σ = σ(z1, z2, z3) die Verzerrung unter SP und mit
χ = χ(ξ, η) = σ(z1(ξ, η), z2(. . .), z3(. . .))−1
die Verzerrung unter SP−1. Es gilt
σ(z1, z2, z3) =
1
1 + z3
=
1
1 + cosϑ
= σ(ϑ, ϕ),
χ(ξ, η) =
2
1 + ξ2 + η2
= 1 + cosϑ = χ(ϑ, ϕ).
Wir betrachten nun die ebene Abbildung
Φ(u, v) = (Φ1(u, v),Φ2(u, v)) := SP(N(u, v)), (u, v) ∈ B,
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wobei die Normale N die Bedingung N(u, v) ∈ S2ω, (u, v) ∈ B, mit einem ω ∈ [0, pi) erfu¨lle,
und zeigen die Beschra¨nktheit
|Φ(u, v)| ≤ sinω
1 + cosω
, (u, v) ∈ B, (5.22)
sowie die Quasikonformita¨t
|Φ1u|2 + |Φ2u|2 + |Φ1v|2 + |Φ2v|2 ≤ 2(1 + g0)(Φ1uΦ2v − Φ1vΦ2u) in B. (5.23)
mit der Exzentrizita¨t K = 1 + g0. Es gilt zuna¨chst
|SP(ϑ, ϕ)| = sinϑ
1 + cosϑ
, ϑ ∈ [0, ω],
wobei der Ausdruck auf der rechten Seite eine monoton wachsende und stetige Funktion
in ϑ darstellt. Demnach wird das Maximum fu¨r ϑ = ω angenommen, und wir haben (5.22)
gezeigt.
Weiter gilt fu¨r die Verzerrung χ(ϑ, ϕ) = 1+cosϑ der Abbildung SP−1 - eine in ϑ monoton
fallende und stetige Funktion - die Abscha¨tzung
0 < 1 + cosω ≤ χ(ξ, η) ≤ 2, (5.24)
falls SP−1(ξ, η) ∈ S2ω. Somit ist folgende (2× 2)-Matrix fu¨r (u, v) ∈ B wohldefiniert
M(u, v) :=
1
χ(Φ(u, v))2
∂(ξ,η)SP
−1(Φ(u, v)) ◦G(N(u, v))−1 ◦ ∂(ξ,η)SP−1(Φ(u, v))t
mit
∂(ξ,η)SP
−1(ξ, η) :=
(
z1ξ (ξ, η) z
2
ξ (. . .) z
3
ξ (. . .)
z1η(ξ, η) z
2
η(. . .) z
3
η(. . .)
)
=
(
Zξ
Zη
)
.
Wir zeigen mit Hilfe der Eigenschaft (G3) der Gewichtsmatrix G eine Elliptizita¨tseigen-
schaft fu¨r M = M(u, v), na¨mlich
1
1 + g0
|µ|2 ≤ µ ◦M(u, v) ◦ µt ≤ (1 + g0)|µ|2, (u, v) ∈ B, fu¨r alle µ ∈ R2. (5.25)
Mit
z1ξ =
2(1− ξ2 + η2)
(1 + ξ2 + η2)2
, z2η =
2(1 + ξ2 − η2)
(1 + ξ2 + η2)2
z2ξ =
−4ξη
(1 + ξ2 + η2)2
= z1η
z3ξ =
−4ξ
(1 + ξ2 + η2)2
, z3η =
−4η
(1 + ξ2 + η2)2
ergibt sich zuna¨chst
|Zξ|2 = χ2 = |Zη|2, Zξ · Ztη = 0,
woraus
|µ ◦ ∂(ξ,η)SP−1(ξ, η)|2 = χ(ξ, η)2|µ|2
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folgt. Damit gilt
1
1 + g0
|µ|2 = 1
χ(Φ)2
1
1 + g0
|µ ◦ ∂(ξ,η)SP−1(ξ, η)|2
≤ 1
χ(Φ)2
(
µ ◦ ∂(ξ,η)SP−1(Φ)
) ◦G(N)−1 ◦ (µ ◦ ∂(ξ,η)SP−1(Φ))t
≤ 1
χ(Φ)2
(1 + g0)|µ ◦ ∂(ξ,η)SP−1(ξ, η)|2
= (1 + g0)|µ|2,
womit (5.25) gezeigt ist. Es gilt mit den Eigenschaften (G2) und (G4) der Gewichtsmatrix
G weiterhin
detM(u, v) = 1, (u, v) ∈ B. (5.26)
Denn wir berechnen mit Zξ ·Zt = 0 = Zη ·Zt, was durch Ableiten von Z ·Zt = 1 gilt, und
dem Determinantenmultiplikationssatz
det
(
∂(ξ,η)SP
−1(ξ, η) ◦G(Z)−1 ◦ ∂(ξ,η)SP−1(ξ, η)t
)
= det
 Zξ ◦G(Z)−1 ◦ Ztξ Zξ ◦G(Z)−1 ◦ Ztη 0Zη ◦G(Z)−1 ◦ Ztξ Zη ◦G(Z)−1 ◦ Ztη 0
0 0 1

= det
 Zξ ◦G(Z)−1 ◦ Ztξ Zξ ◦G(Z)−1 ◦ Ztη Zξ ◦G(Z)−1 ◦ ZtZη ◦G(Z)−1 ◦ Ztξ Zη ◦G(Z)−1 ◦ Ztη Zη ◦G(Z)−1 ◦ Zt
Z ◦G(Z)−1 ◦ Ztξ Z ◦G(Z)−1 ◦ Ztη Z ◦G(Z)−1 ◦ Zt

= det
{
(Zξ, Zη, Z)t ◦G(Z)−1 ◦ (Ztξ, Ztη, Zt)
}
= det
{
(Zξ, Zη, Z)t · (Ztξ, Ztη, Zt)
} · detG(Z)−1
= det
 |Zξ|2 Zξ · Ztη 0Zξ · Ztη |Zη|2 0
0 0 1
 = χ(ξ, η)4,
wenn wir noch Z ◦G(Z)−1 = Z und detG(Z)−1 = 1 beachten.
Der lineare Zusammenhang der gewichteten Fundamentalfolgen, Satz 1.2 aus Abschnitt
1.3, liefert uns fu¨r HG ≡ 0 und in gewichtet konformen Parametern die Identita¨t
∂(u,v)Φ(u, v) ◦M(u, v) ◦ ∂(u,v)Φ(u, v)t
=
1
χ(Φ(u, v))2
∂(u,v)N(u, v) ◦G(N(u, v))−1 ◦ ∂(u,v)N(u, v)t
= − K(u, v)
χ(Φ(u, v))2
∂(u,v)X(u, v) ◦G(N(u, v)) ◦ ∂(u,v)X(u, v)t
= −K(u, v)W (u, v)
χ(Φ(u, v))2
E2, (u, v) ∈ B,
wenn wir noch N(u, v) = SP−1(Φ(u, v)) und somit
∂(u,v)N(u, v) = ∂(u,v)Φ(u, v) ◦ ∂(ξ,η)SP−1(Φ(u, v))
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beachten. Mit
det(∂Φ ◦M ◦ ∂Φt) = K
2W 2
χ(Φ)4
,
spur(∂Φ ◦M ◦ ∂Φt) = − 2KW
χ(Φ)2
berechnen wir weiter
Φ1uΦ
2
v − Φ1vΦ2u = det ∂Φ = (det ∂Φ · detM · det ∂Φt)1/2 =
(
det(∂Φ ◦M ◦ ∂Φt))1/2
= − KW
χ(Φ)2
=
1
2
spur(∂Φ ◦M ◦ ∂Φt) = 1
2
(Φu ◦M ◦ Φtu + Φv ◦M ◦ Φtv)
≥ 1
2(1 + g0)
(|Φu|2 + |Φv|2) = 12(1 + g0)(|Φ1u|2 + |Φ2u|2 + |Φ1v|2 + |Φ2v|2),
unter Beachtung von K ≤ 0 aus (2.4) in Abschnitt 2.1. Damit ist die Quasikonformita¨t
(5.23) gezeigt.
Hilfssatz 4.6 aus Abschnitt 4.4 liefert in jeder kompakt enthaltenen Kreisscheibe B˜ ⊂⊂ B
eine Konstante C˜ = C˜(g0, ω, d) > 0 mit d := dist(B˜, ∂B) und einen Ho¨lderexponent
α = α(g0) ∈ (0, 1), so dass fu¨r alle w1, w2 ∈ B˜ gilt
|Φ(w2)− Φ(w1)| ≤ C˜|w2 − w1|α.
Wa¨hlen wir zuna¨chst ν ∈ (0, 1), dann w0 ∈ B1− 1
2
ν und schließlich w1, w2 ∈ Bδ(w0) mit
δ ∈ (0, 12ν), dann liegen w1, w2 ∈ B˜ mit einem beliebigen B˜ ⊂⊂ B. Wir setzen also
B˜ := Bδ(w0) und erhalten
|Φ(w2)− Φ(w1)| ≤ C˜(g0, ω, ν)(2δ(ν))α(g0) ≤ ˜,
wenn wir noch δ = δ(g0, ω, ν; ˜) < min
{
1
2
(
˜
C˜
)1/α
,
1
2
ν
}
setzen. Unter Beachtung der
Abscha¨tzung (5.24) fu¨r die Verzerrung der inversen Abbildung SP−1(Φ(u, v)) gelangen
wir so zu einem Stetigkeitsmodul fu¨r den Normalenvektor N im Innern. Wir fassen unser
Ergebnis zusammen:
Hilfssatz 5.4 Sei die gewichtet konform parametrisierte G-Minimalfla¨che X gegeben. Ihr
Normalenvektor N genu¨ge
N · et3 ≥ cosω in B (5.27)
mit einem Winkel ω ∈ [0, pi). Weiter seien  > 0 und ν ∈ (0, 1) gewa¨hlt. Dann existiert
ein δ = δ(g0, ω, ν; ) ∈ (0, 12ν), so dass fu¨r alle w0 ∈ B1− 12ν und fu¨r alle w1, w2 ∈ Bδ(w0)
die Oszillationsabscha¨tzung |N(w1)−N(w2)| ≤  gilt.
5.2 Parametrischer Kompaktheitssatz
Ein Kompaktheitssatz fu¨r parametrische, elliptische Funktionale mit einer a¨hnlichen Her-
angehensweise wie der unsrigen finden wir in [CM1].
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In gewichtet konformen Parametern erfu¨llt ein G-minimaler Graph
X = X(u, v) = (f(u, v), ζ ◦ f(u, v)) ∈ C3+α(B) ∩ C0(B),
der das Dirichletproblem zu stetigen Randdaten ϕ˜(u, v) := ϕ ◦ f(u, v) ∈ C0(∂B) lo¨st, das
System
∆X = (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv,
Xu ◦G(N) ◦Xtu −Xv ◦G(N) ◦Xtv = 0 = Xu ◦G(N) ◦Xtv in B, (5.28)
X : ∂B → Γ topologisch
mit Γ := {(u, v, ϕ˜(u, v)) : (u, v) ∈ ∂B}.
Satz 5.4 (Parametrischer Kompaktheitssatz) Es sei die Folge der Randdaten ϕ˜(k) ∈
C2+α(∂B), k = 1, 2, . . . , gegeben, die zudem gleichma¨ßig beschra¨nkt in der C0-Norm gema¨ß
‖ϕ˜(k)‖∂B0 ≤M fu¨r alle k = 1, 2, . . . (5.29)
sei und gleichma¨ßig auf ∂B gegen eine stetige Funktion
ϕ˜(u, v) := lim
k→∞
ϕ˜(k)(u, v) ∈ C0(∂B)
konvergiere. Zur Gewichtsmatrix G = G(Z) ∈ C2+α(R3 \ {0}) betrachten wir die Folge
von G-minimalen Graphen X(k) ∈ C3+α(B) ∩ C2+α(B), die in gewichtet konformen Pa-
rametern vorliegen und fu¨r jedes k = 1, 2, . . . das System (5.28) erfu¨llen. Dann besitzt
{X(k)}k=1,2,... ein Grenzelement X ∈ C3+α(B) ∩ C0(B) als Lo¨sung von (5.28).
Beweis:
1. Durch Einfu¨hren gewichtet konformer Parameter existiert zu jedem k ∈ N ein Dif-
feomorphismus
f (k) : B → Ω ∈ C2+α(B) mit f (k)(0, 0) = (0, 0), Jf (k)(u, v) > 0 in B,
so dass wir
X(k)(u, v) = (f (k)(u, v), ζ(k) ◦ f (k)(u, v))
schreiben ko¨nnen. Mit dem Einschließungssatz folgern wir zuna¨chst die gleichma¨ßige
Beschra¨nktheit der Folge X(k). Denn es gilt auf dem Rand
|X(k)(u, v) · et3| = |ζ(k) ◦ f (k)(u, v)| = |ϕ(k) ◦ f (k)(u, v)| ≤M fu¨r alle (u, v) ∈ ∂B.
Also gibt es eine Kugel K, welche die Randkurven X(k)(∂B) entha¨lt. Hilfssatz 5.2
aus Abschnitt 5.1.3 liefert dann X(k)(B) ⊂ K, womit die Folge {X(k)}k=1,2,... in B
gleichma¨ßig beschra¨nkt mit einer Konstante M∗ ≥ M ist. Wir weisen nun noch die
gleichgradige Stetigkeit von X(k) nach. In Hilfssatz 5.3 aus Abschnitt 5.1.3 haben
wir einen lokalen Stetigkeitsmodul fu¨r X hergeleitet. Analog zum dortigen Beweis
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zeigen wir den gleichma¨ßigen lokalen Stetigkeitsmodul: Fu¨r alle  > 0 existiert ein δ =
δ() > 0, so dass fu¨r alle w0, w1 ∈ B mit |w0 − w1| ≤ δ die Oszillationsabscha¨tzung
|X(w0)−X(w1)| ≤ 2
gilt. Wir beachten dabei, dass wir das Dirichletintegral DB(X(k)) wegen (5.29) un-
abha¨ngig von k abscha¨tzen ko¨nnen. Damit haben wir die gleichgradige Stetigkeit der
Folge {X(k)}k=1,2,... in B nachgewiesen.
2. Da X(k) gewichtet konform parametrisiert ist, erhalten wir die elliptischen Systeme∣∣∣∆X(k)∣∣∣ ≤ C1 ∣∣∣∇X(k)∣∣∣ ∣∣∣∇N (k)∣∣∣ (5.30)∣∣∣∆N (k)∣∣∣ ≤ C2 ∣∣∣∇N (k)∣∣∣2 in B (5.31)
gema¨ß (3.7) und (3.8) aus Abschnitt 3.3 mit den Konstanten C1 = C1(g0, g1) und
C2 = C2(g1). Zur Erinnerung: g1 aus (1.7) in Abschnitt 1.2 ist eine Schranke an die
ersten partiellen Ableitungen der Gewichtsmatrix G(N). Wir leiten zuna¨chst eine
Gradientenschranke an N (k) mit Hilfe der Differentialungleichung (5.31) her. Dazu
beno¨tigen wir die Kleinheitsbedingung aM1 < 1 mit |∆N (k)| ≤ a|∇N (k)|2 in B und
|N (k)| ≤M1 in B, die wir mit Hilfe eines Stetigkeitsmoduls fu¨r N (k) aus Hilfssatz 5.4
in Abschnitt 5.1.3 erreichen ko¨nnen. Wir beachten dabei, dass wegen N (k) · et3 > 0
die Voraussetzung (5.27) mit ω ∈ [0, pi2 ) erfu¨llt ist. Fu¨r jedes  > 0 existiert ein
δ = δ(g0, ν; ) ∈ (0, 12ν), ν ∈ (0, 1), so dass fu¨r festes w1 ∈ Bδ(w0) mit w0 ∈ B1− 12ν
wir
|N (k)(w)−N (k)(w1)| ≤  fu¨r alle w ∈ Bδ(w0)
erhalten. Setzen wir
Nˆ (k)(w) :=
1

(N (k)(w)−N (k)(w1)) : Bδ(w0)→ R3
der Klasse C2+α(Bδ(w0),R3), so haben wir
|Nˆ (k)(w)| ≤ 1, w ∈ Bδ(w0),
und
|∆Nˆ (k)(w)| = 1

|∆N (k)(w)| ≤ 1

C2|∇N (k)(w)|2 = C2|∇Nˆ (k)(w)|2, w ∈ Bδ(w0).
Wa¨hlen wir  = 12C2 , so erhalten wir fu¨r alle w ∈ Bδ(w0) und jedes k ∈ N die
Differentialungleichung
|∆Nˆ (k)(w)| ≤ 1
2
|∇Nˆ (k)(w)|2, w ∈ Bδ(w0),
mit
|Nˆ (k)(w)| ≤ 1, w ∈ Bδ(w0).
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Die Gradientenabscha¨tzung von Heinz fu¨r elliptische Systeme (siehe [S6], Kap. XII,
§2, Satz 1) liefert uns fu¨r jedes k ∈ N eine Konstante C, so dass die Ungleichung
|∇N (k)(w)| = |∇Nˆ (k)(w)| ≤ C(R) = C(R)
2C2
=: C3(g1, R)
fu¨r alle w ∈ BR ⊂ B erfu¨llt ist. Daraus ergeben sich fu¨r jedes k ∈ N die neuen
Systeme: ∣∣∣∆X(k)∣∣∣ ≤ C4 ∣∣∣∇X(k)∣∣∣ (5.32)∣∣∣∆N (k)∣∣∣ ≤ C5 in BR (5.33)
mit Konstanten C4 = C4(g0, g1, R) := C1(g0, g1)C3(g1, R) und C5 = C5(g1, R) :=
C3(g1, R)2.
3. Die ebenen Abbildungen f (k) erfu¨llen nun mit (5.32) und Hilfssatz 5.1 aus Abschnitt
5.1.2 die Differentialungleichung
|∆f (k)| ≤ |∆X(k)| ≤ C4|∇X(k)| ≤ C4
√
C∗|∇f (k)| in BR.
Außerdem liefert der Beweis von Satz 5.2 eine Abscha¨tzung des Dirichletintegrals
fu¨r f (k), unabha¨ngig von k. Mit der Verzerrungsabscha¨tzung nach Heinz (vgl. [S6],
Kap. XII, §5, Satz 3) erhalten wir eine Konstante C˜ = C˜(g0, g1, k0,m1,M,R, r) > 0,
so dass
|∇f (k)(w)| ≤ C˜, w ∈ Br,
und damit
|∇X(k)| ≤
√
C∗|∇f (k)| ≤
√
C∗C˜ in Br ⊂ BR ⊂ B
richtig ist. Aus (5.32) und (5.33) ergeben sich die neuen Systeme∣∣∣∆X(k)∣∣∣ ≤ C6∣∣∣∆N (k)∣∣∣ ≤ C5 in Br
mit Konstanten C5 = C5(g1, R) und C6 = C6(g0, g1, k0,m1,M,R, r).
4. Die innere C1+α-Abscha¨tzung (vgl. [S6], Kap. XII, §2, Satz 2) liefert fu¨r ein festes
α ∈ (0, 1),
‖X(k)‖K1+α ≤ C7, (5.34)
‖N (k)‖K1+α ≤ C8, (5.35)
mit einer kompakten Menge K ⊂ Br ⊂ B. Wir beachten dabei noch die Klein-
heitsbedingung |X(k)| ≤ M∗ in B aus Punkt 1, wobei M∗ von M abha¨ngt. Die
Konstanten C7 und C8 ha¨ngen dabei von g0, g1, k0,m1,M,K, α bzw. g1,K, α ab.
Wir wenden nun die inneren Schauderabscha¨tzungen aus [S6], Kap. IX, §5, Satz 4,
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an, um eine C2+α-Abscha¨tzung von X(k) und N (k) zu erhalten. Dazu betrachten wir
die linearen, elliptischen Differentialgleichungen
∆X(k) = c(k)1 X
(k)
u + c
(k)
2 X
(k)
v =: g
(k)
1 (5.36)
∆N (k) = a(k)N (k)u + b
(k)N (k)v + c
(k)N (k) =: g(k)2 in B (5.37)
aus Abschnitt 3.1 (Gleichung (3.1)) und Abschnitt 3.4 (Gleichung (3.18)) mit Haupt-
teil ∆ und rechter Seite g(k)1 und g
(k)
2 . Wir beachten die Abha¨ngigkeit der Koeffizien-
ten c(k)1 , c
(k)
2 , a
(k), b(k), c(k) von ∇X(k),∇N (k) und mit (5.34) und (5.35) die Cα(K)-
Regularita¨t der rechten Seiten g(k)1 und g
(k)
2 . Somit erhalten wir
‖X(k)‖Kd2+α ≤ C+
(
‖X(k)‖K0 + ‖g(k)1 ‖Kα
)
≤ C9 (5.38)
‖N (k)‖Kd2+α ≤ C−
(
‖N (k)‖K0 + ‖g(k)2 ‖Kα
)
≤ C10 (5.39)
fu¨r die Menge Kd := {x ∈ K : dist{x, ∂K} > d} mit den Konstanten
C9 = C9(g0, g1, k0,m1,M,K, d, α) und C10 = C10(g1,K, d, α).
Wir beachten: je gro¨ßer wir die Mengen Kd ⊂ K ⊂ Br ⊂ BR ⊂ B wa¨hlen, de-
sto gro¨ßer sind die Konstanten C3 bis C10. Insgesamt erhalten wir die Regularita¨t
X(k), N (k) ∈ C2+α(B) im Innern.
5. Unter sukzessiver Anwendung des Satzes von Arzela`-Ascoli und den Abscha¨tzungen
(5.38) und (5.39) gehen wir u¨ber zu einer Diagonalteilfolge {X(kl), N (kl)}l=1,2,...,
die gleichma¨ßig auf dem Abschluß B und deren ersten und zweiten Ableitungen
gleichma¨ßig im Innern B gegen ein Paar {X,N} mit X ∈ C2+α(B) ∩ C0(B) und
N ∈ C2+α(B) konvergiert. Wir mu¨ssen nun noch u¨berpru¨fen, ob das Grenzelement
N auch die Einheitsnormale an X darstellt: Zuna¨chst gilt
|N | = lim
k→∞
∣∣∣N (k)∣∣∣ = 1.
Wegen der Abscha¨tzung des Oberfla¨chenelements nach unten, Satz 5.3 aus Abschnitt
5.1.2, gilt fu¨r jedes k = 1, 2, . . .,
W (k) = |X(k)u ∧X(k)v | ≥ C > 0 in B,
mit einer Konstante unabha¨ngig von k. In der Grenze erhalten wir wegen der Kon-
vergenz X(k) → X in C2(B), die Ungleichung
|Xu ∧Xv| = W := lim
k→∞
W (k) > 0 in B.
Somit gilt
N = lim
k→∞
N (k) = lim
k→∞
X
(k)
u ∧X(k)v
|X(k)u ∧X(k)v |
=
Xu ∧Xv
|Xu ∧Xv| in B,
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und N ist die Normale an X. Wegen der C2-Konvergenz genu¨gt X den Gleichungen
∆X = (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv
Xu ◦G(N) ◦Xtu −Xv ◦G(N) ◦Xtv = 0 = Xu ◦G(N) ◦Xtv in B
und ist damit eine G-Minimalfla¨che in gewichtet konformen Parametern. Dabei
durchla¨uft X die Kurve Γ zuna¨chst schwach monoton und dann mit dem u¨blichen
Schluß auch stark monoton. Es existieren na¨mlich keine Intervalle, wo X konstant
bleibt, sonst ko¨nnte man mit Hilfe der gewichteten Konformita¨tsrelationen und dem
A¨hnlichkeitsprinzip Xw(w) ≡ 0 in B herleiten, was unmo¨glich ist. Aus N ∈ C2+α(B)
folgern wir schließlich noch X ∈ C3+α(B).
q.e.d.
5.3 Approximation konvexer Gebiete
Wir orientieren uns an [S1], §2, und wollen zuna¨chst ein konvexes Gebiet Ω ohne Diffe-
renzierbarkeitsvoraussetzungen an den Rand ∂Ω (d.h. Ecken sind mo¨glich) durch strikt
konvexe Gebiete Ω(n), n = 1, 2, . . . , mit der Regularita¨t ∂Ω(n) ∈ C2+α approximieren. Wir
beachten dabei die Definition 4.1 aus Abschnitt 4.2 und die anschließende Bemerkung 4.3:
Konvexe Gebiete ko¨nnen durch lineare Randstu¨cke berandet sein, wa¨hrend der Rand von
strikt konvexen Gebieten ”echt“ gekru¨mmt ist.
Mit drei Punkten (xν , yν) ∈ ∂Ω, ν = 1, 2, 3, die wir in positiver Orientierung in Bezug auf
die (x, y)-Ebene wa¨hlen, wird Γ := {(x, y, ϕ(x, y) : (x, y) ∈ ∂Ω} zur Jordankurve mit der
vorgeschriebenen Orientierung durch die Punkte piν := (xν , yν , ϕ(xν , yν)), ν = 1, 2, 3.
Hilfssatz 5.5 (Approximation I) Sei Ω ein beschra¨nktes, konvexes Gebiet mit zugeho¨-
riger Jordankurve ∂Ω. Dann existiert eine Folge strikt konvexer Gebiete {Ω(n)}n=1,2,... mit
Ω(n) ⊂ Ω, ∂Ω(n) ∈ C2+α und |∂Ω(n)| ≤ l fu¨r n = 1, 2, . . ..
Beweis: Zu vorgegebenem n ∈ N wa¨hlen wir auf ∂Ω endlich viele Punkte z(l), l =
1, 2, . . . , i(n), mit z(i(n)+1) = z(1), die nicht in eventuell auftretenen Ecken liegen mo¨gen.
Auf nichtlinearen Randstu¨cken gelte fu¨r deren Abstand
|z(l+1) − z(l)| ≤ 1
n
, l = 1, 2, . . . , i(n).
Auf linearen Randstu¨cken hingegen wa¨hlen wir immer nur einen Punkt, der beim Grenz-
u¨bergang n → ∞ gegen die Ecke in positiver Richtung laufen mo¨ge. Dann verbinden wir
die Punkte z(l) mit z(l+1) durch Kreissegmente, und das so entstandene Gebiet Ω˜(n) ist
strikt konvex und approximiert Ω. Als Abscha¨tzung fu¨r die La¨nge des Polygons ∂Ω˜(n)
erhalten wir
|∂Ω˜(n)| ≤ pi
2
|∂Ω| =: l.
Wir mu¨ssen nun noch die entstandenen Ecken z(l) des Polygons ∂Ω˜(n) abgla¨tten, so dass
die so konstruierte Kurve ∂Ω(n) die gewu¨nschte Regularita¨t C2+α besitzt, |∂Ω(n)| ≤ l
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erfu¨llt und Ω(n) strikt konvex ist. Durch Drehung und Translation des Gebietes ko¨nnen
wir die Ecke lokal durch eine Funktion f(x) ∈ C2+α([0, )),  > 0, mit
f(0) = 0,
f ′(0) > 0,
f ′′(x) ≥ 0 in [0, )
beschreiben und setzen
F (x) :=
{
f(x), x ∈ [0, )
f(−x), x ∈ (−, 0] .
Wir wa¨hlen nun x∗ ∈ (0, ) hinreichend klein, so dass
f ′′(x∗)
f ′(x∗)
<
1
x∗
(5.40)
gilt. Dann gla¨tten wir die Ecke wie folgt ab: Im Intervall [−x∗, x∗] ersetzen wir F (x) durch
die Funktion
g(x) := −b cos (ax) + c, |x| ≤ pi
2a
.
Dabei wa¨hlen wir a, b, c ∈ (0,∞) derart, dass f und g bis einschließlich der zweiten Ablei-
tung in x∗ u¨bereinstimmen:
f(x∗) = g(x∗) = −b cos (ax∗) + c, (5.41)
f ′(x∗) = g′(x∗) = ab sin (ax∗), (5.42)
f ′′(x∗) = g′′(x∗) = a2b cos (ax∗). (5.43)
Wir bestimmen nun a so, dass zuna¨chst 0 < x∗ ≤ pi
2a
bzw. 0 < a ≤ pi
2x∗
gilt. Dann
realisieren wir Eigenschaft (5.40), indem wir berechnen:
f ′′(x∗)
f ′(x∗)
=
a2b cos (ax∗)
ab sin (ax∗)
=
a cos (ax∗)
sin (ax∗)
=: h(a), a ∈
(
0,
pi
2x∗
]
.
Mit h
( pi
2x∗
)
= 0, lim
a→0+
h(a) = lim
a→0+
cos (ax∗)− ax∗ sin (ax∗)
x∗ cos (ax∗)
=
1
x∗
und der Eigenschaft,
dass h(a) eine monoton fallende, stetige Funktion ist, finden wir ein a, so dass (5.40) gilt.
Aus (5.42) bestimmen wir b und aus (5.41) die Konstante c. Die so konstruierte Funktion
G(x) :=

F (x), x ∈ (−,−x∗]
g(x), x ∈ [−x∗, x∗]
F (x), x ∈ [x∗, )
∈ C2+α((−, ))
gla¨ttet die Ecke wie gewu¨nscht ab. Die Kru¨mmung der Kurve (x, g(x)), x ∈ [−x∗, x∗],
berechnet sich nun zu
g′′(x)
(1 + g′(x)2)3/2
=
a2b cos (ax∗)
(1 + a2b2 sin2 (ax∗))3/2
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und eine Kurvendiskussion ergibt, dass das Minimum in den Randpunkten ±x∗ ange-
nommen wird. Da stimmt sie allerdings mit der Kru¨mmung der Kurve (x, F (x)) u¨berein.
Somit sind die so definierten Gebiete Ω(n) mit den abgegla¨tteten Kurven ∂Ω(n) ∈ C2+α
strikt konvex. Indem wir x∗ ∈ (0, ) hinreichend klein wa¨hlen, ko¨nnen wir außerdem noch
|∂Ω(n)| ≤ l fu¨r n = 1, 2, . . . erreichen. q.e.d.
Hilfssatz 5.6 (Approximation II) Seien Ω ⊂ R2 ein beschra¨nktes, konvexes Gebiet
mit Rand ∂Ω und ϕ : ∂Ω → R eine stetige Randfunktion. Mit Γ bezeichnen wir die
zugeho¨rige Jordankurve und schreiben
Γ := {(x, y, z) ∈ R3 : (x, y) ∈ ∂Ω, z = ϕ(x, y)} = {Y (ϑ) : ϑ ∈ [0, 2pi]}.
Dann ko¨nnen wir Γ approximieren durch Kurven Γ(n) := {Y (n)(ϑ) : ϑ ∈ [0, 2pi]}, n =
1, 2, . . . , mit strikt konvexen Projektionsgebieten Ω(n) ⊂ Ω, dessen Rand die Regularita¨t
∂Ω(n) ∈ C2+α sowie die La¨ngenabscha¨tzung |∂Ω(n)| ≤ l erfu¨llt, und mit Randfunktionen
ϕ(n) ∈ C2+α(∂Ω(n)). Es gilt weiterhin:
Y (n)(ϑ)→ Y (ϑ) (n→∞) gleichma¨ßig in [0, 2pi].
Beweis: Sei Ck2pi(R) := {f : R → R : f ∈ Ck(R), f(ϑ + 2pi) = f(ϑ)} die Klasse der auf
ganz R definierten 2pi-periodischen Funktionen aus Ck(R). Wir ko¨nnen dann den Rand
des Gebietes Ω beschreiben durch:
∂Ω : x(ϑ) = r(ϑ) cosϑ, y(ϑ) = r(ϑ) sinϑ, ϑ ∈ [0, 2pi],
mit r(ϑ) ∈ C02pi(R). Nach Hilfssatz 5.5 existiert eine Folge {Ω(n)}n=1,2,... strikt konvexer
Gebiete mit den oben genannten Eigenschaften. Wir ko¨nnen ∂Ω(n) wiederum wie folgt
darstellen:
∂Ω(n) : x(ϑ) = r(n)(ϑ) cosϑ, y(ϑ) = r(n)(ϑ) sinϑ, ϑ ∈ [0, 2pi],
mit r(n)(ϑ) ∈ C2+α2pi (R), n = 1, 2, . . .. Dann gilt:
r(n)(ϑ)→ r(ϑ) (n→∞) gleichma¨ßig in [0, 2pi].
Die stetige Randfunktion ϕ(ϑ) ∈ C02pi(R) approximieren wir nun noch gleichma¨ßig in [0, 2pi]
durch Funktionen ϕ(n)(ϑ) ∈ C2+α2pi (R), n = 1, 2, . . .. Die so konstruierten Jordankurven
Γ(n) = {Y (n)(ϑ) : Y (n)(ϑ) = (r(n)(ϑ) cosϑ, r(n)(ϑ) sinϑ, ϕ(n)(ϑ)), ϑ ∈ [0, 2pi]}
erfu¨llen die gewu¨nschten Eigenschaften, und es gilt
Y (n)(ϑ)→ Y (ϑ) (n→∞) gleichma¨ßig in [0, 2pi].
Dabei ist Y (ϑ) = (r(ϑ) cos(ϑ), r(ϑ) sin(ϑ), ϕ(ϑ)) eine Darstellung von Γ. q.e.d.
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5.4 Lo¨sung des Dirichletproblems mit der Approximations-
methode
Wir kommen nun zum Hauptresultat unserer Arbeit.
Satz 5.5 Seien Ω ⊂ R2 ein beschra¨nktes, konvexes Gebiet und ϕ : ∂Ω → R ∈ C0(∂Ω)
eine stetige Randfunktion. Dann existiert zur Gewichtsmatrix G = G(Z) ∈ C2+α(R3 \
{0}) genau eine Lo¨sung ζ ∈ C2+α(Ω) ∩ C0(Ω) unseres Dirichletproblems fu¨r G-minimale
Graphen:
MGζ = 0 in Ω,
ζ = ϕ auf ∂Ω.
Bemerkung 5.3 Wir betonen hier, dass keine Differenzierbarkeitsvoraussetzungen an
den Rand ∂Ω des Gebietes Ω gestellt werden, und somit das Dirichletproblem auch fu¨r
konvexe Gebiete mit Ecken gelo¨st werden kann.
Beweis: Sei Γ = {(x, y, ϕ(x, y) : (x, y) ∈ ∂Ω} die durch drei Punkte orientierte Jor-
dankurve. Gema¨ß Hilfssatz 5.6 aus Abschnitt 5.3 approximieren wir Γ durch Kurven
Γ(n) mit einem strikt konvexen Projektionsgebiet Ω(n) der Regularita¨t ∂Ω(n) ∈ C2+α
und La¨nge |∂Ω(n)| ≤ l sowie den Randfunktionen ϕ(n) ∈ C2+α(∂Ω(n)), welche in der
C2+α-Norm beschra¨nkt sind. Mit Hilfe der Kontinuita¨tsmethode, Satz 4.9 aus Abschnitt
4.7, existiert fu¨r jedes n ∈ N eine Lo¨sung ζ(n) ∈ C2+α
(
Ω(n)
)
des Dirichletproblems
DP(ϕ(n)). Bemerkung 4.1 aus Kapitel 4 liefert uns noch die beno¨tigte ho¨here Regularita¨t
ζ(n) ∈ C3+α(Ω(n)) und somit X(n) = (x, y, ζ(n)(x, y)) ∈ C3+α(Ω(n)) ∩ C2+α
(
Ω(n)
)
so-
wie N (n) ∈ C2+α(Ω(n)) ∩ C1+α
(
Ω(n)
)
. Durch Einfu¨hren gewichtet konformer Parameter
ko¨nnen wir den parametrischen Kompaktheitssatz, Satz 5.4 aus Abschnitt 5.2 anwenden,
der uns im Grenzfall eine Lo¨sung X ∈ C3+α(B) ∩ C0(B) des Systems
∆X = (Ω111 + Ω
1
22)Xu + (Ω
2
11 + Ω
2
22)Xv,
Xu ◦G(N) ◦Xtu −Xv ◦G(N) ◦Xtv = 0 = Xu ◦G(N) ◦Xtv in B,
X : ∂B → Γ topologisch
liefert. Dabei durchla¨uft X die Kurve Γ stark monoton.
Wir zeigen nun die Grapheneigenschaft der Grenzlo¨sung X, d.h.
Ψ := N · et3 > 0 in B
mit dem Einheitsvektor e3 = (0, 0, 1). Aus dem Beweis der inneren Gradientenabscha¨tzung,
Satz 4.4 aus Abschnitt 4.3, wissen wir, dass die dritte Komponente der Normale Ψ ≥ 0
die lineare, gleichma¨ßig elliptische Differentialungleichung
Ψuu + Ψvv + P 1WΨu + P 2WΨv ≤ 0 in B
erfu¨llt. Wir beachten dabei noch die gewichtet konforme Parametrisierung. Das starke
Minimumprinzip (vgl. [GT], Satz 3.5.) liefert uns Ψ ≡ 0, falls das Minimum Ψ = 0 im
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Innern von B angenommen wird. Dies fu¨hrt zu einem Widerspruch, so dass Ψ = N ·et3 > 0
in B gezeigt ist, und X ein Graph in B darstellt. Wir schließen daraus weiter, dass
Jf =
∂(x, y)
∂(u, v)
= (Xu ∧Xv) · et3 = WN · et3 > 0 in B
gilt, woraus f(B) = Ω folgt, denn f stellt eine offene Abbildung dar. Da f : ∂B → ∂Ω
bereits topologisch ist, erhalten wir mit f : B → Ω ebenfalls eine topologische Ab-
bildung. Der Fundamentalsatz u¨ber die inverse Abbildung liefert uns mit der Abbil-
dung f = f(u, v) = (x(u, v), y(u, v)) : B → Ω einen Diffeomorphismus der Klasse
C2+α(B) ∩ C0(B). Mit ζ = ζ(x, y) := x3(f−1(x, y)), (x, y) ∈ Ω, erhalten wir schließ-
lich die eindeutige Lo¨sung der Klasse C2+α(Ω) ∩ C0(Ω) unseres Dirichletproblems. q.e.d.
Wir haben in unserer Arbeit zuna¨chst die Kontinuita¨tsmethode auf ein modifiziertes Pro-
blem angewendet, welches in einer dichten Teilklasse unseres urspru¨nglichen Dirichletpro-
blems liegt. Dieser ”Umweg“ war einerseits hilfreich, um das Dirichletproblem mit einer
Approximation auch fu¨r konvexe Gebiete mit Ecken lo¨sen zu ko¨nnen und andererseits
notwendig, um die Regularita¨tsfrage bis zum Rand zu kla¨ren. Einen Stabilita¨tssatz (wie
Satz 4.8 aus Abschnitt 4.6) und einen Kompaktheitssatz in der Form
Es seien die Randdaten ϕ(k) ∈ C0(∂Ω) fu¨r k = 1, 2, . . . gegeben. Wir betrachten
die Folge von Lo¨sungen ζ(k) der zugeho¨rigen Dirichletprobleme P(ϕ(k)):
Ω beschra¨nktes, konvexes Gebiet mit C2+α-Jordankurve ∂Ω
MGζ = 0 in Ω
ζ = ϕ auf ∂Ω
Weiter konvergiere die Folge {ϕ(k)}k=1,2,... gleichma¨ßig auf ∂Ω gegen
ϕ(x) := lim
k→∞
ϕ(k)(x) ∈ C0(∂Ω).
Dann besitzt {ζ(k)}k=1,2,... ein Grenzelement ζ ∈ C2(Ω) ∩ C0(Ω) als Lo¨sung
von P(ϕ).
ko¨nnen wir auch fu¨r konvexe C2+α-Gebiete parametrisch beweisen. Fu¨r unsere Konti-
nuita¨tsmethode und einem rein parametrischen Zugang zum Dirichletproblem beno¨tigen
wir allerdings noch einen Regularita¨tssatz der Art
Sei ζ eine Lo¨sung des Dirichletproblems P(ϕ) zu Randdaten ϕ ∈ C2+α(∂Ω).
Dann folgt ζ ∈ C2+α(Ω).
Dieser verlangt beim Beweis ein Stetigkeitsmodul fu¨r N bis zum Rand und damit eine
Randbedingung an die Normale, um Lo¨sungen der gekoppelten, elliptischen Systeme bis
zum Rand abscha¨tzen zu ko¨nnen. Es ist uns bisher nicht bekannt, ob geeignete Randbe-
dingungen existieren und wie diese aussehen ko¨nnten.
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Anhang
Wie in Abschnitt 3.4 erwa¨hnt, wollen wir im Anhang eine Taylor-Entwicklung fu¨r die
gewichtete mittlere Kru¨mmung HG(X), die in Normalenrichtung gesto¨rt wird, herleiten.
Die Ideen stammen aus einer Diskussion mit Herrn Dr. rer. nat. Matthias Bergner.
Wir betrachten die Immersion X ∈ C3+α(Ω) mit ihrem Normalenvektor N ∈ C2+α(Ω).
Nach (1.18) aus Abschnitt 1.3 ist die gewichtete mittlere Kru¨mmung HG der Immersion
X definiert durch
HG(X) := 12Lijh
ji.
Satz A.1 Seien ϕ ∈ C2(Ω,R) eine zweimal stetig differenzierbare Funktion und  > 0 eine
reelle Zahl. Die Taylor-Entwicklung der gewichteten mittleren Kru¨mmung HG berechnet
sich gema¨ß
HG(X + ϕN) = HG(X) + 12LGϕ+ o()
mit dem linearen, elliptischen Operator LG definiert durch
LGϕ := hjiϕuiuj + P rϕur + cϕ. (A.1)
Dabei ergeben sich die Koeffizienten
P r := − (Γrij + Ωrij)hji + hliLijhjk〈Xuk ◦Gzµ(N), Xul〉 (Xus ◦G(N))µ hsr, r = 1, 2,
c := Lijhjk〈Xuk ◦G(N), Xum ◦G(N)〉hmsLslhli.
Beweis:
1. Wir betrachten die Normalensto¨rung
X˜ := X + ϕN
und ihre Ableitungen
X˜ui = Xui + ϕuiN + ϕNui , i = 1, 2.
Um den Operator LG zu berechnen, beno¨tigen wir
2 · d
d
HG(X˜)
∣∣∣∣
=0
=
d
d
L˜ij
∣∣∣∣
=0
· hji + Lij · d
d
h˜ji
∣∣∣∣
=0
.
Mit L˜ij und h˜ji bezeichnen wir die gewichtete zweite Fundamentalform bzw. die
Inverse der gewichteten ersten Fundamentalform der gesto¨rten Fla¨che X˜.
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2. Wir berechnen zuna¨chst
d
d
L˜ij
∣∣∣∣
=0
= − d
d
〈X˜ui , N˜uj 〉
∣∣∣∣
=0
= −〈 d
d
X˜ui
∣∣∣∣
=0
, Nuj 〉 − 〈Xui ,
d
d
N˜uj
∣∣∣∣
=0
〉
= −〈ϕuiN + ϕNui , Nuj 〉 − 〈Xui ,
(
d
d
N˜
∣∣∣∣
=0
)
uj
〉. (A.2)
Differentiation der Identita¨t 〈N˜ , N˜〉 = 1 nach  und anschließende Auswertung an
der Stelle  = 0 liefert uns
〈N, d
d
N˜
∣∣∣∣
=0
〉 = 0.
Da {Xu ◦G(N), Xv ◦G(N), N} ein orthogonales Dreibein bilden, finden wir also
Koeffizienten αj mit
d
d
N˜
∣∣∣∣
=0
= αj ·Xuj ◦G(N).
Wir berechnen dazu
〈 d
d
N˜
∣∣∣∣
=0
, Xui〉 = αj〈Xuj ◦G(N), Xui〉 = αjhji.
Andererseits gilt wegen 〈N˜ , X˜ui〉 = 0 die Identita¨t
0 =
d
d
〈N˜ , X˜ui〉
∣∣∣
=0
= 〈 d
d
N˜
∣∣∣∣
=0
, Xui〉+ 〈N,ϕuiN + ϕNui〉
= 〈 d
d
N˜
∣∣∣∣
=0
, Xui〉+ ϕui .
Insgesamt erhalten wir
αjhji = 〈 d
d
N˜
∣∣∣∣
=0
, Xui〉 = −ϕui ,
woraus sich
αj = −hijϕui
ergibt. Damit gilt
d
d
N˜
∣∣∣∣
=0
= −hjiϕui ·Xuj ◦G(N).
Wir beno¨tigen nun noch(
d
d
N˜
∣∣∣∣
=0
)
uj
= −hklujϕul ·Xuk ◦G(N)− hklϕuluj ·Xuk ◦G(N)
−hklϕul · (∂kX ◦G(N))uj ,
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um die Gleichung (A.2) weiter umzuformen:
d
d
L˜ij
∣∣∣∣
=0
= −ϕ〈Nui , Nuj 〉+ hklujϕul〈Xui , Xuk ◦G(N)〉
+hklϕuluj 〈Xui , Xuk ◦G(N)〉+ hklϕul〈Xui , (∂kX ◦G(N))uj 〉
= −ϕ〈Nui , Nuj 〉+ hklujϕulhik + hklϕulujhik
+hklϕul [hik,uj − 〈Xuiuj , Xuk ◦G(N)〉].
Beachten wir
0 =
(
hklhlm
)
uj
= hkluj · hlm + hkl · hlm,uj ,
so gilt
hkluj = −hks · hsm,uj · hml.
Weiter erhalten wir mit Hilfe der gewichteten Gaußschen Ableitungsgleichungen
(1.31) aus Abschnitt 1.5,
〈Xuiuj , Xuk ◦G(N)〉 = 〈
(
Γrij + Ω
r
ij
)
Xur + LijN,Xuk ◦G(N)〉
=
(
Γrij + Ω
r
ij
)
hrk.
Unter Beachtung der gewichteten Weingartenschen Gleichungen (1.29) aus Abschnitt
1.5 bekommen wir schließlich noch
〈Nui , Nuj 〉 = 〈−LilhlkXuk ◦G(N),−LjmhmsXus ◦G(N)〉
= Lilhlk〈Xuk ◦G(N), Xus ◦G(N)〉hsmLmj .
Insgesamt ergibt sich
d
d
L˜ij
∣∣∣∣
=0
= −Lilhlk〈Xuk ◦G(N), Xus ◦G(N)〉hsmLmj · ϕ+ ϕuiuj
−hikhkshsm,ujhmlϕul + hik,ujhklϕul −
(
Γsij + Ω
s
ij
)
hskh
klϕul
= −Lilhlk〈Xuk ◦G(N), Xus ◦G(N)〉hsmLmj · ϕ+ ϕuiuj
− (Γrij + Ωrij)ϕur . (A.3)
3. Wir leiten nun eine Gleichung fu¨r
d
d
h˜ij
∣∣∣∣
=0
her. Zuna¨chst beno¨tigen wir die Ablei-
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tung der gewichteten ersten Fundamentalform der gesto¨rten Fla¨che, na¨mlich
d
d
h˜ij
∣∣∣∣
=0
=
d
d
〈X˜ui ◦G(N˜), X˜uj 〉
∣∣∣∣
=0
= 〈 d
d
X˜ui
∣∣∣∣
=0
◦G(N) +Xui ◦
d
d
G(N˜)
∣∣∣∣
=0
, Xuj 〉
+〈Xui ◦G(N),
d
d
X˜uj
∣∣∣∣
=0
〉
= 〈ϕuiN ◦G(N) + ϕNui ◦G(N), Xuj 〉+ 〈Xui ◦
d
d
G(N˜)
∣∣∣∣
=0
, Xuj 〉
+〈Xui ◦G(N), ϕujN + ϕNuj 〉
= 〈Nui ◦G(N), Xuj 〉ϕ+ 〈Xui ◦G(N), Nuj 〉ϕ
+〈Xui ◦
d
d
G(N˜)
∣∣∣∣
=0
, Xuj 〉.
Mit Hilfe der gewichteten Weingartenschen Gleichungen ergeben sich
〈Nui ◦G(N), Xuj 〉 = 〈−LishsmXum ◦G(N) ◦G(N), Xuj 〉
= −Lishsm〈Xum ◦G(N), Xuj ◦G(N)〉,
〈Xui ◦G(N), Nuj 〉 = 〈Xui ◦G(N),−LjshsmXum ◦G(N)〉
= −Ljshsm〈Xui ◦G(N), Xum ◦G(N)〉.
Die Ableitung der Gewichtsmatrix berechnen wir zu
d
d
G(N˜)
∣∣∣∣
=0
= Gzµ(N) · d
d
N˜µ
∣∣∣∣
=0
= Gzµ(N) · (−hrsϕur (Xus ◦G(N))µ) ,
wobei die Summation u¨ber den Index µ von 1 bis 3 geht. Wir erhalten
d
d
h˜ij
∣∣∣∣
=0
= −Lishsm〈Xum ◦G(N), Xuj ◦G(N)〉ϕ
−Ljshsm〈Xui ◦G(N), Xum ◦G(N)〉ϕ
−hrsϕur (Xus ◦G(N))µ 〈Xui ◦Gzµ(N), Xuj 〉.
Aus
0 =
d
d
(
h˜jkh˜ki
)∣∣∣∣
=0
=
d
d
h˜jk
∣∣∣∣
=0
· hkl + hjk · d
d
h˜kl
∣∣∣∣
=0
berechnen wir die Ableitung der Inversen
d
d
h˜ji
∣∣∣∣
=0
= −hjk · d
d
h˜kl
∣∣∣∣
=0
· hli
= hjkLkshsm〈Xum ◦G(N), Xul ◦G(N)〉hliϕ
+hjkLlshsm〈Xuk ◦G(N), Xum ◦G(N)〉hliϕ
+hjkhrsϕur (Xus ◦G(N))µ 〈Xuk ◦Gzµ(N), Xul〉hli. (A.4)
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4. Mit Gleichung (A.3) und (A.4) berechnen wir nun
2 · d
d
HG(X˜)
∣∣∣∣
=0
=
d
d
L˜ij
∣∣∣∣
=0
· hji + Lij · d
d
h˜ji
∣∣∣∣
=0
= hjiϕuiuj − hji
(
Γrij + Ω
r
ij
)
ϕur
−hjiLilhlk〈Xuk ◦G(N), Xus ◦G(N)〉hsmLmjϕ
+LijhjkLkshsm〈Xum ◦G(N), Xul ◦G(N)〉hliϕ
+LijhjkLlshsm〈Xuk ◦G(N), Xum ◦G(N)〉hliϕ
+Lijhjkhrsϕur (Xus ◦G(N))µ 〈Xuk ◦Gzµ(N), Xul〉hli
= hjiϕuiuj −
{(
Γrij + Ω
r
ij
)
hji − hliLijhjk〈Xuk ◦Gzµ(N), Xul〉·
· (Xus ◦G(N))µ hsr}ϕur
+Lijhjk〈Xuk ◦G(N), Xum ◦G(N)〉hmsLslhliϕ.
Setzen wir
−P r := (Γrij + Ωrij)hji − hliLijhjk〈Xuk ◦Gzµ(N), Xul〉 (Xus ◦G(N))µ hsr,
c := Lijhjk〈Xuk ◦G(N), Xum ◦G(N)〉hmsLslhli,
so ist die Entwicklung bewiesen.
q.e.d.
Bemerkung A.1 Mit dieser Entwicklung fu¨r die gewichtete mittlere Kru¨mmung HG la¨sst
sich auch ein Sto¨rungsresultat (a¨hnlich wie Satz 4.8 aus Abschnitt 4.6) fu¨r strikt stabile
G-Minimalfla¨chen, die Lξ ≤ 0 in Ω fu¨r eine positive Funktion ξ = ξ(u, v) : Ω→ (0,+∞) ∈
C2+α(Ω) erfu¨llen und wozu G-minimale Graphen geho¨ren, beweisen.
Am Ende wollen wir noch ein paar Aussagen u¨ber den Operator LG ta¨tigen. Obige Rech-
nungen ko¨nnen wir in beliebigen Dimensionen und Parametern durchfu¨hren. Wenden wir
den Operator auf den Normalenvektor N an, so erhalten wir ein alternatives elliptisches
System fu¨r N , wie wir in Abschnitt 3.4 gesehen haben. Da die Koeffizienten von N und
den partiellen Ableitungen Nui , i = 1, 2, abha¨ngen, ist das System nicht mehr linear.
Wir fu¨hren mit Hilfe der gewichteten Metrik (analog zu [BL], §61 - §64) die kovariante
Ableitung Dj gema¨ß
DjTi := Ti,uj − (Γkji + Ωkji)Tk,
DjT
ik := T ikuj + (Γ
i
jl + Ω
i
jl)T
lk + (Γkjl + Ω
k
jl)T
il,
fu¨r einfach kovariante Tensoren Ti und zweifach kontravariante Tensoren T ik ein. Damit
definieren wir den gewichteten Laplace-Beltrami-Operator
∆G := Dj(hij
∂
∂ui
) = Dj(hij)
∂
∂ui
+ hijDj(
∂
∂ui
).
Unser Operator LG aus (A.1) la¨sst sich dann in der Form
LGϕ = ∆Gϕ+ P˜ rϕur + cϕ
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mit der modifizierten Koeffizientenfunktion
P˜ r = −Dj(hjr) + hliLijhjk〈Xuk ◦Gzµ(N), Xul〉 (Xus ◦G(N))µ hsr
schreiben. Man kann schließlich zeigen, dass bei Variationsproblemen die Funktionen
P˜ r, r = 1, 2, identisch verschwinden. Zum Vergleich verweisen wir auf [BD] und [CM2], die
allerdings mit anderen Gewichtsmatrizen und gewichteter mittlerer Kru¨mmung arbeiten
und a¨hnliche Ergebnisse erzielen.
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