Abstract. We extend the digital binomial theorem to Sheffer polynomial sequences by demonstrating that their corresponding Sierpiński matrices satisfy a multiplication property that is equivalent to the convolution identity for Sheffer sequences.
Introduction
The binomial theorem is a fundamental result in mathematics:
One generalization of the binomial theorem, due to Callan [2] (see also [6] ), expresses the exponents appearing in (1) in terms of the binary sum-of-digits function s(m):
(x + y) s(n) = 0≤m≤n (m,n−m) carry-free
where a pair of non-negative integers (j, k) is said to be carry-free if their sum in binary involves no carries. We refer to (2) as the digital binomial theorem. Several extensions of the digital binomial theorem have recently been found. For example, a non-binary version is given in [7] for any integer base b > 2:
Here, n i and m i denote the i-th digit in the base-b expansion of n and m, respectively. Also, m b n denotes the fact that m i ≤ n i for all i. Another example is a q-analog given in [4] :
In this paper, we present a digital binomial theorem for Sheffer sequences and those of binomial type by considering a polynomial generalization of (1). Let f (t) be a delta series and g(t) be an invertible series, i.e.,
The polynomial sequence s n (x), n = 0, 1, . . . , is said to be Sheffer for (g(t), f (t)) if it has generating function ([8, Theorem 2.3.4, p. 18])
wheref (t) is the compositional inverse of f (t). The Sheffer sequence s n (x) is known to satisfy the convolution identity ([8, Theorem 2.3.9, p. 21])
Here, p n (x) is the polynomial sequence associated to s n (x), i.e., p n (x) has generating function
It is known that p n (x) is of binomial type, i.e., p n (x) satisfies the binomial identity (([8, Theorem 2.4.7, p. 26])
In the special case wheref (t) = t in (5) so that p n (x) = x n , the Sheffer sequence s n (x) is then called an Appell sequence. There are many well-known examples of Sheffer sequences, e.g., the Bernoulli, Hermite (probabilistic version), and Laguerre polynomials defined by the generating functions
respectively. Observe that B n (x) and H n (x) are both Appell sequences. It is well known that all three Sheffer sequences satisfy the convolution identities
and
respectively. These polynomials also have extensions that are also Sheffer sequences, e.g., Bernoulli polynomials of higher order [5] and generalized Hermite polynomials [10] . If we renormalize a Sheffer sequence s n (x) and its associated sequence p n (x) by defininḡ s n (x) = s n (x)/n! andp n (x) = p n (x)/n!, then (6) and (7) are equivalent tō
andp
respectively. Identities (8) and (9) form the basis for our main result.
Theorem 1. Let n be a non-negative integer with base
and {s n (x)} be a Sheffer polynomial sequence with associated sequence {p n (x)}. Then
In the case where x 0 = . . . = x N −1 and y 0 = . . . = y N −1 , we obtain as a corollary the following result:
If we specialize to Bernoulli polynomials by setting s n (x) = B n (x) and p n (x) = x n , then (12) gives the following result.
where s b (m) is the base-b sum-of-digits function.
Similar formulas can be obtained for other special polynomials such as Hermite and Laguerre polynomials. Also, we remark that setting y = 0 in (14) yields a formula for higher powers of Bernoulli polynomials in terms of Bernoulli numbers B n := B n (0) and the sumof-digits function:
The proof of Theorem 1 will be given in the next section where we investigate a Sheffer sequence analog of the Sierpiński matrix and use its multiplicative property to derive (10) and (11).
Sierpinski Matrices of Sheffer Type
Throughout this paper we assume that b is an integer greater than 1. We begin by introducing the notion of digital dominance as defined in [1] (see also [7] ). 
We denote m b n to mean that m is digitally less than n in base b, i.e., m k ≤ n k for all k = 0, . . . , N − 1.
Next, we define a sequence of generalized Sierpiński matrices corresponding to the Sheffer sequence s n (x) and its associated sequence p n (x). 
respectively, where
The following lemma gives a recurrence for S b,N (x N ) and P b,N (x N ).
Lemma 6. The generalized Sierpiński matrices S b,N (x N ) and P b,N (x N ) satisfy the recurrence
respectively, where we define
Proof. 
where each A p,q is a square matrix of size b N . We consider two cases depending on the position of A p,q :
It follows that
. This proves (17). The proof for (18) is analogous and will be omitted.
The generalized Sierpiński matrices S b,N (x N ) and P b,N (x N ) satisfy the following multiplicative property: Theorem 7. Let N be a non-negative integer. Then
where we define
Proof. We shall prove (19) using induction. To prove that (19) holds for the base case
Since T is lower-triangular, it follows that γ(j, k) = 0 if j < k. Therefore, we assume j ≥ k. By definition of S b,1 (x 1 ) and P b,1 (y 1 ), we have
Since s n (x) is a Sheffer sequence, it follows from (6) that
. This proves (19) for N = 1.
Next, assume that (19) holds for arbitrary N. To prove that (19) holds for N + 1, we employ Lemma 6 and the mixed-property of a Kronecker product:
Moreover, by the induction hypothesis and Lemma 6 again, we obtain
Hence, (19) holds for N + 1. The proof of (20) is similar and will be omitted.
Proof of Theorem 1. We equate the matrix entries at position (n, 0) on both sides of (19) to obtain
This yields (10) as desired. The derivation of (11) is similar and left for the reader to verify.
We conclude with two ideas on how to extend Theorem 1. The first is to iterate (10) and (11) to obtain a trinomial version:
and similarly,
Of course, we can also iterate repeatedly to obtain to the multinomial formulas
where m (j) = m 
The digital version of (22) . . .
