In this paper, we establish a criterion for an overconvergent isocrystal on a smooth variety over a field of characteristic p > 0 to extend logarithmically to its smooth compactification whose complement is a strict normal crossing divisor. This is a generalization of a result of Kedlaya, who treated the case of unipotent monodromy. Our result is regarded as a p-adic analogue of the theory of canonical extension of regular singular integrable connections on smooth varieties of characteristic 0.
Introduction
Let K be a complete discrete valuation field of mixed characteristic (0, p) with ring of integers O K and residue field k, and let X ֒→ X be an open immersion of smooth k-varieties such that Z = X − X is a simple normal crossing divisor. Denote the log structure on X associated to Z by M. The purpose of this paper is to give a criterion for an overconvergent isocrystal on (X, X)/K to extend to an isocrystal on log convergent site ((X, M)/O K ) conv . This criterion is established by Kedlaya in [10] in the case of unipotent monodromy. In this paper, we generalize his result to the case of arbitrary monodromy (although we need certain 'p-adic non-Liouvilleness assumption'.)
Our result can be regarded as a narutal p-adic analogue of the theory of canonical extension of regular singular integrable connections on algebraic varieties developped in [8] . So first we give a brief review of this theory.
First let us consider the local situation. Let K be a discrete valuation field of equal characterisic 0 and denote the ring of integers by O K . Let us fix a norm | · | corresponding to the valuation of K and fix a uniformizer t of O K . Assume we are given a derivation d : K −→ Kdt = Kdlog t on K. Then we can define the notion of a connection ∇ : E −→ E dlog t on a finite dimensional vector space E over K. Let us assume given such (E, ∇) and let ∂ be the composite map E ∇ −→ Edlog t = −→ E, where the second map sends edlog t to e (e ∈ E). Then (E, ∇) is called regular singular if the spectral norm |∂| sp := lim n→∞ |∂ n | 1/n (where |∂ n | denotes the operator norm of ∂ n ) of ∂ is equal to 1(= |d| sp ) ([8, II 1.9, 1.11]). It is known ( [8, II 1.12] ) that (E, ∇) is regular singular if and only if it comes from a log connection ∇ : E 0 −→ E 0 dlog t on a finitely generated free O K -module E 0 , that is, it extends to O K logarithmically.
In global situation, we can define the notion of regular singularity in the following way: Let j : X ֒→ X be an open immersion of smooth C-varieties such that Z = X − X is a simple normal crossing divisor. Let us denote the log structure on X associated to Z by M. Then a locally free O X -module E endowed with an integrable connection ∇ : E −→ E ⊗Ω known ( [6, 6-2.6 ], [7, 12. 1] plus some calculation) that if (E, ∇) satisfies the Robba condition and its exponent (in the sense of Christol-Mebkhout) has p-adically nonLiouville difference (see [7, 10.8] for definition), (E, ∇) extends to a locally free module with log connection on A 1 K [0, 1). Let us consider now the global situation: Let K, O K , k be as above and assume that K is discretely valued. Let X ֒→ X be an open immersion of smooth k-varieties such that Z = X − X = r i=1 Z i is a simple normal crossing divisor. Let us denote the log structure on X associated to Z by M. We will define, for an overconvergent isocrystal E on (X, X)/K, the notion of the Robba condition. (See Definition 3.13 for detail.) Roughly speaking, we call that E satisfies the Robba condition if, for any generic point η of Z, we can take certain annulus A 1 L [λ, 1) over Spm L (which is a field defined by using certain lift around η) such that the connection on A 1 L [λ, 1) induced by E satisfies the Robba condition. We call E is (NLD) when the exponents (in the sense of Christol-Mebkhout) of the connections on the annuli have p-adically non-Liouville difference for any η. For an overconvergent isocrystal E on (X, X)/K satisfying the Robba condition which is (NLD), we can define the set Σ E of exponents of E, which is a subset of (Z p /Z) r . (See §3 for detail.) With this terminology, we can state our main result as follows: Let E be an overconvergent isocrystal on (X, X)/K satisfying the Robba condition which is (NLD). Then, if we fix a section τ : (Z p /Z) r −→ Z r p of the canonical projection, we can extend E uniquely to an isocrystal on log convergent site ((X, M)/O K ) conv whose exponents along Z are contained in τ (Σ E ). This is a p-adic analogue of the logarithmic extension of integrable connections which we explained above. We would like to remark here that this result is proved by Kedlaya ([10] ) in the case where E has unipotent monodromy (the case Σ E = {0} and τ (0) = 0).
The strategy of the proof is basically the same as that in [10] , which we briefly explain here. By the assumption of the Robba condition and the condition (NLD), E extends logarithmically to the discs A 1 L [0, 1) at each generic point of Z. First we prove that this condition implies the log-extendability of E to relative disc over ]Z 0 [, where Z 0 is the smooth locus of Z and ] · [ denotes certain rigid analytic space defined by using some local lift of Z 0 . We prove this by using the proposition called 'generizarion' (see Proposition 2.4). Next we prove the log-extendability of E to certain relative disc over a strict neighborhood of ]Z 0 [ in ]Z[, by using the proposition called 'overconvergent generization' (see Proposition 2.7). Then we extend E logarithmically to the boundary step by step, along each irreducible component of Z.
Let us explain the content of each section. In Section 1, we prove basic properties on log-∇-modules on rigid spaces. We introduce the notion of log-∇-modules with exponents in Σ and the notion of Σ-unipotent log-∇-modules (Σ ⊆ K r for some r), which are the generalization of log-∇-modules with nilpotent residues and unipotent log-∇-modules introduced in [10, §3] . In Section 2, we prove the three key propositions which we need for the proof of our main result. The first one, called generization, asserts that the property of Σ-unipotence is 'generic on the base'. The second one, called overconvergent generization, asserts that the property of Σ-unipotence can be extended 'overconvergently on the base'. The third one asserts that, under the condition of log-convergence, the property of 'having exponents in Σ' implies the Σ-unipotence. They are also generalization of the corresponding results of Kedlaya in [10] , but we would like to point out here that our results in this section are slightly different from those in Kedlaya partly because Kedlaya's argument in [10, 3.5.3] and [10, 3.6.2] seems to contain an error 1 and partly because of the technical reason. In Section 3, we prove the main result of this paper, using the results in the previous section. We introduce the notion of an isocrystal on log convergent site with exponents in Σ and the notion of an overconvergent isocrystal having Σ-unipotent monodromy. Also we introduce the notion of an overconvergent isocrystal satisfying the Robba condition and the property (NLD), and check that an overconvergent isocrystal satisfying the Robba condition and the property (NLD) has Σ-unipotent monodromy (for certain Σ), by using generization. Then we prove that, under some condition on Σ, an overconvergent isocrystal having Σ-unipotent monodromy can be extended uniquely to an isocrystal on log convergent site with exponents in Σ, by using the three key propositions proved in the previous section.
A part of this work was done during the author's stay at Université de Rennes I. The author would like to thank to Pierre Berthelot for giving me an opportunity to stay there and to the members there for the hospitality. The author is partly supported by Grant-in-Aid for Young Scientists (B), the Ministry of Education, Culture, Sports, Science and Technology of Japan and JSPS Core-to-Core program 18005 whose representative is Makoto Matsumoto.
Convention
(1) Throughout this paper, k is a field of characteristic p > 0 and a k-variety means a reduced separated scheme of finite type over k.
(2) Throughout this paper, K is a field of characteristic 0 complete with respect to the non-Archimedean absolute value | · | : K −→ R ≥0 with residue field k of characteristic p > 0. Let us put Γ * := |K × | ∪ {0} and let O K be the the ring of integers of K. In Section 3, we will assume moreover that the absolute value | · | is discretely valued. We denote the algebraic closure of K by K. For a p-adic formal scheme P topologically of finite type over O K , we denote the associated rigid space by P K . (3) We use freely the notion concerning isocrystals on log convergent site and overconvergent isocrystals. For the former, see [14] , [15] and [10, §6] . For the latter, see [4] and [10, §2] .
Log-∇-modules and Σ-unipotence
In this section, first we recall the notion of (log-)∇-modules and the residues of log-∇-modules, following [10, 2.3] . Then we recall the notion of exponents of the residues, following [2] and introduce the notion of Σ-unipotence for log-∇-modules for a subset Σ of K r (for some r): It is a generalization of the notion of unipotence for log-∇-modules introduced in [10, 3.2.5] . After that, we prove some basic properties on log-∇-modules with exponents in Σ and Σ-unipotent log-∇-modules, which are generalization of the results in [10, 3.2] . First let us recall the definition of (log-)∇-modules. For a rigid space X over K, let Ω 1 X/Y . In the case Y = Spm K, we omit the term 'relative to Y '.
It is known ([4, 2.2.3]) that when X is a smooth rigid space, any ∇-module on X (relative to Spm K) is automatically locally free.
Next, when we are given a morphism f : X −→ Y of rigid spaces over K and let x 1 , ..., x r be elements in Γ(X, O X ). Then we define the module of logarithmic differentials ω
where N is the sheaf locally generated by ( 10, 2.3.7] ). Let f : X −→ Y be a morphism of rigid spaces over K and let x 1 , ..., x r be elements in Γ(X, O X ). Then a log-∇-module on X with respect to x 1 , ..., x r relative to Y is a locally free O X -module E endowed with an integrable
In the case Y = Spm K, we omit the term 'relative to Y '.
Note that, in the case of log-∇-modules, the local freeness is not automatic even in the case Y = Spm K. So it is built in the definition.
Let f : X −→ Y, x 1 , ..., x r be as in Definition 1.2 and let (E, ∇) be a log-∇-module on X with respect to x 1 , ..., x r relative to Y . For 1 ≤ i ≤ r, let us put
Keep the above notation and assume that Y = Spm K, X is a smooth affinoid rigid space and that the zero loci of x i are smooth and meet transversally. Then, by the argument of [2, 1.5.3], we see that there exists a polynomial P i (x) ∈ K[x] (1 ≤ i ≤ r) satisfying P i (res i ) = 0. Take P i (x) to be minimal and monic satisfying P i (res i ) = 0. Then we call the roots of P i (x) (in K) the exponents of (E, ∇) along D i . When X is not necessarily affinoid, the set of exponents of (E, ∇) is defined as the union of the sets of the exponents of (E, ∇)| U for affinoid admissible opens U ⊆ X.
Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) such that the zero loci of x i are smooth and meet transversally. For a subset Σ =
we define the category LNM X,Σ as the category of log-∇-modules on X with respect to x 1 , ..., x r such that all the exponents along D i are contained in Σ i (1 ≤ i ≤ r).
As in [10] , we call a subinterval I ⊆ [0, ∞) aligned if any endpoint of I at which it is closed is contained in Γ * . We call a subinterval I ⊆ [0, ∞) quasi-open when it is open at non-zero endpoints. For an aligned interval I, we define the rigid space
Following [10, 3.2.4], we use the following convention: For a smooth affinoid rigid space X endowed with x 1 , ..., x r ∈ Γ(X, O X ) such that the zero loci of x i are smooth and meet transversally, we put ω
where dlog t i is the free generator 'corresponding to the i-th coordinate on A n K [0, 0]'. Using this, we can define the notion of a log-∇-module (E, ∇) on X × A n K [0, 0] with respect to x 1 , ..., x r , t 1 , ..., t n and the notion of the residue, the exponents of (E, ∇) along {t i = 0} in natural way: To give a log-∇-module (E, ∇) on X ×A n K [0, 0] with respect to x 1 , ..., x r , t 1 , ..., t n is equivalent to give a log-∇-module (E, ∇) on X with respect to x 1 , ..., x r and commuting endomorphisms
] with respect to x 1 , ..., x r , t 1 , ..., t n , regarded as a log-∇-module (E, ∇) on X with respect to x 1 , ..., x r endowed with commuting
For an aligned interval I ⊆ [0, ∞) and ξ := (ξ 1 , ..., ξ n ) ∈ K n , we define the log-∇-module (M ξ , ∇ M ξ ) on A n K (I) with respect to t 1 , ..., t n (which are the coordinates) as the log-∇-module (
. Now we introduce the notion of (potential) Σ-constance and (potential) Σ-unipotence for log-∇-modules: Definition 1.3 (cf. [10, 3.2.5] ). Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally. Let I ⊆ [0, ∞) be an aligned interval and fix Σ : 
by sub log-∇-modules whose successive quotients are Σ-constant log-∇-modules.
,Σ is called potentially Σ-constant (resp. potentially Σ-unipotent) if it is Σ-constant (resp. Σ-unipotent) after some finite extension of the field K.
We denote the category of Σ-unipotent (resp. potentially Σ-unipotent) log-∇-modules on X × A n K (I) with respect to x 1 , ..., x r , t 1 , ..., t n by ULNM X×A n K (I),Σ (resp. ULNM ′ X×A n K (I),Σ ). Remark 1.4. Let the notation be as above and assume that r = 0 and that I does not contain 0. In this case, it is easy to see that the log-∇-modules M ξ and
From this fact, it is easy to see that the notion of (potential) Σ-unipotence only depends on the image Σ of Σ in (K/Z) n in the following sense: An object (E, ∇) in LNM X×A n K (I),Σ is (potentially) Σ-unipotent if and only if it is τ (Σ)-unipotent for some (or any) section τ : (K/Z) n −→ K n of the canonical projection K n −→ (K/Z) n . So, in this case, we will say also that (E, ∇) is (potentially) Σ-unipotent, by abuse of terminology.
Following [10, 3.2.6], we introduce an important functor U I : Definition 1.5. Let X, I, Σ be as in Definition 1.3. Then we define the functor
We have the following remark, which is parallel to [10, 3.2.7] : Remark 1.6. Let the notation be as above.
(1) In the case X = Spm K (r = 0) and I = [0, 0], a log-∇-module on X ×A n K (I) is nothing but a finite dimensional K-vector space E endowed with commuting endomorphisms ∂ i (1 ≤ i ≤ n). It is (potentially) Σ-constant if and only if each ∂ i is equal to the multiplication by ξ i for some ξ i ∈ Σ i ∩ K. It is Σ-unipotent (resp. potentially Σ-unipotent) if and only if each ∂ i has eigenvalues in Σ i ∩ K (resp. Σ i ). So, in this case, Σ-constance is equivalent to potential Σ-constance and Σ-unipotence (resp. potential Σ-unipotence) is equivalent to being contained in the category LNM X×A n K (I),Σ∩K n (resp. LNM X×A n K (I),Σ ). (2) From the remark (1), we easily see that, in the case X = Spm K (r = 0) and I arbitrary, an object in the image of U I is potentially Σ-unipotent and it is Σ-unipotent if Σ ⊆ K n .
Before investigating the properties of log-∇-modules with exponents in Σ and (potentially) Σ-unipotent log-∇-modules, we consider several conditions on the set Σ. To do this, first we recall the notion of the type of a number in K and that of p-adic non-Liouvilleness: 
(2) a ∈ K is called p-adically non-Liouville if type(a) = type(−a) = 1 holds.
We say a set Σ :
(NLD)). Note that τ (Σ) is automatically (NID).
Now we prove the analogue of [10, 3.2.8] , which is a starting point of the study of log-∇-modules with exponents in Σ: Lemma 1.9. Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally. Let Σ :=
Proof. We give a proof, following [10, 3.2.8] . For a commutative ring A and n ∈ N, we denote the set of n × n matrices with entries in A by Mat n (A). Also, we denote the coodinate of A 
First we prove the lemma in the case s = 0. The key claim for the proof is the following:
Let us prove the assertion (1) of the claim. If we write M = ∞ i=0 M i t i with M 0 identity, we should have
To prove this, we may enlarge K. Since N 0 is the residue of E along {t = 0}, there exists a polynomial
n i with ξ i ∈ Σ r+1 such that P (N 0 ) = 0 holds. By enlarging K, we may assume that ξ i 's belong to K. Then we have a decomposition
According to this decomposition, we have the decomposition
Hom O(X) (E k , E l ), 
where the arrow in the middle is defined by (Y kl 
in the case of h 2 . Then we have g + i · id = h 1,i + h 2 and h 1,i (resp. h 2 ) is invertible (resp. nilpotent). Let us take a natural number e satisfying h e 2 = 0. Then the inverse of the map g + i · id is given by (g + i · id)
Let us replace the constant C by a larger value so that it satisfies the inequalities |h
−1 |, |h 2 | ≤ C and let us put
With these notation, we prove the inequality |M i | ≤ A e i C 2ei a −i by induction on i. It is obviously true for i = 0. If the inequality is true for i − 1, we have
Hence we have
and so the desired inequality is proved. By [9, VI, Lemma 1.2], we have an equality of the series
From this, we easily see that the radius of convergence of the left hand side is positive if type(α) is positive. Putting α = ξ k − ξ l (which is in K − N with positive type since Σ r+1 is (NID) and (PTD)), we see that, for some ρ > 0, the inequality A i < ρ −i holds for all i > 0. Then, if we take b ∈ (0, a] ∩ Γ * to be a number satisfying 0 < b < ρ e C −2e a, we have
and so the assertion (2) of the claim is proved. By the claim, the matrix
and the operator ∂ acts on this basis via the matrix N 0 . Also, by the formal power series computation, we see that the O X -span of this basis (which we denote by F ) is characterized as the subspace of E on which P (∂) acts as zero. Hence the restriction of (E, ∇) to F naturally defines a log-∇-module on X whose exponents along {x i = 0} are in Σ i (1 ≤ i ≤ r), endowed with the operator ∂ = N 0 . That is, F defines an object in LNM X×A 1
and it is easy to see that E = U [0,b] (F ) holds. Hence the proof of the lemma is finished in the case s = 0.
Next let us treat the general case. Let us rewrite (E, ∇) as
and ∂ i (1 ≤ i ≤ s) are commuting endomorphisms on (E, ∇ ′ ) with eigenvalues in Σ r+i+1 . Then we can apply the argument up to the previous paragraph to (E, ∇ ′ ): So let us take ∂, b, N 0 , the basis
be the matrix expression of ∂ i with respect to the basis v 1 , ..., v n . Since ∂ i 's are compatible with ∂, we have equalities
As we see above, the map
. So the proof in general case is also finished.
Using Lemma 1.9, we obtain the following (cf. [10, 3.2.12]): Lemma 1.10. Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally. Let a
Proof. We prove the lemma by induction on n. 
, we have the isomorphism
where π :
Hence E ′ is free and so i * E = π * E ′ is also free. Hence we may apply Lemma 1.9 and we see that the
for some smaller b. Then, by using the induction hypothesis again, we see that the restriction of (E,
for some even smaller b, as desired.
Using Lemma 1.10, we can prove the following proposition, which is the analogue of [10, 3.2.14]: Proposition 1.11. Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally. Let Σ = r i=1 Σ i be a subset of K r which is (NID) and (PTD). Then, for a morphism f :
and Coker(f ) endowed with canonical connections are also in the category LNM X,Σ . In particular, LNM X,Σ is an abelian category.
Proof. It suffices to prove that Ker(f ) and Coker(f ) are locally free. So we may replace K by a finite extension and it suffices to check the local freeness on a neighborhood of each point of X (see [10, 3.2.13] 
Then, by replacing Σ by Σ × {0}
n−r , we may assume that the exponents of E and F are contained in Σ and by Lemma 1.10 (with X = Spm K in the notation there), we may assume that E and F are in the image of
Let e 1 , ..., e l (resp. f 1 , ..., f m ) be a basis of E (resp. F ) on which ∂ i := t i ∂ ∂t i acts via matrices over K. We can assume moreover that there exists an element ξ := (ξ 1 , ..., ξ r ) ∈ Σ such that ∂ i (e 1 ) = ξ i e 1 . Let us consider the following claim:
If this is true, we can prove the local freeness of Ker(f ) and Coker(f ) in the same way as [10, 3.2.14] , by induction on the rank of E ⊕ F . Hence it suffices to prove the above claim.
Let us put f (e 1 ) = m i=1 a i (t)f i . Then, to prove the claim, it suffices to prove the following statement ( * ) j for each 1 ≤ j ≤ n: ( * ) j : For 1 ≤ i ≤ m, a i (t) are constant with respect to the variable t j .
By symmetry with respect to the variables, it suffices to prove ( * ) 1 . To prove this, we may change the basis f 1 , ..., f m by another basis of the K-span of f 1 , ..., f m . So we may assume that there exist elements η 1 , ..., η k ∈ Σ 1 and the sequence 0 = m 0 < m 1 < m 2 < · · · < m k = m satisfying
Let us define ∇ E , ∇ F as the composite map
respectively. Then we have
On the other hand, we have
By comparing (1.2) and (1.3), we obtain the equalities
Since ξ 1 −η i+1 is not a non-zero integer, we see from (1.4) that a m i +1 (t) (0 ≤ i ≤ k−1) are constant with respect to t 1 . From this, (1.5) and the induction on j, we see that
) are also constant with respect to t 1 . So we have proved the assertion ( * ) 1 and so we are done. Corollary 1.12. Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally.
Proof. Immediate from Proposition 1.11.
We have the following remark generalizing Remark 1.6, which is the analogue of [10, 3.2.16]. Remark 1.13. Let X be a connected smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally. Let Σ : 
We may enlarge K in order that all the eigenvalues are in K. Since ∂ i are commuting endomorphisms of (E, ∇),
It is easy to see that E 1 is Σ-constant, and the quotient E/E 1 is potentially Σ-unipotent by induction hypothesis. Hence E is potentially Σ-unipotent, as desired.
The same argument shows that, in the case I = [0, 0] and
In particular, Σ-unipotence is equivalant to potential Σ-unipotence in this case.
(2) From (1), we easily see that, under the assumption here (with I arbitrary), an object in the essential image of the functor U I : ULNM
Next we prove an important property of the functor U I , which is an analogue of [10, 3.3.2]: Proposition 1.14. Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally and let I be a quasi-open subinterval of positive length in [0, ∞).
and (NLD). Then, for any objects
,Σ by Remark 1.13), the canonical morphism
is an isomorphism for i = 0, 1. (Here Ext i denotes the extension group in the category
.., x r , t 1 , ..., t n ). Then, by [10, 3.3 .1], we have
Hence it suffices to prove that the map
To prove this, we can enlarge K. So, by five lemma and the exactness of U I , we can reduce to the case where E, E ′ are Σ-constant. Also, we can reduce to the case where X is affinoid (by considering theČech spectral sequence), and we can assume that F is a free O X -module. Hence F has the form
Σ r+i and for some log-∇-module F 0 on X with respect to x 1 , ..., x r with F 0 free as O X -module. (Here π denotes the projection
. Now let us consider the Katz-Oda type spectral sequence for the diagram
From the first diagram, we obtain the spectral sequence
and from the second diagram, we obtain the spectral sequence
Since the map (1.6) depends only on the structure of F as a log-∇-module on X×A n K [0, 0] with respect to t 1 , ..., t n relative to X, we may suppose that F has the form π
.., α n ). In this case, the map (1.6) is the map between cohmologies induced by the following map of complexes
where the complexes ω
be the map induced by the map O(X × A n K (I)) −→ O(X) of 'taking the constant coefficient'. Then the composite h • g is the identity. Hence it suffices to prove that the composite map g • h is homotopic to the identity. We construct the homotopy ϕ in a similar way to [10, 3.3.2] . For a monomial of the form
.., i n ) be the least integer with i l = 0 and send it by ϕ to 0 if l / ∈ {j 1 , ..., j k } and to
(It is well-defined because α l is not a non-zero integer.) We claim that we can extend ϕ in natural way to define a map
To prove this, it suffices to prove that, for a formal power series i a i t
We can prove this claim easily by using the fact that α 1 , ..., α n are p-adically non-Liouville (which follows from the assumption that Σ is (NLD)). Then we can easily check by formal power series computation that the map ϕ gives a homotopy between g • h and the identity. So we are done. Corollary 1.15 (cf. [10, 3.3.4] ). Let X, x 1 , ..., x r , I, Σ be as in Proposition 1.14. Then U I induces equivalences of categories
Proof. It is immediate from Proposition 1.14 that the two functors are fully faithful. Moreover, since any Σ-unipotent object can be written as a successive extension by Σ-constant objects and since any Σ-constant object is in the essential image of U I , we see that the former functor is essentially surjective, by using Proposition 1.14 again. Let us prove that the latter functor is also essentially surjective. Take an object
is also endowed with the descent data which is sent to {ι σ } σ by
,Σ which is sent to (E, ∇) by U I . Hence the latter functor is also essentially surjective.
The last assertion follows from the two equivalences of categories and Remark 1.13 (1). Corollary 1.16 (cf. [10, 3.3.6] ). Let X, x 1 , ..., x r , Σ be as in Proposition 1.14 and let I be an aligned interval of positive length. Then U I induces fully-faithful functors ULNM
Proof. It is easy to see that the functor U I is faithful. On the other hand, if we take a quasi-open subinterval J ⊂ I of positive length, we have the faithful restriction functor ULNM 
Proof. It suffices to prove the latter assertion and it suffices to work only in the case of ULNM X×A n K (I),Σ . Take E ∈ ULNM X×A n K (I),Σ and let F be a subquotient of E in the category LNM X×A n K (I),Σ . First we prove the proposition in the case I is quasi-open, assuming that the proposition is true in the closed aligned case. Write I as the union
, and the compatibility of F | X×A n K (am,bm) 's with respect to m implies that G m (m ∈ N) does not depend on m, which we denote by G. Then we have F | X×A n K (am,bm) = U (am,bm) (G) and hence F = U I (G). Hence F is Σ-unipotent, as desired. So it suffices to prove the proposition in the case where I is a closed aligned interval of positive length.
To prove the proposition, it suffices to see that the subquotients of a Σ-constant object E is again Σ-constant. Then it suffices to check one of the subobjects or the quotients are Σ-constant, by considering the dual and noting that −Σ := {(ξ i ) | ∀i, −ξ i ∈ Σ i } is again (NID) and (NLD).
First we prove that, for n = 1 and X = Spm K (r = 0), being Σ-constant is stable by taking quotients. Let E be a Σ-constant object and let f :
n -constant, that is, constant in the sense of [10] and f induces the surjection 
Next we check that, for n and X arbitrary, being Σ-constant is stable by taking subobject. Let E be a Σ-constant object and let us take a subobject F ֒→ E in LNM X×A n K (I),Σ . First we reduce to the case n = 1 and X arbitrary. To do this, we
and ∂ E , ∂ F are endomorphisms on E ′′ , F ′′ , respectively. Then
Σ i -consant and ∂ E is the multiplication by some ξ ∈ Σ r+n ∩ K. Then, F ′′ is also
Σ i -constant by induction hypothesis and ∂ F = ∂ E | F is also the multiplication by ξ. Hence
Finally we prove the claim in the previous paragraph in the case n = 1. Let F ֒→ E be as above. Note first that, to prove the Σ-constance of F , we may replace K by its finite Galois extension K ′ : Indeed, if we denote the restriction of
, ι σ 's descend uniquely to the descent data on F 0,K ′ , thanks to the full-faithfulness of U I (Corollary 1.16). Hence F 0,K ′ descends to a Σ-constant object
To prove the claim, it suffices to prove the equality F = π * F ′ ⊗ M ξ . Hence it suffices to prove that the composition maps
To check this, we may replace X by X ′ :=the complement of the zero loci of x i 's. (Then one can ignore the part ' r i=1 Σ i '.) Moreover, it suffices to check on a neighborhood of each point of X ′ . Hence we may assume that X ′ is equal to a closed polydisc of radius p −m for some m (after possibly enlarging K).
Let L be the completion of the fraction field of O(X ′ ) with respect to the spectrum norm on O(X ′ ). (This is possible because O(X ′ ) is a reduced affinoid algebra whose reduction is an integral domain.) Then it suffices to check the vanishing of the above two maps after we pull them back to A 1 L (I). Then it is true because we already know that F is {ξ}-constant on A 1 L (I). So we proved the claim and hence the proof of the proposition is finished.
Using Corollary 1.15 and Proposition 1.17, we can prove the following, which is an analogue of [10, 3.3.8]:
Proposition 1.18. Let X be a smooth rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally and Let U be the complement of these zero loci. Let Σ = r i=1 Σ i be a subset of K r which is (NID) and (NLD). Let E be an object in LNM X,Σ and let F be a sub ∇-module of the restriction of E to U. Then F uniquely extends to a subobject F of E in the category LNM X,Σ .
Proof. The proof is the same as [10, 3.3.8] . By induction, it suffices to check the following claim: Let Z be the zero locus of t r and suppose that we are given a sub log-∇-module F of the restriction of E to X − Z in the category LNM X−Z,Σ . Then F uniquely extends to a subobject F of E in the category LNM X,Σ . Since the claim is local, we may assume that Z, X are affinoid. Then, by [12, 1. 18], we may assume moreover that X has the form Z × A 1 K [0, a] for some a ∈ (0, ∞) ∩ Γ * and that the restriction of E to Z is free. Also, we may shrink X in order that X = Z × A 1 K [0, a) with a replaced by a smaller positive value. So, by Lemma 1.9 and Remark 1.13, we may assume that E is potentially Σ-unipotent and E has the form
is potentially Σ-unipotent, we see by Proposition 1.17 that F is also potentially Σ-unipotent, that is, F has the form U (0,a) (H) for some H ∈ LNM Z×A 1 K [0,0],Σ . By Corollary 1.15, we see that the inclusion F ֒→ E| Z×A 1
, it defines a sub log-∇-module of E which extends F . To see the uniqueness of the extension, we may work locally as above. Hence we may assume that the extensions should be potentially Σ-unipotent and then the uniqueness follows from Corollary 1.15.
Σ-unipotence, generization and log-convergence
In this section, we prove three key propositions in this paper. The first one, called generization, asserts that the property of Σ-unipotence is 'generic on the base'. It is an analogue of [10, 3.4.1, 3.4.3] . The second one, called overconvergent generization, asserts that one can extend the the property of Σ-unipotence 'overconvergently on the base'. It is an analogue of [10, 3.5.3] . The third one asserts that, under the condition of log-convergence, the property of 'having exponents in Σ' implies the Σ-constance. It is an analogue of [10, 3.6.2, 3.6.9] and a variant of [2, 6.5.2] (see also [1] , [5] ).
Here we explain the slight difference of the results in this section from the corresponding ones in the paper [10] . It seems to us that there is an error in the proof of [10, 3.5.3] and [10, 3.6.2] . (See Remark 2.8 for detail.) By this reason and some technical reason, our analogues corresponding to them are slightly weaker than the results in [10] when restricted to the unipotent case. On the other hand, our analogue concerning generization is slightly more generalized than in [10] , since we need a slightly generalized version to prove the main result in the next section.
First we recall the notion concerning the convergence of multisequences and introduce a notation: 
Then the key lemma for the generization is the following (this is the analogue of [10, 3.4 
.1]):
Lemma 2.3. Let A be an affinoid algebra such that X := Spm A is smooth and endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally and let A ⊆ L be one of the following: (1) L is an affinoid algebra over K satisfying the following conditions: Spm L is smooth, the zero loci of x 1 , ..., x r are smooth and meet transversally on Spm L and the supremum norm on L restricts to the supremum norm on A.
(2) L is a field containing A which is complete for a norm restricting to the supremum norm on A. 
which is (NID) and (NLD) and let E be an object in LNM X×A n K (I),Σ such that the induced object
Proof. Since F is Σ-unipotent, we have F = U I (W ) for some W ∈ LNM A n L [0,0],Σ and W is regarded as a log-∇-module on Spm L with respect to x 1 , ..., x r (resp. a finite dimensional L-vector space) endowed with commuting endomorphisms N i := t i ∂ ∂t i with eigenvalues in Σ i (1 ≤ i ≤ n) in the case (1) (resp. (2)). Let ξ ik ∈ Σ i (1 ≤ k ≤ n i ) be the eigenvalues of N i and let
be the minimal monic polynomial satisfying P i (N i ) = 0. Let us put m := max i,k (m ik ). For k := (k 1 , ..., k n ) (1 ≤ k i ≤ n i ), let us define 
Now define the sequence of operators D l (l ∈ N) on E by
Take an aligned closed subinterval 
We compute the term
for each J, k. First, in the case J = 0 := (0, ..., 0), we have
Second, let us consider the case where J := (j 1 , ..., j n ) contains some factor j i with |j i | ≤ l. If we put k := (k 1 , ..., k n ), then the term (2.1) contains a factor
Hence we can conclude that the term (2.1) is equal to zero in this case. Finally, let us consider the case where any factor j i of J := (j 1 , ..., j n ) satisfies |j i | > l. In this case, let us rewrite the term (2.1) as
Then we see that the operator in (2.2) between parentheses { } is a polynomial on N i − ξ ik i and hence it can be written as the form
m . Then the term (2.1) can be expressed as
Therefore, we can calculate
is killed by N i − ξ i1 for any i, the proof of claim 1 is reduced to the following claim: There exists a constant A such that, for any δ > 1, we have the inequality |c j ′ ,l i,α | ≤ (const) δ A|j ′ | for all i, α and j ′ with |j ′ | > l.
We prove claim 3. Let us define p
Then, to prove the claim 3, it suffices to prove the same assertion for p
i,α | is equal or less than the maximum of the absolute values of the coefficients of Q i 's, which is independent of i, α and j ′ . Hence the claim 3 is true for |p Let σ, τ ∈ Z p − (Z − {0}) be p-adically non-Liouville numbers and define s
Then, for any δ > 1, we have |s
We prove this claim. Let us fix δ > 1. Then by the p-adic non-Liouvilleness of τ , we have, for some constant C > 1, the inequalities
for any α and j ′ with |j ′ | > l. So it suffices to prove the inequality |s
Note that we have s
it is easy to see the inequality 
. Hence the L-span on the image of this set by f is dense in
, which is non-zero. Hence there exists an element
By using Lemma 2.3, we can prove the following proposition, which is the analogue of [10, 3.4 
.3]:
Proposition 2.4 (generization). Let A be an affinoid algebra such that X := Spm A is smooth and endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally and let A ⊆ L be one of the following: (1) L is an affinoid algebra over K such that Spm L is smooth, x i 's are invertible in L and that the supremum norm on L restricts to the supremum norm on A. 
which is (NID) and (NLD), and let E be an object in LNM X×A n K (I),Σ such that the induced object Let us take any finitely generated sub A-module M ⊆ H E and consider the fol-lowing diagram:
. Then the vertical arrows are injective. We prove that the lower horizontal arrow is also injective: Indeed, if we write 
. So, by the diagram (2.4), we see that the map π * X M −→ E is injective for all finitely generated sub A-module M of H E . By the Noetherianness of E, we can choose M so that the image of π * X M in E is maximal among the modules of this form. Then, if M is strictly smaller than H E , we can choose a finitely generated sub A-module M ′ of H E which strictly contains M and then we have a strict injection π * X M π * X M ′ , which contradicts the definition of M. Hence we have M = H E . So H E is a finitely generated A-module and the map π * X H E −→ E is injective, as desired. By claim 1, we can naturally regard H E as a coherent O X -module. Let X ′ be the complement of the zero loci of x 1 , ..., x r in X and let us put
, which is a coherent submodule of
Then we prove the following claim:
Indeed, we see easily that H E | X ′ ⊆ E ′ is stable by continuous derivations of X ′ over K and it admits commuting endomorphisms t i (∂/∂t i ) (1 ≤ i ≤ n), which is nothing but the multiplication by ξ i . If we forget the endomorphisms t i (∂/∂t i ),
Hence it is a locally free O X ′ -module. Then, adding the endomorphisms
which uniquely exists by Proposition 1.18. Also, we put
(Then, by the same argument as the proof of claim 1, we see that H G is also coherent.) Next we prove the following claim: We have the following variant of Proposition 2.4, which is also important. 
(Note that, since we do not have 'the log structure x 1 , ..., x r ' on X in the situation here, we have X = X ′ in the notation of the proof of Proposition 2.4. Note also that, although we do not assume that the spectral norm of L is compatible with that of A, this does not cause any problem because we did not use this assumption in the proof of the claims 1 and 2 in Proposition 2.4.) So we are done.
Remark 2.6. Lemma 2.3 and Proposition 2.4 are slightly more generalized than the corresponding results in [10, 3.4.1, 3.4.3] in the sense that we treat the case (1). (In [10] , only the case (2) is treated.) Also, Corollary 2.5 (which allows us to prove a kind of generization in the case where the spectrum norm on L is not compatible with that on A) seems to be important. (See Remark 2.8 below.)
Next we prove the proposition called overconvergent generization, which is an analogue of (a slightly weaker form of) [10, 3.5 
Proposition 2.7 (overconvergent generization). Let P be a p-adic affine formal scheme topologically of finite type over O K and let X ⊆ P k be an open dense subscheme such that P is formally smooth over O K on a neighborhood of X. 
is also Σ-unipotent. Proof. We may assume that there exists g ∈ Γ(P, O P ) such that X is defined as the locus {g = 0} in P k . For λ ∈ [0, 1) ∩ Γ * , let us put V λ := {x ∈ P K | |g(x)| ≥ λ}. Then we may assume that V = V λ 0 for some λ 0 ∈ [0, 1) ∩ Γ * and that V is smooth. 
such that E is free on W . We prove the following claim:
First, we have
(Here C > 1 is a constant which is independent of l, which is written by using the action of the operators t i ∂ ∂t i on the basis of E| W .) If we put
, we see from (2.5) the inequal-
by descending induction: Indeed, (2.6) for i = l is already shown, and if (2.6) is true for i, we have
In particular, we have the inequality
Since ±(ξ i1 − ξ ik ) are p-adically non-Liouville, we see from [9, VI Lemma 1.2] that, for any ζ > p 1/(p−1) , we have the inequalities
l . Therefore, if we put ρ := (Cζ 2m ) −2 , we see that the sequence {D l (v) − D l−1 (v)} l is ρ-null. So we have proved the claim 1.
When
is not empty, we see from claim 2 in Lemma 2.3 that the sequence
On the other hand, by claim 1, it is ρ-null for some
Hence, by [10, 3.5 .2], we see that it is 1-null on
is also empty for some λ. (See the proof of [10, 3.5.3] .) By taking a covering of V × A n K [d, e] by affinoids W on which E is free and argueing as above, we see that there exists some λ ∈ (λ 0 , 1) ∩ Γ * such that the limit
, which is non-zero for some v. Hence we have
Then, E/G satisfies the assumption of the proposition required for E if we replace I by (b ′ , c ′ ). Hence, by induction on the rank of E, we can assume that E/G is Σ-unipotent on
for some λ and so we are done.
Remark 2.8. Proposition 2.7 is slightly weaker than the corresponding result in [10, 3.5 .3], because we do not put 'the log structure' on P K here. However, it seems to us that there is an error in the proof of [10, 3. Note that, in the proof of [10, 3.4.3] , he uses the fact that the norm of L is compatible with that of O(V ): It is used in the proof of the assertion corresponding to the claim 3 in Proposition 2.4 here. On the other hand, we saw that, in the proof of Corollary 2.5, we do not need the compatibility of the norms of L and that of A. Moreover, in the proof of Proposition 2.7, we used only Corollary 2.5, not Proposition 2.4. This is the reason that our Proposition 2.7 is slightly weaker. However, as we will see in the next section, this does not cause any problem in proving our main result.
We would like to note that there is another way to fix the above-mentioned error, which is explained in [11, Appendix A]. Now we proceed to prove the third key proposition. To do this, we introduce the notion of log-convergence of a log-∇-module. Definition 2.9. Let X be a smooth affinoid rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally, let a ∈ (0, 1] ∩ Γ * and let E be a log-∇-module on X ×A n K [0, a) with respect to x 1 , ..., x r , t 1 , ..., t n . Then E is called log-convergent if, for any a ′ ∈ (0, a)∩Γ * , η ∈ (0, 1) and
For a multi-index I := (i 1 , ..., i n ) ∈ N n and a multi-variable x := (x 1 , ..., x n ), we
l=0 (x j − l) . Then the multi-sequence in Definition 2.9 can be written as {P I (t Remark 2.10. The definition of log-convergence given above is closely related to the notion of 'overconvergence' defined in [2, 5.1] in the case a = 1: Indeed, they are equivalent if r = 0 and if E has the form π * F for some coherent sheaf F on X, where π denotes the projection
, we have
where the second inequality follows from [2, 5.2]. Hence, for v = j f j v j , we have
So we have (2.8)
for η < 1. From (2.8), we see that, to check the η-nullity of the multisequence (2.7)
, it suffices to check it only for a set of generators of (2.8) shows that E is log-convergent if and only if the multi-sequence P I (t ∂ ∂t ) η |I| converges to zero for any a ′ ∈ (0, a)∩Γ * , where P I (t ∂ ∂t ) denotes the operator norm of
is log-convergent, since we have P I (t ∂ ∂t )(1) = 0 for I with |I| > 0. Also, we remark here that, if there exists a exact sequence
of log-∇-modules on X × A n K [0, a) with respect to x 1 , ..., x r , t 1 , ..., t n with E ′ , E ′′ logconvergent, then E is also log-convergent: Indeed, if we fix an isomorphism
are the operator t j ∂ ∂t j for E ′ , E ′′ , respectively), we obtain, by a tedious calculation, an inequality
Hence we have, for η < 1, the inequality
From this we see that the log convergence of E ′ and E ′′ implies that of E. Now we prove some relations between log-convergence and Σ-unipotence. The following (certainly well-known) lemma, which can be regarded as a variant of [10, 3.6 .1], shows that Σ-unipotent log-∇-module is log-convergent under certain condition: Lemma 2.11. Let X be a smooth affinoid rigid space endowed with x 1 , ..., x r ∈ Γ(X, O X ) whose zero loci are smooth and meet transversally.
and let E be a Σ-unipotent log-∇-module on X × A n K [0, 1) with respect to x 1 , ..., x r , t 1 , ..., t n . Then E is log-convergent.
Proof. Since the log-convergence is closed under extension, we may assume that E is Σ-constant. Hence we may assume that E has the form π *
for any a ∈ (0, 1) ∩ Γ * and we have the inequality
From this we see that E is log-convergent.
The following proposition, which is the third key proposition in this section, shows that under some condition, log-convergence implies Σ-unipotence. This is a variant of the transfer theorems in [5] , [1] , [2, 6.5.2] and [10, 3.6.2] .
Proposition 2.12. Let A be an integral affinoid algebra such that X := Spm A is smooth and endowed with x 1 , ..., x r ∈ A whose zero loci are smooth and meet transversally. Assume moreover that there exists A ⊆ L satisfying one of the con-
which is (NID) and (NLD). Then, if E is an object in LNM X×A n K [0,1),Σ which is log-convergent, it is Σ-unipotent.
Proof. Let F be the object in LNM A n L [0,1),Σ induced by E. Then F is also logconvergent. By Proposition 2.4, it suffices to prove that F is Σ-unipotent, and it is enough to prove that F is Σ-unipotent on A n L [0, a) for any a ∈ (0, 1) ∩ Γ * . By induction on the rank of F , we see that it suffices to prove the following claim: Let
. We will prove this claim.
Let F 0 be the pull-back of F by the map Spm L ֒→ A n L [0, 1) of 'inclusion into the origin'. Then F 0 admits commuting endomorphisms N i (1 ≤ i ≤ n) coming from the residues along t i = 0. Let ξ ik ∈ Σ i (1 ≤ k ≤ n i ) be the eigenvalues of N i and let
We may assume that F ′ 0,1 = {0}, where we put 1 := (1, ..., 1). Let us take polynomials
Now let us define a polynomial D l (x) with variable x := (x 1 , ..., x n ) by
On the other hand, let us put P l (y) := l j=1
If we put c il :
Let us fix some a ′′ ∈ (a ′ , a) ∩ Γ * . Then, for any η ∈ (0, 1), we have the following inequality concerning the norms of operators on A n L [0, a ′′ ]:
On the right hand side on (2.9), | n i=1 c il | η l/2 converges to zero when l → ∞ and the term sup 0≤q 1 ,...,qm≤l P q
is known to be bounded above, by the log-convergence of F . Hence we have shown that (2) 
Hence the image of
Hence the operator 1 t
. Now take any c ∈ (0, 1) ∩ Γ * and η ∈ (0, 1) with η < c < a ′′ . Then, since 
. We see, by the similar argument to the proof of Lemma 2.
, F ) (where ξ := (ξ 11 , · · · , ξ n1 )) and it is non-zero
In the case where L is as in (2) in Proposition 2.4, we can define a morphism
,Σ which sends 1 to f (v) and it is injective because it is non-zero and the rank of M ξ is one. So we have shown that F has a non-zero Σ-
. So the proof of the claim in the first paragraph is done and hence the proof of the proposition is finished in this case.
In the case where L is as in (1) in Proposition 2.4, we need to work more. Let
. Then, to finish the proof of the the claim in the first paragraph (and the proof of the proposition), it suffices to prove the following claims: claim 1. H is a finitely generated L-module and the canonical map π *
We give a proof of these claims, following the proof of the corresponding claims in Proposition 2.4. Remember that we have b 
. Then the vertical arrows are injective and we can prove the injectivity of the lower horizontal arrow by using the expression
, as in the proof of Proposition 2.4. So the map π * a ′ M −→ F is injective and by using the Noetherianness of F , we can prove that H is finitely generated and that the map π * a ′ H −→ F is injective in the same way as the proof of claim 1 in Proposition 2.4. So we have proved the claim 1.
Then, since H is stable by the action of continuous derivations of Spm L over Spm K, we see that H is locally free O Spm L -module, and adding the actions of t i (∂/∂t i ) (= multiplication by ξ i1 ), we see that H defines a Σ-constant object in
which is a subobject of F , as desired. So the proof of the claim 2 is also finished and we are done.
Monodromy of isocrystals and logarithmic extension
Let us assume given an open immersion X ֒→ X of smooth k-varieties with Z := X −X = r i=1 Z i a simple normal crossing divisor and let us denote the log structure on X induced by Z by M. In this section, we introduce the notion of 'having Σ-unipotent monodromy' for an overconvergent isocrystal on (X, X)/K and prove that, under the assumption that Σ = r i=1 Σ i ⊆ Z r p is (NID) and (NLD), any overconvergent isocrystal on (X, X)/K having Σ-unipotent monodromy uniquely extends to an isocrystal on log convergent site ((X, M)/O K ) conv with exponents in Σ.
Also, we can give the following expression of the above result. For an overconvergent isocrystal on (X, X)/K, we define the notion of the Robba condition (see Definition 3.13 for detail). Then, by combining the result stated in the previous paragraph and a little argument, we prove the following: If we fix a section τ : (Z p /Z) r −→ Z r p of the canonical projection, any overconvergent isocrystal satisfying the Robba condition and the condition (NLD) (which stands for 'nonLiouville difference' of exponents and will be defined below) uniquely extends to an isocrystal on log convergent site ((X, M)/O K ) conv with exponents in τ (Σ E ), where
r denotes the set of Christol-Mebkhout exponents of E which will also be defined below. Since the Robba condition is regarded as a p-adic analogue of the regular singularity of integrable connections, this result can be regarded as a p-adic analogue of the canonical extension of regular singular integrable connections in [8, II 5.4] .
Throughout this section, we assume that K is discretely valued. First we recall terminologies on frames in [10] . 
4]).
A frame (or affine frame) is a tuple (X, X, P, i, j), where X, X are k-varieties, P is a p-adic affine formal scheme topologically of finite type over O K , i : X ֒→ P is a closed immersion over O K , j : X ֒→ X is an open immersion over k such that P is formally smooth over O K on a neighborhood of X. We say that the frame encloses a pair (X, X). 
1]).
A small frame is a frame (X, X, P, i, j) such that X is isomorphic to P k via i and that there exists an element f ∈ Γ(X, O X ) with X = {f = 0}.
Before we introduce some more terminologies on frames, we introduce one terminology which is not standard: For a scheme Z, a decomposition of Z into irreducible components or empty schemes is a decomposition Z = i∈I Z i such that Z = i∈I Z i =∅ Z i gives the decomposition of Z into irreducible components. Definition 3.3. Let X ֒→ X be an open immersion of smooth k-varieties such that Z := X − X is a simple normal crossing divisor. Let Z = r i=1 Z i be a decomposition of Z into irreducible components or empty schemes. Then a standard small frame enclosing (X, X) is a small frame P := (X, X, P, i, j) enclosing (X, X) which satisfies the following condition: There exist t 1 , ..., t r ∈ Γ(P, O P ) such that, if we denote the zero locus of t i in P by Q i , each Q i is irreducible (possibly empty) and that Q = r i=1 Q i is a relative simple normal crossing divisor of P satisfying Z i = Q i × P X. We call a pair (P, (t 1 , . .., t r )) a charted standard small frame. When r = 1, we call P a smooth standard small frame and the pair (P, t 1 ) a charted smooth standard small frame.
Next we recall the relation between isocrystals on log convergent site and log-∇-modules. This is explained partly in an abstract way in [13] , [14] , [15] and explained clearly and explicitly in [10] .
Let X ֒→ X be an open immersion of smooth k-varieties such that Z := X − X is a simple normal crossing divisor and let Z = r i=1 Z i be the decomposition of Z into irreducible components. Let us denote the log structure on X induced by Z by M. Let us take a charted standard small frame ((X, X, P, i, j), (t 1 , ..., t r )) enclosing (X, X) and let Q i (1 ≤ i ≤ r) be the zero loci of t i in P . Then, by [14, 1.2.7] , a locally free isocrystal E on the log convergent site ((X, M)/O K ) conv induces in natural way a log-∇-module E E on P K with respect to t 1 , ..., t r . Also, an overconvergent isocrystal E on (X, X)/K induces in natural way a ∇-module on some strict neighborhood of ]X[ P in P K . Following [10, 6.3 .1], we make the following definition: Definition 3.4. Let X ֒→ X and (X, X, P, i, j) be as above. Then a log-∇-module E on P K with respect to t 1 , ..., t r is called convergent if the restriction of E to some strict neighborhood of ]X[ P in P K comes from an overconvergent isocrystal on (X, X)/K.
Then we have the following proposition: 
Keep the above notation. (In particular, we take an isocrystal E on ((X, M)/O K )
conv and denote the associated log-∇-module by E E .) Then, by [10, 6.3.4] , the multisequence
is η-null for any v ∈ Γ(P K , E E ). For a subset I of {1, ..., r}, let us put I) ) and for any v ∈ Γ(P K , E E ) and for any η ∈ (0, 1), a ∈ (0, 1) ∩ Γ * , the multisequence
Hence we have the following: Proposition 3.6. Let the notations be as above. Then, for any I ⊆ {1, ..., r}, the restriction of
Next we define the notion of 'having exponents in Σ' for an isocrystal on log convergent site. Then we say that a locally free isocrystal E on ((X, M)/O K ) conv has exponents in Σ if there exist an affine open covering X = α∈∆ U α and charted standard small frames ((U α , U α , P α , i α , j α ), (t α,1 , ..., t α,r )) enclosing (U α , U α ) (α ∈ ∆, where we put U α := X ∩ U α ) such that, for any α ∈ ∆ and any i (1 ≤ i ≤ r), all the exponents of the log-∇-module E E,α on P α,K induced by E along the locus {t α,i = 0} are contained in Σ i .
Then we have the following:
Lemma 3.8. Let (X, X), Z, Σ be as above. Then a locally free isocrystal E on ((X, M)/O K ) conv has exponents in Σ if and only if the following condition is satisfied:
For any affine open subscheme U ֒→ X and any charted standard small frames ((U, U, P, i, j), (t 1 , ..., t r )) enclosing (U, U) (where we put U := X ∩ U) such that, for any i (1 ≤ i ≤ r), all the exponents of the log-∇-module E E on P K induced by E along the locus {t i = 0} are contained in Σ i .
Proof. Let E be a locally free isocrystal E on ((X, M)/O K ) conv with exponents in Σ and take ((U, U, P, i, j), (t 1 , ..., t r )), E E as in the statement of the lemma. It suffices to prove that the exponents of E E along the locus {t i = 0} are contained in Σ i . Note that we may work Zariski locally on P .
Let X = α∈∆ U α and take ((U α , U α , P α , i α , j α ), (t α,1 , ..., t α,r )) and E E,α as in Definition 3.7. Then, by shrinking P , we may assume that U is contained in U α for some α. By shrinking P α , we see that we may assume U = U α to prove the lemma. Moreover, by omitting the indices i with Z i ∩ U = ∅, we may assume that Z i ∩ U = ∅ for any 1 ≤ i ≤ r. Under this assumption, we prove that the exponents of E E and those of E E,α coincide.
Let us consider P (resp. P α ) as log formal scheme with log structure induced by {t 1 · · · t r = 0} (resp. {t α,1 · · · t α,r = 0}) and consider U = U α as log scheme with log structure induced by U ∩ Z. Then we have the following diagram (3.1)
where π i (i = 1, 2) are the maps induced by the projections, d = dim U and the middle isomorphism is locally defined as follows: Let us choose local parameter of the form t 1 , ..., t d (resp. t α,1 , · · · t α,d ) of P (resp. P α ), where t i , t α,i (1 ≤ i ≤ r) are the ones in the data of the charted standard small frames taken above. Let us put Then, by definition, we see that the log-∇-module E E,α restricts to E E by π 1 • s. Moreover, by π 1 •s, dlog t α,i is restricted to s * (dlog t i +dlog (1+u i )) = dlog t i . Hence we see that the residue of E E,α along {t α,i = 0} restricts to the residue of E E,α along {t i = 0} via π 1 • s. Hence their exponents coincide and so we are done.
Let X ֒→ X be an open immersion of smooth k-varieties such that Z := X − X is a smooth divisor. Suppose we are given a charted smooth standard small frame ((X, X, P, i, j), t) enclosing (X, X) and let Q be the zero loci of t in P . Then, as we saw above, an overconvergent isocrystal E on (X, X)/K induces in natural way a ∇-module E E on some strict neighborhood of ]X[ P in P K . In particular, it is defined on {x ∈ P K | |t(x)| ≥ λ} for some λ ∈ (0, 1) ∩ Γ * . Hence we can restrict E E to {x ∈ P K | |t(x)| ≥ λ}∩]Z[ 1) if Z is non-empty. Using this observation, we define the notion of 'having Σ-unipotent monodromy' for an overconvergent isocrystal as follows: Definition 3.9. Let X ֒→ X be an open immersion of smooth k-varieties such that Z := X − X is a simple normal crossing divisor. Let Z = r i=1 Z i be the decomposition of Z into irreducible components and let Z sing be the set of singular points of Z. Let Σ = r i=1 Σ i be a subset of Z r p . Then we say that an overconvergent isocrystal E on (X, X)/K has Σ-unipotent monodromy if there exist an affine open covering X − Z sing = α∈∆ U α and charted smooth standard small frames ((U α , U α , P α , i α , j α ), t α ) enclosing (U α , U α ) (α ∈ ∆, where we put U α := X ∩ U α ) such that, for any α ∈ ∆, there exists some λ ∈ (0, 1) ∩ Γ * such that the ∇-module E E,α associated to E is defined on {x ∈ P α,K | |t α (x)| ≥ λ} and that the restriction of E E,α to Q α,K × A 1 K [λ, 1) is Σ i -unipotent (where Q α is the zero locus of t α in P α and i is any index with U α ∩ Z ⊆ Z i , which is unique if U α ∩ Z is non-empty. When U α ∩ Z is empty, we regard this last condition as vacuous one.)
Note that the notion of having Σ-unipotent monodromy depends only on the image Σ of Σ in (Z p /Z) r in the sense that E has Σ-unipotent monodromy if and only if E has τ (Σ)-unipotent monodromy for some (any) section τ : (Z p /Z) r −→ Z p of the canonical projection Z r p −→ (Z p /Z) r . (See Remark 1.4.) Hence we will say also that E has Σ-unipotent monodromy, by abuse of terminology.
The notion of having Σ-unipotent monodromy does not depend on the choice of the data chosen in Definition 3.9, under some assumption on Σ. In fact, we have the following lemma: Lemma 3.10. Let (X, X), Z = r i=1 Z i , Σ be as above and assume that Σ is (NID) and (NLD). Then an overconvergent isocrystal E on (X, X)/K has Σ-unipotent monodromy if and only if the following condition is satisfied: For any affine open subscheme U ֒→ X−Z sing and any charted smooth standard small frame ((U, U, P, i, j), t) enclosing (U, U) (where we put U := X ∩ U ), there exists some λ ∈ (0, 1) ∩ Γ * such that the ∇-module E E associated to E is defined on {x ∈ P K | |t(x)| ≥ λ} and that the restriction of E E to Q K × A 1 K [λ, 1) is Σ i -unipotent (where Q is the zero locus of t in P and i is any index with U ∩ Z ⊆ Z i , which is unique if U ∩ Z is non-empty. When U ∩ Z is empty, we regard this last condition as vacuous one.) Proof. Let E be an overconvegent isocrystal on (X, X)/K having Σ-unipotent monodromy, and let ((U, U, P, i, j), t), Q and E E (resp. X − Z sing = α∈∆ U α , ((U α , U α , P α , i α , j α ), t α ), Q α and E E,α ) as in the statement of the lemma (resp. Definition 3.9). It suffices to prove that, under the assumption U = U α for some α and the assumption U ∩ Z = ∅, the restriction to E E to Q K × A Let M be the log structure on X induced by Z. By assumption, E E,α is defined on {x ∈ P α,K | |t α (x)| ≥ λ} for some λ and Σ i -unipotent on {x ∈ P α,K | |t α (x)| ≥ λ}∩]Z ∩ U α [ Pα ∼ = Q α,K × A 1 K [λ, 1). Then, by Corollary 1.15, we may suppose that the restriction of E E,α to Q α,K × A 1 K [λ, 1) extends to a log-∇-module on Q α,K × A 1 K [0, 1) with exponents in Σ i . Therefore, E E,α extends to a log-∇-module on P α,K with respect to t α with exponents in Σ i , that is, E extends to an isocrystal E on ((U , M| U )/O K ) conv with exponents in Σ i . Then E induces a log-∇-module E e E on P K with respect to t with exponents in Σ i which extends E E . Then the restriction of E e E to Q K × A 1 K [0, 1) is log-convergent and has exponents in Σ i . Hence it is Σ iunipotent by Propsition 2.12. Hence the restriction of E e E to Q K × A 1 K [λ, 1), which is nothing but the restriction of E E to Q K × A 1 K [λ, 1) if λ is sufficiently close to 1, is also Σ i -unipotent. So we are done.
We make the following auxiliary definition to prove that the property of 'having Σ-unipotent monodromy' is generic in some sense: Next we see that, if we are given a morphism f : E −→ F of overconvergent isocrystals on (X, X)/K having Σ-unipotent monodromy and if we have extensions E, F of E, F to isocrystals on ((X, M)/O K ) conv with exponents in Σ, f extends uniquely to the morphism f : E −→ F . To see this, we may work Zariski locally on X. Hence we may assume that there exists a charted standard small frame ((X, X, P, i, j), (t 1 , ..., t r )) enclosing (X, X). Let ϕ : E E −→ E F be a morphism of ∇-modules on a strict neighborhood of ]X[ P in P K induced by f and let E e E , E e F be the log-∇-module on P K with respect to t 1 , ..., t r induced by E, F. Then there exists some λ ∈ (0, 1)∩Γ * such that both E E , E F are defined on Y := {x ∈ P K | ∀i, |t i (x)| ≥ λ}. Let us consider the admissible covering P K = I⊆{1,...,r} X I , where X I is defined by X I := {x ∈ P K | |t i (x)| < 1 (i ∈ I), |t i (x)| ≥ λ (i / ∈ I)}.
This covering induces the admissible covering Y = I⊆{1,...,r} Y I , where
By assumption, E Therefore we can glue them and so we have a unique extension ϕ : E e E −→ E e F of the map ϕ which gives the desired map f : E −→ F.
Finally, we prove the essential surjectivity of the functor j † , that is, any overconvergent isocrystal E on (X, X)/K having Σ-unipotent monodromy necessarily extends to an isocrystal on ((X, M)/O K ) conv with exponents in Σ. Since we have alSo it can be extended to a log-∇-module with exponents in Σ on {x ∈ Q a,K | ∀j > a, |t j (x)| ≥ λ ′ } × A 1 K [0, c).
Hence we can glue it with E on {x ∈ Q a,K | ∀j > a, |t j (x)| ≥ λ ′ } × A 
