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In a paper about the n-body problem of celestial mechanics, Pollard [2] 
raised several fundamental questions concerning the behavior of gravitational 
systems. One questioned the existence of a function which would serve as an 
upper bound on the growth of gravitational systems as time goes to infinity. 
A reasonable conjecture seems to be that such a function does exist and that 
the distance between all particles would be bounded above by some constant 
multiple of time. We will show that this is true for the three body problem. 
A second question was whether systems which expand to infinity as time 
goes to infinity must always possess an escaping particle. That is, can a 
particle be found such that its distance from the center of mass of the system 
goes to infinity as time goes to infinity I Some results are known for this 
problem when the system has positive energy, and they are given in Ref. [2, 31. 
However, prior to this paper, this was an open question even in the special 
case where the system has positive energy and is completely dispersive, that is, 
all the distances between particles go to infinity as time goes to infinity. The 
problem is that while the system disperses it still might oscillate and shift 
in such a fashion that the inferior limit of the distance from any particle to the 
center of mass is finite as time goes to infinity. 
The purpose of this communication is to give partial answers to both of 
these questions. As stated above, a definite answer will be given to the first 
question for the three body problem. Namely, it will be shown that the 
distance between any two particles is either asymptotic to At or O(t213), where 
A is a positive constant which depends upon the choice of the particles. 
For the second question we obtain a partial result for the general n-body 
problem. It will be shown that if the moment of inertia of the system is 
asymptotic to At2, where A is some positive constant, then at least two particles 
must escape. This result is independent of the energy of the system. It includes 
the case where the system has positive energy and is completely dispersive. 
* This work was partially supported by National Science Foundation Grant 
NSF GP 32116. 
275 
Copyright Q 1973 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
276 MAR1 
Finally, the study of the second question also gives some additional insight 
into the classification of motion for the n-body problem [5]. 
The history of the first problem starts with the work of Chazy [1] in 1922. 
He found a classification of motion for the three body problem as time goes 
to infinity. Essentially, this classification shows that the distances between 
particles are bounded, asymptotic to Bt2i3, or asymptotic to Ct as t -+ co. 
Here B and C are positive constants depending on the choice of the particles. 
However, if the system possesses negative energy, then for technical reasons 
Chazy included a fourth type of motion which he called oscillatory motion. 
(The definition will be given in Section 2). It was not until 1960 that 
Sitnikov [8] proved that such motion does exist in the restricted three body 
problem (where one particle has zero mass) and claimed its existence in the 
general three body problem. 
Hence, the problem of finding a bounding function of time for the expansion 
of the three body problem is reduced to the task of finding such a function 
for the growth of oscillatory motion. This is what we do in Sections 2 and 3. 
The ideas used here correct an error in an earlier attempt by us to solve this 
problem [4]. Th e error was discovered by S. Tambyln, and we thank him for 
calling it to our attention. 
The foundation for the solution of the second question comes from an 
earlier paper [5] in which we found a classification of motion for the n-body 
problem as t --+ co. It was also shown in this paper that many of the problems 
raised by Pollard are reduced to a study of the properties of a class of motion 
which we call oscillatory motion. (This motion is a generalization of Chazy’s 
oscillatory motion for the three body problem.) Accordingly, the results 
concerning escape, the Virial theorem, etc., given here are a consequence of 
such an attack. Some of the ideas employed in the solution of this problem 
are derived from a recent study of ours [6] concerning the existence of non- 
collision singularities in the n-body problem. 
The basic assumption is that the solutions exist in the time interval [0, CO). 
The notation employed is standard. We assume that the center of mass of 
the n point masses is fixed at the origin of an inertial coordinate system, and 
we denote the mass, position vector, and velocity vector of the ith particle 
respectively by mi, ri , and vi. The same letter is used to denote the 
magnitude of a vector, e.g. ri = 1 ri 1, rlo = ) rlc - rj 1. 
If we assume the gravitational constant to be unity, then the equations of 
motion are 
miPi = C, 
m,mj(rj - r*) alJ =----, 
j#i rfi Lki 
(1.1) 
where U = C* mimjlrij . The summation (*) is over the indices 1 < i < j < n. 
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The conservation of energy integral becomes 
T=U+h, (1.2) 
where 2T = C m,v,s and h is a constant of integration. 
If we define 21 = 2 miria, then the Lagrange-Jacobi relation becomes 
i’=2T-U=TT+h=U+2h. (1.3) 
Since the center of mass is located at the origin, we see that 
2MI = C* mim,(rj - rj)s, where M is the total mass of the system. It 
follows from this expression that PI2 can be viewed as a measure of the 
maximum spacing between particles. Likewise, U-1 can be viewed as a 
measure of the minimum spacing between particles. That is, if 
R(t) = y$y r&> and r*(t) = y$ r&), 
then the above well known facts can be recorded in the inequalities 
AR2 < I < BR2, 
Ar,,, < U-l < Br, . 
(1.4) 
Here A and B are positive constants determined by the values of the 
masses and the number of bodies. As will be our custom throughout this 
paper, the values of A and B are not necessarily the same with each usage. 
Notice that if the total energy of the system is negative (h < 0), then it 
follows from the conservation of energy integral (1.2) that U + h > 0 or 
U > 1 h 1. Thus, by employing inequality (1.4) we obtain another well 
known fact 
r, < C 1 h j-1. (1.5) 
Here C is some positive constant depending on the values of the masses and h. 
Finally, we will need the Sundman inequality 
I2 < 41T. U-6) 
To see that this is true, let a be the 3n vector (rn:h, ,..., my2r,). The 
Cauchy inequality then states that 1 a * i I2 < a’W. But this is inequality (1.6). 
2. THE THREE BODY PROBLEM 
From the Lagrange-Jacobi relation (1.3) it follows that if h > 0, then I is 
concave (up) for all time. It is easy to show in this setting that I + 03 as 
t + co. Using this fact and restricting his attention to three particles, Chazy 
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was able to show that the distances between particles are either bounded or 
separate like t or N3. (Since 1-t CO, it follows from (1.4) and the triangle 
inequality that at least two distances must go to infinity.) 
However, if h is negative, then 1 may change sign. Thus, I is not necessarily 
concave (up) for all time. Here we have the possibility that I is either bounded 
or unbounded as t -+ co. Since I is not necessarily concave up, the latter 
choice splits into the two cases where either lim sup I = cc and lim inf I < co 
or1+00ast+o3. 
In the case where I -+ cc as t -+ 00, Chazy again found his classification 
for the distances between particles. But for the above technical reasons, he had 
to include motion which he called oscillatory. This motion is characterized by 
lim sup I = co and lim inf I < co as t -+ cc. As mentioned earlier, it was 
only in 1960 that existence of such motion was claimed. 
In light of the above, to find a bounding function for the expansion of the 
three body problem it suffices to find a bounding function for the growth of 
oscillatory motion. 
THEOREM 1. In the case of oscillatory motion of the three body problem, 
after scnne value of time, R < CW where C is some positive constant. 
Combining this statement with Chazy’s results, we obtain the following. 
THEOREM 2. In the three body problem, either 
R-At or 
R = O(tzl”) as t--tall. 
where A is some positive constant. 
To prove Theorem 1, we express the equations of motion in terms of 
Jacobi coordinates. The derivation of these equations can be found in most 
books on celestial mechanics. 
Let r be the vector from mass m, to mass ms , and let p be the vector from 
the center of mass of m2 and m, to m, . Then define v = +, V = 6. If 
p = m, + ma and M is the total mass, then the equations of motion for p are 
+-M%P-l 7 (P + es-Q9 - y (P - w+. (2-l) 
Let g, = m,m+-1 and g, = m+M-1. Then the angular momentum integral 
is 
c = gl(r x v) + g2(p x V), (2.2) 
where vector c is a constant of integration. We also have that 
2T = g,v2 + g,V2. (2.3) 
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The power of the Jacobi coordinates is that for large p and small r, the 
equations of motion assume the form of two perturbed two body problems. 
It is this fact which allows us to obtain a simple differential inequality. This 
inequality ends up being the heart of the proof. 
Since we are considering oscillatory motion, we can assume, with a 
relabeling of the masses if necessary, that lim sup p = co. By relation (1.5), 
some distance is bounded when p is large. We would like to assume that when 
p is large, then r(t) = ym(t). If this were true, then an equation for B could be 
easily found from Eq. (2.1) an d an upper bound for p(t) would follow imme- 
diately. However, it may not be possible to label the masses in this fashion. 
What may happen, for example, is that in some interval of time when p is 
large, then r(t) = ym(t), while in another interval of time when p is large, 
then r,,(t) = rm(t). In the second case r(t) > p(t). 
To side-step this problem, we could defineL(t) to be the distance between 
the center of mass of the two particles defining rm(t) and the third particle. 
However, for those values of t where two distinct distances define rm(t), it is 
not clear that L(t) would be well defined. 
DEFINITION. Let L(t) be the distance between the center of mass of the 
two particles defining Y, and the third particle at time t, provided that this 
distance is greater than or equal to 2C(h)-l. In the contrary case, let 
L(t) = 2c 1 h I-1. 
It now follows from the triangle inequality and (1.5) that L(t) is well 
defined. Furthermore, for those intervals of time such that L(t) > 2C 1 h I-l, 
L(t) is infinitely differentiable. Finally, by using the triangle inequality and 
inequality (1.5), we find that R(t) < L(t) + C 1 h 1-l. Hence, the proof of 
Theorem 1 is reduced to finding a bound for L(t). 
According to the definition of L(t) and (1.5), for any interval of time such 
that L(t) > 2C I h 1-l some choice of indices can be made so that for all t in 
this interval, p(t) = L(t) and r(t) = rm(t). Clearly for different intervals the 
choices of the indices may differ. 
Hence, to find an expression for 2 we determine an equation for p for those 
values of time such that p is very large and r = ym . Except for the employment 
of vectors, the derivation is essentially the same as Chazy’s with ideas that 
can be traced back to Sundman. 
By differentiation, it follows from p2 = p * p that 
PP = P - v, (2.4) 
pp+p2=p-jj+v2, and 





From the identity (p x V)z + (p . V)2 = p2V2 and relation (2.4), it follows 
that 
v2 - p2 = (p x v)2/p2. 
This converts (2.5) into 
(2.6) 
By assumption, r(t) = m,(t) < C 1 h 1-l. Thus, it follows from the 
definitions of p, Y,, and Y  that 
r;S(t) = (p(t) + aj(t))-3 = p-S(t) (1 + s)-3 
= P-3(1 + O(p-l)) for j=l,2. 
(2.7) 
Here a*(t) is some function of time with the property that 1 aj(t)/ < m(t). 
This last statement follows from the triangle inequality. 
Substituting Eqs. (2.1) and (2.7) into (2.6) and observing that [ r * p j < 
rp < C 1 h j--l p, we find that 
p = -M/f2 + o(f-3) + (P x v)2/f3, (2.8) 
for those values of time such that p is “large” and Y  = r,,, . The O(p-3) term 
denotes a term which is in magnitude less than Bp-3. Here B is a positive 
constant determined by the values of the masses and h. 
We now claim that p x V is bounded. From the conservation of energy 
integral (2.2), this is equivalent to the statement that r x v is bounded. 
A sufficient condition for this to hold is that YV is bounded. From the conser- 
vation of energy integral (1.2) and f rom relations (2.3) and (1.4) we obtain 
g,v2+g2V2=2(U+h)<A/rm+h. 
Since r(t) = r,(t), we see from the above and inequality (1.5) that 
glr2v2 < AY, + Urm2 < B. 
Thus p x V is bounded above for all time. 
Using the above, relation (2.8) now assumes the form 
,ti = -M,r2 + O(,r3). (2.9) 
Here, the O(p-a) denotes a term which in magnitude is bounded above by 
Bp-3 where B is a positive constant determined by the values of the masses 
and the values of c and h. Note that B can be chosen large enough so that it is 
independent of the choice of particles which define ym. 
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3. COMPLETION OF THE PROOF OF THEOREM 1 
Since some choice of indices can be found such that L(t) = p(t) and 
t(t) = y,,,(t) when L(t) > 2C 1 h l-l, we have the following relationship 
which holds for all values of time such that L is sufficiently large. 
1 = -ML-2 + O(L--3). 
Again, the O(Lb9) term has the same interpretation given above. 
(3.1) 
We now choose a positive constant D greater than 3C 1 h 1-l with the 
property that if L > D, then Eq. (3.1) holds and the right side of (3.1) is 
negative (i.e., D > B/M). It follows from the above discussion that D can be 
determined in terms of constants of the system. From the definition of D, 
any stationary point for L >, D must be a maximum. Since we are considering 
oscillatory motion, it also follows that lim infL < D as t -+ co. 
Let ti be in some interval of time such that L(t) >, D and such that 
L(tJ = 0. That such an interval and point ti can be found follows from the 
assumption that the motion is oscillatory. Multiplying both sides of (3.1) 
by L, using the fact that L(t) is of one sign for all values of t in this interval 
which are on the same side of t, , and integrating this equation from t, to t, 
where t is any value of time in this interval, we obtain 
4i2w = M (& - &) -)+0(&j-&I- 
Since L(t) > D, it follows that L(t)/L(t,) < 1 and L(t)/L2(ti) < D-1. Thus, 
LL.2 < B2, (3.2) 
where B is some positive constant given by the values of D and constants of 
the system. The important fact is that the value of B is independent of tj . 
We now define 
P(t) = IL!’ 
if L(t) > D, 
if L(t) < D. 
The behavior of l’ for those values of t such that L > D is given by (3.1). 
If L(t) < D, then P(t) = 0. Hence, for all values of t such that P exists, we 
have 1 PlpI’ 1 < B. 
Integration of this inequality yields 
3 1 P”‘“(t) - P”/“(O)1 < Bt. 
Thus, after some value of time, P(t) < Bt213 for some positive constant B. 
Since P > L, the proof is completed. 
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4. THE H-BODY PROBLEM AND ESCAPE 
We now turn to the problem of escape and simply mention in passing that 
for the three body problem this question is answered by Chazy’s classification 
of motion. As mentioned earlier, this problem of escape was studied in 
Ref. [3] for systems having positive energy. The major result in this reference 
was to obtain a sufficient condition for escape in terms of the behavior of 
r,(t). It turns out that this behavior requires I - fits, where /I is a positive 
constant. In this sense, it turns out that this result is included as a special 
case of the theorem to be proved here. 
The present approach is to study some of the properties of oscillatory 
motion contained in systems of n (3 3) particles. 
DEFINITION [5]. Three particles, given by ri, rj and rlc, define 
oscillatory motion if, as t + co, max(rii(t), rig(t), rki(t)) is unbounded and 
lim sup rJru > 0 while lim inf rik/Tij = 0. Particle rr is said to participate 
in this oscillatory motion if 1 can be chosen as one of the above indices. 
Notice that Chazy’s oscillatory motion is a special case of the above. 
A word of explanation is in order at this point. The complete classification 
of motion for the n-body problem as given in Ref. [5] includes bounded 
motion, expansion between particles like P/3 and expansion between particles 
like t. Hence, it is possible for a given particle to define several different types 
of motion. It is also possible for two or more disjoint sets of particles to define 
oscillatory motion, but if particles are chosen from these different sets, they 
will not satisfy the definition for oscillatory motion. That is, these sets define 
distinct oscillatory motions. In the sequel, we will focus our attention on the 
properties of particles participating in the same oscillatory motion. We adopt 
the abbreviation p.i.s.0.m. for “participating in the same oscillatory motioAB. ’
It was shown in Ref. [5] that the question of escape and the properties of 
oscillatory motion are closely related. More explicitly, it follows from the 
results in this reference that if the system becomes unbounded and no particle 
escapes, then the system contains oscillatory motion. 
It also follows from the results given in this reference that if all pairs of 
particles p.i.s.0.m. have the property rij = o(t) and if lim inf R/t > 0, then 
at least two particles escape and I - /?ta as t + co. What we obtain here is a 
converse to this result. 
THEOREM 3. If I - /3t2 where fi is some positive constant, then particles 
p.i.s.0.m. (particzpating in the same oscillatory motion) have the property that 
r*j = o(t). 
Of course, it now follows from the preamble to the above theorem that 
some particles must escape. 
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THEOREM 4. If I - fits, then at least two particles must escape as t--t co. 
As a special case of this theorem we can now show that escape must occur 
when a system with positive energy completely disperses. 
COROLLARY 1. If h > 0 and Y, -+ 00 as t -+ co, then at least two particles 
must escape as t + 00. 
Proof of Corollary 1. The hypothesis Y, -+ co and inequality (1.4) imply 
that U + 0 as t + co. From the Lagrange-Jacobi relation (1.3), we see that 
1 = U + 2h N 2h as t -+ 00. Integrating twice yields I N ht2. The proof is 
now completed by using Theorem 4. 
We also obtain an extension of a result known in the astronomical literature 
as the Virial theorem (see [A). 
COROLLARY 2. If T = OL and U = /l for any interval of time where OL and /3 
are constants, then the system has negative total energy h. Furthermore, OL = -h, 
/I=-2h. 
Proof. It was shown in Ref. [5] that the above hypothesis implies that the 
solution exists for all time and that either I is a constant or I - Ct2, where C 
is some positive constant, and there exist particles p.i.s.0.m. such that 
lim sup rir/t > 0. From Theorem 3, the second possibility cannot occur. 
Hence, I is a constant for all time. Now, it is known that if h > 0, then 
I--+ co as t---f co [l or 21. Hence, h < 0. 
Since I is a constant, 1 = 0 for all time. It now follows from the conser- 
vation of energy integral (1.2) and the Lagrange-Jacobi relation (1.3) that 
OL = -hand/? = -2h. 
Finally, Corollary 3 follows from the classification of motion for the n-body 
problem [5]. 
COROLLARY 3. If I N j3t2, p a positive constant, then for each i either there 
exists a nonzero constant ci such that ri N qt, or ri = o(t) as t--f 03. Further- 
more, there are at least two indices with the property that the$rst case occurs and 
their respective constants are not equal. 
All that remains is the proof of Theorem 3. The basic ideas of the proof of 
this theorem are as follows: 
(1) If the theorem were false, then there would exist particles p.i.s.0.m. 
such that their distances yi, would exhibit the property lim inf r8Jt = 0 
while lim sup r& > 0 (Lemma 1). 
(2) This fluctuant effect is such that for arbitrary E > 0, a sequence of 
values of time {ti}, ti -+ co, can be found with the property that at t = ti some 
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of the distances between particles are bounded above by rti while the 
remainder of the distances are bounded below by a fixed constant multiple 
of ti . 
(3) At each ti (defined in (2)), clusters can be defined in a natural 
fashion-namely a cluster consists of all “nearby” particles. The acceleration 
of the center of mass of these clusters is then very small (indeed, of the 
magnitude t;‘). 
(4) From (1) it follows that eventually in some cluster at least one 
particle must separate from the other particles. This forces a radical relocation 
of the center of mass of this cluster. In view of statement 3, this could only be 
explained in terms of the cluster having a large velocity. 
(5) If I N @a, then the velocities of the centers of mass of the clusters 
cannot attain the required magnitudes. 
5. STATEMENTS AND PROOFS OF THE LEMMAS 
For the remainder of this paper we assume that Theorem 3 is false, that is, 
that I N BP and that there exist particles, say r1 and rs , p.i.s.0.m. such that 
lim sup ‘la/t > 0. 
LEMMA 1. There exist indices i, j such that lim inf r,& = 0 and 
lim SUP Y,j/t > 0. 
Proof. Assume the lemma to be false. Since n is finite, there exists a 
constant A > 0 such that for all lij either yif = o(t) or after some time 
rsj > At. The indices can now be divided into disjoint classes G, , 
K = 1,2,..., p < n by the condition that i, j E Gk if and only if rdj = o(t) as 
t-+co. 
The center of mass c, of the sth class is given by M,c, = CieC, miri , 
where M, = CieC, mi , and its acceleration is given by 
The first double sum is equal to zero by the symmetry of the coefficients and 
the antisymmetry of the vectors with respect to the indices. The magnitude 
of each term in the second sum is I;;” Q (At)-2. Thus, M,k, = O(F). 
Integrating this last relation from t, to t, , 0 < tl < t, , we obtain 
1 c?,(tJ - e,(t,)l = O(t;’ - t;l). 
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As tl , t, + 00, the right side goes to zero, carrying the left side along with it. 
Hence, by the Cauchy criterion for the existence of a limit, es + D, as 
t -+ co. Allowing t2 to approach infinity, the above relationship now reads 
k,(t) = D, + O(t-‘). 
Integrating one more time, we now have 
c, = D,t + O(ln t). 
(Note, ifs # K, then D, # Dk . If this were false, then G, = GK .) 
By the definition of the classes G, and the fact that c, is the center of mass 
of the particles with indices in G, , we have that if i E G, , then ri = D,t + o(t). 
This implies that particles from different classes have the property rij - Bt 
where B is a positive constant. By definition, if they belong to the same class, 
then rij = o(t). It is now quite clear that particles p.i.s.0.m. must belong to 
the same class. But this means that the distances between particles p.i.s.0.m. 
are of the order o(t). As this contradicts our basic assumption, the lemma is 
proved. 
LEMMA 2. There exists a positive constant A, such that for an arbitrary 
c > 0 a sequence Of values Of time {ti}, i?i --+ 00, can be found with the property 
that for a21 indices h, j either rkj(ti) < J1/2(ti) OY A,W(tJ < rkj(tJ. 
Proof. Define ~(7, d) as the number of mutual distances ykj at t = T for 
which I,.~ > dN2(T). Notice, from the assumption that I - flt2 and from the 
inequality (1.4), it follows that for sufficiently small d, 1 < ~(7, d) < n(n - 1)/2. 
For a fixed positive t let D(t, d) = (~(7, d) 1 t < T  < a~}. Define E(t, d) = 
g.1.b. D(t, d); E(t, d) is a positive integer since each of the elements of the 
set D(t, d) are positive integers. Note that if tl > t, then E(t, , d) > E(t, d) 
since D(tl , d) is contained in D(t, d). Likewise, if dl < d, then 9(~,dJ 2 q(~, d) 
or E(t, dJ > E(t, d). C om ining these two statements, we obtain b 
if tl > t, dl < d, then E(h , 4) > W, 4. (5.1) 
LetF = 1.u.b. E(t, d) where 1 < t < co, d > 0. Since F is the least upper 
bound of a set of bounded integers, F is an integer. This implies that 
E(tO , d,) = F for some value t = t, and d = d, . By (5.1), E(t, d) = F for all 
t 2 t, and 0 < d < d, . That is, at each instant of time in the interval 
[t,, , co) there are at least F mutual distances Yij such that rfj(t) > dW(t) for 
0 < d < d, . 
Define 2A, = min(d,, , {lim sup rij/W2 for indices i and j such that 
lim sup rij/t > O}). Let positive E < A, be given. 
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It now follows that for t > t, , some time t, > t can be found such that at 
t = ti there are exactly )(n)(n - 1) -F distances rij which are bounded 
above by d1/2(ti). If this statement were false, then we would have n(~, l ) > F 
for 7 > t. This would imply that E(t, l ) > F, which contradicts the definition 
of F and (5.1). The statement is, thereby, proved. 
By the above statement, at time ti there are only F mutual distances which 
are not bounded by d1/2(ti). Since we have shown that for all t > t, there are 
at least F mutual distances greater than 2A,P2(ti), these mutual distances are 
also bounded below by AlN2(ti). The lemma is proved. 
6. COMPLETION OF THE PROOF 
From the hypothesis of the Theorem, I N /3t2. It follows from a Tauberian 
theorem due to Landau [9, p. 1931 that if 1 is bounded below by some 
constant, then 1 N 2pt. Since U > 0, it follows from the Lagrange-Jacobi 
relation (1.3) that this is always so. Hence, for positive E, which can be 
arbitrarily small, it follows for all time greater than some value that 
B(1 - E) t2 < I< B(l + l ) t2 and 
2/3(1 - l )t < 1 < 2/3(1 + E)L V-5.1) 
Let 6 be a positive number less than min(msA,2/12, 43). From Lemma 2, 
we see that a sequence of values of time {ti} can be found with the properties 
(i) ti ---f co and (ii) at t > ti there are *(n)(n - 1) -F mutual distances 
bounded above by S1t, and the remainder of the mutual distances are bounded 
below by A,t, . Here 8, = (26/M)1/2 and A, was defined in Lemma 2. 
We now define time ti,l = inf{t 1 t > ti and there exist indices /i, j such 
that rkj(ti) < SlN2(ti), but rkj(t) > AlW2(t)}. We claim that t,,l exists. We 
first show that if such a value t,,, did not exist, then all mutual distances 
would either be bounded above by SlN2(t) or bounded below by 2A111/2(t) 
in the time interval (ti , co). This statement follows from the continuity of 
the rkI’s and the properties of F as determined in the proof of Lemma 2. Since 
the rkj’s are continuous, any mutual distance between particles which is 
greater than 2AlP/2(t,) at time ti must remain greater than 2AlW2(t) for all 
values of t in the interval (td , tivl). If this condition were violated, then for 
some value of t in this interval there would be at most F - 1 mutual distances 
greater than 2AlPP(t). Th is would, however, contradict the definition of F. 
Since we are assuming that time t,,, does not exist, this is true for the interval 
oi 9 co). But this behavior contradicts the statement of Lemma 1 and the 
definition of constant A, (2/l, < lim sup rkl/1112 for all k, j 3 lim sup r,Jt > O}. 
Thus the existence of tisl has been shown. 
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Without loss of generality we now assume that ti+l > t,,, . With this 
assumption we now define for i > 1 the time t,,, = sup{t 1 t,, < t < ti and 
there exist some indices k, j such that rkj(ti) < S1P12( tJ, but rkj( t) > ArPi2( t)}. 
If the value t,,, did not exist, then for all values t in the interval [ti, , ti] 
exactly +(rz)(n - 1) - F mutual distances would be strictly less than AlN2(t), 
and F mutual distances would be greater than 2A1W2(t). This contradicts the 
properties of value ti-l,l , and accordingly proves the existence of point ti,2 . 
To summarize, for each ti , this construction yields an interval [ti,2 , ti,J, 
where all the distances are either bounded above by AlW2(t) or bounded 
below by 2A,N2(t). 
We now use this property to define classes of “near-by” particles. That is, 
we define 
Gk = (j 1 Ykj < AJ1/2(t) for t E [ti,2 , tc,J}. 
Notice that (i) K E G, , (ii) the definition of the classes depends upon the 
choice of tt , (iii) the classes are pairwise disjoint, and (iv) each index belongs 
to some class (some classes may have only one element, but by Lemma 1, 
there is at least one class with a minimum of two elements in it.) Since there 
are p classes, where p < n, and since the index k is not necessary for the 
definition of the classes (they are sets of indices of the particles which are 
“close together”), we redefine the index set for Gk to be k = 1,2,..., p. 
The center of mass c, of the sth class is given by M,c, , and 
M& = c 
k,SG, 
mkM;ij- ri) + I* c mkmj(F%j- rj) . 
ad iEG, 
MS kEGa 
The first double summation on the right side is zero because of the 
symmetry of the coefficients and the antisymmetry of the vectors with respect 
to the indices. Each term in the second summation is of the magnitude 
mkmj/r~j. Since k and j do not belong to the same G class, we have 
rkj(t) > 2AlW2(t). Thus, in the interval [t,,, , ti.ll we have 
1 &(t)l < M/4&I(t) = B/t2. (6.2) 
We now show that for some index s, the value of 1 c, 1 evaluated at different 
times in this interval must differ by a large amount. From the definition of the 
terms involved, it follows immediately that 
4 Fsp & mi(r, - cJ2 = I - 4 c M,cs2 = I - J. (6.3) 
= 8 
Since c, is the center of mass of class G, , it easily follows that for each 
i E G, , some j E G, can be found such that I ri - c, 1 < 1 ri - r, I. According 
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to the definition of 8 and 6, , at time ti the left side of (6.3) is less than 
(M/2) Slzl(ti) = M(tJ. Thus, at time t = ti 
J(4) > (1 - 6) Wi). (6.4) 
At times t. %,, , j = 1,2, some distance between particles is now equal to 
AlP/2(ti,j). Assume that these particles are given by vectors rr and rs . Using 
the relation 2(aa + b2) >, (a - b)s, we find that the left side of (6.3) is 
bounded below by 
h&i - cJ2 + (r, - cJ2) 2 h& - r2J2 > Cl, 
where C = m,A12/4. That is, at times ti,j , j = 1,2, we have 
Combining the inequalities (6.4) and (6.5), we obtain 
J(h) - .mi,l> 3 (1 - 6) Wi) - (1 - C) U,,). (6.6) 
Since ti,2 < ti , t,-, is sufficiently large and 1 > C > 26, it follows from (6.1) 
that / exhibits a large change in its values when evaluated at ti and ti,2. 
According to its definition (6.3), this must be due to large changes in values 
of some c, when evaluated at these same two points. 
We now show that the velocity of the center of mass of any group differs 
by only a small amount when evaluated at any two points in this interval. 
From inequality (6.2) we find that 
I c,(t) - C,(t*,,)l 9 B&-l, - t-l). 
It follows from the definition of J that 
(6.7) 
However, from (6.3) and the assumed asymptotic behavior of 1, (6. l), we find 
that 1 c#(t)l = O(t). Using this relation and inequalities (6.2) and (6.7), we 
have for any t in this interval that 
and 
-j(t) = c M&,2(t) + O(t-l) = 2E(t) + O(t-l), P3) 
E(t) = E(tt,2) + O(t<; - t-l). (6.9) 
Note from (6.9) that the value of E(t) is very close to that of E(t,,,), at least 
for sufficiently large values of ti . We will denote E(ti,2) by E. 
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According to Taylor’s expansion and Eqs. (6.8) and (6.9), we have 
J(t) = Jk.2) + J@i.z)(t - b.2) + w - k2Y 
+ o<t;;- - t-‘)(t - tj,2)“. (6.10) 
Since tiBl can be chosen to be arbitrarily large, we find for arbitrarily small 
positive 7 that the last term is in magnitude less than q(t - t,,$. Thus, for 
all t in the interval [t(,, , %,r , t ] J behaves essentially like a polynomial of degree 
tW0. 
Before the proof can be completed, we need an inequality relating the 
coefficients of the right side of (6.10). This is the Sundman inequality (1.6) 
expressed in terms of the J’s, and it is valid for all time in the considered time 
interval, 
Iv) G 4J(r) E(t)- (6.11) 
With the assistance of this last inequality, we can find some bounds on E 
in terms of ,??. The basic idea, which motivates the remainder of this section, 
is that J and I behave essentially like polynomials of degree two. Since these 
two “polynomials” must at some time be close in value, (6.4), but do not 
cross, it will turn out that if ti is sufficiently large, then the value of j/E is close 
to unity. But this in turn forces inequality (6.5) to be violated, which will 
complete the proof. 
It follows from inequality (6.3) and the smoothness of J and I that there 
exists some positive constant Si < S such that the following two properties 
are satisfied: (i) at some time in our interval, J is tangent to (1 - &)I, but 
(ii) at no time in our interval is J(t) > (1 - Si) I(t). Label the time of tan- 
gency as tt,s , Note that it is an interior point of the interval [ti,a , t&J. 
Thus, at time t = ta,a , 
k3) = (1 - Wh). (6.12) 
But from (6.8) and (6.9), we find 
k.3) G h.2) + =(l + dk, - 4.2). (6.13) 
By using (6.1), (6.5), and (6.11) at time t = ti,2 , the above becomes 
Jk2) G w - C)P(l + 4 EC1 + 5w2 4.2 - (6.14) 
Combining (6.13) and (6.14) with the lower bound for f(tj,J given by (6.1), 
changes equality (6.12) to 
(1 - &> av - c> ti.3 < @((I - C)B(l + 4 EU + W2 - =(I + 41 ti.2 
+ =(I + rl) ti.3. 
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Dividing both sides by &,s , defining X to be ti,,/ti,, > 1, and collecting 
terms, we have 
WPN + 4 - ((1 - C)(l + 4u + 3ww))“” 
G 4vm)(1 + 77) - (1 - w - 41. (6.15) 
If the left side of this inequality is negative, it then follows that 
E < (1 - C)(l + ~)j?/(l + 7). This has the consequence that (from (6.11)) 
J < 2(1 - C)/9(1 + c)t f or any t in this interval. Since choosing E arbitrarily 
small simply forces i to be such that tie1 is sufficiently large and since 28 < C, 
it follows that for sufficiently small E (sufficiently large tiel) that 
(1 - C)(l + c) < (1 - ~)(l - S) < (1 - c)( 1 - 8,). That is, f(ti,,) < 
(1 - S,) f(t&, which contradicts the definition of value ti,2 . Hence, for 
sufficiently small E (sufficiently large i) the left side of (6.15) is nonnegative. 
If the left side of inequality (6.15) is nonnegative, then so must be the 
right side. That is, 
(1 - &)(I - ~)/(l + 71) < E/F. (6.16) 
(Since 6 and E are arbitrarily small, we see for sufficiently large time that E/j? 
is bounded below by a number arbitrarily close to unity. By using the fact that 
J cannot cross (1 - &)I, it could be shown that E/p is arbitrarily close to 
unity. But for our present purposes, the above will suffice.) 
We now have by definition that at time t = ti,2 , the following are true: 
lk.2) = (1 - Si> m2) and k2) = (1 - &)-t(td. 
Hence, by Taylor’s formula, relations (6.1), (64, (6.9) and (6.16), we find 
for all t in the interval [ti,2 , ti,J that 
J(t) 2 (1 - E)(l - %) PtF.3 + 2P(l - 4(1 - 8,) ti,s(t - t,,,) 
+ ((1 - vu - 4t1 - 7) /v - hJ”l(l + rl)). (6.17) 
Defining 5 = (1 - ~)/(l + rl), we find that the right side is equal to 
(1 - 4u - Si) rs[(f - 1) e,3 - xt - 1) t,,,t + 42t2]. 
Using the fact that choosing 7 and E to be arbitrarily small simply forces t, 
to be sufKciently large and using the inequality C > 26, we can and do assume 
that 
(1 + E)(l - C)/(l - e)(l - 6) < 4. (6.18) 
We now claim for t > ti,2 that the above polynomial in the brackets, to be 
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denoted byg(t), is strictly greater thanf(t) = (1 + ~)(l - C)t2/(1 - c)(l - 6). 
By the assumption (6.18), f(t(,s) < g(&s). By definition, 
g’(t) = -2(5 - 1) ti,, + 2&. 
Since 6 < 1, the constant term is positive. It now follows from (6.18) that 
f’(t) <g’(t). Hence, for t > ti,s, f(t) <g(t). Thus, it follows from (6.17) 
that 
J(t) > (1 + E)(l - C)/3P > (1 - C)I(t). (6.19) 
Since ti.1 > t,,, , the above inequality contradicts inequality (6.5). This 
contradiction completes the proof of Theorem 3. 
7. COMMENTS 
Instead of the inverse square force law, one could study the more general 
problem of the inverse q force law where 1 < q < 3. In this setting the same 
questions arise. Fortunately, the same answers also hold. With the exception 
of replacing the term t2/* by Wq+l) in Theorems 1 and 2, the statements of all 
the theorems and corollaries hold as given above. The alterations needed in 
the proofs are minor. 
The proof of Theorem 3 was accomplished by deriving the mutually 
contradictory inequalities (6.5) and (6.19). If the value of C can be determined 
in terms of given constants of the system, such as the masses or n, then the 
hypothesis that I N pt2 could be relaxed. In this case a positive number 
g = g(C) > 1 could be determined such that if lim sup I/t2 < /3 and 
lim infI/t2 > (Y where gor > /3, then the analysis leading to (6.5) and (6.18) 
would still be correct. Hence, at least two particles would escape. Corollary 3 
would also hold. But this shows that I N yt2 where y is some nonnegative 
constant. 
In the four body problem, the value of C can be determined in terms of 
the masses. Hence, according to the above, for the four body problem, there 
exists a constantg = g(m, , m2, m3, mJ > 1 such that if 0 < lim sup I/t2 < /3 
and lim inf I/t2 > (Y where gor 3 j3, then I .- yt2 where y is a constant, and 
at least two particles escape from the system. 
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