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ABSTRACT
Subspace estimation appears in a wide variety of signal processing applications
such as radar, communications, and underwater acoustics, often as a prelude to high
resolution parameter estimation. As with any estimation problem the availability of
statistical benchmarks on estimator accuracy is key to developing and understanding al-
gorithm performance. The parameter space in general subspace/basis estimation prob-
lems is naturally described as a Riemannian quotient manifold. The concept of a man-
ifold is central to many parts of geometry and modern mathematical physics because
it allows more complicated structures to be described and understood in terms of the
properties of Euclidean spaces. This identification permits the well-developed tools of
differential geometry to be brought to bear on the analysis of subspace/basis estimation
problems. Classical Crame´r-Rao bounds (CRB), originally formulated for standard Eu-
clidean spaces, have recently been generalized to Riemannian quotient manifolds and
the particular case of the standard real linear statistical model with the Grassmann man-
ifold (set of subspaces) as the parameter space has been analyzed.
The present works applies this differential geometric approach to the analysis of the
complex linear model estimation problem. We consider both the general unconstrained
signal model and, most importantly, the parametrically constrained signal model. First,
we show that the appropriate parameter space for the most general unconstrained sig-
nal model is a modified Stiefel manifold, termed here the Basis manifold. Elements of
the Basis manifold are semi-unitary matrices grouped into equivalence classes dictated
by the model invariances. Using this formulation we derive the full Fisher Information
Matrix (FIM) and, from this, intrinsic CRBs on the both subspace and rotation estima-
tion accuracy. Among the corollaries that flow from this Basis manifold formulation is a
CRB on the individual columns of the eigen vector matrix, say Y (anN×p semi-unitary
matrix), of the true signal covariance. The eigen decomposition of the sample covariance
matrix (SCM) yields estimate of Y ; the analytical expression for the corresponding esti-
mation error covariance is well known from statistics. We show the relationship between
this existing expression and the CRB developed here using the geometric formulation.
Secondly, we consider situation when the signal matrix is constrained, and in par-
ticular, the important special case when the constraint arises due to some underlying
parametric model. Here the set of semi-unitary matrices representing the signal ma-
trix are constrained to a submanifold of the Basis manifold. In this geometric approach
these underlying parameters are viewed as a set of natural coordinates on the submani-
fold; the set of values that describe the relatedN×pmatrix representation is an alternate
(extrinsic) coordinate representation. Using this differential geometric framework, we
derive the FIM with respect to a set of normal coordinates, and the resultant intrinsic
CRB on subspace and rotational estimation accuracies for this constrained model. The
relationship between this new bound on constrained subspace estimation accuracy and
the existing bounds developed for system parameters (i.e., natural coordinates) is estab-
lished and its relevance to the estimation problem is explored in detail.
The CRB development for the constrained model naturally suggests an asymptot-
ically ML estimation approach that leverages the estimate given by the standard EVD
of the SCM (ML for the unconstrained signal matrix assumption). This estimate, refer-
enced to an algorithmically convenient extrinsic coordinate set, may be transformed to
the natural coordinates defined by the underlying parametric model. By the maximum
likelihood (ML) invariance principle, this estimation approach yields an asymptotically
ML estimator of the desired parameters.
An efficient implementation of this general theoretical approach is developed for
the important special case of the uniform multi-dimensional array and complex expo-
nential waveform model. Utilizing the shift-invariant properties that define the con-
straint in this setting, we derive a closed-formed estimator of the signal matrix Y . This
new estimation approach is applied to the challenging 2-D Direction-of-Arrival (DOA)
estimation problem and a set specific scenarios drawn from the literature are evaluated
to demonstrate performance.
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CHAPTER 1
Introduction
Subspace and basis estimation appear in a wide variety of signal processing appli-
cations such as radar, communications, and underwater acoustics [1], either as an end
in themselves or as a prelude to high resolution parameter estimation. As with any es-
timation problem the availability of statistical benchmarks on estimator accuracy is key
to developing and understanding algorithm performance. The parameter space in gen-
eral subspace/basis estimation problems is naturally described as a Riemannian quotient
manifold. The concept of a manifold is central to many parts of geometry and modern
mathematical physics because it allows more complicated structures to be analyzed in
terms of the relatively well-understood properties of Euclidean spaces. This identifi-
cation permits the well-developed tools of differential geometry to be brought to bear
on the analysis of estimation problems on manifolds. Crame´r-Rao bounds (CRB) have
recently been generalized to Riemannian quotient manifolds and the particular case of
the standard real linear statistical model with the Grassmann manifold (set of subspaces)
as the problem parameter space has been analyzed [2]. Here we consider the complex
linear model using a modified Stiefel manifold as the parameter space. In particular, we
consider the case when the parameter space is constrained and develop intrinsic CRBs
and estimation algorithms for this important model.
A vast number of algorithms for estimating unknown signal parameters from the
measured output of an N -element sensor array have appeared in the literature. This
problem is posed using the complex linear model with the N × p signal matrix 1, H(θ),
constrained by its parametric description. There are a variety of so-called subspace
based estimation methods that employ a two-step procedure consisting of a subspace
1 N sensors or array elements and p signals
1
estimation step followed by a parameter extraction step (see figure 1). An estimate in
the form of a semi-unitaryN×pmatrix, say Yˆ , is formed from theK-snapshot measure-
ment data matrix, say Z =
[
z1 · · · zK
]
, and the p-tuple θˆ, is then extracted from Yˆ in
the second step. Standard algorithms (e.g., R-D Unitary ESPRIT) for the important and
commonly encountered special case of uniform arrays use the p-dominant eigenvectors
of the sample covariance matrix (SCM) as the subspace estimate. This is the maximum
likelihood (ML) estimate of Y for the unconstrained signal matrix model, but is not ML
when constraints are present, and as a result, standard subspace-based methods are non-
optimal. More recent algorithms such as structured least squares (SLS) [3] make partial
use of the constraint information in forming the subspace estimate and therefore yield
improved parameter estimators, but remain sub-optimal and perform poorly in certain
challenging scenarios (e.g., highly correlated sources).
Formulating the problem with a constrained variation of the Steifel manifold as
the parameter space we develop an intrinsic CRB on the subspace estimation step. Us-
ing the geometric insights that flow from this formulation we develop a closed-form,
asymptotically ML, subspace estimator applicable to uniform arrays. Using this new
constrained subspace estimator an improved subspace-based parameter estimation algo-
rithm is achieved. This introductory chapter gives a brief outline of the general approach
and summarizes some key results.
1.1 Differential Geometry and its Relevance to Subspace Estimation
1.1.1 Archetypal Example: 2-Sphere
The archetypal example of a Riemannian manifold is the surface of a ball, the 2-
sphere denoted S2, embedded in the familiar 3-dimensional Euclidean space2 denoted
here as E . The defining contribution to the theory of such surfaces was made by Gauss
2The two-dimensional surface of a three-dimensional ball is the 2-sphere, denoted S2, often simply
called a sphere in the mathematical literature. A sphere may be defined geometrically as the set of all
points at a fixed distance from a given point in space.
2
Figure 1. Subspace Based Estimation Form
[4] in two papers written in the early nineteenth century. The approach developed there
“marked a new departure from tradition because for the first time Gauss considered the
intrinsic geometry of a surface, the properties which are determined only by the geodesic
distances between points on the surface independently of the particular way in which the
surface is located in the ambient Euclidean space”[5]. This point of view was extended
to higher-dimensional spaces by Riemann and led to what is known today as differential
geometry. The most important general concepts within this broad subject relevant to
our discussion are: manifolds, coordinates, tangent spaces, metrics, exponential map,
geodesics, and covariant derivative.
While modern differential geometry generally prefers coordinate free approaches,
calculations require numerical representations, rather than abstract ones, and coordi-
nates on the manifold fulfill this requirement. A coordinate system assigns a real N -
tuple of values to each point of manifold. A particular system, say x, is a mapping
x :M 7→ RN (perhaps defined only locally). The N -tuple given by
x = x(P) ≡ (x1(P), · · · , xN(P)); P ∈M (1)
are the numerical coordinates of the point P with respect this particular coordinate sys-
3
tem3 . This identification enables calculus on manifolds [2]. There are, of course, an
infinite variety of ways to label points on manifolds. Points on the sphere, S2 ⊂ E ,
for example, may be labeled by their 3-space Cartesian coordinates (e.g.; Earth-Center-
Earth Fixed (ECEF) coordinates), or by their latitude and longitude. The first set will be
called an extrinsic set since it references points on S2 to the ambient space and thereby
uses 3 numbers to label a point on a 2-dimensional surface. Coordinates are chosen for
their convenience to the particular task at hand. In an estimation application, a position
estimator may chose the set of coordinates that is algorithmically convenient and re-
sults established in one coordinate set may be transformed to an alternate set, if desired,
provided the transformation is known.
Tangent spaces, vector spaces notionally attached to each point P of a manifold
M, play a prominent role in the geometric development; at the base point P ∈ M
the tangent space is denoted TPM. In the standard 3-dimensional space Euclidean
space, for example, the set of all displacement vectors at the arbitrary point P , defines
a 3-dimensional vector space, denoted TPE . The length of a displacement vector be-
tween two points, say ∆ = P1 − P0, defines the Euclidean distance between points,
distE(P1,P0) = ‖∆‖. For the sphere,M≡ S2, the plane tangent to the north pole, say
P0, is a particular instance of a tangent space on the sphere denoted TP0S2; the plane
tangent to a given point on the equator, say P1, is another denoted TP1S2. The space
TP0S
2, for example, is evidently a 2-dimensional vector subspace of the 3-dimensional
space TP0E . The tangent spaces of the sphere inherit the Euclidean inner product of the
ambient space via restriction and thereby become inner product spaces. This process
yields a smoothly varying inner product on the tangent spaces, termed a Riemannian
metric. In general, a manifold endowed with such a metric is a Riemannian manifold.
The distance between any two points on such manifolds is well defined and the dis-
3The common convention is to use the same symbol to denote both the mapping and the resultant set
of values, that is x = x(P).
4
tance minimizing curves between points are termed geodesics. The geodesic or Euler-
Lagrange equation 4 is a vector differential equation generalizing the x¨ = 0 that defines
geodesics (straight lines) in a Euclidean space. The geodesic equation on S2 referenced
to a Cartesian coordinate system, y, with origin at the center of the sphere is given by
y¨ + (y˙ty˙) y = 0. The geodesic emanating from the point P0, with coordinates y0, in
the direction of the unit tangent vector ∆ ∈ Ty0S2, may be expressed in coordinates as
the exponential mapping y(t) = expy0(∆ · t) 5. The running length along this geodesic
curve is distS2(P(t),P0) = ‖∆ t‖, so that, just as in the Euclidean case, the distance be-
tween points is given by the magnitude of this connecting tangent vector. The geodesic
distance, an intrinsic measure or one that is independent of the choice of coordinates, is
a useful estimation error measure allowing estimators that may use different coordinates
to be evaluated with the same ”yardstick”.
1.1.2 Special Case Unitary Group
The sphere example, S2 ⊂ E , notionally generalizes to the orthogonal groupO(N),
the set of all N × N orthogonal matrices viewed as a subset of an N2-dimensional
Euclidean space, the set of all N × N real matrices. The tangents spaces of O(N)
inherit their metrics from the ambient Euclidean space in the same way as the sphere.
The complex generalization of O(N) is the unitary group U(N), the set of all N × N
unitary matrices.
The geodesic equation for U(N) is the matrix differential equation X¨ = X(X˙HX˙),
where X is N × N unitary. Direct substitution verifies that this non-linear differential
equation has the general solution
X(t) = X0 · expm(Wt) (2)
for W arbitrary anti-Hermitian, X0 arbitrary unitary matrix, and expm the matrix expo-
4derived using the Calculus of Variations
5This is the solution to the geodesic equation with initial conditions y(0) = y0 and y˙(0) = ∆ and is a
great circle. The precise meaning of this notation, expY0(∆t) is given in section 2.1
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nential operator. The short hand notation for this mapping (2) with ∆ ≡ X0W is
expX0(t∆) ≡ X0expm (tW ) . (3)
In this expression ∆ ∈ TX0U(N) is a unit tangent vector at X0 represented as an N ×N
complex matrix. Thus, the exponential map describes geodesics and the curve (3) is said
to be the geodesic emanating from X0 in the direction of the tangent vector ∆.
The Steifel and Grassmann manifolds are particular examples of what are termed
quotient manifolds and arise naturally in statistical signal processing applications. Such
manifolds are defined via equivalence relations on U(N) in which subsets of equivalent
elements are “points”. The collection of these subsets define the quotient manifold,
denoted generically as U(N)\ ∼, where ∼ stands for a particular equivalence relation.
The complex Stiefel manifold, St(N,p), is defined via the equivalence relation that
identifies X1, X2 ∈ U(N) as equivalent if the first p columns of the N × N matrix X1
are identical to those of X2. The equivalence subset denoted bX1c, a fiber submanifold
of U(N), is a “point” of the Stiefel manifold. Such quotient manifolds inherit their
geometric properties from U(N) by restriction of geodesics to the quotient manifold
tangent space (termed the horizontal space).
We introduce a closely related quotient manifold on U(N) termed here the Basis
manifold and denoted as BN,p (or simply B whenN and p are understood). In estimation
applications, the statistical model dictates the appropriate equivalence relation and, for
the complex linear model considered here, this leads us to the Basis manifold. The
tangent spaces of B naturally partition as TY B ≡ AY ⊕BY . A geodesic emanating in the
direction of a tangent vector in the BY space represents a subspace perturbation, while
motion in the AY directions represents a rotation. This partitioning figures prominently
in the formulation of intrinsic bounds on subspace and rotational estimation accuracy.
Since the tangent spaces of the Basis manifold are naturally partitioned, the
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geodesic distance is likewise partitioned as distB (P0,P1) =
√
‖PB∆‖2 + ‖PA∆‖2.
In this expression ∆ ≡ exp−1P0P1 is the connecting tangent vector; PA and PB are the
projectors onto AY and BY , respectively. A standard measure of the difference be-
tween two subspaces, represented say by Y1 and Y0, are the subspace angles, which
generalize the notion of angles between vectors6. The root sum square of these an-
gles is the subspace distance denoted distSS(Y1, Y0). In the Grassman manifold, G,
formulation this corresponds to the geodesic distance between the two points, that is
distSS(Y1, Y0) ≡ distG(Y1, Y0). For the Basis and Stiefel manifold formulations, the
situation is more complicated. We show that for these formulations the subspace dis-
tance is equal to the minimum geodesic distance between the point Y0 and an invariant
submanifold over Y1. This relationship enables the development of an intrinsic CRB on
subspace estimation accuracy for these parameter spaces.
1.2 Estimation on Manifolds
In estimation theory and statistics, the CRB relates the covariance matrix of esti-
mators to the Fisher Information Matrix (FIM) of an estimation problem through matrix
inequalities. In the classical case of a vector parameter θ ∈ Rp in the distribution f(z|θ)
this inequality is
C  F−1 (4)
whereC is the estimator error covarianceC = E[(θ−θˆ)(θ−θˆ)T ] , F is the FIM given by
Fi,j ≡ E
[
∂L
∂θi
, ∂L
∂θj
]
; i, j = · · ·N , L = ln (f), and θˆ = θˆ (z) is an unbiased estimator of
θ based on the measurement z. The matrix inequality means that the difference C−F−1
is positive semi-definite.
The derivation of this inequality implicitly relies on the assumption that the pa-
rameter space is a Euclidean space. For a more general Riemannian manifold as the
parameter space, the role of the error vector θˆ − θ is played by the error tangent vector
6defined operationally as the cos−1 of the singular values of the matrix Y H1 Y0
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Figure 2. Estimation on the Sphere
∆̂ = exp−1θ θˆ and the relevant derivative is the covariant derivative. This derivative, a
generalization of the directional derivative to curved spaces, results in additional terms
appearing in the CRB inequality, so that in this setting (4) becomes [2]
C  F−1 + curvature terms . (5)
At high SNR, estimation errors are small and these additional terms become negligi-
ble. The CRB, therefore, depends asymptotically only on the FIM, just as with classical
bounds. While the components of C and F depend on the particular choice of coordi-
nates, the error variance trC and bound trF−1 do not, provided the metric is properly
accounted for. When the parameter space is the unit sphere trC represents the 2-D mean
square positional estimation error measured in radians and trF−1 bounds this error.
1.2.1 Complex Linear Model: General
The complex linear model has received a huge amount of attention due to its sim-
plicity and relevance in a large number of applications. Consider the model
z = Hn1 + n0 (6)
where n0 is a normal random complex N -tuple n0 ∼ CNp(0, σ2I), and n1 is a normal
random complex p-tuple, n1 ∼ CNp(0, P ). The observation z then is a normal random
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N -tuple, z ∼ CNn(0, R), where R = E[zzH ] = Rs + σ2I with signal covariance Rs
defined by
Rs(H,P ) ≡ HPHH . (7)
In this expression P is an unknown deterministic full rank Hermitian matrix and rep-
resents the correlation matrix of the source symbols n1. The complex N × p signal
matrix H ∈ CN×p is a deterministic unknown of full rank. We refer to this case as un-
constrained since there are no constraints other than rank of H and the positive-definite
Hermitian form of P . This data model is most relevant when we are unable or unwilling
to make more detailed assumptions regarding the signal matrix H .
Sampling of the distribution reveals information about the unknown parameters, P
and H , and the observable information is subject to estimation. It is readily seen from
(6) that this model precludes the simultaneous and unambiguous estimation of these
unknowns. To see this, note that for any invertible T , substituting H = HT−1 and
n1 = Tn1 into (6) leaves the measurement unchanged. Thus, both the pairs (H,P ) and
(HT−1, TPTH) define the same measurement distribution. As noted in [6] “whenever
two parameters give rise to the same measurement distribution they are indistinguishable
in the sense that no argument based on the observed measurement can be used to favor
one parameter over the other as estimator”.
An alternate parameterization of the problem is provided by the eigen decompo-
sition of the signal covariance Rs(H,P ), (7). The eigen decomposition defines the
mapping or transformation
eig : CN×p × Pp 7→ B × Dp (8)
from the (H,P ) to (Y,Λ) parameterizations as
[Y,Λ] = eig(HPHH) . (9)
In this expression Pp is the set all p× p positive-definate Hermitian matrices and Dp ⊂
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Pp is the subset of positive-definite diagonal matrices.
The transformed problem in terms of this alternate parameterization is
z = Y n1 + n0, Y ∈ B (10)
where n1 ∼ Np(0,Λ) . The proper choice for the space B is dictated by the statistical
model. As discussed in chapter 3, the Stiefel manifold is “too big” to serve as the
proper parameter space for this model while the Grassmann manifold is “too small”. The
given model dictates a quotient manifold formulation in which multiplication by unitary
diagonal matrices have been “quotiented” out of the Stiefel manifold. The quotient
manifold with this desired feature is called here the Basis manifold, B, and defining the
domain for Y in (10) as B yields a well-posed estimation problem.
We derive the full FIM for the estimation problem (10) on the product manifold,
B × Dp, and, from this, intrinsic CRBs on subspace estimation accuracy. Among the
corollaries that flow from this Basis manifold formulation is a CRB on eigenvector (in-
terpreted as the columns on Y ) estimation accuracy for the complex linear model. For
the unconstrained case the maximum likelihood (ML) estimate of Y ∈ B is given by the
p-dominant eigenvectors of the SCM. The corresponding estimation error covariance is
well-known from statistics [7] and is often used to develop analytical expressions for
estimator performance [8],[9],[10],[11]. The relationship between this error covariance
expression and the CRB developed here is established in chapter 3.
1.2.2 Complex Linear Model: Constrained
When the set of allowable signal matrices, H in (6), is constrained in some way the
set of allowable semi-unitary matrices Y in (10) is likewise constrained to submanifold
denoted B¯ ⊂ B. We derive the general form for the intrinsic CRB on constrained sub-
space estimation accuracy on B¯ and then consider the special case when the constraint
defining B¯ arises due to some underlying parameterization, that is when H = H(θ). In
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this parametrically constrained case the eigen decomposition of the true signal covari-
ance effects a transformation, denoted here as [Y,Λ] = Φ(θ, P ) , between the (θ, P ) and
the (Y ∈ B¯,Λ ∈ Dp) parameterizations. This transformation is
[Y,Λ] = eig(H(θ)PHH(θ)) . (11)
The parameters (θ, P ) and (Y,Λ) are then two different sets of coordinates on the man-
ifold B¯ × Dp. This is analogous to using either latitude-longitude or 3-space Cartesian
coordinates to label points on S2 ∈ E .
The tangents to the θ coordinate curves yield a natural coordinate basis for the
tangent spaces at each point of B¯. From this an orthogonal basis may be formed and via
the exponential map these new basis vectors yield a set of so-called normal coordinates,
denoted here as (α, s, λ) about any given point. This set is a third parameterization
of L, or equivalently, a third set of coordinates on the product manifold B¯ × Dp; the
interrelationships between these coordinate choices is shown in figure 3.
We compute the general form for the constrained FIM in these partitioned normal
coordinates and the corresponding intrinsic bounds on (constrained) subspace estima-
tion accuracy. The coordinate Jacobian transforms the FIM in a tensorial way; bounds
(and estimates) are likewise transformed. Quantities computed in one coordinate sys-
tem, which may be more amenable to computation, may be transformed to an alternate
system, which may have a more meaningful interpretation. In particular, the FIM with
respect to the natural coordinates, Fθθ and the subspace (normal) coordinates, Fss, are
related via the Jacobean of the coordinate transformation as indicated in figure (3). As
noted in [12] “because the Jacobian determines how coordinate transformations affect
accuracy bounds, it is sometimes called a sensitivity matrix.”
In a variety of applications the signal matrix (6) has a multi-dimensional modal
form, that is H(θ) =
[
h(θ1), · · ·h(θN)
]
and the waveform h(:) is either a damped or
undamped exponential. The FIM for this model, Fθθ, was derived in [13] based on
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Figure 3. Coordinates on Product Manifold
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a maximum likelihood argument that ultimately relied on the eigenvector covariance
result of [7]. A more direct “textbook” derivation of parameter space FIM, Fθθ and the
associated stochastic CRB was later developed in [14]. Alternatively, Fθθ may be found
from subspace block of the full FIM, Fss, and the coordinate Jacobean. The geometric
approach thus yields another derivation of parameter space FIM, Fθθ.
Maximum Likelihood Estimator
Typically, estimates of the underlying parameters, θ, are required rather than the
semi-unitary matrix that they define, that is, Y (θ) via (11). The parameter estimation
step in two-step subspace based methods is related to the various submanifold coordi-
nates as follows. The inverse of the eigen decomposition (11) defines a mapping from
(Y,Λ) to (θ, P ) coordinates and has the general form
(θ, P ) = Φ−1(Y,Λ) = (ϕ(Y ), ϕ(Y,Λ)) . (12)
In particular,
θ = ϕ(Y ); Y ∈ B¯ ⊂ B . (13)
that is, θ, depends only on Y ∈ B¯. Conceptually, a general parameter estima-
tion/extraction algorithm is generated by extending the domain of the function ϕ (13),
initially defined on B¯, to parent manifold B. If Y˜ ≡ Y˜ (Z) with the range space B, is
some estimator of Y ∈ B¯, then the corresponding parameter estimator in this generic
subspace based approach is
θˆ = ϕ(Y˜ ) (14)
where the mapping ϕ, (13), is here interpreted as having the extended domain B. For
harmonic signals on regular array geometries R-D Unitary ESPRIT [3] is an example
implementation of such a general subspace-based estimation program. In this approach
the subspace estimate Y˜ is the p-dominant eigenvector matrix of the SCM as computed
by the EVD. This subspace estimate, Y˜ , although an ML estimate for the unconstrained
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assumption, B, is not ML when constraints exist and Y ∈ B¯. The ML invariance prin-
ciple ([15]) which states that the ML property is preserved under transformations, is
therefore not applicable.
To improve subspace-based parameter estimation it is therefore desirable to find
an ML estimator of Y ∈ B¯ ⊂ B, or failing that, one that more closely approximates
to the constrained subspace CRB than does standard EVD estimate Y˜ . For the one-
dimensional uniform line array (ULA) problem the SVD of the foward-backward data
matrix yields an improved subspace estimate. This approach, which makes partial use
of the constraint information, is extended to the multidimensional case in the Higher-
Order SVD (HO-SVD) [16] approach. More computationally intensive approaches like
Structured Least Squares (SLS) [3] and Improved SLS (I-SLS) [17] make further im-
plicit, but still incomplete, use of the B¯ submanifold constraint information. As a result,
although they yield lower variance subspace estimators compared to the standard EVD,
they are not ML estimators of Y ∈ B¯. The associated subspace-based parameter es-
timates are therefore degraded to varying degrees in stressful scenarios such as that of
closely spaced sources and/or highly correlated sources [12].
In parameter estimation applications, a standard approach to achieving MLE per-
formance is to use a sub-optimal estimator (e.g., R-D Unitary ESPRIT) to initialize a
Newton’s method approach that uses the full signal model. The success of this type of
approach will depend, in part, on the quality of the initial estimate. As an alternative,
we introduce here a subspace-based estimation algorithm for Y ∈ B¯ that is derived
from the ML criterion for the damped exponential signal assumption. The approach
leverages Y˜ , the ML estimate for the unconstrained problem, and is notionally imple-
mented using a set of normal coordinates on B with origin at Y˜ . The overall approach
may be viewed as an implementation of a geometric Newton’s method on B¯ that avoids
the need for explicit initialization by incorporating the submanifold constraint condition
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(i.e., shift-invariance) in a more integrated way. The algorithm developed here is closely
related to the approach first proposed in [18]. Given this ML estimator of Y ∈ B¯damped
the corresponding ML parameter estimator (which here consists of angle and damping
parameters) is found via the transformation (14).
Different signal waveform assumptions yield different submanifolds of B. Denot-
ing the submanifold corresponding to the damped and undamped signal assumptions as
B¯damped and B¯harmonic, respectively, we have the set relation
B¯harmonic ∈ B¯damped ∈ B (15)
As a practical application, we apply the asymptotically ML estimator developed here
for the B¯damped assumption to problem of DOA-estimation for which the B¯harmonic sub-
manifold applies. This new subspace-based estimation approach to the DOA problem is
discussed in detail in chapter 5 and simulation results are shown for a variety of stress-
ful scenarios, in which other methods are severely degraded, to demonstrate asymptotic
efficiency.
1.3 Organization
Chapter 2 provides the required background in differential geometry and related
topics required to develop the CRB for the Basis manifold formulation of the complex
linear model. The chapter begins with brief discussion of the geometry of the sphere
using notation consistent with later developments. The discussion of the Basis manifold
is a straight forward extension of [19] to the complex case. Readers familiar with dif-
ferential geometry and/or with [19], which gives a differential geometric foundation for
numerical linear algebra, may wish to skim this chapter. In chapter 3 the complex linear
statistical model is analyzed using this foundation and intrinsic CRBs are developed for
rotational and subspace estimation accuracy for unconstrained and constrained signal
models. A connection is made between the full inverse FIM for the unconstrained prob-
lem and the distribution of the eigenvectors of a sample covariance matrix given in [7].
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Intrinsic bounds are developed for the constrained submanifold case and their relation
to existing parameter bounds available for particular signal models is examined.
In chapter 4 a new subspace estimation algorithm is developed based on this dif-
ferential geometric formulation for an important special case arising in array processing
applications. In chapter 5 various estimation packages are compared to these intrin-
sic bounds for a variety of stressful scenarios. The highly correlated signal case often
presented in the literature as an algorithm stress test is examined in detail.
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CHAPTER 2
Differential Geometry for Signal Processing Estimation Applications
2.1 Geometry of the Sphere
A differentiable manifold is one of the most fundamental concepts in mathemat-
ics and physics. We begin by considering the familiar 3-dimensional Euclidean space
denoted as E . We take the many properties of this space as given including its inner
product space structure and related norm. Each point P ∈ E may be assigned a real
3-tuple Y = (y1, y2, y3) that are said to be the Cartesian coordinates of P . The 3-tuple
Y is an element of the real 3-space R3 = R × R × R. The assignment is a mapping,
denoted here by the symbol y, from the manifold E to R3
y : E → R3 (16)
or
Y = (y1, y2, y3) = y(P), P ∈ E . (17)
This assignment process, or labeling of the point P , is not unique and there a number of
common coordinates systems (e.g., spherical,affine) that are often used.
The space E is also an inner product space (a vector space with a inner product). If
v and w are vectors represented in an orthonormal basis e1, e2, e3 as v =
∑3
k=1 ekvk and
w =
∑3
k=1 ekwk then the inner product is
〈v,w〉 = vtw =
3∑
k=1
vkwk . (18)
The associated norm is
‖v‖2 = 〈v, v〉 = vtv =
3∑
k=1
(
vk
)2
= ‖v‖2 . (19)
The pair (E , 〈, 〉) provides the simplest example of a Riemannian manifold. If P and O
are two points in E and v is the vector with tail at O and head at P , then the distance
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between these points, denoted d(P ,O), is given by d(P ,O) = ‖v‖. In a different set
of Cartesian coordinates obtained by translating or rotating the first the set, the 3-tuples
representing both P and O will of course change. The distance d(O,P), however, will
remain fixed independent of the choice of Cartesian coordinate system.
In general, a Riemannian manifold, (M, gP), is roughly defined as a smooth man-
ifold M, equipped with an inner product or metric function gP on the tangent space
TPM at each point P that varies smoothly from point to point. For the Euclidean space
example gP ≡ 〈 , 〉.
Smooth closed subsets of E inherit the metric function 〈, 〉 and are thereby also
Riemannian manifolds. The important example considered here is the usual 2-sphere.
The approach in this section will be to discuss the geometry of the sphere “over notat-
ing” things and employing the notation used later when we consider signal processing
manifolds. This approach makes things more cumbersome for the sphere, but makes the
transition to signal processing applications more natural.
We consider a sphere as a set embedded in E . The set of all points equi-distant from
some fixed point, say O, in this 3-dimensional point defines the 2 dimensional sphere
S2. In particular, the unit sphere is the subset
S2 = {P ∈ E : d(P ,O) = 1} . (20)
Let y denote a Cartesian coordinate system with origin at O ∈ E , that is y(O) =
(0, 0, 0), and let the coordinates of P under y be denoted Y , that is
Y = y(P); Y ∈ R3 . (21)
Then, expressed in these coordinates, S2 is defined as
y(S2) = {Y ∈ R3:Y tY = 1} . (22)
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Figure 4. Tangent and Normal Space
Tangent Plane
The collection of all vectors with origin or “head” at the point P0 ∈ E is denoted
TP0E . This is a 3-dimensional inner product space with the usual Euclidean space inner
product (19). The tangent plane to the sphere at a point P0 is illustrated in figure 1. This
2 dimensional vector space is denoted as TP0(S
2) and is, evidently, a subspace of TP0E .
If P0 is the north pole, then the Cartesian coordinates, Y0 ≡ y(P0), are
Y0 =
 00
1
 , (23)
and the submanifold tangent space TP0(S
2) is spanned by the two vectors
b1 =
 10
0
 ;b2 =
 01
0
 . (24)
An arbitrary tangent vector ∆ ∈ TP0(S2) expands as
∆ = b1β
1 + b2β
2 . (25)
If we define Y0⊥ as
Y0⊥ ≡
[
b1 b2
]
≡
 1 00 1
0 0
 (26)
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this ∆ may alternatively be represented in numerical form as
∆ = Y0⊥B (27)
where B =
[
β1 β2
]t
(this seemingly awkward representation of the vector ∆ is used
extensively in our later signal processing examples). Note that the defining requirement
for Y0⊥ is that Y t0Y0⊥ = 0, that is Y0⊥ is the orthogonal to Y0, so that it may more
generally be expressed as
Y0⊥ =
 cosθ sin θ−sinθ cosθ
0 0
 (28)
for θ arbitrary.
The dimension of the tangent space is equal to the number of linearly independent
basis vectors required to span the space, or equivalently here the degrees of freedom in
B, so that we see dim(TP0(S
2)) = 2. While trivial here, this approach is important
in determining the dimension of the various tangent spaces encountered in later signal
processing examples.
The orthogonal complement of TP0(S
2) is the normal space, denoted NP0 , yielding
the decomposition
TP0(E) = TP0(S2)⊕NP0 (29)
For an arbitrary ∆ ∈ TP0(E) we have P⊥∆ ∈ TP0(S2), where P⊥ denotes the orthogonal
projection operator unto TP0(S
2). The metric on the tangent space TP0(S
2) is simply
the restriction of the ambient space metric to this tangent plane, that is
〈∆1,∆2〉|sphere ≡ ∆t1P⊥∆2 . (30)
Given this metric the pair bk = Y0⊥Bk; k = 1, 2 are orthogonal if
〈b1,b2〉|sphere = Bt1B2 = 0 . (31)
The standard basis for TP0(S
2) given an arbitrary valid choice for Y0⊥ is defined by
B1 =
[
1
0
]
;B2 =
[
0
1
]
(32)
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This choice of B1, B2 holds for every P ∈ S2 in the sense that for Y = y(P) and
Y t⊥Y = 0 the pair Y⊥B1, Y⊥B2 is an orthogonal basis for TP(S
2)
In such an orthonormal basis, the components of (25) are βk = 〈bk,∆〉. This sum
has the concrete numerical form
∆ = Y0⊥B1β1 + Y0⊥B2β2 (33)
so that ∆ = Y0⊥B where
B = B1β
1 +B2β
2 . (34)
This tangent vector may also be expressed as
∆ = Uσ (35)
where U and σ represent the pointing direction and length of ∆, respectively. The unit
vector U is U = Y0⊥U1 for some 2-tuple U1. In later applications, the tangent vectors
are represented inN×pmatrix form and the above will correspond to the compact SVD
of ∆ (that is ∆ = UΣV H) .
Tangents to curves
The tangent space at a point is alternately described by the collection of tangents
to all curves passing through the point. If Y (t) is a smooth curve on the sphere then at
every point
Y (t)tY (t)− 1 = 0 . (36)
Differentiating, and using the notation ∆ = Y˙ , yields
Y t∆ + ∆tY = 0 . (37)
At the point Y0 = Y (0) on this curve the above equation is satisfied by choosing
∆ = Y0⊥B (38)
where B is arbitrary real 2-tuple and where Y t0Y0⊥ = 0.
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Geodesics and Great Circles
A geodesic on a manifold is defined as the shortest path between two given points.
For the Euclidean space geodesics are straightlines which may be specified by the fa-
miliar differential equation
Y¨ = 0 . (39)
This is the Euler-Lagrange or geodesic equation for the flat Euclidean space, represented
in Cartesian coordinates, and has the general solution Y (t) = Y0 + V t.
The analogous geodesic equation in the general case is derived rigorously using the
Calculus of Variations. For the sphere a simplified approach that leads to the geodesic
equation is differentiating the defining relation (36) a second time. This approach yields
2Y˙ tY˙ + Y tY¨ + Y¨ tY = 0 . (40)
Direct substitution verifies this is equivalent to
Y¨ = −Y (Y˙ tY˙ ) . (41)
This geodesic equation has the general solution
Y (t) = Y0cos(σt) + Usin(σt) , (42)
alternately expressed in matrix form as
Y (t) =
[
Y0 U
] [ cos(σt)
sin(σt)
]
(43)
where Y0, U , σ specify initial location, launch direction and speed, respectively. This
is referred to as the CS form of the geodesic. To verify this solution, note that the first
derivative of Y (t) is
Y˙ (t) = σ(−Y0sin(σt) + Ucos(σt)) (44)
and that the 2nd derivative is
Y¨ (t) = (σ2(−Y0cos(σt)− Usin(σt)) = −σ2Y (t) . (45)
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The factor Y˙ tY˙ , the squared speed, is the constant
Y˙ t(t)Y˙ (t) = σ2(sin2(σt) + cos2(σt)) = σ2 (46)
Substituting these results into (40) verifies the solution.
Since Y is the radial vector from the origin to the surface of the sphere, the vector
at the point Y extending in this direction is normal to the surface. From (45) we observe
that the acceleration Y¨ is normal to the surface at every point on the geodesic and that the
tangential acceleration is zero. In the case of the sphere, acceleration for uniform motion
on a great circle is directed radially and therefore normal to the surface; therefore, great
circles are geodesics on the sphere.
Initial Value Problem: The initial value problem (IVP) is specified by the differ-
ential equation (41) together with the initial conditions
Y (0) = Y0; Y˙ (0) = σU . (47)
In these expressions U is a unit tangent vector at Y0, that is U ∈ TY0S2, and σ is the
scalar speed. This IVP has the solution (42) where the parameters U ,Y0, and σ are
specified as initial conditions. For unit speed (42) is said to be the geodesic emanating
from the point P0 in the direction of U ∈ TP0S2.
Example: IVP at the North Pole : IfP0 is the north pole in the given y coordinates
(Y0 = [0, 0, 1]
t), then an arbitrary tangent vector ∆ = σU in TP0S
2 has the form
U =
 cos(γ)sin(γ)
0
 (48)
where γ specifies direction in the tangent space; σ is the magnitude of the vector. Sub-
stituting this form into (42) yields
Y (t) =
 00
1
 cos(σt) +
 cos(γ)sin(γ)
0
 sin(σt) , (49)
24
and carrying out the sum gives
Y (t) =
 cos(γ)sin(σt)sin(γ)sin(σt)
cos(σt)
 . (50)
For t = 1 and Y1 ≡ Y (1) we have
Y1 =
 cos(γ)sin(σ)sin(γ)sin(σ)
cos(σ)
 (51)
Differentiating (42) we get the tangent to the geodesic curve at Y (t) given by
∆(t) =
dY (t)
dt
= σ
 cos(γ)cos(σt)sin(γ)cos(σt)
−sin(σt)
 . (52)
Exponential Map
The exponential map plays a prominent role in our later applications. The following
lemma relates the geodesic specified by (42) to an equivalent exponential form.
Lemma 1. The general solution to the geodesic equation given by (43)
Y (t) =
[
Y0 U
] [ cos(σt)
sin(σt)
]
(53)
is equal to the exponential map form defined by
Y (t) =
[
Y0 Y0⊥
]
exp
(
t
[
0 −BH
B 0
])
I3,1 (54)
where Y0⊥ is such that Y t0Y0⊥ = 0 and
B = Y t0⊥Uσ (55)
so that Y0⊥B = Uσ. In this expression I3,1 =
[
1 0 0
]t
,
Proof: Consider the tangent vector ∆ ∈ TY0S2, at the point Y0, in the form ∆ =
σU . Let B = Y t0⊥∆ where Y0⊥ is a 3× 2 semi-orthogonal matrix such that Y t0⊥Y0 = 0.
Let B be represented by its SVD
B = U1σ =
[
U1 U2
] [ σ
02×1
]
(56)
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where U1 is 2× 1 and U2 is 2× 2. Then
U = Y0⊥U1 . (57)
Using (56) the argument of the matrix exponential (54) is[
0 −BH
B 02×2
]
=
[
1 0 0
0 U1 U2
]  0 −σ 0σ 0 0
0 0 0

 1 00 UH1
0 UH2
 , (58)
=
[
1 0 0
0 U1 U2
]
X
 iσ 0 00 −iσ 0
0 0 0
X−1
 1
t 0
0 UH1
0 UH2
 , (59)
where
X =
[
X0 0
0 1
]
; X0 = i
[
0 1
−1 0
]
, (60)
and where we have used the fact that[
0 −σ
σ 0
]
= X0
[
iσ 0
0 −iσ
]
XH0 . (61)
Using the general matrix exponential identity expm(UΛV H) = Uexpm(Λ)V H and
(59) the matrix exponential in (54) expands as
=
[
1 0 0
0 U1 U2
]  cos(σ) −sin(σ) 0sin(σ) cos(σ) 0
0 0 0

 1 00 UH1
0 UH2
 , (62)
where we have used the fact that
X
 exp(iσ) 0 00 exp(−iσ) 0
0 0 0
XH =
 cos(σ) sin(σ) 0sin(σ) cos(σ) 0
0 0 0
 . (63)
Post multiplying of (62) by the selection matrix I3,1 yields[
1 0 0
0 U1 U2
]  cos(σ)−sin(σ)
0
 = [ cos(σ)
U1sin(σ)
]
. (64)
Premultiplication by
[
Y0 Y0⊥
]
, letting σ = σt and noting (57) yields
Y (t) =
[
Y0 U
] [ cos(σt)
sin(σt)
]
. (65)
The desired form (53) is recovered and this establishes equivalence with the exponential
map form (54).
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The short hand notation for the exponential map (54) is
Y = expY0(t∆) (66)
where the tangent vector ∆ = Y0⊥B. The exponential map defined in this way is seen
to be a map from the tangent space at P0, TP0S2, to the manifold S2.
Inverse Exponential Map, Normal Coordinates and the Two-Point Boundary Value
Problem
The principal inverse of the exponential map, termed the inverse exponential map,
is therefore a mapping from S2 to TP0S
2. Given P0 and the tangent vector ∆, let P1 =
expP0∆. The inverse exponential map then is
∆ = exp−1P0P1 . (67)
Given an arbitrarily chosen orthonormal basis b1,b2 for TP0S
2 the tangent vector ∆ ∈
TP0S
2 expands as
∆ = b1β
1 + b2β
2 (68)
where
β1 = 〈b1,∆〉 β2 = 〈b2,∆〉 (69)
Suppose that Y0 = y(P0) and Y1 = y(Y1) are the Cartesian coordinates of these points
and that b1 = Y0⊥B2,b2 = Y0⊥B2. The above procedure that defines the 2-tuple β
provides an alternate means of labeling points on the sphere. Let the transformation
between these two set of coordinates, Y to β, which consists of computing the tangent
vector ∆ and its components β with respect to the given basis, be denoted as
β = ϕ(Y ) = ϕ(y(P)) . (70)
In general coordinates defined via the exponential map are termed normal coordinates.
Polar normal coordinates are the pair (σ, γ), where
σ =
√
(β1)2 + (β2)2; γ = atan2(β2, β1) , (71)
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or
β1 = σcos(γ); β2 = σsin(γ) . (72)
The coordinate transformation from the Y coordinates to these polar normal coordinates
is denoted as
(σ, γ) = ψ(Y ) = ψ(y(P)) . (73)
The transformation form normal to the Cartesian coordinates is therefore Y = y◦ϕ−1(β)
and defined by exponential map (54). Using the equivalent CS form of the exponential
mapping given by (42) with t = 1 we have
Y1 = Y (1) =
 cos(γ)sin(σ)sin(γ)sin(σ)
cos(σ)
 (74)
An alternate definition of the sphere is given parameterically as
S2 =
[
Y ∈ E such that Y = ψ−1(γ, σ)
]
. (75)
Two point boundary value problem
In the two point boundary value problem (BVP) the auxiliary conditions are
Y (0) = Y0 and Y (1) = Y1. The objective here is to determine the initial velocity
(i.e., speed σ and direction U ), or tangent vector, required to move from Y0 to Y1 in unit
time (in our later applications this procedure is analogous to determining the tangent
vector ∆ that connects Y0 to Y1 via a geodesic). The required initial velocity vector is
determined from the boundary conditions. From (42) with t = 1
Y1 = Y (1) = Y0cos(σ) + Usin(σ) (76)
so that
Y t0Y1 = cos(σ) . (77)
The speed σ then is
σ = acos(Y t0Y1) (78)
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and the unit tangent vector direction is
U =
Y1 − Y0cos(σ)
sin(σ)
=
Y1 − Y0Y t0Y1
sin(σ)
(79)
U =
(I − Y0Y t0 )Y1
sin(σ)
. (80)
The resultant tangent vector that satisfies this BVP is ∆ = Uσ.
Example: 2 point BVP: Let Y0 be the North Pole Y0 =
[
0 0 1
]t
and let Y1 be
an arbitrary point on the equator Y1 =
[
cos(γ) sin(γ) 0
]t
. Since Y t0Y1 = 0 (78)
yields σ = pi
2
and from(80) U = Y1sin−1(σ) = Y1 so that
∆ =
pi
2
Y1 (81)
The polar normal coordinates of Y1 are therefore
(
pi
2
, γ
)
. The standard normal coordi-
nates are β1 = pi
2
cos(γ) and β2 = pi
2
sin(γ) so that using (68)
∆ = b1β
1 + b2β
2 =
pi
2
Y1 (82)
as expected.
Coordinate Curves
Let b1 and b2 be an orthonormal basis for the tangent space at north pole rep-
resented in the extrinsic frame as b1 = [1, 0, 0]
t and b2 = [0, 1, 0]
t. The extrinsic
coordinate representation of the normal coordinate (geodesic) curve emanating from the
Y0 in the b1 direction is denoted Y(1)(t) and is given by
Y(1)(t) =
[
sin(t) 0 cos(t)
]t
. (83)
The tangent at an arbitrary time t is
dY(1)(t)
dt
=
[
cos(t) 0 −sin(t)
]t
. (84)
At t = pi
2
we have Y(1)(pi2 ) =
[
1 0 0
]t
which corresponds to a point on the equator.
The tangent to this coordinate curve at t = pi
2
evaluates to [0, 0,−1]t. This vector is
attached to the point Y(1) and pointing in a downward direction.
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Similarly, the normal coordinate (geodesic) curve emanating in the b2 =[
0 1 0
]t
direction is denoted Y(2)(t) and is given by
Y(2)(t) =
[
0 sin(t) cos(t)
]t
, (85)
and the tangent vector is
dY(2)(t)
dt
=
[
0 cos(t) −sin(t)
]t
. (86)
At t = pi
2
we have Y(2)(pi2 ) =
[
0 1 0
]t
which corresponds to a point on the equator.
The tangent to this coordinate curve at t = pi
2
evaluates to [0, 0, − 1]t.
Natural Geodesic Distance Between Points
The running length of the arbitrary smooth curve Y (t) emanating from the point Y0
is given by elementary calculus as
Length(Y (t), Y0) =
∫ t1
t0
√
〈∆(t),∆(t)〉dt =
∫ t1
t0
‖∆(t)‖dt (87)
where ∆(t) = dY (t)
dt
.
The geodesic distance between two points on the sphere is the length of the shortest
curve connecting the two points. The distance between Y1 and Y0 is then is defined as
distS2(Y1, Y0) ≡ min
Y (t)
(Length(Y1, Y0)) (88)
minimized over all curves Y (t) ∈ S2 between Y0 and Y1.
If Y (t) is a geodesic then the tangent at each point on the curve is given by (52).
The magnitude of ∆(t) is constant along the curve with ‖∆(t)‖ = ‖∆(0)‖ = σ. Using
this expression in the integral (140) yields
Length(Y (t), Y0) = ‖∆(0)‖|t| = σ|t| (89)
If Y1 = Y (t1) then
distS2(Y1, Y0) = σ|t1| (90)
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On the unit sphere this arc is a great circle, and the arc length is the angle in radians
separating the two end points (σ = radians
sec
).
Remark: If Y0 is the North Pole and Y (t) is the geodesic given by (50), then
Y T0 Y1(t) = cos(σt) (91)
and the geodesic distance between the points is evidently
distS2(Y (t), Y0) = σ|t| = acos((Y t0Y1(t))) . (92)
In the signal processing examples discussed later the subspace angles between the semi-
unitary matrices Y0 and Y1 are defined as the acos of singular values of the Y H0 Y1.
2.1.1 Estimation Example on the Unit Sphere
Consider the linear model
z = Y n1 + n0; Y ∈ S2 (93)
where n0 is a 3× 1 additive random noise vector n0 ∼ Np(0, σ20I), with σ0 known, and
n1 is a scalar random variable
n1 ∼ N(0, σ2) (94)
where σ2 is a deterministic unknown. The observation z then is a 3× 1 normal random
vector z ∼ Nn(0, R) where
R = E[zzH ] = Rs + σ
2
0I (95)
amd where the signal covariance Rs is defined by
Rs ≡ σ2Y Y t . (96)
In this model Y is a deterministic unknown and represents the point on unit sphere.
Let Z =
[
z1, · · · , zK
]
be a 3×K data matrix whose columns are independent and
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identically distributed (iid) random vectors defined by (93). The log-likelihood function
is (ignoring constants)
L(Y, σ2p;σ
2
n) = −
K
2
(tr(R−1R˜) + log detR) (97)
where R˜ is the sample covariance matrix (SCM) R˜ = K−1ZZt. Representing Y in
normal coordinates (74) yields an alternate parameterization of this function as L(β) =
L(Y ).
Let Ŷ denote an estimator of Y ∈ S2 and let ∆̂ = exp−1Y Ŷ be the estimation error
tangent vector. For b1,b2 an orthonormal basis suppose that this stochastic error vector
expands as
∆̂ = b1βˆ
1 + b2βˆ
2 . (98)
The geodesic distance error measure (92)
distS2(Ŷ , Y ) = acos(Y
tŶ ) = ‖βˆ‖ (99)
and
 = E
[
distS2(Ŷ , Y )
2
] 1
2 = E
[
‖βˆ‖2
] 1
2 . (100)
Because this distance corresponds to the norm of coefficients β, the Fisher informa-
tion, denoted Fββ , and inverse Fisher information matrix(FIM) are computed using this
parameterization of the log-likelihood function. The FIM for this problem is developed
in [1, equation 143]) and is given by
[Fββ]ij =
K
σ2
Re
(
tr
(
σ2OPTB
t
iBj
))
; i, j = 1, 2 (101)
where
σ2OPT = σ
22σ−2s = (σ
2
s − σ20I)2σ−2s (102)
For the standard basis (32) this is expressed in the 2× 2 matrix form
Fββ =
Kσ2OPT
σ20
I2 (103)
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so that
trF−1ββ =
2
K
σ2OPT
σ20
. (104)
Ignoring curvature, the variance of any unbiased estimator Ŷ satisfies the inequality
 ≥
√
trF−1ββ =
√√√√ 2
K
σ2OPT
σ20
(105)
The ML estimator of Y ∈ S2 for this linear model is the principal eigenvector of the
SCM R˜.
2.2 Geometry of Signal Processing Manifolds
Many estimation problems can be formulated as the minimization of a function
F (Y ) where the parameter Y is an orthonormal matrix, that is, Y is constrained to the
set of N × p matrices such that Y tY = I . This set is known as the (real) Stiefel man-
ifold. Often the objective function of interest has some type of homogeneity property
so that F (Y1) = F (Y0) whenever Y1 and Y0 satisfy some type of equivalence relation,
Y1 ∼ Y0. For example, it may be that F (Y ) = F (Y Q), for every Y whereQ is any p×p
orthogonal matrix. In other words, the objective function depends only on the subspace
spanned by the columns of Y ; it does not depend on the particular basis used to repre-
sent the subspace. The set of p-dimensional subspaces in Rn is called the Grassmann
manifold and so this manifold is natural parameter space or domain for the functions
with this homogeneity condition. A variation for the complex case is the homogeneity
condition F (Y ) = F (Y D) whereD is a any p×p unitary diagonal matrix and Y is such
that Y HY = I (such matrices are termed semi-unitary). This situation naturally arises
when considering the log-likelihood function for the standard complex linear model.
The collection of semi-unitary matrices corresponding to this homogeneity condition is
termed here the Basis Manifold. Manifolds defined through these types of equivalence
relations are termed quotient manifolds. The geometrical descriptions of complex Basis
manifold and related manifolds are developed in this chapter. These quotient manifolds
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are derived from the Unitary Group, U(N), which is the starting point for the discussion.
2.2.1 Coordinates on Manifolds
Modern differential geometry relies on coordinate-free methods, but because the
focus is on estimation algorithms, a coordinate-based approach is used from the start. A
coordinate system on a manifoldM is a mapping,say y, from the abstract manifoldM
to RN
y :M→ RN . (106)
A point Y ∈M has the coordinates Y ∈ RN , assigned by the coordinate mapping y
Y = y(Y) . (107)
In the usual theoretical development the dimensions of RN and M are equal but
this is not required, and in our signal processing applications it is more natural initially
to work with extrinsic coordinate representations.
Extrinsic coordinates correspond to the natural numerical matrix representation of
elements of the Stiefel manifold. The length of the extrinsic coordinate vector is greater
than the dimension of the space. For example, the complex Stiefel manifold has dimen-
sion 2pN−p2 but its representation asN×p complex matrices requires 2Np values. The
dimension of the Stiefel manifold reflects the orthonormality constraint on the columns
of matrix representation. As discussed in the previous section, this is the same situa-
tion that occurs when a point on the usual 2-dimensional sphere is represented by the
standard (x, y, z) Cartesian coordinates of the ambient 3-dimensional space.
The alternative to such extrinsic coordinates are intrinsic coordinates in which
the number of required coordinate components equals the manifold dimension (nor-
mal coordinates are a special type of intrinsic coordinates). For the case of the sphere
the u, v coordinates on the 2-sphere defined by the mapping to extrinsic coordinates,
x = cosusinv, y = sinusinv, z = cosv, provide an example of intrinsic coordinates.
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A more general discussion of intrinsic coordinates and their application is given in ap-
pendix A.1.
2.2.2 Unitary Group as a Riemannian Manifold
As noted in [2], “given a manifold whose geometry is well understood (where there
are closed form expressions for the geodesics and, perhaps also, parallel transport), there
is a very natural, efficient, and convenient way to generate closed form formulas on
quotient spaces of that manifold.” This is precisely the situation with the Stiefel, Basis,
and Grassmann manifolds, which are quotient spaces within the Unitary Group U(N).
We first consider the Unitary Group and review its geometric properties. Using this
geometry the geometric properties of quotient manifolds on U(N) are developed in a
straightforward way.
The set CN2 ≡ CN×N , the collection of all N × N complex matrices, along with
the standard operations of matrix addition and multiplication by real scalars, defines a
real vector space of real dimension 2N2. We define an inner product on this real vector
space as
〈X,Z〉 = Re(tr(XHZ)); Z,X ∈ CN2 . (108)
The set of all vectors with origin at the arbitrary point X0 ∈ CN2 is a vector space,
denoted by TX0C
N2 , with same dimension as CN2 . This is also an inner product space
with the inner product (108). This inner product is a bilinear form
ge = 〈 , 〉 : TX0CN
2 × TX0CN
2 → R (109)
defined by
〈∆1,∆2〉 = Re(tr(∆H1 ∆2)) (110)
for ∆1,∆2 ∈ TX0CN2 .
The set CN2 along with this inner product defined on the tangent spaces, TX0C
N2 ,
defines a Riemannian manifold. The unitary group U(N) is defined here as a subman-
35
ifold of CN2 as the set of all X ∈ CN2 such that XHX = I . The set U(N) is also a
group, where the group operator is standard matrix multiplication. U(N) is closed with
respect to the group operation, matrix multiplication, so that forX0 ∈ U(N), Q ∈ U(N)
the product X = X0 ·Q is also in U(N). Note that any unitary matrix Q can be written
as Q = expm(W ), where W is N × N anti-Hermitian (W + WH = 0), and expm is
the matrix exponential function.
Example:Unitary Matrices
Consider the Hermitian matrix W and its eigen-decomposition
W =
[
0 θ
−θ 0
]
= U
[
iθ 0
0 −iθ
]
UH (111)
where
U = i ·
[
0 −1
1 0
]
. (112)
From the basic properties of matrix exponentials [3]
X = expm(W ) = U
[
exp(iθ) 0
0 exp(−iθ)
]
UH (113)
Clearly XHX = I so that X is unitary. This is a general fact. If W is anti-Hermitian,
then expm(W )is a unitary matrix. Furthermore, every unitary matrix has this form
and therefore the exponential map from the set of anti-Hermitian matrices to the set of
unitary matrices is surjective. 1
By virtue of the embedding in the Riemannian manifold CN2 , the submanifold
U(N) is endowed with the inherited metric (108) and as such constitutes a Riemannian
manifold.
Tangent Space
Intuitively, the tangent space at a point is the plane tangent to the submanifold at
that point (see Figure 2.1) in the ambient space. For d-dimensional manifolds, this plane
1The function is surjective (onto) if every element of the codomain (range) is mapped to by at least
one element of the domain. That is, the image and the codomain of the function are equal.
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is a d-dimensional vector space with origin at the point of tangency. The normal space is
the orthogonal complement in the ambient space. In the general case the tangent space
at the point P ∈M is denoted TPM ; P is the base point or origin.
For X0 ∈ U(N) ⊂ CN2 the set of vectors tangent to the surface U(N) is a vector
subspace, denoted TX0U(N) , of TX0CN2 . The full space TX0CN2 partitions as
TX0C
N2 = TX0U(N)⊕ (TX0U(N))⊥ . (114)
All elements in TX0U(N) have the form ∆ = X0W , W is anti-Hermitian, while all
elements of (TX0U(N))⊥, the normal space, have the form Φ = X0S where S is Her-
mitean.
The anti-Hermitian requirement on the matrix W above may be derived from the
defining property unitary matrices
XH(t)X(t) = I . (115)
In this expression X(t) represents an arbitrary smooth curve on U(N). Differentiating
yields
∆HX +XH∆ = 0 (116)
where ∆ = X˙ is the N ×N matrix derivative.
Substituting ∆ = XW , the SVD representation of the arbitrary matrix ∆, into
(116) yields
W +WH = 0 ; (117)
that is, W is constrained to be anti-Hermitian.
Since all elements of TX0U(N) must have the formX0W the real dimension of this
space is equal to the degrees of freedom in the N ×N anti-Hermitian matrix W so that
dim (U(N)) = dim(TX0U(N)) = N2 . (118)
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To see this, note that for anN×N matrix, there are N(N−1)
2
complex elements above the
diagonal. If the matrix is anti-Hermitian, then the N diagonal elements are pure imagi-
nary. The total number of independent elements in an anti-Hermitian matrix, therefore,
is
2
(
N(N − 1)
2
)
+N = (N(N − 1) +N) = N2 . (119)
Riemannian Manifold Inner Product
The restriction of the Euclidean metric (108) to TX0U(N) defines an inner product
on the tangent space at each X0 ∈ U(N), denoted
〈 , 〉 : TX0U(N)× TX0U(N)→ R (120)
by
〈∆1,∆2〉 = Re(tr(∆H1 ∆2)) . (121)
Since all ∆ ∈ TX0U(N) have the form ∆ = XW this becomes product becomes
〈XW1, XW2〉 = Re(tr(WH1 XHXW2)) = Re(tr(WH1 W2)) . (122)
The square magnitude of the ∆ = XW is
‖∆‖2 = 〈∆,∆〉 = ‖W‖2F . (123)
Geodesics
On a Riemannian manifold a geodesic is the curve of shortest length between two
points. From [1, page 309] “A straightforward exercise from the calculus of variations
reveals that for the case of manifolds embedded in a Euclidean space the acceleration
vector at each point along a geodesic is normal to the submanifold so long as the curve
is traced with uniform speed (i.e., tangential acceleration is zero). This condition is
necessary and sufficient. In the case of the sphere, acceleration for uniform motion on
a great circle is directed radially and therefore normal to the surface; therefore, great
circles are geodesics on the sphere.”
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Thus for a curve X(t) on U(N) to be a geodesic, the acceleration vector X¨ must
be in the normal space (TX(t)U(N))⊥ at every point along the curve X(t). Since all
elements of the normal space at X(t) have the form X(t)S, S Hermitian, conclude that
X¨ = XS . (124)
An arbitrary curve X(t) satisfies the manifold defining constraint (115); twice differen-
tiating this equation yields
X¨HX + 2X˙HX +XHX¨ = 0 (125)
If X(t) is a geodesic then it must satisfy (124); substituting this into (125) results in
−SXHX + 2X˙HX˙ −XHXS = 0 (126)
2S + 2X˙HX˙ = 0 (127)
S = −X˙HX˙ (128)
Back substituting this result in to (124) yields
X¨ = −X(X˙HX˙) (129)
or equivalently
X¨ +X(X˙HX˙) = 0 . (130)
This differential equation is referred the geodesic equation or the Euler-Lagrange
equation of motion. Direct substitution verifies that this non-linear differential equation
has the general solution
X(t) = Cexp(Wt) (131)
for W anti-Hermitian and C a arbitrary scaler constant. From the basic properties of
matrix exponentials [4] we have X˙ = exp(Wt)W and X¨ = exp(Wt)W 2. Substituting
these into (130) yields
exp(Wt)(WW +WHW ) = exp(Wt)(WW −WW ) = 0 (132)
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where we have used the anti-Hermitean condition WH = −W .
The geodesic equation (130) and the arbitrary initial conditions, X(0) = X0 and
X˙(0) = X0W0, W0 anti-Hermitian, define an initial value problem (IVP). This IVP has
the solution
X(t) = X0exp(W0t). (133)
This curve in U(N) is said to be the geodesic emanating from X0 in the direction of the
tangent vector ∆ = X0W0. The short hand notation for this geodesic mapping (133) is
X(t) = expX0(t∆) ≡ X0expm(tW0) . (134)
In this expression, ∆ is a tangent vector at X0 represented as a N ×N complex matrix.
The tangent at any point along the geodesic curve X(t) is
∆(t) =
dX(t)
dt
= X0expm(tW0)W0 = X(t)W0, (135)
and at t = 0 we have ∆(0) = X0W0.
Orthonormal Basis
An orthonormal basis for the tangent space TXU is given by
ek = XWk; k = 1 · · ·N (136)
where the anti-Hermitian matrices, Wk, are chosen to form an orthonormal set, that is
〈ei, ej〉 = Re(tr(WHi Wj)) = δij; i, j = 1 · · ·N . (137)
An arbitrary element of ∆ ∈ TXU is then represented with w.r.t. this basis as ∆ =∑N
k=1 ekαk and αk = 〈ek,∆〉.
Example: For N = 2 we have dim(TXU) = N2 = 4. An orthonormal basis for
TXU is
e1 =
1√
2
[
0 1
−1 0
]
, e2 =
1√
2
[
0 i
i 0
]
, e3 =
[
i 0
0 0
]
, e4 =
[
0 0
0 i
]
. (138)
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This choice of basis is not unique. Multiplying the above matrix representations of the
basis vectors by an arbitrary 2× 2 unitary matrix yields an alternate basis.
Example: The IVP defined by (130) and the initial conditions X(0) = X0 and
X˙(0) = e3, defined above, has the solution
X(t) = X0expm
(
t
[
i 0
0 0
])
= X0
[
exp(it) 0
0 1
]
. (139)
Natural Geodesic Distance Between Points
The running length of the arbitrary smooth curve X(t) emanating from the point
X0 is given by elementary calculus as
Length(X(t), X0) =
∫ t1
t0
√
〈∆(t),∆(t)〉dt =
∫ t1
t0
‖∆(t)‖dt (140)
where ∆(t) = dX(t)
dt
is the tangent to the curve at X(t).
The Riemannian or geodesic distance between two points is the length of the short-
est curve connecting the two points. The distance between X1 ≡ X(t1) and X0 is then
is defined as
dist(X1, X0) ≡ min
X(t)
(Length(X1, X0)) (141)
minimized over all curves X(t) between X0 and X1. On the unit sphere this arc is a
great circle and the arc length is the angle in radians separating two end points.
Let X(t) be the geodesic curve emanating from the point X0 in the direction ∆ =
X0W where W0 is constant anti-Hermitian matrix. This curve is given by X(t) =
expX0t∆ (133) and the tangent vector at any point along the this curve is
∆(t) ≡ dX(t)
dt
= X(t)W0 . (142)
Since XH(t)X(t) = I , the magnitude square ‖∆(t)‖2 is constant at each point of
the curve and is given by
‖∆(t)‖2 = Re(tr(WH0 XH(t)X(t)W0) = Re(tr(WH0 W0)) . (143)
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The right-hand side of this equation is corresponds to ‖∆(0)‖2 so that magnitude to the
running tangent vector is the constant ‖∆(t)‖ = ‖∆(0)‖. Substituting this into (140)
gives the running length of the curve as
Length(X(t), X0) = ‖∆(0)‖
∫ t
t0
dt = ‖∆(0)‖(t− t0); t ≥ t0 (144)
or for t0 = 0
dist(X(t), X0) = ‖∆(0)‖t . (145)
If X1 is an arbitrary point near X0, and ∆ = exp−1X0X1, then the geodesic distance
between the points is
dist(X1, X0) = ‖∆‖ . (146)
The equality of the distance between points and the magnitude of the corresponding
tangent vector will used later in analyzing the subspace estimation problem.
2.2.3 Signal Processing Manifold Representations
Having described the geometry of the Unitary group manifold we next consider the
related spaces that naturally arise in signal processing applications. These spaces may
be described in two different, but equivalent, ways.
In section 2.2.4 the spaces of interest are considered as quotient manifolds on
U(N). This approach is useful for obtaining closed-form expressions for the geometri-
cal objects of interest. The Stiefel manifold, denoted St(N,p), is represented as a quotient
space within U(N) as
St(N,p) = U(N)/(I × U(N − p)) . (147)
Each point of St(N,p) represents a subset of U(N) defined by the equivalence relation
bXc ≡ {X ·
[
I 0
0 Q
]
: Q(N − p) ∈ U(N − p)} . (148)
Thus two points in U(N) represented by matrices X0, X1 are in the same Stiefel equiv-
alence class, (X1 ∼ X0), and therefore represent the same point on the Stiefel manifold
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if
X1 = X0
[
I 0
0 Q
]
(149)
for some unitary matrix Q ∈ U(N − p). This quotient manifold is sometimes written as
St(N,p) = U(N)/ ∼ to suggest that elements in the same equivalence class are “divided”
or “quotiented” out, where ∼ is understood. Variations on this equivalence relation lead
to the Basis and Grassmann manifolds discussed in the following sections.
In section 2.2.7 we consider more concrete manifold representations that are use-
ful in numerical applications. For numerical signal processing applications, a single
representative of an equivalence class must necessarily be chosen. In this alternate con-
crete representation, a point on the Stiefel manifold St(N,p) is represented by an N × p
complex matrix and the manifold is defined as the collection
St(N,p) ≡ {Y ∈ CN×p : Y HY = Ip} . (150)
2.2.4 Quotient Space Representation of the Complex Stiefel Manifold
Representing St(N,p) as a quotient space of U(N) (147) allows the geometric prop-
erties of St(N,p) to be derived from the known geometry of U(N) (e.g, geodesics defined
by the exponential map). The key idea here is the partitioning of unitary group tangent
spaces into horizontal and vertical spaces, the metric, and their relationship to geodesics.
Referring to (147) the dimension of the St(N,p) is given by the difference
dim(St(N,p)) = dim(U(N))− dim(U(N − p)) (151)
dim(St(N,p)) = N
2 − (N − p)2 = 2Np− p2 (152)
A point in the Stiefel manifold is a particular subset of the unitary matrices. In particular,
the equivalence class bXc (148) is the set of all N ×N unitary matrices with the same
first p columns asX . The set bXc is a Riemannian submanifold of U(N), termed a fiber
submanifold. To introduce the decomposition of the tangent space in the quotient space
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setting, we write the N ×N unitary matrix X0 unitary matrix in partitioned form as
X0 =
[
Y0 Y0⊥
]
(153)
where Y0 and Y0⊥ correspond to the first p and the remaining (N − p) columns of X0,
respectively. Then, for any X1 ∈ U(N) partitioned as X1 =
[
Y1 Y1⊥
]
, X1 ∼ X0
in the Stiefel sense if the first p columns of X1 and X0 are equal: that is, if Y1 = Y0.
Although we introduce the partitioning notation in this section, we are working with
equivalence classes and an N × N class representative rather than an N × p matrix
representation. This later concrete method of representation, applicable to the Stiefel
manifold, is consider in section 2.2.7.
Ouotient Tangent Space
The general form of a tangent vector ∆ ∈ TX0U(N) is ∆ = X0W where W is
N ×N anti-Hermitian matrix (see (135)). Writing W in partitioned form as
W =
[
A −BH
B C
]
(154)
where A is p × p anti-Hermitian, C is (N − p) × (N − p) anti-Hermitian, and B is
(N − p)× p arbitrary complex, and using (153), the tangent vector ∆ = X0W takes the
form
∆ =
[
Y0 Y0⊥
] [ A −BH
B C
]
. (155)
The tangent space TX0U(N) can be partitioned into two complementary subspaces
based on this tangent vector form and the properties of the exponential map. These
spaces, described below, are called the vertical and horizontal spaces and denoted re-
spectively as VX0 andHX0 . The tangent space TX0U(N) then may be expressed as
TX0U(N) = VX0 ⊕HX0 . (156)
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Figure 5. The vertical fiber submanifold is the set bXc = expXΦ. All points on this
fiber belong to the same equivalence class and therefore represent the same point of the
quotient manifold. The metric and geodesics must all be restricted to the horizontal
space.
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Vertical Space VX0
The vertical space, denoted VX0 , is a subspace of TX0U(N) consisting of tangent
vectors that leave the first p-columns of X0 unchanged under the action of the exponen-
tial map. Using the notation (153), vectors in this space have the form
Φ =
[
Y0 Y0⊥
] [ 0 0
0 C
]
= Y0⊥C . (157)
Movement along a geodesic in the direction of any vector in this space stays within the
equivalence class (148). To verify this, compute the exponential map expX0Φ
[
Y1 Y1⊥
]
=
[
Y0 Y0⊥
]
expm
([
0 0
0 C
])
, (158)
[
Y1 Y1⊥
]
=
[
Y0 Y0⊥
] [ Ip 0
0 expm (C)
]
, (159)
so that
Y1 = Y0 , (160)
and
Y1⊥ = Y0⊥QC (161)
where QC ≡ expm(C) is unitary since C is anti-Hermitian. Observe that the first p
columns ofX1 ≡
[
Y1 Y1⊥
]
are left unchanged, while the remaining columns undergo
a rotation. The vertical space and the resulting fiber manifold (the set bXc = expXΦ
) are illustrated in figure 5. The dimension of VX0 is equal to degrees of freedom of
C ∈ U(N − p) appearing in (157), that is
dim(VX0) = dim(U(N − p)) = (N − p)2 . (162)
Horizontal Space
The orthogonal complement of VX0 in TX0U(N) is defined as the horizontal space,
denotedHX0 . The significance of the horizontal space is that it provides a representation
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of tangents to the quotient manifold space, which in the current discussion is St(N,p), that
is
TX0St(N,p) ≡ HX0 . (163)
Movement along a geodesic in the HX0 direction changes the first p-columns result-
ing in a different point in the quotient space. As discussed previously, movements in
the vertical direction make no change in the quotient space. Therefore, the metric and
geodesics must all be restricted to the horizontal space.
Referring to (157) and (155), tangent vectors in HX0 have the general partitioned
matrix form as
∆ =
[
Y0 Y0⊥
] [ A −BH
B 0
]
(164)
or equivalently
∆ =
[
Y0A+ Y0⊥B, −Y0BH
]
. (165)
The unitary group geodesic corresponding to an arbitrary tangent vector in HX0 is evi-
dently
X(t) = expX0(∆t) ≡ X0exp
(
t
[
A −BH
B 0
])
(166)
or in partitioned form[
Y (t) Y⊥(t)
]
=
[
Y0 Y0⊥
]
exp
(
t
[
A −BH
B 0
])
. (167)
The tangent vector ∆(t) ∈ HX(t) at every point along this curve is
∆(t) =
dX(t)
dt
= X(t)
[
A −BH
B 0
]
. (168)
The curve defined by (167), a geodesic in U (N), is a geodesic in the quotient space
St(N,p) as well. We will return to this formula when deriving an expression for geodesics
with respect to the concrete representation of the Stiefel manifold in section 2.2.7.
The dimension ofHX0 is equal to degrees of freedom of A ∈ U(p) plus degrees of
freedom of B ∈ C(N−p)×p or
dim(HX0) = p2 + 2p(N − p) = 2Np− p2 . (169)
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Note that
dim(UX0) = dim(VX0) + dim(HX0) = (N − p)2 + 2Np− p2 = N2 . (170)
The partitioning of TX0U(N) into vertical and horizontal subspaces (156) is de-
pendent on the choice of equivalence relation. Different equivalence relations result in
different partitions. This will be evident when we consider the related Basis and Gras-
mann manifold formulations (see Table 2).
Partitioning the Horizontal space
In later signal processing applications we wish to distinguish between pure rota-
tions and motions which change the subspace. It is therefore useful to partition the
horizontal space HX0 into a rotation space and its complement. Referring to (154), an
arbitrary element ofHX0 can be expressed as the sum
∆ = X0
[
A −BH
B 0
]
= X0
[
A 0
0 0
]
+X0
[
0 −BH
B 0
]
. (171)
The space AX0 is defined as the subspace ofHX0
AX0 = {∆ ∈ HX0 such that ∆ = X0
[
A 0
0 0
]
, A anti-Hermitian} . (172)
The dimension of this space, denoted Na, is equal to the degrees of freedom in a p × p
skew-Hermitian matrix so that
Na = dim(AX0) = p
2 . (173)
The complement of AX0 inHX0 , denoted BX0 , is given by
BX0 = {∆ ∈ HX0 such that ∆ = X0
[
0 −BH
B 0
]
, B arbitrary} . (174)
Since B is an arbitrary (N − p) × p complex matrix, the real dimension of the vector
space BX0 , denoted Nb, is
Nb = dim(BX0) = 2p(N − p) . (175)
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By construction
TX0St(N,p) ≡ HX0 = AX0 ⊕BX0 . (176)
Referring to (169), (173) and (175),we note that the spaces are dimensionally correct
since
dim(HX0) = p2 + 2p(N − p) = 2Np− p2 . (177)
The exponential map corresponding to tangent vectors in AX0 (172) is
[
Y Y⊥
]
=
[
Y0 Y0⊥
]
expm
([
A 0
0 0
])
, (178)
and in partitioned form the first p-columns are
Y = Y0expm(A) = Y0Q . (179)
The last N − p columns are unchanged. Motions along AX0 directions (178) represent
pure rotations of the p columns of Y0; there is no change in the subspace.
The significance of the BX0 space is that it corresponds to motions that alter the
subspace spanned by first p-columns of X0. The exponential map corresponding to
tangent vectors in BX0 (174) is given in partitioned form as
[
Y Y⊥
]
=
[
Y0 Y0⊥
]
exp
([
0 −BH
B 0
])
. (180)
The first-order approximation of this map is
Y ≈ Y0 + Y0⊥B (181)
Y⊥ ≈ Y0⊥ − Y0BH . (182)
Basis for AX0 and BX0
An orthonormal basis for AX0 has the form
ak = X0
[
Ak 0
0 0
]
; k = 1 · · ·Na (183)
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where the indexed set of p × p matrices Ak, are anti-Hermitian and furthermore satisfy
the orthonormality condition
Re(tr(AHi Aj)) = δij; i, j = 1 · · ·Na (184)
Similarly, an orthonormal basis for BX0 is
bk = X0
[
0 −BHk
Bk 0
]
; k = 1 · · ·Nb (185)
where the indexed set of (N − p)× p matrices Bk are arbitrary complex and satisfy the
orthonormality condition
Re(tr(BHi Bj)) = δij; i, j = 1 · · ·Nb . (186)
Any tangent vector ∆ ∈ HX0 can be represented with respect to the above basis vectors
as
∆ =
Na∑
1
akα
k +
Nb∑
1
bkβ
k (187)
for some real Na-tuple α and some real real Nb-tuple β. For a given ∆ the coefficients
α and β are computed in the standard way
αk = 〈ak, ∆〉 , k = 1 · · ·Na , (188)
βk = 〈bk, ∆〉 , k = 1 · · ·Nb . (189)
If we define
A =
Na∑
k=1
Akα
k , B =
Nb∑
k=1
Bkβ
k (190)
then we recover the A and B matrices appearing in tangent vector form (165).
Example: Basis Vectors for Stiefel Manifold Tangent Space
For p = 2, N arbitrary, we have dim(AX0) = Na = p
2 = 4 and dim(BX0) =
Nb = 4 (N − 2). For this case a set of basis matrices Ak appearing in (183) are
A1 =
1√
2
[
0 1
−1 0
]
, A2 =
1√
2
[
0 i
i 0
]
, A3 =
[
i 0
0 0
]
, A4 =
[
0 0
0 i
]
. (191)
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The standard set of Bk matrices appearing in (185) are
Bk =
1√
2
reshape(ik, N − p, p); k = 1, · · · , 1
2
Nb (192)
Bk+M = j ·Bk; M = 1
2
Nb (193)
where ik is a real p(N − p) × 1 unit vector of all zeros an 1 in the kth location. For
example, if N = 5, p = 2, then dim(BX0) = Nb = 2(N − p)p = 12. In this case the
k = 2 basis matrix is
B2 =
1√
2
 0 01 0
0 0
 (194)
and for k = 2 + Nb
2
= 8
B8 =
1√
2
 0 0i 0
0 0
 . (195)
Relation between inner product and norm and metric The canonical metric on the
Stiefel manifold is the restriction of the unitary group metric (110) to the horizontal
space,sHX0 . Any element ∆ ∈ HX0 can represented as (187) or equivalently (165).
The squared norms corresponding to these two representations are
〈∆, ∆〉 =
Na∑
k=1
(αk)2 +
Nb∑
k=1
(βk)2 = ‖α‖2 + ‖β‖2 (196)
and
〈∆, ∆〉 = Re
tr
[ A −BH
B 0
]H [
A −BH
B 0
] (197)
= Re
(
tr
[
AHA+BHB −AHB
−BA BBH
])
(198)
= Re
(
tr(AHA) + 2 · tr(BHB)
)
(199)
The components αk and βk are related to the A and B matrices appearing in the (187)
representation by
αk = 〈ak, ∆〉 = Re
tr
[ Ak 0
0 0
]H [
A −BH
B 0
] (200)
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= Re
(
tr
([
AHk A A
H
k B
H
0 0
]))
= Re
(
tr(AHk A)
)
, (201)
and
βk = 〈bk, ∆〉 = Re
tr
[ 0 −BHk
Bk 0
]H [
A −BH
B 0
] (202)
= Re
(
tr
([
BHk B 0
BkA B
H
k B
]))
= 2 · Re
(
tr
(
BHk B
))
. (203)
Note that
‖β‖2 =
Nb∑
k=1
(βk)2 =
Nb∑
k=1
(βk2Re
(
tr(BHk B))
)
(204)
=
Nb∑
k=1
(2Re
(
tr(βkBHk B))
)
= 2Re
(
tr(BHB)
)
(205)
so that ‖β‖2 = 2Re
(
tr(BHB)
)
and the expressions for the squared norm given by (199)
and (196) are equivalent. The canonical metric on the Stiefel manifold is then simply
the restriction of the unitary group metric to the horizontal space, that is
〈∆1,∆2〉|St(N,p) = 〈PH∆1, PH∆2〉 (206)
where PH is the projector ontoH.
2.2.5 Basis Manifold
The Basis manifold is defined as the quotient U(N)/(Dp × U(N − p)) with each
point being the equivalence class given by
bXc = {X
[
Mp 0
0 Q
]
: Mp ∈ Dp Q ∈ U(N − p)} (207)
where Dp is the space of p× p unitary diagonal matrices. Elements of Dp have the form
diag (exp (iθ1) , · · · , exp (iθp))) for θk real so that dim(Dp) = p. A point in the Basis
manifold is a particular subset of the unitary matrices, and the Basis manifold itself is
the collection of all these subsets. The dimension of B(N,p) is given by the difference
dim(B(N,p)) = dim(U(N))− dim(U(N − p))− dim(Dp) = 2Np− p2 − p (208)
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or equivalently dim
(
B(N,p)
)
= 2p(N − p) + p2 − p.
The vertical space, VX0 , consist of vectors of the form
Φ =
[
Y0 Y0⊥
] [ M 0
0 C
]
(209)
where M is p × p unitary diagonal, and C is (N − p) × (N − p) anti-Hermitian. The
corresponding exponential map is
[
Y Y⊥
]
=
[
Y0 Y0⊥
]
expm
[
M 0
0 C
]
(210)
so that
Y = Y0 · expm(M) = Y0 ·

exp(M11) · · · 0
... . . .
...
0 · · · exp(Mpp)
 (211)
where the elements Mkk are pure imaginary. The dimension of VX0 is equal to the
degrees of freedom of C ∈ U(N − p) plus the degrees of freedom of M ∈ Dp, that is
dim(VX0) = dim(U(N − p)) + dim(Dp)) = (N − p)2 + p (212)
The dimension of the vertical space for the basis manifold formulation is increased by
p relative to the Stiefel manifold case (compare eqns (209) and(157)). Accordingly, the
dimension of the horizontal spaceHX0 is decreased by p relative to the Stiefel manifold
case.
As in the Steifel manifold case, it is useful to partition TX0B(N,p) ≡ HX0 , into
two component spaces as in (176). The space BX0 is defined in exactly the same way
as Stiefel manifold case (174). The space AX0 is defined in a similar way as Stiefel
manifold case, with the exception that unitary diagonal matrices have been removed
(these are exactly those that appear in vertical space VX0 for Basis manifold case (209)).
Example: Basis Vectors for Basis Manifold Tangent Space
Referring to example 2.2.4, the basis elements for the AX0 space are
A1 =
1
2
[
0 1
−1 0
]
, A2 =
1
2
[
0 i
i 0
]
. (213)
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The basis elements A3 and A4, appearing in the complex Stiefel manifold example, do
not appear in the Basis manifold since these are unitary diagonal matrices and, as such,
belong to the Basis manifold vertical space VX0 .
In general, the standard basis for the AX0 basis manifold space is found by remov-
ing the p diagonal unitary basis elements that appear in the Stiefel manifold AX0 space
(note that we are using the same symbol AX0 to denote two different spaces as they ap-
pear in the Stiefel and Basis manifold formulations). The dimension of Basis manifold
AX0 space is therefore reduced by p relative to the Stiefel formulation (173), so that
dim(AX0) = p
2 − p = p(p − 1). The basis elements for BX0 are identical to those in
the Stiefel case (192) as this space is unchanged.
The canonical metric on the Basis manifold is the restriction of the unitary group
metric to the horizontal spaceHX0 = AX0 ⊕BX0 .
2.2.6 Grassmann Manifold
The Grassmann manifold is defined as the quotient U(N)/(U(p)×U(N −p)) with
each point an equivalence class defined by
bXc = {X
[
Qp 0
0 QN−p
]
: Qp ∈ U(p), QN−p ∈ U(N − p)} . (214)
A point in the Grassmann manifold is a particular subset of the unitary matrices, and the
Grassmann manifold itself is the collection of all these subsets. The dimension of the
G(N,p) is given by the difference
dim(G(N,p)) = dim(U(N))−dim(U(N−p))−dim(U(p)) = N2−(N−p)2−p2 (215)
dim(G(N,p)) = 2Np− p2 − p2 = 2p(N − p) . (216)
The vertical space at a point X0 consists of vectors of the form
Φ =
[
Y0 Y0⊥
] [ A 0
0 C
]
(217)
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where A is p × p anti-Hermitian and C is (N − p) × (N − p) anti-Hermitian. The
corresponding exponential map Φ ∈ VX0 is
[
Y Y⊥
]
=
[
Y0 Y0⊥
]
expm
([
A 0
0 C
])
(218)
or equivalently
Y = Y0 · expm(A) = Y0QA , (219)
Y⊥ = Y0⊥ · expm(C) = Y0QC . (220)
We see that the first p columns and the last (N − p) columns undergo independent
rotations. The N ×p matrices Y0 and Y are in the same Grassmann equivalence class so
that Y ∼ Y0. Note the dimension of the vertical space for the basis manifold formulation
is increased by p2 relative to the Stiefel manifold case (compare eqns (209) and(157)).
The horizontal spaceHX0 at X0 consists of the tangent vectors of the form
∆ =
[
Y0 Y0⊥
] [ 0 −BH
B 0
]
. (221)
The AX0 subspace ofHX0 appearing in different forms in the Stiefel and Basis manifold
cases is empty here since these rotations, (219), now belong to the vertical space VX0 .
The canonical metric on the Grassmann manifold is the restriction of the unitary
group metric (121) to the horizontal spaceHX0 = TX0G, that is
〈∆1,∆2〉|G ≡ 〈PHX0∆1, PHX0∆2〉 (222)
where PHX0 is the projection onto HX0; for the Grassmann manifold HX0 ≡ BX0 .
The table below summarizes the dimensions of the various spaces encountered in the
Quotient manifold discussion. We note that dim (HY )+dim (VY ) = N2 = dim(U(N))
for each of the manifolds as expected.
2.2.7 Concrete Representation of the Stiefel Manifold
In this section the Stiefel manifold is represented as the collection of allN×p semi-
unitary matrices, viewed as a subset of CN×p. This is in contrast to the quotient space
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Table 1. HorizontalHX0 and Vertical VX0 Space Dimension of Quotient Manifolds
Manifold BY AY HY VY
St(N,p) 2p(N − p) p2 2pN − p2 (N − p)2
B(N,p) 2p(N − p) p2 − p 2pN − p2 − p (N − p)2 + p
G(N,p) 2p(N − p) 0 2p(N − p) (N − p)2 + p2
representation where points on the manifold were identified with subsets of U(N) ⊂
CN×N . For this complex case the Stiefel manifold is defined in concrete form as
St(N,p) ≡ {Y ∈ CN×p : Y HY = I} . (223)
When p = N , St(N,p) is the unitary group U(N).
Tangent Space
In the quotient manifold approach the ambient space was N2-dimensional and tan-
gent vectors were represented as N × N matrices of the form (171) or (165). Since, in
this section, we are working in an Np-dimensional ambient space, here tangent vectors
are represented asN×pmatrices. For the arbitrary curve Y (t) on St(N,p) differentiating
the defining equation (223) yields
d
dt
(Y H(t)Y (t)) = Y˙ HY + Y H Y˙ = 0 . (224)
Introducing the notation ∆ ≡ Y˙ this becomes
∆HY + Y H∆ = 0 . (225)
An arbitrary N × p matrix ∆ ∈ TYCN×p may be decomposed as
∆ = Y (A+ S) + Y⊥B (226)
forA, p×p anti-Hermitian, S, p×pHermitian ,B, arbitrary (N−p)×p complex matrix
and Y HY⊥ = 0. The tangent space TY St(N,p) < TYCN×p is constrained by tangency
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condition (225). Substituting (226) into (225) shows that the symmetric part of (226)
must vanish, that is S ≡ 0. Elements of TY St(N,p) are therefore
∆ = Y A+ Y⊥B . (227)
This form is the same as found by selecting the first p-columns of the quotient space
tangent vector representation (165). The space TY St(N,p) partitions as before (176), that
is
TY St(N,p) = AY ⊕BY (228)
where AY and BY and defined by selecting the first p-columns in the definitions (172)
and (174). respectively. The symmetric component of (226), Y S, is normal to the em-
bedded manifold in the ambient space. The collection of all such vectors is the normal
space (TY St(N,p))⊥. The total space decomposes as
TYC
N×p = TY St(N,p) ⊕ (TY St(N,p))⊥ (229)
Note that for p = 1, Y is N × 1 unit vector an S is a complex scalar.
Canonical Metric
A metric on manifold is a smoothly varying mapping
g : TYM× TYM 7→ R (230)
that at each point satisfies the standard inner product conditions (see section A.3.2). The
standard Euclidean metric onM = CN×p, viewed as a vector space over the reals, is
ge(∆,∆) = 2 · Re(tr(∆H∆)) (231)
The scale factor 2 has been included for reasons of simplicity that will become evident
in the following. The subscript “e” stands for Euclidean. Substituting the tangent vector
∆ ∈ TY St(N,p) form given by (227) into (231) yields
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ge(∆,∆) = 2 · Re(tr(BHB) + tr(AHA)) (232)
This is not the metric selected for St(N,p) since it counts independent elements of A of
two times. To see this consider the anti-Hermitian matrix
A =
[
0 −a∗
a 0
]
. (233)
Then
tr
(
AHA
)
= tr
([ |a|2 0
0 |a|2
])
= 2|a|2 (234)
We see that the independent element a is counted twice. To correct this, the canonical
metric on St(N,p), denoted as gc, is instead selected as
gc(∆,∆) = 2 · Re
(
tr(∆H(I − 1
2
Y Y H)∆)
)
. (235)
or equivalently as
gc(∆,∆) = 2 · Re
(
tr(∆H(Y⊥Y H⊥ +
1
2
Y Y H)∆)
)
. (236)
For an arbitrary ∆ ∈ TY St(N,p) given by (227) this yields
gc(∆,∆) = 2 · Re
(
tr(BHB) + tr(AHA)
)
. (237)
Comparing the above result (236) to (199), the metric for the quotient manifold
formulation, we see that the two forms they are identical. Therefore, the formulas for
geodesics for the Stiefel manifold given in section 2.2.4 are correct if we view the Stiefel
manifold as the set of semi-unitary N × p matrices with the metric gc (235). The canon-
ical metric gc is thus not simply the restriction of the ge to the submanifold.
For simplicity we sometimes will use the alternate angle bracket notation for the
metric
〈∆,∆〉 ≡ gc(∆,∆) (238)
where any dependence on the base point Y has been suppressed.
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Geodesics (Stiefel)
Let Y (t) denote an arbitrary smooth curve in St(N,p) between the points Y0 and Y1,
such Y0 = Y (0) and Y1 = Y (t1). The length of this curve is given by the integral
L =
∫ t1
0
√
gc
(
Y˙ , Y˙
)
dt (239)
where Y˙ = dY
dt
is a tangent to the curve at Y (t).
The Euler-Lagrange equations of motion (geodesic equation) are derived from this
path length integral using the Calculus of Variations. The path length defined above is
minimized over the set of all smooth curves between Y0 and Y1. This minimization leads
a 2nd order nonlinear differential equation called the geodesic equation. For the choice
of the canonical metric (236) this equation is derived in [?] as
Y¨ + Y˙ (Y˙ HY ) + Y (Y H Y˙ )2 + Y˙ H Y˙ = 0 . (240)
Direct substitution verifies that general solution is given by
Y (t) =
[
Y0 Y0⊥
]
exp
(
t
[
A −BH
B 0
])
IN,p . (241)
As anticipated, this is identical to the geodesic derived from the quotient manifold for-
mula and given by (167).
Basis Manifold as a Quotient manifold of the Stiefel Manifold
The Basis manifold can be naturally defined as a quotient of the above concrete
Stiefel manifold formulation. Recalling (207), the Basis manifold is represented as the
quotient St(N,p)/Dp with each point being an equivalence class given by
bY c = {YM : M ∈ Dp} . (242)
A point in the Basis manifold is thus a particular subset of the N × p semi-unitary
matrices, and the Basis manifold itself is the collection of all these subsets. When
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performing computations on the Basis manifold we will use an N × p matrix Y to
represent an entire equivalence class; any representative of the class will do.
The vertical space, a subspace of TY0St(N,p), corresponds to motions that remain in
the set (242) and consists of tangent vectors of the form
Φ = Y0M ; M ∈ Dp (243)
where D is unitary-diagonal. This collection defines the vertical space V0 at Y0. The
orthogonal complement is the horizontal space, HY0 , which here consists of vectors of
the form
∆ = Y0A+ Y0⊥B . (244)
The significance of the horizontal space is that it provides a representation of tangents
to the quotient manifold space which in the current discussion is BN,p, that is
TY0BN,p ≡ HY0 (245)
Movements in the vertical direction make no change in the quotient space. Therefore,
the metric and geodesics must all be restricted to the horizontal space. Viewed as a
quotient manifold of St(N,p) we have
dim(B(N,p)) = dim(St(N,p)))−dim(Dp) = 2Np−p2−p = 2p(N−p)+p2−p (246)
The Grassmann manifold can be defined as a quotient manifold of St(N,p) in a similar
way.
2.3 Subspace Angles, Subspace Distance and Geodesic Distance
The principal angles between subspaces (PABS) (also called canonical angles) pro-
vide a measure of the difference between two subspaces. We begin by stating two alter-
nate and equivalent definitions of PABS. Next we relate the root sum squared (RSS)
PABS, defined as the subspace distance, to the natural (geodesic) distance between
points on the signal processing manifolds of interest (i.e.,Grassmann,Basis and Stiefel).
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The acute angle γ between two real unit vectors x and y is defined implicitly as
cos γ = 〈x, y〉. This definition can be recursively extended to PABS; see, e.g., [2, 10,
11].
Definition 1: Recursive PABS. Let X ∈ CN×p and Y ∈ CN×p . The principal
angles, γk, between X and Y are recursively defined by
cos(γk) = max
x∈col(X)
max
y∈col(Y )
〈x, y〉 (247)
subject to |x| = 1,|y| = 1 and 〈xi, x〉 = 0 and 〈yi, y〉 = 0 for all i < k. The notation
x ∈ col(X) indicates x is an N × 1 vector in the column space of X , col(X). The inner
product is 〈x, y〉 = Re(xHy).
Remark: Denote the pair that maximizes the first iteration as (x1, y1). The second
iteration, maximizes of over the set of all x ∈ X, y ∈ Y with the constraint that 〈x1, x〉 =
0 and 〈y1, y〉 = 0.
An alternate definition of PABS, from [10, 11], that is useful for computations is
based on the SVD of the product XHY . It is stated below in the form of a theorem.
Theorem 2 ((PABS from SVD of XHY )). Let the SVD of XHY be
UCV H : = XHY (248)
where U and V are unitary matrices and C is a p × p diagonal matrix with the real
diagonal elements Ckk in non increasing order. Then the subspace angles γk between
col(X) and col(Y ) from definition 1 are equal to
γk = acos(Ckk); k = 1 · · · p , 0 < γk < pi (249)
Note that for the special case of p = 1, and X and Y real N × 1 unit vectors
γ = acos
(
X tY
)
(250)
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which agrees with the standard definition of the angle between two vectors.
The subspace distance between X and Y is defined in terms of this p-tuple of
angles, γ, as
distSS(Y1, Y0) ≡ ‖γ‖ . (251)
This p-tuple may also be used to define several different “distances” between two sub-
spaces [?, page 337].
For the Grassmann manifold formulation this distance is exactly equal to the
geodesic distance. For the Stiefel and Basis manifold formulations the situation is more
complicated. In the next section we show that for these formulations, distSS(Y1, Y0)
corresponds to the geodesic distance between Y0 and an appropriately defined fiber sub-
manifold over Y1. This submanifold corresponds to the equivalence class containing Y1
in the Grassmann formulation.
The rotational distance defined below for the Stiefel and Basis manifolds recog-
nizes that on these manifolds X and XQ, where Q an arbitrary unitary matrix, are
different points.
Definition: Steifel and Basis manifold Rotational Angles: Let the SVD of XHY
be given by (248) and let Q = UHV . The rotational angles, denoted νk, between X and
Y are
exp(iνk) = ρk; k = 1 · · · p (252)
where ρk is the k-th singular value of Q for the Steifel manifold and k-th singular value
of (Q− diag(Q)) for the Basis manifold. The rotational distance is defined as
distR(X, Y ) = ‖ν‖ . (253)
Note that in the Basis manifold formulation Y ∼ Y ΛQ for ΛQ unitary diagonal. The
definition of rotational angles using (Q− diag(Q)) for the Basis manifold accounts for
this equivalence.
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2.3.1 Subspace Distance on Grassmann and Basis Manifolds
For the Grassmann manifold, the subspace distance (251) is identical to the
geodesic distance between points [1]; that is, for any pair Y1 and Y0, distSS(Y1, Y0) =
distG(Y1, Y0). This simple relation reflects the quotient structure of this manifold in
which N × p complex matrices that have the same span are represented by the same
point. For the Basis and Stiefel manifold cases this simple relationship does not hold
since here matrices with different rotations are represented by different points (see sec-
tion 2.3.2).
In all the manifold formulations the geodesic distance between two points,Y1 and
Y0, is given by the magnitude of tangent vector ∆ = exp−1Y0 Y1 (146). Note that the mean-
ing of this inverse operation depends on the manifold formulation. Suppose Y1 = Y0Q;
in the Grassmann formulation exp−1Y0 Y1 = 0 (zero vector) while in the Stiefel manifold
exp−1Y0 Y1 = Y0logm (Q). We first establish that the subspace distance corresponds to
the geodesic distance in the Grassmann manifold formulation of the problem. This is
done most easily using the CS decomposition form of the exponential map discussed
below. This form was encountered earlier in the discussion of the sphere in section 2.1.
Theorem 3 (Equivalence of Forms CS decomposition). The exponential (geodesic) map
corresponding to the tangent vector ∆ = Y0⊥B at Y0 is
Y =
[
Y0 Y0⊥
]
exp
([
0 −BH
B 0
])
IN,p (254)
This is equal to
Y = Y0V cos(Σ)V
H + U sin(Σ)V H (255)
or equivalently
Y =
[
Y0V U
] [ cos(Σ)
sin(Σ)
]
V H (256)
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where U, V and Σ are defined by the compact SVD of ∆ as
∆: = UΣV H (257)
Proof:
Represent the (N − p)× p matrix B by its SVD
B = U1ΣV
H =
[
U1 U2
] [ Σ
0
]
V H (258)
Then [
0 −BH
B 0
]
=
[
V 0 0
0 U1 U2
]  0 −Σ 0Σ 0 0
0 0 0

 V
H 0
0 UH1
0 UH2
 (259)
Using the standard matrix exponential identity expm(UΛUH) ≡ Uexpm(Λ)UH and
the fact that [
0 −Σ
Σ 0
]
= XΛXH (260)
the matrix exponential in (254) is
expm
([
0 −BH
B 0
])
IN,p = (261)
=
[
V 0 0
0 U1 U2
]  cos(Σ) − sin(Σ) 0sin(Σ) cos(Σ) 0
0 0 0

 V
H
0
0
 (262)
Premultiplying (262) by
[
Y0 Y0⊥
]
yields
Y =
[
Y0V Y0⊥U1 0
]  cos(Σ)sin(Σ)
0
V H (263)
Simplifying yields the desired result (256)
Y =
[
Y0V U
] [ cos(Σ)
sin(Σ)
]
V H (264)
where we have used the fact that U = Y0⊥U1 (verified by premultiplying both sides of
(258) by Y0⊥ and noting (257)).
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Using the CS form (255), with the left hand side as Y1 = Y , the product Y H0 Y1 is
Y H0 Y1 = V cos(Σ)V
H . (265)
Since the subspace angles, γk, are defined as the arccos of the singular values of Y H0 Y1,
see (249), we conclude that
γk = Σkk; k = 1 · · · p . (266)
The subspace distance (251), therefore, can equivalently be written in terms of these
singular values as
distSS(Y1, Y0) =
√√√√ p∑
k=1
Σ2kk . (267)
The geodesic distance between Y0 and Y1 is equal to magnitude of the tangent vector ∆,
which expressed in terms of its’ SVD (257) is
distG(Y0, Y1) = ‖∆‖ = ‖UΣV H‖ =
√√√√ p∑
k=1
Σ2kk . (268)
Therefore the subspace distance defined by (251) is equal to the geodesic distance be-
tween Y0 and Y1 in the Grassmann manifold formulation. That is
distSS(Y0, Y1) ≡ distG(Y0, Y1) . (269)
Finally, for an arbitrary orthonormal basis bk for the tangent space TY0G ≡ BY0 ,
the tangent vector ∆ expands as ∆ =
∑Nb
k=1 bkβ
k. The geodesic distance is, therefore,
equivalently expressed in terms of the real Nb-tuple β as
distG(Y0, Y1) = ‖β‖ . (270)
Basis Manifold
In contrast to the Grassmann manifold case, the Basis manifold formulation does
not “quotient out” rotations so that the matrices Y1 and Y1Q are represented by different
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points on the manifold. While distG(Y1, Y1Q) = 0 this is not true for the Basis manifold;
that is, distB(Y1, Y1Q) 6= 0 and as a result, in general,
distB(Y0, Y1) 6= distSS(Y0, Y1) . (271)
For Y0, Y1 ∈ B and ∆ = exp−1Y0 Y1 the geodesic distance is
distB(Y0, Y1) = ‖∆‖ =
√
‖PA∆‖2 + ‖PB∆‖2 (272)
where PA and PB are the orthogonal projectors
PA : TY B 7→ AY (273)
and
PB : TY B 7→ BY . (274)
Note that this distance (272) includes a measure of the rotation between the points and
so does not correspond to the subspace distance measure desired.
Rather, the subspace distance is equal to the minimum geodesic distance between
the point Y0 and an appropriately defined fiber submanifold over the point Y1. This fiber
submanifold, denoted AY1 , consists of points reached via rotations of Y1; that is, all
points of the form Y1Q, for Q an arbitrary p× p unitary matrix, or
AY1 ≡ {Y ∈ B:Y = Y1 ·Q, Q ∈ U (p) /UD (p)} . (275)
All Y ∈ AY1 have column identical column spans and therefore represent the same
subspace as Y1. In the Grassman manifold formulationAY1 is the equivalence class con-
taining Y1. In the Basis manifold formulation elements in AY1 are regarded as different
points.
Using this definition the subspace distance for the Basis manifold case is equal to
distSS(Y1, Y0) = min
Y ∈AY1
distB(Y, Y0) . (276)
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Figure 6. Subspace Distance on Basis Manifold
Let Yg0 denote the point of AY1 that is minimum geodesic distance from Y0
Yg0 = min
Y ∈AY1
(distB(Y, Y0)) , (277)
then
distSS(Y1, Y0) = distB(Yg0, Y0) = ‖∆g0‖ (278)
where ∆g0 ≡ exp−1Y0 Yg0.
The above formulation also yields the rotational distance as the geodesic distance
between the intermediate point Yg0, and the end point Y1. The rotational distance then is
distR(Y1, Y0) = distB(Yg0, Y1) = ‖∆g1‖ (279)
where ∆g1 = exp−1Y1 Yg0. Since both Y1 and Yg0, are points on AY1 it follows that ∆g1 ∈
AY1 .
In the following section we introduce an alternate coordinate system and show that
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if ∆ = exp−1Y0 Y1, then to first order
distSS(Y1, Y0) ≈ ‖PB∆‖ = ‖β‖ (280)
and
distR(Y1, Y0) ≈ ‖PA∆‖ = ‖α‖ . (281)
2.3.2 Alternate Non-Normal Coordinate System
Geodesic distances on manifolds are invariants, independent of any particular co-
ordinate system. Although a coordinate independent quantity, subspace distance for
the Stiefel/Basis manifold case is most easily analyzed using the non-normal coordinate
system introduced in this section. This system approximates a normal coordinate system
to first order in the sense discussed below.
These coordinates are developed as a two-leg path between Y0 and Y1 by way of
an intermediate point Yg ∈ AY1 with each path being a geodesic. The set of parameters
which define this path become the coordinates of Y1. Choose the point Yg ∈ AY1 such
that ∆g = exp−1Y0 Yg is ∆g ∈ BY0 and therefore has the form ∆g = Y0⊥B˘. Then in the full
space U(N) the exponential map between X0 =
[
Y0 Y0⊥
]
and Xg =
[
Yg Yg⊥
]
is
given by
[
Yg Yg⊥
]
=
[
Y0 Y0⊥
]
exp
([
0 −B˘H
B˘ 0
])
. (282)
Since by definition Yg, Y1 ∈ AY1 we have Y1 = YgQ for some unitary Q. Let A˘ be the
anti-Hermitian matrix such that Q = expm(A˘). Then Y1 is related to Yg by
Y1 = YgQ =
[
Yg Yg⊥
]
expm
([
A˘ 0
0 0
])
IN,p (283)
Substituting (282) into the above yields
Y1 =
[
Y0 Y0⊥
]
expm
([
0 −B˘H
B˘ 0
])
expm
([
A˘ 0
0 0
])
IN,p . (284)
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where we have used the fact that Q = expm(A˘) can be expressed as
expm
([
A˘ 0
0 0
])
IN,p =
[
expm
(
A˘
)
0
0 I
]
IN,p = expm
(
A˘
)
. (285)
Using the standard basis matrices Ak, Bk, (191) and (192), define the real parameters
α˘k = Re
(
tr(AHk A˘)
)
; k = 1 · · ·Na (286)
β˘k = Re
(
tr(BHk B˘)
)
; k = 1 · · ·Nb . (287)
We thus have a parameterization, or coordinates, for arbitrary points Y1 ∈ B near Y0.
Denote the implied coordinate mapping as
(α˘, β˘) = ϕ˘(Y1) . (288)
Equation (284) defines a two-leg path from Y0 to Y1 in which each of the legs is a
geodesic path. The first leg travels in the direction of the tangent vector ∆g ∈ BY0 at
Y0 to the intermediate point Yg (282). The second leg from Yg to the destination Y1 is a
pure rotation (283).
These (α˘, β˘) coordinates may be related to a Riemannian normal coordinate repre-
sentation of Y1 with origin at Y0. Let ∆ = exp−1Y0 Y1 be represented with respect to the
basis ak,bk for the tangent space at Y0 as
∆(α, β) ≡
Na∑
k=1
akα
k +
Nb∑
k=1
bkβ
k , (289)
then by definition
Y1 = expY0∆(α, β) . (290)
This exponential map has the numerical form
Y1 =
[
Y0 Y0⊥
]
expm
([
A −BH
B 0
])
IN,p (291)
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where A and B are defined by (190). The Riemannian normal coordinates of Y1 are
(α, β) and the implied coordinate mapping is denoted
(α, β) = ϕ(Y1) . (292)
The (α, β) and (α˘, β˘) coordinates are related as
(α, β) = h(α˘, β˘) (293)
where from (288) and (292)
h = ϕ ◦ ϕ˘−1 . (294)
Using a fixed set of basis matrices, Ak and Bk, the transformation between the matrix
forms is notionally expressed in a similar way
(A,B) = h(A˘, B˘) (295)
In terms of the non-normal coordinates, all points on AY1 have the form (A˘, B˘) where
B˘ is constant for all points on AY1 .
To develop the explicit functional relationship for (293), note that since Y1 is arbi-
trary, from (291) and (284) we have
exp
([
A −BH
B 0
])
IN,p = exp
([
0 −B˘H
B˘ 0
])
exp
([
A˘ 0
0 0
])
IN,p . (296)
Recall that for arbitrary X and Y
expm (X + Y ) 6= expm (X) exp (Y ) (297)
so in general A 6= A˘ and B 6= B˘; equality holds, however, for the special case of A˘ = 0
and for the special case of B˘ = 0.
The following lemma shows that the Jacobian of the transformation (293) between
these two non-linearly related coordinate systems is the identity matrix.
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Theorem 4. Jacobean Transformation
Let (α, β) and (α˘, β˘) be the coordinates defined above. Then the Jacobian trans-
formation matrix is
J(α, β; α˘, β˘) =
[
INa 0
0 INb
]
. (298)
Proof: The Baker-Campbell-Hausdorff (BCH) formula for matrix exponentials is
expm(U)expm(V ) = expm(U +V +
1
2
[U, V ] +
1
12
[[U, V ], V ]− 1
12
[[U, V ], U ]−h.o.t)
(299)
where the Lie Bracket of two matrices is defined as
[U, V ] ≡ UV − V U (300)
Identifying U and V as
U =
[
0 −B˘H
B˘ 0
]
V =
[
A˘ 0
0 0
]
(301)
we have
[U, V ] =
[
0 −B˘H
B˘ 0
] [
A˘ 0
0 0
]
−
[
A˘ 0
0 0
] [
0 −B˘H
B˘ 0
]
=
[
0 A˘B˘H
B˘A˘ 0
]
.
(302)
Using this expression in (299) the matrix argument of two-leg path form (284) becomes
U + V +
1
2
[U, V ] + o(3) =
[
A˘+ o(3) −B˘H + 1
2
A˘B˘H + o(3)
B˘ + 1
2
B˘A˘+ o(3) 0
]
. (303)
Equating the matrix arguments of (291) and (284), and using (303), yields[
A −BH
B 0
]
=
[
A˘+ o(3) −B˘H + 1
2
A˘B˘H + o(3)
B˘ + 1
2
B˘A˘+ o(3) 0
]
(304)
and therefore
A = A˘+ o(3) , (305)
B = B˘ − 1
2
B˘A˘+ o(3) . (306)
71
Expressing the above in expanded form with with respect to the same basis matrix set
Ak yields
Na∑
k=1
Akα
k =
Na∑
k=1
Akα˘
k + o(3) (307)
so that
αk = α˘k + o(3) (308)
and therefore
∂αk
∂α˘i
= δki ,
∂αk
∂β˘i
= 0 . (309)
An analogous result holds for the β˘ coordinate. Writing this in matrix form yields the
desired result, that is
J(α, β; α˘, β˘) =
[
INa 0
0 INb
]
. (310)
The point Yg used in the coordinate construction was defined as a point on AY1
such that the tangent vector ∆g = exp−1Y0 Yg was in the spaceBY0 . We next show that this
intermediate point Yg is, in fact, the point on AY1 that is nearest to Y0. That is, noting
(277), Yg = Yg0.
Lemma 5 (Lemma: The tangent vector to closest point on BY0). Let Yg0 denote the
point of AY1 that is minimum geodesic distance from Y1
Yg0 = min
Y ∈AY1
(distB(Y, Y0)) . (311)
Then ∆g0 = exp−1Y0 Yg0 is an element of BY0 , that is ∆g0 ∈ BY0 .
Proof: Let Y ∈ AY1 be in the neighborhood of minimum distance point Yg0 and let
∆ = exp−1Y0 Y be represented in matrix form as
∆ = Y0A+ Y0⊥B . (312)
The coefficientsA andB define the normal coordinates of Y1. Since ‖PB∆‖2 = ‖B‖2F =
tr(BHB) and ‖PA∆‖2 = ‖A‖2F = tr(AHA) it follows from (272) and (312) that
distB(Y, Y0)2 = ‖B‖2F + ‖A‖2F . (313)
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In terms of the non-normal coordinates, all points on AY1 have the form (A˘, B˘)
where B˘ is constant onAY1 . Using coordinate relation (306) the factorBHB appearing
in the (313) is
BHB = B˘HB˘ − 1
2
B˘HB˘A˘− 1
2
A˘HB˘HB˘ +
1
4
A˘HB˘HB˘A˘+ h.o.t (314)
.
= B˘HB˘ −Re(B˘HB˘A˘) + 1
4
A˘HB˘HB˘A˘+ h.o.t. (315)
so that tr(BHB) = ‖B‖2F is
‖B‖2F = ‖B˘‖2F +
1
4
‖B˘A˘‖2F + h.o.t. . (316)
In developing the above we have used the fact that
tr(Re(B˘HB˘A˘)) = 0 (317)
since in general tr(SA) = 0 for S Hermitian and A anti-Hermitian. Substituting (316)
into the distance formula (313) yields
distB(Y1, Y0) = ‖B˘‖2F +
1
4
‖B˘A˘‖2F + ‖A˘‖2F + h.o.t. (318)
Since B˘ is fixed for all Y ∈ A we conclude that the distance is minimized when A˘ = 0
and therefore, from (305), the normal coordinate parameter A = 0. Therefore PA∆g0 =
0 and so PB∆g0 = ∆g0, that is, ∆g0 ∈ BY0 .
Computing the Tangent Vector /Inverse Exponential Map
Given any two points Y1, Y0 ∈ B there is a two-leg geodesic path between them of
the form
Yg = expY0∆; ∆ ∈ BY0 (319)
Y1 = YgQ . (320)
The tangent vector ∆ ∈ BY0 and the rotation matrixQ that define this path are computed
as follows.
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Expressing the tangent vector in terms of its SVD, ∆ = UΣV H , the above expo-
nential map from Y0 to Y1 (319) can be expressed in the CS decomposition form (329)
as
Y1 = Y0V cos(Σ)V
HQH + Usin(Σ)V HQH . (321)
Since ∆ ∈ BY0 , we have Y H0 ∆ = 0, so that Y H0 U = 0. Right multiplying (321) by Y H0
therefore yields
Y H0 Y1 = V cos(Σ)V
HQH . (322)
Let the SVD of the complex p× p matrix Y H0 Y1 be given by
U1C1V
H
1 : = Y
H
0 Y1 (323)
with singular values of C1 in ascending order. Identifying the factors on the r.h.s. of
(322) with l.h.s. of (323) yields
V ≡ U1 , (324)
cos(Σ) ≡ C1 , (325)
V HQH ≡ V H1 . (326)
The last of these is equivalent to
QH ≡ V V H1 ; Q = V1V H . (327)
The diagonal Σ matrix is
Σkk = acos([C1]kk); k = 1 · · · p . (328)
This completes the specification of the factors V,Σ, Q in the first term of (321) in terms
of the SVD of Y H1 Y0 .
The remaining factor U is found by solving (321) for U in terms of the given Y1
and Y0 and the factors computed above.
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US1V
H = Y1Q− Y0V C1V H (329)
U = (Y1QV − Y0V C1)S−11 (330)
where [S1]kk = sin(Σkk). Finally, for small Σ, C1 ≈ I and S1 ≈ Σ so that
U ≈ Y1QV Σ−1 − Y0V Σ−1 . (331)
Two-Leg form Algorithm
The algorithm for computing the two-leg path, (319) and (320), between the given
points Y0 and Y1 is summarized below.
Input: Y0 and Y1
Compute SVD of Y H0 Y1
V C1V
H
1 : = Y
H
0 Y1 . (332)
Compute Q (327)
QH ≡ V V H1 . (333)
Compute Σ and S1
Σkk = acos([C1]kk) , (334)
[S1]kk = sin(Σkk) . (335)
Compute U
U = (Y1QV − Y0V C1)S−11 . (336)
Compute ∆ = UΣV H .
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CHAPTER 3
Intrinsic Crame´r Rao Bounds for Basis Manifold and Complex Linear Model
The likelihood function that arises in the standard complex linear model may be
expressed as a function of an N × p semi-unitary matrix Y . This function has the ho-
mogeneity property that L(Y ) = L(YMp) for Mp an arbitrary unitary diagonal matrix.
In the Stiefel manifold formulation the matrices Y and YMp are considered different
points and so the Stiefel manifold is “too big” to serve as the proper parameter space for
this function. The form of the likelihood function dictates a different quotient manifold
formulation in which multiplication by such unitary diagonal matrices have been re-
moved or “quotiented” out. The quotient manifold with this desired feature is specified
below and called here the Basis manifold, denoted as B(N,p).
3.1 Complex Linear Model
Consider the complex linear model
z = Hn1 + n0 (337)
where n0 ∼ CNN(0, σ2I); that is, n0, is a normal random complex N -tuple where σ2
is known. Similarly, n1 ∼ CNp(0, P ) is a normal random complex p-tuple. In this
expression P is an unknown deterministic full rank Hermitian matrix and represents the
correlation matrix of the source symbols n1. The complex N × p signal matrix H ∈
CN×p is a deterministic unknown of full rank. We refer to this case as unconstrained
since there are no constraints other than rank of H and P . In section 3.8 we consider
the case when H is constrained in some way.
The observation z, then, is the normal random N -tuple
z ∼ CNn(0, R) (338)
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where
R = E[zzH ] = Rs + σ
2I (339)
with signal covariance Rs given by
Rs(H,P ) ≡ HPHH . (340)
Let Z = [z1, · · · , zK ] be a random sampling of (337), so that Z is a complexN×K
data matrix whose columns are independent and identically distributed (iid) random
vectors. The data matrix Z is an element of the measurement sample space M =
CN × · · · × CN . The pdf of Z is
f(Z|R) =
((
piN detR
)−1
exp
(
−trR˜R−1
))K
(341)
where R˜ is the sample covariance matrix (SCM) given by R˜ = K−1ZZH . The log-
likelihood function is (ignoring constants)
L(H,P ; R˜) = −K(tr(R−1R˜) + log detR) . (342)
Sampling of the distribution reveals information about the unknown parameters, P
and H , and the observable information is subject to estimation. It is readily seen from
(339) and (340) that this model precludes the unambiguous and simultaneous estimation
of the unknowns H and P . To see this, note that for any invertible T , substituting H =
HT−1 and n1 = Tn1 into (339) leaves the measurement unchanged. Thus, both the
pairs (H,P ) and (HT−1, TPTH) define the same measurement distribution. As noted
in [1] “whenever two parameters give rise to the same measurement distribution, they
are indistinguishable, in the sense that no argument based on the observed measurement
can be used to favor one parameter over the other as estimator”. We also observe that,
in general, the pairs (H,P ) and (HT−1, P ) define different measurement distributions.
Since H and HT−1 define the same subspace, col(H), it is evident for fixed P that the
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subspace is not sufficient to uniquely specify the distribution for this model. 1 2
An alternate parameterization of the problem is provided by the eigen decomposi-
tion of the signal covariance (340). The eigen decomposition defines a mapping from
the (H,P ) parameter space to (Y,Λ) parameter space by
[Y,Λ] = eig(HPHH) . (343)
The “eig” function is viewed here as the transformation or mapping
eig : CN×p × Pp 7→ B × Dp . (344)
In this expression Pp is the set all positive-definite Hermitian matrices and Dp ⊂ Pp is
the subset of positive-definite diagonal matrices. Under this transformation the complex
linear model (337) is restated as
z = Y n1 + n0, Y ∈ B (345)
where n1 ∼ Np(0,Λ) and n0 ∼ NN(0, σ2I) as in the original formulation. The set B
appearing in (344) and (345) is discussed in the following.
The eigenvector matrix Y and the signal matrixH are related as Y = HT for some
T nonsingular and so col(H) = col(Y ). In addition to yielding the subspace defined by
col(H), the eigenvector matrix Y also reveals information about the source correlation
matrix P . In terms of this alternate parameterization the signal covariance Rs (340) is
Rs(Y,Λ) = Y ΛY
H (346)
and the full covariance (337) is therefore
R = R(Y,Λ, σ2) = Rs + σ
2I = Y ΛsY
H + σ2Y⊥Y H⊥ (347)
1Observe that Rs = HPHH = HT−1TPTHT−HHH = HPHH
2[2] “Therefore,only the column span of H and the covariance matrix of z may be measured, and we
ask how accurately we are able to estimate this subspace, i.e., the column span of H , in the presence of
the unknown covariance matrix P .”
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where Y H⊥ Y = 0 and Λs ≡ Λ + σ2I .
The estimation problem is thus recast in terms of the semi-unitary matrix Y and
the diagonal covariance Λ. The collections of semi-unitary matrices found in signal
processing applications can be analyzed using several different manifold formulations,
with the choice dictated by the given statistical model. The collection of all N ×p semi-
unitary matrices constitutes the complex Stiefel manifold (see section 2.2.7) defined
here in concrete form as a subset of CN×p by
St(N,p) ≡ {Y ∈ CN×p : Y HY = I} . (348)
A well-posed estimation problem requires enough parameters to completely specify
the distribution but not too many so that the problem is ambiguous (by ambiguous we
mean different parameters values that yield identical measurements). This was the sit-
uation in the initial formulation of the problem, where it was noted that (H,P ) and
(HT, T−1PT−H) defined the same distribution. For the given log likelihood function
(342) involving complex data, the complex Stiefel manifold is “too big ” for problem in
the sense that we can choose different elements of St(N,p) that yield identical measure-
ment distributions. Suppose that the parameter Λ is fixed. Then both Y and and Y ΛQ,
ΛQ an arbitrary unitary diagonal matrix, define the same signal covariance Rs and so
give rise to the same measurement distribution (same set of numbers). This follows
since diagonal matrices commute ΛQΛΛ∗Q = ΛΛQΛ
∗
Q = Λ since ΛQΛ
∗
Q = I . Since Y
and Y ΛQ are different points on the complex Stiefel manifold, we are led to an alternate
quotient manifold defined by the equivalence relation Y ∼ Y ΛQ . The set of elements
in St(N,p) that are so related defines an equivalence class, denoted by bY c, and given by
bY c = {Y ΛQ : ΛQ ∈ UD(p)} . (349)
All elements in the equivalence class define the same distribution and so the quo-
tient space BN,p ≡ St(N,p)/UD(p) is the natural parameter space for the estimation
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problem. The quotient manifold BN,p is formed from the complex Steifel manifold by
“quotienting out” multiplications by unitary diagonal matrices (denoted here as UD(p)).
Said another a way, a point in the Basis manifold is a particular subset of the semi-
unitary matrices defined (349), and the Basis manifold itself is the collection of all these
subsets. Note that in the Grassmann manifold formulation the defining equivalence re-
lation is Y ∼ Y Q, Q arbitrary unitary; in this formulation Y and Y Q represent the
same point. Since, in general, Rs(Y Q,Λ) 6= Rs(Y,Λ), see (346), we conclude that the
Grassmann manifold is “too small” to properly parameterize L. While the Steifel man-
ifold is “too big” and the Grassmann manifold is ”too small” the basis manifold BN,p
is just right for the problem. Since we assume that N and p are known throughout the
remainder we drop the subscripts and denote the basis manifold as simply B.
The parameters of the log-likelihood are then Y ∈ B and the real p-tuple of positive
eigenvalues specified in the diagonal matrix Λ ∈ Dp . The complete parameter space of
interest is then the product manifold
B ×Dp . (350)
This has real dimension dim(B ×Dp) = 2p(N − p) + p2 (see section 2.2.5).
3.2 Estimation on Riemannian (Quotient) Manifolds
The unitary group U(N), the collection of all N × N unitary matrices, may be
viewed a submanifold of the complex space CN×N , the set of all N × N complex
matrices. Manifolds such as U(N) and the usual 2-sphere are examples of Rieman-
nian manifolds, general curved spaces with smoothly verifying metric functions. The
submanifold inherits an inner product or metric from the parent manifold and this estab-
lishes the intrinsic geometry of the space, most importantly geodesics (see chapter ??
and [3]). The Steifel and Basis manifolds likewise inherit their metric functions from
their formulations as a quotient manifolds on U(N).
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Estimation problems where the parameter space is a Riemannian manifold differ
from the more usual parameter estimation in two important ways. In the typical esti-
mation problem (e.g; angle and Doppler) a fixed set of coordinates for the parameter
space is naturally provided. In contrast, for the general manifold case, no set of intrinsic
or preferred coordinates are given. This is the situation with position estimation on the
Euclidean flat plane, for example, where no particular set of coordinates are naturally
provided and Cartesian and polar are equally valid choices. Estimators and evaluators
are free to choose among these or any others. The second difference with the usual es-
timation problem is that more general curved Riemannian manifolds such as the sphere
are not themselves vector spaces and so the vector space concepts implicitly used in
classical Crame´r-Rao bounds (CRB) approaches are not immediately applicable.
In these situations, a universally meaningful estimation error measure is the dis-
tance between the estimate and the true location. Distance is an invariant or intrinsic
quantity dependent on the given metric but independent of any particular choice of co-
ordinates (e.g., the 2-D mean square positional error on the sphere).
In [2] a methodology is established for computing the CRB when the parameter
space is an arbitrary Riemannian Quotient manifolds. The frequently encountered exam-
ple of estimating an unknown subspace is analyzed and the author gives intrinsic CRBs
in the form of matrix inequalities relating the covariance of estimators and the Fisher
information. The classical bounds developed for Euclidean spaces are generalized to
Riemannian Quotient manifolds, such as B, via the exponential map, i.e., geodesics em-
anating from the estimate to points in the parameter space 3. In section 10 the approach
detailed in [2] is used to compute the full FIM for the Basis manifold formulation of the
unconstrained problem (342). The subspace submatrix of the FIM for this case is shown
to be identical in form to that given in [2] for the Grassmann manifold formulation. The
3 “Just as with classical bounds, the unbiased intrinsic CRBs depend asymptotically only on the Fisher
information and do not depend in any nontrivial way on the choice of measurement units (e.g., degree
versus radians) [2].
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rotation submatrix of the FIM which appears in the Basis manifold formulation (but
absent in the Grassmann case) is also computed here.
In section 3.8 the FIM for the constrained version of (342) is developed and closed
form results are provided for the important special case when the signal matrix H(θ)
that defines the constraint has a modal form.
Exponential Map and Normal Coordinates
Geodesics on general curved Riemannian manifolds are defined as distance min-
imizings curves between points. For the special case of the standard Euclidean (flat)
manifold E , a geodesic emanating from the point Y0 in the direction of the vector ∆ is
the straight line Y (t) = Y0 + t · ∆. The vector ∆ is an element of a vector space with
origin at Y0. This vector space is denoted TY0E where “T ” is read as “tangent” and Y0 is
the origin or base which corresponds to the “head” of the vector.
For the unitary group manifold U(N), a geodesic emanating from the point X0 in
the direction ∆ = X0W (W anti-Hermitian) is the curve given by exponential map
X(t) = X0expm(tW ) . (351)
Note that
∆ ≡ dX(t)
dt
|t=0 = X0W (352)
so that the description of ∆ as a tangent is consistent with intuition. The collection of
all such tangents through the point X0 defines a vector spaced termed the tangent space.
This space is denoted as TX0U(N) and the tangent vector ∆ is an element of this space.
The short-hand notation for the above exponential map at the pointX0 with tangent
vector ∆ = X0 ·W (351) is 4
X(t) = expX0(∆ · t) . (353)
4 Note that for W anti-Hermitian Q(t) = expm(tW ) is a unitary matrix so that X(t) = X0Q(t) is
also in U(N) (group property: closure under multiplication).
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The exponential or geodesic map plays a central role in the development of the intrinsic
CRB for U(N) and related quotient manifolds. For the B manifold, a quotient manifold
of U(N), geodesics are naturally defined by constraining the set of tangent vectors to a
subspace of TX0U(N), termed the horizontal space, that corresponds to TX0B. Elements
of this subspace have the same general form as with (352), with the constraint expressed
through the matrix W in a partitioned form as
W =
[
A −BH
B 0
]
. (354)
The exponential map can be expressed in a more concrete form if we select only
the first p columns of (351) by right multiplying by the selection matrix IN,p. Writing
the general unitary matrix X in partitioned form as X =
[
Y Y⊥
]
, where Y denotes
the first p columns we have
Y (t) =
[
Y0 Y0⊥
]
exp(tW )IN,p (355)
where Y (t) = X(t)IN,p. The tangent vector
∆ ≡ dY (t)
dt
|t=0 =
[
Y0 Y0⊥
]
W · IN,p = Y0A+ Y0⊥B (356)
is as an element of the tangent space TY B. This space is evidently partitioned as the
direct sum
TY B = AY ⊕BY (357)
where elements of AY and BY have the general form Y A and Y⊥B respectively. The
exponential map on B defined by (355) and (354) is denoted in short hand as Y (t) =
expY0t∆ where ∆ ∈ TY0B has the form (356).
Denoting the basis vectors for AY and BY as ak and bk, respectively, an arbitrary
∆ expands as
∆ =
Na∑
k=1
akα
k +
Nb∑
k=1
bkβ
k (358)
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where α and β are the real components of ∆ with respect to the given basis. 5
The exponential map Y = expY0∆ which maps Y0 to Y , based on ∆, is invertible
(for small ∆ this map is well-approximated numerically by Y0 + ∆). Given an arbitrary
point Y near Y0 this inverse exponential map, which assigns a tangent vector ∆ ∈ TY0B
to the pair Y0, Y1, is denoted as ∆ = exp−1Y0 Y . This defines the difference vector between
the points, and is the manifold generalization of the difference vector ∆ = Y −Y0 in the
usual flat space. If ∆ = exp−1Y0 Y is expressed with respect to a given basis as (358) then
we see the parameters α, β provide an alternate means of labeling the point Y . These
parameters are the so-called normal coordinates of Y . The exponential map and its
inverse provide the transformation between extrinsic Y coordinates and intrinsic (α, β)
normal coordinates. Since the choice of basis vectors is not unique so neither are the
normal coordinates.
Functions defined on the product manifold (350) may be expressed in terms of
any convenient set of coordinates. Thus the log-likelihood function L(Y,Λ) may al-
ternately be written as L(α, β,Λ). This situation is analogous to the alternate coordi-
nate representations of points on the usual sphere S2 in 3-space. An arbitrary point
P ∈ S2 may be represented in extrinsic (x, y, z) Cartesian coordinates or by latitude-
longitude (u, v) coordinates with the systems related by the invertible transformation
(x, y, z) = h(u, v). A real function on S2 is the mapping L:S2 → R and its value at
the point P is L(P). For the two above coordinate systems the value is expressed as
L(P) = LY (x, y, z) = Lϕ(u, v) (see section A.1).
The distance between two points on a Riemannian Manifold is the path length of
geodesic curve between them. It was shown in section 2.2.7 that this length is equal to
the magnitude of the tangent vector ∆ = exp−1Y0 Y so that
5We use the word vector in the abstract sense, not as a N × 1 column matrix; this is sometimes
confusing.
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distB(Y1, Y0) ≡ ‖∆‖ =
√
‖α‖2 + ‖β‖2 . (359)
Estimation Problem
We consider an estimation problem on the product manifold B ×D based on mea-
surements inM = CN × · · · × CN , with the probability density function of the mea-
surement given a parameter (Y ∈ B, λ ∈ D) denoted as
f(:, Y, λ) :M→ R . (360)
Let
L(:, Z) : B ×D → R (361)
be the associated log likelihood function L(Y, λ;Z) = logf(Z;Y, λ) where Z ∈M.
The measurement data matrix Z is a random sample whose probability density
function is shaped by the unknown parameters Y and Λ. An estimator of Y , denoted
Yˆ , is a mapping from the probability space M to the parameter space B, that is, Yˆ :
M → B or Yˆ (Z). Similarly a generic estimator of Λ is denoted Λ̂ and is given by an
analogous mapping Λˆ :M→D.
The estimation error in the general manifold case is the tangent vector ∆ˆ(Z) ≡
exp−1Y Ŷ (Z). Going forward for conciseness we write Ŷ to mean Ŷ (Z) and ∆ˆ to mean
∆ˆ(Z). By definition, ∆ˆ ∈ TY B, and given a partitioned orthonormal basis for this space
the estimation error vector expands as
∆ˆ =
Na∑
k=1
akαˆ
k +
Nb∑
k=1
bkβˆ
k . (362)
For conciseness we again write αˆ, βˆ to mean the stochastic quantities αˆ(Z), βˆ(Z).
For unbiased estimators the error covariance is given by the tensor product E[∆ˆ⊗
∆ˆ]. Viewed as a matrix defined by the coefficients with respect to the given partitioned
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basis, this covariance matrix is
C =
[
Cαα Cβα
Cαβ Cββ
]
= E
[ αˆ
βˆ
] [
αˆ
βˆ
]T = E [ αˆαˆT βˆαˆT
αˆβˆT βˆβˆT
]
(363)
where for convenience Cαα ≡ E[αˆαˆt], etc. (see section A.1 in particular (A.89)).
Denoting the orthogonal projector onto BY < TY B as PB we have PB∆ˆ =∑Nb
k=1 bkβˆ
k and so
E[‖PB∆ˆ‖2] = E
[
‖βˆ‖2
]
= trCββ (364)
where we have used the standard vector identity ‖β‖2 = tr (ββt).
3.3 Intrinsic Mean Square Error Measure
In this section we define the mean square error measures used to analyze estimator
performance. Because there are no intrinsic or preferred coordinates in the general
manifold case, different system evaluators are free to chose different coordinate systems.
The error measure chosen to evaluate estimator performance should therefore be an
invariant quantity, or one that is independent of the arbitrarily chosen coordinate system.
Given such an error measure, all evaluators will record the same “error” irrespective of
their choice of coordinates.
3.3.1 Subspace and Rotation Angles
The difference between two elements of the basis manifold can be represented in
terms of two sets of angles (subspace and rotational angles) that correspond to the natural
partitioning of the tangent space (357). We first define these angles independently of the
geometric discussion.
Let Y0 and Y1 be two N × p semi-unitary matrices and denote the SVD of the
product Y H1 Y0 as
UΣV H = Y H1 Y0 . (365)
87
The p-tuple of subspace angles,γ, between Y0 and Y1 is defined by
γk = acos(Σkk); k = 1, · · · , p . (366)
The root sum square (RSS) of these angles is referred to as the subspace distance and
denoted distSS(Y1, Y0),
distSS(Y1, Y0) ≡ ‖γ‖ ≡
√√√√ p∑
k=1
γ2k . (367)
The p-tuple of rotational angles denoted ν is defined implicitly by
exp(iνk) ≡ ρk; k = 1 · · · p (368)
where ρk is the k − th singular value of p× p matrix (Q− diag(Q)) where Q = UHV .
The subtraction of diag(Q) term above is in recognition of the Basis manifold quotient
structure for which Y , and Y ΛQ, ΛQ unitary diagonal, represent the same point. The
RSS of these angles is referred to as the rotation distance and denoted distR(Y1, Y0),
distR(Y1, Y0)) =
√√√√ p∑
k=1
log(ρk)2 =
√√√√ p∑
k=1
ν2k . (369)
3.3.2 Subspace Angles on Grassmann and Basis Manifolds
In this section (see also section 2.3.1) we relate the subspace distance defined above
to geometric distances on the Grassmann and Basis manifolds. In the Grasmman mani-
fold case this subspace distance is equal [2] to the geodesic distance between the points
on the manifold, represented as the semi-unitary matrices, say Y1 and Y0; that is
distSS(Y1, Y0) = distG(Y1, Y0) . (370)
For the Basis manifold formulation this is not the case. Rather, the subspace distance
here is equal to the minimum geodesic distance between Y0 and a fiber submanifold
containing Y1. This submanifold, denoted AY1 , consists of all points related to Y1 via a
rotation; that is, matrices of the form Y1Q for Q unitary. For the Basis manifold we have
distSS(Y1, Y0) = min
Y ∈AY1
(distB(Y,Y0)) . (371)
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In the Grassmann formulation AY1 is recognized as the equivalence class containing Y1
. Denoting the point of AY1 that is minimum geodesic distance from Y0 as Yg0 we have
distSS(Y1, Y0) = distB(Yg0, Y0) . (372)
The rotational distance (369) then is equivalent to geodesic distance between Yg0 and Y1
distR(Y1, Y0) = distB(Yg0, Y1) . (373)
Defining ∆g0 = exp−1Y0 Yg0 and ∆g1 = exp
−1
Y1
Yg0 the above distances are
distSS(Y1, Y0) = ‖∆g0‖ and distR(Y1, Y0) = ‖∆g1‖. It can be shown that ∆g0 corre-
sponds to a pure subspace motion (no rotation) so that ∆g0 ∈ BY0 (see figure 6).
The geodesic distance between points on Riemannian manifolds such as B is inde-
pendent of the choice of coordinates. For numerical calculations some set of coordinates
are required. Normal coordinates are a standard choice but the analysis here is facili-
tated by the alternate non-normal φ˘ coordinates defined below (see also section 2.3.2).
Since ∆g0 ∈ BY0 we have ∆g0 = Y0⊥B˘ for some matrix B˘ and so the point Yg0 can be
expressed as
Yg0 =
[
Y0 Y0⊥
]
exp(WB)IN,p (374)
where
WB =
[
0 −B˘H
B˘ 0
]
. (375)
Since by construction, Y1 = Yg0Q for some unitary Q, combining this with (374)
yields the relation between Y1 and Y0
Y1 =
[
Y0 Y0⊥
]
exp(WB)exp(WA)IN,p (376)
where
WA =
[
A˘ 0
0 0
]
(377)
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and where we have used Q = expm(A˘). The desired alternate non-normal coordinates
are determined using inner product (110) as
α˘k = Re
(
tr(AHk A˘)
)
; k = 1 · · ·Na (378)
β˘k = Re
(
tr(BHk B˘)
)
; k = 1 · · ·Nb (379)
where Ak, Bk are the standard set of orthogonal basis matrices (see section A.1).
The above defines an algorithm for assigning a unique pair α˘, β˘ to each point Y in
the neighborhood of Y0. The result of this process is the coordinate mapping
ϕ˘ : B 7→ RNa ×RNb . (380)
These coordinates are closely related but not identical to normal coordinates. The
fact that they are not identical follows from the fact that in general exp(WA + WB) 6=
exp(WA)exp(WB). The advantage of this choice is that once the ϕ˘ coordinates of Y1 are
calculated as (α˘, β˘) those of Yg0 are readily revealed as (0, β˘). The normal coordinates
of Yg0 are likewise (0, β˘) but those of Y1 are only approximately equally to (α˘, β˘). From
(359) we see that distB(Y0, Yg0) = ‖β˘‖ and so from (371) we have
distSS(Y1, Y0) = ‖β˘‖ . (381)
We seek a bound on the subspace distance error measure
SS ≡ E[distSS2(Ŷ0, Y0)] 12 (382)
where Ŷ0 is an unbiased estimator of Y0. Since this distance is given by ‖β˘‖ we develop
the bound for problem in terms of this Nb-tuple. Using the Baker-Campbell-Hausdorff
formula (299) it can be shown the Jacobian of the transformation between the ϕ normal
coordinates and the non-normal ϕ˘ coordinates is the identity matrix. Because of this
relationship, we are able to develop the intrinsic CRB on (382) by considering the FIM
for the log likelihood function expressed in normal coordinates as L(α, β).
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If PA and PB are the projection operators from TY0B to AY0 and BY0 respectively
then
distSS(Ŷ0, Y0) = ‖∆g0‖ = ‖β˘‖ ≈ ‖PB∆‖ = ‖β‖ (383)
and
distR(Ŷ , Y ) = ‖∆g1‖ = ‖α˘‖ ≈ ‖PA∆‖ = ‖α‖ . (384)
3.4 Intrinsic CRB
Crame´r-Rao bounds relate the covariance matrix of estimators to the Fisher infor-
mation matrix (FIM) of an estimation problem through matrix inequalities. In the gen-
eral manifold case the Fisher information metric tensor F (see section A.3.2) is defined
with respect to a given coordinate basis by
Fi,j ≡ F [ei, ej] = E [∇L[ei],∇L[ej]] ; i, j = · · ·N . (385)
In this expression ∇L[ei] is the directional derivative of L in the direction of the coor-
dinate basis vector ei at the point of interest. This coordinate basis is formed from the
tangents to the coordinate functions ek =
dθ(k)(t)
dt
. To emphasize this relation the coordi-
nate basis vectors are often denoted symbolically as ek ≡ ∂∂θk , while the dual coordinate
basis is denoted ek ≡ dθk. Alternate notations for this directional derivative are
∇L [ei] = ∇L
[
∂
∂θi
]
=
∂L
∂θi
. (386)
Using the last of these, the component matrix takes the more familiar form
Fi,j ≡ E
[
∂L
∂θi
,
∂L
∂θj
]
; i, j = · · ·N (387)
In the classical estimation problem of a vector parameter θ ∈ Rp in the distribution f(θ),
the CRB is given by the inverse of the Fisher Information matrix F and the lower bound
is expressed as the matrix inequality
C  F−1 (388)
91
where C is the estimator error covariance, C = E[(θ− θˆ)(θ− θˆ)T ]. The classical proof
of the inequality (388) relies on the fact [4] that the partial derivative of the estimation
error vector is
∂
∂θ
(θ − θˆ) = −I . (389)
In the general Riemannian manifold case, the role of the error vector ∆̂ = θ−θˆ is played
by the error tangent vector ∆̂ = exp−1θ θˆ. The usual partial derivative
∂
∂θ
becomes the
covariant derivative denoted by the symbol ∇ which pulls in the manifold’s geometry
(curvature) into the derivative definition. The term ∂
∂θ
(θˆ − θ) (389) is thus replaced in
the intrinsic CRB by∇exp−1θ θˆ which evaluates to
∇exp−1θ θˆ = −I + curvature terms (390)
where “curvature terms” represent second-order and higher terms involving the man-
ifold’s sectional and Riemannian curvatures. This key difference results in additional
terms appearing in the intrinsic CRB.
The intrinsic generalization of the CRB for the general Riemannian manifold case
is
Theorem 6 (Cramer-Rao [2]). Let f(z|Y ) be a family of pdfs parameterized by Y ∈M,
let L(Y) be the log-likelihood function, F = E [∇L⊗∇L] be the Fisher information
metric, and ∇ be a Riemannian connection onM. For any an unbiased estimator Ŷ of
Y the C covariance of the tangent vector ∆ = exp−1Y Ŷ satisfies the matrix inequality
C  F−1 − 1
3
(Rm(F
−1)F−1 − F−1Rm(F−1)) . (391)
In this expression C is the matrix form of E
[
∆̂⊗ ∆̂
]
and F is the component matrix
corresponding the tensor F in a arbitrary coordinates (see section 3.2). 2) Neglecting
the curvature terms at small errors
C  F−1 . (392)
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At high SNR estimation errors are small and these additional terms become negli-
gible. Thus just as with classical bounds, the unbiased intrinsic CRBs depend asymp-
totically only on the Fisher information. The error variance is then bounded by
trC  trF−1 . (393)
Alternate form of FIM
Reference [2] gives an alternate form for the “Fisher information that employs the
Hessian of the log-likelihood function for arbitrary affine connections - a useful tool
because in the great majority of applications the second-order terms are much easier to
compute”.
The Hessian tensor of L is denoted as∇2L, or in coordinates as L;ij = ∇2L [ei, ej],
where ei is a coordinate basis for the tangent space. In arbitrary curvilinear coordinates
θ, at the point θ0 the components L;ij evaluate to
L;ij =
∂2L
∂θiθj
−∑Γkij(θ0) ∂L∂θk (394)
where the derivatives are evaluated at θ0 and Γkij are the Christoffel symbols which reflect
the bending and twisting of the coordinate curves (see section A.4).
Theorem 1 from [2], restated below, allows us to compute the Fisher information
on an arbitrary manifold using the same approach as is done in classical Crame´r-Rao
analysis.
Theorem 7 ( [2]). Let f(Z|Y ) be a family of pdfs parameterized by θ ∈ M L = logf
be the log-likelihood function, and (385) be the Fisher information tensor. Suppose that
the pdf satisfies the regularity condition
∫
∇L(z|α)f = E [∇L] = 0 (395)
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or equivalently in the arbitary coordinates θ
E
[
∂L
∂θk
]
=
∫ ∂L
∂θk
f = 0; k = 1 · · ·N . (396)
Then for any affine connection∇ defined onM
Fi,j = −E [L;ij] = −E
[
∇2L [ei, ej]
]
; i, j = · · ·N . (397)
Proof:
E [L;ij] =
∫
L;ijf =
∫ ∂2L
∂θiθj
f −∑Γkij ∫ ∂L∂θk f . (398)
The second term in above expression vanishes as a result of the regularity condition.
Integration by parts of the first term in the sum as in classical CRB analysis yields
E [L;ij] =
∫ ∂L
∂αi
∂L
∂αj
= −
∫ ∂2L
∂θiθj
(399)
Computing the Hessian Tensor
As discussed in section A.4.1 the Hessian,∇2L, of the function L is defined by the
quadratic form
∇2L[∆,∆] ≡ d
2
dt2
Ly(Y (t))|t=0 (400)
where Y (t) is the geodesic emanating in the direction ∆. Let ak,bk be an orthnormal
basis for TY0B = AY0 ⊕ BY0 . The geodesic emanating in the direction of the ∆ = bk ∈
BY0 corresponds to the β
k coordinate curve. In extrinsic coordinates this geodesic is
Y(k)(t) ≡ expY0(bkt) . (401)
Using (400) we have
∂2L
∂βk∂βk
≡ ∇2L[bk,bk] = d
2Ly(Y(k)(t))
dt2
|t=0; k = 1 · · ·Nb . (402)
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The second derivatives of the left-hand side of (402) represent the ordinary Hessian
matrix of L interpreted to be a scalar function defined on RNb . To compute the above
substitute the expanded form of Y(k)(t) given by (A.39) into the right hand side of (402)
and compute the derivative (see section A.5). The cross terms of the full Hessian are
found via polarization (A.126) based on (400) and vectors of the form ∆ = bi+bj,∆ =
ai + bj , etc. as required. This approach is used in the next section to compute the full
FIM for log likelihood function (342).
3.5 Nuisance Parameters
The form of the statistical model (337) dictated the choice of the Basis manifold
rather than the Grassmann manifold as the proper parameter space for both analysis and
algorithm development. In estimation applications, a nuisance parameter is “any param-
eter which is not of immediate interest but which must be accounted for in the analysis of
those parameters which are of interest”. In many signal processing applications it is the
subspace that is of primary estimation interest, rather than the precise set of basis vectors
that parameterize the model. In DOA estimation problems, for example, the subspace
is sufficient to unambiguously determine the DOA parameters. In the (α, β, λ) normal
coordinates, the parameter β is the subspace parameter; the rotation parameter α and
eigenvalues λ would be in the viewed as nuisance parameters in the DOA application.
3.6 CRB for Basis Manifold formulation of Complex Linear Model
Theorem 7 gave the FIM as the expected value of the Hessian, ∇2L, of the likeli-
hood function. The likelihood function of interest has as its domain the product manifold
B×D and so the derivative computation requires a basis for TY B and TΛD at each point
(Y,Λ). In addition, for the Basis manifold formulation, the TY B tangent space is nat-
urally partitioned as TY B = AY ⊕ BY (357). Given a basis ak,bk for AY and BY ,
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respectively, the coefficient matrices of∇2L with respect to this set are
[Lαα]ij ≡ ∂
2L
∂αi∂αj
≡ ∇2L[ai, aj]; i, j = 1 · · ·Na , (403)
[Lββ]ij =
∂2L
∂βi∂βj
≡ ∇2L[bi,bj]; i, j = 1 · · ·Nb . (404)
In addition, for dk a basis for TΛD at an arbitrary point of D
[Lλλ]i,j =
∂2L
∂λi∂λj
≡ ∇2L[di,dj]; k = 1 · · · p . (405)
All derivatives are evaluated at the base point (Y,Λ) with normal coordinates (0, 0, λ).
The approach outlined in section 3.4 is used to compute the full FIM components. The
required ancillary calculations are provided in the following two lemmas and the final
FIM submatrices are given in the follow-on theorem. Since the parameters of interest, Y
and Λ, make their appearance in the log likelihood (342) through the covariance matrix
R (347) we first record the expansion of L in terms of R.
Lemma 8 (Log Likelihood Expansion as a function of the model Covariance R). The
given log likelihood function (342) viewed as a function of R can be expressed as
L(R + δR) = L(R) + δL(δR,R) (406)
where the first order and higher order Taylor series terms are
δL(δR,R) ≡ −K
(
tr(δRR−1)(I − R˜R−1) + tr(δRR−1)2(R˜R−1 − 1
2
I) + · · ·
)
.
(407)
The expectation of δL is
E[δL] = −K
2
(
tr(δRR−1)2 + · · ·
)
. (408)
Proof: (see appendix 8)
The following lemma records the value of F[∆,∆] for an arbitrary tangent vector
choice in TY B.
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Lemma 9. Let Y (t) be the geodesic emanating from Y0 = Y (0) in the direction ∆ =
Y0A+ Y0⊥B. The term δR in the expansion (406) is then given by
δR = tδR1(A,B) + o(t
2) (409)
where
δR1(A,B) = Y0AΛY
H
0 + Y0⊥BΛY
H
0 + Y0ΛB
HY H0⊥ . (410)
The Hessian F[∆,∆] is
F[∆,∆] = K · tr(δR1(A,B)R−1)2 . (411)
Proof: (see appendix 9)
The component submatrices Fαα, Fββ and Fαβ of the full FIM are computed from
(411) and (410) using the appropriate coordinate basis vectors. For the coordinate basis
vector ∆ = ak = Y Ak we have
[Fαα]kk ≡ F[ak, ak] = K · tr(δR1(Ak, 0)R−1)2; k = 1 · · ·Na . (412)
Similarly for ∆ = bk = Y⊥Bk
[Fββ]kk ≡ F[bk,bk] = K · tr(δR1(0, Bk)R−1)2; k = 1 · · ·Nb . (413)
The submatrix of cross terms Fαβ and the off diagonal terms of Fββ and Fαα are com-
puted via polarization.
Theorem 10 (Full FIM for the Complex Linear Model (337)). The full Fisher Infor-
mation matrix for the log-likelihood function given by (342) in the (α, β, λ) normal
coordinates (defined by the basis ak,bk and dk) at the arbitrary point (Y,Λ) (normal
coordinates (0, 0, λ)) has the block matrix form
F =
 Fαα Fαβ FαλFβα Fββ Fβλ
Fλα Fλβ Fλλ
 .
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All the off-diagonal submatrices vanish
Fαβ = 0, Fαλ = 0, Fβλ = 0 (414)
and the square matrices Fαα, Fββ and Fλλ are defined below with respect to an arbitrary
choice of basis for the tangent space. The basis set is ak = Y Ak,bk = Y⊥Bk for AY
and for BY respectively. The matrices Ak, Bk are chosen so as to define an orthonormal
basis. In the following Λs and Λ are as given in (347) and (343), respectively and K is
the number of independent snapshots.
Fαα Block
[Fαα]kk = K · tr(AkAk − ΛAkΛ−1s Ak − σ2AkAkΛ−1s ); k = 1 · · ·Na (415)
[Fαα]i,j = 0; i 6= j (416)
Fββ Block [2, equation 143])
[Fββ]ij =
2K
σ2
Re
(
tr(ΛOPTBHi Bj)
)
; i, j = 1 · · ·Nb (417)
where
ΛOPT = Λ
2Λ−1s = (Λs − σ2I)2Λ−1s (418)
or
ΛOPT = Λ
2(Λ + σ2I)−1 (419)
This result is expressed alternatively in matrix form as
Fββ =
2K
σ2
Re(EHb ΛbbEb) (420)
where Λbb is the N¯b × N¯b real diagonal matrix
Λbb ≡ (ΛOPT ⊗ IN−p) (421)
98
and where Eb is a N¯b ×Nb complex matrix defined in terms of the basis matrices Bk as
Eb =
[
vec(B1) · · · vec(BNb)
]
(422)
where N¯b = Nb2 (recall Nb = dim (BY ) ).
Fλλ Block [2, equation 80]
Fλλ = K[Λ
2Λ−2s ] (423)
[Fλλ]k,k =
Kλ2k
(λs)
2
k
=
Kλ2k
λ2k + σ
2
=
K
1 + SNR−1k
(424)
where SNRk = λkσ2
Proof: (see appendix B.1)
Since the cross terms Fβα and Fβλ vanish there is no estimation loss on the subspace
in this example.
Remark: The standard basis for BY is defined by the set bk = Y⊥Bk where the
matrix Bk has 1 or i in the kth location and zeros elsewhere (see section 2.2.4). For this
case Eb in (422) is
Eb =
[
IN¯b iIN¯b
]
. (425)
Substituting this into (420) yields
Fββ =
2K
σ2
[
(ΛOPT ⊗ IN−p) 0
0 (ΛOPT ⊗ IN−p)
]
=
2K
σ2
(I2 ⊗ Λbb) . (426)
The inverse of Fββ (426) is
F−1ββ =
σ2
2K
[
(Λ−1OPT ⊗ IN−p) 0
0 (Λ−1OPT ⊗ IN−p)
]
. (427)
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3.6.1 Intrinsic CRB Subspace Distance
Ignoring curvature terms the covariance matrix Cββ (363) and FIM submatrix Fββ
are related by the CRB matrix inequality
Cββ  F−1ββ . (428)
As consequence trCββ > trF−1ββ . Note that both sides of the inequality are independent
of the orthonormal basis selected for BY .
The RMS subspace distance between the true subspace represented by the matrix
Y and any unbiased estimate Ŷ was defined independently of the geometric formulation
as
ss ≡ E[distSS2(Y, Ŷ )] 12 . (429)
Following the discussion in section 382 the intrinsic CRB on the subspace estimation
accuracy is given by the formula
ss ≥
√
trF−1ββ . (430)
Using (427) trF−1ββ evaluates to
trF−1ββ =
σ2
K
tr(Λ−1OPT ⊗ IN−p) = (N − p)
σ2
K
tr(Λ−1OPT ) (431)
=
(N − p)σ2
K
p∑
k=1
(λOPT )
−1
k =
(N − p)σ2
K
p∑
k=1
λk + σ
2
λ2k
(432)
where we have used (419) (λOPT )k ≡ λ
2
k
λk+σ2
.
Remark 1: For high SNR λk  σ2 and (432) simplifies to
trF−1ββ ≈
(N − p)σ2
K
p∑
k=1
λ−1k =
(N − p)
K
p∑
k=1
SNR−1k (433)
where SNRk ≡ λkσ2
Remark 2: Equi-Power Sources:
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If λk ≡ λ for all k = 1 · · · p, we have SNR = λσ2 and (432) becomes
trF−1ββ =
p(N − p)(1 + SNR−1)
K · SNR =
p(N − p)(SNR + 1)
K · SNR2 (434)
at high SNR (434) and (433) further simplifies to
trF−1ββ ≈
p(N − p)
K · SNR . (435)
Recognizing the numerator,Nb = 2p(N − p), as the dimension of the tangent space BY
this high SNR equi-powered case can be expressed as
trF−1ββ ≈
dim(BY )
2K · SNR . (436)
Remark 3: Note that neither the basis represented by the matrix Y nor its tangent space
represented by the matrix Eb appear in the bound (431).
3.6.2 Intrinsic CRB on Rotational Distance
The RMS rotational distance between the true subspace represented by the matrix
Y and any unbiased estimate Ŷ was defined as
RR ≡ E[distR2(Y, Ŷ )] 12 . (437)
Following the discussion in section 382 the intrinsic CRB on the rotational estimation
accuracy is given by the formula
RR ≥
√
trF−1αα . (438)
Corrollary 11 (Simplified form of Fαα and trF−1αα ). For the standard basis on AY , ak =
Y Ak; k = 1 · · ·Na the FIM subblock Fαα (415) is given by the Na ×Na real matrix
Fαα = K

γ1I2 0 0
0
. . . 0
0 0 γN¯aI2
 (439)
or equivalently
Fαα = K(diag(γ)⊗ I2) (440)
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where the elements of the N¯a- tuple γ are given by
γ(i,j) =
λi(λi + σ
2)− 2(λi + σ2)(λj + σ2) + λj(λj + σ2)
(λi + σ2)(λj + σ2)
; j > i (441)
Proof: Appendix B.1.3
At high SNR, λj  σ2; j = 1 · · · N¯a we have
1
γ(i,j)
=
λiλj
(λi − λj)2 ; j > i (442)
so that
trF−1αα ≈ 2K
p∑
i=1
p∑
j=2;j>i
λiλj
(λi − λj)2 (443)
or equivalently
trF−1αα ≈ K
p∑
i=1
p∑
j=1;i 6=i
λiλj
(λi − λj)2 . (444)
Example: For p = 3, N¯a =
4(4−1)
2
= 6 and λj  σ2 the 6-tuple
γ =
(
γ(1,2), γ(1,3), γ(1,4), γ(2,3), γ(2,4), γ(3,4)
)
. (445)
3.7 EigenVector CRB
Using the mathematical framework established above we develop a CRB, in the
form of a matrix inequality, on estimation of the ordered columns of Y in the statistical
model (337). Recall that Y is defined as the eigenvector vector matrix of the true signal
covariance (343). The standard estimator of Y is the eigenvector matrix of the SCM
and, as is well known (and shown in chapter 4 ), this is the ML estimator of Y for the
given model.
For convenience and consistency with [5] in this section we denote the columns of
the N × p semi-unitary matrix Y0 as
Y0 =
[
s1 · · · sp
]
(446)
and those of the orthogonal space as
Y0⊥ =
[
g1 · · · gN−p
]
. (447)
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Similarly we denote columns of the estimate Ŷ as Yˆ =
[
sˆ1 · · · sˆp
]
. The classical
error covariance matrix result [5] when the estimator Yˆ is the EVD (p-dominant part) of
the SCM, is stated below.
Lemma 12 (Covariance of Eigenvectors [6] ). The estimation errors sˆi − si are asymp-
totically (for large K) jointly Gaussian distributed with zero means and covariance
matrix given
E[(sˆi−si)(sˆj−sj)H ] = λi
K
[
p∑
k=1;k 6=i
λk
(λk − λi)2 sks
H
k +
N−p∑
k=1
σ2
(σ2 − λi)2 gkg
H
k ]δij . (448)
The CRB for this estimation covariance is developed as follows. In the geometric
approach the estimation error is given by the tangent vector ∆̂ = exp−1Y0 Ŷ . Given a fixed
basis ak,bk for the partitioned tangent space this vector expands as (362)
∆̂ =
Na∑
k=1
αmam +
Nb∑
m=1
βmbm . (449)
The covariance cov(∆̂) satisfies the matrix inequality[
Cαα Cβα
Cαβ Cββ
]

[
Fαα 0
0 Fββ
]−1
=
[
F−1αα 0
0 F−1ββ
]
(450)
where the FIM sub-block component matrices Fαα and Fββ are given by (439) and (426)
(and Fαβ = 0). In this formulation the error in estimating the k − th column of Y is
∆̂ · ik, where ik is a unit vector with 1 at the k-th location. This representation follows
since ∆̂ ≈ Yˆ − Y and so ∆̂ · ik ≈ sˆk − sk. We therefore seek a lower bound on error
covariance cov(∆̂ ·ik). This bound is developed from (450) and is given in the following
theorem.
Corrollary 13 (CRB on Eigenvector Covariance). For Ŷ an unbiased estimator of Y ∈
B in the statistical model (337) the covariance cov(∆̂ · ik), where ∆̂ = exp−1Y Ŷ , satisfies
the matrix inequality
cov(∆̂ · ik) 
[
Y Tk Y⊥Mk
] [ F−1αα 0
0 F−1ββ
] [
Y Tk Y⊥Mk
]H
(451)
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where Tk and Mk are selection matrices defined below( (B.132) and (455)) and Fαα
and Fββ are as defined in theorem 10. At high SNR the r.h.s. simplifies resulting in the
inequality
cov(∆̂ · ii)  λi
K
[
p∑
k=1;k 6=i
λk
(λk − λi)2 sks
H
k +
N−p∑
k=1
σ2
(σ2 − λi)2 gkg
H
k ] (452)
Proof: (see B.1.4, outline of proof follows) The k-th column of ∆̂ can be expressed as
∆̂ · ik = Y Tkα + Y⊥Mkβ; k = 1 · · · p (453)
where Tk (N¯a × Na) and Mk ((N − p) × Nb) are selection matrices. For example for
p = 3, the T1 matrix is
T1 =
 0 0 0 0 0 0−1 i 0 0 0 0
0 0 −1 i 0 0
 (454)
and M2 is (N − p)×Nb
M2 =
[
X2 iX2
]
(455)
where X2 =
[
0 IN−p 0
]
.
The corresponding N ×N covariance matrix is
cov(∆ · ik) =
[
Y Tk Y⊥Mk
] [ Cαα Cβα
Cαβ Cββ
] [
Y Tk Y⊥Mk
]H
. (456)
Using the main result of theorem 10 expressed as (450) we have
cov(∆ · ik) 
[
Y Tk Y⊥Mk
] [ F−1αα 0
0 F−1ββ
] [
Y Tk Y⊥Mk
]H
. (457)
Substituting (439),(442) (439) for F−1αα and using (446) and (447) yields the high SNR
asymptotic result (452).
3.8 Constrained Basis Estimation
In many problems of interest the signal matrix H is constrained to some subsetM
of CN×p, that is H ∈ M ⊂ CN×p. When this is the case the set of N × p semi-unitary
matrices defined by the transformation (343), [Y,Λ] = eig(HPHH), will likewise be
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constrained to a submanifold of the basis manifold B . We assume this set to be a smooth
Riemannian totally geodesic submanifold which we denote as B¯ ⊂ B. The likelihood
function for the constrained problem, denoted L¯, has the same functional form as the
likelihood function for the unconstrained problem with a restriction on the functions
domain, that is
L¯(Y,Λ) ≡ L(Y,Λ); Y ∈ B¯, Λ ∈ D . (458)
The eigendecomposition of the true covariance HPHH defines a mapping between the
(H,P ) and (Y,Λ) parameterizations of likelihood function. Restricting the domain of
the general case mapping (344) we have
eig :M× Pp → B¯ ×D . (459)
The source correlation matrix P ∈ Pp is not constrained and because of this the
submanifold B¯ has the property that if Y ∈ B¯ then Y Q ∈ B¯ for any unitary Q. This
property is important in defining the tangent space for B¯ and is established in the fol-
lowing lemma.
Lemma 14. The submanifold B¯ defined as the image of mapping (459) has the property
that if Y ∈ B¯ then Y Q ∈ B¯ for any p× p unitary matrix Q.
Proof:
Let Y0 denote the matrix of left singular vectors of H = Y0D0V H0 for arbitrary
H ∈M. Let Q and Λ be defined by the eigendecomposition below
Q · Λ ·QH : = (D0V H0 PV0D0) (460)
The signal covariance Rs ≡ HPHH therefore can be expressed as
H · P ·HH = Y0Q · Λ ·QHY H0 . (461)
The eigenvector matrix of the signal covariance is therefore Y0Q. Note that Y0 depends
only on H while Q depends on both H and P through (460). Since the correlation
matrix P ∈ Pp is not constrained the q × q unitary matrix Q is likewise unconstrained.
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Since B¯ ⊂ B the submanifold tangent space at any point Y ∈ B¯ is a vector subspace
of full tangent space TY B, that is TY B¯ < TYB, so that
TY B = TY B¯ ⊕NY (462)
where NY ≡ (TY B¯)⊥.
As a result of the lemma the tangent space TY B¯ can be partitioned into a rotational
space and its complement in the same way as TY B. The rotational space of TY B¯ is
identical to that of TYB and is again denoted AY . The orthogonal complement of AY in
TY B¯ is denoted SY so that
TY B¯ = SY ⊕ AY . (463)
Using this expression in (462) the full tangent space of B can be expressed as
TY B = (SY ⊕ NY ) ⊕ AY . Comparing with (357) we see that the space of subspace
perturbations, BY , is decomposed as
BY = SY ⊕NY . (464)
Motion in theNY direction corresponds to subspace perturbations that leave the subman-
ifold, while motions in the SY and AY directions remain on the constraint submanifold
B¯. Motion in the AY corresponds to a rotation and motion in the SY direction corre-
sponds to a subspace perturbation. In remainder of this chapter we denote dimension of
SY as q, dim(SY ) = q so that dim(NY ) = Nb − q.
Let sk denote an orthonormal basis for SY and, as in the unconstrained case, let ak
denote an orthonormal basis for AY . Then with respect to this basis any tangent vector
∆ ∈ TY B¯ expands as
∆ =
Na∑
k=1
akα
k +
q∑
k=1
sks
k (465)
where s and α are the real components of the representation. The numerical form of the
basis vectors for SY is
sk = Y⊥Sk; k = 1 · · · q (466)
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where the Sk’s are appropriately chosen (N − p) × p complex matrices. The matrices
that define the spanning basis for SY vary from point to point on the submanifold and
are defined by the problem specifics (i.e., the submanifold definition).
3.8.1 Estimation on the Submanifold
Let Ŷ be an estimator for Y ∈ B¯ . The estimation error vector is defined by
∆̂ = exp−1Y Ŷ . This vector ∆ˆ ∈ TY B¯ = AY ⊕ SY may be expressed with respect to the
basis ak, sk at Y as
∆ˆ =
Na∑
k=1
akαˆ
k +
q∑
k=1
sksˆ
k . (467)
In this expression the basis vectors are fixed and the coefficients are the stochastic error
components αˆ = αˆ(Z) and sˆ = sˆ(Z). The error covariance, denoted C, is defined in
terms of these components as
C ≡
[
Cαα Csα
Cαs Css
]
(468)
where
Css = E[sˆsˆ
t], Cαα = E[αˆαˆ
t], Csα = E[sˆαˆ
t] (469)
(see (363) ).
3.8.2 Computing the constrained case FIM 1
Given an orthonormal basis for the partitioned space (463) the computation of the
FIM proceeds exactly as in the unconstrained case. Since the source of the constraint
in this problem is the signal matrix H , while the source correlation matrix P is uncon-
strained, there are no additional constraints on the rotations or the eigenvalues. The
associated submatrices of F¯ are therefore identical to those of the unconstrained prob-
lem, that is F¯αα = Fαα , F¯λλ = Fλλ , as given in theorem 10. Also since Fβα = 0 and
Fβλ = 0 in the unconstrained case it follows that Fsα = 0, Fsλ = 0. The full FIM for
the constrained case is denoted F¯ and has the general block form
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F¯ =
 Fαα 0 00 Fss 0
0 0 Fλλ .
 (470)
The q × q submatrix Fss with respect to the basis s (466) on SY is
Fss =
2K
σ2
Re(EHs ΛbbEs) (471)
where Es is the N¯b × q complex matrix defined by
Es ≡
[
vec(S1) · · · vec(Sq)
]
. (472)
In the parametrically defined submanifolds discussed in a following section, the pa-
rameterization defines B¯ and are the natural coordinates on B¯. The tangents to these
coordinate curves naturally define a basis for the tangent spaces SY . A basis defined in
this way is termed a natural coordinate basis.
Remark: The approach here uses an arbitrary but explicit basis (472) for the sub-
manifold tangent space. An intrinsic CRB on the geodesic distance can be alternately
computed using a projection onto the submanifold tangent space PS : BY → SY [1,
Theorem 2]. In this situation
tr(Css) ≥ tr((PSFββPS)+) . (473)
Of course, if an orthogonal basis for SY is available defined by the transformation Ts
then
Cββ = TsCssT
t
s (474)
tr(Cββ) = tr(TsCssT ts) = tr
(
CssT
t
sTs
)
= tr (Css) . (475)
Note that in this expression Cββ is the submanifold error as measured in the ambient
frame. See section A.12 for additional details on transformations.
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3.8.3 Constrained CRB
Ignoring curvature terms, as in the unconstrained case, the lower bound on the
subspace estimation accuracy is the given by the formula
ss ≥
√
trF−1ss . (476)
Example: Processing Gain due to Reduced Dimension The spaces BY and
SY < BY represent the subspace perturbation tangent spaces corresponding to B and
B¯ ⊂ B respectively. In the array processing estimation problems, the dimension of SY
is dim(SY ) = q = rMp, where M is physical array dimension (i.e. is M = 1 for
ULA, M = 2 for URA), p is the number of modes and r = 1 for harmonic signals (un-
damped exponentials) and r = 2 for damped exponentials. Denoting the SY space for
the damped and harmonic signal assumptions as SY ;damped and SY ;harmonic respectively,
and recalling that dim(BY ) = Nb = 2p(N − p), we have the dimension ratios
dim(BY )
dim(SY ;harmonic)
=
Nb
q
=
2(N − p)
M
(477)
and
dim(BY )
dim(SY ;damped)
=
(N − p)
M
. (478)
The dimension ratio between the two different constraint assumption is
dim(SY ;damped)
dim(SY ;harmonic)
=
2Mp
Mp
= 2 . (479)
The ratio of the unconstrained CRB to the constrained CRB gives the processing gain
realized by an optimal subspace estimator on B¯ ⊂ B relative to one that is optimal
subspace estimator on B, that is
Gain =
trF−1ββ
trF−1ss
. (480)
For benign signal conditions (e.g., widely spaced uncorrelated sources in DOA estima-
tion problems) this ratio is found to be equal to the dimension ratio given in (478), that
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is
Gain =
trF−1ββ
trF−1ss
≈ 2(N − p)
rM
. (481)
As is shown later, an estimator that is optimal for damped exponential modal model
(r = 2) will suffer 3 dB loss when applied to the harmonic signal model problem (r = 1)
consistent with (479).
3.9 Parametrically Constrained Problem
The computation of Fss (471) requires a basis for the submanifold tangent space
SY . In the important special case when the constraint defining the submanifold is due to
some underlying parameterization of the signal matrixH = H(θ), θ ∈ Rp, this basis can
be readily computed. The signal function H(θ) together with the eigendecomposition
of H(θ)PH(θ)H defines a mapping between the parameters (θ, P ) and (Y,Λ), given
explicitly by
[Y,Λ] = eig(H(θ) · P ·HH(θ)) . (482)
As in the general constrained case if Y ∈ B¯, then Y Q ∈ B¯. The submanifold B¯ is then
the collection of all N × p semi-unitary matrices of the form Y (θ)Q where Y (θ) is left
singular vector matrix of H(θ) for some θ ∈ Rp and Q is arbitrary p× p unitary.
3.9.1 Defining the Submanifold Tangent Space
Let θ0 =
[
θ10 · · · θq0
]
be arbitrary and let Y0 be the corresponding eigenvector
matrix of H(θ0)PH(θ0)H . Denote the kth coordinate curve in parameter space as
θ(k)(t) = θ0 + t · ek (483)
where ek is a q × 1 unit vector with 1 at the k-th location. The corresponding repre-
sentation of this curve in the extrinsic Y coordinates on B with origin at Y0 is given by
Y(k)(t) ≡ Y (θk(t)) where the function Y is defined by (482). This curve is in general
not a geodesic. The tangent vector to Y(k)(t) at Y0 at is denoted ∆(k) ∈ TY B¯ and is
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defined by
∆(k) =
dY(k)(t)
dt
|t=0 . (484)
The component of this vector corresponding to a subspace change is
s´k ≡ PB∆(k) = PB dY(k)(t)
dt
|t=0 (485)
where PB is the orthogonal projector onto BY . The set of q vectors generated from the
q coordinate curves in this way defines SY (and therefore is a basis for SY ). Since this
basis is derived from a set of natural coordinate curves it is called a natural coordinate
basis. In general this is not an orthonormal basis. An arbitrary vector ∆ ∈ SY expands
in this basis as
∆ =
p∑
k=1
s´kδθ
k . (486)
We have used the suggestive notation δθk to denote the components of ∆ with respect
to this natural coordinate basis.
3.9.2 Computing the Natural Coordinate Basis
To calculate the derivative (484) dY(k)(t)
dt
recall that the matrix Y (θ) is related to the
signal matrix H(θ) as Y (θ) = H(θ) · T (θ) where T (θ) is a non-singular p × p matrix
(T (θ) = H(θ)#Y (θ)). Suppressing the index k, the curve Y (θ(k)(t)) can therefore be
written as
Y (θ(t)) = H(θ(t)) · T (θ(t)) . (487)
The tangent vector to this curve at Y (θ0), θ0 = θ(0) is
∆ =
dH(θ(t))
dt
· T (θ(t)) +H(θ(t)) · dT (θ(t))
dt
(488)
where the derivatives are evaluated at t = 0.
A change in the parameter θ results in motion in both the SY (change in subspace)
and AY (pure rotation) directions. The component in SY is
PB∆ = PB
dH(θ(t))
dt
· T (θ(t)) (489)
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which follows since PBH = 0 (274). If θ(t) is a coordinate curve (483) then equation
(489) defines the kth natural coordinate basis vector in SY at Y . The set of vectors
generated in this way yields a basis for SY which have the general form
s´k = Y⊥S´k k = 1 · · · q (490)
where the (N − p)× p matrices S´k are defined using (489) with PB = Y⊥Y H⊥ as
S´k ≡ Y H⊥
dH(θ(k)(t))
dt
|t=0 · T (θ(k)(0)) . (491)
Remark A straight line in Rp, the θ parameter space, emanating from the fixed
point θ0 in the direction of the vector δθ is given by the following equivalent forms
θ(t) = θ0 + tδθ (492)
θ(t) =
[
θ10 + tδθ
1, · · · , θq0 + tδθq
]
. (493)
The value of θ(t) at t=1 is θ0 + δθ and δθ =
[
δθ1 · · · δθq
]
. The tangent to the
corresponding curve Y (θ(t)) is
dY (θ(t))
dt
=
p∑
k=1
∂Y
∂θk
δθk (494)
where we have used
δθ =
dθ(t)
dt
|t=0 . (495)
Recalling from elementary calculus (see section A.2.4) that the partial derivative of
Y (θ) with respect to θk is defined as
∂Y
∂θk
≡ dY (θ(k)(t))
dt
(496)
where θ(k)(t) is the coordinate curve (483), an alternate expression for the coordinate
basis vectors (485) is given by
s´k = PB
∂Y
∂θk
. (497)
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Let Y0 ∈ B¯ be the matrix corresponding to θ = θ0, let Y1 ∈ B¯ be an arbitrary point
near Y0, and let the difference vector be ∆ = exp−1Y0 Y1. The first order approximation of
expY0(∆) is
expY0(∆) ≈ Y0 + ∆ = Y0 + PB∆ + PA∆ . (498)
The term PB∆, which represents the change in the subspace, is an element of SY0 and
expands as
PB∆ =
p∑
k=1
s´ks´
k . (499)
The components s´k are found using a Gram-Schimdt procedure (with respect to the
inner product) and to first order s´k ≈ δθk. The value of the parameter θ corresponding
to Y1 is
θ1 ≈ θ0 + δθ . (500)
Note that for Y1 = Y0Q, that is Y1 is a pure rotation of Y0, the tangent vector ∆ ≡
exp−1Y0 Y1 is such that PB∆ = 0 so that δθ = 0.
3.9.3 Generate an Orthonormal Basis on SY from the natural coordinate basis
The computation of Fss is facilitated by using an orthonormal basis while the natu-
ral coordinate basis s´k developed above is useful when analyzing the underlying parame-
terization. An orthonormal basis may be formed from an appropriate linear combination
of natural coordinate basis vectors s´k in the usual way. Let sk be defined by
sk =
q∑
m=1
Jmk s´m, k = 1 · · · q (501)
or in formal matrix form as
[
s1 · · · sq
]
=
[
s´1 · · · s´q
]
J (502)
where J is a q × q real matrix.
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An arbitrary element ∆ ∈ SY may be represented with respect to these two sets of
basis vectors as
∆ =
q∑
k=1
sks
k =
q∑
k=1
s´ks´
k (503)
or in formal matrix form as
∆ =
[
s1 · · · sq
]
s =
[
s´1 · · · s´q
]
s´ . (504)
Noting (502) the components transform as
s´ = Js (505)
or equivalently s = J−1s´.
The transformation matrix J (Jacobian matrix) may be selected so that sk is an
orthonormal basis. The real orthogonalizing matrix J is computed from the basis repre-
sentations in the usual vector space way. Let the numerical representation of the basis
vectors sk and s´k be expressed as
sk = Y⊥Sk; k = 1 · · · q (506)
s´k = Y⊥S´k; k = 1 · · · q (507)
where S´k is given and Sk is to be determined. The transformation (501) may then be
expressed as
Sk =
q∑
m=1
JkmS´m; k = 1 · · · q (508)
or alternatively in matrix form as
Es = Es´J (509)
where Es and Es´ are formed by vectorizing the set of matrices Sk and S´m, that is
Es´ =
[
vec(S´1) · · · vec(S´q)
]
. (510)
The real q × q orthogonalizing matrix J is then (see section A.10)
J = Re(EHs´ Es´)
− 1
2 . (511)
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Using this transformation, estimates and bounds computed with respect to one
coordinate frame may be transformed to the alternate frame, which may have a more
meaningful interpretation. Since Fss (471) is a tensor quantity it obeys the tensor trans-
formation rules, that is
Fs´s´ = J
−1 · Fs´s´ · J−t (512)
or equivalently
Fss = J · Fs´s´ · Jt . (513)
As noted in [2] “because the Jacobian determines how coordinate transformations ef-
fect accuracy bounds, it is sometimes called a sensitivity matrix.” This effect on error
measures is explored in section 5.2.4.
3.9.4 Modal Forms
The above expressions (491) for the basis vectors on SY take a simple form when
the signal matrix H(θ) has a modal form. We first develop the 1-parameter per mode
case (r = 1,M = 1 so that q ≡ r ·M · p = p),
H(θ) =
[
h(θ1) · · · h(θp)
]
(514)
before addressing the general case. For convenience we define the N × p matrix of
derivatives as
D(θ) =
[
d1 · · · dp
]
(515)
where dk = d(θk) ≡ dh(θ)dθ |θ=θk .
The k-th column of the derivative matrix D(θ) corresponds to dH(θ(k)(t))
dt
. Noting
(483) and the modal form (514) this derivative is
dH(θ(k)(t))
dt
= [0, · · · , 0, dk, 0, · · · 0] = D(θ) · Jkk . (516)
In this expression Jkk is the p× p matrix selection matrix defined by
Jkk = (ek ⊗ etk) (517)
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where ek is a p × 1 unit vector with 1 at the k-th location. Jkk thus has 1 at the k-th
diagonal location and zeros elsewhere.
Substituting (516) into (491) yields the modal form for the S´k matrix, appearing in
the basis vector s´k = Y⊥S´k, as
S´k = Y
H
⊥ D(θ)Jkk · T (θ) . (518)
Suppressing the arguments, using the matrix identity vec(ABC) = (Ct ⊗ A)vec(B)
and noting (510), yields
Es´(:, k) = vec(S´k) = (T
t ⊗ Y H⊥ ·D)jkk (519)
where jkk = vec(Jkk). The complete Es´ matrix (510) may then be written as
Es´ = (T
t ⊗ Y H⊥ ·D)G (520)
whereG is a p2×p real matrix whose columns are the vectorized p×p selection matrices
Jkk, that is
G ≡
[
j11 · · · jpp
]
≡
[
vec(J11) · · · vec(Jpp)
]
. (521)
The factor (T t ⊗ Y H⊥ ·D) is N¯b × p2 so that Es´ is N¯b × p, where N¯b = p(N − p).
Example: For p = 2 the individual selection matrices are
J11 =
[
1 0
0 0
]
, J22 =
[
0 0
0 1
]
(522)
so that
G =
[
vec(J11) vec(J22)
]
=

1 0
0 0
0 0
0 1
 . (523)
Lemma 15 ( Orthogonalizing Matrix J, for 1-Dimensional case, q = p). For the modal
case the p× p orthogonalizing matrix J (511) is
J = Re((DHP⊥D) (HHH)−1)− 12 (524)
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where P⊥ ≡ Y⊥Y H⊥
Proof: (see B.1.5)
To bring the Fss matrix into the desired form we use the following identity which
relates the diagonal matrix ΛOPT (418) appearing in general FIM definition (471) to the
matrix Ps ≡ (P · HH · R−1 · H · P ) which appears later in the parameter space FIM
definition (533) (see also [6]).
Lemma 16. Equivalence of Forms [5, eqn. 75]
Let Y ΛsY H = HPHH (340) and let be T be the p×p non-singular matrix defined
by
Y = HT. (525)
Define the p× p matrix
Ps ≡ (P ·HH ·R−1 ·H · P ) (526)
where R = HPHH + σ2I . Then
Ps = TΛOPTT
H (527)
where ΛOPT is given by (419).
Proof: (Appendix B.1.7 )
The FIM subspace block matrix Fss for the modal case is found using (527) and
(520) in the general case definition, (471), and is recorded in the following theorem.
The proof is a straightforward algebraic manipulation that makes use of (509),(520),
and (511).
Theorem 17 ( FIM subspace block matrix Fss Modal Case). Let Es = Es´J (509) where
Es´ is defined by (520). Then the Fss matrix (471) with respect to this basis is
Fss =
2K
σ2
· JRe
(
(DHP⊥D) Ps
)
Jt (528)
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where J and Ps are defined by (524) and (526) respectively.
Proof:(Appendix B.1.8)
The inverse of (528) is
F−1ss = J
−1(Re(
σ2
2K
(DHP⊥D) Ps))−1J−t . (529)
Substituting (529) into (476) the lower bound on subspace estimation accuracy is the
given by the formula
ss ≥
√
σ2
2K
tr(((DHP⊥D) Ps)−1 · J−2) (530)
Using (524) J−2 evaluates to
J−2 = (DHP⊥D) (HHH)−1 . (531)
Coordinate Transformation of the subspace FIM
The subspace FIM with respect to the natural coordinate basis, denoted Fs´s´, may
be found via the transformation of Fss as (513). Using (528) and (513) yields
Fs´s´ =
2K
σ2
Re((DHP⊥D) Ps)) . (532)
The inverse FIM is
F−1s´s´ =
σ2
2K
Re((DHP⊥D) Ps)−1 (533)
and the bound on the estimation error covariance is
Cs´s´  F−1s´s´ . (534)
The bound on the error variance is
trCs´s´ > trF−1s´s´ . (535)
Recalling that ∆ =
∑q
k=1 s´kδθ
k, that is, the components of the tangent vector represent
the error in the parameter estimates, we have
Cs´s´ = Cθθ = E[(θˆ − θ)(θˆ − θ)t] (536)
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and
trCs´s´ = trCθθ =
p∑
k=1
E[(θˆk − θk)2] . (537)
The inverse FIM in (533) is recognized as the asymptotic (for K >> 0) covariance
matrix of the unconditional maximum likelihood (UML) estimate as given in [6]. Of
course, the FIM could first be computed with respect to the natural coordinate basis
(520) directly from (471) and then transformed into the orthonormal coordinates.
Generalization to Higher Dimensions: Modal Model
The above results were developed for the one parameter per mode case. These
result can be generalized to the M¯ = r·M parameters per mode case in a straightforward
way. In array processing applications M denotes the geometric dimension of the array
and r = 1 for undamped exponentials and r = 2 damped exponentials.
In this general case the dimension of the SY tangent space is q = r ·M · p where p
is the number of modes. In the 1-dimensional array problem M = 1 and for the damped
exponential signal model (shift invariant model) there are 2-parameters per mode, r = 2
so that q = 2p. In the 2-dimensional array case, M = 2, for the undamped exponential
model r = 1 so that q = 2p, In the damped exponential model, r = 2, so that for the
2-dimensional array case q = 4p.
In the general case we denote the collection of q = rMp parameters as
θ =
[
θ1 · · · θrM
]
(538)
where θk is the p-tuple for the k th parameter type
θk =
[
θ1k · · · θpk
]
; k = 1 · · · rM . (539)
The corresponding signal function for p modes is the N × p complex matrix
H(θ) = H(θ1, · · · , θrM) =
[
h(θ11, · · · , θ1rM), · · · h(θp1, · · · , θprM)
]
. (540)
119
Thus each mode h(:) is defined by r ·M parameters. The derivative matrix is the N × q
complex matrix
D =
[
D1 · · ·DrM
]
(541)
where Dm is an N × p complex matrix given by
Dm =
[
dm,1 · · · dm,p
]
, (542)
and
dm,k ≡ ∂h
∂θkm
. (543)
The m; k-th column of the derivative matrix D(θ) corresponds to dH(θ(m;k)(t))
dt
and is
dH
(
θ(m;k)(t)
)
dt
= [0, · · · , 0, dm,k, 0, · · · 0] = D(θ) · Jmkk (544)
where Jmkk is a q × p selection matrix given by
Jmkk = im ⊗ Jkk; m = 1 · · · rM k = 1 · · · , p . (545)
In this expression, Jkk is the p×p selection matrix given by (517) and im is rM×1
unit vector with 1 at the m-th location (zeros elsewhere). Then the multi-dimensional
extension of (518) is
S´l = S´m;k = Y
H
⊥ DJmkkT (546)
and so
Es´(:, l) = vec(S´l) = (T
t ⊗ Y H⊥ D)vec(Jmkk) (547)
where the index l is given by l = m+ k.
The p-columns of the matrix Es´ corresponding to the m th parameter vector θm
(539) are [
vec(S´m;1) . . . vec(S´m;p)
]
= (T t ⊗ Y H⊥ D)Gm (548)
where Gm is the qp× p
Gm =
[
vec(Jm11) . . . vec(Jmpp)
]
. (549)
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Concatenating rM such matrices of this form gives the complete Es´ matrix of size
(N¯b × q) as
Es´ =
[
(T t ⊗ Y H⊥ D)G1, . . . , (T t ⊗ Y H⊥ D)GrM
]
(550)
or equivalently
Es´ = (T
t ⊗ Y H⊥ D)G (551)
where
G =
[
G1 . . . GrM
]
. (552)
Note that Es´ is N¯b × q since the factor (T t ⊗ Y H⊥ D) is (N¯b × qp) and
[
G1 . . . GM
]
is qp× q.
Example:2-Dimensional Array Harmonic Signals In this case r = 1,M = 2 so
that there are 2-parameters per mode and for p modes q = 2p. The modal signal matrix
has the functional form
H(θ) = H(θh, θv) =
[
h(θ1h, θ
1
v), · · · h(θph, θpv)
]
. (553)
In this expression we used the suggestive notation m = h, v for the parameter index
(i.e.,h =horizontal, v =vertical). The derivative matrix (541) is N × 2p
D =
[
Dh, Dv
]
(554)
where
Dh =
[
dh,1 · · · dh,p
]
(555)
Dv =
[
dv,1 · · · dv,p
]
(556)
and dh,k ≡ ∂h∂θh , dv,k ≡ ∂h∂θv are derivatives evaluated at (θkh, θkv). The two sets of selection
matrices corresponding to the D1 = Dh and D2 = Dv matrices are each N × p. For this
M¯ = rM = 2 parameter per mode examples the G matrix (552) has the form
G =
[
G1 G2
]
(557)
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where
Gm =
[
vec(Jm11) vec(Jm22)
]
;m = 1, 2 (558)
and the 2p× p selection matrices (545) are
J1kk = i1 ⊗ Jkk =
[
Jkk
0p×p
]
; k = 1 · · · p (559)
and
J2kk = i2 ⊗ Jkk =
[
0p×p
Jkk
]
; k = 1 · · · p . (560)
For 2 source signals, that is p = 2 we have N¯b = 2(N − 2) and q = 4. The Dh, Dv
in (564) are each N × 2
Dh =
[
Dh;1 Dh;2
]
, Dv =
[
Dv;1 Dv;2
]
(561)
so that D is N × 4.
The two Jikk selection matrices are each 4×2 so that vec(Jikk) is 8×1. The matrix
G (557) formed from 4 such selection matrices is therefore 8× 4 and given by
G =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

. (562)
The N¯b × q matrix Es´ for this choice of M, p and r case is (2(N − 2) × 4). The
factor (T t ⊗ Y H⊥ D) is (2(N − 2)× 8) so that the product (T t ⊗ Y H⊥ D)G which defines
Es´ (551) is (2(N − 2)× 4) and so is dimensionally correct.
Example: 2-Dimensional Damped Exponentials Signals. In this example we
add horizontal and vertical damping parameters to the previous case so that r = 2 and
there are 4-parameters per mode, (M¯ = rM = 4). (This signal model is of interest
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since on a uniformly spaced 2-D array such signals are shift-invariant). In this situation
the modal signal matrix has the functional form
H(θ) = H(θh, θv, ρh, ρv) =
[
h(θ1h, θ
1
v, ρ
1
h, ρ
1
v), · · · h(θph, θpv, ρph, ρpv)
]
(563)
and the N × 4p derivative matrix D has the form
D =
[
Dθh , Dθv , Dρh , Dρv
]
(564)
where each of the 4 submatrices appearing above are N × p.
Pertinent Signal Models Summary The parameters for some pertinent signal
model cases are listed in the table below. The last column in the table gives the dimen-
sion of the space SY , the space of subspace perturbations corresponding to the constraint
submanifold. Recall that the SY < BY , whereBY is the space of subspace perturbations
for the parent manifold; dim(BY ) = Nb = 2p(N − p).
Table 2. Dimension of SY for M = 1, 2 dimensional Arrays, Undamped (r = 1) and
Damped (r = 2) exponential signals
Data Model Derivative Matrix Form parameters per mode (M¯ = r ·M ) dim (SY )
1 dim undamped Exp [Dθ] 1 p
1 dim damped Exp
[
Dθ Dρ
]
2 2p
2 dim undamped Exp
[
Dθh Dθv
]
2 2p
2 dim damped Exp [Dθh , Dρh , Dθh , Dρh ] 4 4p
Generalization to Higher Dimensions: FIM and CRB
Lemma 18 (Orthogonalizing Matrix J for M¯ > 1 case). For the matrix Es´ given by
(551) the following equality holds
Re(EHs´ Es´) = Re((D
HP⊥D)G(M)) (565)
where
G(M) ≡ (1M ⊗ 1tM)⊗ (HHH)−1; k = 1 · q (566)
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and where 1M is a M × 1 column vector of all 1s.
Proof:
The real symmetric q × q orthogonalizing matrix J is
J = (Re(DHP⊥D)X(M¯)) 12 (567)
where XM¯ is q × q given by
XM¯ = (1M¯ ⊗ 1tM¯)⊗ (HHH)−1 (568)
and where 1M¯ is an M¯ × 1 column vector of all ones (M¯ = rM ).
Proof: Appendix B.1.6
Remark: For the case of the harmonic signals (r = 1) on a 1 dimensional array
M= 1, M¯ =1 and (1M¯ ⊗ 1tM¯) reduces to the scalar 1 so the previous result for the
orthogonalizing matrix given by (511) is recovered.
The multidimensional M¯ > 1 generalizations of formulas for Fss (528) and Fs´s´
(532) are given in the following theorem.
Theorem 19 (FIM subspace block matrix Fss Modal Case, M¯ > 1). The subspace block
of the FIM with respect to the natural coordinate basis is
Fs´s´ = Re(
2K
σ2
(DHP⊥D) P (M¯)s ) (569)
where
P (M¯)s = Ps ⊗ (1M¯ ⊗ 1tM¯) (570)
and Ps is given by (526) or (527). The subspace block of the FIM w.r.t the orthonormal
basis is
Fss = JRe
(
2K
σ2
(DHP⊥D) P (M¯)s
)
Jt . (571)
where J is given by (567)
Proof: B.1.9
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Intrinsic CRB on subspace estimation accuracy
The lower bound on subspace estimation accuracy is the given by the formula
SS >
√
trF−1ss (572)
where
trF−1ss =
σ2
2K
tr(((DHP⊥D) P (M)s )−1 · J−2) (573)
and from (567)
J−2 = ((DHP⊥D)X(M¯))−1 . (574)
CRB on the parameter θ
Following the discussion for the 1-dimensional case, the estimation error covari-
ance Cθθ satisfies the CRB matrix inequality
Cθθ  F−1s´s´ =
σ2
2K
Re((DHP⊥D) P (M¯)s )−1 (575)
where the right hand side is inverse of Fs´s´ (569) and
Cs´s´ = Cθθ = E[(θˆ − θ)(θˆ − θ)t] . (576)
This is recognized as the asymptotic (forK  0) covariance matrix of the unconditional
maximum likelihood (UML) estimate as given in [6]. The error variance is therefore
bounded as
trCs´s´ = trCθθ > tr(
σ2
2K
Re((DHP⊥D) P (M¯)s )−1) . (577)
The variance trCθθ is equivalent to
trCθθ =
p∑
k=1
M¯∑
j=1
E[(θˆk(j) − θk(j))2] . (578)
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CHAPTER 4
Maximum Likelihood Estimator
The log likelihood function (ignoring constants) for the stochastic complex linear
model introduced in chapter 3 is
L(Y,Λ, σ2; R˜) = −K(tr(R−1R˜) + log detR) (579)
where the parameters Y,Λ, σ2 appear in the function as the model covariance
R = R(Y,Λ, σ2) = Y ΛsY
H + σ2I = Y ΛY H + σ2Y⊥Y H⊥ (580)
where
Λ ≡ Λs + σ2I . (581)
The data Z ≡ [z1, · · · zk] is compressed in the SCM, denoted by R˜ = K−1ZZH , which
has the eigen decomposition
R˜ = Y˜sΛ˜sY˜
H
s + Y˜⊥Λ˜oY˜
H
⊥ (582)
where Λ˜s is p × p and Λ˜o is (N − p) × (N − p). The same symbol “R” is used for
both the SCM as “R˜” and for a model covariance (580) expressed as a function of the
unknown parameters Y,Λ, σ2.
The MLE estimates of σ2 and Λ are given in terms of the components of the SCM
(582) as
σˆ2 =
1
N − p tr(Λ˜o) (583)
Λˆ = Λ˜s − σˆ2I (584)
In the remainder of the discussion we consider the compressed likelihood function de-
fined as L(Y ; R˜) ≡ L(Y,Λ = Λˆ, σ2 = σˆ2; R˜).
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Let α, β denote a normal coordinate system generated by the partitioned basis
(ak,bk) with its origin at an arbitrary point Y ∈ B. The arbitrary tangent vector ∆
expands as
∆(α, β) ≡
Na∑
k=1
akα
k +
Na∑
k=1
bkβ
k . (585)
The transformation to extrinsic coordinates is Y (α, β) = expY ∆(α, β). Under this
coordinate transformation, or change of variables, a function L defined on B in the
extrinsic Y coordinates as L(Y ) becomes
L(α, β) ≡ L(Y (α, β)) (586)
where Y = Y (α, β) expresses the coordinate transformation.
The partial derivative ∂L
∂(αk)
is defined as the directional derivative in the direction
specified by the coordinate basis vector ak = Y⊥Ak. The partial derivative ∂L∂(βk) is
defined in a similar way. The following lemma first records the form of the directional
derivative for an arbitrary direction specified by the tangent vector
∆ = Y A+ Y⊥B (587)
and then computes the desired coordinate partials using the appropriate choices for A
and B.
Lemma 20 ( First Directional Derivative). The directional derivative of the function L
(579) in direction of the arbitrary tangent vector ∆ = Y A+ Y⊥B is
∇L[∆] = dL(Y (t))
dt
|t=0 = −K · tr(δR1(A,B)R˜R−1(I − R˜R−1)) (588)
where
δR1(A,B) = Y AΛˆY
H + Y ΛˆAHY H + Y⊥BΛˆY H + Y ΛˆBHY H⊥ . (589)
For ∆ = bk = Y⊥Bk, a basis vector for BY , this evaluates to
∂L
∂βk
= ∇L[bk] = σ−22tr(Re(ΛˆΛ˜−1s Y HR˜Y⊥Bk)); k = 1 · · ·Nb . (590)
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For ∆ = ak = Y Ak,a basis vector for AY , this evaluates to
∂L
∂(αk)
≡ ∇L[ak] = tr(Y (Λ˜−1s AΛˆΛ˜−1s + Λ˜−1s ΛˆAHΛ˜−1s )Y HR˜) k = 1 · · ·Na . (591)
Proof: (see appendix C.1)
The ML estimate of Y ∈ B is defined as
Ŷ = max
Y ∈B¯
L(Y ; R˜) . (592)
At this value the partials (590) and (591) vanish; the Y ∈ B satisfying this simultaneous
set of equations is recorded in the following theorem.
Theorem 21 (Unconstrained Maximum Likelihood Basis Estimate). A necessary con-
dition for the point Y to be an extremal of L is that partial derivatives w.r.t. (α, β)
vanish, that is
∂L
∂(αk)
= 0; k = 1 · · ·Na (593)
and
∂L
∂(βk)
= 0; k = 1 · · ·Nb . (594)
The solution to this set of equations that maximizes the value of the L is given by
Ŷ = Y˜s . (595)
Proof: (see appendix C.2)
Recall that the equivalence relation on the basis manifold is Y ∼ Y ΛQ where ΛQ
is an arbitrary unitary diagonal matrix. Therefore the numerical equivalence class of
ML estimates is the set Ŷ ΛQ, ΛQ arbitrary unitary diagonal. In numerical applications
one representative of the class must be selected and the choice used in what follows is
Ŷ = Y˜s, the principal eigenvectors given by EVD of the SCM (582).
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The model covariance function R (580) evaluated at the MLE parameter values is
denoted R̂ and is given by
R̂ = R(Y = Y˜ ,Λ = Λˆ, σ2 = σˆ2) = Y˜ Λ˜sY˜
H + σˆ2(I − Y˜ Y˜ H) (596)
and the inverse is
R̂−1 = Y˜ Λ˜−1s Y˜
H + σˆ−2(I − Y˜ Y˜ H) . (597)
Using this form the product R̂−1R˜ which appears in the ML function definition when
evaluated at the MLE is
R̂−1R˜ = Y˜ Y˜ H + σˆ−2(I − Y˜ Y˜ H)(Y˜⊥Λ˜oY˜ H⊥ ) (598)
= Y˜ Y˜ H + σˆ−2Y˜⊥Λ˜oY˜ H⊥ (599)
= I − Y˜⊥Y˜ H⊥ + σˆ−2Y˜⊥Λ˜oY˜ H⊥ (600)
or
R̂−1R˜ = I + (Y˜⊥δΛ˜oY˜ H⊥ ) (601)
where
δΛ˜o = (Λ˜o − σˆ2IN−p)/σˆ2 . (602)
Using this expression for R̂−1R˜ the value of the function at the ML estimates is
L(R˜; Ŷ , Λ̂, σ̂2) = −K(tr(I + Y˜⊥δΛ˜oY˜ H⊥ ) + log
∏
k=1
Λ˜s;k − (N − p)log(σ˜2)) (603)
= −K((N + tr(Y˜⊥δΛ˜oY˜ H⊥ ) + log
∏
k=1
Λ˜s;k − (N − p)log(σ˜2)) . (604)
4.1 Approximating the compressed likelihood function near Y˜
In this section we consider the compressed log-likelihood function as L(Y ) ≡
L(Y ; Λ̂, R˜). We develop a 2nd order approximation to L(Y ) in a neighborhood of the
unconstrained MLE Y˜ ∈ B. Let ∆ ∈ TY˜ B be an arbitrary unit length tangent vector
and let Y (t) be the corresponding geodesic curve emanating from Y˜ given by Y (t) =
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expY˜ (t∆). The value of the log likelihood function on this curve is denoted L(Y (t)) .
The Taylor series expansion of L(Y (t)) is
L(Y (t)) = L(Y (0)) + t
dL(Y (0))
dt
+
1
2
t2
d2L(Y (0))
dt2
+ h.o.t (605)
where Y (0) = Y˜ . At the MLE the first derivative dL(Y (0))
dt
vanishes by definition.
The component sub-matrices of the 2nd covariant differential ∇2L with respect to
this basis are given by the ordinary Hessian of L(α, β) in block form by
[
∇2L
]
=
[
Lαα Lαβ
Lβα Lββ
]
(606)
(see section 3.6). For the log likelihood function (579) the component matrices Lββ and
Lαβ are as given in the following lemma.
Lemma 22. The component sub-matrices Lββ and Lαβ in (606) are given by
Lββ = Re(EHb LbbEb) (607)
where
Lbb ≡ 2K
σ˜2
Λ˜bb (608)
and where Λ˜bb is real the N¯b × N¯b diagonal matrix
Λ˜bb ≡ (Λ˜OPT ⊗ (IN−p + δΛ˜o)) (609)
and Λ˜OPT = Λ˜2(Λ˜− σˆ2I)−1 with δΛ˜o given by (602).
The mixed derivative submatrix is identically zero
Lαβ = 0. (610)
For the standard basis on BY˜ , the basis matrix given by (425), the matrix Lββ (607)
simplifies to
Lββ = I2 ⊗ Lbb = 2K
σ˜2
[
Λ˜bb 0
0 Λ˜bb
]
. (611)
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Proof: Appendix
The second directional derivative in the direction ∆ = Y A+ Y⊥B is
d2L(t)
dt2
= −Ktr((δR1(A,B)R−1)2(R˜R−1 − 1
2
I)) (612)
and using (601)
(R˜R−1 − 1
2
I) =
1
2
I + (Y˜⊥δΛ˜oY˜ H⊥ ) . (613)
(612) is
d2L(t)
dt2
= −K
(
1
2
tr
(
(δR1(A,B)R
−1)2
)
+ tr
(
(δR1(A,B)R
−1)2(Y˜⊥δΛ˜oY˜ H⊥ )
))
.
(614)
To compute the desired derivative recall (410) and (B.81), that is
(δR1(0, B)R
−1)2 = σ−2Y⊥BΛΛ−1s ΛB
HY H⊥ + σ
−2Y ΛBHBΛΛ−1s Y
H . (615)
Using this, the second term in (614) is
tr
(
(δR1(0, B)R
−1)2
(
Y˜⊥δΛ˜oY˜ H⊥
))
= σ−2tr
(
Y⊥BΛOPTBHδΛ˜oY˜ H⊥
)
(616)
= σ−2tr
(
ΛOPTB
HδΛ˜oB
)
(617)
where ΛOPT ≡ ΛΛ−1s Λ = Λ−1s Λ2. Evaluating the first term in a similar way and
summing the two terms yields
[Lββ]kk =
2K
σ2
Re
(
tr(ΛOPTBHk Bk) + tr(ΛOPTB
H
k δΛ˜oBk)
)
; k = 1 · · ·Nb . (618)
Applying the matrix identity B.1.10 the second term is
tr(ΛOPTBHδΛ˜oB) = bH(ΛOPT ⊗ IN−p)(Ip ⊗ δΛ˜o)b = bH(ΛOPT ⊗ δΛ˜o)b (619)
and the first term is
tr(ΛOPTBHB) = bH(ΛOPT ⊗ IN−p)b . (620)
Replacing the B by Bk and substituting (619) and (620) into (618) yields the desired
result
Lββ =
2K
σ2
Re
(
Eb
(
ΛOPT ⊗ (IN−p + δΛ˜o)
)
Eb
)
(621)
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The second order term in the Taylor expansion (605) may be written as
t2
d2L(Y (0))
dt2
= t2[αtβt]
[
Lαα Lαβ
Lβα Lββ
] [
α
β
]
(622)
Using the above quadratic expression and Lαβ = 0 the form (605) is
L(Y (t)) = L(tα, tβ) = L(0, 0) + t2(βtLβββ + α
tLααα) + h.o.t. (623)
where we have used the notation L(tα, tβ) = L(Y (t)) to represent L(Y (t)) in the (α, β)
normal coordinates. Absorbing the parameter t into the components(α, β) a 2nd order
expression for the likelihood function in the neighborhood of Y˜ is
L(α, β) = L(0, 0) + βtLβββ + α
tLααα . (624)
Note that the origin of (α, β) coordinate system corresponds to Y˜ .
Partitioning the real Nb-tuple β as β =
[
βR
βI
]
and using (607), the quadratic form
βtLβββ is
βtLβββ = Re
((
βtRLbbβR + β
t
ILbbβI
)
+ i ·
(
βtILbbβR + β
t
RLbbβI
))
. (625)
Defining the complex vector b ≡ βR + i · βI this becomes
βtLβββ = Re
(
bHLbbb
)
(626)
or
βtLβββ =
2K
σ˜2
Re
(
bHΛ˜bbb
)
. (627)
4.1.1 Constrained MLE Criterion Function
In the constrained problem the log likelihood function has the same form as in the
unconstrained case but with a restriction on the domain. In this problem the set of N×p
semi-unitary matrices Y is restricted to a lower dimensional submanifold, denoted B¯, of
the full basis manifold B.
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The constrained MLE of Y is then defined by
Ŷ = max
Y ∈B¯
L(Y ) . (628)
The membership constraint condition Y ∈ B¯ can be stated in terms of the exponential
map based at the unconstrained MLE, Y˜ , as expY˜ ∆ ∈ B¯ where and ∆ ∈ TY˜ B. The set
of tangent vectors at Y˜ that satisfy this constraint is denoted VY˜
VY˜ = {∆ ∈ TY˜ B such that expY˜ ∆ ∈ B¯} . (629)
Using the quadratic approximation of the likelihood function (624) and representing
∆ = ∆(α, β) as (585) the quadratic ML criterion is
(αˆ, βˆ) = min
α,β
(βtLβββ + α
tLααα) subject to ∆(α, β) ∈ VY˜ . (630)
Let Y ∈ B¯ be an arbitrary point near Y˜ . Suppose that the corresponding tan-
gent vector is ∆ = exp−1
Y˜
Y and that the components of ∆ are (α, β) so that Y =
expY˜ ∆(α, β). Following the discussion in section 2.3.2 we have
Y ≡ expY˜ ∆ (α, β) ≈ expY˜ ∆ (0, β)Q1 (631)
where the matrix Q1 can be expressed as Q1 = exp
(∑
akα
k
)
. Recall from lemma 14
that if Y ∈ B¯, it is also the case that Y Q ∈ B¯ for Q an arbitrary p × p unitary matrix.
As a result
∆(α, β) ∈ VY˜ , for all α. (632)
Since both terms in (630) are positive definite this expression is minimized by
choosing the free parameter α = 0. Using this result the quadratic criterion (630) can
be expressed in terms of the parameter β alone as
βˆ = min
β
(
βtLβββ
)
subject to ∆(0, β) ∈ V¯Y˜ (633)
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where the set of tangent vectors V¯Y˜ ⊂ VY˜ is defined as
V¯Y˜ = {∆ ∈ BY˜ such that expY˜ ∆ ∈ B¯} . (634)
Since elements of the space BY˜ have the general numerical representation
∆ = Y˜⊥B (635)
where B is an (N − p)× p complex matrix, the set V¯Y˜ (641) can be defined in terms of
complex N¯b-tuple b ≡ vec(B) as
V¯Y˜ ≡ {b ∈ CN¯b such that expY˜ ∆ ∈ B¯ where ∆ = Y˜⊥mat(b)} . (636)
The constrained MLE form (633) can then be restated as in terms of complex N¯b-tuple
b using (A.265) as
bˆ = min
b
Re
(
bHΛ˜bbb
)
subject to b ∈ V¯Y˜ . (637)
4.2 Solution to the Constraint MLE criterion using an S-N Frame
For any Y0 ∈ B¯ the full tangent space BY0 , the space corresponding to subspace
perturbations, is naturally partitioned as BY0 = SY0 ⊕ NY0 , where SY0 is the space
tangent to B¯ and NY0 is the orthogonal complement in BY0 (see figure 7). Using parallel
translation, a similarly partitioned basis for BY˜ at the unconstrained MLE Y˜ may be
formed. Using this S-N frame an alternate form of the MLE criterion (637) is developed.
After developing this form we consider a new solution method when the submanifold is
defined by a shift-invariant constraint condition.
Constraint Submanifold using an S-N Frame: Examples
Before considering the full problem on the Basis manifold we discuss an example
set in a 3-dimensional Euclidean space with the primary objective of illuminating the
submanifold membership constraint condition (636). In order to make the ideas more
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easily transferable we denote this Euclidan space by B and generic points in the space
by the symbol Y . The submanifold of interest, denoted B¯, is a two-dimensional plane
surface.
Consider a point Y0 ∈ B¯ and let n be normal to B¯ and let a and s be an orthogonal
pair tangent to B¯. Define the 2-dimensional space spanned by n and s as BY0 and the
1-dimensional space spanned by a asAY0 (the full 3-dimensional tangent space, denoted
TY0B is then TY0B = AY0 ⊕BY0).
Let Y˜ denote a point not on submanifold B¯ that lies in plane defined by BY0 . The
submanifold membership condition Y ∈ B¯ can be stated in terms of Y˜ and the dis-
placement vector ∆ as (Y˜ + ∆) ∈ B¯. The set of vectors ∆ that satisfy this condition is
denoted V¯ and is defined as
V¯Y˜ = {∆ ∈ BY˜ such that (Y˜ + ∆) ∈ B¯} (638)
(compare to (634)).
By translating the set of basis vectors a, s,n from Y0 to Y˜ we establish a basis for
the vector space BY˜ . Since the space is flat these vectors can be translated to the point
Y˜ in the usual rigid way (i.e.; no rotations). Representing ∆ with respect to this basis
creates a new coordinate system with origin at Y˜ .
The vector with head at Y˜ and tail at Y0 is given by ∆˜ = (Y0 − Y˜ ). Since by
construction Y0 and Y˜ lie in the same BY0 plane this vector can be represented in the
S-N basis for BY˜ as ∆ = ss0 + nnˆ, where
nˆ = 〈∆˜,n〉 , (639)
s0 = 〈∆˜, s〉 . (640)
The 3-tuple (α = 0, s = s0, n = nˆ) are the normal coordinates of Y0 with respect to the
given basis with origin at Y˜ .
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Figure 7. Geometry of the Constraint Submanifold in this example at 2-D plane.
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Since, by construction, s at Y˜ is parallel to the plane B¯, elements in the set V¯Y˜ are
given by
∆ = ss+ nnˆ (641)
where nˆ is given by (639) and s is a free parameter.
If Ŷ ∈ B¯ then Ŷ = Y˜ + (ssˆ + nnˆ) for nˆ fixed and s chosen appropriately. The
components (0, sˆ, nˆ) are the normal coordinates of Ŷ with respect to the s,n basis at Y˜ .
The point Ŷ can, of course, also be expressed in terms of a coordinate system at with
origin Y0. Referenced to Y0 the coordinates of Ŷ are (0, sˆ− s0, 0).
The distance between Y˜ and Y is equal to the length of the tangent vector ∆ and,
for the s,n basis, we have
distB(Y˜ , Y ) = ‖∆‖ =
√
‖s‖2 + ‖nˆ‖2 . (642)
From this expression it is evident that the point of B¯ nearest to Y˜ , denoted YMD where
the subscript stands for minimum distance, has normal coordinates (0, bˆ) so that
YMD = Y˜ + (nnˆ) . (643)
Constraint Submanifold using an S-N Frame: Basis Manifold
The development of the submanifold membership condition for the manifold case
proceeds in same way outlined above with a few modifications. Recall that for any point
Y0 ∈ B¯, the tangent space BY0 of the ambient manifold B partitions as
BY0 = SY0 ⊕NY0 (644)
where NY0 is normal to the submanifold tangent plane TY0B¯ = AY0 ⊕ SY0 . Let sk and
nk be an orthonormal basis set for SY0 and NY0 , respectively.
In the Euclidean space example this basis defined at Y0 was translated in the usual
parallel way to form a basis for the tangent space BY˜ at the point Y˜ . In the general
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case this simple translation is replaced by its generalization, termed parallel translation.
Denoting the parallel translation operation as τ we can define a set of q vectors at Y˜ by
(sk)Y˜ ≡ τ((sk)Y0) , k = 1 · · · q . (645)
Denote the subspace ofBY˜ spanned by this set as SY˜ and its orthogonal complete asNY˜
so that
BY˜ = SY˜ ⊕NY˜ . (646)
Let (nk)Y˜ be an orthonormal basis for NY˜ . When it is clear from the context the sub-
script indicating the base point of the vector is suppressed for convenience.
Using the orthonormal S-N basis for BY˜ a vector in this space expands as
∆ =
q∑
k=1
sks
k +
Nb−q∑
k=1
nkn
k . (647)
Given the two points Y˜ and Y0 the tangent vector between them is defined by ∆˜ =
exp−1
Y˜
Y0 and the components, denoted (s0, nˆ) are found using (639) and (640). These
components (0, s0, nˆ) are the normal coordinates of Y0 with respect to the given basis
for BY˜ .
The set of tangent vectors ∆ ∈ BY˜ that satisfy the membership condition expY˜ ∆ ∈
B¯ can be expressed in terms of this S-N basis and the nˆ component defined above. Since
SY˜ is parallel to SY0 the set of tangent vectors V¯Y˜ (641) have the form
∆Y˜ =
q∑
k=1
sks
k +
Nb−q∑
k=1
nknˆ
k (648)
where nˆ is fixed by (639) and where s is a real free q-tuple.
The geodesic distance between the unconstrained MLE Y˜ and nearby elements of
Y ∈ B¯ is given by the magnitude of the tangent vector between them. Using (647) this
magnitude is given in terms of the constraint-satisfying pair (s, nˆ) as
distB(Y˜ , Y ) = ‖∆‖ =
√
‖s‖2 + ‖nˆ‖2 . (649)
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The point on B¯ that is the minimum distance from Y˜ , denoted YMD, occurs for s = 0
and is YMD = expY˜ ∆ where
∆ =
Nn∑
k=1
nknˆ
k . (650)
Alternate Real Representations and the set V¯Y˜
Suppose that a partitioned set of orthonormal S-N basis vectors forBY˜ are given by
sk = Y˜⊥Sk and nk = Y˜⊥Nk. Using these basis vectors to represent the vector ∆ = Y˜⊥B
as in (647) yields
B ≡
q∑
k=1
Sks
k +
Nb−q∑
k=1
Nkn
k . (651)
Vectorizing both sides of this equation yields
b = Ess+ Enn (652)
where b = vec(B) and
Es =
[
vec(S1) · · · vec(Sq)
]
, (653)
En =
[
vec(N1) · · · vec(N(Nb−q))
]
. (654)
From (648) the set of complex N¯b-tuples that satisfy the membership constraint condi-
tion is given by
b = bn + Ess (655)
where
bn = Ennˆ (656)
and s is a free real q-tuple.
Constrained MLE in terms of b
Substituting the constraint-satisfying form for b (655) into the constrained MLE
criterion (637) yields an unconstrained minimization in s
sˆ = min
s
Re
(
(bn + Ess)
HΛ˜bb(bn + Ess)
)
. (657)
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Expanding the quadratic form on the right hand side yields
sˆ = min
s
(
Ls|YMD + stLsss+ Re(bHn Λ˜bbbn)
)
(658)
where the submatrix Fss (see (471)) is
Lss ≡ Re(EHs Λ˜bbEs) (659)
and
Ls|YMD ≡ 2Re(EHs Λ˜bbbn) . (660)
This term (660) corresponds to the first derivative of L with respect to the subspace
coordinate variable s evaluated at the point YMD (643). This is discussed more fully in
appendix C.6. Since the last term on the right hand side of is Re(bHn Λ˜bbbn) ≥ 0 and
indepdendent of s the solution to (657) is given by
sˆ = min
s
(st(Ls|YMD + Lsss)) (661)
which is
sˆ = L−1ss Ls|YMD . (662)
Substituting this result for sˆ into (655) yields
bˆ = bn + Essˆ . (663)
The MLE for Y ∈ B¯ denoted Ŷ then is given by
Ŷ = expY˜ ∆ˆ (664)
where the MLE tangent vector is
∆̂ = Y˜⊥Bˆ; Bˆ = mat(bˆ) . (665)
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4.3 Solution Methods
The estimation method outlined above required a reference point Y0 on the sub-
manifold B¯ that was near to the unconstrained MLE Y˜ . When the submanifold B¯ is
defined by some underlying parametric model, H = H(θ), a standard approach to im-
plementing the above program is to leverage a suboptimal estimate of the parameter, say
θ0, to establish this reference point. Using this point and the differentiable signal model,
a basis for SY0 is readily computed. Parallel translations then yields a basis for SY˜ , if de-
sired, although it is generally preferable to work with directly with SY0 when available.
In this situation the overall approach reduces to a 1-step Newton’s method (662) on the
likelihood function in the parameter space. The overall performance of this approach
depends in large part on the quality of the initial suboptimal estimate θ0. An example of
this type of MLE approach using Newton’s method is described in [1]. This Newton’s
method approach is discussed in the context of the established geometric framework in
appendix C.6.
In the special case of complex damped exponential signal model on uniformly sam-
pled multidimensional arrays, the constrained submanifold is denoted B¯damped. In this
case, matrix representation of any Y ∈ B¯damped satisfies a shift invariant property de-
fined below. By using this shift-invariant structure in a more integrated way, we develop
a closed-form ML estimator of Y ∈ B¯damped.
4.3.1 MLE for Submanifold Defined by Shift-Invariance: Uniform Arrays
In this section we consider the submanifold B¯damped; for notational convenience
we drop the subscript and denote this submanifold simply as B¯. The set V¯Y˜ (641) of
submanifold constraint satisfying tangent vectors is specified in (655) by the matrix Es
and the complex N¯b-tuple bn. The matrix Es is a representation of a basis for SY˜ . The
N¯b-tuple bn corresponds to the tangent vector from Y˜ to the nearest point on B¯. Together
Y˜ ,Es and bn define the set of constraint-satisfying tangent vectors (655). Once this set
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is known, the ML estimate Ŷ ∈ B¯ is computed from (664), (665) and (663).
Complex Representation of Constraint
In the previous development we treated the submanifold tangent spaces SY as real
vector spaces. This was convenient for analysis purposes, since in the H(θ) model
the parameters of interest are themselves real (and potentially odd in number). For the
special case of the damped exponential signal model, these spaces may be represented
as complex vector spaces of lower dimension. This key feature follows from the form
of the derivative matrix that defines the space SY and the related fact that the signal
parameters occur in pairs, so that the real dimension of SY is even.
Lemma 23 (Basis for the subspace SY on B¯damped). The basis matrix Es (653) for the
B¯damped assumption has the form as
Es =
[
E¯s i · E¯s
]
(666)
where E¯s is Nb × q¯ and q¯ = q2 .
Proof: (see appendix C.3)
The columns of E¯s span SY as a complex vector space of dimension q¯ = q2 . To see
this, let ∆ ∈ SY be arbitrary, where SY is spanned by Es (see (A.161) ). By definition,
this vector has the form ∆ = Y⊥B for some matrix B. Let s be the real q-tuple such
that b = Ess, where b = vec(B). Referring to (666) this can be expressed as
b = Ess = E¯ssR + iE¯ssI (667)
where the real q-tuple s has been partitioned into two q¯-tuples. (i.e.; sR and sI are
defined by the first q¯ and last q¯ elements of s, respectively). Define the complex q¯-tuple
s¯ = sR + i · sI , so that
s =
[
Re(s¯)
Im(s¯)
]
=
[
sR
sI
]
. (668)
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Using this, (667) becomes
b = Ess = E¯ss¯ . (669)
The following theorem records the complex form of the derivative matrices Ls and
Lss that appear in the ML estimate of s using this complex vector space formulation of
the space SY .
Theorem 24. If the basis matrix Es has the form (666) then s = L−1ss Ls defined by
(659),(660) is equivalently expressed in complex form as
ˆ¯s ≡ L¯−1ss L¯s (670)
where L¯ss ≡ E¯Hs Λ˜bbE¯s and L¯s ≡ E¯Hs Λ˜bbbn. The real q-tuple s and the complex q¯-tuple
s¯ are related by (668).
Proof: see C.4
As a consequence the ML estimate (663) is given by
bˆ = bn + E¯sˆ¯s . (671)
Solution
Elements of B¯damped satisfy a shift invariance condition, defined later, which can
be expressed in terms of a vector valued function r(:) defined on B such that Y ∈ B¯ if
and only if r(Y ) = 0. In this case the submanifold membership condition is
expY˜ ∆ ∈ B¯ ⇐⇒ r(expY˜ ∆) = 0 (672)
and the set of constraint-satisfying tangent vectors V¯Y˜ (641) is
V¯Y˜ = {∆ ∈ BY˜ such that r(expY˜ ∆˜) = 0} . (673)
Using the fact that elements of BY˜ have the general form ∆ = Y˜⊥B, we express the
constraint as a function of b = vec(B) for a fixed Y˜⊥
r(b; Y˜ ) ≡ r(expY˜ ∆) . (674)
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Consider the Taylor series expansion of the constraint function r(b; Y˜ )
r(b;Y ) = r(0; Y˜ ) +
N¯b∑
k=1
∂r
∂bk
bk + h.o.t. (675)
and for convenience define [
Ĥ
]m
k
≡ −∂r
m
∂bk
. (676)
(Ĥ is a function of Y˜⊥). The first order approximation of the constraint then is
r(b;Y ) ≈ r(Y˜ )− Ĥb . (677)
A critical feature of this approximation is that Ĥ is constructed in such a way that
it has a null space null(Ĥ) of complex dimension q¯ = dimSY˜ , and this null space well
approximates SY˜ . Let Eˆs denote the matrix whose columns are a basis for null(Ĥ),
then
col(Eˆs) ≈ col(E¯s) (678)
where E¯s is a basis for SY˜ .
The set of constraint-satisfying tangent vectors V¯Y˜ (636), (673) is approximated by
V¯Y˜ ≈ {b ∈ CN¯b such that b = min ‖r(Y˜ )− Ĥb‖2} . (679)
Elements in this set are given by least squares solution of ‖r(Y˜ )− Ĥb‖2 with respect to
b, which is
b = bˆn + Eˆss¯ (680)
where
bn = Hˆ
#r(Y˜ ) (681)
and s¯ is a complex free q¯-tuple.
Remark: If Y˜ ∈ B¯ then r(Y˜ ) = 0 and therefore bˆn = 0 (681) so that the solution
(680) simplifies to
b = Eˆss¯ . (682)
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Example:1-Dimensional ULA On aN -element uniform line array (ULA) a single
damped exponential signal has the form
h = z(0:N−1) (683)
where z = ρ exp(iθ). The parameters θ and ρ are reals and denote the spatial frequency
and damping parameter, respectively, of the complex exponential waveform. If J0 and
J1 represent selection matrices that select the elements (0 : N − 2) and (1 : N − 1)
respectively, then J0 · h · z = J1 · h.
In the case of multiple signals we use subscripts so that hk = z
(0:N−1)
k and zk =
ρk exp(iθk). For p signals the signal matrix is H =
[
h1 · · · hp
]
and has the shift-
invariant property
J0HΨ = J1H (684)
where Ψ = diag (z1, · · · , zp).
Let Y be the semi-unitary matrix defined by left singular vector matrix ofH so that
H = Y T where for T is non-singular. Using this (684) becomes J0Y TΨ = J1Y T or
equivalently
J0Y · Φ = J1Y (685)
where Φ = TΨT−1. Evidently
Φ = (J0Y )
#J1Y . (686)
By construction, diag (Ψ) = eig(Φ) so that eig(Φ) =
[
z1 · · · zp
]
. In the pure har-
monic case (ρk = 0) the p-tuple θ is evidently θ = 6 (diag(Ψ)) = 6 (eig(Φ)).
Because a single damped exponential is specified by two real parameters all sub-
manifolds here are of even dimension, that is dim(SY0) = q = 2p. p = q¯.
Definition: Shift Invariance for Semi-Unitary Matrices: Define the function
Xk(Y ) ≡ (JkY Φk − J0Y ) (687)
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where
Φk(Y ) ≡ (JkY )#J0Y (688)
and Jk, J0 ∈ RN(sel)×N are the selection matrices that select the N(sel) elements from
the N elements. A N ×p semi-unitary matrix Y is said to be shift invariant with respect
to the pair of selection matrices Jk and J0 if
Xk(Y ) = 0 . (689)
The relation (689) is often referred to in the literature as the invariance equation [1].
Lemma 25. If Y is shift-invariant with respect to J0 and Jk then Y Q is also shift in-
variant with respect to this same pair.
Proof: (appendix C.5)
The following lemma expresses the invariance condition Xk(Y ) = 0 in a reduced
form.
Lemma 26. Let Z = orth(J0Y ), and Z⊥ its orthogonal complement, and define
Rk(Y ) ≡ ZH⊥Xk(Y ) . (690)
Then
Rk(Y ) = 0 ⇐⇒ Xk(Y ) = 0 . (691)
Proof: The columns of [ZZ⊥] span the range space of Xk so that
Xk(Y ) = PZXk(Y ) + PZ⊥Xk(Y ) . (692)
It follows that
Xk(Y ) = 0⇐⇒
[
ZHXk(Y )
Rk(Y )
]
= 0 . (693)
By definition all Y ∈ B¯ satisfies Xk(Y ) =0. Furthermore if Y ∈ B¯ then Y Q ∈ B¯ and
therefore if Y satisfies Xk(Y ) = 0 then Xk(Y Q) = 0 for Q unitary. If Rk(Y ) 6= 0 then
Y /∈ B¯. Z´ = orth(J0Y Q).
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Figure 8. Selection Matrices for 2-D Planar Arrays
For the 1-dimensional ULA case a single pair of selection matrices are sufficient to
specify B¯. For M -dimensional array case, M > 1, additional pairs are required and a
single constraint Rk(Y ) = 0 is a necessary, but not sufficient, condition for Y ∈ B¯. The
required set of selection matrices depends on the array geometry (e.g.; rectangular array
versus corner clipped array). In what follows we assume a base array defined by the
selection matrix J0 and consider shift pairs (J0, J1), (J0, J2), etc. on rectangular arrays
(see figure 8). Defining the vectorized form of the component constraint as rk(Y ) ≡
vec(Rk(Y )), the full constraint takes the form
r(Y ) ≡

r1(Y )
...
rM¯(Y )
 . (694)
Note that each rk(Y ) is a complex N¯b- tuple so that r(Y ) is M¯ · N¯b × 1. For an appro-
priately chosen a set of M¯+1 selection matrices the elements of B¯damped satisfy
Y ∈ Bdamped ⇐⇒ r(Y ) = 0 (695)
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or equivalently, in terms of the exponential map at Y˜ ,
expY˜ ∆ ∈ Bdamped ⇐⇒ r(expY˜ ∆) = 0 . (696)
Approximating the constraint
A key idea in developing the approximation for (694) is incorporating the complex
dimension of the submanifold tangent space SY . For p signals on an M -dimensional
array, the complex dimension is dim(SY ) = q¯ = Mp. Earlier we showed that in the
general case, the set of constraint-satisfying tangent vectors had the form b = bn + E¯ss¯
(655) where s¯ was a free complex q¯-tuple and E¯s was an Nb × q¯ complex matrix which
represented a basis for SY .
We next develop an approximation for the submanifold component membership
function (690). As a first step in the linearization, we record the expanded form of the
function Rk(·) (690) when the argument is Y = expY˜ ∆˜. Substituting the expanded
form of the exponential map expY˜ ∆˜ = Y˜ + ∆˜ + h.o.t into (690) yields
Rk(expY˜ ∆˜) ≡ Rk(Y˜ )−M0k(Y˜ ; ∆)−M1k(Y˜ ; ∆) (697)
where
M0k(Y˜ ; ∆˜) = Z
H
⊥ (Jk∆˜Φ˜k − J0∆˜) (698)
and
M1k(Y˜ ; ∆˜) = Z
H
⊥ JkY δΦk(Y˜ , ∆˜) + h.o.t. . (699)
In the above we have used
Φk(expY˜ ∆) = Φ˜k + δΦk(Y˜ ,∆) (700)
and where Φ˜k ≡ Φk(Y˜ ) and
δΦk = (Y
HJ tkJkY ))
−1J0∆ = (Y˜ HJ tkJkY˜ )
−1J0Y˜⊥B + h.o.t. (701)
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The tangent vectors of interest are elements of BY˜ < TY˜ B¯damped, which have the
general form ∆˜ = Y˜⊥B. Substituting this form into (698) yields
M0k(Y˜ ; ∆˜) = (Z
H
⊥ Jk · Y˜⊥B · Φ˜k − ZH⊥ J0 · Y˜⊥B) . (702)
Vectorizing (702) and (699) using the vec(ABC) = (Ct ⊗ A)b identity yields the vec-
torized form for (697) as
rk(expY˜ ∆) = rk(Y˜ )− H˜kb− Ckvec(δΦ˜k(b)) + h.o.t (703)
where
H˜k = (Φ˜
t
k ⊗ ZH⊥ JkY˜⊥)− (I ⊗ ZH⊥ J0Y˜⊥) (704)
and
Ck = (Ip ⊗ ZH⊥ JkY˜ ) (705)
and where rk(:) ≡ vec(Rk(:)) and δΦ˜k(b) ≡ δΦ˜k(Y⊥B). Note that Hk and Ck are
N¯b × N¯b.
To arrive at the desired form we note that, at high SNR, small ‖b‖, that
‖Ckvec(δΦ˜k(b))‖F  ‖Hkb‖F . (706)
Dropping this term and the higher order terms in (703) results in the approximation
rk(expY˜ ∆) ≈ rk(Y˜ )− H˜kb . (707)
From these component function linearizations (707) we approximate the full constraint
(694) as
r(Y ) ≈ r(Y˜ )− H˜(Y˜ )b (708)
where H˜(Y˜ ) is
H˜(Y˜ ) =

H˜1(Y˜ )
...
H˜M¯(Y˜ )
 . (709)
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The matrix H˜(Y˜ ) is approximately rank N − q¯. Motivated by the dimension of the con-
straint submanifold tangent space SY with complex dimension q¯, we replace H˜(Y˜ ) by
its rank N − q¯ approximation, denoted Ĥ . This defines the matrix Ĥ in (677) and (679)
and using (659) through (671) completes the subspace estimation algorithm, which is
summarized in the next section.
4.4 MLESI Algorithm Summary
1 Compute EVD of the SCM in partitioned form (p-dominant part)
R˜ = Y˜sΛ˜sY˜
H
s + Y˜oΛ˜oY˜
H
o (710)
where Y˜ = Y˜s is N × p and
σˆ2 ≡ 1
N − p tr(Λ˜o) (711)
Λ˜OPT ≡ (Λ˜s − σˆ2I)2Λ˜−1s (712)
Λ˜bb ≡ Λ˜OPT ⊗ IN−p . (713)
2 Compute Component functions
For k = 1 to M compute
φ˜k0 = (JkY˜ )
#J0Y˜ (714)
rk0(Y˜ ) = vec(JkY˜ φ˜k0 − J0Y˜ ) (715)
H˜k0 = (φ˜
t
k0 ⊗ JkY˜⊥)− (I ⊗ J0Y˜⊥) . (716)
3 Form r(Y˜ ) and the matrix H˜
r(Y˜ ) =

r10(Y˜ )
...
rm0(Y˜ )
 , H˜ =

H10(Y˜ )
...
Hm0(Y˜ )
 . (717)
4 Compute the rank ρ = p(N − p)− 2Mp approximation of H˜
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Compute the full SVD of H˜ as H˜ = U1D1V H1 + U0D0V
H
0 and its rank ρ approxi-
mation
Hˆ ≡ U1D1V H1 . (718)
The E¯s matrix is E¯s ≡ V0.
4 Compute the least squares solution
bˆn = Hˆ
#r(Y˜ ) , (719)
L¯ss ≡ E¯Hs Λ˜bbE¯s , (720)
L¯s ≡ E¯Hs Λ˜bbbn , (721)
s¯ ≡ L¯−1ss L¯s , (722)
bˆ = bn + E¯sˆ¯s . (723)
5 Compute Final Estimate
Ŷ = Y˜ + Y˜⊥mat(bˆ) . (724)
Example:2-Dimensional Regular Grid
For the 2-dimensional uniform rectangular (URA) letN1 andN2 denote the number
of elements in the two array dimensions (row and column) so that N = N1 · N2, is
the total number of elements. A signal may be represented by the Kronecker product
h(h) ⊗
(
h(v)
)t
. For the multiple signal case the kth signal is
h
(h)
k ⊗
(
h
(v)
k
)t
(725)
where h(r)k is the Nk × 1 complex vector
h
(r)
k = (ρ
(r)
k exp(iµ
(r)
k ))
(0:Nk−1)), r = h, v (726)
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Let Jh;0, Jh;1 and Jv;0, Jv;1 by the selection matrices for the two array dimensions; that
is,
Jh;0h
(h)zh = Jh;1h
(h) (727)
and
Jv;0h
(v)zv = Jv;1h
(v) . (728)
This holds for the different permutations. First consider
Jh;0h
(h)zh ⊗ (Jv;0h(v)zv)t = Jh;1h(h) ⊗ (Jv;1h(v))t (729)
The factor on the right hand side is
= Jh;0(h
(1) ⊗ (h(2))t)J th;0 (730)
1 Vectorizing this equation using the identity vec(ABC) = (Ct ⊗ A)vec(B), observe
that the right hand side becomes
= (Jv;0 ⊗ Jh;0) vec(h(1) ⊗ (h(2))t) (732)
= J1h (733)
where h ≡ vec
(
h(1) ⊗ (h(2))t
)
and J1 ≡ (Jh;1 ⊗ Jv;1). The left hand side of (730)
factors in the same way yielding
J0hzh · zv = J3h (734)
where J3 ≡ (Jh;1 ⊗ Jv;1). In a similar way J0hzh = J1h and J0hzv = J2h where the
complete set of selection matrices is
J0 = Jh;0 ⊗ Jv;0
J1 = Jh;1 ⊗ Jv;0
J2 = Jh;0 ⊗ Jv;1
J3 = Jh;1 ⊗ Jv;1
 . (735)
1
(Jh;0 ⊗ 1)(h(1) ⊗ (h(2))t)(1⊗ J tv;0) = Jh;0(h(1) ⊗ (h(2))t)J th;0 (731)
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Organizing these into matrix form yields
J0
[
h1 · · ·hp
]
·Ψh = J1
[
h1 · · ·hp
]
, (736)
J0
[
h1 · · ·hp
]
·Ψv = J2
[
h1 · · ·hp
]
, (737)
J0
[
h1 · · ·hp
]
·ΨhΨv = J3
[
h1 · · ·hp
]
. (738)
where Ψv = diag (zv;l, · · · , zv;p), Ψh = diag (zh;l, · · · , zh;p) and where hk ≡
vec
(
h
(1)
k ⊗ (h(2)k )t
)
.
EXAMPLE: 3× 3 regular planar array
Consider a 2-two dimensional regular planar array M = 2 with N1 = 3, N2 =
3, N = 9. For p = 2, complex dimension dim(SY ) = M · p = 4. The row/column
selection matrices are
Jh;0 = [110] ; Jh;1 = [011] ; Jv;0 = [110] ; Jv;1 = [011] ; (739)
so that J1 = Jh;0⊗ J th;0 is 4× 9 (the full selection matrices for N1 = 5, N2 = 5 case are
as indicated in figure 8).
The complex dimension of the full space is N¯b = p(N − p) = 14, so that each Hk
(716) is 14× 14 and the overall H matrix (717) is 52× 14 ( where p · N¯b = 52). Since
dim(SY ) = 4 we require a rank 52− 4 = 48 approximation Hˆ of H˜ (717).
List of References
[1] S. Smith, “Covariance, subspace, and intrinsic crame´r-rao bounds,” IEEE Trans.
Signal Process., vol. 53, no. 5, p. 1610 1630, 2005.
154
CHAPTER 5
Summary and Simulation Results
We briefly summarize the previous developments before presenting numerical sim-
ulation results demonstrating the various bounds and estimators. In chapter 3 we con-
sidered the standard stochastic complex linear model in the form
z = Y n1 + n0; Y ∈ B (740)
where Y was an unknown deterministic N × p semi-unitary matrix, viewed as a point
in the Basis manifold B, (a quotient manifold of the complex Stiefel manifold).
The data appeared in the log likelihood function L(Y,Λ; R˜) as the SCM, R˜ =
K−1ZZH where Z is the N ×K data matrix Z =
[
z1 · · · zN
]
. The eigen decom-
position of the SCM is
R˜ = Y˜ Λ˜sY˜
H + Y˜⊥Λ˜oY˜ H⊥ (741)
where Y˜ is the N × p semi-unitary matrix corresponding to the p largest eigenvalues.
The parameter Y ∈ B appears in the compressed model covariance given by
R = R(Y ; Λ˜, σ˜2) = Y Λ˜Y H + σ˜2I (742)
where σ˜2, defined in equation (583), and Λ˜ = Λ˜s− σ˜2I correspond to the ML estimates
of Λ and σ, respectively.
In this geometric formulation our objective was to establish intrinsic CRBs for the
accuracy of unbiased estimators of Y ∈ B, or equivalently, bounds on subspace and
rotational estimation accuracy.
5.1 Unconstrained Problem: Y ∈ B
The subspace distance error measure was defined, independently of the differential
geometric formulation, as the square root of the sum of squares of the subspace angles
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γ, between the generic estimator Ŷ and the true Y
distSS(Ŷ , Y ) ≡ ‖γ‖ . (743)
In MATLAB γ is computed in radians as
gamma=(acos(svd(orth(Y1)’ orth(Y2)))) . (744)
The mean square error used to evaluate subspace estimation accuracy was
2ss ≡ E[distSS2(Ŷ , Y )] . (745)
We showed that in the geometric Basis manifold formulation, this subspace distance cor-
responds to a minimum point-to-fiber submanifold geodesic distance (see figure 6,sec-
tion 2.3.1). The tangent spaces of B are naturally partitioned as TY B = AY ⊕ BY , with
BY the space of subspace perturbations and AY the space of rotations. We showed that,
if PA and PB are the orthogonal projection operators from TY B to AY and BY respec-
tively, then, to first order, distSS(Ŷ , Y ) = ‖PB∆̂‖, where ∆̂ is the estimation error
vector ∆̂ = exp−1Y0 Ŷ . Given an orthonormal basis ak,bk, for AY0 and BY0 respectively,
an arbitrary tangent vector ∆ expands as
∆(α, β) =
Na∑
k=1
akα
k +
Nb∑
k=1
bkβ
k (746)
and the parameters (α, β) are said to be the normal coordinates of the point Ŷ ∈ B.
We used this change of variables to express the log likelihood function as L(α, β) ≡
L(Y (α, β)) and to compute the full FIM for this coordinate choice in theorem 10. Since
‖PB∆‖ = ‖β‖, and therefore
2ss ≡ E
[
‖βˆ‖2
]
, (747)
we developed the CRB on subspace estimation accuracy by computing FIM in this nor-
mal coordinate parameterization (see section A.1). In particular, we showed that the
subspace block of the full FIM was
Fββ =
2K
σ2
[
(ΛOPT ⊗ IN−p) 0
0 (ΛOPT ⊗ IN−p)
]
(748)
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where
ΛOPT = Λ
2Λ−1s = Λ
2(Λ + σ2I)−1 = (Λs − σ2I)2Λ−1s (749)
and that the off diagonal submatrices, (Fαβ , etc.), vanished. From this we showed that
the intrinsic lower bound on p-dimensional subspace estimation accuracy, CRBSS , was
CRBSS ≡
√
tr(F−1ββ ) =
√√√√2(N − p)σ2
K
p∑
k=1
λk + σ2
(λk)2
(750)
so that ss ≥ CRBSS . In the simplest case of orthogonal signals with equal signal
powers, we showed that CRBSS ≈
√
2p(N−p)
K·SNR rad where SNR =
σ2s
σ2
and σ2s is the
power of each source.
The ML estimate Ŷ of Y ∈ B is given by the truncated EVD of the SCM (741), that
is Ŷ = Y˜ . Denoting the error for this particular estimator as svdss , asymptotic efficiency
in this context implies that
svdss → CRBSS (751)
as the number of independent snapshots K → ∞. This is confirmed in the numerical
simulations that follow in section 5.1.1.
The mean square error used to evaluate rotational estimation accuracy was
2R ≡ E[distR2(Ŷ , Y )] (752)
where distR2(Ŷ , Y ) = ‖µ‖2 and µ is the p-tuple of rotational angles between Ŷ and Y .
Using the same normal coordinate parameterization, we showed that the intrinsic lower
bound on rotational estimation accuracy was
CRBR ≡
√
tr(F−1αα ) =
√√√√2 p∑
i=1
p∑
j=1;j 6=i
(λi − λj)2
λiλj
, (753)
so that R ≥ CRBR. Denoting the rotational error in the EVD estimate as svdR we have
svdR → CRBR (754)
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as K →∞; this is confirmed in the numerical simulations that follow. These rotational
parameters are considered nuisance parameter in the usual subspace signal processing
application, but are required to properly parameterize the likelihood function.
5.1.1 Simulation Results
In chapter 4 we showed that the EVD of the SCM was the ML estimator of Y ∈ B
for the statistical model (740). In this section the performance of the EVD estimator
is compared to the intrinsic CRBs for subspace and rotational accuracy established in
chapter 3. A Monte Carlo simulation based on the statistical model (740) for N = 5
and p = 2 is considered. We note that for this unconstrained case, both CRBSS (750)
and CRBR (753) are independent of Y . In the standard simulation approach Y would
be fixed with n1 and n0 drawn from random distributions. Because the relevant CRBs
are independent of Y , in the simulation approach used here, Y is also chosen randomly
from the uniform distribution on B5,2. In MATLAB this random semi-unitary matrix is
generated as
Y=orth(randn(N, p)+i randn(N, p)); . (755)
The random source vector, n1, is drawn from CN(0, σ2sIp) and the additive noise, n0,
is drawn from CN(0, σ2IN). The input SNR is then defined as SNR =
σ2s
σ2
. Once
σ2, σ2s , Y , and the number of independent snapshots K are specified, CRBSS is com-
puted using (750). Note that in the constrained cases considered in the next sections,
that is Y ∈ B¯ ⊂ B, the subspace accuracy bound does depend on the choice of Y , and
so Y must be fixed in the later simulation examples.
One thousand (Ntrials = 1000) Monte Carlo trials are performed, each of which
consists of generating a normal N ×K data matrix Z =
[
z1 · · · zN
]
and computing
the SCM R˜ = K−1ZZH . Using the MATLAB “eig” function, the estimate Ŷ is formed
as the p dominant eigenvectors vectors, Y˜ , of R˜ (741). The sample RMSE subspace
distance, denoted ̂SS , is then computed over the Ntrials simulation trials as
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̂SS ≡
√√√√ 1
Ntrials
Ntrials∑
n=1
(distSS(Y, Ŷn)2) (756)
where Ŷn represents the estimate for the n-th trial. Likewise, the sample RMSE rota-
tional distance is
̂R ≡
√√√√ 1
Ntrials
Ntrials∑
n=1
(distR(Y, Ŷn)2) . (757)
The results comparing the accuracy of the EVD estimator to the CRBSS are shown
in Figs. 9 and 10 as functions of the SNR and sample support. In figure 9, the number
of samples is fixed at K=10, and the SNR is varied. For this small sample support
case, the EVD-based estimator achieves an accuracy that is a small constant fraction
above CRBSS (750). In figure 10 the SNR is fixed and the number of snapshots is
varied. As anticipated, EVD-based estimator closely approaches CRBSS as the number
of snapshots, K, becomes large.
The intrinsic lower bound on rotational estimation accuracy, CRBR (753), is a
function of the difference between eigenvalues, but does not depend on the particular
choice of Y ∈ B. The EVD rotational estimation performance, measured as (757),
is assessed using the same general Monte Carlo simulation approach used to assess
subspace estimation performance. In the first test case, the additive noise power σ2 and
the larger signal eigenvalue λ1 are fixed and smaller of the two signal eigenvalues is
varied as λ2 = c · λ1, c ≤ 1. Results for this test case are shown in figure 11 as a family
of curves, with each curve representing a different SNR (i.e., noise power). The curves
in the lower portion of the figure are high SNR, while the curves in the upper portion are
low SNR. As the figure indicates, for fixed SNR the larger the power difference between
the two sources (power ratio, c, is small), the better we are able to estimate the rotation.
In the second test case λ1, λ2 and σ2 are fixed and the sample support is varied. Results
for this case, shown in figure 12, demonstrate that the EVD-based estimate of rotation
asymptotically approaches the lower bound, i.e., the EVD is an asymptotically efficient
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estimator of rotation.
5.2 Constrained Problem: Y ∈ B¯ ⊂ B
In many problems of interest the set of N × p semi-unitary matrices, appearing
in the model (740), are constrained to a submanifold B¯ ⊂ B. In this constrained case
the matrix of p-dominant eigenvectors Y˜ of the SCM is no longer the MLE of Y , and
col(Y˜ ) is no longer the subspace MLE.
The log likelihood function for this constrained model is equal to the log likelihood
function of the unconstrained model with a restriction on the domain. At every point
Y ∈ B¯ ⊂ B we have TY B¯ < TY B, and for the submanifolds of interest TY B¯ decomposes
into a rotational space and subspace perturbation space in a similar way as full space
(TY B = AY ⊕BY ), that is
TY B¯ = AY ⊕ SY . (758)
The rotational space AY is identical in both decompositions and SY < BY , so that BY ,
the space of subspace perturbations for the full tangent space TY B, can be decomposed
as
BY = SY ⊕ (SY )⊥ = SY ⊕NY . (759)
Motion in the SY direction corresponds to subspace perturbations that remain on the
submanifold, while motion in NY corresponds to subspace perturbations that exit the
submanifold in a normal direction. A basis {sk} and {nk} for SY and NY , respectively,
forms a basis for BY termed here an S-N basis.
The FIM for the constrained case is computed in same way as in unconstrained
case. The subspace block of full FIM (471) for the general constrained problem is
Fss =
2K
σ2
Re(EHs (ΛOPT ⊗ IN−p)Es) (760)
where Es is defined in terms of a basis on SY , sk = Y⊥Sk, as
Es =
[
vec(S1) · · · vec(Sq)
]
(761)
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Figure 9. RMSEs of the EVD-based subspace estimator and the CRB of (435) versus
SNR for the estimation problem of (740) on B. The RMSE of the EVD estimate is the
the redline; CRBSS is the solid (gray) curve. The RMSEs of the EVD-based subspace
estimators are a small constant fraction above the subspace CRB over all SNRs shown.
Results are shown for K = 10 and K = 128.
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Figure 10. RMSEs of EVD-based subspace estimator and CRBSS (750) versus sample
support for the estimation problem of (740) on B5,2. CRBSS is the solid (gray) curve;
the subspace RMSE values appear as red dots. Results are shown for three SNRs, 1 dB,
7 dB and 13 dB. As expected, the RMSE of the EVD estimate approaches the subspace
CRB as the sample support becomes large, i.e., this maximum likelihood estimator is
asymptotically efficient.
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Figure 11. RMSE of the EVD-based rotation estimator and the rotational CRB (753)
versus the source power ratio c for the estimation problem of (740) on B5,2. The additive
noise power σ2 and the larger signal eigenvalue λ1 are fixed and smaller of the two signal
eigenvalues is varied as λ2 = c · λ1. The family of curves with each curve represent a
different noise power value. The curves in the lower portion of the figure are high SNR,
while the curves in the upper portion are low SNR. The number of snapshots is fixed at
K = 10.
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Figure 12. RMSEs of EVD-based subspace estimator and CRBSS (750) versus sam-
ple support for the estimation problem of (740) on B5,2. CRBSS is the solid (gray)
curve; subspace RMSE values appear as red dots. The signal eigenvalues are fixed as
λ2 = 0.5λ1. As expected, the RMSE of the EVD estimate approaches the rotational
CRB as the sample support becomes large, i.e., this maximum likelihood estimator is
asymptotically efficient.
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for an appropriately chosen set (N − p) × p matrices Sk. We use the notation crbSS to
denote the subspace CRB for a general constrained submanifold assumption (the sub-
space CRB for the unconstrained assumption is denoted CRBSS). Ignoring curvature,
the bound on subspace estimation accuracy is
crbSS ≡
√
tr(F−1ss ) . (762)
Parametric Constraint General and Modal
When the signal matrix is defined by some underlying parameterization, H =
H(θ), the eigen decomposition of the true signal covariance effects a transformation
between the (θ, P ) and (Y,Λ) parametrizations
[Y,Λ] = eig(H(θ)PHH(θ)) . (763)
By definition, the eigenvector matrix Y is an element of Y ∈ B¯ ⊂ B. Both parameter-
ization serve as coordinate systems on the product manifold B¯ × D, the domain of the
log likelihood function.
The (θ, P ) parameterization of the problem has a total of q + p2 independent
parameters. The dimension of B¯ is equal to the dimension of the tangent space
TY B¯ = AY ⊕ SY , and therefore the dimension of product B¯ ×D is
dim(SY ) + dim(AY ) + dim(Λ) = q + p(p− 1) + p = q + p2 . (764)
Note this value is consistent with the (θ, P ) parametrization.
Changes in the source correlation P induce rotations corresponding to motion in
AY direction, as well as changes in the eigenvalue space, but no motion in SY and
therefore no change in subspace. Changes in θ result in motion confined to the subspace
SY direction along with changes in the eigenvalue space.
As discussed in section 3.9.4, the differentiable signal modelH(θ) defines a natural
coordinate basis for SY0 , as s´k = Y⊥Sk where
165
Sk = Y
H
⊥ DkT ; k = 1 · · · q (765)
and where Dk is the derivative matrix of H with respect to θk, evaluated at the point of
interest. In the modal case, H = [h(θ1), · · ·h(θq)] and the Es´ basis matrix (761) has the
form (520)
Es´ = (T
t ⊗ Y H⊥ ·D)G (766)
where D is the N × q derivative matrix and G is a selection matrix.
We showed that substituting this form into general form (760) and manipulating
terms yielded (513), repeated here:
Fs´s´ =
σ2
2K
· Re((DHP⊥D) P (M)s ) . (767)
The right hand side is recognized as the parameter space FIM for the multi-dimensional
modal problem [1],[2]. The natural coordinate basis, in general non-orthogonal, is
brought to orthnormal form by the linear transformation
[
s1 · · · sq
]
=
[
s´1 · · · s´q
]
J (768)
where J is computed in the standard vector space way (see (511) ). The components of
the subspace FIM with respect to this orthonormal basis are (513)
Fss = J · Fs´s´ · Jt . (769)
The CRB on ss for this parametrically constrained problem, then, is
crbSS =
√
σ2
2K
tr(Re((DHP⊥D) P (M)s )−1 · J−2) . (770)
5.2.1 Asymptotic ML Estimators for Y ∈ B¯
In this geometric approach, our objective is to estimate the N ×p semi-unitary ma-
trix Y representing a point on the submanifold B¯ defined through the signal covariance
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Rs by (763). From the geometric perspective, the underlying parameterization provides
a particular coordinate system on the submanifold. Since the parameterization also de-
fines the submanifold, these parameters are termed here the natural coordinates.
For the unconstrained case, the p principal eigenvectors and eigenvalues of the
SCM as computed by EVD and denoted here as (Y˜ , Λ˜), respectively, are maximum
likelihood estimates of Y ∈ B and Λ ∈ D. We consider the compressed likelihood
function (CLF), L(Y ) ≡ L(Y ; Λ˜) when Y is constrained to a submanifold B¯ ⊂ B. In
this case the ML criterion is
Ŷ = max
Y ∈B¯
L(Y ) . (771)
Using a partitioned (α, β) normal coordinate system with origin at the unconstrained
MLE Y˜ , nearby points may be represented as Y = expY˜ ∆(α, β) (see (746)). The
constrained ML criterion (771) in terms of these normal coordinates is
(αˆ, βˆ) = max(L(α, β)) subject to expY˜ ∆(α, β) ∈ B¯ . (772)
In this expression expY˜ ∆(α, β) ∈ B¯ represents the submanifold membership constraint
condition, Y ∈ B¯ , expressed in terms of the exponential map based at Y˜ and the tangent
vector ∆(α, β).
The Taylor series the expansion of L(α, β) is given by
L(α, β) = L(0, 0) + αtLααα + β
tLβββ + h.o.t (773)
where we have used the fact that Lαβ = 0 and that the first derivatives in α, β vanish at
the unconstrained MLE, Y˜ .
As a consequence of the assumption that source correlation matrix P is uncon-
strained, the set B¯ is such that if Y ∈ B¯ then Y Q ∈ B¯, Q unitary and arbitrary. Thus
the parameter α, which defines Q through Q = expm
(∑
akα
k
)
IN,p, is likewise un-
constrained. Since in (773) both Lαα and Lββ are positive definite we conclude that
αˆ = 0.
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The ML criterion (772) thus is reduced to one in β alone. Here, β is the real
component Nb-tuple of the vector ∆ ∈ BY with respect to the standard basis bk. Such
tangent vectors have the general form ∆ =
∑
bkβ
k = Y˜⊥B. The parameter β can
alternatively be expressed in complex form b =
[
I iI
]
β so that B = mat(b). Using
this, the quadratic form of the constrained MLE criterion (772) reduces to
bˆ = min
b
Re(bHΛ˜bbb) subject to b ∈ V¯Y˜ (774)
(see (637)) where V¯Y˜ is the set of complex N¯b-tuples that satisfy the submanifold mem-
bership condition, that is
V¯Y˜ ≡ {b ∈ CN¯b such that expY˜ ∆ ∈ B¯ where ∆ = Y˜⊥mat(b)} . (775)
Using an S-N basis for space BY˜ , we showed that these constraint-satisfying complex
N¯b-tuples have the form
b = bn + Ess . (776)
In this expression,Es is the basis matrix for SY˜ , s is a free real q-tuple, and bn defines the
tangent vector from Y˜ to the closet point on B¯. Denoting this closest point, or minimum
subspace distance point, as YMD, we have
YMD = expY˜ ∆ ∈ B¯ , ∆ = Y˜⊥mat(bn) . (777)
The second term in the sum (776), Ess, corresponds to free subspace motion along the
submanifold.
Substituting (776) into (774) results in an unconstrained minimization in s which
has the solution
sˆ = L−1ss Ls|YMD (778)
where Lss and Ls|YMD are given by (659) and (660) respectively. The solution to this
quadratic approximation of (771) is then expressed as an N × p semi-unitary matrix as
Ŷ = expY˜ ∆̂; ∆̂ = Y˜⊥mat(bˆ) (779)
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where
bˆ = bn + Essˆ . (780)
This estimation approach requires that the submanifold membership condition, ex-
pressed as (776), be known. This, in turn, requires that the S-N partitioning of the space
BY˜ = SY˜ ⊕NY˜ is known and that the minimum distance point YMD is also known.
Relation to Newton’s Method
When the submanifold B¯ is defined by some known underlying parameterization,
a practical approach to solving the above constrained ML formulation is to leverage a
suboptimal parameter estimate, say θˆ0, to establish a reference point Y0 ∈ B¯. Using the
differentiable signal model, a basis is constructed for SY0 expressed as the matrix Es´.
The ML tangent vector based at Y0 then is given by
∆ = Y0;⊥Bˆ; Bˆ = mat(bˆ) (781)
where
bˆ = Es´δ̂θ (782)
and
δ̂θ = L−1s´s´ Ls´|Y0 . (783)
The resultant ML estimate of Y ∈ B¯ is Yˆ = expY0∆̂. Comparing (782) with (780),
note that the term bn = Ennˆ is absent from (782). This corresponds to fact that here,
the reference point Y0 lies on the desired submanifold B¯, so no movement in the normal
direction, represented by the term bn in (780), is required.
The ML tangent vector based at Y0 is alternately expressed as
∆̂ =
Ns∑
k=1
s´kδ̂θ
k
. (784)
The component estimate δ̂θ represents a change in the underlying θ and the equivalent
parameter estimate is
θˆ = θˆ0 + δ̂θ . (785)
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This approach (783) is recognized as the a 1-step Newton’s refinement if we make the
following correspondences
[Ls´]i =
∂L
∂θi
|θˆ0 , (786)
[Ls´s´]ij ≈ ∂
2L
∂θi∂θj
|θˆ0 . (787)
The overall performance of this approach relies on the performance of the unspecified
estimator that provides the initial parameter estimate θˆ0. For large initial errors, multiple
iterations may be required and convergence is not guaranteed. For harmonic estimation
problems on regular arrays, R-D Unitary ESPRIT may be used to generate the initial θˆ0
estimate.
ML Estimation on B¯damped
The above algorithm for the constrained optimization problem relies on a subop-
timal parameter estimator to establish the reference point Y0 that initializes Newton’s
method. In section 4.3.1 we introduced a new algorithm for the important special case of
the damped exponential signal model on regular arrays. The submanifold corresponding
to this signal model is denoted B¯damped ⊂ B. This new algorithm used the structure of
B¯damped in a more integrated and optimal way and did not require a suboptimal reference
solution. Given this model, we showed that, for an appropriately defined vector valued
function r(·) on B¯damped, Y ∈ B¯damped ⇐⇒ r(Y ) = 0. The submanifold membership
condition in terms of the tangent vector ∆ ∈ BY˜ based at Y˜ then is
expY˜ ∆ ∈ B¯damped ⇐⇒ r(b; Y˜ ) = 0 (788)
where r(b; Y˜ ) ≡ r(expY˜ ∆). The function notation r(b; Y˜ ) is based on the fact that
elements of BY˜ have the general form ∆ = Y˜⊥B for a fixed Y˜⊥ and b = vec(B).
The Taylor series expansion of the constraint function r(b; Y˜ ) is
r(b;Y ) = r(0; Y˜ ) +
N¯b∑
k=1
∂r
∂bk
bk + h.o.t. . (789)
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The first order approximation of the constraint function, then, is expressed in matrix
form as
r(b;Y ) ≈ r(Y˜ )− Ĥb , (790)
where for convenience we define the matrix Ĥ as
[
Ĥ
]m
k
≡ −∂r
m
∂bk
(791)
(Ĥ is a function of Y˜⊥). A critical feature of this approximation is that Ĥ is constructed
in such a way that its null space well approximates the submanifold tangent space SY˜
null(Ĥ(Y˜ )) ≈ SY˜ . (792)
If Eˆs denotes the matrix whose columns are a basis for null(Ĥ), then notionally
col(Eˆs) ≈ col(E¯s) , (793)
where E¯s is a basis for SY˜ . Since the space SY˜ is q¯ dimensional, this requires that the
null space of the approximation Ĥ be q¯ dimensional as well, or rank(Ĥ) = N¯b − q¯.
Using this approximation for Ĥ , and (677) the set of constraint-satisfying tangent
vectors V¯Y˜ (775) is approximated as
V¯Y˜ ≈ {b ∈ CNb such that b = minb ‖r(Y˜ )− Ĥb‖
2} (794)
Elements in this set are given by the q¯-parameter family of least squares solutions
b = bˆn + Eˆss¯ (795)
where
bn = Hˆ
#r(Y˜ ) (796)
and s¯ is a complex free q¯-tuple. This solution is in the same form as (776), the result
developed using a reference point Y0.
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Given the constraint-satisfying tangent vector specified by (680), the final estimate
Ŷ of Y ∈ B¯damped is found using the complex form of (778) (see theorem 24 )
ˆ¯s ≡ L¯−1ss L¯s (797)
where L¯ss ≡ c · E¯Hs Λ˜bbE¯s and L¯s ≡ c · E¯Hs Λ˜bbbn. The final estimate of Y ∈ B¯ then is
Ŷ = expY˜ ∆̂; ∆̂ = Y˜⊥mat(bˆ) (798)
where
bˆ = bˆn + Eˆs .ˆ¯s (799)
The estimate (798) may be approximated to first order as Y˜ + ∆̂.
5.2.2 Application to the harmonic retrieval problem
Multi-dimensional harmonic retrieval on regular arrays appears in a number of dif-
ferent applications. In the geometric approach, this estimation problem is framed in
terms of the submanifold corresponding to harmonic signal model, denoted B¯harmonic,
with the set relationship
B¯harmonic ⊂ B¯damped ⊂ B . (800)
The eigen decomposition of the true signal covariance effects a transformation between
the (θ, P ) and (Y,Λ) parametrizations, that is [Y,Λ] = eig(H(θ)PHH(θ)). The inverse
transformation has the general form
(θ, P ) = Φ−1(Y,Λ) = (ϕ(Y ), ϕ(Y,Λ)) (801)
and, in particular,
θ = ϕ(Y ); Y ∈ B¯harmonic ⊂ B . (802)
For harmonic signals on regular array geometries R-D Unitary ESPRIT [3], restricted to
B¯harmonic, is the mapping ϕ.
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If Ŷ is an ML estimator of Y ∈ B¯ ⊂ B¯harmonic, then by the invariance principle
[4], θˆ = ϕ(Ŷ ) is an ML estimator of θ ∈ Rp. In the standard approach, the subspace
estimate Y˜ is the p-dominant singular vector matrix of the SCM as computed by the
EVD. This is the ML estimate for the unconstrained signal model corresponding to the
B manifold. It is not ML with respect to the B¯harmonic ⊂ B assumption, and so the
invariance principle is not applicable here.
A subspace-based parameter estimation algorithm is formed by extending the do-
main of the mapping ϕ (802) to B; as noted, R-D Unitary ESPRIT with Y˜ as input
is the prime example of such an approach. Since Y˜ is not ML with respect to the
B¯harmonic assumption R-D Unitary ESPRIT is not an ML parameter estimator. To im-
prove subspace-based parameter estimation, it is therefore desirable to find an ML es-
timator of Y ∈ B¯ ⊂ B¯harmonic, or failing that, one that is closer to the constrained
subspace CRB than standard EVD estimate Y˜ . In chapter 4 we introduced a subspace
estimation algorithm for the damped exponential signal assumption, B¯damped that was
derived from the ML criterion. This estimation algorithm, termed MLESI , may be
viewed as an implementation of a geometric Newton’s method on B that avoids the
need for explicit initialization by incorporating the submanifold constraint condition
(i.e., shift-invariance) in a more integrated way. In the most benign scenario the sub-
space accuracy bound for the B¯damped assumption is 10 log 10((N − p)) below that of
the unconstrained B assumption. For the highly correlated signal examples considered
in later, this difference is much larger. We show via simulation in section 5.2.5, that this
subspace estimator is, as expected, asymptotically efficient with respect to the intrinsic
subspace CRB on B¯damped for a variety of stressful scenarios in which other methods are
severely degraded.
This ML estimator of Y ∈ B¯damped is applied to the problem of estimating the θ
parameter for the B¯harmonic assumption. A parameter estimation package is generated
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by using the MLESI estimate Ŷ to replace the standard EVD estimate, Y˜ , as input
to R-D Unitary ESPRIT. Since the subspace CRB for B¯damped, CRBdamped, is only 3
dB above the subspace CRB of B¯harmonic, CRBharmonic, the MLESI estimate, Ŷ , has
a much smaller subspace error variance compared to the SVD estimate Y˜ . Improved
parameter estimation results from this reduced subspace error.
Ratio of the Bounds
The ratio of bounds for the different signal or submanifold assumptions indicate the
processing gain available to a subspace estimator using the full constraint information,
relative to the standard EVD. The potential gain processing is defined as
Gain: = 20 log 10
(
CRBSS
crbSS
)
(803)
where CRBSS is the bound based on the unconstrained assumption and crbSS is the
bound computed based on the constraint information (e.g., for harmonic signal model
crbSS = CRBharmonic ).
For benign scenarios consisting of widely spaced uncorrelated signals, the relative
difference between the bounds is the square root of the dimension ratio of the space of
subspace perturbations tangent space for different manifold assumptions. The dimen-
sion of these spaces for the different assumptions and the resultant ratios are summarized
in the table below.
Table 3. Dimension of subspace perturbation spaces for different signal assumptions
(M=array dimension,p=number of modes)
Manifold Subspace dim(Subspace) Ratio expressed in dB
B BY 2p(N − p) NA
B¯damped Sdamped;Y 2Mp 10log10
(
N−p
M
)
B¯harmonic Sharmonic;Y Mp 10log10
(
2(N−p)
M
)
Thus, for benign scenarios on a 2-dimensional array, (M = 2), potential
gains for the B¯damped and B¯harmonic assumptions are respectively, 10 log 10(N−p2 ) and
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10 log 10(N−p). TheMLESI estimator, which is asymptotically efficient with respect
to the B¯damped assumption, realizes a gain of 10 log 10(N−p2 ) in this benign example.
5.2.3 Example: Correlated vs. Uncorrelated
The case of two highly correlated signals is often used to compare the performance
of different estimators, since in this stressful situation, standard approaches like ESPRIT
are severely degraded [3]. To better understand the mechanisms at play, we consider two
orthonormal signals h1, and h2 and the signal matrix H = [h1 h2 ], where
hH1 h2 = 0, h
H
1 h1 = h
H
2 h2 = 1. (804)
The SVD of the signal matrix in this case is simply H: =
√
NY0 (i.e., singular values
equal), so that Rs = HPHH = N(Y0PY H0 ) and
R = Rs + σ
2I = N(Y0PY
H
0 ) + σ
2I . (805)
Consider the two source correlation matrices corresponding to correlated and uncorre-
lated sources:
Pcorr ≡
[
1 ρ
ρ 1
]
, Puncorr ≡
[
1 + ρ 0
0 1− ρ
]
. (806)
Pcorr has the eigen decomposition Pcorr = QΛQH where
Λ =
[
1 + ρ 0
0 1− ρ
]
(807)
and
Q =
1√
2
[
1 1
−1 1
]
=
1√
2
[
1 0
0 1
]
+
1√
2
[
0 1
−1 0
]
. (808)
The signal covariance matrices for correlated and uncorrelated cases are given, respec-
tively, by
Rs,corr ≡ (Y0Q)Λ(Y0Q)H (809)
and
Rs,uncorr ≡ Y0ΛY H0 . (810)
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Thus, for the correlated case (806) the parameter ρ represents the correlation co-
efficient, while in the uncorrelated case 1 + ρ and 1 − ρ are the powers of the two
sources. By construction, the signal covariance matrices have identical eigenvalues, that
is σ(Runcorr) = σ(Rcorr). In a Grassmann manifold formulation, the eigenvector matri-
ces Y0 and Y0Q, that define the same subspace belong to the same equivalence class, and
are therefore represented by the same point (as such, the (Grassmann) geodesic distance
between them is zero). In the Basis manifold formulation used here, these two matrices
belong to different equivalence classes and are therefore represented by distinct points;
the geodesic distance between them is non-zero.
The bounds for the subspace estimation problem depend on constraint assumptions
of the signal matrix, H which transform into constraints on Y ∈ B. For the uncon-
strained case, the B manifold applies and the subspace CRB is given by (750). For the
two signal case, p = 2, and high SNR this bound is
CRBSS ≈
√√√√(N − p)σ2
K
p∑
k=1
λ−1k =
√√√√2(N − 2)
K
(
1
1− ρ2
)
σ2. (811)
This CRB depends on the problem’s eigenvalues but not on Y and so CRBSS for both
the Rs,corr and Rs,uncorr cases, is identical.
If, on the other hand, H is constrained, then the B¯ ⊂ B submanifold formulation
applies and crbSS =
√
tr(F−1ss ) where the subspace FIM, Fss, has the general form (760).
If Es;u is the basis matrix for the uncorrelated case, then the corresponding matrix for
the correlated case is Es;c = (Q ⊗ IN−p)Es;u where Q is given by (808). The ratio of
unconstrained bound to the constrained bound measures the potential processing gain
available to an estimator using the full constraint information so that
Gain: =
CRBss
crbss
=
√√√√( tr(F−1ββ )
tr(F−1ss )
)
. (812)
Example: For harmonic signals the B¯harmonic submanifold assumption applies. The
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subspace CRB for the p = 2 uncorrelated case, Puncorr (806), is
crb(u)ss ≈
√√√√ 8
K
(
1
1− ρ2
)
σ2 (813)
and for the correlated case, Pcorr (806),
crb(c)ss ≈
√
8
K
σ2 . (814)
The potential processing gains (812) for these two cases are
Gain Correlated: =
CRBss
crb
(c)
ss
=
√
N − 2
2(1− ρ2) , (815)
and
Gain Uncorrelated: =
CRBss
crb
(u)
ss
=
√
N − 2
2
. (816)
For the uncorrelated case, we see that the gain is equal to the ratio of dimensions of the
spaces BY and SY < BY
dim(BY )
dim(SY )
=
2p(N − p)
4p
=
N − 2
2
. (817)
For the example considered later of a the 2-D 5 × 5 square array with ρ = 0.9999, the
potential gains in the two cases are: 47.1 dB= 10log10
(
25−2
2(1−0.99992)
)
for the correlated
case and 13 dB = 10log10
(
25−2
2
)
for the corresponding uncorrelated case.
Because both Y0 and Y0Q map to the same parameter value θ, the distinction is
not relevant in the harmonic parameter extraction step (802). The rotation Q (or equiv-
alently the parameter α) is a nuisance parameter with respect to the θ parameter esti-
mation objective. However, as the difference between the CRBs for the correlated and
uncorrelated problems indicate, the distinction between Y0 and Y0Q is relevant to the
overall estimation problem.
The ratio between the intrinsic bounds for the different constraints, uncorrelated
and correlated, is
crb(u)ss
crb
(c)
ss
=
√
1
1− ρ2 (818)
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For ρ = 0.9999 as in the example above this ratio is 37 dB. This dependence on the
parameter ρ is reflected in the θ parameter space CRB . The parameter space FIM at
high SNR is given by
Fθθ =
2K
σ2
Re(DHP⊥D  P ) (819)
and the bound on the parameter error variance is
CRBθθ =
√
σ2
2K
tr (Re(DHP⊥D  P ))−1 . (820)
For the orthogonal signal example under consideration DHP⊥D = Ip, so that the CRB
on the parameter total RMS estimation error is reduces to
CRBθθ =
√
σ2
2K
tr (Ip  P )−1 . (821)
The parameter CRBs for the uncorrelated and correlated cases (806) are, respectively,
CRB
(u)
θθ =
√√√√ σ2
2K
(
1
1− ρ +
1
1 + ρ
)
=
√
σ2
K
1
1− ρ2 (822)
and
CRB
(c)
θθ =
√
σ2
K
. (823)
The ratio between the constrained bounds for the uncorrelated and correlated cases is
CRB
(u)
θθ
CRB
(c)
θθ
=
√
1
1− ρ2 . (824)
As expected, this result is consistent with the subspace bound ratio given by (818).
5.2.4 Performance Metrics
The performance evaluation of the various estimators is based on two related crite-
ria. First, for the estimation packages that provide estimates of the parameter θ directly,
we use the total RMS parameter estimation error. For the harmonic signal estimation
problem onM -dimensional arrays (e.g., DOA estimation), the total RMSE in the spatial
frequency domain, denoted ̂θ, is
̂θ ≡
√√√√ 1
Ntrials
Ntrials∑
n=1
δθ(n)tδθ(n) =
√√√√ 1
Ntrials
Ntrials∑
n=1
‖δθ(n)‖2 (825)
178
where δθ(n) = θˆ(n) − θ denotes the error vector in the estimate for the n-th trial. For
the M -dimensional harmonic case with p modes, δθ(n) is Mp× 1.
The second criterion is the subspace distance between the true signal subspace,
represented as Y (θ), and the estimate Ŷ ∈ B. The RMSE is
̂SS ≡
√√√√ 1
Ntrials
Ntrials∑
n=1
distSS(Y, Ŷ (n))2 . (826)
In this expression Ŷ (n) is an N × p matrix that represents the estimate for the n-th trial.
The EVD/SVD and MLESI estimator provide estimates in the form of N × p
semi-unitary matrices that define Yˆ appearing above. For the parameter estimators such
as Unitary ESPRIT, the reconstructed subspace estimate is defined by column space of
the left singular vector matrix of H(θˆ), that is col(Ŷ ) where Ŷ = Y (θˆ).
Relationship between parameter errors and subspace angles
The relationship between these two error measures, distSS2(Yˆ , Y (θ)) and δθtδθ,
is developed in this section. The basic result we wish to establish is
distSS2(Yˆ , Y (θ)) ≈ δθtJ−2δθ; Yˆ = Y (θˆ) . (827)
The error tangent vector ∆ = exp−1
Y˜
Y (θˆ) is in TY˜ B¯ < TY˜ B and the subspace
component is ∆¯ ≡ PB∆ ∈ SY . This vector expands as
∆¯ =
q∑
k=1
sks
k =
q∑
k=1
s´ks´
k . (828)
In this expression s´k denotes the natural coordinate (non-orthgononal) basis and sk is
an orthonormal basis. If J denotes the transformation matrix between sk and s´k, (J
orthogonalizes sk) then s = J−1s´ (see (505)) and as a result
‖∆¯‖ =
√
sts =
√
s´tJ−2s´ . (829)
The development of the subspace estimation accuracy bound for the Basis manifold
formulation relied on the fact that, to first order
distSS(Y (θ0), Ŷ )
2 = ‖∆¯‖2 . (830)
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Figure 13. Scatter plot of the subspace distance error computed directly via (826) and in-
directly using (831). The scatter lies along a line with unit slope confirming equivalence
of the two formulas.
In addition, since to first order δθ ≈ s´, substituting this result into (829) and using (830)
yields
distSS2(Y (θˆ), Y (θ)) ≈ δθtJ−2δθ . (831)
To demonstrate this relation we show a scatter plot, figure 13, of the left and right hand
sides of (831) over 1000 trials for a stressful example. The scatter lies along a straight
line confirming equivalence of the two formulas.
From (831) we see that the relationship of the RSS subspace error to the RSS
parameter space error (δθtδθ) is determined by J. The relationship between ̂SS and
180
̂θ (825) is illustrated with scatter plots of these two measures in section 5.2.5. In the
benign scenarios considered the eignvalues of J are all approximately equal, (σ(J) ≈ c),
so that the two measures differ by a scale factor, that is
distSS(Y (θ0), Ŷ ) ≈ ·c−1√p‖δθ‖ (832)
In contrast, for closely spaced sources the eigenvalues of J vary widely and this
simple relation does not hold. This situation is illustrated in examples 5 and 6 considered
in section 5.2.5.
LIST OF ESTIMATORS
In this section we review variants of the estimation packages that are evaluated in
the simulation test cases of section 5.2.5.
UE Unitary ESPRIT/Standalone,(θˆESP ) [5]: 2-D Unitary ESPRIT, and its exten-
sion to higher dimensions (R-D Unitary ESPRIT), has the highly desirable feature of
automatically associating the distinct DOA parameters that define a mode (e.g., auto-
matic paring of bearing and elevation estimates in the 2-D array case). This estimator
does not satisfy any ML criterion and is highly biased for large spatial angles at low
SNR. As discussed in section 5.2.2, Unitary ESPRIT may also be viewed as coordinate
transformation (802) when its domain is restricted to B¯harmonic. An important practical
advantage of UE estimator is that it has low computational cost and minimal storage
requirements.
UEN Unitary ESPRIT with Newton’s Refinement,(θˆESPN ): This estimation pack-
age consists 2-D Unitary ESPRIT followed by the a step Newton’s method with respect
to the log likeihood function. The Newton’s step uses the EVD estimates, (Y˜ , Λ˜), as
inputs. Performance depends on the quality of UE parameter estimate; for large initial
errors multiple iterations may be required and convergence is not guaranteed. Since it
is developed to an ML criterion, it is asymptotically efficient contingent on convergence
to the global maximum.
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MLESI: This estimator is asymptotically efficient with respect to the damped ex-
ponential signal assumption, B¯damped. The estimate Ŷ ∈ B¯damped corresponds to a set of
damping and angle parameters, which in this context are viewed as an alternate coordi-
nate system on B¯damped. See section 4.4 for the algorithm summary.
MLESIESP: This estimation package uses the MLESI estimate Ŷ as input to
the UE parameter estimator in place of the EVD estimate Y˜ . The improved parame-
ter estimation performance stems from smaller subspace error variance in the MLESI
estimate, Ŷ , relative to that of the EVD estimate, Y˜ . This fact is important when B sub-
space CRB for the unconstrained case (achieved by the EVD) is much above Bharmonic
bound. This is the situation that arises when considering highly correlated signals. The
proposed estimator MLESIESP is observed to be unbiased facilitating the analysis.
MLESIESPN This estimator extends the previous estimation package with the
addition of a Newton’s refinement step.
Other Estimators: The standard version of ESPRIT (SE) is intended for the
Bdamped case while Unitary ESPRIT (UE) is intended for the Bharmonic case. The ten-
sor version of these algorithms, Standard Tensor ESPRIT (STE) and Unitary Tensor
ESRPIRT (UE), are likewise intended for these different signal assumptions [3],[3].
5.2.5 Simulation Results
In this section we compare the performance of the above estimation packages to the
intrinsic CRBs for the 3 different signal assumptions (800), and show numerical results
to demonstrate the improved performance of the proposed estimators (MLESI vari-
ants). For relevance, we consider the standard narrowband direction of arrival (DOA)
estimation problem; in the geometric formulation this corresponds to B¯harmonic sub-
manifold assumption. The first example introduces the estimator variants in a benign
test scenario to fix the performance analysis approach and to illustrate the relation-
ships between the different subspace bounds. These benign examples are followed
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by more stressful scenarios that show the features of the different estimators and the
dependence of the bounds on system parameters (e.g., sample support). We consider
a 2-dimensional, 8 × 8, uniform rectangular array (URA) with 1
2
wavelength element
spacing in both directions in all the examples.
Example 1: 2 widely spaced, equal power, uncorrelated sources
This case consists of two equal power uncorrelated sources with the spatial fre-
quencies specified in table 4. The N × p matrix Y (θ0), (N = 82 = 64, p = 2) is defined
Table 4. Example 1: Spatial frequencies, 2 Sources
ID horizontal vertical
Source 1 1.0 -1.0
Source 2 -1.0 1.0
by the eigen decomposition of the signal covariance Rs = H(θ)PH(θ)H and represents
a point on Bharmonic. The source correlation matrix is P = I and the number of inde-
pendent snapshots is K = 10. The eigenvalues of signal covariance Rs and the Jacobian
J are, respectively,
σ(Rs) =
[
62.62, 65.38
]
(833)
σ(J) = [2.2, 2.2, 2.2, 2.2] . (834)
Note that for P = I ,
∑
(σ(Rs)) = Np = 64 · 2 = 128.
Using a Monte-Carlo simulation, a N × K data matrix is generated according to
(740) and provided as input to each of the estimators for each trial. We measure the
performance of the various estimators using the RMS subspace distance ̂SS (826) and
the total RMS parameter error ̂θ (825), where appropriate, over a set of 1000 real-
izations for fixed SNR. The subspace distance CRBs for the 3 signal models (800):
harmonic, damped exponential, and unconstrained are plotted versus SNR in figure 14
along with the ̂SS for the EVD, MLESI and MLESIESP subspace estimators.
This set of plots is referred to as the subspace error plot set. Following the discussion
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Figure 14. The RMSEs ̂SS for the EVD, MLESI and MLESIESP subspace esti-
mators and the CRBs for the 3 manifold assumptions vs SNR for the estimation problem
on the complex linear model (740). The spatial frequencies of the two, equal power, un-
correlated sources are specified in table table:examp1 and the number of snapshots is
ten (K=10). The EVD subspace estimate remains a small increment above CRBSS for
this small snapshot case. The MLESI and MLESIESP estimators are observed to
approach their respective bounds,CRBdamped and CRBharmonic, at sufficient SNR.
in section 5.2.2, for this benign scenario the difference in the bounds may be attributed
to the difference in the dimension of the space of subspace perturbations for each of
the 3 manifold assumptions. Referring to table 3, with N = 64 and p = 2, we com-
pute these differences (relative to the unconstrained bound CRBSS) as 14 dB and 17
dB for the damped and harmonic assumptions, respectively. The EVD subspace esti-
mate remains a small increment above the bound for the unconstrained signal (full B
manifold) assumption, CRBSS, for this 10 snapshot (K = 10) example (the effect of
varying the number of snapshots is considered in example 2). The MLESI estimator
closely approaches the CRB for the Bdamped manifold assumption,CRBdamped, as SNR
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increases. Likewise, the MLESIESP estimator closely approaches the CRB for the
Bharmonic manifold assumption,CRBharmonic, as SNR increases. For the parameter esti-
mator MLESIESP , an estimate in the form of an N × p semi-unitary matrix element
of B¯harmonic is computed from the parameter estimates θˆ as the left singular vector ma-
trix of H(θˆ). This same procedure is used to generate subspace estimates for each of the
direct parameter estimation packages.
The parameter estimation packages are also evaluated directly using the total RMS
parameter error measure ̂θ (825). The parameter space bound CRBθθ (820) is plotted
versus SNR in figure 15 along with ̂θ for a set of parameter estimation packages. The
MLESIESP estimator achieves the parameter space bound at sufficient SNR. The UE
algorithm is approximately 2 dB above the bound while the UEN estimator achieves the
bound as expected.
Example 2: Vary Sample Support (2 Sources, Equal Power)
In this scenario the source locations are fixed as in example 1, the SNR is fixed
at 21 dB, and the sample support size (i.e., number of snapshots, K) is varied. The
subspace distance CRBs for the 3 signal models are plotted versus sample support in
figure 16 along with the ̂SS for the EVD, MLESI and MLESIESP subspace es-
timators. As the sample support increases the EVD estimate and MLESI meet their
respective bounds, CRBSS and CRBdamped. This is consistent with the asymptotically
efficient property of ML estimators. The estimator MLESIESP similarly approaches
CRBharmonic.
Example 3: Varying Angular Separation, 2 Sources, Equal Power
In this test scenario the sample size and SNR are fixed and the angular separation
between the two sources is varied. The estimator performance and the relevant bounds
are shown in figure 17. If the spatial frequencies given in table 4 are denoted as µ0, the
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Figure 15. RMSE ̂θ (825) for the MLESIESP and MLESIESPN , UE and
UEN estimators and the parameter space bound CRBθθ (820) versus SNR. The
MLESIESP estimator achieves the parameter space bound at sufficient SNR. The
UE algorithm is approximately 3 dB above the bound while the UEN estimator achieves
the bound as expected.
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Figure 16. RMSEs ̂SS of the EVD,MLESI , MLESIESP subspace estimators and
the CRBs for the 3 manifold assumptions versus sample support for the estimation prob-
lem of (740). The spatial frequencies are as given in table 4. A constant SNR of 21 dB
and 1000 Monte Carlo trials are used. Note that, as expected, the RMSE of the EVD esti-
mate (green line, open squares) approaches the unconstrained subspace bound, CRBSS
(dashed gray line) as the sample support becomes large, i.e., this maximum likelihood
estimator is asymptotically efficient. Similarly, the MLESI estimator (red line, open
circles) approaches theCRBD (dashed black line) as the sample support becomes large.
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Figure 17. RMSEs ̂SS of the EVD,MLESI , MLESIESP subspace estimators and
the CRBs for the 3 manifold assumptions versus source separation factor for the esti-
mation problem of (740). If the spatial frequencies given in table 4 are denoted as µ0,
the spatial frequencies in this example are s · µ0; the scale factor s is the horizontal
axis labeled, ”sep factor”. Observe that the proposed estimator MLESI shows good
agreement with the bound CRBdamped down to vary small angular source separation.
spatial frequencies in this example are s · µ0; the scale factor s is the horizontal axis in
the figure . Observe that the estimator MLESI shows good agreement with the bound
CRBdamped down to vary small angular source separation.
Example 4 Correlated vs Uncorrelated
This scenario examines the highly correlated signal case discussed in section 5.2.3.
Examples like this one are often used in the literature to evaluate proposed estimators
since the performance of standard algorithms like UE is poor in this situation. This
particular example with ρ = 0.9999 (correlation coefficient), corresponds to test case
considered in [3][figure 2]. A pair of widely spaced signals are considered as in the first
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example (see table 4). The number of snapshots is K = 10. The two source correlation
matrices that correspond to the correlated and uncorrelated test cases (806) discussed in
5.2.3 are considered. The eigenvalues of both Puncorr and Pcorr are (1+ρ, 1−ρ) and for
the choice ρ = 0.9999 these eigenvalues are (1.9999, 0.0001). The unconstrained sub-
space CRB, CRBSS (813), is identical for both cases since the eigenvalues are identical.
The constrained CRB, crbSS , differs for the two different source correlation matrices.
For the P = Pcorr (816) case the available gain is
Gain: ≈
√
N − 2
2(1− ρ2) = 47.5dB (835)
while for P = Puncorr, the available gain is
Gain: ≈
√
N − 2
2
= 10.5 dB . (836)
Simulation results for the P = Pcorr and P = Puncorr test cases are overlaid in figure 18.
Both the EVD performance andCRBSS are identical for the two cases, while the bounds
for the constrained model, B¯damped, differ as does estimator performance. At sufficiently
high SNR the gain values, (836) and (835), are confirmed. For the highly correlated case,
higher SNR is required for the constrained bounds to be achieved. Figure 19 shows UE
and UEN along withMLESIESP andMLESIESPN for the correlated example. As
evident, UE is severely degraded in the highly uncorrelated case; the one step Newton’s
method (UEN) estimator shows dramatic improvement and achieves the bound at high
SNR. Performance is close to that of the MLESIESPN result.
Example 5 : 4 Very Widely spaced at Large Angles: Uncorrelated, Equal-Power
This benign example consists of four widely spaced sources with locations speci-
fied in table 5. The number of independent snapshots is K = 10. The eigenvalues of
signal covariance Rs and the Jacobian J are, respectively,
σ(Rs) =
[
81.48, 65.75, 60.20, 48.57
]
(837)
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Figure 18. RMSEs ̂SS of the EVD, MLESI , MLESIESP subspace estimators and
CRBSS, CRBdamped and CRBharmonic versus SNR for two different source correlation
matrices as given in (806). The eigenvalues of both Puncorr and Pcorr are (1+ρ, 1−ρ) and
for the choice ρ = 0.9999 these eigenvalues are (1.9999, 0.0001). For the unconstrained
assumption, CRBSS is identical for both cases since the eigenvalues are identical. The
bounds for the constrained assumption (i.e., CRBdamped and CRBharmonic) differ for
the two choices by the amount expected.
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Figure 19. RMSE ̂θ (825) for the MLESIESP and MLESIESPN , UE and UEN
estimators and the parameter space bound CRBθθ (820) versus SNR for two different
source correlation matrices as given in (806).Since the system eigenvalues are the same
for both cases CRBS is the same for both. The constrained bounds (e.g.; CRBH))
differ significantly between the two cases.
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Table 5. Example 5: Spatial frequencies, 4 widely spaced sources,
ID horizontal vertical
Source 1 1.84 -0.92
Source 2 -1.85 -0.921
Source 3 1.82 1.000
Source 4 -1.86 1.001
10log10(σ(J)) = (3.84, 3.79, 3.76, 3.66, 3.61, 3.54, 3.51, 3.49) (838)
Figure 20 shows the subspace performance plot for this scenario. We observe
that MLESI achieves the CRB for the B¯damped assumption (CRBdamped), while both
MLESIESP and MLESIESPN achieve the CRB for the B¯harmonic assumption
(CRBharmonic). Following the discussion in section 5.2.2, and referring to table 3 with
N = 64 and p = 4, we compute gains of 14 dB and 17 dB for the damped and harmonic
assumptions. The error variance performance measure of three estimators is ordered in
the expected way as
MLESIESPN < MLESIESP < MLESI . (839)
Since the MLESIESP estimator very closely approaches CRBharmonic at moderate
SNR, the Newton’s refinement in the MLESIESPN estimation package has little
room to show improvement in this example except at the lowest SNRs. Figure 21 shows
the parameter space error plot set which shows the same performance ordering. In
the more stressful example that follows (example 6) this performance ordering (839) is
maintained only at the highest SNRs.
Following the discussion in section 5.2.4 we plot in figure 22 the RSS subspace
error, distSS(Y (θ0), Ŷ ), versus the RSS parameter space error,
√
δθtδθ, for each of
1000 realizations at fixed SNR of 21 dB. Recall that these errors are related
distSS(Y (θ0), Ŷ ) ≈
√
δθtJ−2δθ . (840)
Because the eigenvalues of J are all approximately equal (838), so that J−2 ≈ c2I , we
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Figure 20. Subspace Error plots for example 5 consisting of 4 widely spaced sources as
specified in specified in table 5. The error performance of three estimators is ordered in
the expected way as MLESIESPN < MLESIESP < MLESI . The relative gains
for the damped and harmonic model assumptions are 14 dB and 17 dB respectively.
Since the MLESIESP estimator achieves bound the at sufficient SNR the Newton’s
method refinement in the MLESIESPN estimation package has no room to show
improvement in this example except at the lowest SNRs.
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Figure 21. RMSE ̂θ (825) for the MLESIESP and MLESIESPN , UE and UEN
estimators and the parameter space bound CRBθθ (820) versus SNR for 4 widely
spaced, equal power, uncorrelated sources as specified in specified in table 5.
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Figure 22. Scatter plot of the error the RSS error δθtδθ versus the RSS distSS(Ŷ , Y0)
for 1000 realization at an SNR of 21 dB the for closely spaced source example spec-
ified in table 5. Each gray dot represents the error measured for a single trial for the
MLESIESP estimator. The green dot represents the corresponding RMSE. The black
dot represents the CRB in for the two different measures, (CRBθθ and CRBharmonic).
The red dot represents the RMSE for UE w.r.t the two measures.
have
distSS(Y (θ0), Ŷ ) ≈ c ·
√
δθtδθ . (841)
This fact gives the scatter plot the appearance of a straightline. In example 6, consisting
for four very closely spaced sources, the eigenvalues of the Jacobian have a large spread
(see (843)) so this simple relationship is not maintained.
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Example 6 : 4 very closely spaced, equal power sources at large angles
This example consists of four very closely spaced sources with locations specified
in table 6. The number of independent snapshots is K = 512. The eigenvalues of signal
Table 6. Example 6:Spatial frequencies, 4 Closely spaced sources
ID horizontal vertical
Source 1 1.84 -0.92
Source 2 1.85 -0.921
Source 3 1.82 -1.000
Source 4 1.86 -1.001
covariance Rs and the Jacobian J are, respectively
σ(Rs) = (253.56, 2.14, 0.28, 0.0005) (842)
and
10log10(σ(J)) = (18.09, 10.45 4.51, 1.52, 1.51, − 4.13, − 8.74, − 16.39) .
(843)
Figure 23 shows the subspace performance plot for this scenario. Once again
MLESI asymptotically (in SNR) closely approaches CRBdamped and maintains near
optimal performance across the range of SNR shown.
The performance ordering of the 3 estimators, MLESI,MLESIESP and
MLESIESPN , depends on SNR and 3 distinct SNR regions are evident. At very high
SNR, above 90 dB, we see the standard situation as occurred in the previous example in
which the estimator performance is ordered as
MLESIESPN < MLESIESP < MLESI . (844)
In the SNR range approximately 65 to 90 dB we see that MLESI <
MLESIESP . The implication is that UE parameter extraction step of the
MLESIESP package has increased, rather than decreased, the subspace error. The
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refinement step (MLESIESPN ) reduces the error to a level below that of MLESI so
that in this SNR range we have performance ordering
MLESIESPN < MLESI < MLESIESP . (845)
As SNR is decreased a point is reached at which the UE parameter estimation step of
MLESIESP is poor enough that the 1-step Newton’s method yields a error larger than
MLESI . In this SNR regime
MLESI < MLESIESPN < MLESIESP . (846)
We observe that MLESI estimate maintains good performance, as measured by the
subspace error, well below the SNR threshold (approximately 80 dB) at which the UE
parameter extraction step of the MLESIESP estimator begins to degrade. In contrast,
while the UEN achieves the CRBharmonic bound at the highest SNRs shown it begins
to deviate from the bound at SNRs less than 90 dB. This compares to a deviation point
for MLESIESPN of 68 dB. For reference we include standard UE which serves as
initialization for UEN. As is evident UE is far from bound even at the highest SNRs.
A scatter plot the parameter estimates (1000 trials) at an SNR just above the break-
down level is shown in figure 25. To better illustrate performance differences a his-
togram of the estimation errors associated with one of the two DOA parameters, for
one of the sources, is shown in figure 26. The plot on the left in this figure shows the
MLESIESP estimator and the one on the right shows the UE estimator.
Figure 24 shows the parameter performance for this scenario. Although the rel-
ative ordering of the different estimators is preserved with respect to the two mea-
sures,subspace error and parameter error, the two performance plots, appear quite dif-
ferent. This apparent difference is explained by the error relation (841).
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Figure 23. Subspace Error plots for example 6 consisting of 4 closely spaced sources
as specified in specified in table 6. The performance ordering of the 3 estimators,
MLESI (red line,open cirlces),MLESIESP (red line,*) and MLESIESPN (red
line,diamond), depends on SNR and 3 distinct SNR regions are evident. For reference
purposes UE (black line,*) and UEN (black line,diamond) are also plotted.
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Figure 24. Parameter Error plots for example 6 consisting of 4 closely spaced sources
as specified in specified in table 6. The performance ordering of the 3 estimators,
MLESI,MLESIESP and MLESIESPN , depends on SNR and 3 distinct SNR
regions are evident.
199
Figure 25. A scatter plot of theMLESIESP and UE parameter estimates (1000 trials)
for an SNR of 63 dB. Source locations are given in table 6. The plot is a closeup
centered on two of the four sources. The UE estimates appear as the black dots and the
MLESIESP estimates as the red dots; the true source locations are given by the white
dots.
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Figure 26. A histogram of theMLESIESP and UE parameter estimation errors (1000
trials) for an SNR just above the breakdown level. The figure shows the horizontal
spatial frequency estimates for one of the four sources.
Interpretation of Errors as Measured in Different Coordinates
In example 5 Jacobian was J ≈ c−1 · I so that distSS2(Ŷ , Y0) ≈ c−2δθtδθ. This
fact gave the error scatter plot the appearance of a straight line (see figure 22). In the
present example the eigenvalues of J (843) have a large spread so the relation between
the two error measures is no longer so simple. Two parameter error vectors, say δθ1 and
δθ2 of equal magnitudes δθt1δθ1 = δθ
t
2δθ2 can result in subspace errors of very different
magnitudes because of the weighting matrix form, J−2 . This fact accounts for the
appearance of the error scatter plot for this example given in figure 27 (compare this with
22). The horizontal axis is δθtδθ while the vertical axis is distSS2(Ŷ , Y0) and each gray
dot represents the error measured for 1 trial. The bold black dot in the plot represents the
CRBs for the subspace and parameter space as the point (CRBharmonic, CRBθ) for the
fixed set of system parameters. The green dot gives the MS errors for the MLESIESP
estimator for the two measures as the point (ˆss, ˆθ).
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APPENDIX A
appendix A
A.1 Coordinate Representations
The notion of coordinates plays an important role in manifold theory [1]. For the
case of a sphere embedded in a 3-dimensional Euclidean space, two different coordinate
systems were discussed in chapter 1. The first, called extrinsic coordinates, represented
points on the sphere by their (x, y, z) Cartesian coordinates on the ambient 3-D space.
The second set, called normal coordinates, was defined in terms of the tangent space at
a given point and the exponential (geodesic) map (see section 2.1). The transformation
from the (u, v) polar normal coordinates to the (x, y, z) was given by
x = cosu sin v , y = sinu sin v , z = cos v . (A.1)
In this section we consider coordinates for the basis manifold B that are analogous to
these extrinsic and normal coordinates defined for the sphere example. Normal coordi-
nates are a special type of intrinsic coordinates where the coordinate lines are themselves
geodesics generated by the exponential map.
A.1.1 Coordinate System 1: The N × p matrix extrinsic coordinates
A point on the basis manifold B may be represented by an N × p semi-unitary
matrix. This is usual representation used in signal processing applications where the
focus is on numerical calculation and where B is viewed as embedded in CN×p.
The more abstract coordinate-free representation of points on manifolds was not
utilized in the main text and coordinates were used at the outset. In this section we pro-
ceed more formally and introduce the N×p matrix representation of points as the result
of a coordinate mapping. This coordinate function, denoted y, is defined as mapping
from St(N,p) to CN×p
y : St(N,p) → CN×p . (A.2)
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The coordinates of the abstract point Y ∈ St(N,p) are then represented as
Y = y(Y) . (A.3)
where Y is aN×p complex matrix. This coordinate mapping is invertible (on its image)
so that
Y = y−1(Y ) . (A.4)
The representations Y , which reference the ambient space, are called extrinsic co-
ordinates on B and are distinguished by the fact that the number of components in the
coordinate N -tuple is greater than the dimension of the manifold (this is analogous to
using 3 (x, y, z) Cartesian coordinates to specify a point on a 2-dimensional sphere).
The number of values required to specify the complex N × p matrix Y is 2Np; this
compares to the dimension of St(N,p) as 2Np− p2. As was the case with the sphere, the
Stiefel manifold, St(N,p), may be specified in terms of these extrinsic coordinates as the
set
y(St(N,p)) = {Y ∈ CN×p:Y HY = I} . (A.5)
A.1.2 Coordinate System 2: Riemannian normal coordinate system (α, β)
Riemannian normal coordinates are a local coordinate system in a neighborhood of
a point Y0 obtained by applying the exponential map to the tangent space at Y0. By the
exponential map, any arbitrary choice of basis for TY0B yields coordinates on B near
Y0. These coordinates are formed as follows. Let ∆ ∈ TY0B denote the tangent vector
between Y0 (thought of as the origin of the coordinate system) and an arbitrary Y ∈ B,
that is
∆ = exp−1Y0Y . (A.6)
Given an arbitrary, abstract, partitioned orthonormal basis, ak,bk, for TY0B = AY0⊕BY0
the vector ∆ expands as
∆(α, β) =
Na∑
k=1
akα
k +
Nb∑
k=1
bkβ
k . (A.7)
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For a fixed orthonormal basis, any such tangent vector ∆ is specified by the pair (α, β).
We will sometimes write ∆(α, β) to denote the vector whose components are (α, β)
when the basis is understood.
Define the invertible mapping, X , which,for the given basis, assigns to the tangent
vector ∆ its components . Since the tangent space for the problem of interest is naturally
partitioned this mapping has the form
X : TYB → RNa ×RNb (A.8)
and, referring to (A.7), is given by
X (∆) = (α, β) . (A.9)
This mapping is invertible
X−1:RNa ×RNb → TYB (A.10)
and the inverse map constructs the tangent vector ∆ from the pair (α, β) according to
X−1(α, β) = ∆ =
Na∑
k=1
akα
k +
Nb∑
k=1
bkβ
k . (A.11)
The normal coordinate function denoted ϕ
ϕ:B → RNa ×RNb , (A.12)
is then defined by the composite mapping
ϕ = X ◦ exp−1Y0 . (A.13)
This function assigns to each point Y ∈ B the real tuples (α, β) ∈ RNa ×RNb by
(α, β) = ϕ(Y) = X ◦ exp−1Y0 Y . (A.14)
The composite coordinate function ϕ first computes ∆ = exp−1Y0Y , the tangent vector ∆
from Y0 to the point Y . The function X then represents ∆ with respect to an arbitrary
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fixed basis for the tangent space. The coefficients of ∆, with respect to this basis, are
(α, β). The real tuples (α, β) are said to be the Riemannian Normal coordinates of Y .
The coordinate mapping ϕ is invertible
ϕ−1:RNa ×RNb → B , (A.15)
and the point in B corresponding the coordinates (α, β) is given by the inverse coordi-
nate map
ϕ−1 = (X ◦ exp−1Y0 )−1 = expY0 ◦ X−1 , (A.16)
so that Y = ϕ−1(α, β).
The exponential mapping at the point Y0 is a mapping from the tangent space TY0B
to B,
expY0 : TY0B → B . (A.17)
Noting (A.11), the inverse coordinate mapping ϕ−1 then is
Y = ϕ−1(α, β) = expY0∆(α, β) . (A.18)
Normal coordinates are not unique since the choice of the orthonormal basis (A.7) used
to represent the tangent vector was not unique. Note that the total number of the normal
coordinate components is equal to the dimension of the manifold (i.e., Nb = 2p(N − p)
and Nb = p2 so that Na +Nb = 2Np− p2 which is equal to the dimension of St(N,p)).
In a normal coordinate system, the Christoffel symbols (see section A.4.1) of the
connection vanish at the point Y0, thus often simplifying local calculations. In such
coordinates, the covariant derivative reduces to a partial derivative (at Y0 only), and the
geodesics through Y0 are locally linear functions. This feature comes into play when we
later compute the 2nd covariant derivative of the likelihood function.
207
A.1.3 Coordinate Transformations: Normal Coordinates and Extrinsic Coordi-
nates
The transformation between these normal coordinates and extrinsic coordinates is
given by the composite map
(y ◦ ϕ−1):RNa ×RNb → CN×p (A.19)
or
Y = y ◦ ϕ−1(α, β) . (A.20)
From (A.16) we have
Y = ϕ−1(α, β) = exp ◦ X−1(α, β) (A.21)
and using (A.11)
Y = y(Y) = expY0∆(α, β) (A.22)
(see figure 3).
A.2 Curves on Manifolds
A curve on B is defined by a smooth map from reals R to B, c:R→ B. This curve
is expressed in extrinsic coordinates via the composite mapping
y ◦ c:R→ CN×p . (A.23)
When the curve “c” is understood, this is composite mapping is often written as
Y (t) = y(c(t)) . (A.24)
This same curve may be represented in normal coordinates by
ϕ ◦ c:R→ RNa ×RNb . (A.25)
Similarly, when the curve “c” is understood, this is composite mapping is written as
(α(t), β(t)) = ϕ(t) = ϕ(c(t)) (A.26)
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The transformation from the normal coordinate representation of c(t) to extrinsic coor-
dinate representation is given by
Y (t) = expY0∆(α(t), β(t)) . (A.27)
This corresponds to the computational form
Y (t) =
[
Y0 Y0⊥
]
expm
([
A(t) −BH(t)
B(t) 0
])
· IN,p (A.28)
where the matrices A(t) and B(t) are defined with respect to the basis vectors {ak =
Y0 · Ak} and {bk = Y0⊥ ·Bk} as
A(t) =
p∑
k=1
Akα
k(t) , (A.29)
B(t) =
p∑
k=1
Bkβ
k(t) . (A.30)
A.2.1 Geodesic Curves
A geodesic curve emanating from the point Y0 in the fixed direction ∆ is given by
c(t) ≡ expY0(t∆) . (A.31)
Representing the tangent vector ∆(t) ≡ t∆ with respect to an orthonormal basis as
∆(t) = t∆ = t(
Na∑
k=1
akα
k +
Nb∑
k=1
bkβ
k) (A.32)
the corresponding normal coordinate representation of a geodesic curve c(t) is then
given by the straight line in RNa ×RNb as
X (∆(t)) = (α(t), β(t)) = (tα, tβ) . (A.33)
The corresponding extrinsic coordinate representation of the geodesic curve c(t) is
y(c(t)) and is given by
Y (t) =
[
Y0 Y0⊥
]
exp
(
t
[
A −BH
B 0
])
· IN,p (A.34)
where we have used (A.29), (A.30) and (A.33).
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Geodesic Coordinate Curves
A geodesic coordinate curve corresponding to the αk coordinate is given in normal
coordinates by
(t · ik, 0Nb) (A.35)
where ik is an Nα × 1 unit vector with 1 in the k-th location and zeros elsewhere and
0Nb is the Nb × 1 zero vector. If the unit tangent
ak ≡ X−1(ik, 0Nb) , (A.36)
is represented as ak = Y0Ak then the geodesic (A.35) is represented in extrinsic coordi-
nates as
Y(k)(t) ≡ Y (t · ik, 0) = [Y0 Y0⊥]expm
(
t
[
Ak 0
0 0
])
· IN,p . (A.37)
Likewise, a geodesic coordinate curve corresponding to the βk coordinate is given in
normal coordinates by (0Na , t · ik). If the unit tangent
bk ≡ X−1(0Na , ik) , (A.38)
is represented as bk = Y0⊥Bk then the geodesic coordinate curve is represented in
extrinsic coordinates as
Y(k)(t) = Y (0, t · ik) = [Y0 Y0⊥]expm
(
t
[
0 −BHk
Bk 0
])
· IN,p (A.39)
For later reference the expanded form of this curve is
Y(k)(t) = Y (0, t ·ik) = Y0(Ip− 1
2
(BHk Bk)+o(t
4))+Y0⊥(t ·Bk−t3 1
2
(BkB
H
k Bk)+o(t
5))
(A.40)
The first order approximation is Y(k)(t) = Y (0, t ·ik) ≈ Y0 +t ·Y0⊥Bk. The form (A.40),
and a corresponding one for the α geodesic coordinate curve set, will be important when
we compute the covariant 2nd differential of the likelihood function defined on B.
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Referring (A.37) to (A.39) and the extrinsic representation of tangents to these
geodesic coordinate curves are
ak =
dY (t · ik, 0)
dt
= Y0Ak , (A.41)
bk =
dY (0, t · ik)
dt
= Y0⊥Bk . (A.42)
The right hand side of both expressions are N × p complex matrices.
A.2.2 Functions on Manifolds
A real function on B is the mapping L:B → R, and the value of the function at
Y ∈ B is denoted L(Y). The extrinsic coordinate representation of L is denoted Ly and
is defined by
Ly = L ◦ y−1 (A.43)
so that
Ly:C
N×p → R . (A.44)
The value of the function at Y isLy(Y ) and this equalsL(Y) forY = y−1(Y ). Likewise,
in the (α, β) normal coordinates, the representation of L is denoted Lϕ and is defined
by
Lϕ = L ◦ ϕ−1 (A.45)
so that
Lϕ:R
Na ×RNb → R . (A.46)
The value the function at (α, β) is Lϕ(α, β) and this equals L(Y) for
Y = ϕ−1(α, β) . (A.47)
The functional forms Lϕ(α, β) and Ly(Y ) are related by
Lϕ = L ◦ y−1 ◦ y ◦ ϕ−1 = Ly ◦ y ◦ ϕ−1 (A.48)
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or
Lϕ(α, β) = Ly(Y ) (A.49)
where
Y = y ◦ ϕ−1(α, β) . (A.50)
In later sections we will denote Lϕ, Ly and L by the same symbol “L” since the meaning
will generally be clear from the choice of arguments. That is
L(Y) = L(Y ) = L(α, β) (A.51)
when Y = y(Y) and (α, β) = ϕ(Y). Henceforth we deal with the extrinsic coordinate
representation Y = y(Y).
A.2.3 Coordinate Curves
Let c(i)(t) denote the geodesic coordinate curve emanating from Y0 in the ai direc-
tion. The normal coordinate representation of this curve is (t · ik, 0), that is
ϕ ◦ c(i)(t)) = (t · ik, 0) (A.52)
then
L(c(i)(t)) = Lϕ(t · ik, 0) . (A.53)
Therefore, we can compute the directional derivative in the direction ak by
∇L[ak] = dLϕ(t · ik, 0)
dt
. (A.54)
For computational purposes we can write this in terms of the extrinsic coordinates
Ly(Y(k)(t)) = Lϕ(t · ik, 0)|t=0; k = 1 · · ·Na . (A.55)
where we have used the notation
Y(k)(t) ≡ Y (t · ik, 0) , (A.56)
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A.2.4 Calculus on Manifolds : Partial Derivative
Let x be a coordinate system on the manifoldM, that is
x :M 7→ RN (A.57)
then Lx ≡ L ◦x−1 is a function defined on RN . The standard practice of using the same
symbol for both the independent variable and a function is used here. In elementary
calculus, the partial derivative of L(x) with respect to xk is defined as
∂L
∂xk
|x=x0 ≡ limt→0
L(x10, · · · , xk0 + t, · · · , xq0)
dt
(A.58)
This is equivalent to
dL(x(k)(t))
dt
≡ lim
t→0
L(x10, · · · , xk0 + t, · · · , xq0)
dt
(A.59)
where x(k)(t) is the coordinate curve
x(k)(t) = (x
1
0, · · · , xk0 + t, · · · , xq0) . (A.60)
This curve is also expressed in the alternate form
x(k)(t) = x0 + t · ek (A.61)
where ek is a q × 1 unit vector with 1 at the k-th location.
Applied to the coordinate function Y =
(
Y 1, · · · , Y M
)
we have
∂Y i
∂xk
≡ dY
i(x(k)(t))
dt
, m = 1 · · ·M . (A.62)
In matrix form this is
∂Y
∂xk
≡ dY (x(k)(t))
dt
. (A.63)
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A.3 Elements of Differential Geometry
A.3.1 Natural Coordinate Basis
Let x be coordinate system with origin at the point Y , that is x(Y) = (0, · · · , 0).
The k-th coordinate curve is c(k)(t) = x−1◦x(k)(t) where x(k)(t) ≡ (0, · · · , t, · · · , 0)(that
is,t in the k-th location and zeros elsewhere). The set of tangents
ek =
dc(k)(t)
dt
; k = 1, · · ·N (A.64)
define a basis for TY B termed a coordinate basis. Such coordinate basis vectors are
often denoted using the notation ∂
∂xk
rather than ek.
ek ↔ ∂
∂xk
. (A.65)
If x´ is an alternate coordinate system then we write e´k ↔ ∂∂x´k .
An arbitrary vector b expands as
b =
∑
ekβk =
∑
e´kβ´k . (A.66)
If T is the transformation between {ei} and {e´i}, that is
e´k =
∑
T jk ej (A.67)
then, in matrix form, the coefficients in (A.66) are transformed as
β´ = T−1β . (A.68)
A.3.2 Dual Basis, Tensors
The dual space of an N -dimensional vector space V , denoted V ∗, is defined by the
collection of linear functions on V , that is
V ∗ ≡ {f : V → R} . (A.69)
The dual space of TY B, denoted T ∗Y B and called the cotangent space, is defined by the
collection of linear functions on TY B
T ∗Y B ≡ {ω : TY B → R} . (A.70)
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If ei (subscript index)is a basis for TY B, denote the corresponding dual-basis for T ∗Y B
by ei (superscript index). This dual basis is defined by its action
ej [ei] = δij . (A.71)
In the previous section we introduced the notation ∂
∂xk
to stand for ek when referring
to coordinate basis vectors. Similarly here dxk stands for ek , that is
ek ↔ dxk . (A.72)
Using this notation the relation (A.71) becomes
dxi
[
∂
∂xj
]
= δij (A.73)
An arbitrary ω ∈ T ∗Y B expands as
ω =
n∑
k=1
wkek (A.74)
for some set of coefficients wk. For a given ω and basis these components are
wk = ω(ek) . (A.75)
The above objects are particular examples of what are more generally called ten-
sors. Elements of the tangent space TY B are called tangent vectors or contravariant (1,0)
tensors. Elements of the cotangent space T ∗Y B are called cotangent vectors,1-forms, or
covariant (0,1) tensors. Geometric objects in higher dimensions are constructed in an
analogous way. A covariant (0,2)-tensor, denoted generically as T, is a bilinear function
T : TY B × TY B → R (A.76)
and the collection of all such functions is denoted as T ∗2Y B .
A basis for T ∗2Y B is formed from the tensor products of the basis vectors for T ∗Y B;
these are (ei ⊗ ej). This dual basis is defined by its action in the same way as (A.71)
(ei ⊗ ej)[ek, em] = δikδjm . (A.77)
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An arbitrary F ∈ T ∗2Y B expands as
F =
∑∑
Fijei ⊗ ej (A.78)
for some set of coefficients Fij . In an operation analogous to (A.75) that makes use of
(A.77), the components of F with respect to this basis are given by
Fkm ≡ F[ek, em] . (A.79)
The metric tensor g (230) is a tensor of this type. The Fisher Information form is also
a tensor of this type. Just as vectors can be represented in different basis sets so can
tensors. Let e´i be an alternate basis for TY B and let e´i be the corresponding dual basis
for T ∗Y B. Then the component matrix of F with respect to this dual basis is
F´ij ≡ F[e´i, e´j] . (A.80)
An alternate representation of the tensor F (A.78) is
F =
∑∑
F´ij e´i ⊗ e´j . (A.81)
Substituting (A.67) into (A.80) yields
F´ij ≡ F[
∑
T ki jek,
∑
Tmj em] =
∑∑
T ki T
m
j F[ek, em] (A.82)
and noting (A.79) we have
F´km =
∑∑
T ikT
j
mFij (A.83)
or in matrix form
F´ = T tFT . (A.84)
This equation represents the change of basis for a (0,2) tensor (covariant 2-tensor) (see
[2, eqn 28] ).
The expression for a quadratic form is as follows. Let b =
∑
eiβi, then
F[b,b] = F[
∑
eiβi,
∑
ejβj] (A.85)
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=
∑∑
βiF[ei, ej]βj =
∑∑
βiFijβ
j . (A.86)
Expressing the summation on the right hand side in matrix form the result is
F[b,b] = βtFβ . (A.87)
Using (A.84) and (A.87) the quadratic form in the alternate basis is
F[b,b] = β´tF´ β´ = βtT−t · T t · F · T · T−1β = βtFβ . (A.88)
As noted in [3] ”...the tensor product of a tangent vector with itself is equivalent
to the outer product given a particular choice of coordinates.” For the tangent vector
∆ =
∑
ekβk the tensor product is
∆⊗∆ = ∑∑(βiβj) ei ⊗ ej . (A.89)
The components of the tensor C ≡ ∆⊗∆ are
Ckm ≡ (∆⊗∆) [ek, em] = βkβm , (A.90)
or in matrix form
C = ββt . (A.91)
A.3.3 Tensor Fields
Vectors defined at all points on a manifold are called vector fields. “Intuitively,
a vector field is best visualized as an “arrow” attached to each point of a region, with
variable length and direction. One example of a vector field on a curved space is a
weather map showing horizontal wind velocity at each point of the Earth’s surface.”
Tensor fields are defined in an analogous way. The 9 element stress tensor appearing in
fluid and solid mechanics is standard example (1 normal and 2 shear stresses on each of
the 3 faces of the cube).
Generic tensors fields are denoted here as T, and the value of the field at a particular
point P is T(P). The most relevant types for our discussion are listed below.
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(1,0)-tensor, tangent vector field
T(P) = ∑T iei = ∑T i ∂
∂xi
(A.92)
(0,1)-tensor, cotangent vector field, 1-form
T(P) = ∑Tkek = ∑T idxi (A.93)
(0,2)-tensor, covariant 2-tensor field
T(P) = ∑T ijei ⊗ ej = ∑Tijdxi ⊗ dxj (A.94)
(2,0)-tensor, contravariant 2 tensor field
T(P) = ∑T ijei ⊗ ej = ∑Tij ∂
∂xi
⊗ ∂
∂xj
(A.95)
where T k ≡ T k(P) and ek ≡ ek(P), etc.
A.3.4 Differentiation on Manifolds
Quoting from [3], “Differentiating real-valued functions defined on manifolds is
straight forward because we may subtract the value of the function at one point on the
manifold from its value at a different point. Differentiating first derivatives again or tan-
gent vectors, however, is not well defined (without specifying additional information)
because a vector tangent at one point is not (necessarily) tangent at another. Subtraction
between two different vector spaces is not intrinsically defined. The additional structure
required to differentiate vectors is called the affine connection, so-called because it al-
lows one to connect different tangent spaces and compare objects defined separately at
each point”. The connection defines and is defined by the geodesics. The 2nd covariant
differential computation described below relies on the geodesic definition.
1st Covariant Derivative
The covariant differential of a function L along tangent vector v is denoted vari-
ously as dL [v] , DL [v] ∇L [v], or ∇vL and simply represents the standard directional
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derivative, that is
∇vL = dL(t)
dt
= lim
t→0
L(t)− L(0)
t
, (A.96)
where L(t) ≡ L(x(t)), and x(t) is an arbitrary smooth curve with tangent v at t = 0,
v =
dx(t)
dt
, vk =
dxk(t)
dt
, k = 1, · · · , N . (A.97)
On the curve, we have L (x(t)) = L(x1(t), x2(t), · · · , xN(t)) and by the chain rule
dL(t)
dt
=
∑ ∂L
∂xk
dxk(t)
dt
=
∑ ∂L
∂xk
vk . (A.98)
The directional derivative of the real valued function L in the direction of the coordinate
tangent vector ei is defined by
∇eiL =
∂L
∂xi
=
dL(x(i)(t))
dt
. (A.99)
For convenience we use the notation ∇i = ∇ei when the basis is understood. Define
the operator in coordinates
∇v ≡
∑
vk∇ek (A.100)
so that
∇vL = (
∑
vk∇ek)L =
∑ ∂L
∂xk
vk . (A.101)
Define∇L to be the linear operator,∇L : TY B 7→ R that gives∇vL when it acts on v
∇L [v] ≡ ∇vL . (A.102)
If dxk is a basis for T ∗Y B (dual to the ∂∂xk basis for TY B ) then
∇L
[
∂
∂xi
]
=
∑ ∂L
∂xk
dxk
[
∂
∂xi
]
=
∂L
∂xi
. (A.103)
The covariant differential of a function is an element of the cotangent space T ∗Y B,
that is∇L ∈ T ∗Y B, and is represented in coordinates as
∇L = ∑ ∂L
∂xk
dxk . (A.104)
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A.4 Covariant Derivative
The covariant derivative generalizes the notion of the a directional derivative in an
invariant, coordinate free way.
Definition Covariant Derivative:
The “covariant derivative”,∇vT, of tensor field T along the arbitrary curve P(t) is
defined as
∇vT = dT(t)
dt
≡ lim
t→0
T(t) ll translated to 0 − T(0)
t
(A.105)
where T(t) = T(P(t)) and v is given by (A.97) .
The “ll translated to 0” subscript stands for the operation of parallel translating the
tensor T at P(t) to the point P(0). Once referenced to the same vector space, that is the
one at P(0), the subtraction operation is well defined. The geodesic gives meaning to
parallel translation operation.
As before, define∇T to be the linear operator that gives∇vT when it acts on v
∇T [v] ≡ ∇vT . (A.106)
For a given basis,ek, this is
∇vT =
∑
vk∇ekT =
∑
vk∇kT (A.107)
where v =
∑
vkek.
Let T be a tangent vector ((1,0)-tensor) field (A.92). Then using the Leibniz rule
∇iT = ∇i
(∑
T jej
)
= ∇iT jej + T j∇iej . (A.108)
The factor ∇jT i represents the derivative of a set of scalar functions, so that
∇jT i = ∂T
i
∂xj
. (A.109)
The second term in (A.108) is the derivative of a vector (covariant basis, ei) field. This
is
∇jei = dei(t)
dt
≡ lim
t→0
ei(t) ll translated to 0 − ei(0)
t
. (A.110)
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The “parallel translated to 0” denotes the operation of bringing the vector at TP(t)M to
the vector space TP(0)M, enabling the subtraction operation in the same vector space.
This translation in the direction v =
∑
eivi is given by
ei(t) ll translated to 0 = ei(0) + t ·
∑
Γmij em(0)v
j + o(t2) (A.111)
and for the special case v = ei
ei(t) ll translated to 0 = ei(0) + t ·
∑
Γmij em(0) + o(t
2) . (A.112)
The term Γmij em represents the “twisting, turning, expansion, and contraction of the basis
vectors” in terms of the connection coefficients Γmij . Substituting this expression into
(A.110) yields
∇iej =
∑
Γkij .ek . (A.113)
Substituting (A.113) into (A.108) yields covariant derivative of T in the direction ei, in
a particular coordinate system, as
∇iT = ∂T
j
∂xi
ej + T jΓkijek =
(
∂T k
∂xi
+ ΓkijT
j
)
ek . (A.114)
The factor in parenthesis on the right hand side represents the matrix components of the
covariant derivative, and is denoted variously as T k; i or∇iT k
T k; i = ∇iT k ≡ ∂T
j
∂xi
+ ΓkijT
j . (A.115)
Geodesics parallel translate their own tangent vectors, so that in a normal coordinate
system we have Γmij (0) ≡ 0. If x is a set of normal coordinates then
T k; i = ∇iT k ≡ ∂T
j
∂xi
. (A.116)
The covariant derivative of an element of the cotangent space is defined in a same way.
In particular, we have
∇jei = −Γijkek (A.117)
so that the covariant derivative of the (0, 1) tensor (A.93) is
Ti;j = ∇iTk ≡ ∂Ti
∂xj
− ΓkijTk . (A.118)
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Example: T =
∑ ∂L
∂xi
ei
Substituting this Ti ≡ ∂L∂xi into (A.118) yields
L;ij ≡ ∇i
(
∂L
∂xj
)
=
∂2L
∂xi∂xj
− Γkij
∂L
∂xk
. (A.119)
These are the components of covariant (0,2) tensor (A.94) expressed as
∇2L = ∑L;kmek ⊗ em = ∑L;kmdxk ⊗ dxm . (A.120)
The components are
∇2L [ei, ej] = ∇2L
[
∂
∂xi
,
∂
∂xj
]
= L;ij . (A.121)
Going forward, we use the notation [∇2L] to denote the component matrix of the Hes-
sian tensor when the coordinates are understood.
A.4.1 2nd Covariant Derivative Differential of a function
“For arbitrary manifolds, the Hessian is the second derivative along geodesics. In
differential geometry it is the second covariant differential of L”. The Hessian of a
function L is defined as the quadratic form
∇2L[∆,∆] ≡ HessL[∆,∆] = d
2
dt2
|t=0L(c(t)) (A.122)
where c(t) is the geodesic emanating in the direction of ∆ (i.e., c˙ (0) = ∆)[4, equation
2.54].
Let x be a normal coordinate system with origin at the pointP . In such a coordinate
system the Christofel symbols vanish at P so that
∇2L [ek, ek] = ∂
2L
∂xk∂xk
=
d
dt
(
∂L(x(k)(t)
∂xk
)
=
d
dt
(
dL(x(k)(t)
dt
)
(A.123)
or
∂2L
∂xk∂xk
=
d2L(x(k)(t))
dt2
|t=0; k = 1 · · ·N . (A.124)
222
As with any bilinear form, the off-diagonal terms may be computed using the standard
process of polarization
Lij ≡ ∇2L[ei, ej] = 1
4
(
∇2L[ei + ej, ei + ej]−∇2L[ei − ej, ei − ej]
)
. (A.125)
The first term on the left hand side is given by
∇2L[ei + ej, ei + ej] = d
2L(φ(t))
dt2
|t=0 (A.126)
where φ(t) is the geodesic emanating in the direction ei + ej . The second term is simi-
larly computed, with φ(t) the geodesic emanating in the direction ei − ej .
Example: Cartesian Coordinates on the Plane
The usual Cartesian coordinate lines are geodesics on the flat plane. The compo-
nents of the second covariant derivative∇2L are
∇2L[ex, ex] = ∂
2L
∂x2
=
d2L(ϕx(t)))
dt2
|t=0 (A.127)
where ϕx(t) is the geodesic emanating in the direction ex
ϕx(t) ≡ (x+ t, y) . (A.128)
Similarly
∇2L[ey, ey] = ∂
2L
∂y2
=
d2L(ϕy(t)))
dt2
|t=0 (A.129)
where
ϕy(t) ≡ (x, y + t) . (A.130)
To compute the polarization form (A.125) we require the geodesic curve in the ex + ey
and ex−ey directions. Denoting the geodesic in this direction as ϕx+y(t) ≡ (x+t, y+t)
we have
∇2L[ex + ey, ex + ey] = d
2L(ϕx+y(t)))
dt2
|t=0 (A.131)
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and similarly
∇2L[ex − ey, ex − ey] = d
2L(ϕx−y(t)))
dt2
|t=0 (A.132)
where ϕx−y(t) denotes the geodesic tangent to the vector ex− ey. The standard Hessian
matrix is define as
[∇2L] = HessL =
 ∂2L∂y2 ∂2L∂x∂y
∂2L
∂y∂x
∂2L
∂y2
 . (A.133)
A.5 Computing Derivatives on B
In this section we restate the derivative definitions for functions defined on the
B manifold using the notation just established. We recall that tangent spaces for this
formulation naturally partition as TY0B = AY0 ⊕BY0; we denote the partitioned basis as
ak,bk.
The geodesic coordinate curve emanating in the bk direction is given in extrinsic
coordinates as Y(k)(t) ≡ expY0(bkt) (see (A.40)). The components of the first differen-
tial with respect to this basis are
∂L
∂βk
≡ ∇L[bk] = dLy(Y(k)(t))
dt
|t=0; k = 1 · · ·Nb . (A.134)
The components of the Hessian are computed using (A.122) and the diagonal elements
corresponding to the bk basis vectors, for example, are
∂2L
∂βk∂βk
≡ ∇2L[bk,bk] = d
2Ly(Y(k)(t))
dt2
|t=0; k = 1 · · ·Nb . (A.135)
To compute these quantities, substitute the expanded form of Y(k)(t), given by (A.39),
into the given function and compute. This Taylor series expansion has the form
Ly(Y(k)(t)) = L0(Bk) + L1(Bk)t+
1
2!
L2(Bk)t
2 +
1
3!
L3(Bk)t
3 (A.136)
so that
∂L
∂βk
= L1(Bk) (A.137)
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and
∂2L
∂βk∂βk
= L2(Bk) . (A.138)
The cross terms of the full Hessian are found using polarization (A.125). The
computation of the cross terms
[Lαβ]ij =
∂2L
∂αi∂βj
i = 1 · · ·Na, Nb = 1 · · ·Nb (A.139)
require vectors of the form ∆ = ai+bj; these have the explicit form ∆ = Y0Ai+Y0⊥Bj .
The ∇2L[∆,∆] is computed in the same way as shown above for the particular case of
the vector bk. The required derivatives are found by substituting particular choices for
A and B (that is for b1, set A = 0, B = B1). In 2.2.4 we use this approach to compute
the Hessian of the likelihood function that arises in the complex linear model. These
second derivatives represent the ordinary Hessian matrix of L(α, β), interpreted to be a
scalar function defined on RNa ×RNb .
A.6 Inner Product Space
A vector space is a collection V of objects called vectors, which may be added
together and multiplied (“scaled”) by numbers, called scalars in this context. The set of
scalars is denoted F ; these are often taken to be real numbers, but there are also vector
spaces with scalar multiplication by complex numbers, rational numbers, or generally
any field. The operations of vector addition and scalar multiplication must satisfy certain
requirements, called axioms. The vector space is then the pair (V,F)
When the scalar field F is the real numbers R, the vector space is called a real
vector space. When the scalar field is the complex numbers C, it is called a complex
vector space. These two cases are the ones used most often in engineering.
An inner product space is a vector space with an additional structure called an
inner product. This additional structure associates each pair of vectors in the space with
a scalar quantity known as the inner product of the vectors. Inner products allow the
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rigorous introduction of intuitive geometrical notions such as the length of a vector, the
angle between two vectors, and orthogonality between vectors (zero inner product).
Formally, an inner product space is a vector space (V,F) with an inner product
given by the mapping
〈 , 〉 : V × V → F (A.140)
that satisfies certain axioms.
A.6.1 2 by 1 complex vectors over the Reals (C2, R)
Let V be the collection of all complex n-tuples with addition defined in the usual
“vector” way. We can define this as a vector space over either the real or complex field.
We first consider the real case, F = R. For n = 2 a set of basis vectors for this space
(real dimension = 4) is
e1 =
[
1
0
]
; e2 =
[
0
1
]
; e3 =
[
i
0
]
; e4 =
[
0
i
]
. (A.141)
An arbitrary element v ∈ V given by
v =
[
a+ ib
c+ id
]
(A.142)
has the representation
v = v1 · e1 + v2 · e2 + v3 · e3 + v4 · e4 (A.143)
where v1 = a; v2 = b; v3 = c; v4 = d or
v =
[
a b c d
]t
. (A.144)
For convenience we arrange the basis vectors in the matrix form
E ≡
[
e1 e2 e3 e4
]
=
[
I i · I
]
(A.145)
so that sum (A.143) can be expressed as
v = Ev . (A.146)
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Note that e1 and e3 are linearly independent since e1 6= s · e3 for any s ∈ F ≡ R. The
standard inner product (A.140) for this space is
〈v,w〉 ≡ Re(vHw) = vtRe(EHE)w . (A.147)
The idea of orthoganility depends on the choice of inner product; the basis defined above
is an orthonormal one since Re(EHE) = I .
For an arbitrary basis ek, k = 1, · · · 4 the components of v with respect to this basis
are
v = Re(EHE)−1Re(EHv) (A.148)
where E = [e1 e2 e3 e4].
A.6.2 2 by 1 complex vectors over the Complex (C2, C)
We now consider the same set V with scalar field given by the set of complex
numbers, that is F ≡ C. For this choice e1 and e3 defined above (A.141) are linearly
dependent since
e1 = −i · e3, i ∈ C . (A.149)
The elements e2 and e4 are dependent in the same manner. It is easily verified that a
basis for this complex vector space is given by the pair e1 and e2; the space said to have
complex dimension of 2. The arbitrary element v (A.142) has the representation
v = v¯1 · e1 + v¯2 · e2 (A.150)
where the scalar components (elements of F ≡ C) are
v¯1 = (−ia+ b), v¯2 = (−ia+ b) . (A.151)
Again, for convenience, we arrange the basis vectors in the matrix form
E¯ ≡
[
e1 e2
]
= I (A.152)
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so that sum (A.150) can be expressed as
v = E¯v¯ . (A.153)
The standard inner product (A.140) for this complex space is
〈w,v〉 ≡ wHv = w¯HE¯HE¯v¯ . (A.154)
For an arbitrary basis ek, k = 1, 2 the components of v with respect to this basis are
v¯ = (E¯HE¯)−1(E¯Hv) (A.155)
where E¯ = [e1 e2].
A.7 The space (CN , R) for N even
The set of all complexN -tuples, CN forN even maybe represented as the real vec-
tor space (CN , R), of dimension N , or the complex vector space (CN , C), of dimension
N . The standard basis for V ≡ (CN , R), N even, can be expressed in the matrix form
as
E =
[
E¯ i · E¯
]
(A.156)
where E¯ = IN . An arbitrary element v of V can be represented with respect to this basis
as
v = Ev (A.157)
for some real 2N -tuple v. Anticipating the discussion to follow, this real tuple is ex-
pressed in partitioned form as
v =
[
vR
vI
]
. (A.158)
The standard basis for (CN , C) in matrix form is E¯ = IN . The same element v can be
represented with respect to this basis as
v = E¯v¯ (A.159)
where v¯ is the complex N -tuple given by
v¯ = vR + i · vI . (A.160)
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A.8 Subspaces of (CN , R) and (CN , C)
In this section we consider subsets of CN , N even, which are particular vector
subspaces of (CN , R). Let V be a subspace of (CN , R) of dimension 2q ≤ N defined
by the span of the set E of the form
E =
[
E¯ i · E¯
]
(A.161)
where E¯ = [e1, · · · , eq] is a linearly independent set. This same set V may be repre-
sented as a q dimensional subspace of (CN , C). In this formulation V is represented by
the span of the basis E¯, where E¯ is related the basis E appearing in the real formulation
by (A.161).
An arbitrary vector v ∈ V can be expressed in the (CN , R) formulation as
E · v =
[
E¯ i · E¯
] [ vR
vI
]
. (A.162)
On the right hand side of this expression the real 2q-tuple v has been partitioned into
two q-tuples as
v =
[
vR
vI
]
. (A.163)
Carrying out the multiplication yields
E · v = E¯vR + i · E¯vI = E¯(vR + i · vI) = E¯ · v¯ (A.164)
where
v¯ = vR + i · vI . (A.165)
Thus, in the complex formulation v = E¯ · v¯, and so V is complex dimension 2.
Given complex components v¯, the real component v are found as
v ≡ Re(EH v¯) =
[
Rev¯)
Im(v¯)
]
. (A.166)
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A.8.1 Example: Subsets of C4 that are vector spaces in (C4, R)
Let V ⊂ C4 be defined by the span of the following set of vectors in (C4, R)
e1 =

1
0
0
0
 ; e2 =

0
1
0
0
 ; e3 =

i
0
0
0
 ; e4 =

0
i
0
0
 ; (A.167)
For convenience we arrange the basis vectors in the matrix form
E ≡
[
e1 e2 e3 e4
]
=
[
I4×2 i · I4×2
]
(A.168)
By construction, this is a 4-dimensional subspace of the 8-dimensional space (C4, R).
Observe that in the (C4, C) formulation, e1 = i · e3 and e2 = i · e4. This same
subset V can therefore be represented as a 2-dimensional space in (C4, C) formulation
defined by the span of the basis
E¯ ≡
[
e1 e2
]
. (A.169)
To verify this, we need to show that an arbitrary v ∈ V can be expressed as a linear
combination of e1 and e2 when the scalar field is complex, F = C. Suppose that v is
represented in (C4, R) as
v = E · v (A.170)
where v =
[
a b c d
]t
. Then, choosing complex scalar components
v¯1 = (−ia+ c), v¯2 = (−ib+ d) (A.171)
we have the representation of v in (V,C) as
v = E¯ · v¯ . (A.172)
This confirms V is a 2-dimensional subspace of the 4-dimensional space (C4, C).
This relation between the dimension of the real and complex vector space represen-
tations does not hold for arbitrarily defined subspaces. To see this, consider the subset
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W ⊂ C4 be defined by the span of
e1 =

1
0
0
0
 ; e2 =

0
1
0
0
 ; e3 =

0
0
1
0
 ; e4 =

0
0
0
1
 . (A.173)
By construction W is a vector subspace of (C4, R). Unlike the previous case (A.167),
this set basis vectors is also linearly independent in the complex vector space formula-
tion.
A.9 Transforming a Basis for (W,R)
Let wk and vk be two basis sets for (W,R) and suppose that they are related by the
real transformation T
wj =
n∑
k=1
vkT jk . (A.174)
Using the matrix form with
Ev ≡
[
v1 · · · vn
]
(A.175)
and
Ew ≡
[
w1 · · · wn
]
(A.176)
we have
Ew = Ev · T . (A.177)
The real coefficient matrix T then is
T = Re(EHv Ev)
−1Re(EHv Ew) . (A.178)
Note that
〈wk, vm〉 = Re(EHw (:, k)Ev(:,m)) . (A.179)
Let x ∈ (V,R) have the representations given below with respect to the basis sets
vk and wk,
x =
n∑
k=1
vkvk =
n∑
k=1
wkw
k . (A.180)
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The transformation of the basis vectors (A.177) defines a transformation of the compo-
nents. Using (A.177) we have
x = EvTT
−1v = Eww (A.181)
so that
w = T−1v . (A.182)
A.10 Orthogonalizing a Basis
A basis vi is orthonormal with respect to the inner product 〈, 〉 (A.147) if
〈vi, vj〉 = δij; i = 1, · · ·N ; j = 1, · · ·N . (A.183)
Using (A.175) this relation is expressed in matrix form as
Re(EHv Ev) = I . (A.184)
Given a non-orthogonal basis wk the real matrix J that orthogonalizes this set is the real
symmetric matrix
J = (Re(EHw Ew))
− 1
2 . (A.185)
To verify this let Ev = EwJ, then
Re(EHv Ev) = J
tRe(EHw Ew)J = I . (A.186)
Note that Re(EHw (:, i)Ew(:, j)) = 〈wi,wj〉 so that in matrix form
Re(EHw Ew) =

〈w1,w1〉 · · · 〈w1,wN〉
... . . .
...
〈wN ,w1〉 · · · 〈wN ,wN〉
 . (A.187)
A.11 Specifics of the Tangent Space Problem
A.11.1 N by p complex matrices over the Reals
The set of N × p complex matrices denoted CN×p, along with the usual matrix
addition and scalar multiplication operations defines a vector space. Typically, this space
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is considered as a vector space with the scalar field as the set complex numbers, F = C.
Instead, here the consider the scalar field to be the set of reals, F = R. The vector space
(CN×p, R) has real dimension 2Np. The standard inner product space on this space is
〈v,w〉 = Re(tr(V HW )) (A.188)
where V and W are the N ×p complex matrices corresponding to the symbols v and w.
The standard basis for this space is given by the set
ek = reshape(ek, N, p); k = 1, · · · , Np (A.189)
ek = i · reshape(ek, N, p); k = Np+ 1, · · · , 2Np (A.190)
where ek is a unit 2Np-tuple with 1 at the k-th location.
An arbitrary complex matrix w ∈ CN×p is represented with respect to this basis as
w =
2Np∑
k
ekwk (A.191)
where
wk = 〈ek,w〉 . (A.192)
If w represents the matrix W then (A.192) evaluates to
w =
[
Re(vec(W ))
Im(vec(W ))
]
. (A.193)
A.11.2 Partitioning the space CN×p
The SVD of an arbitrary matrix X ∈ CN×p may be expressed in the general parti-
tioned form as
X =
[
Y Y⊥
] [ D 0
0 D⊥
] [
V H
V H⊥
]
. (A.194)
In this expression Y and Y⊥ are full rank semi-unitary matrices of size N × p and
(N − p)× p, respectively, and Y HY⊥ = 0. Expanding the above yields
X =
[
Y Y⊥
] [ C
B
]
= Y C + Y⊥B (A.195)
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where C is complex (p × p) given by C = DV H and B is complex ((N − p) × p)
given by B = D⊥V H . Expressing the (p×p) matrix C as the sum of Hermitian (S) and
anti-Hermitian(A) components as C = A+ S, yields
X = Y S + Y A+ Y⊥B . (A.196)
This partitions the space into three mutually orthogonal spaces since
〈Y A, Y S〉 = tr(AHY HY S) = tr(AHS) = 0 (A.197)
for any for S Hermitian and A anti-Hermitian.
The three spaces are defined by collections of the form Y A, Y S and Y⊥B are de-
noted AY , NY and BY , respectively. The space (CN×p, R) then is decomposed as
CN×p = AY ⊕BY ⊕NY . (A.198)
In particular, the BY space is the collection of all N × p matrices of the form Y⊥B,
where B is an (N − p) × p arbitrary complex matrix. This is space has real dimension
Nb ≡ 2p(N − p) and is a subspace of the full space, that is BY < CN×p.
A.11.3 Algebra of the BY space
The inner product on BY is defined by the restriction of the inner product (A.188)
defined on CN×p. It is denoted 〈: , : 〉BY and is given by
〈v,w〉BY ≡ 〈PBv, PBw〉 (A.199)
where PB is the orthogonal projection PB : CN×p 7→ BY . For v,w ∈ BY given by
v = Y⊥V and w = Y⊥W , the inner product is
〈v,w〉BY = Re(tr(V HY H⊥ PBY⊥W )) = Re(tr(V HW )) (A.200)
where PB ≡ Y⊥Y H⊥ .
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Let bj = Y⊥Bj, j = 1 · · ·Nb, be an orthonormal basis for BY . Then any ∆ ∈ BY
expands as
∆ =
Nb∑
k=1
bkβ
k =
Nb∑
k=1
Y⊥Bkβk = Y⊥
Nb∑
k=1
Bkβ
k . (A.201)
The components of ∆ with respect to this orthonormal basis are computed in the usual
way
βk = 〈bk,∆〉 (A.202)
or
βk = Re
(
tr
(
BkY H⊥ ∆
))
. (A.203)
Defining the matrix B as
B ≡
Nb∑
k=1
Bkβ
k (A.204)
yields the representation ∆ = Y⊥B. Vectorizing both sides of this sum yields the alter-
nate matrix form
b = Ebβ (A.205)
where b = vec(B) and
Eb =
[
vec(B1) · · · vec(BNb)
]
. (A.206)
Using this expression, (A.203) is expressed in matrix form as
β = Re(EHb b) . (A.207)
The standard basis for BY is defined by the set bk = Y⊥Bk; k = 1 · · ·Nb, Nb =
2p(N − p), where the each matrix Bk has 1 or i in the kth location and zeros elsewhere.
For the case N = 5, p = 2, Nb = 12 and the standard basis is defined by the set
B1 =
 1 00 0
0 0
 , . . . , B6 =
 0 00 0
0 1
 , B7 = i ·B1, , . . . , B12 = i ·B1, (A.208)
In this case, the matrix Eb appearing in (A.206) is
Eb =
[
IN¯b iIN¯b
]
(A.209)
235
where N¯b = Nb2 . Then with respect to the standard basis (A.207) evaluates to
β = Re
([
IN¯b
−iIN¯b
]
b
)
=
[
Re(b)
Im(b)
]
. (A.210)
The inverse relation (A.205) evaluates to
b =
[
IN¯b iIN¯b
]
β = βR + i · βI (A.211)
where βR and βI represent the first N¯b and last N¯b elements of β, that is
β =
[
βR
βI
]
. (A.212)
Change of basis
Let b´j be an alternate basis for BY . This alternate basis expands in the standard
orthonormal basis bk as
b´k =
∑
T jkbj; k = 1 · · ·Nb . (A.213)
If these basis vectors are represented in numerical form as bk = Y⊥Bk and b´k = Y⊥B´k
then (A.213) is
Y⊥B´k =
∑
T jkY⊥Bj . (A.214)
Therefore
B´k =
∑
T jkBj . (A.215)
Vectorizing both sides of (A.215) yields
E´b = EbT (A.216)
where Eb is given by (A.206) and where E´b =
[
vec(B´1) · · · vec(B´Nb)
]
.
Let ∆ = Y⊥B be an arbitrary vector that is represented with respect to the bk basis
as ∆ =
∑
bkβ
k. Then, referring to (A.205)
b = Ebβ = EbTT
−1β = E´bβ´ (A.217)
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where b = vec(B), so that the components of ∆ transform as
β´ = T−1β . (A.218)
The real transformation matrix appearing in (A.213) is defined by
T ij = 〈bi, b´j〉 (A.219)
and using the concrete form of the vectors bi and b´j
T ij = Re(tr(B
H
i Y
H
⊥ Y⊥B´j)) = Re(tr(B
H
i B´j)) . (A.220)
In matrix form, the above is
T = Re(EHb E´b) (A.221)
which is equivalent to T ij = Re(Eb(:, i)
HE´b(:, j)).
A.12 Partitioned space and basis
In the signal processing applications encountered later, the space BY is partitioned
into two orthogonal subspaces
BY = SY ⊕NY (A.222)
where dim(SY ) = q and dim(NY ) = dim(BY )− dim(SY ) = Nb − q. Let sk = Y⊥Sk
and nk = Y⊥Nk be given orthonormal basis vectors for SY and NY , respectively. These
basis elements are related to the basis bk by
sk =
Nb∑
m=1
bm[Ts]
m
k ; k = 1 · · ·Ns , (A.223)
and
nk =
Nb∑
m=1
bm[Tn]
m
k k = 1 · · ·Nn . (A.224)
The real Nb × q matrix Ts is
[Ts]
i
j = 〈bi, sj〉; i = 1 · · ·Nb, j = 1 · · · q (A.225)
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and the real Nb × (Nb − q) matrix Tn is
[Tn]
i
j = 〈bi,nj〉; i = 1 · · ·Nb, j = 1 · · ·Nb − q . (A.226)
In matrix form (A.223) is
Y⊥Sk = Y⊥
Ns∑
m=1
Bk[Ts]
m
k ; k = 1 · · ·Ns (A.227)
and therefore
Sk =
Ns∑
m=1
Bk[Ts]
m
k ; k = 1 · · ·Ns . (A.228)
Vectorizing both sides of the above yields the matrix form
Es = EbTs (A.229)
where we have used (A.206) and
Es ≡
[
vec(S1) · · · vec(Sq)
]
. (A.230)
Likewise, En = EbTn, so that in full matrix form[
Es En
]
= Eb
[
Ts Tn
]
(A.231)
or [
Es En
]
= EbT (A.232)
where T ≡
[
Ts Tn
]
.
The matrix Ts (A.229) may be expressed in terms of the matrices Eb and Es as
Ts = Re(EHb Es) . (A.233)
Similarly, Tn is given by
Tn = Re(EHb En) . (A.234)
Let ∆ = Y⊥B be an arbitrary vector that expands as ∆ =
∑Nb
k=1 bkβ
k. Then with respect
to this partitioned basis the form (A.205) becomes
b = EbTT
−1β =
[
Es En
] [ s
n
]
(A.235)
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where b = vec(B). The real Nb-tuple β transform as[
s
n
]
= T−1β =
[
X ts
X tn
]
β (A.236)
or
s = X tsβ (A.237)
n = X tnβ (A.238)
where for convenience we have defined[
X ts
X tn
]
≡
[
Ts Tn
]−1
. (A.239)
Note that
P = TT−1 =
[
Ts Tn
] [ X ts
X tn
]
= TsX
t
s + TnX
t
n = I (A.240)
X ts = (T
t
sTs)
−1T ts (A.241)
X tn = (T
t
nTn)
−1T tn . (A.242)
The matrix representation of orthogonal projectors PS : BY 7→ SY and PN : BY 7→ SY
with respect to this set of basis vectors is
PS = TsX
t
s = Ts(T
t
sTs)
−1T ts , (A.243)
PN = TnX
t
n = Tn(T
t
nTn)
−1T tn . (A.244)
Note that if sk,nk and bk are all orthonormal sets then (T tsTs) = Iq and (T
t
nTn) = INb−q
and hence Xs = Ts and Xn = Tn.
For completeness, note that from (A.236)
β =
[
Ts Tb
] [ s
n
]
. (A.245)
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A.12.1 Tensor Transform in partitioned frame
In this section, and throughout the remainder, the subscripts β, α, s and n are not
indices, but are used to denote sub-matrices of a larger matrix as shown below. We use
i, j, k, l,m as indices unless otherwise noted.
Let L be a covariant 2-tensor (see section A.3.2), that is, L is a function defined on
L : BY ×BY → R . (A.246)
Denote the coefficient matrix with respect to the basis bi for BY as Lββ , so that
[Lββ]ij ≡ F[bi,bj] . (A.247)
Recall that BY = SY ⊕NY and the transformation (A.84) to the partitioned form is[
Lss Lsn
Lns Lnn
]
≡
[
T ts
T tn
]
Lββ
[
Ts Tn
]
, (A.248)
Lss ≡ T tsLββTs , (A.249)
Lnn ≡ T tnLββTn , (A.250)
Lsn ≡ T tsLββTn . (A.251)
The quadratic form βtLβββ is expressed in terms of the partitioned basis as
βtLβββ = β
tT−tT tLββTT−1β =
[
st nt
] [ Lss Lsn
Lns Lnn
] [
s
n
]
(A.252)
where we have used (A.236).
Special Form
If the real coefficient matrix Lββ has the special form
Lββ = Re(EHb Λ˜bbEb) (A.253)
where Λ˜bb is a N¯b × N¯b real diagonal matrix, then the above sub-matrices evaluate to
Lss ≡ T tsLββTs = T tsRe(EHb Λ˜bbEb)Ts = Re(EHs Λ˜bbEs) , (A.254)
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Lnn ≡ T tnLββTn = Re(EHn Λ˜bbEn) , (A.255)
Lsn ≡ T tsLββTn = Re(EHs Λ˜bbEn) . (A.256)
In the above expressions we have used Es = EbTs and En = EbTs (A.232).
A sum of the form Ls(s, n) ≡ Lsss + Lsnn appears later in Newton’s method. In
this expression s and n are real tuples. Using (A.254) and (A.256) this sum, which we
denote Ls(s, n), is given by
Ls(s, n) = Re(EHs Λ˜bbEs)s+ Re(E
H
s Λ˜bbEn)n , (A.257)
= Re(EHs Λ˜bb(Ess+ Enn)) , (A.258)
= Re(EHs Λ˜bbb) , (A.259)
where b is the complex N¯b-tuple defined by b = Ess+ Enn (A.235).
Alternate Complex form of Quadratic
Furthermore, since in the complex case under consideration Nb = dim(BY ) =
2p(N − p) the basis matrix has the form
Eb =
[
E¯b i · E¯b
]
. (A.260)
Using this (A.253) becomes
Lββ = Re
([
E¯Hb
−iE¯Hb
]
Λ˜bb
[
E¯b iE¯b
])
, (A.261)
= Re
([
Lbb i · Lbb
−i · Lbb Lbb
])
, (A.262)
where
Lbb ≡
(
E¯Hb Λ˜bbE¯b
)
. (A.263)
For the real Nb-tuple β partitioned as β =
[
βR
βI
]
the quadratic form βtLβββ then is
βtLβββ = Re
((
βtRLbbβR + β
t
ILbbβI
)
+ i ·
(
βtILbbβR + β
t
RLbbβI
))
. (A.264)
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Using b = E0β = βR + i · βI this can be expressed equivalently as
βtLβββ = Re
(
bHLbbb
)
. (A.265)
Remark: For the standard basis E¯b = IN¯b so that (A.263) simplifies to the real
diagonal matrix
Lbb ≡
(
Λ˜bb
)
, (A.266)
from which it follows that (607)
Lββ = I2 ⊗ Lbb =
[
Λ˜bb 0
0 Λ˜bb
]
. (A.267)
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APPENDIX B
appendix B
B.1 FIM appendix
B.1.1 Proof of Lemma 8
Using the binomial expansion identity 1
1+x
= 1− x+ x2 + h.o.t. in the form
(R + δR)−1 = R−1(I − (δRR−1) + (δRR−1)2 − · · ·) (B.1)
the first term on the right hand side of log likelihood function (342) is
tr((R+δR)−1R˜) = tr(R−1R˜)− tr(δRR−1R˜R−1)+ tr((δRR−1)2R˜R−1)+h.o.t. (B.2)
Using the identity det(I +A) = 1 + tr(A) +h.o.t., the log det (R + δR) term in the log
likelihood function (342) is expressed as
det (R + δR) = det
(
R
(
I +R−1δR
))
(B.3)
= det(R)(1 + tr(R−1δR) + h.o.t.) . (B.4)
Taking the natural log yields
= log(det(R)) + log
(
(1 + tr(R−1δR) + h.o.t.) .
)
(B.5)
Using the identity log(1 + x) = x− x2
2
+ x
3
3
+ h.o.t. the above is
log(det(R + δR)) = log(det(R)) + tr(R−1δR)− 1
2
tr(R−1δR)2 + h.o.t. (B.6)
Adding (B.2) and (B.6) yields the desired result (407)
δL(δR,R) ≡ −K
(
tr(δRR−1(I − R˜R−1)) + tr((δRR−1)2(R˜R−1 − 1
2
I)) + · · ·
)
.
(B.7)
In addition, since E[R˜] = R we have E
[
I − R˜R−1
]
= 0 so that
E
[
R˜R−1 − 1
2
I
]
=
1
2
I . (B.8)
Using these two expectations along with (B.7) yields the second desired result (408).
E[δL] = −K
2
(
tr(δRR−1)2 + · · ·
)
(B.9)
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B.1.2 Proof of Lemma 9
The model covariance R evaluated along the geodesic curve Y (t) is
R(Y (t)) = Y (t)ΛY H(t) + σ2I . (B.10)
Substituting the geodesic in the expanded form given by
Y (t) = expY (t∆) = Y + δY (t) (B.11)
into (B.10) yields
R(Y + δY (t)) = R(0) + δR(A,B; t) (B.12)
where
δR(A,B; t) = δY (t)ΛY H + Y ΛδY H(t) + δY (t)ΛδY H(t) . (B.13)
In this form δR(A,B; t) represents the change inR along the geodesic Y (t). Since Y (t)
is determined by its tangent vector ∆ = Y A + Y⊥B and the path parameter t, we have
used the notation δR(A,B; t). The term δY (t) in (B.11) is given by (A.40) as
δY (t) = t(Y A+ Y⊥B) +
1
2
t2(Y (A2 −BHB) + Y⊥BA) + h.o.t (B.14)
Substituting this into (B.13)
δR(A,B; t) = tδR1(A,B) +
t2
2
(δR2;1(A,B) + δR2;2(A,B)) + h.o.t (B.15)
where the first-order term is
δR1(A,B) = Y AΛY
H + Y ΛAHY H + Y⊥BΛY H + Y ΛBHY H⊥ (B.16)
and the second-order terms are
δR2,1(A,B) = Y AΛA
HY H + Y⊥BΛAHY H + Y⊥BΛBHY H⊥ (B.17)
δR2,2(A,B) = Y A
2ΛY H + Y ΛA2Y H − 1
2
Y BHBΛY H + Y⊥BAY H + Y ΛY HBHY H⊥
(B.18)
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Since differentiation and expectation commute using the form (406) we have
E
[
d2L(Y (t))
dt2
|t=0
]
= E
[
d2δL(t)
dt2
]
=
d2
dt2
E [δL(t)] . (B.19)
Substituting (409) for δL(t), using (408) and taking derivatives yields
E
[
d2L(Y (t))
dt2
|t=0
]
= −K · tr(δR1(A,B)R−1)2 . (B.20)
Noting theorem 7 and (400) yields the desired result (411), that is
F[∆,∆] = K · tr(δR1(A,B)R−1)2 . (B.21)
B.1.3 Proof of Theorem 10 (Full FIM)
Compute Fαα
For notational convenience in the calculations below we drop the k subscript on the
factor Ak.
For ∆ = Y A, with the coefficient matrix A anti-Hermitian,
δR1(A, 0)R
−1 ≡ Y C1Y H + Y C2Y H (B.22)
where
C1 = AΛΛ
−1
s , (B.23)
C2 = ΛA
HΛ−1s . (B.24)
Using this we have
(δR1(A, 0)R
−1)2 = Y C21Y
H + Y C1C2Y
H + Y C2C2Y
H + Y C22Y
H . (B.25)
Using tr(Y CY H) = tr(CY HY ) = tr(C) yields
tr((δR1(A, 0)R−1)2) = tr(C21 + C1C2 + C2C1 + C
2
2) . (B.26)
Substituting for C1 and C2, the terms on the right hand side evaluate to
tr(C21) = tr(AΛΛ
−1
s AΛΛ
−1
s ); (B.27)
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tr(C1C2) = tr(C2C1) = tr(AΛΛ−1s ΛA
HΛ−1s ); (B.28)
tr(C22) = tr
(
ΛAHΛ−1s ΛA
HΛ−1s
)
(B.29)
tr(C22) = tr
(
AΛ−1s ΛAΛ
−1
s Λ
)
= tr
(
AΛΛ−1s AΛΛ
−1
s
)
. (B.30)
Noting that tr(C21) = tr(C
2
2) (B.26) is
tr((δR1(A, 0)R
−1)2) = 2tr(C21 + C1C2) . (B.31)
Next we evaluate the terms on the right hand side of the above. Using the fact that
Λ ≡ (Λs − σ2I)
ΛΛ−1s = (Λs − σ2I)Λ−1s = (I − σ2Λ−1s ) (B.32)
we have
tr(C21) = tr(A(I − σ2Λ−1s )A(I − σ2Λ−1s )) , (B.33)
tr(C21) = tr(AA− σ2AΛ−1s A− σ2AAΛ−1s + σ4AΛ−1s AΛ−1s ) , (B.34)
tr(C21) = tr(AA− 2σ2AAΛ−1s + σ4AΛ−1s AΛ−1s ) . (B.35)
Substituting A = −AH and (B.32) into (B.28) yields
tr(C1C2) = −tr(AΛΛ−1s ΛAΛ−1s ) , (B.36)
= −tr(A(I − σ2Λ−1s )ΛAΛ−1s ) , (B.37)
= −tr(AΛAΛ−1s − σ2AΛ−1s ΛAΛ−1s ) , (B.38)
= −tr(AΛAΛ−1s − σ2A(I − σ2Λ−1s )AΛ−1s ) , (B.39)
= −tr(AΛAΛ−1s − σ2AAΛ−1s + σ4AΛ−1s AΛ−1s ) , (B.40)
= tr(−AΛAΛ−1s + σ2AAΛ−1s − σ4AΛ−1s AΛ−1s ) . (B.41)
Substituting (B.41) and (B.35) into (B.31) and noting (412) yields
F[a, a] = K · tr(AA− ΛAΛ−1s A− σ2AAΛ−1s ) . (B.42)
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(Note that the terms σ4AΛ−1s AΛ
−1
s in (B.41) and (B.35) cancel to yield the above sum.)
Let ak = Y Ak be an orthonormal basis for AY , where the A′ks are an anti-Hermitian
orthogonal set. The diagonal elements of the rotation FIM submatrix Fαα are then
[Fαα]kk = Ktr(AkAk − ΛAkΛ−1s Ak − σ2AkAkΛ−1s ); k = 1 · · ·Na (B.43)
The off diagonal terms of are computed via the polarization approach as
[Fαα]ij =
1
4
(F[ai + aj, ai + aj]− F[ai − aj, ai − aj]) . (B.44)
Substituting A = Ai+Aj into (B.42) and expanding the first term on the right hand side
can be expressed as
F[ai + aj, ai + aj] = [f(Ai, Ai) + f(Aj, Aj) + f(Ai, Aj) + f(Aj, Ai)] (B.45)
where
f(Ai, Aj) ≡ Ktr(AiAj − ΛAiΛ−1s Aj − σ2AiAjΛ−1s ) (B.46)
This follows since (B.27) has the form
tr(C21) = tr((Ai + Aj)X(Ai + Aj)X) , (B.47)
which evaluates to
= tr(AiXAi) + tr(AiXAj) + tr(AjXAi) + tr(AjXAj) . (B.48)
The second term on the right hand side of (B.44) then is
F[ai − aj, ai − aj] = [f(Ai, Ai) + f(Aj, Aj)− f(Ai, Aj)− f(Aj, Ai)] (B.49)
Substituting (B.45) and (B.49) into (B.44) and noting that the f(Ai, Ai) and f(Aj, Aj)
terms cancel yields
[Fαα]ij =
1
2
(f(Ai, Aj) + f(Aj, Ai)) . (B.50)
247
Using (B.46) this evaluates to
= K
(
tr(−ΛAiΛ−1s Aj − σ2AiAjΛ−1s ) + tr(−ΛAjΛ−1s Ai − σ2AjAiΛ−1s )
)
, (B.51)
= K
(
tr(−ΛAiΛ−1s Aj − ΛAjΛ−1s Ai) + tr(−σ2AiAjΛ−1s − σ2AjAiΛ−1s )
)
. (B.52)
As shown below, each of the two terms in the sum vanish for i 6= j so that
[Fαα]ij = 0 for i 6= j . (B.53)
FIM submatrix Fαα with respect to the Standard Basis for AY
To evaluate the terms in the sum, consider the specific form of the basis vectors Ak.
Let A(ij) denote matrix with 1 at the i, j location and −1 at the j, i location and zeros
elsewhere. Make the identification A1 = A(12) , A2 = A(13) , etc as shown below.
Example: Recall that Na = p(p− 1) (213)) so that for p = 3 we have Na = 6.
The standard basis matrices are Ak; k = 1 · · · 6 are
A1 =
 0 −1 01 0 0
0 0 0
 A3 =
 0 0 −10 0 0
1 0 0
 A5 =
 0 0 00 0 −1
0 1 0
 (B.54)
A2 = i
 0 1 01 0 0
0 0 0
 A4 = i
 0 0 10 0 0
1 0 0
 A6 = i
 0 0 00 0 1
0 1 0
 . (B.55)
For convenience in the calculations that follow recored the the ΛA products
ΛA1 =
 0 λ1 0−λ2 0 0
0 0 0
 , ΛA2 = i ·
 0 λ1 0λ2 0 0
0 0 0
 . (B.56)
Compute Off-Diagonal
The ΛA1Λ−1s A2 and ΛA2Λ
−1
s A1 are respectively
= i ·
 0 λ1 0λ2 0
0 0 0

 0 λ
−1
s;1 0
−λ−1s;2 0 0
0 0 0
 = i ·
 −λ1λ
−1
s;2 0 0
0 λ2λ
−1
s;1 0
0 0 0
 (B.57)
and
= i ·
 0 λ1 0−λ2 0 0
0 0 0

 0 λ
−1
s;1 0
λ−1s;2 0
0 0 0
 = i ·
 λ1λ
−1
s;2 0 0
0 −λ2λ−1s;1
0 0 0
 . (B.58)
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We see that ΛA1Λ−1s A2 = −ΛA2Λ−1s A1 so that their sum which appears in (B.52)
vanishes. In addition
A1A2 = i ·
 −1 0 00 1 0
0 0 0
 , A2A1 = i ·
 1 0 00 −1 0
0 0 0
 (B.59)
so that the second terms in the sum (B.52) also vanishes.
Compute Diagonal
The second term,ΛAkΛ−1s Ak, in the sum (B.46) for both k = 1 and k = 2 is 0 λ1 0−λ2 0
0 0 0

 0 λ
−1
s;1 0
−λ−1s;2 0
0 0 0
 =
 −λ1λ
−1
s;2 0 0
0 −λ2λ−1s;1
0 0 0
 (B.60)
so that
−tr(ΛAkΛ−1s Ak) =
λ1
λs;2
+
λ2
λs;1
; k = 1, 2 . (B.61)
In general for k 7→ ij
Λ · Ak =
 λi at ij location−λj at ji location
zeros elsewhere
 . (B.62)
Then following (B.60) the product ΛAkΛ−1s Ak is
−tr(ΛAkΛ−1s Ak) =
λi
λs; j
+
λj
λs; i
. (B.63)
The first and third terms in the sum (B.46) involve the products AkAk. These are
A1A1 = A(12) · A(12) =
 −1 0 00 −1 0
0 0 0
 , (B.64)
A2A2 = i · S(12) · i · S(12) = −1 ·
 1 0 00 1 0
0 0 0
 . (B.65)
In the general case, S(ij) is a symmetric matrix given by
S(ij) =
[
1 at the ij and ji off diagonals
zeros elsewhere
]
(B.66)
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and A(ij) is an anti-symmetric matrix given by
A(ij) =
[
-1 at the ij th location and 1 at ji th off diagonals
zeros elsewhere
]
. (B.67)
In general for k 7→ ij
Ak · Ak =
[
-1 at ii and jj diagonals
zeros elsewhere
]
(B.68)
It follows, then, that for all k
tr(AkAk) = −2 (B.69)
which gives the first term in the sum. To compute the third term use (B.68)
−tr(σ2AkAkΛ−1s ) =
σ2
λs; i
+
σ2
λs; j
. (B.70)
Substituting (B.63), (B.69) and (B.70) into (B.43) and making the identification k = (ij)
yields
K−1[Fαα]kk = γij ≡ −2 + λi
λs; j
+
λj
λs; i
+
σ2
λs; i
+
σ2
λs; j
. (B.71)
For convenience, define γij by the right hand side of the above. Rearranging terms yields
γij =
λiλs; j − 2λs; iλs; j + λjλs; i+ σ2(λs; j + λs; i)
λs; iλs; j
. (B.72)
Using λs; i = λi + σ2 we have
γij =
λi(λs; i+ σ
2)− 2(λi + σ2)(λj + σ2) + λj(λs; j + σ2) + 2σ4
(λi + σ2)(λj + σ2)
(B.73)
γij =
λi(λi + 2σ
2)− 2(λi + σ2)(λj + σ2) + λj(λj + 2σ2) + 2σ4
(λi + σ2)(λj + σ2)
(B.74)
For
λi  σ2 (B.75)
γij =
(λi − λj)2
λiλj
(B.76)
Fαα is the Na ×Na diagonal matrix (Na = p(p− 1) = 6)
Fαα = K
 γ(12)I2 0 00 γ(13)I2 0
0 0 γ(23)I2 .
 (B.77)
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This can alternatively be expressed as
Fαα = K (G⊗ I2) (B.78)
where G = diag (γ) , γ =
(
γ(12), γ(13), γ(23)
)
.
Compute Fββ
For ∆ = Y⊥B, the coefficient matrix B arbitrary,
δR1(0, B) = Y⊥BΛY H + Y ΛBHY H⊥ . (B.79)
Right multiple by R−1 = Y Λ−1s Y
H + σ−2Y⊥Y H⊥ to obtain
δR1(0, B)R
−1 = Y⊥BΛΛ−1s Y
H + σ−2Y ΛBHY H⊥ . (B.80)
Squaring the above yields
(δR1(0, B)R
−1)2 = σ−2Y⊥BΛΛ−1s ΛB
HY H⊥ + σ
−2Y ΛBHBΛΛ−1s Y
H (B.81)
and
tr(δR1(0, B)R−1)2 = σ−2tr(ΛOPTBHB + ΛOPTBHB) , (B.82)
= 2σ−2tr(ΛOPTBHB) (B.83)
where
ΛOPT ≡ ΛΛ−1s Λ = Λ−1s Λ2 . (B.84)
Replacing the B by Bk and substituting (B.83) into (411) yields the diagonal elements
[Fββ]kk =
2K
σ2
Re
(
tr(ΛOPTBHk Bk)
)
; k = 1 · · ·Nb . (B.85)
The off diagonal terms are computed using a polarization approach
[Fββ]ij =
1
4
[F[bi + bj,bi + bj]− F[bi − bj,bi − bj]] . (B.86)
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Replacing Bk and Bi +Bj in (413) we have
F[bi + bj,bi + bj] =
2K
σ2
Re
(
tr(ΛOPT (Bi +Bj)H(Bi +Bj))
)
(B.87)
and expanding
=
2K
σ2
tr(ΛOPT (BHi Bi +B
H
i Bj +B
H
j Bi +B
H
j Bj) . (B.88)
F[bi−bj,bi−bj] is the same except the cross terms have a negative sign. Substituting
into (B.86) yields
[Fββ]ij =
1
4
[
2K
σ2
tr(ΛOPT · 2(BHi Bj +BHj Bi))] . (B.89)
Noting that
2(BHi Bj +B
H
j Bi) = 4Re(B
H
i Bj) (B.90)
results in
=
1
4
[
2K
σ2
tr(ΛOPT · 4Re(BHi Bj))] , (B.91)
=
1
4
[4
2K
σ2
tr(ΛOPT ·Re(BHi Bj))] , (B.92)
=
2K
σ2
[tr(ΛOPT · Re(BHi Bj))] . (B.93)
Taken together we have (compare to [1, equation 143])
[Fββ]ij =
2K
σ2
Re
(
tr(ΛOPTBHi Bj)
)
; i, j = 1 · · ·Nb . (B.94)
Using the identity
tr(ΛOPTBHB) = bH(ΛOPT ⊗ IN−p)b (B.95)
(see B.1.10 )
[Fββ]ij =
2K
σ2
Re(bHj (ΛOPT ⊗ IN−p)bi)); i, j = 1 · · ·Nb (B.96)
where bk = vec(Bk). The Nb ×Nb matrix form is
[Fββ] =
2K
σ2
Re
(
EHb (ΛOPT ⊗ IN−p)Eb
)
(B.97)
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where Eb is the N¯b ×Nb matrix
Eb =
[
bi · · · bNb
]
. (B.98)
Remark:
If Eb =
[
IN¯b i · IN¯b
]
Nb = 2p(N − p) ,N¯b = p(N − p)
[Fββ] =
2K
σ2
Re
([
IN¯b
−i · IN¯b
]
(ΛOPT ⊗ IN−p)
[
IN¯b i · IN¯b
])
(B.99)
[Fββ] =
2K
σ2
Re
([
(ΛOPT ⊗ IN−p) i · (ΛOPT ⊗ IN−p)
−i · (ΛOPT ⊗ IN−p) (ΛOPT ⊗ IN−p)
])
(B.100)
[Fββ] =
2K
σ2
[
(ΛOPT ⊗ IN−p) 0
0 (ΛOPT ⊗ IN−p)
]
(B.101)
Compute Cross Term Fαβ
To compute the cross terms recall (411)
F[∆,∆] = K · tr(δR1(A,B)R−1)2 (B.102)
[Fαβ]ij ≡ E[∇2L[ai,bj]] (B.103)
The polarization method is used to compute the cross terms of the bilinear form. Polar-
ization for the cross terms
F[ai,bj] =
1
4
(F[ai + bj, ai + bj]− F[ai − bj, ai − bj) (B.104)
Let ai = Y Ai and bj = Y⊥Bj and for convenience drop the subscripts on A and B
in the computation below. The two terms in the sum on the right hand side of (B.104)
are
F[a+ b, a+ b] = tr(δR1(A,B)R−1)2 (B.105)
F[a− b, a− b] = tr(δR1(A,−B)R−1)2 . (B.106)
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Using (B.16), for δR1(A,B) the factor δR1(A,B)(R−1) evaluates to
δR1(A,B)(R
−1) = δR1(A,B)(Y Λ−1s Y
H + σ−2Y⊥Y H⊥ ) (B.107)
= (Y AΛΛ−1s Y
H) + Y ΛAHΛ−1s Y
H + Y⊥BΛΛ−1s Y
H + σ−2Y ΛBHY H⊥ . (B.108)
Squaring and taking the trace yields
tr((δR1(A,B))R−1))2 = tr(X) + tr(Y (C1 + C2)Y H⊥ + Y⊥(C3 + C4)Y
H) (B.109)
where
C1 = σ
−2AΛΛ−1s ΛB
H , (B.110)
C2 = σ
−2ΛAHΛ−1s ΛB
H , (B.111)
C3 = BΛΛ
−1
s AΛΛ
−1
s , (B.112)
and
C4 = BΛΛ
−1
s ΛA
HΛ−1s . (B.113)
The term X denotes the factors involving A only and B only quadratic (squared) terms.
Since the factor Y HY⊥ = 0 in the second and third terms (B.109), these terms vanish,
leaving only tr(X). Thus (B.109) reduces to
tr((δR1(A,B))R−1))2 = tr(X) . (B.114)
Similarly
tr((δR1(A,−B))R−1))2 = tr(X) , (B.115)
and noting (B.105) and (B.106), conclude that
[Fαβ]ij = tr(X)− tr(X) = 0 . (B.116)
This hold true for arbitrary choice of A and B so conclude that cross term matrix is all
zeros
[Fαβ] = 0 . (B.117)
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B.1.4 Proof of Corollary 13 (Eigenvector CRB)
Let ∆ = exp−1Y0 Yˆ . The perturbation to the k th column of Y0 is
sˆk − sk 7→ ∆ · ik; m = 1 · · · p (B.118)
where im is the standard unit vector consisting of 1 in the m-th location and zeros else-
where. This tangent vector ∆ can be represented with respect to arbitrarily chosen
orthonormal basis set as
∆ =
Na∑
k=1
akα
k +
Na∑
k=1
bkβ
k . (B.119)
In this expression the real Na-tuple α, and the real Nb-tuple β, are the stochastic com-
ponents. Then
∆ · im = (
Na∑
k=1
akα
k +
Na∑
k=1
bkβ
k)im; m = 1 · · · p (B.120)
∆ · im =
Na∑
k=1
αkakim +
Nb∑
k=1
βkbkim (B.121)
∆ · im = PA∆ · im + PB∆ · im (B.122)
We compute the terms, PA∆ · im and PB∆ · im, separately. Let the basis vectors
have the numerical form ak = Y Ak and bk = Y⊥Bk.
Compute PA∆ · im
Let the basis vectors for AY0 be ak = Y Ak. Then
PA∆ · im =
Na∑
k=1
αkakım =
Na∑
k=1
αkY Akim . (B.123)
For p = 3, Na = 6 and the standard basis matrices are Ak given by (B.54) and (B.55).
For m = 1 the 6 terms in the sum (B.123) are
α1Y A1i1 = α
1Y
 0−1
0
 = Y
 0−α1
0
 (B.124)
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α3Y A3i1 = α
3Y
 00
−1
 = Y
 00
−α3
 (B.125)
α5Y A5i1 = α
5Y
 00
0
 = 0 (B.126)
α2Y A2i1 = α
2Y
 0i
0
 = Y
 0iα2
0
 (B.127)
α4Y A4i1 = α
4Y
 00
i
 = Y
 00
iα4
 (B.128)
α6Y A6i1 = α
6Y
 00
0
 = 0 (B.129)
Then (B.123) is the sum of (B.124) to (B.129)
PA∆ · i1 =
Na∑
m=1
αmY Ami1 = Y
 0−α1 + iα2
−α3 + iα4
 . (B.130)
This expression and the corresponding ones for PA∆ · i2, · · ·PA∆ · ip can be written in
the matrix form as
PA∆ · ik =
Na∑
m=1
αmY Amik = Y Tkα; k = 1, · · · , p (B.131)
For the p = 3 the set of Tk matrices are
T1 =
 0 0 0 0 0 0−1 i 0 0 0 0
0 0 −1 i 0 0
 , (B.132)
T2 =
 −1 i 0 0 0 00 0 0 0 0 0
0 0 0 0 −1 i
 , (B.133)
T3 =
 0 0 1 i 0 00 0 0 0 1 i
0 0 0 0 0 0
 . (B.134)
Note that substituting T1 given by (B.132) into (B.131) yields (B.130), confirming the
T1 matrix.
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Compute PB∆ · im
Let the basis vectors for BY0 be bk = Y0⊥Bk. Then
PB∆ · im =
Nb∑
k=1
bkβ
kim =
Nb∑
k=1
Y⊥Bkβkim = Y⊥Mmβ . (B.135)
p=2
We first develop the formulas for the case p = 2, N = 5 and then generalize the
result. In this case N − p = 3 and Nb = 2p(N − p) = 12. For m = 1 the PB∆ · im term
is computed as follows. Using the standard basis, the Bk matrices are such that
Y⊥Bki1 = 0; k = 4, 5, 6, 10, 11, 12 . (B.136)
The non-zeros terms corresponding to the k = 1, 2, 3 and k = 7, 8, 9 basis vectors are
Y⊥B1i1 = Y⊥
 1 00 0
0 0
 [ 1
0
]
= Y⊥
 10
0
 = g1 (B.137)
Y⊥B2i1 = Y⊥
 0 01 0
0 0
 [ 1
0
]
= Y⊥
 01
0
 = g2 (B.138)
Y⊥B3i1 = Y⊥
 0 00 0
1 0
 [ 1
0
]
= Y⊥
 00
1
 = g3 = gN−p (B.139)
and for k = 7, 8, 9 (with B7 = i ·B1, B8 = i ·B2 and B9 = i ·B3)
Y⊥B7i1 = ig1 , (B.140)
Y⊥B8i1 = ig2 , (B.141)
Y⊥B9i1 = ig2 . (B.142)
Using the above, the sum (B.135) for m = 1 can be expressed as
PB∆ · i1 = Y⊥M1β (B.143)
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where M1 is ((N − p)×Nb) given by
M1 =
[
X1 i ·X1
]
(B.144)
and X1 is ((N − p) × p(N − p)) . For the example calculation at hand p = 2 and the
X1 matrix is
X1 =
[
IN−p 0
]
. (B.145)
Similarly for m = 2 the non-zero terms in the sum corresponding to the k = 4, 5, 6 and
k = 10, 11, 12 basis vectors are
Y⊥B4i2 = Y⊥
 0 10 0
0 0
 [ 0
1
]
= Y⊥
 10
0
 = g1 (B.146)
Y⊥B5i2 = Y⊥
 0 00 1
0 0
 [ 0
1
]
= Y⊥
 01
0
 = g2 (B.147)
Y⊥BNbi2 = Y⊥
 0 00 0
0 1
 [ 0
1
]
= Y⊥
 00
1
 = g3 = gN−p (B.148)
and for k = 10, 11, 12
Y⊥Bn+9i2 = i · gn; n = 1, 2, 3 (B.149)
Using the above the sum (B.135) for m = 2 can be expressed as
PB∆ · i2 = Y⊥M2β (B.150)
where M2 =
[
X2 i ·X2
]
and X2 =
[
0 IN−p
]
.
p arbitrary
In the general case, for arbitrary p, the Xk matrices are (N − p) × p(N − p) and
are given by
Xk = i
t
k ⊗ IN−p; k = 1 · · · p . (B.151)
It follows that the Mk matrices are (N − p)×Nb, Nb = 2p(N − p) and are given by
Mk =
[
Xk iXk
]
; k = 1 · · · p . (B.152)
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The factor Y⊥Mk is then N ×Nb.
(B.153)
Using (B.151) we note that for p = 3 the X2 matrix, for example, is X2 =[
0 IN−p 0
]
.
Compute PA∆ · im + PB∆ · im
Substituting (B.131) and (B.135) into (B.121) yields
∆ · ik = Y Tkα + Y⊥Mkβ (B.154)
or
∆ · ik =
[
Y Tk Y⊥Mk
] [ α
β
]
. (B.155)
The covariance matrix of ∆ · ik, the k − th column of ∆, is
cov(∆ · ik) =
[
Y Tk Y⊥Mk
]
cov
([
α
β
]) [
Y Tk Y⊥Mk
]H
, (B.156)
cov(∆ · ik) =
[
Y Tk Y⊥Mk
] [ Cαα Cβα
Cαβ Cββ
] [
Y Tk Y⊥Mk
]H
. (B.157)
To establish the bound use the fact that C  F−1 (see theorem 10) so that
cov(∆ · ik) 
[
Y Tk Y⊥Mk
] [ Fαα Fαβ
Fβα Fββ
]−1 [
Y Tk Y⊥Mk
]H
(B.158)
Since the off diagonal sub-matrices (Fαβ and Fβα) of the matrix F vanish, this becomes
cov(∆ · ik) 
[
Y Tk Y⊥Mk
] [ F−1αα 0
0 F−1ββ
] [
Y Tk Y⊥Mk
]H
, (B.159)
or equivalently
cov(∆ · ik)  Y TkF−1αα THk Y H + Y⊥MkF−1ββMHk Y H⊥ . (B.160)
For convenience, this is expressed as
cov(∆ · ik)  Y G(k)Y H + Y⊥H(k)Y H⊥ (B.161)
259
where the p× p matrix G(k) is
G(k) ≡ TkF−1αα THk (B.162)
and where the (N − p)× (N − p) matrix H(k) is
H(k) = MkF
−1
ββM
H
k . (B.163)
Consider the first term on the right hand side of (B.161). For k = 1 using (B.132) and
(439) we have yields
G(k) =
 0 0 00 γ−112 0
0 0 γ−113
 . (B.164)
Using the notation Y =
[
s1 s2 s3
]
we have
Y G(1)Y H = γ−112 s2s
H
2 + γ
−1
12 s3s
H
3 . (B.165)
Using (439) for γij , that is
γij =
(λi − λj)2
λiλj
(B.166)
yields
Y G(1)Y H =
λ1λ2
(λ1 − λ2)2 s2s
H
2 +
λ1λ3
(λ1 − λ3)2 s3s
H
3 (B.167)
Y G(1)Y H = λ1
(
λ2
(λ1 − λ2)2 s2s
H
2 +
λ3
(λ1 − λ3)2 s3s
H
3
)
(B.168)
or
Y G(1)Y H = λ1
p∑
k=1,k 6=1
λk
(λ1 − λk)2 sks
H
k . (B.169)
This generalizes to
Y G(i)Y H = λi
p∑
k=1,k 6=i
λk
(λi − λk)2 sks
H
k (B.170)
Λkk =
λk − σ˜2
λk
. (B.171)
Next, to evaluate the second term on the right hand side of (B.161), recall that
F−1ββ =
σ2
2K
[
(Λ−1OPT ⊗ IN−p) 0
0 (Λ−1OPT ⊗ IN−p) .
]
(B.172)
260
Using this the factor MkF−1ββM
H
k (B.163) is
MkF
−1
ββM
H
k =
σ˜0
2
K(λOPT )k
IN−p . (B.173)
(Note that the 2 has cancelled.) As a result we have
Y⊥MkF−1ββM
H
k Y
H
⊥ =
σ˜0
2
K(λOPT )k
Y⊥Y H⊥ . (B.174)
Using the notation Y⊥ =
[
g1 · · · gN−p
]
this can be expressed as
Y⊥MkF−1ββM
H
k Y
H
⊥ =
σ˜0
2
K(λOPT )k
N−p∑
m=1
gmg
H
m ; k = 1 · · · p . (B.175)
Using (λOPT )k =
λ2k
λk−σ˜2 =
λs;k−σ˜2
λs;k
the above becomes
=
λkσ˜0
2
K(λk − σ˜2)
N−p∑
m=1
gmg
H
m ; k = 1 · · · p . (B.176)
Lastly we have
E[(∆ · ii)(∆ · ij)H ] = 0; i 6= j (B.177)
which follows since
TiF
−1
αα T
H
j = 0, i 6= j (B.178)
and
MiF
−1
ββM
H
j = 0, i 6= j, . (B.179)
B.1.5 Proof of Lemma 15
The columns of Es´ are given by Es´(:, k) = vec(S´k) where S´k is (518)
S´k = Y
H
⊥ DJkk · T . (B.180)
Using this we have
Re(EHs´ Es´)ij = Re(tr(S´
H
i , S´j)) = Re(tr(T
HJiiDP⊥DJjjT )) (B.181)
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where P⊥ ≡ Y⊥Y H⊥ . Using the selection matrix identity (B.260) the factor on the right
hand side of the above can be expressed as
tr(THJiiDP⊥DJjjT ) = tr(TH(DHP⊥D)ij · Jij · T ) , (B.182)
= tr((DHP⊥D)ij · Jij · TTH) . (B.183)
Factoring out the scalar term yields
= (DHP⊥D)ijtr(Jij · TTH) . (B.184)
Applying the selection matrix identity (B.256) we have
(EHs´ Es´)ij = (D
HP⊥D)ij · (TTH)ij . (B.185)
This result can be restated in matrix form using the Hadamard product as
EHs´ Es´ = D
HP⊥D  (TTH) . (B.186)
Since, by definition, Y = HT we have H = Y T−1 so that
HHH = T−HY HY T−1 = T−HT−1 (B.187)
and
TTH = (HHH)−1 . (B.188)
Making this substitution for TTH in (B.186) yields the desired result
Re(EHs´ Es´) = Re((D
HP⊥D) (HHH)−1) . (B.189)
B.1.6 Proof of 18 ( M-Dim Orthogonalizing Matrix Lemma)
The columns of Es´ are given by Es´(:, l1) ≡ vec(S´l1) where S´k is
S´l1 = Y
H
⊥ DJm1k1k1T ; l1 = 1 · q . (B.190)
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The indices on the right and left-hand sides are related by
l1 = p(m1 − 1) + k1, m1 = 1 · · ·M,k1 = 1 · · · p . (B.191)
Using this expression the product
[EHs´ Es´]l1l2 = [E
H
s´ (:, l1)Es´(:, l2)] (B.192)
is given by
[EHs´ Es´]l1l2 = tr((Jm1k1k1)
TDHP⊥D · Jm2k2k2(TTH)) . (B.193)
Using the selection matrix identity (B.263) we have
(Jm1k1k1)
TDHP⊥D · Jm2k2k2 = [DHP⊥D]l1l2 · Jk1k2 . (B.194)
Substituting this into (B.193) yields
= [DHP⊥D]l1l2 · tr(Jk1k2TTH) . (B.195)
From the selection matrix identity (B.256), the factor above simplifies to
tr(Jk1k2TT
H) = [TTH ]k1k2 (B.196)
and back substituting yields
[EHs´ Es´]l1l2 = [D
HP⊥D]l1l2 · [TTH ]k1k2 . (B.197)
This can be expressed in full matrix form using Hadamard product notation
EHs´ Es´ = (D
HP⊥D) (TTH ⊗ 1M ⊗ 1tM) . (B.198)
Using (B.188) to substitute for TTH above yields
EHs´ Es´ = (D
HP⊥D) ((HHH)−1 ⊗ 1M ⊗ 1tM) . (B.199)
l = k(m− 1) + k m = floor(l/K) + 1 k = mod(l,M)
l = P (m− 1) + k
im ⊗ JkkT = (em ⊗ (ek ⊗ etk))T = JmkkT . (B.200)
l1 = P (m1 − 1) + k1 and l2 = P (m2 − 1) + k2
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B.1.7 Proof of Lemma 16 (Equivalence of Forms)
Let Y be the eigen vector matrix corresponding to the signal covariance Rs =
HPHH = Y ΛY H , (346). Then Y = HT for some invertible T so that
HPHH = Y ΛY H = H(TΛTH)HH . (B.201)
Identifying parts, we see that source correlation matrix P is equal to P = TΛTH so that
T−1P = ΛTH . (B.202)
The signal-plus-noise model covariance is
R = HPHH + σ2I = Y ΛsY
H + σ2Y⊥Y H⊥ (B.203)
and its inverse is
R−1 = Y Λ−1s Y
H + σ−2Y⊥Y H⊥ . (B.204)
Substituting this into Ps = (PHHR−1HP ) yields
Ps = PH
H(Y Λ−1s Y
H + σ−2Y⊥Y H⊥ )HP (B.205)
Ps = PH
H(Y Λ−1s Y
H)HP . (B.206)
Noting that Y HH = Y H(Y T−1) = T−1 we have
Ps = PT
−HΛ−1s T
−1P (B.207)
substituting (B.202) into the above expression yields the desired result (527)
Ps = TΛΛ
−1
s ΛT
H = TΛ2Λ−1s = TΛOPTT
H . (B.208)
B.1.8 Proof of Theorem 17
The general form of the Fs´s´ matrix is (471)
Fs´s´ =
2K
σ2
Re(EHs´ (ΛOPT ⊗ IN−p)Es´) . (B.209)
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This can be expressed in component form as
[Fs´s´]ij =
2K
σ2
[Re(E´Hs (ΛOPT ⊗ IN−p)E´s)]ij . (B.210)
The factor on the right hand side is equal to
(EHs´ (ΛOPT ⊗ IN−p)Es´)ij = (Es´(:, i)H(ΛOPT ⊗ IN−p)Es´(:, j)) . (B.211)
Recall that the matrix Es´ is given by (518)
Es´(:, i) = vec(S´i) = vec(Y
H
⊥ DJkkT ) = (T
t ⊗ Y H⊥ D)jkk (B.212)
where jkk is the vectorized selection matrix, that is jkk = vec(Jkk). Substituting (B.212)
into (B.211) yields
= jTii (T
t ⊗ Y H⊥ D)H(ΛOPT ⊗ IN−p)(T t ⊗ Y H⊥ D)jjj (B.213)
= jTii (T
∗ ⊗DHY⊥)(ΛOPT ⊗ IN−p)(T t ⊗ Y H⊥ D)jjj (B.214)
Using the Kronecker product identity (B.250) the previous expression becomes
jTii
((
T ∗ΛOPTT t
)
⊗
(
DHY⊥IN−pY H⊥ D
))
jjj (B.215)
and defining P⊥ ≡ Y⊥Y H⊥ we have
jtii
((
T ∗ΛOPTT t
)
⊗DHP⊥D
)
jjj . (B.216)
Noting that the factor ((T ∗ΛOPTT t)⊗DHP⊥D)jjj is of the form (Ct⊗A)b , and using
the identity (Ct ⊗ A)b = vec(ABC), we can express the above as
((T ∗ΛOPTT t)⊗DHP⊥D)jjj = vec(DHP⊥DJjj(T ∗ΛOPTT t)) . (B.217)
Substituting this form into (B.216) gives
= jtiivec(D
HP⊥DJjj(TΛOPTTH)) (B.218)
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where we have used
(T ∗ΛOPTT t)t = TΛOPTTH . (B.219)
Using aHb = tr(AB), a = vec(A), b = vec(B), (B.218) (with a = jii and b =
vec(DHP⊥DJjj(TΛOPTTH) ) (B.218) becomes
= tr(JiiDHP⊥DJjj(TΛOPTTH)) . (B.220)
Note that
JiiD
HP⊥DJjj = (DHP⊥D)ijJij (B.221)
where we have used the identity JiiRJjj ≡ [R]ij · Jij (see (B.260)). Substituting the
above into (B.220) and factoring out the scalar term yields
= (DHP⊥D)ijtr
(
JijTΛOPTT
H
)
. (B.222)
Using the matrix identity (B.256) (note the transposition)
(EHs´ (ΛOPT ⊗ IN−p)Es´)ij = (DHP⊥D)ij(TΛOPTTH)ji (B.223)
(EHs´ (ΛOPT ⊗ IN−p)Es´)ij = (DHP⊥D)ij(TΛOPTTH)ij . (B.224)
Substituting the above into (B.210) and using the Hadamard product notation this is
expressed in matrix form as
Fs´s´ =
2K
σ2
Re
(
(DPD) (TΛOPTTH)
)
. (B.225)
Using the the equivalence of forms lemma (527),Ps = (TΛOPTTH), yields desired
result
Fs´s´ =
2K
σ2
Re
(
DHP⊥D  Ps
)
. (B.226)
B.1.9 Proof of Theorem 19
Fs´s´ for the modal model M ≥ 1 case is
Fs´s´ =
2K
σ2
Re
(
(DHP⊥D) P (M)s
)
(B.227)
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P (M)s ≡ Ps ⊗ (1M ⊗ IM) (B.228)
where Ps = (PHHR−1HP ) (see (526) ) .
The general form of the Fs´s´ matrix is (471)
Fs´s´ =
2K
σ2
Re(EHs´ (ΛOPT ⊗ IN−p)Es´) . (B.229)
The factor EHs´ (ΛOPT ⊗ IN−p)Es´ is given in component form as
[EHs´ (ΛOPT ⊗ IN−p)Es´]l1l2 = EHs´ (:, l1)(ΛOPT ⊗ IN−p)Es´(:, l2) . (B.230)
For the natural coordinate basis, the matrix Es´ in the general case is given by (547)
Es´(:, l) = (T
t ⊗ Y H⊥ D)jmjj; l = p(m− 1) + j . (B.231)
Substituting the above into (B.230) with the two indexes l1 = p(m1 − 1) + i1, and
l2 = p(m2 − 1) + i2 yields
jtm1i1i1(T
t ⊗ Y H⊥ D)H(ΛOPT ⊗ IN−p)(T t ⊗ Y H⊥ D)jm2j2j2 (B.232)
jtm1i1i1(T
∗ ⊗DHY⊥)(ΛOPT ⊗ IN−p)(T t ⊗ Y H⊥ D)jm2j2j2 . (B.233)
Using the Kronecker product identity (B.250) this is
jtm1i1i1(T
∗ΛOPTT t ⊗DHP⊥D)jm2j2j2 . (B.234)
Using Ps = (TΛOPTTH) in the above yields
jtm1i1i1(P
t
s ⊗DHP⊥D)jm2j2j2 . (B.235)
Noting that (P ts ⊗ DHP⊥D)jkii is in the form (CT ⊗ A)b and we can express it as
vec(ABC). Substituting this form into (B.235) gives
jtm1i1i1vec(D
HP⊥DJm2j2j2Ps) . (B.236)
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Next using the fact that aHb = tr(AB), a = vec(A), b = vec(B) we have
= tr[J tm1i1i1D
HP⊥DJm2j2j2Ps] . (B.237)
Using (B.263) the factor appearing in the above can be expressed as
J tm1i1i1D
HP⊥DJm2i2i2 = [D
HP⊥D]l1l2Ji1i2 (B.238)
and substituting thie into the above and factoring out the scalar term yields
= [DHP⊥D]l1l2tr[Ji1i2Ps] . (B.239)
Using (B.256) (note the transposition)
Xl1l2 = [D
HP⊥D]l1l2 [Ps]i2i1 . (B.240)
To see the indexing, write out the first two rows of this matrix for the p = 3,M = 2 case
X1,1 = [D
HP⊥D]11[Ps]11 (B.241)
X1,2 = [D
HP⊥D]12[Ps]12 (B.242)
X1,3 = [D
HP⊥D]13[Ps]13 (B.243)
X1,4 = [D
HP⊥D]14[Ps]11 (B.244)
X1,5 = [D
HP⊥D]15[Ps]12 (B.245)
X1,6 = [D
HP⊥D]16[Ps]13 . (B.246)
This has the form
(Ps ⊗ (1M ⊗ 1M)) =
[
Ps Ps
Ps Ps
]
. (B.247)
For the M = 3 case
(Ps ⊗ (1M ⊗ 1M)) =
 Ps Ps PsPs Ps Ps
Ps Ps Ps
 . (B.248)
The general case is given by
= ((DHP⊥D) (Ps ⊗ (1M ⊗ 1tM))) . (B.249)
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B.1.10 Useful Matrix Identities
(A⊗B)(C ⊗D) = (AC ⊗BD) (B.250)
(A⊗B)H = (AH ⊗BH) (B.251)
Notation a = vec(A), b = vec(B)
tr(AB) = tr(BA) (B.252)
trBHi Bj = b
H
i bj (B.253)
Selection Matrix Identities In this appendix let ik denote the N × 1 equal to one at the
kth location and zero elsewhere. Let The p× p selection matrix Jij is define as
J(ij) ≡ ei ⊗ eTi . (B.254)
This matrix has 1 in the ij th location and zeros elsewhere. The vectorized selection
matrix j(ij) ≡ vec(J(ij) is p2 × 1 and equal to one at the (i− 1)p+ j location and zeros
elsewhere.
Matrix Identities and Examples
AJkk = A(:, k)⊗ eHk (B.255)
tr(JijR) = [R]ji (B.256)
tr(cJijR) = c[R]ji (B.257)
tr(RJij) = [R]ij (B.258)
JkkA = Jkk
 c1c2
c3
 =
 0ck
0
 (B.259)
JiiRJjj ≡ [R]ij · Jij (B.260)
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I.5 ij the element of a matrix
[DHRD]ij = d
H
i Rdj (B.261)
dj is the jth column of D
The selection matrix Jmij is an Mp× p matrix defined as
Jmij ≡ im ⊗ (ei ⊗ etj), m = 1 · · ·M . (B.262)
Let R be any Mp×Mp matrix so that the product is the p× p matrix given by
(Jm1k1k1)
TR · Jm2k2k2 = Rl1l2 · Jk1k2 (B.263)
where l1 = p(m1 − 1) + k1 and l2 = p(m2 − 1) + k2 In this expression Rl1l2 is a scalar
and Jk1k2 is the p× p selection matrix
Jk1k2 = ek1 ⊗ etk2 (B.264)
Matrix Identity tr
(
D2AHB
)
= aH (D2 ⊗ IM) b
Lemma 27. Let A and B be arbitrary M × p complex matrices and D an arbitrary
p× p diagonal matrix. Then
tr(D2AHB) = aH(D2 ⊗ IM)b (B.265)
where
a ≡ vec(A); b ≡ vec(B) (B.266)
Proof:
tr(D2AHB) = tr(AH ·BD2) (B.267)
Using general fact that tr(XHY ) = vec(X)Hvec(Y ) we have
= vec(A)Hvec(BD2) = aHvec(IMBD
2) (B.268)
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Applying the standard matrix identity vec(ABC) = (Ct ⊗ A) to the second factor yields
the result (B.265).
= aH(D2 ⊗ IM)b (B.269)
Corrollary 28. Let the complex vector above be represented as
α ≡
[
αR
αI
]
≡
[
Re(a)
Im(a)
]
; β ≡
[
βR
βI
]
≡
[
Re(b)
Im(b)
]
. (B.270)
Then from the previous lemma (B.265)
Re[tr(D2AHB)] = αT
[
(D2 ⊗ IM) 0
0 (D2 ⊗ IM)
]
β (B.271)
or equivalently
Re[tr(D2AHB)] = αT
(
I2 ⊗ (D2 ⊗ IM)
)
β . (B.272)
Proof: From the definition of α and β above a =
[
IMp iIMp
]
α and b =[
IMp iIMp
]
β. Substituting these into (B.265) yields
= αt
[
IMp
−iIMp
]
(D2 ⊗ IM)
[
IMp iIMp
]
β . (B.273)
Note that (D2 ⊗ IM) is Mp×Mp
= αt
[
IMp
−iIMp
] [
(D2 ⊗ IM) i(D2 ⊗ IM)
]
β (B.274)
= αt
[
(D2 ⊗ IM) i(D2 ⊗ IM)
−i(D2 ⊗ IM) (D2 ⊗ IM)
] [
βR
βI
]
(B.275)
=
[
αtR α
t
I
] [ (D2 ⊗ IM)βR + i(D2 ⊗ IM)βI
−i(D2 ⊗ IM)βR + (D2 ⊗ IM)βI
]
(B.276)
= αtR(D
2⊗IM)βR+ iαtR(D2⊗IM)βI− iαtI(D2⊗IM)βR+αtI(D2⊗IM)βI . (B.277)
Taking the real part yields
Re
[
tr
(
D2AHB
)]
= αtR(D
2 ⊗ IM)βR + αtI(D2 ⊗ IM)βI . (B.278)
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Expressed in the matrix form this is
Re[tr(D2AHB)] =
[
αtR α
t
I
] [ (D2 ⊗ IM) 0
0 (D2 ⊗ IM)
] [
βI
βR
]
(B.279)
Using (B.270) yields the desired result (B.271).
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APPENDIX C
appendix C
C.1 Proof of Lemma 20
From lemma B.1.1 the log likelihood function along the geodesic Y (t) emanating
from Y (0) = Y in the direction ∆ = Y A+ Y⊥B is
L(Y (t)) = L(Y (0)) + δL(t) (C.1)
where
δL(t) = K ·
(
t · tr((δR1(A,B))R−1(I − R˜R−1) +O(t2)
)
. (C.2)
The directional derivative in the ∆ = Y A+ Y⊥B direction therefore is
∇L [∆] ≡ dL(Y (t))
dt
=
dδL(t)
dt
. (C.3)
Substituting for δL(t) and differentiating yields the desired result
∇L[∆] ≡ dL(Y (t))
dt
= K · tr((δR1(A,B))R−1(I − R˜R−1) (C.4)
or equivalently
∇L[∆] = K · tr(δR1(A,B)R−1)− tr(δR1(A,B)R˜R−1) . (C.5)
For the specific coordinate basis vector ∆ = bk = Y⊥Bk (C.5) is
∇L[bk] = tr(δR1(0, Bk)R−1)− tr(δR1(0, Bk)R˜R−1) (C.6)
To compute the directional derivative in the coordinate directions recall (410)
δR1(A,B) = Y AΛY
H + Y ΛAHY H + Y⊥BΛY H + Y ΛBHY H⊥ . (C.7)
For notional simplicity, in the remainder of the calculation we drop the subscript on the
matrix Bk. The factor δR1(0, B)R−1 is therefore (see (B.80))
δR1(0, B)R
−1 = Y⊥BΛΛ−1s Y
H + σ−2Y ΛBHY H⊥ (C.8)
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where we have used R−1 = Y Λ−1s Y
H + σ−2Y⊥Y H⊥ . Rearranging terms within the trace
operator results in
tr(δR1(0, B)R−1) = 0 (C.9)
which follows since Y HY⊥ = 0.
The second term in (C.6) is a function of the data through the R˜, the SCM. Re-
ordering (C.6) within the trace operator, and substituting for δR1(0, B) this term is
tr(R−1δR1(0, B)R˜) = tr(R−1(Y⊥BΛ−1s Y
H + σ−2Y ΛBHY H⊥ )R˜) (C.10)
= tr(σ−2(Y⊥BΛΛ−1s Y
H + Y Λ−1s ΛB
HY H⊥ )R˜) (C.11)
= tr(σ−2(Y⊥BΛΛ−1s Y
HR˜ + Y Λ−1s ΛB
HY H⊥ R˜)) (C.12)
= tr(σ−2(BΛΛ−1s Y
HR˜Y⊥ + Λ−1s ΛB
HY H⊥ R˜Y )) . (C.13)
Defining C ≡ BΛΛ−1s the above is
= σ−2tr((CY HR˜Y⊥ + CHY H⊥ R˜Y )) (C.14)
= σ−22Re
(
tr(CY HR˜Y⊥)
)
. (C.15)
ReplacingC by its definition above and returning the index toB yields the desired result
(590)
∇L[bk] = σ−22Re
(
tr(ΛΛ−1s Y
HR˜Y⊥Bk)
)
. (C.16)
Substituting ∆ = ak = Y Ak where Ak is anti-Hermitian into (C.5) , yields
∇L[ak] = tr(δR1(Ak, 0)R−1)− tr(δR1(Ak, 0)R˜R−1) . (C.17)
For notional simplicity, in the remainder of the calculation we drop the subscript on the
matrix Ak. Using (C.7) the factor δR1(A, 0)R−1 evaluates to
δR1(A, 0)R
−1 = (Y AΛY H + Y ΛAHY H)R−1 (C.18)
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= Y AΛΛ−1s Y
H + Y ΛAHΛ−1s Y
H . (C.19)
Using this expression the first term in (C.17) becomes
= tr(Y AΛΛ−1s Y
H + Y ΛAHΛ−1s Y
H) (C.20)
= tr(AΛΛ−1s Y
HY + ΛAHΛ−1s Y
HY ) (C.21)
= tr(AΛΛ−1s + ΛA
HΛ−1s ) (C.22)
= tr(ΛΛ−1s (A+ A
H)) (C.23)
= 0 . (C.24)
This follows since A is anti-Hermitian (i.e., A = −AH).
The second term in (C.6) is a function of the data R˜ (SCM). Reordering within the
trace operator, and substituting for δR1(A, 0) this term is
tr(R−1δR1(A, 0)R˜) = tr(R−1(Y AΛΛ−1s Y
H + Y ΛAHΛ−1s Y
H)R˜) . (C.25)
Carrying out the multiplication with the expanded form of R−1 yields the desired result
(591)
∇L[ak] = tr(Y (Λ−1s AΛΛ−1s + Λ−1s ΛAHΛ−1s )Y HR˜) (C.26)
C.2 Proof of Lemma 21
Proof: The derivative in the bk direction is (590)
∇L[bk] = σ−22tr(Re(ΛΛ−1s · Y HR˜Y⊥ ·Bk) (C.27)
or rearranging terms
∇L[bk] = σ−22Re
(
tr(
(
BkΛΛ
−1
s
)
Y HR˜Y⊥)
)
. (C.28)
For arbitrary Bk, this will vanish if the N × p matrix Y is chosen such that
Y H⊥ R˜Y = 0 . (C.29)
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Writing R˜ in eigen decomposition partitioned form the above becomes
Y H⊥
[
Y1 Y2
] [ Λ1 0
0 Λ2
] [
Y H1
Y H2
]
Y = 0 . (C.30)
In this expression, Y1 is an N ×p matrix whose columns are p arbitrarily selected eigen-
vectors of R˜ and Y2 is the N× (N−p) matrix of the remaining eigenvectors. The above
equation is satisfied if Y is chosen as
Y = Y1Q (C.31)
for Q an arbitrary p× p unitary matrix. To verify this substitute (C.31) into (C.30)
= Y H1⊥
[
Y1 Y2
] [ Λ1 0
0 Λ2
] [
Y H1
Y H2
]
Y1Q (C.32)
=
[
0 Y H1⊥Y2
] [ Λ1 0
0 Λ2
] [
Q
0
]
= 0p×p . (C.33)
This establishes that any set of p-eigenvectors Y1 (not necessarily the p-dominant eigen-
vectors) and all their rotations, (C.31), satisfies the first condition ∇L[bk] = 0. Substi-
tuting this solution, that is Y = Y1Q, into the second equation∇L[ak] yields
∇L[ak] = tr(Y (Λ−1s AΛΛ−1s + Λ−1s ΛAHΛ−1s )QHΛ˜sQY H) (C.34)
= tr((Λ˜−1s AΛΛ˜
−1
s + Λ˜
−1
s ΛA
HΛ˜−1s )Q
HΛ˜sQ) . (C.35)
In general, this term is non-zero for arbitrary choice of valid A and Q. If Q is restricted
to be unitary diagonal then the factor QΛ˜sQH appearing above is
QΛ˜sQ
H = Λ˜sQQ
H = Λ˜s (C.36)
which follows since diagonal matrices commute. Using this result we have
∇L[ak] = tr((Λ−1s AΛΛ−1s + Λ−1s ΛAHΛ−1s )Λ˜s) . (C.37)
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Evaluating the parameter Λs at its ML value
Λs = Λ˜s (C.38)
(C.37) reduces to
= tr(ΛΛ−1s A+ Λ
−1
s ΛA
H) (C.39)
= tr(ΛΛ−1s (A+ A
H))) . (C.40)
This vanishes for arbitrary Λ and Λs, since by hypothesis the p × p matrix A is anti-
Hermitian so that A+ AH = 0. The choice of Y ∈ B that simultaneously satisfies both
sets of equations is
Yˆ = Y˜ ΛQ . (C.41)
We next show that the maximum value of likelihood function is achieve by choos-
ing the p eigenvectors of Y1 to correspond to the p-largest magnitude eigenvalues. The
value of the likelihood function for this choice is
L(R˜, R) = −K(tr(R−1R˜) + log detR) (C.42)
R−1R˜ = Q−11 Q (C.43)
R−1 = Y Λ−1s Y
H + σ−2(I − Y Y H) . (C.44)
To maximize, we choose the set of p vectors corresponding to the largest p eigenvectors.
C.3 Proof of lemma 23
Consider the damped exponential signal waveform h(n) = zn where z =
ρ exp(iθ). Then
dρ(n) ≡ ∂h
∂ρ
= nzn−1
∂z
∂ρ
= nznρ−1 ≡ ρ−1nh(n) (C.45)
dθ(n) ≡ ∂h(n)
∂θ
= nzn−1
∂z
∂θ
= inzn ≡ inh(n) (C.46)
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where we have used
∂z
∂ρ
= exp(iθ) = zρ−1
∂z
∂θ
= iρexp(iθ) = iz (C.47)
Comparing (C.46) and (C.45) see that
dθ = iρdρ . (C.48)
The vectors dθ and dρ are independent in the real vector space formulation since
dθ 6= c · dρ for any real constant c. The N × q, matrix derivatives D is defined as
D =
[
Dθ Dρ
]
(C.49)
where q = 2Mp and
Dθ =
[
dθ1 , · · · , dθMp
]
. (C.50)
The natural coordinate basis is (518) sk = Y⊥S˘k where
S˘ρ;k = Y
H
⊥ DρJkkT ; k = 1 · · · q¯ (C.51)
S˘θ;k = Y
H
⊥ DθJkkT k = 1 · · · q¯ (C.52)
where q¯ = Mp. The basis matrix Es has the partitioned form
Es =
[
Es;θ Es;ρ
]
(C.53)
where
Es;θ ≡
[
vec(S˘θ;1) · · · vec(S˘θ;p)
]
(C.54)
and
Es;ρ ≡
[
vec(S˘ρ;1) · · · vec(S˘ρ;p)
]
. (C.55)
Since Jkk selects the kth column, using (C.48), we see that in vectorized form
vec(S˘θ;k) = i · ρkvec(S˘ρ;k) . (C.56)
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The columns of the first set are scaled version of the second set, and therefore spanned
by E¯s˘. Therefore, if E¯s is the orthogonal basis for Es;θ ,that is
E¯s ≡ orth(Es;θ) (C.57)
then i · E¯s is a basis for the set Es;ρ. The real vector space SY therefore has the orthonor-
mal basis given by
Es =
[
E¯s i · E¯s
]
(C.58)
or expressed alternatively as
Es = E¯sE0 (C.59)
where E0 ≡
[
I iI
]
.
C.4 Proof of theorem 24
Substituting (C.58) into the first derivative defined by (660) yields
Ls = Re
(
EHs Λ˜bbbn
)
= Re
([
E¯Hs
−iE¯Hs
]
Λ˜bbbn
)
(C.60)
Ls =
 Re (E¯Hs Λ˜bbbn)
Im
(
E¯Hs Λ˜bbbn
)  =
 Re (L¯s)
Im
(
L¯s
)  (C.61)
where we have defined
L¯s ≡ E¯Hs Λ˜bbbn . (C.62)
Substituting (C.58) into the second derivative defined by (659) yields
Lss = Re
(
EHs Λ˜bbEs
)
= Re
([
E¯Hs Λ˜bbE¯s iE¯
H
s Λ˜bbE¯s
−iE¯Hs Λ˜bbE¯s E¯Hs Λ˜bbE¯s
])
(C.63)
Defining 1
L¯ss ≡ E¯Hs Λ˜bbE¯s (C.64)
1 Note that L¯ss is real since Λ˜bb is a real diagonal matrix.Re(i ·X = −Im(X))
279
we have
Lss =
[
Re(L¯ss) −Im(L¯ss)
Im(L¯ss) Re(L¯ss)
]
. (C.65)
2 The inverse is given by
L−1ss =
1
2
[
Re(L¯−1ss ) Im(L¯
−1
ss ))
−Im(L¯−1ss ) Re(L¯−1ss )
]
. (C.66)
This expression for L−1ss is verified by direct multiplication and noting that
Re(L¯ss)Re(L¯−1ss ) + Im(L¯ss)Im(L¯
−1
ss ) = 2 · I (C.67)
−Re(L¯ss)Im(L¯−1ss ) + Im(L¯ss)Re(L¯−1ss ) = 0 (C.68)
which follows since multiplication of symmetric matrices commutes (L¯ss is Hermitian).
Partitioning Ls as
Ls =
[
Ls;R
Ls;I
]
(C.69)
and using (C.66) the product L−1ss Ls is expressed as
s = L−1ss Ls =
1
2
[
Re(L¯−1ss )Ls;R − Im(L¯−1ss )Ls;I
Im(L¯−1ss )
tLs;R + Re(L¯−1ss )Ls;I
]
. (C.70)
The real and imaginary components of the complex form
s¯ = L¯−1ss L¯s (C.71)
are given by 3
Re(s¯) = Re(L¯−1ss )Re(L¯s)− Im(L¯−1ss )Im(L¯s) (C.72)
Im(s¯) = Im(L¯−1ss )Re(L¯s) + Re(L¯
−1
ss )Im(L¯s) (C.73)
Comparing with (C.70) conclude that
s =
1
2
[
Re(s¯)
Im(s¯)
]
(C.74)
2(C.63) is symmetric since the term in the bracket is Hermitian since (iE¯Hs LbbE¯s)
H = −iiE¯Hs LbbE¯s
3L¯−1ss = Re(L¯
−1
ss ) + i · IM(L¯−1ss )
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where
L¯−1ss ≡ Re(L¯−1ss ) + i · Im(L¯−1ss ) (C.75)
and
L¯s = Ls;R + i · Ls;I . (C.76)
C.5 Proof of Lemma 25
The expanded form of (C.79) is
Φk(Y ) ≡ ((JkY )HJkY ))−1(JkY )HJ0Y (C.77)
≡ (Y HJ tkJkY )−1Y HJ tkJ0Y . (C.78)
Substituting Y Q for Y yields
Φk(Y Q) ≡ QH(Y HJ tkJkY )−1Y HJ tkJ0Y Q = QHΦk(Y )Q . (C.79)
As a result, (687) for Y Q is
Xk(Y Q) ≡ (JkY Q ·QHΦk(Y Q)− J0Y Q) = (JkY Φk(Y )− J0Y )Q (C.80)
Xk(Y Q) = Xk(Y )Q . (C.81)
Therefore if Xk(Y ) = 0 then Xk(Y Q) = 0.
C.6 MLE using Reference Solution and Geometric Newton’s Method
The discussion in section 4.2 made use of a reference point Y0 on the submani-
fold B¯. Given an S-N Basis at this point we established the submanifold membership
condition (641) as (655) . When the constraint submanifold is defined by a parametric
model the reference point Y0 may be specified by a reference parameter θ0 via the sin-
gular vector matrix of H = H(θ0). The basis vectors that define the tangent space TY0B¯
are derived from the differentiable signal model H(θ). The reference parameter θ0 is
typically provided by a computationally efficient suboptimal estimator (e.g., ESPRIT)
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or is the result of a previous iteration as in a tracking application. Using this reference
point approach, the estimator in section 4.2 may be transformed into a geometric form
of Newton’s method, with the q-tuple θ parameter interpreted as a coordinate system on
B¯.
The formulation of the S-N basis approach leading to the solution form (655) re-
quired a basis for the space SY˜ . Notionally this space was defined by parallel translat-
ing the basis vectors for SY0 , where Y0 ∈ B¯, to the unconstrained MLE Y˜ (in general
Y˜ /∈ B¯). Using this, the constrained MLE Ŷ was expressed in terms of exponential map
at Y˜ (664) and the tangent vector ∆̂ (665).
Given a reference solution, it is preferable to develop the ML estimate using an
exponential map based at Y0 rather than Y˜ . That is, we seek the estimate in the form
Ŷ = expY0∆̂ where
∆̂ =
p∑
k=1
s´kδ̂θ
k
, (C.82)
and where s´k is natural coordinate basis at Y0. The components δ̂θ represent the change
in θ required to move from Y0 to Ŷ , that is
θ̂ = θ0 + δ̂θ (C.83)
where θ0 and θ̂ correspond to Y0 and Ŷ , respectively. In the following sections we show
that the ML tangent vector estimate is given by
δ̂θ = L−1s´s´ Ls´|Y0 . (C.84)
The main point of this section is to justify the notation, Ls|YMD ≡ 2Re(EHs Λ˜bbbn) (see
eqn. (660)), used earlier.
Constrained ML Criterion and Solution in S-N Coordinates
Let the partitioned basis s,n for BY = SY ⊕ NY have the numerical form sk =
Y⊥Sk and nk = Y⊥Nk. These basis elements are related to the basis bk for BY by a
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linear transformation
sk =
q∑
m=1
bk[Ts]
m
k ; k = 1 · · · q (C.85)
nk =
Nn∑
m=1
bk[Tn]
m
k ; k = 1 · · ·Nb − q . (C.86)
This can be expressed in equivalent matrix form as (see (A.232))
[
Es En
]
= EbT = Eb
[
Ts Tn
]
(C.87)
Es = EbTs, En = EbTn (C.88)
where Es, En and Eb are defined in terms of the matrices Sk, Nk and Bk by (653),(654)
and (654), respectively.
Given an arbitrary ∆ ∈ BY , represented as ∆ = ∑Nbk=1 bkβk, the components β
transform to the
[
s n
]t
components in the S-N basis as (see (A.236))
[
s
n
]
= T−1β =
[
X ts
X tn
]
β (C.89)
(see eqn. (A.239)).
The coefficient matrix Lββ transforms as a 2nd order covariant tensor and the parti-
tioned form with respect to the S-N basis is defined by this transformation is (see (A.254)
) [
Lss Lsn
Lns Lnn
]
≡
[
T ts
T tn
]
Lββ
[
Ts Tn
]
. (C.90)
Combining these two results (C.89) and (C.90), the quadratic objective function in terms
of the S-N basis is
[
st nt
] [ Lss Lsn
Lns Lnn
] [
s
n
]
= βtLβββ . (C.91)
Substituting the constraint-satisfying pair (s, nˆ) (647) into the quadratic objective func-
tion (637), and using (C.91), yields an unconstrained minimization problem in the free
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p-tuple s given by
sˆ = min
s
([
st nˆt
] [ Lss Lsn
Lns Lnn
] [
s
nˆ
])
. (C.92)
This minimization problem has the well known solution
sˆ = L−1ss Lsnnˆ . (C.93)
For Lββ = 2Kσ˜2 Re(E
H
b Λ˜bbEb) (see (607)) the matrices Lss and Lsn are
Lss = T
t
sLββTs =
2K
σ˜2
Re(EHs Λ˜bbEs) , (C.94)
Lsn = T
t
sLββTn =
2K
σ˜2
Re(EHs Λ˜bbEn) . (C.95)
The product Lsnnˆ in (C.93) is
Lsnnˆ =
2K
σ˜2
Re(EHs Λ˜bbEn)nˆ =
2K
σ˜2
Re(EHs Λ˜bbbn) , (C.96)
where we have used bn ≡ Ennˆ.
We observe that (C.96) is equal to (660), that is Ls|YMD = Lsnnˆ. (this relation is
explained more fully in the next section). As a result we have
sˆ = L−1ss Lsnnˆ = L
−1
ss Ls|YMD . (C.97)
Evaluating Derivatives and Lsnnˆ and cˆ
The first derivatives of L in the neighborhood of the unconstrained MLE Y˜ may be
expressed using a Taylor expansion. By definition all the first derivatives of L vanish at
Y˜ . Since the ML tangent vector ∆ˆ at Y˜ is such that PA∆ˆ = 0 (i.e., α = 0), we need
only consider the expansion along tangent vectors in BY˜ (see eqn. (585)).
Let Y be an arbitrary point with normal coordinates (s, n) relative to the s,n basis
for BY˜ . Then
[
Ls
Ln
]
Y
=
[
0
0
]
+
[
Lss Lsn
Lns Lnn
]
Y˜
[
s
n
]
+ h.o.t. . (C.98)
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In particular, the Ls component is
Ls|Y = Lsss+ Lsnn . (C.99)
To simplify notation in this section define c ≡ 2K
σ˜2
. Substituting (A.254) and (A.256) for
Lss and Lsn, respectively, into the above yields
Ls|Y = c ·Re(EHs Λ˜bbEs)s+ c ·Re(EHs LbbEn)n (C.100)
= c ·Re(EHs Λ˜bb(Ess+ Enn)) . (C.101)
Substituting b ≡ Ess + Enn (see eqn. (652)) into the above, the first derivative at Y in
the neighborhood of the unconstrained MLE Y˜ is
Ls|Y = c ·Re(EHs Λ˜bbb) . (C.102)
Using this general expression we can compute the first derivatives at particular points
of interest. The first derivative Ls at the minimum distance point YMD ∈ B¯ (see (650))
with coordinates (0, 0, nˆ), and at reference point Y0 ∈ B¯, with coordinates (0, s0, nˆ), are
given respectively by
Ls|YMD = Lsnnˆ = c ·Re(EHs Λ˜bbbn) (C.103)
and
Ls|Y0 = Lsss0 + Lsnnˆ = c ·Re(EHs Λ˜bbb˜) (C.104)
where
b˜ ≡ bn + Ess0 (C.105)
and where we have used the definition bn ≡ Ennˆ (see eqn. (656)).
We can use this result to express the estimate (C.93) in a more familiar form. Sub-
stituting (C.103) in place of Lsnnˆ in (C.93) yields
sˆY˜ = L
−1
ss Ls|YMD . (C.106)
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The estimate is thus the product of the inverse Hessian matrix, and the first derivative
vector, which is recognized as the standard Newton’s method form.
The desired ML estimate Ŷ then is
Ŷ = expY˜ ∆ˆY˜ (C.107)
where
∆ˆY˜ =
q∑
k=1
sksˆ
k +
q∑
k=1
nknˆ
k . (C.108)
Tangent vector based at the reference point Y0
An alternate and more practically useful form is found noting that, from (C.103)
and (C.104),
Ls|YMD = Lsss0 − Ls|Y0 (C.109)
where are the Hessian components (Lss, etc.) are evaluated at Y˜ . This formulation
assumes that the Hessian is approximately constant near Y˜ . Substituting (C.109) into
(C.106) yields
sˆY˜ = L
−1
ss (Lsss0 − Ls|Y0) (C.110)
sˆY˜ = s0 − sˆY0 (C.111)
where we have used the notation
sˆY0 = L
−1
ss Ls|Y0 (C.112)
(see figure C.1). Denote the tangent vector from Y˜ to Y0 as ∆˜Y˜ , that is ∆˜Y˜ = exp
−1
Y˜
Y0.
In the S-N basis this tangent vector has components (s0, nˆ). If ∆Y˜ is arbitrary with
components (s, n) then (∆Y˜ − ∆˜Y˜ ) has components (s− s0, n− nˆ). In particular if ∆Y˜
has components (sˆ−s0, nˆ) then the difference vector (∆Y˜ − ∆˜Y˜ ) has components (sˆ, 0)
(see figure C.1).
Define the parallel translated difference vector as ∆Y0 , that is
∆Y0 ≡ τ(∆Y˜ − ∆˜Y˜ ) ≈ ∆Y˜ − ∆˜Y˜ . (C.113)
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Figure C.1. Newton’s Method
The translated components are (s − s0, n − nˆ)Y0 . Since the basis vectors for Y˜ were
formally defined by paralleling translating the SY0 basis vectors defined at Y0 to Y˜ , the
components of ∆Y0 are (s− s0, n− nˆ)Y0 . If n = nˆ then (sˆ, 0) or (sˆY0 , 0).
The ML estimate can be expressed relative to the reference Y0 by parallel translat-
ing the ML tangent vector from Y˜ to Y0:
∆ˆY0 = τ(∆ˆY˜ − ∆˜) ≈ ∆ˆY˜ − ∆˜ , (C.114)
so that
∆ˆY0 = τ(
q∑
k=1
sk(sˆ− s0)k) =
q∑
k=1
τ(sk)(sˆ− s0)k . (C.115)
The component with respect to the basis at Y0 is therefore sˆY0 ≡ sˆY˜ − s0. Substituting
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(C.110) for sˆY˜ and noting (C.112) yields
sˆY0 = L
−1
ss Ls|Y0 . (C.116)
The corresponding ML tangent vector then is
∆ˆY0 =
p∑
k=1
sksˆ
k
Y0
(C.117)
and the resultant estimate of Y ∈ B¯ is given by Ŷ = expY0∆ˆY0 .
Parameter Estimation
Given the signal model H(θ), a natural coordinate basis s´k can be computed for
SY0 in a straightforward way. As shown in section 3.9.2, a natural coordinate basis s´k
for the tangent space SY0 can be expressed in terms of the derivative matrix D of the
signal matrix H evaluated at θˆ0. This, in turn, defines the matrix the Es´ that appears in
Ls´s´ and Ls´ (see eqn. (520) ).
The natural coordinate basis s´k is related to the orthonormal basis sk used in the ear-
lier development by a real matrix J. The corresponding basis matrices are then related
as
Es´ = EsJ
−1 . (C.118)
The components of the ML tangent ∆ˆ with respect to these two basis sets are related as
δ̂θ = Jsˆ (C.119)
(see eqn. (509)). The Hessian is found either directly or via the tensorial transformation
Ls´s´ = J
−tLssJ−1 =
2K
σ˜2
Re(EHs´ (Λ˜OPT ⊗ IN−p)Es´) . (C.120)
Likewise the first derivative is
Ls´|Y0 = J−tLs =
2K
σ˜2
Re(EHs´ (Λ˜OPT ⊗ IN−p)b˜) . (C.121)
In this natural coordinate basis, the MLE tangent vector (C.122) expands as
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∆Y0 =
p∑
k=1
s´kδ̂θ
k
(C.122)
where
δ̂θ = L−1s´s´ Ls´|Y0 . (C.123)
The coefficient estimate δ̂θ represents a correction to the reference value θ0 and the
improved estimate is
θ̂ = θ0 + δ̂θ . (C.124)
Establishing a Reference point Y0
The above discussion supposed a reference point Y0 ∈ B¯ rotationally aligned with
Y˜ ; that is ∆ = exp−1
Y˜
Y0 was such that PA∆ = 0. This rotationally-aligned reference is
established as follows. Given a prior parameter estimate θˆ0, the semi-unitary matrix Y˘0
is computed as the left singular value matrix of H(θˆ0).
Y˘0 = svd(H(θˆ0)) . (C.125)
The point Y0 is the rotationally aligned version of Y˘0 and is given by
Y0 = Y˘0Q (C.126)
where the p× p unitary matrix Q is given by
Q = U1V
H
1 (C.127)
where the unitary matrices U1 and V1 are defined by
U1D1V
H
1 = svd(Y˘
H
0 Y˜ ) . (C.128)
By this construction,
svd(Y H0 Y˜ ) = svd(Q
H Y˘ H0 Y˜ ) = Q
HU1D1V
H
1 . (C.129)
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The rotation matrix between Y0 and Y˜ then is
Q0 ≡ QHU1V H1 = I (C.130)
as desired. As a consequence of the fact that Q0 = I , we have PA∆ = 0 and, as a result,
∆ ∈ BY0; there is no component in AY0 (see eqn. (252)).
If this reference point Y0 is close to Y˜ (i.e. distSS(Y˜ , Ŷ ) small) then D1 ≈ I and
the matrix Q (C.127), (C.128) is well approximated by
Q ≈ Y˘ H0 Y˜ (C.131)
so that
Y0 = Y˘0Q ≈ P (θ0)Y˜ (C.132)
where P (θ0) ≡ Y˘0Y˘ H0 . The transformation matrix T , defined by Y0 = H(θ)T or T =
H#Y0, is then approximated by
T = H#Y˘0Q ≈ H#Y˘0Y˘ H0 Y˜ = H#P (θ0)Y˜ = H#Y˜ (C.133)
where we used the fact that P (θ0)H# = H#.
C.6.1 Estimation for M-Dimensional Modal Signal Model
When the signal matrix H is specified by a modal form (section 4.3), the above
results take a simple form. As shown in section B.1.3, a natural coordinate basis s´k for
the tangent space SY0 can be expressed in terms of the derivative matrix D of H(θ) at
θ0. This basis defines the matrix the Es´ that appears in definitions of Ls´s´ (C.120) and Ls´
(C.121). The Es´ matrix is defined by (546) for the general multi-dimensional case (the
1-dimensional case is given by (520)).
Lemma 29 (Modal form of Hessian Ls´s´ in Natural Coordinates). The subspace block of
the Hessian of the log likelihood function with respect to the natural coordinate basis is
Ls´s´ =
2K
σ2
Re((DHP⊥D) Pˆ (M)s ) (C.134)
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where
Pˆ (M)s ≡ P˜c ⊗ (1M ⊗ 1tM) (C.135)
where P˜c = T Λ˜OPTTH and T = H#Y0 (C.133).
Proof:
The following lemma records the form of Ls´|Y0 appearing in (C.123) for the general
modal case.
Lemma 30. If Y0 is the rotationally aligned left singular vector matrix of H(θ), as
defined by (C.126), then for ∆˜ ∈ BY˜ given by ∆˜ = exp−1Y˜ Y0 the following holds
∆˜Λ˜OPTT
H = −P⊥(θ)R¯sH+H (C.136)
where T = H#Y0 and R¯s ≡ Y˜ Λ˜OPT Y˜ H
Proof:
Using the first-order approximation of ∆˜ as ∆˜ = exp−1
Y˜
Y0 ≈ Y0 − Y˜ and using
Y0 ≈ P (θ0)Y˜ (C.132) yields
∆˜ = P (θ0)Y˜ − Y˜ = −P⊥(θ0)Y˜ . (C.137)
Using (C.133) and (C.137) we have
∆˜Λ˜OPTT
H = −P⊥(θ)Y˜ Λ˜OPT Y˜ HH+H . (C.138)
Using the definition R¯s ≡ Y˜ Λ˜OPT Y˜ H gives the desired result.
Note that at high SNR R˜s ≈ R¯s since Λ˜OPT ≈ Λ˜.
Lemma 31 (Modal form of first derivative Ls´). The derivative of L in the arbitrary
direction ∆˜ ∈ BY˜ or ∆˜ ∈ BY0is
Ls´|Y0 ≡ ∇L
[
∆˜
]
=
2K
σ2
Gtvec(Re(DH∆˜Λ˜OPTTH)) (C.139)
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where G =
[
G1, . . . , GM
]
is a selection matrix with submatrices Gm defined by
(549). This is well approximated by
Ls´|Y0 ≈ −
2K
σ2
Gtvec(Re(DHP⊥(θ)R˜sH+H)) (C.140)
where
R˜s ≡ Y˜ Λ˜sY˜ H . (C.141)
Proof: Represent the vector ∆˜ ∈ BY˜ as ∆˜ = Y0⊥B˜. Substituting the modal
expression for the Es´ matrix, given by (551), into the general expression for Ls´, given
by (C.121), yields
Ls´|Y0 = c · EHs´ (Λ˜OPT ⊗ IN−p)b˜ = c ·Gt(T t ⊗ Y˜ H⊥ D)H(Λ˜OPT ⊗ IN−p)b˜ (C.142)
where, to simplify notation, c ≡ 2K
σ˜2
. Repeated application of the identity vec(Ct ⊗
A)vec(b) = vec(ABC) yields
= c ·Gt(T ∗ ⊗DH Y˜⊥)(Λ˜OPT ⊗ IN−p)b˜ (C.143)
= c ·Gt(T ∗ ⊗DH Y˜⊥)vec(B˜Λ˜OPT ) (C.144)
= c ·Gtvec(DH Y˜⊥B˜Λ˜OPTTH) . (C.145)
Making the identification ∆˜ = Y˜⊥B˜ yields the first desired result (C.139) USing (C.136)
into the above yields the second desired result (C.141).
Direct computation of Ls´
Previously we computed the derivative Ls´ at Y0 using an indirect Taylor series
approach based on the unconstrained MLE Y˜ . In this section we compute the derivative
directly in the standard way and show that the two approaches yield the same result. The
directional derivative of interest is
[Ls´]k ≡
∂L
∂θk
≡ ∇L[s´k] . (C.146)
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In lemma 20 we showed the first derivative of the likelihood function in the direction of
the arbitrary tangent vector ∆ = Y0⊥Bk, ∆ ∈ BY0 is (590)
∇L[∆] = c · tr(Re(ΛΛ−1s Y H0 R˜Y0⊥Bk)) . (C.147)
Let ∆(k) denote the tangent to the coordinate curve θ(k)(t) to t = 0. This tangent in
general has components in bothAY and SY Denote the projection of ∆(k) onto SY < BY
as the vector s´k, that is s´k = PB∆(k) and s´k ∈ SY < BY .
The vector s´l has the general form s´l = Y0⊥S´l, and for the modal case
S´l = Y
H
⊥ DJmkk · T (C.148)
where l = f(m, k). Substituting this expression for S´l in place of B in (C.147) yields
[Ls´]l = c · tr(Re(ΛΛ−1s Y H0 R˜Y⊥Y H⊥ DJmkk · T ) (C.149)
or equivalently
[Ls´]l = c · tr(Re(ΛΛ−1s Y H0 R˜P⊥DJmkk ·H#Y0)) (C.150)
where we have used P⊥ = Y⊥Y H⊥ and T = H
#Y0. Rearranging terms within the trace
operation yields
= c · tr(H#Y0ΛΛ−1s Y H0 R˜P⊥DJkk) . (C.151)
Using the fact that ΛΛ−1s = (Λs − σ2I)Λ−1s = (I − σ2Λ−1s ) yields
= c · tr(H#Y0Y H0 R˜P⊥DJkk)− tr(H#Y0σ2Λ−1s Y H0 R˜P⊥DJkk) . (C.152)
At high SNR σ2Λ−1s appearing in the second term above is very small yielding the
approximation
= c · tr(H#PR˜P⊥DJmkk) (C.153)
where we have used the fact that H#P (θ) = H#.
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Using tr(AHB) = btvec(A) and identifying AH = H#PR˜P⊥D and B = Jkk,
b = vec(B) = jkk yields
[Ls´]l = −c · jtmkkvec(DHP⊥R˜P (θ)H+H(θ)); k = 1 · · ·Mp (C.154)
where have have used A = DHP⊥R˜H#H and P (θ)H+H(θ) = H+H(θ).
In q × 1 vector form we have
Ls´ = −c ·Gtvec(Re(DHP⊥(θ)R˜H+H(θ))) (C.155)
where G is a selection matrix (549). This result agrees with (C.140). The first derivative
Lθ =
[
∂L
∂θ1
· · · ∂L
∂θq
]
is the q × 1 vector, q = rMp.
C.6.2 Geometric Newton’s Method Refinement Algorithm Summary
Let the eigen-decomposition of the SCM be R˜ = Y˜ Λ˜Y˜ H + Y˜⊥Λ˜⊥Y˜ H⊥ . Assume that
an initial parameter estimate θ0 is given. The refinement δ̂θ is computed as follows.
1. Compute D, Y˘0 at θ0
Y˘0 = svd(H(θ0)) (C.156)
D =
[
d(θ10) · · · d(θp0)
]
(C.157)
2. Compute σˆ2 and Λ˜OPT
σˆ2 =
1
N − ptr(Λ˜⊥) (C.158)
Λ˜OPT = Λ˜
2(Λ˜− σˆ2I)−1 (C.159)
3. Compute the rotationally aligned reference point Y0 and the transformation matrix T
U1D1V
H
1 = svd(Y˘
H
0 Y˜ ) (C.160)
then
Q = U1V
H
1 (C.161)
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and
Y0 ≡ Y˘0Q (C.162)
T = H#(θ0)Y0 (C.163)
3. Compute Tangent Vector ∆˜ = exp−1
Y˜
Y0
∆˜ is the tangent vector based at Y˜ with tail at the rotated reference solution Y0 and
is given by ∆˜ = exp−1
Y˜
Y0. Compute the first-order approximation of this vector as
∆˜ ≈ Y0 − Y˜ . (C.164)
4. Compute the Weighted Data vector
Jmkk = im ⊗ (ek ⊗ ek), m = 1 · · · ,M k = 1 · · · , p (C.165)
G =
[
vec(J1kk) · · · vec(JMpp)
]
(C.166)
w = Gtvec(DH∆˜Λ˜OPTT
H) (C.167)
w = Gtvec(DH∆˜T−1T Λ˜OPTTH) (C.168)
w = Gtvec(DH∆˜T−1P˜c) (C.169)
w = Gtvec(DH∆˜T−1P˜c) (C.170)
5. Compute correction and Update parameter Estimate
P (M)s ≡ (T Λ˜OPTTH)⊗ (1M ⊗ 1tM) (C.171)
δ̂θ =
σˆ2
K
Re((DHP⊥D) Pˆ (M)s ))−1 · w (C.172)
θ̂ = θ0 + δ̂θ (C.173)
Remark: The ML subspace estimate can be computed from the estimate δ̂θ using
the transformation J as follows:
∆̂ =
q∑
k=1
s´kδ̂θ
k
(C.174)
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Ŷ = expY0∆̂ (C.175)
where ∆˜ = exp−1
Y˜
Y0 is the tangent vector from Y˜ to Y0, D = D(θ0) is the derivative
matrix, Ts ≡ H#(θ0)Y0 and
6. Update Subspace Estimate(Optional)
∆̂ = Y0⊥mat(Es´δ̂θ) (C.176)
Y = expY0∆̂ (C.177)
Example: 1-Dimensional Array, Harmonic Signals
For the specific example case of p = 2, two source signals, the p2 × p matrix G is
G =
[
vec(J11) vec(J22)
]
(C.178)
G =

1 0
0 0
0 0
0 1
 (C.179)
Ls = c · (Gt)vec(DH∆˜Λ˜OPTTH) (C.180)
The two components of Ls are
[Ls]1 = c · [vec(DH∆˜Λ˜OPTTH)]1 (C.181)
[Ls]2 = c · [vec(DH∆˜Λ˜OPTTH)]4 (C.182)
The corresponding parameter refinement is computed using (C.84) as
δ̂θ(1) = [L−1s´s´ ]11[Ls]1 + [L
−1
s´s´ ]12[Ls]2 , (C.183)
δ̂θ(2) = [L−1s´s´ ]21[Ls]1 + [L
−1
s´s´ ]22[Ls]2 . (C.184)
For the 1-dimensional case M = 1, p = 2, the Hessian is the 2× 2 given by
Ls´s´ = c · Re((DHP⊥D) Ps) (C.185)
and Ps = T Λ˜OPTTH .
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Example: 2-Dimensional Array, Harmonic Signals
For the 2-dimensional array Harmonic signal case there are 2 parameters associated
with each mode so that M = 2. For the specific example case of p = 2, two source
signals, the Mp2 × p2 matrix G is 8 × 4 and is given by (562). Using this in (C.167)
gives the four components of w as
[Ls]1 = [vec(D
H∆˜Λ˜OPTT
H)]1 , (C.186)
[Ls]2 = [vec(D
H∆˜Λ˜OPTT
H)]6 , (C.187)
[Ls]3 = [vec(D
H∆˜Λ˜OPTT
H)]3 , (C.188)
[Ls]4 = [vec(D
H∆˜Λ˜OPTT
H)]8 . (C.189)
For this M = 2 case the factor P (M)s (C.135) is
P (2)s ≡ (T Λ˜OPTTH)⊗ (12 ⊗ 1t2) ≡
[
(T Λ˜OPTT
H) (T Λ˜OPTT
H)
(T Λ˜OPTT
H) (T Λ˜OPTT
H)
]
. (C.190)
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