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1‘’financial forecasting appears to be a 
science that makes astrology looks 
respectable” BURTON MALKIEL, A 
Random Walk Down Wall 
Street(1985),p.162
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2ΠΕΡΙΛΗΨΗ
Η εργασία αυτή καταγίνεται με το Υπόδειγμα Τιμολόγησης 
Κεφαλαιουχικών Περιουσιακών Στοιχείων (Capital Asset Pricing Model, 
CAPM). Η εξαγωγή του μοντέλου αυτού έγινε πάνω σε δέκα μετοχές του 
Χρηματιστηρίου Αξιών Αθηνών στον κλάδο των Εκδόσεων-Εκτυπώσεων. Η 
εκτίμησή του, θα μας δώσει το συστηματικό κίνδυνο αυτών των μετοχών ή 
όπως αλλιώς έχει συνηθιστεί να λέγεται τον συντελεστή beta για κάθε μετοχή. 
Τα στοιχεία που αφορούν την παρούσα μελέτη είναι χρονολογικές σειρές 
ιστορικών αποδόσεων για τις ημερομηνίες 8/01/2001-4/03/2004. πρόκειται για 
ημερήσιες αποδόσεις των συγκεκριμένων μετοχών, του Γενικού Δείκτη του 
Χρηματιστηρίου Αξιών καθώς επίσης και του Έντοκου Ομολόγου του 
Ελληνικού Δημοσίου. Η εκτίμηση του συντελεστή επικινδυνότηταςφβίθ) έγινε 
σε πρώτη φάση για ολόκληρη την τριετία των αποδόσεων και έπειτα για κάθε 
έτος χωριστά.
Το πρώτο μέρος της μελέτης περιλαμβάνει την ανάλυση της 
χρηματοοικονομικής θεωρίας και κυρίως της θεωρίας χαρτοφυλακίου με 
μεγάλη έμφαση στη θεωρία που έχει αναπτυχθεί για το CAPM. Δηλαδή 
ορίζουμε τον συστηματικό και τον μη συστηματικό κίνδυνο και του συντελεστή 
beta και το πώς αυτοί οι παράγοντες επιδρούν στη συμπεριφορά ενός 
επενδυτή στον τρόπο που αυτός θα διαμορφώσει το χαρτοφυλάκιό του. 
Επιπρόσθετα, γίνεται μια ανάλυση σημαντικών εννοιών τη θεωρία 
χαρτοφυλακίου, όπως αυτή της επιπρόσθετης απόδοσηςίπεΚ ρΐΌτηϊυπι) των 
μετοχών και του γενικού δείκτη αλλά και της διαφοροποίησης του 
χαρτοφυλακίου. Έπειτα, αναλύουμε τη σχέση μεταξύ απόδοσης και κινδύνου 
στα πλαίσια του CAPM προσπαθώντας ταυτόχρονα να ερμηνεύσουμε το 
συγκεκριμένο υπόδειγμα. Μετά ακολουθεί η διαδικασία εκτίμησης της 
συνάρτησης, την οποία χρησιμοποιήσαμε για την εκτίμηση του συντελεστή 
επικινδυνότητας και οι υποθέσεις αυτού του υποδείγματος.
Στο δεύτερο μέρος ακολουθεί η παρουσίαση των αποτελεσμάτων των 
εφαρμογών του CAPM για τις μετοχές που επιλέξαμε για ανάλυση. 
Παρουσιάζεται αναλυτικά η διαδικασία την οποία ακολουθήσαμε προκειμένου 
να καταλήξουμε στην εξαγωγή των συντελεστών beta. Η διαδικασία αυτή 
περιλαμβάνει ελέγχους στασιμότητας και όπου χρειαζόταν συνολοκλήρωσης .
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3Επιπρόσθετα, ελέγχους για αυτοσυσχέτιση , ετεροσκεδαστικότητα, 
κανονικότητα των καταλοίπων και σταθερότητα των συντελεστών του 
υποδείγματος. Όπου παρουσιάστηκε κάποιο από τα αντίστοιχα προβλήματα 
αυτό επιλύθηκε και τέλος παρατίθενται οι συντελεστές beta, που είναι και ο 
σκοπός της εργασίας αυτής, και ο σχολιασμός τους.
Στο τρίτο και τελευταίο μέρος της εργασίας γίνεται μια αναφορά των 
τρόπων με τους οποίους μπορεί το CAPM να χρησιμοποιηθεί αλλά και μια 
μελλοντική επέκταση της εργασίας αυτής. Η επέκταση της εργασίας αυτής θα 
μπορούσε να είναι όπως αναφέρεται και στο αντίστοιχο σημείο η μελέτη του 
Arbitrage Pricing Model(APM).
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4SUMMARY
This assignment deals with the Capital Asset Pricing Model 
(CAPM). This model was drawn monitoring ten shares of the Athens 
Stock Market, coming from the Printing-Publications field. The model’s 
estimation will give us the systematic risk of these shares, usually called 
the beta rate for each share. The data presented in this study are 
chronological orders that concern the time period 89/01/2001- 
4/03/2004, and they are the daily performances of these specific 
shares, of the General Stock Exchange Index as well as of the Interest 
Bearing Bond of the Greek state.
The first part of this study includes the analysis of the financial 
theory and especially of the portfolio theory, pricing special emphasis on 
the theory developed as the CAPM. That is to say, we define the 
systematic risk and the beta rate, and how these factors influence an 
investor’s behavior as to how he will shape his portfolio. Additionally, an 
analysis of important concepts of the portfolio theory is presented, like 
the ones of the additional return (risk premium) of the shares and of the 
general index as well as of the diversification of the portfolio. Then, we 
analyze the relationship between return and risk, in the CAPM context, 
trying to interpret the specific model at the same time. Next, there is the 
function estimationprocedure, which was used in order to calcylate the 
risk co-efficient, and the suppositions of this example.
In the second part of the study we present the results of the 
CAPM applications, for the shares chosen for this analysis. The 
procedure followed is being presented analytically, in order to finally 
extract the beta rates. This procedure includes stagnation controls, and 
also co-integration controls wherever this was considered necessary.
Additionally, there are controls for the autocorrelation, 
heteroskedasticity, and normality of the residuals as well as for the 
staqbility of the coefficients of the model. Wherever there was a
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5problem related to one of these, this problem was solved. Finally, the 
beta rates, which are the focal point of this study, are cited along with 
the relevant annotations.
In the third and final part of this study there is a reference to the 
ways in which the CAPM can be used, and also to a future expansion of 
the present study. The expansion of this study could be, as mentioned 
in the respective part of the assignment, the study of the Arbitrage 
Pricing Theory.
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61.ANTI ΕΙΣΑΓΩΓΗΣ
ΧΡΗΜΑΤΙΣΤΗΡΙΟ ΑΞΙΩΝ ΑΘΗΝΩΝ:
Αποτελεί μια από τις αγορές κεφαλαίου και συμβάλλει δυναμικά στην
ανάπτυξη της οικονομίας κάθε χώρας, μιας και μέσω αυτής χρηματικοί πόροι 
μεταφέρονται από τις πλεονασματικές στις ελλειμματικές μονάδες, τους 
οποίους πόρους οι μονάδες αυτές χρησιμοποιούν για την πραγματοποίηση 
αποδοτικών επενδύσεων. Αποστολή του χρηματιστηρίου όπως 
προαναφέρθηκε είναι να δρα ως κινητήριος μοχλός της αναπτυξιακής 
διαδικασίας σε μια οικονομία. Έτσι και το Χρηματιστήριο Αξιών Αθηνών 
(ΧΑΑ), έχει συμβάλλει αποφασιστικά στην ανάπτυξη της οικονομίας και την 
αύξηση των ιδιωτικών επενδύσεων κατά τα τελευταία κυρίως χρόνια. Άρχισε 
να ενδιαφέρει τους επενδυτές σε συνδυασμό με τα βήματα οικονομικής 
ανάπτυξης που συντελέστηκαν στην Ελλάδα και φυσικά τη βελτίωση του 
θεσμικού πλαισίου της κεφαλαιαγοράς. Έτσι προσφέρεται από το 
Χρηματιστήριο Αξιών Αθηνών μια αποτελεσματική δευτερογενής αγορά 
διαπραγμάτευσης όλων των εισηγμένων σε αυτό χρεογράφων, μιας και η 
δευτερογενής αγορά αφορά τα παλαιό αξιόγραφα. Η έκδοση των νέων 
μετοχών πραγματοποιείται στην πρωτογενή αγορά.όπου οι επενδυτές 
αγοράζουν τα αξιόγραφα που επιθυμούν από τους εκπροσώπους των 
εταιρειών που τα έχουν εκδόσει.1
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71.1 ΚΙΝΔΥΝΟΣ ΚΑΙ ΜΕΤΡΗΣΗ ΤΟΥ ΚΙΝΔΥΝΟΥ
Ένα σημαντικό πρόβλημα που προκύπτει ατά τη μελέτη μιας 
επένδυσης είναι πώς μπορούμε να διαχωρίσουμε τις επενδύσεις ανάλογα με 
το βαθμό επικινδυνότητάς τους. Με άλλα λόγια θέλουμε να γνωρίσουμε τί 
είναι ο κίνδυνος ενός αξιόγραφου, μέχρι τις αρχές της δεκαετίας του 1960 δεν 
υπήρχε κάποιος τρόπος ο οποίος να είναι και αποδεκτός για τη μέτρηση του 
κινδύνου τότε άρχισαν να αναπτύσσονται κάποιες καινούριες θεωρίες όπως η 
θεωρία χαρτοφυλακίου (Modern Portfolio Theory) του Markowitz οι οποίες και 
κατάφεραν να ποσοτικοποιήσουν τον κίνδυνο. Αποτέλεσμα αυτού του 
επιτεύγματος είναι η δυνατότητα των αναλυτών ή των επενδυτών να 
χρησιμοποιήσουν αυτά τα εργαλεία και να δημιουργήσουν χαρτοφυλάκια 
αποτελεσματικά και σύμφωνα με τις προτιμήσεις τους.
Η προέλευση του κινδύνου είναι η μεταβλητότητα της απόδοσης 
των επενδύσεων. Τούτο συμβαίνει γιατί δε μπορούμε με ακρίβεια να 
προβλέψουμε τους διάφορους παράγοντες που επηρεάζουν τις αποδόσεις 
των επενδύσεων, όπως τη μελλοντική κατάσταση της παγκόσμιας και της 
εθνικής οικονομίας, τις προοπτικές των κλάδων χωριστά. Υπάρχουν 3 μέτρα 
που ανταποκρίνονται στον ορισμό του κινδύνου ως πιθανότητας να 
παρουσιασθεί απόκλιση της πραγματοποιούμενης απόδοσης μιας επένδυσης 
από την αναμενόμενη.
Η διακύμανση (variance-a2)^ κατανομής πιθανοτήτων υπολογίζεται 
με τον ακόλουθο τύπο:
σ2=£> ,τ-Ε(ηύ)2*Ρι.2
ί=1
η τετραγωνική ρίζα της διακύμανσης είναι η τυπική απόκλιση 
(standard deviation-σ) η οποία και χρησιμοποιείται περισσότερο από όλες.
Όταν όμως, οι επενδύσεις παρουσιάζουν μεγάλες διαφορές στις 
αναμενόμενες αποδόσεις τους η χρησιμοποίηση της τυπικής απόκλισης για 
τη μέτρηση του κινδύνου μπορεί να οδηγήσει σε λάθος αποφάσεις , γιατί η 
τυπική απόκλιση είναι απόλυτη μέτρηση της διασποράς της κατανομής. Μια 
εναλλακτική προσέγγιση του κινδύνου αποτελεί ο συντελεστής 
μεταβλητότητας (coefficient of variation-CV). Με το δείκτη αυτό εκφράζουμε
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8τον κίνδυνο της επένδυσης σε σχέση με την αναμενόμενη απόδοση και 
υπολογίζεται ως:
θν=σ/Ε(Γ„)
Σε αυτό το σημείο πρέπει να τονίσουμε ότι γενικά είναι θετική η σχέση μεταξύ 
κινδύνου και αναμενόμενης απόδοσης.
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91.2 ΣΥΣΤΗΜΑΤΙΚΟΣ-ΜΗ ΣΥΣΤΗΜΑΤΙΚΟΣ ΚΙΝΔΥΝΟΣ
Πριν προχωρήσουμε στην ανάλυση της θεωρίας χαρτοφυλακίου είναι 
σκόπιμο να διευκρινίσουμε τη σημασία ορισμένων εννοιών, όπως για 
παράδειγμα ο κίνδυνος. Ο κίνδυνος μιας μετοχής αποτελείται από δύο 
επιμέρους κινδύνουςπον διαφοροποιήσιμο (μη συστηματικό)κίνδυνο και το μη 
διαφοροποιήσιμο (συστηματικό) κίνδυνο. Ο διαφοροποιήσιμος κίνδυνος είναι 
γνωστός και ως ειδικός κίνδυνος και προέρχεται από παράγοντες που 
επηρεάζουν έναν κλάδο ή την οικονομία στο σύνολό της, όπως απεργίες, 
ανακάλυψη νέων μεθόδων παραγωγής κ. ο. κ. αυτά τα ειδικά γεγονότα 
εξεταζόμενα όλα μαζί σε ένα καλά διαφοροποιημένο χαρτοφυλάκιο, έχουν 
μηδενική επίδραση καθώς η ατυχής έκβαση ενός γεγονότος θα ακυρωθεί από 
τη μια άλλη θετική έκβαση ενός άλλου γεγονότος και έτσι ο κίνδυνος αυτός θα 
τείνει ουσιαστικά προς το μηδέν. Η σχέση που συνδέει τη μεταβλητότητα του 
χαρτοφυλακίου με τη μεταβλητότητα του κάθε αξιογράφου και το πλήθος 
αυτών είναι η ακόλουθη:
Ο κίνδυνος ενός χαρτοφυλακίου μπορεί να μειωθεί μέχρι ένα σημείο. 
Από εκεί και πέρα όσες μετοχές και να συνδυάσουμε ο κίνδυνος θα 
παραμείνει σταθερός. Το επίπεδο αυτού του κινδύνου το οποίο δε μπορεί να 
διαφοροποιηθεί λέγεται μη διαφοροποιήσιμος(συστηματικός) κίνδυνος. Αυτός 
ο κίνδυνος οφείλεται στις μεταπτώσεις της γενικής οικονομικής 
δραστηριότητας και σε παράγοντες που επιδρούν πάνω της όπως:η πολιτική 
κατάσταση στην οποία βρίσκεται η χώρα, η διεθνής κατάσταση και άλλοι 
παράγοντες. Από το παρακάτω σχήμα μπορούμε να παρατηρήσουμε αυτό 
που ισχυριστήκαμε και προηγουμένως, ότι δηλαδή η μείωση του κινδύνου 
από τη διαφοροποίηση του χαρτοφυλακίου φτάνει μέχρι ένα σημείο και δε 
μηδενίζεται.
Από ερευνητικές εργασίες που έχουν γίνει ((Ρθπΐθ 1976, Solnik 1974, 
Solnik KaiNoeltzin 1982) ;έχει δειθεί και εμπειρικά ότι μέχρι 15-20 μετοχές το 
ύψος του συνολικού κινδύνου μειώνεται ενώ από εκεί και μετά παραμένει στα 
ίδια επίπεδα.
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Συνολικός κίνδυνος χαρτοφυλακίου
Μη συστηματικός κίνδυνος
»Χ«ψ*Χ«<·»Χ*ψ»Χ«Φ*Χ«ΦΙίΧ»1<·»Χ««*Χ«<·»Χ*<·»Χ*ψ»Χ«Φ »x'#*¥'8*X «ΦΧΧΧΦΧΧΦΦή
Συστηματικός κίνδυνος
Σχήμα 1
Αριθμός 
Χρεογράφων 
στο Χαρτοφυλάκιο
Οι λόγοι της αστάθειας των αποδόσεων των διαφόρων αξιόγραφων 
μπορούν να ταξινομηθούν σε δύο μεγάλες κατηγορίες:α)τους ενδογενείς και 
τους εξωγενείς. Στους ενδογενείς περιλαμβάνεται κάθε μη ορθολογική 
συμπεριφορά από την πλευρά της διοίκησης της επιχείρησης, όπως σε τυχόν 
ύπαρξη ευνοϊκών συνθηκών μια σειρά από ατυχείς διοικητικές αποφάσεις να 
περιορίσουν δραστικά την αξία της επιχείρησης. Στους εξωγενείς παράγοντες 
περιλαμβάνονται οι επιπτώσεις στις μελλοντικές αποδόσεις από τους 
παρακάτω παράγοντες. 1)μακροπρόθεσμες τάσεις του κλάδου 2)από τις 
κυκλικές διακυμάνσεις της επιχειρηματικής δραστηριότητας. 3)του 
πληθωρισμού και 4)του κινδύνου επιτοκίου.3
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1.3 ΣΥΝΤΕΛΕΣΤΗΣ beta
Οι κίνδυνοι που αναφέρθηκαν προηγούμενα προσδιορίζονται από τη 
διακύμανση όπως τιμής όπως. Η διακύμανση, όπως, με τη σειρά όπως 
προσδιορίζει το διάστημα εμπιστοσύνης εκείνο μέσα στο οποίο θα κινηθεί ή 
κινείται η τιμή όπως μετοχής. Όπως προείπαμε οι κίνδυνοι διαχωρίζονται στο 
συστηματικό και μη συστηματικό. Ο συστηματικός κίνδυνος όπως μετοχής 
μετράται με το συντελεστή beta (β). ο συντελεστής όπως προσδιορίζει την 
ευαισθησία στην τιμή μιας μετοχής όσον αφορά όπως αποδόσεις όπως όταν 
μεταβάλλονται οι αποδόσεις όπως αγοράς. Αυτό σημαίνει πως αν μια μετοχή 
έχει συντελεστή beta 2 τότε κάθε φορά που όλη η αγορά μεταβάλλεται κατά 
1% η μετοχή θα μεταβληθεί κατά 2%. Ο συντελεστής όπως αγοράς είναι ίσος 
με τη μονάδα.
Αν από την άλλη πλευρά έχουμε ένα αξιόγραφο με συντελεστή b=0,8, 
αυτό σημαίνει πως αν η αγορά μεταβληθεί κατά 1% τότε η απόδοση όπως 
μετοχής θα μεταβληθεί κατά 0,8%. Οι μετοχές με συντελεστή β μικρότερο του 
1 που είναι ο συντελεστής όπως αγοράς ονομάζονται αμυντικές μετοχές μιας 
και σε μια μεγάλη άνοδο όπως αγοράς οι αποδόσεις που προσφέρουν είναι 
μικρές. Ανάλογη όπως, είναι και η κίνηση των αποδόσεων σε περιπτώσεις 
πτώσης όπως αγοράς, όπου η πτώση των αποδόσεων είναι περιορισμένη. 
Αντίθετα, οι μετοχές με συντελεστή μεγαλύτερο του 1 ονομάζονται επιθετικές, 
καθώς σε περιόδους μεγάλης ανόδου όπως αγοράς προσφέρουν πολύ 
υψηλές αποδόσεις, ενώ σε περιόδους πτώσης έχουν μεγάλη πτώση όπως 
αποδόσεις όπως.
Συνεπώς, στην παρούσα εργασία beta ίσο με τη μονάδα θα έχει ο 
Γενικός Δείκτης που αντιπροσωπεύει την αγορά. Άρα, για την ελαχιστοποίηση 
του κινδύνου χρειάζεται επιμερισμός του χαρτοφυλακίου και προσδιορισμός 
του συστηματικού κινδύνου όπως μετοχής, αφού προηγουμένως έχει 
προηγηθεί η διάκριση μεταξύ συστηματικού και μη συστηματικού κινδύνου. 
Έχει υπολογιστεί σύμφωνα με μελέτες πως ένα χαρτοφυλάκιο ίσα 
κατανεμημένο σε δέκα μετοχές έχει διαφοροποιηθεί σχεδόν κατά 80%. 
Φυσικά, ο συστηματικός κίνδυνος παραμένει ο σταθμικός μέσος των beta των 
επιμέρους μετοχών του χαρτοφυλακίου.4
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Θεμελιωτής όμως της σύγχρονης θεωρίας χαρτοφυλακίου υπήρξε ο Η. 
Markowitz, ο οποίος, υποστήριξε το 1952, πως οι επενδυτές απαιτούν υψηλές 
αποδόσεις από χαρτοφυλάκια που ενέχουν μεγάλο κίνδυνο.
Οι Markowitz(1952, 1959) και Sharpe(1963, 1964), ήταν οι θεμελιωτές 
όπως άποψης ότι η αξιολόγηση μιας επένδυσης γίνεται με βάση τον κίνδυνο 
και την απόδοση. Συνεπώς, όπως επενδυτής θα πρέπει πριν αποφασίσει για 
την πραγματοποίηση ή όχι μιας συγκεκριμένης επένδυσης να έχει 
προσδιορίσει επακριβώς την απόδοση και τον κίνδυνο που ενέχει το κάθε 
χαρτοφυλάκιο.
Έχει ήδη σημειωθεί πως ακόμη και μετά την ελαχιστοποίηση του 
κινδύνου μέσω όπως διαφοροποίησης του χαρτοφυλακίου ένα μέρος του 
κινδύνου συνεχίζει να υφίσταται. Αφού ,όπως οι επενδυτές έχουν αυτή τη 
δυνατότητα όπως διαφοροποίησης του χαρτοφυλακίου μέσω όπως 
επένδυσης σε διάφορες μετοχές ,αυτό που θα έπρεπε να όπως απασχολεί 
είναι ο κίνδυνος που δε μπορεί να διαφοροποιηθεί, δηλαδή ο συστηματικός 
κίνδυνος.
Ο συντελεστής beta υπολογίζεται με την εφαρμογή απλών 
οικονομετρικών μεθόδων δηλαδή όπως παλινδρόμησης των Κανονικών 
Ελάχιστων Τετραγώνων (Ordinary Least Squares, OLS). Αυτή τη μέθοδο 
χρησιμοποιήσαμε και εμείς στην παρούσα εργασία με σκοπό να 
παρουσιάσουμε τη διαδικασία εξαγωγής των συντελεστών beta με τη χρήση 
του Υποδείγματος Αποτίμησης Κεφαλαιουχικών Περιουσιακών 
Στοιχείων (Capital Asset Pricing Model). Μπορούμε σε αυτό το σημείο να 
πούμε πως υπάρχουν και όπως προτεινόμενες μέθοδοι υπολογισμού των 
beta, όπως για παράδειγμα η χρήση του πολυμεταβλητού GARCH-M 
μοντέλου5
Υπάρχουν όπως και δύο προβλήματα που ανακύπτουν κατά την 
προσπάθεια υπολογισμού των συντελεστών beta σε εμπειρικό επίπεδο, όπου 
η εκτίμηση γίνεται με τη χρήση ιστορικών αποδόσεων, για αυτό το λόγο 
εξάλλου έχουν προταθεί και οι εναλλακτικές μέθοδοι υπολογισμού των beta. 
Τα προβλήματα αυτά είναι τα εξής:6
1, Ίσως, η ακολουθούμενη μέθοδος δεν είναι και η καταλληλότερη όλων για 
την άντληση όπως καλύτερης πληροφόρησης από τα διαθέσιμα ιστορικά 
στοιχεία των αποδόσεων. Πρόβλημα είναι οι επιπτώσεις στην ακρίβεια όπως
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εκτίμησης των συντελεστών από τη χρήση διαφορετικών περιόδων για την 
εκτίμηση των συντελεστών (ημερήσια, μηνιαία, εβδομαδιαία) η χρήση 
διαφορετικών δεικτών αγοράς , διαφορετικών περιόδων διακράτησης των 
χρεογράφων από όπως επενδυτές και το πρόβλημα των μη συχνών 
συναλλαγών και το οποίο πρόβλημα στη διεθνή βιβλιογραφία έχει καθιερωθεί 
ως,’’thin nonsynchronous trading prolem”. Αυτό οφείλεται στο γεγονός ότι 
πολλές από τις μετοχές σε ένα χρηματιστήριο δε διακινούνται σε καθημερινή 
βάση. Είναι γνωστό ότι στο Χρηματιστήριο Αξιών Αθηνών υπάρχουν πολλές 
μετοχές οι οποίες παρουσιάζουν αυτό το πρόβλημα, όπου εμπορεύονται 
ακανόνιστα και αδρανώς. Παρότι το πρόβλημα παρουσιάζεται πιο έντονο και 
σοβαρό στις μικρές και περιφερειακές κεφαλαιαγορές δεν απουσιάζει τελείως 
από τις μεγάλες και9 ανεπτυγμένες, όπως έδειξε σχετική μελέτη των Dimson 
και March (1983) για τη Μεγάλη Βρετανία7. Αν οι μετοχές εμπορεύονται με 
αδράνεια οι εκτιμηθείσες διακυμάνσεις και συνδιακυμάνσεις των αποδόσεών 
τους θα συσχετίζονται θετικά με τη συχνότητα εμπορευσιμότητάς τους. Το 
αποτέλεσμα της αδράνειας στις συναλλαγές είναι ότι οι συντελεστές 
συστηματικού κινδύνου που εκτιμώνται με το υπόδειγμα της αγοράς είναι 
μεροληπτιοί.
2, Η διαχρονική αστάθεια των συντελεστών beta (beta instability) είναι το 
δεύτερο πρόβλημα. Βασική υπόθεση για την εκτίμηση των συντελεστών με τη 
μέθοδο των Κανονικών Ελάχιστων Τετραγώνων (Ordinary Least Squares, 
OLS) είναι ότι οι συντελεστές beta παραμένουν σταθεροί κατά όπως χρονική 
περίοδο που χρησιμοποιούμε για την εκτίμηση. Μελέτη για το συγκεκριμένο 
πρόβλημα έκαναν και οι Tom Berglund και Jonhan Knif®1999) οι οποίοι και 
πρότειναν και κάποιες διαφορετικές προσεγγίσεις. Η διαχρονική αυτή 
αστάθεια λοιπόν, προκύπτει από προβλήματα οικονομετρικής φύσης όπως η 
αυτοσυσχέτιση των καταλοίπων και η ετεροσκεδαστικότητα του διαταρακτικού 
όρου του εκτιμώμενου υποδείγματος. Μπορεί ενδεχομένως να οφείλεται σε 
πραγματικές μεταβολές στο επίπεδο κινδύνου των χρεογράφων από 
παράγοντες που αφορούν την δια την επιχείρηση( λάθος διοικητική 
απόφαση), είτε σε παράγοντες που επιδρούν στην οικονομία ολόκληρη 
(διεθνής οικονομική ύφεση).
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Ας υποθέσουμε πως οι επενδυτές όταν επενδύουν η συμπεριφορά 
τους είναι απολύτως λογική, υπό την έννοια ότι αυτό που τους ενδιαφέρει είναι 
να υπολογίσουν τις αποδόσεις των δικών τους επενδύσεων . ας ορίσουμε την 
απόδοση μιας επένδυσης ως :
r=p1+d-p0/p0
όπου
Ρι=η τιμή του αξιόγραφου στην αρχή της περιόδου
ό=το μέρισμα που έχει πληρωθεί
Ρο=η τιμή του αξιόγραφου στην αρχή της περιόδου8
Παρότι η απόδοση μπορεί ευκόλως να υπολογιστεί ex post(acpo0 η 
επένδυση έχει ήδη πραγματοποιηθεί), εντούτοις είναι αρκετά δύσκολο να 
υπολογιστεί ex anteCrrpiv την πραγματοποίηση της επένδυσης δηλαδή). 
Εμείς, μεταφράζουμε το r, ως την αναμενόμενη ή προσδοκώμενη απόδοση.
Ουσιαστικά οι επενδυτές (εκτός από αυτούς που αγαπούν τον κίνδυνο, 
risk lovers) δεν ενδιαφέρονται μόνο για αναμενόμενη απόδοση μιας 
επένδυσης. Τους απασχολεί επίσης, και η πιθανή κατανομή του r, καθώς η 
απόδοση θεωρείται ως τυχαία μεταβλητή. Ο κίνδυνος που συνοδεύει μια 
επένδυση προσδιορίζεται και από την κατανομή των αποδόσεών της. Αυτές 
συνήθως υποτίθεται ότι κατανέμονται κανονικά και σε αυτές τις περιπτώσεις η 
κατανομή μπορεί να περιγράφει απολύτως από δύο μέτρα, την αναμενόμενη 
αξία και την διακύμανση σ2. Κάτω από την υπόθεση της κανονικότητας, στη 
βιβλιογραφία της χρηματοοικονομικής ο κίνδυνος μετράται με την τυπική 
απόκλιση(τετραγωνική ρίζα της διακύμανσης).
Καθώς οι επενδυτές ομοφώνως προτιμούν τις υψηλότερες από τις 
χαμηλότερες αποδόσεις, αφού αποφεύγουν τον Kiv0uvo(risk averse) ισχύει 
επίσης και η υπόθεση ότι προτιμούν χαμηλότερη τυπική απόκλιση από 
υψηλότερη όταν οι επενδύσεις δίνουν τις ίδιες αναμενόμενες αποδόσεις. Αυτό 
υπονοεί πως αν ο κίνδυνος μιας επένδυσης ή ενός χαρτοφυλακίου 
επενδύσεων είναι μεγάλος, οι επενδυτές είναι πρόθυμοι να αποδεχθούν τόσο 
υψηλό κίνδυνο εάν αυτός συνοδεύεται από υψηλή αναμενόμενη απόδοση.
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Ομοίως, μια επένδυση με χαμηλές αναμενόμενες αποδόσεις θα είναι 
αποδεκτή μόνο εάν ενέχει και μικρό κίνδυνο. Αλλά πόσο από αυτό το 
ασφάλιστρο (premium) απαιτούν οι επενδυτές προκειμένου να δεχθούν 
υψηλότερο κίνδυνο;
Ακόμη και αν οι επενδυτές ήταν να επενδύσουν σε ένα αξιόγραφο που 
δεν ενέχει κίνδυνο(ζθτο risk asset) θα απαιτούσαν κάποια απόδοση την οποία 
και προσφέρουν τα αξιόγραφα αυτά. Αυτό είναι φυσιολογικό καθώς ο 
επενδυτής έχει κάποιες απαιτήσεις ως κίνητρο για να μεταφέρει μέρος της 
σημερινής κατανάλωσης στο μέλλον μιας και τα χρήματα που ήταν να 
δαπανήσει τα επενδύει. Αυτή η απόδοση που προσφέρεται στον επενδυτή 
ονομάζεται στη βιβλιογραφία ως «risk-free rate of return» και συμβολίζεται με 
η. Μπορούμε να υπολογίσουμε αυτό το επιπρόσθετο ποσοστό απόδοσης 
(risk premium) του αξιόγραφου j που ενέχει κίνδυνο χρησιμοποιώντας τον 
ακόλουθο τύπο:
Risk premium=ij-r
Όπου η η απόδοση του αξιόγραφου j
η η απόδοση του αξιόγραφου με μηδενικό κίνδυνο9
Για τον προσδιορισμό αυτής της επιπρόσθετης απόδοσης πρέπει να 
σημειωθεί πως οι υπεύθυνοι μπορούν να χρησιμοποιήσουν τις δικές τους 
υποκειμενικές εκτιμήσεις για την επιπλέον απόδοση πάνω από το τρέχον 
χωρίς κίνδυνο επιτόκιο. Επειδή ,όμως, το η-η αντιπροσωπεύει την 
επιπρόσθετη απόδοση που η αγορά απαιτεί για κάθε μονάδα κινδύνου, θα 
πρέπει να χρησιμοποιήσουμε αντικειμενικές εκτιμήσεις. Η διεθνής εμπειρία 
συνηγορεί στη χρησιμοποίηση ιστορικών αποδόσεων για την εκτίμηση του 
risk premium.για παράδειγμα στις Η. Π. Α. η μέση τιμή του ασφάλιστρου 
αυτού ήταν περίπου 8% για περίοδο πενήντα ετών. Η κρίσιμη υπόθεση είναι 
ότι υπάρχει ένα σταθερό πριμ για το χαρτοφυλάκιο της αγοράς και κατά 
συνέπεια η μελλοντική τιμή του πριμ του χαρτοφυλακίου της αγοράς θα είναι 
επίσης 8% για τη συγκεκριμένη χώρα. Για την Ελλάδα το πριμ αυτό 
υπολογίζεται περίπου στο 10%, το οποίο και φαίνεται λογικό εξαιτίας των 
έντονων διακυμάνσεων. Πρέπει να σημειωθεί πως για την περίπτωση της 
Ελλάδας απαιτείται περισσότερη έρευνα γύρω από το θέμα αυτό.10
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1.5 ΔΙΑΦΟΡΟΠΟΙΗΣΗ ΤΟΥ ΧΑΡΤΟΦΥΛΑΚΙΟΥ
Πώς, όμως, διαχειρίζεται ένας επενδυτής τον κίνδυνο από τις 
επενδύσεις του; Για να εξετάσουμε τη διαδικασία της διαχείρισης του κινδύνου 
είναι χρήσιμο να εισάγουμε την έννοια της διαφοροποίησηςίόίνθΓεϊίϊοθίίοη). 
Και αυτό γιατί κατά τη διαμόρφωση του χαρτοφυλακίου αντικειμενικός σκοπός 
του επενδυτή είναι η ελαχιστοποίηση του κινδύνου. Θεμελιωτής και αυτής της 
θεωρίας υπήρξε ο Harry Μ. Markowitz. Η διαδικασία αυτή ονομάζεται 
διαφοροποίηση του χαρτοφυλακίου(ροι1ίοΙίο diversification).
Αν ένας επενδυτής κρατά δύο αξιόγραφα, τότε η αναμενόμενη 
απόδοση του χαρτοφυλακίου rp είναι απλώς ο σταθμικός μέσος των 
αναμενόμενων αποδόσεων καθενός από τα αξιόγραφα, των οποίων οι 
σταθμίσεις δεν είναι τίποτα άλλο από τα μερίδια του συνολικού κεφαλαίου που 
έχουν επενδυθεί στο κάθε μεμονωμένο χρεόγραφο.
Rp=w1r1+w2r2 (3)
Όπου wj είναι το μερίδιο του συνολικού κεφαλαίου που επενδύεται στο 
χρεόγραφο j, j=1,2.....η και Wi+w2=1.
Επιπλέον, η συνολική διακύμανση του χαρτοφυλακίου σ2ρ, είναι
a2p=Wi2ai2+W22a22+2*w1w2ai2=w12ai2+W22a22+2*w1W2Pi2CTia2 (4)
όπου σ2 = η διακύμανση των αποδόσεων στο χρεόγραφο), j=1,2,...,n 
σ]=η τυπική απόκλιση των αποδόσεων στο χρεόγραφο j,j=1,2,...,η 
σΐ2=συνδιακύμανση των αποδόσεων στα χρεόγραφα 1,2 και 
Ρΐ2=συντελεστής συσχέτισης των αποδόσεων μεταξύ των χρεογράφων
Ο συντελεστής συσχέτισης δείχνει το βαθμό συσχέτισης στη 
συμπεριφορά των αξιόγραφων. Ο συντελεστής αυτός αλγεβρικά υπολογίζεται 
για δύο χρεόγραφα i και j:
Pjj=ajj/ajCTj (5)
Ο συντελεστής συσχέτισης δείχνει την ύπαρξη ή όχι γραμμικής σχέσης 
μεταξύ των χρεογράφων και αν υπάρχει πόσο έντονη είναι αυτή. Παίρνει τιμές
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από -1 εως 1. δείχνει δηλαδή εάν υπάρχει κάποια σχέση στη μεταβολή των 
τιμών των χρεογράφων.
Ο διαμοιρασμός του χαρτοφυλακίου επιτυγχάνεται με τη συμμετοχή 
στο χαρτοφυλάκιο ποΟλλών και διαφορετικών επιλογών στο χαρτοφυλάκιο. Ο 
σκοπός του είναι, πέρα από τη μείωση του κινδύνου που αναφέρθηκε και 
παραπάνω, η διατήρηση της μέσης απόδοσης σε επίπεδα που ο επενδυτής 
επιθυμεί.
Η σημασία της διαφοροποίησης των επενδύσεων ή η σημασία του να 
επενδύουμε σε επενδύσεις με όσο το δυνατόν μικρότερο συντελεστή 
συσχέτισης μπορεί να γίνει περισσότερο κατανοητή αν εξετάσουμε την 
περίπτωση δύο επενδύσεων σε τρία παραδείγματα. Ο κίνδυνος ενός 
χαρτοφυλακίου αποτελούμενου από δύο επενδύσεις Α και Β δίνεται από τον 
τύπο:
CT2p=W2A*a2A+W2B*a2B+2*WA*WB*COVAB 
χρησιμοποιώντας το συντελεστή συσχέτισης έχουμε:
_ cov ΑΒ
Ραβ=-----------<τΑ*σΒ
Οπότε καταλήγουμε στη σχέση :
a2p=W2A*a2A+W2B.a2B+2*WA*WB*pAB*CTA*aB
Περίπτωση 1: Ραβ=1· Οταν ο συντελεστής συσχέτισης μεταξύ των 
επενδύσεων Α και Β είναι ίσος με τη μονάδα, δηλαδή όταν ανάμεσα στα δύο 
στοιχεία υπάρχει τέλεια συσχέτιση αναφορικά με τις αναμενόμενες αποδόσεις 
τους, η σχέση (4) γίνεται:
σ2ρ=(νν1*σι+\/ν2*σ2)2 ή σρ= wi*ai+w2*a2 (6) 
από τον τελευταίο τύπο παρατηρούμε ότι ο κίνδυνος του 
χαρτοφυλακίου είναι ίσος με το σταθμικό μέσο όρο των κινδύνων των 
αξιόγραφων. Οταν συμβαίνει αυτό, τότε η επένδυση σε περισσότερα από ένα 
επενδυτικά στοιχεία δεν έχει ευνοϊκά αποτελέσματα.
Περίπτωση 2: Ραβ=0. Στην περίπτωση αυτή η σχέση (4) γράφεται ως: 
a2p=w12*a2i+w22*a22 (7)
από τον τελευταίο τύπο παρατηρούμε πως ο κίνδυνος του 
χαρτοφυλακίου είναι μικρότερος όταν ρΑΒ=0 απ’ ότι όταν Ραβ=1· στην 
περίπτωση αυτή η διαφοροποίηση έχει θετικές επιπτώσεις στις αποδόσεις του 
χαρτοφυλακίου μας.
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Περίπτωση 3: Ραβ=-1· Στην περίπτωση αυτή όπου ο συντελεστής 
συσχέτισης μεταξύ των δύο επενδύσεων είναι ίσος με -1, όταν δηλαδή 
υπάρχει τέλεια αρνητική συσχέτιση αναφορικά με τις αποδόσεις η σχέση (4) 
γίνεται:
a2p=(w1*ai-w2*a2)2 η σρ=νν1*σι-νν2*σ2 (8) 
παρατηρούμε εδώ πως ο κίνδυνος του χαρτοφυλακίου έχει μειωθεί ακόμα 
περισσότερο σε σχέση με τις δύο προηγούμενες περιπτώσεις. Ο λόγος που 
αυτό συμβαίνει είναι γιατί όταν υπάρχει τέλεια αρνητική συσχέτιση μεταξύ δύο 
στοιχείων τότε τη στιγμή που η πραγματική απόδοση του ενός στοιχείου είναι 
μικρότερη από την αναμενόμενη απόδοσή της , την ίδια ακριβώς στιγμή η 
πραγματική απόδοση του άλλου στοιχείου θα είναι μεγαλύτερη από την 
αναμενόμενη απόδοσή της. Όταν λοιπόν εξετάζουμε τον κίνδυνο μιας 
επένδυσης μέσα στα πλαίσια ενός χαρτοφυλακίου δε μας ενδιαφέρει 
ολόκληρος ο κίνδυνος, αλλά μόνο εκείνο το μέρος του κινδύνου κατά το οποίο 
αυξάνεται ο κίνδυνος του χαρτοφυλακίου.
Αν ένας επενδυτής κατέχει ένα χαρτοφυλάκιο με η αξιόγραφα τότε η 
σχέση (3) γίνεται:
η
ΓΡ=Σ Wi*ri , όττου j=1,2,...,n (9)
>1
Η δε διακύμανση του χαρτοφυλακίου θα είναι σε σχέση με την εξίσωση 
(4):
σ2ρ=Σ νν!2*σι2+2*Σ Σ , όπου l,j=1,2.....n (ΙΟ)11
Μ ί=1 7=1
Επιλογή χαρτοφυλακίου
Στη διαδικασία της διαμόρφωσης του χαρτοφυλακίου εξίσου σημαντικό 
ρόλο παίζουν οι οριακές αποδόσεις και οι διακυμάνσεις. Για να το 
αντιληφθούμε αυτό μπορούμε να υποθέσουμε ότι στο αρχικό χαρτοφυλάκιο η 
αξιόγραφων, υπάρχει και ένα χρεόγραφο κ το οποίο και δεν έχει επιλέξει 
αρχικά ο επενδυτής (ίσχυε συνεπώς ννμ=0). Επίσης, μπορούμε να 
υποθέσουμε πως αποφασίζει ο επενδυτής να συμπεριλάβει το συγκεκριμένο 
αξιόγραφο στο χαρτοφυλάκιο με πολύ μικρό ποσοστό, χωρίς μάλιστα να
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αλλάζει η θέση των άλλων στοιχείων. Μπορούμε να ορίσουμε την οριακή 
απόδοση του χαρτοφυλακίου ως τη διαφορά της απόδοσης του 
χαρτοφυλακίου τρ, δεδομένης μιας μικρής αλλαγής στο ννμ. με δεδομένη τη 
σχέση (9) η οριακή απόδοση θα είναι:
Γρ=θΓρ/θννμ (11)
όπου τπ η οριακή απόδοση του χρεογράφου μ.
Η μικρή αυτή μεταβολή σαφώς θα επηρεάσει και τη διακύμανση του 
χαρτοφυλακίου. Κατά συνέπεια κάνουμε λόγο και για οριακή διακύμανση που 
δεν είναι τίποτα άλλο, παρά η πολύ μικρή μεταβολή στη διακύμανση του 
χαρτοφυλακίου με δεδομένη την αλλαγή στο wM. Με γνωστή τη (10) αλλά 
επίσης και με το γεγονός ότι το σταθμισμένο άθροισμα των συνδιακυμάνσεων 
με το χρεόγραφο μ ισούται με τη συνδιακύμανση του χρεογράφου μ με το 
χαρτοφυλάκιο, η οριακή διακύμανση θα είναι:
θσ2ρ/θννμ=2* jr Wj*OiM=2*oMP (12)
i=l
όπου σμρ η συνδιακύμανση του χρεογράφου μ με το χαρτοφυλάκιο ρ .
Οπότε συμπεραίνουμε ότι η οριακή διακύμανση του χαρτοφυλακίου, 
εξαρτάται από τη συνδιακύμανση μεταξύ των αποδόσεων του αξιόγραφου και 
του χαρτοφυλακίου.
Βέλτιστο χαρτοφυλάκιο
Ένα χαρτοφυλάκιο λέγεται βέλτιστο ή αποδοτικό όταν δεν υπάρχει 
κανένα άλλο το οποίο α) με δεδομένη αποδοτικότητα να έχει μικρότερο 
κίνδυνο και β) με δεδομένο κίνδυνο να έχει μεγαλύτερη αποδοτικότητα. 
Δηλαδή ένα χαρτοφυλάκιο δε μπορεί να θεωρηθεί βέλτιστο αν περιλαμβάνει 
δύο αξιόγραφα που έχουν μεν ίδιες οριακές διακυμάνσεις αλλά διαφορετικές 
προσδοκώμενες αποδόσεις. Ο λόγος για τον οποίο ένα τέτοιο χαρτοφυλάκιο 
δε θεωρείται αποδοτικό είναι ότι όποιος το κατέχει μπορεί να πετύχει 
μεγαλύτερη απόδοση χωρίς μάλιστα να αυξηθεί ο κίνδυνος αν επιλέξει να 
κρατήσει ένα μεγαλύτερο μέρος από την επενδυτική επιλογή που έχει τη 
μεγαλύτερη απόδοση. Έτσι λοιπόν, ένα χαρτοφυλάκιο για να θεωρείται 
αποδοτικό θα πρέπει να έχει όχι μόνο ίδια οριακή διακύμανση αλλά και κοινή 
προσδοκώμενη απόδοση.
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Η οριακή διακύμανση και οι διακυμάνσεις και οι συνδιακυμάνσεις στις 
σχέσεις (10),(12) εξαρτώνται από μονάδες μέτρησης. Στηριζόμενοι στην ιδέα 
της ελαστικότητας μερικοί οικονομολόγοι υιοθέτησαν ένα μέτρο ανεξάρτητο 
από μονάδες μέτρησης. Αυτό είναι ο συντελεστής beta που αναλύθηκε σε 
προγενέστερη ενότητα. Ο συντελεστής αυτός υπολογίζεται από τον ακόλουθο 
τύπο:
betaM=aMP/σπ2 (13)
αν αντικαταστήσουμε στην εξίσωση (12) τη (13) θα έχουμε
2*aMP=2*ap2*betaM (14)
Έχοντας εξαγάγει τη σχέση (14) η ανάλυσή μας θα γίνεται πλέον με το 
συντελεστή beta και όχι με την οριακή διακύμανση. Κατά συνέπεια τα 
αξιόγραφα που περιλαμβάνονται σε ένα αποδοτικό χαρτοφυλάκιο και έχουν 
τους ίδιους συντελεστές beta θα πρέπει να έχουν και τις ίδιες προσδοκώμενες 
αποδόσεις προκειμένου να θεωρείται το χαρτοφυλάκιο αυτό ότι είναι 
αποδοτικό ή βέλτιστο.
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1.6 ΠΡΟΣΔΙΟΡΙΣΜΟΣ ΓΡΑΜΜΙΚΗΣ ΣΧΕΣΗΣ ΜΕΤΑΞΥ 
ΑΠΟΔΟΣΗΣ-ΚΙΝΔΥΝΟΥ ΣΤΑ ΠΛΑΙΣΙΑ ΤΟΥ ΥΠΟΔΕΙΓΜΑΤΟΣ 
ΤΙΜΟΛΟΓΗΣΗΣ ΚΕΦΑΛΑΙΟΥΧΙΚΩΝ ΠΕΡΙΟΥΣΙΑΚΩΝ 
ΣΤΟΙΧΕΙΩΝ (CAPM)
Η ανάλυση που προηγήθηκε μας έδωσε τη δυνατότητα να 
αντιληφθούμε ορισμένες έννοιες και τη σημασία τους στην θεωρία του 
χαρτοφυλακίου. Τώρα, θα προχωρήσουμε την ανάλυσή μας ένα βήμα πιο 
πέρα. Θα προσθέσουμε δηλαδή στην ανάλυση και την έννοια του χωρίς 
κίνδυνο αξιόγραφου (risk free asset). Όπως έχει ήδη προαναφερθεί, τη 
θέση αυτή στην εργασία έχει το Έντοκο Ομόλογο του Ελληνικού Δημοσίου το 
οποίο θα αναφέρεται πλέον ως το χωρίς κίνδυνο χρεόγραφο στην εργασία, 
ενώ το χρεόγραφο που ενέχει κίνδυνο θα είναι οι μετοχές.
Έχουμε ορίσει ως απόδοση του ομολόγου ως η, την προσδοκώμενη 
απόδοση του χαρτοφυλακίου ως rp και τη διακύμανσή του ως σρ2. έστω 
λοιπόν, πως ένας επενδυτής μπορεί να δανείζει ή να δανείζεται μέσω της 
πώλησης ή αγοράς ομολόγων στο επιτόκιο η. Ταυτοχρόνως, κάνουμε την 
υπόθεση πως ο επενδυτής κατέχει και ένα χαρτοφυλάκιο που το ονομάζουμε 
κ. ο επενδυτής δύναται να συνδυάσει το χαρτοφυλάκιο κ με το ομόλογο και με 
αυτόν τον τρόπο να δημιουργήσει ένα νέο χαρτοφυλάκιο ρ. Η αναμενόμενη 
απόδοση του νέου χαρτοφυλακίου ρ θα είναι όπως είδαμε: 
rP=(1-wk)*rf+wk*rk (15)
όπου rp είναι η αναμενόμενη απόδοση του χαρτοφυλακίου ρ
wk είναι το μέρος του κεφαλαίου που προορίζεται προς επένδυση που 
επενδύεται στο χαρτοφυλάκιο κ
1-wk το υπόλοιπο κομμάτι του κεφαλαίου που επενδύεται στο ομόλογο 
rk η αναμενόμενη απόδοση του χαρτοφυλακίου κ 
η είναι απόδοση του ομολόγου 
Η διακύμανση του χαρτοφυλακίου ρ θα είναι:
cr2p=wk2*a2K+(1 -wk)2*a2f+2*wk*(1 -wk)*a Kf (16)
όπου:σ2ρ είναι η διακύμανση των αποδόσεων του χαρτοφυλακίου ρ 
σ2κ είναι η διακύμανση των αποδόσεων του χαρτοφυλακίου κ 
a2f είναι η διακύμανση των αποδόσεων του ομολόγου
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σΚί είναι η συνδιακύμανση των αποδόσεων μεταξύ του χαρτοφυλακίου κ 
και του ομολόγου
Όμως, εξ’ ορισμού το ομόλογο (αφού είναι χρεόγραφο χωρίς κίνδυνο), 
έχει μηδενική διακύμανση των αποδόσεων του. Μάλιστα, η χωρίς κίνδυνο 
απόδοση που παρουσιάζει είναι τελείως ασυσχέτιστη με την απόδοση των 
άλλων χρεογράφων. Κατά συνέπεια θα ισχύει ότι a2f=aKf=0. οπότε, η (16) 
γίνεται:
a2p=wk2*a2K ή ap=wk*aK (17)
Η παραπάνω σχέση μπορεί να γραφεί και ως:
Wk=apΙσκ ή (1-wk)=1-ap/aK (18)
Η αντικατάσταση της (18) στη (15) μας δίνει την ακόλουθη σχέση:
ΓΡ=Γί+(ΓΚ-Γ,/σκ)*σρ (19)
Η σχέση αυτή όπως διαμορφώθηκε μας δείχνει ότι η απαιτούμενη απόδοση 
συνδέεται γραμμικά καί μάλιστα θετικά με το συστηματικό κίνδυνο μιας 
μετοχής και το οποίο πηγάζει από το Υπόδειγμα Τιμολόγησης 
Κεφαλαιουχικών Περιουσιακών Στοιχείων (CAPM). Είναι λογικό η 
απαιτούμενη απόδοση να συνδέεται θετικά με τον κίνδυνο, με την έννοια ότι 
οι επενδυτές δε θα αναλάβουν επενδύσεις με κίνδυνο, εκτός εάν αναμένουν 
κάποια αμοιβή με τη μορφή επιπρόσθετης απόδοσης. Η σχέση αυτή φαίνεται 
και στο διάγραμμα όπου η κλίση της ευθείας είναι ίση με
~ί
Το σημείο Μ στο παρακάτω διάγραμμα αντιπροσωπεύει το 
Χαρτοφυλάκιο της Αγοράς το οποίο έχει συντελεστή β=1. Ο λόγος είναι ότι η 
συνδιακύμανση του χαρτοφυλακίου της αγοράς με τον εαυτό του ισούται με τη 
διακύμανσή του, οπότε βΓπ=1 Η γραμμή ίΜ είναι γνωστή ως Γραμμή Αγοράς 
Αξιογράφων (Security Market Line) και δίνει όλους τους συνδυασμούς 
κινδύνου και απόδοσης για όλες τις επενδύσεις (μεμονωμένες μετοχές, μη- 
αποδοτικά χαρτοφυλάκια, αποδοτικά χαρτοφυλάκια). Ο κίνδυνος μιας μετοχής 
αφού είναι συνάρτηση του μεγέθους του συντελεστή Β, ένας τρόπος για να 
επιλέξουμε τις μετοχές είναι να συγκρίνουμε τους συστηματικούς κινδύνους 
τους. Παράλληλα, εάν γνωρίζουμε τους συστηματικούς κινδύνους των
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
23
μετοχών του χαρτοφυλακίου μπορούμε να υπολογίσουμε το συστηματικό 
κίνδυνο όλου του χαρτοφυλακίου. Ο συντελεστής β όλου του 
χαρτοφυλακίου και θα είναι ο σταθμικός μέσος των συντελεστών β των 
μεμονωμένων μετοχών.
ΣχΜα...2
Από τη γραμμική αυτή σχέση μπορούμε να συμπεράνουμε ότι αν ο 
επενδυτής αποφασίσει να επενδύσει μόνο πάνω στο ομόλογο τότε ο κίνδυνος 
είναο 0, Β=0. Αντίστοιχα αν αποφασίσει να επενδύσει μόνο πάνω σε μετοχές 
τότε ο κίνδυνος θα είναι ίσος με σ(όσος δηλαδή είναι ο κίνδυνος του 
χαρτοφυλακίου που περιλαμβάνει μόνο μετοχές). Ο λόγος Rm-iAjm στην ουσία 
είναι η επιπρόσθετη απόδοση. Μάλιστα, παρατηρούμε πως στην περίπτωση 
που ο επενδυτής αποφασίσει να επενδύσει μόνο σε μετοχές αυτό το risk 
ρΓΘπιίυηη είναι μεγαλύτερο.
Βέβαια, το χαρτοφυλάκιο Μ που είναι και το Χαρτοφυλάκιο της Αγοράς, 
είναι ένα από τους πολλούς συνδυασμούς που το αποτελούν. Ένα βασικό 
ερώτημα που προκύπτει είναι πως θα γίνει ο συνδυασμός των μετοχών και 
του ομολόγου με τρόπο που να μεγιστοποιεί την απόδοση με δεδομένο τον 
κίνδυνο του χαρτοφυλακίου.12 Ποιος είναι δηλαδή ο συνδυασμός του 
ποσοστού συμμετοχής των μετοχών και του ομολόγου στο χαρτοφυλάκιο 
έτσι ώστε να δημιουργηθεί το αποδοτικό χαρτοφυλάκιο (efficient portfolio). To 
ερώτημα αυτό προχωρά την ανάλυσή μας ένα βήμα πιο πέρα.
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Ας υποθέσουμε ότι το σύνολο της οικονομίας αποτελούν Ν στοιχεία. 
Ένα χαρτοφυλάκιο μπορεί να αποτελείται από ένα ή δύο ή ακόμα και το 
σύνολο των στοιχείων Ν της οικονομίας. Μπορεί επίσης, να περιέχει τα ίδια 
στοιχεία με διαφορετικά ποσοστά συμμετοχής. Το σύνολο των πιθανών 
χαρτοφυλακίων που κατασκευάζονται με αυτό τον τρόπο παρουσιάζονται στο 
σχήμα 3 και είναι η περιοχή ΑΒΓΔ.
Σχήμα 3
Αυτό είναι το σύνολο ευκαιριών (opportunity or attainable set), από 
το οποίο μπορεί να επιλέξει ο επενδυτής το χαρτοφυλάκιο που επιθυμεί. Σε 
αυτό, όλοι οι επενδυτές έχουν τις ίδιες προσδοκίες για όλα τα επίπεδα 
κινδύνου και αναμενόμενης απόδοσης, έχουν δηλαδή ομογενείς προσδοκίες. 
Ο επενδυτής, όμως, δεν ενδιαφέρεται να επενδύσει στο σύνολο των 
χαρτοφυλακίων που αποτελούν και το σύνολο ευκαιριών. Ενδιαφέρεται να 
δημιουργήσει και να επενδύσει σε χαρτοφυλάκια τα οποία «υπερισχύουν»
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έναντι των άλλων. Όταν δηλαδή προσφέρει υψηλότερες αποδόσεις για 
δεδομένο κίνδυνο ή χαμηλότερο επίπεδο κινδύνου για ίδιες αποδόσεις.
Για παράδειγμα, το χαρτοφυλάκιο Ρι είναι μη αποδοτικό, αφού υπάρχει 
κάποιο άλλο χαρτοφυλάκιο το οποίο και υπερέχει του Ρι επειδή έχει μεν τον 
ίδιο κίνδυνο αλλά προσφέρει μεγαλύτερη απόδοση, ή την ίδια απόδοση αλλά 
μικρότερο κίνδυνο. Φαίνεται επίσης, ότι τα χαρτοφυλάκια που βρίσκονται στο 
τμήμα ΑΒΓ είναι καλύτερα από όλα τα άλλα που βρίσκονται εντός του 
αποδοτικού συνόρου. Αυτό είναι γνωστό ως σύνορο ελάχιστης τυπικής 
απόκλισης ή καμπύλη ελάχιστου κινδύνου (minimum variance).
Γ(απόδοση)
Σχήμα 4
όπως φαίνεται, όμως και στο σχήμα 4 υπάρχουν κάποια χαρτοφυλάκια που 
είναι καλύτερα από όλα τα άλλα. Για παράδειγμα, τα χαρτοφυλάκια στο 
επάνω μέρος της καμπύλης (ΑΓ) προσφέρουν καλύτερες αποδόσεις για τον 
ίδιο βαθμό κινδύνου σε σχέση με τα χαρτοφυλάκια του κάτω μέρους της 
καμπύλης (ΓΒ). Όλα τα χαρτοφυλάκια που βρίσκονται πάνω στη γραμμή που 
σχηματίζεται από το Α εως το Γ θα αποτελούν το αποδοτικό σύνολο 
(efficient set) , το οποίο είναι το σύνολο των στοιχείων και χαρτοφυλακίων 
που υπερισχύουν όλων των άλλων. Το επονομαζόμενο αποδοτικό μέτωπο 
(efficient frontier) είναι η γραφική απεικόνιση του αποδοτικού συνόλου και 
παρουσιάζεται στο σχήμα 4.13
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Βέβαια, αναφέρεται μόνο σε συνδυασμούς αξιόγραφων που ενέχουν 
κίνδυνο(μετοχές). Αν οι επενδυτές επιθυμούσαν να απαρτίσουν τα 
χαρτοφυλάκιά τους μόνο με μετοχές, τότε η κλίση αυτής της καμπύλης θα 
έδειχνε σε κάθε σημείο πόσο κίνδυνο θα έπρεπε να αναλαμβάνουν οι 
επενδυτές σε κάθε οριακή αύξηση της αναμενόμενης απόδοσής τους. 
Υπάρχουν, όμως, όπως προείπαμε και τα αξιόγραφα χωρίς κίνδυνο. Οι 
επενδυτές μπορούν συνεπώς, είτε να δανείσουν, είτε να δανειστούν.
Υποθέτουμε πως το επιτόκιο του επενδυτή είτε να δανείσει, είτε να 
δανειστεί είναι το ίδιο και είναι η. Μπορούν λοιπόν, οι επενδυτές να 
επενδύσουν ένα μέρος των χρημάτων τους σε μετοχές και το υπόλοιπο σε 
ομόλογα. Μπορούν ακόμη να δανειστούν κεφάλαια με επιτόκιο η και να τα 
επενδύσουν εξ’ ολοκλήρου σε ένα αποδοτικό χαρτοφυλάκιο, μαζί με τα ήδη 
υπάρχοντα.
Έστω λοιπόν, ότι ένας επενδυτής θέλει να δημιουργήσει ένα 
χαρτοφυλάκιο με δύο χρεόγραφα με δεδομένη πάντα την ύπαρξη του 
ομολόγου. Η καμπύλη των αποδοτικών στο σχήμα 5 που ακολουθεί 
περιλαμβάνει όλους τους πιθανούς συνδυασμούς μόνο των δύο χρεογράφων 
. Από τη στιγμή που ο επενδυτής μπορεί να συνδυάσει αποδοτικά 
χαρτοφυλάκια με επένδυση σε ομόλογα δημιουργούνται νέες δυνατότητες 
επιλογών. Για παράδειγμα ο επενδυτής μπορεί να επιλέξει το χαρτοφυλάκιο μ 
και με τη χρήση των ομολόγων να κινηθεί πάνω στην ευθεία rfZ. Το ίδιο 
μπορεί να συμβεί αν αποφασίσει να επιλέξει το χαρτοφυλάκιο ν, όπου με τη 
χρήση των ομολόγων να κινηθεί πάνω στην ευθεία τίΕ.ή αν επιλέξει το 
χαρτοφυλάκιο π να κινηθεί πάνω στην ευθεία ηΚ. Οι εφικτοί συνδυασμοί, 
όμως, του χαρτοφυλακίου μ με το ομόλογο δεν είναι βέλτιστοι(αποδοτικοί). 
Και αυτό γιατί για κάθε συνδυασμό χρεογράφων επί της ευθείας ηΖ υπάρχει 
ένας άλλος συνδυασμός επί της ευθείας ηΕ και ο οποίος υπερέχει, αφού 
προσφέρει καλύτερες αποδόσεις στο ίδιο επίπεδο κινδύνου. Αυτομάτως, 
όμως, αν σκεφτούμε με τον ίδιο τρόπο οδηγούμαστε στο συμπέρασμα ότι 
ούτε στην ευθεία ηΕ υπάρχει έστω και ένα αποδοτικό χαρτοφυλάκιο για τον 
επενδυτή. Το βέλτιστο χαρτοφυλάκιο του επενδυτή βρίσκεται στο σημείο π 
όπου και εφάπτεται η ευθεία ηΕ την καμπύλη του αποδοτικού μετώπου. Στο 
σημείο αυτό δεν υπάρχει άλλο χαρτοφυλάκιο που να προσφέρει καλύτερη 
απόδοση με δεδομένο τον κίνδυνο.
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r(απόδοση)
Σχήμα 5
Σύμφωνα με το Υπόδειγμα Τιμολόγησης Κεφαλαιουχικών 
Περιουσιακών Στοιχείων η στρατηγική του επενδυτή για την επιλογή του 
άριστου χαρτοφυλακίου χωρίζεται ουσιαστικά σε δύο στάδια. Στο πρώτο 
στάδιο όλοι ανεξαιρέτως οι επενδυτές επιλέγουν το χαρτοφυλάκιο που 
αποτελείται μόνο από μετοχές. Αυτό είναι π. το π είναι το πιο αποδοτικό 
χαρτοφυλάκιο από όλα τα δυνατά χαρτοφυλάκια που μπορούν να 
σχηματισθούν από μετοχές. Όλοι οι επενδυτές που επιθυμούν να αποφύγουν 
τον κίνδυνο θα επιλέξουν να επενδύσουν στο π χαρτοφυλάκιο.
Στο δεύτερο στάδιο ο επενδυτής πραγματοποιεί την τελική (άριστη) 
επιλογή. Στο στάδιο αυτό ο κάθε επενδυτής μεμονωμένα συγκροτεί το δικό 
του χαρτοφυλάκιο. Το πώς ο κάθε επενδυτής θα διαμορφώσει το 
χαρτοφυλάκιό του εξαρτάται από τον κίνδυνο που επιθυμεί να αναλάβει. Όσοι 
επιθυμούν να αναλάβουν κίνδυνο μικρότερο απ’ αυτόν που προσφέρει το π 
θα επενδύσουν ένα ποσοστό του προς επένδυση κεφαλαίου τους και το
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υπόλοιπο ποσό που θα απομένει στο σημείο π. Όσοι επιθυμούν τον κίνδυνο 
που προσφέρει το π θα επενδύσουν το 100% του κεφαλαίου τους στο π. 
Τέλος, όσοι επιθυμούν κίνδυνο μεγαλύτερο από αυτόν που προσφέρει το π 
θα δανειστούν και θα επενδύσουν το σύνολο των χρημάτων στο π. Στην 
περίπτωση αυτή θα επιλέξουν κάποιο χαρτοφυλάκιο επί της πΕ.
Η γραμμή ηπΕ είναι η γραμμή κεφαλαιαγοράς που αναφέρθηκε και 
προηγούμενα και η οποία αναλύεται στην επόμενη ενότητα.
Ανάλυση της Γραμμής Αξιόγραφων
Η Γραμμή αξιογράφων είναι η γραφική απεικόνιση του CAPM. Εάν οι 
αγορές είναι σε ισορροπία και οι τιμές διαμορφώνονται κατά τρόπο 
ορθολογικό στην αγορά, τότε όλες οι επενδύσεις πρέπει να βρίσκονται πάνω 
στη γραμμή αξιογράφων και οι αναμενόμενες αποδόσεις τους πρέπει να 
δίνονται από το CAPM. Η βασική ιδέα πίσω από το υπόδειγμα είναι ότι όταν η 
αγορά ισορροπεί, η αναμενόμενη απόδοση κάθε επένδυσης πρέπει να είναι 
ανάλογη του συστηματικού κινδύνου της επένδυσης, δηλαδή του συντελεστή 
β. με άλλα λόγια η διαφορά στις αποδόσεις των μετοχών εξαρτάται μόνο από 
το συντελεστή β.
Άρα, η γραμμή αξιογράφων καθορίζει τη σχέση μεταξύ απαιτούμενης 
απόδοσης και συστηματικού κινδύνου για κάθε μετοχή όπως αναφέρθηκε και 
σε προηγούμενο σημείο. Επιπλέον, αφού το υπόδειγμα προϋποθέτει την 
ύπαρξη ισορροπίας στην αγορά κεφαλαίου η γραμμή αξιογράφων καθορίζει 
την απόδοση που πρέπει να αναμένουμε από κάθε μετοχή δεδομένου του 
συστηματικού κινδύνου κάθε μετοχής. Στο σημείο αυτό θα χρειαστεί να 
ανατρέξουμε και πάλι στο σχήμα 2 για να βοηθηθούμε στην ανάλυση. Επί της 
γραμμής αξιογράφων ίΜ του σχήματος βρίσκονται όλες οι μετοχές οι τιμές 
των οποίων είναι σε ισορροπία. Όταν αυτό ισχύει, γνωρίζουμε ότι η 
αναμενόμενη απόδοση είναι ίση με την απαιτούμενη απόδοση.
Οι μετοχές οι οποίες δεν βρίσκονται πάνω σε αυτήν την ευθεία 
θεωρείται πως δεν βρίσκονται σε ισορροπία. Για παράδειγμα η μετοχή Ζ είναι 
υποτιμημένη καθώς βρίσκεται πάνω από την ευθεία ίΜ και η αναμενόμενη 
απόδοση είναι μεγαλύτερη από την απαιτούμενη. Εν αντιθέσει, η μετοχή X 
είναι υπερτιμημένη επειδή η αναμενόμενη απόδοση είναι μικρότερη από την
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
29
απαιτούμενη και βρίσκεται κατά συνέπεια κάτω από την ευθεία ίΜ. Στην 
περίπτωση της τιμής της μετοχής Ζ αυτή θα αυξάνεται έως ότου εξισωθεί η 
αναμενόμενη με την απαιτούμενη απόδοση μέσω των αγοραπωλησιών των 
μετοχών. Αντίθετα, η τιμή της μετοχής X θα μειώνεται μέχρι να εξισωθεί η 
αναμενόμενη απόδοση με την απαιτούμενη απόδοση πάλι μέσω της 
αγοραπωλησίας.
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1.7 ΕΡΜΗΝΕΙΑ ΤΟΥ ΥΠΟΔΕΙΓΜΑΤΟΣ ΤΙΜΟΛΟΓΗΣΗΣ 
ΚΕΦΑΛΑΙΟΥΧΙΚΩΝ ΠΕΡΙΟΥΣΙΑΚΩΝ ΣΤΟΙΧΕΙΩΝ (CAPM)
Η αλγεβρική μορφή του συντελεστή beta που παρουσιάσαμε στη
σχέση (13) μπορεί να χρησιμοποιηθεί και στην περίπτωση που θεωρούμε 
πως το χαρτοφυλάκιο του παραδείγματος είναι το χαρτοφυλάκιο της αγοράς. 
Έτσι λοιπόν, μπορούμε να ορίσουμε το συντελεστή beta για μια μετοχή j 
σχετικά με το χαρτοφυλάκιο της αγοράς ως:
betaj=ajm/am214 (20)
όποωη,τ, είναι η συνδιακύμανση των αποδόσεων της μετοχής j και του 
χαρτοφυλακίου της αγοράς πι
a2m είναι η διακύμανση των αποδόσεων του χαρτοφυλακίου της αγοράς 
m
Στο σημείο αυτό θα πρέπει να πούμε ότι στη σχέση (20) η διακύμανση 
και η συνδιακύμανση αναφέρονται στις συνολικές αποδόσεις των στοιχείων. 
Όμως, η ανάλυση του Υποδείγματος Τιμολόγηση Κεφαλαιουχικών 
Περιουσιακών Στοιχείων στηρίζεται στη χρήση των επιπρόσθετων 
αποδόσεων πλέον του ομολόγου που υπάρχει εδώ ως το χωρίς κίνδυνο 
αξιόγραφο, όπως είναι το rm-rf (όπου rm η απόδοση του χαρτοφυλακίου της 
αγοράς και η η απόδοση του χωρίς κίνδυνο αξιογράφου).
Άρα, η σχέση (20) μπορεί να εκφραστεί σε όρους επιπρόσθετων 
αποδόσεων αφού το beta δεν επηρεάζεται από αυτήν την αλλαγή. Δηλαδή, ο 
συντελεστής beta για μια μετοχή ισούται όπως φαίνεται και από τη σχέση 
(20) με το λόγο της συνδιακύμανσης της επιπρόσθετης απόδοσης για τη 
μετοχή και της επιπρόσθετης απόδοσης για το χαρτοφυλάκιο της αγοράς 
προς τη διακύμανση της επιπρόσθετης απόδοσης του χαρτοφυλακίου της 
αγοράς.
Όπως αναφέραμε και παραπάνω μια ακόμη εφαρμογή του beta είναι 
να το χρησιμοποιήσουμε και για χαρτοφυλάκια αντί για μετοχές. Έστω επί 
παραδείγματι ότι ένα χαρτοφυλάκιο ρ με η χρεόγραφα. Η σχέση (20) τότε θα 
γίνει:
betapm=apm/am (21)
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Με δεδομένους τους τύπους για τη συνδιακύμανση η (21) μπορεί να γραφεί 
και ως:
η
betapm=£ wip*betaiM (22)
J=1
όπου:ννΙρ είναι το ποσοστό του χαρτοφυλακίου ρ που τοποθετήθηκε σε ένα 
χρεόγραφο j
betaip είναι ο συντελεστής beta του χρεογράφου j σε σχέση με το 
χαρτοφυλάκιο της αγοράς
Κατά συνέπεια παρατηρούμε πως ο συντελεστής beta ενός 
χαρτοφυλακίου είναι ουσιαστικά ο σταθμικός μέσος όρος των συντελεστών 
beta των χρεογράφων του χαρτοφυλακίου. Και για αυτό το λόγο το beta του 
χαρτοφυλακίου της αγοράς είναι 1.,
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Για να περάσουμε σε ένα επόμενο στάδιο της ποσοτικής ανάλυσης 
όσον αφορά το Υπόδειγμα Τιμολόγησης Κεφαλαιουχικών Περιουσιακών 
Στοιχείων (CAPM), θα προσπαθήσουμε αρχικά να εξαγάγουμε μια σχέση 
προς εκτίμηση. Έστω λοιπόν, πως θα θεωρήσουμε ένα χρεόγραφο j και το 
χαρτοφυλάκιο της αγοράς πι. Κάνοντας αυτήν την υπόθεση και 
μετατρέποντας τη γραμμική σχέση του CAPM (19) θα προκόψει η εξής σχέση: 
rj-rf=(aj/am)*(rm-rf) (23)
όπου: η, η, rm είναι οι αποδόσεις του χαρτοφυλακίου j, του χωρίς κίνδυνο 
αξιογράφου f και του χαρτοφυλακίου της αγοράς ιπ αντίστοιχα
Oj/am είναι ο λόγος των τυπικών αποκλίσεων των αποδόσεων του 
χρεογράφου j προς το χαρτοφυλάκιο της αγοράς πι
η-η είναι η επιπρόσθετη απόδοση για το χρεόγραφο j
rm-rf είναι η επιπρόσθετη απόδοση για το χαρτοφυλάκιο της αγοράς m
Η τελευταία εξίσωση δείχνει μια σχέση αναλογικότητας για το 
χρεόγραφο Κη-η) και της αντίστοιχης απόδοσης για το χαρτοφυλάκιο της 
αγοράς πι (rm-rf) την οποία προσδιορίζει ο λόγος Oj/om. Πρόκειται δηλαδή για 
μια μορφή εξάρτησης σύμφωνα με το CAPM του η-η από το rm-rf.
Αν τώρα στη σχέση (23) τοποθετήσουμε ένα σταθερό όρο aj , μία 
στοχαστική μεταβλητή Ej που θα αντιπροσωπεύει το διαταρακτικό όρο ο 
οποίος θα αντιπροσωπεύει όλους εκείνους τους μη μετρήσιμους ποσοτικούς 
ή ποιοτικούς παράγοντες και τέλος ονομάσουμε το λόγο σ/σ™ ως ft, θα 
έχουμε μια σχέση προς εκτίμηση της μορφής:
(rj-rf)=aj+bj*(rm-rf)+£j (24)
Η σχέση αυτή αντιπροσωπεύει με τον καλύτερο τρόπο τη θεωρία που 
βρίσκεται πίσω από το Υπόδειγμα Τιμολόγησης Κεφαλαιουχικών 
Περιουσιακών Στοιχείων. Ο συντελεστής a αποτελεί την κάθετη διατομή της 
εξίσωσης παλινδρόμησης και είναι η απόδοση της μετοχής που είναι 
ανεξάρτητη από τον κοινό δείκτη.
Με τη μέθοδο των Ελάχιστων Τετραγώνων (OLS) η εκτίμηση του ft
1.8 ΠΡΟΣΔΙΟΡΙΣΜΟΣ ΕΚΤΙΜΗΣΙΜΗΣ ΣΥΝΑΡΤΗΣΗΣ ΓΙΑ ΤΗΝ
ΕΦΑΡΜΟΓΗ ΤΟΥ ΥΠΟΔΕΙΓΜΑΤΟΣ ΤΙΜΟΛΟΓΗΣΗΣ
ΚΕΦΑΛΑΙΟΥΧΙΚΩΝ ΠΕΡΙΟΥΣΙΑΚΩΝ ΣΤΟΙΧΕΙΩΝ (CAPM)
γίνεται:
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Pj—O'rj-rf, rtn-rf/Orm-rf (25)
Η σχέση (25) είναι όμως, ίδια με την (20). Κατά συνέπεια ο 
συντελεστής β] είναι το beta του χρεογράφου j και ο οποίος μπορεί να 
εκτιμηθεί με την απλή μέθοδο των Ελάχιστων Τετραγώνων. Αυτό είναι και ένα 
από τα πλεονεκτήματα του Υποδείγματος Τιμολόγησης Κεφαλαιουχικών 
Περιουσιακών Στοιχείων.15
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Για την αρχική διατύπωση του Υποδείγματος Τιμολόγησης 
Κεφαλαιουχικών Περιουσιακών Στοιχείων οι αρχικές υποθέσεις είναι:
> Δεν υπάρχουν ατέλειες στην αγορά (π.χ. φόροι)
> Το κόστος των συναλλαγών είναι μηδενικό
> Όλα τα αξιόγραφα μπορούν να διαιρεθούν με άπειρο χρονικό ορίζοντα 
(για παράδειγμα είναι εφικτό, εάν ένας επενδυτής θέλει να έχει 43,2 μετοχές 
μιας εταιρείας, να τις έχει)
> Όλοι οι επενδυτές έχουν ισότιμη και δωρεάν πρόσβαση στην 
πληροφόρηση και ομογενείς προσδοκίες σε σχέση με τις αναμενόμενες 
αποδόσεις των αξιογράφων, αποδόσεις οι οποίες ακολουθούν μια κανονική 
κατανομή
> Κανένας μεμονωμένος επενδυτής δε μπορεί να επηρεάσει τις τιμές των 
μετοχών.
> Υπάρχει ένα επιτόκιο, το επιτόκιο μηδενικού κινδύνου (risk-free rate), στο 
οποίο όλοι οι επενδυτές μπορούν να δανείσουν και να δανειστούν 
οποιοδήποτε ποσό.
> Οι επενδυτές αποστρέφονται τον κίνδυνο και επιδιώκουν τη 
μεγιστοποίηση της προσδοκώμενης χρησιμότητας στο τέλος του έτους.
> Οι κεφαλαιαγορές είναι σε ισορροπία.
Η διατύπωση των υποθέσεων έχει ως σκοπό την απλούστευση του 
περιβάλλοντος έτσι ώστε να καθίσταται ευκολότερη η ανάπτυξη της θεωρίας 
ανεπηρέαστοι από παραμέτρους που μπορεί να μας δυσκολέψουν.
Από την πλευρά της οικονομετρικής ανάλυσης οι διατυπωθείσες 
υποθέσεις είναι οι εξής:
> Η αναμενόμενη τιμή του διαταρακτικού όρου είναι ίση με το μηδέν. Δηλαδή 
ισχύει Ε(εΟ=0.
> Τα διαδοχικά κατάλοιπα δε συσχετίζονται μεταξύ τους, (δηλαδή δεν 
υπάρχει πρόβλημα αυτοσυσχέτισης). Δεν ισχύει δηλαδή ει=ρ*εί-ι-+-υί, όπου 
0<ρ<1 και t ο χρόνος.
> Υπάρχει ανεξαρτησία μεταξύ του rm-rf με το διαταρακτικό όρο ε. δηλαδή 
ισχύει:σΓπ-Γί,ε=0
1.9 ΥΠΟΘΕΣΕΙΣ ΤΟΥ ΥΠΟΔΕΙΓΜΑΤΟΣ ΤΙΜΟΛΟΓΗΣΗΣ
ΚΕΦΑΛΑΙΟΥΧΙΚΩΝ ΠΕΡΙΟΥΣΙΑΚΩΝ ΣΤΟΙΧΕΙΩΝ (CAPM)
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> Η διακύμανση των καταλοίπων £t είναι σταθερή σε όλη τη διάρκεια του 
δείγματος (δηλαδή δεν υπάρχει ετεροσκεδαστικότητα).
> Τέλος, η τιμή του συντελεστή beta είναι σταθερή για όλη την περίοδο 
εκτίμησης.16
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Το υπόδειγμα Τιμολόγησης Κεφαλαιουχικών Περιουσιακών Στοιχείων, 
που αναπτύχθηκε από τον Sharpe (1964)17, τον Linter (1965)18 και τον 
Mossin (1966)19, αποτελεί το κυρίαρχο μοντέλο ισορροπίας στην αγορά 
κεφαλαίου διεθνώς. Ο Brennan (1970)20 εξέτασε τη θεωρία σε ένα 
περιβάλλον με διαφορετικούς φορολογικούς συντελεστές και στην μερισματική 
πολιτική και κατέληξε στο συμπέρασμα ότι η μόνη αλλαγή που χρειάζεται στο 
θεωρητικό υπόδειγμα είναι η πρόσθεση ενός όρου που εκφράζει την 
μερισματική απόδοση. Έτσι, η μελλοντική απόδοση δεν επηρεάζεται μόνο 
από το συστηματικό κίνδυνο αλλά και από τη μερισματική απόδοση.
Επίσης, ο Myers (1972)21 έδειξε πως η παράβλεψη της υπόθεσης ότι 
όλα τα αξιόγραφα μπορούν να διαιρεθούν επ’ άπειρον δεν αλλάζει σε μεγάλο 
βαθμό τη θεωρία. Ο Linter(1969) ανέλυσε την περίπτωση όπου οι επενδυτές 
έχουν ετερογενείς προσδοκίες και έδειξε ότι η θεωρία εν αλλάζει παρά μόνο 
ότι οι αποδόσεις και οι συνδιακυμάνσεις των μετοχών γίνονται περίπλοκοι 
σταθμισμένοι μέσοι όροι των επενδυτικών προσδοκιών. Σε μια άλλη μελέτη ο 
Black (1972)22 εξέτασε την υπόθεση του επιτοκίου μηδενικού κινδύνου (στο 
οποίο θεωρητικά όλοι οι επενδυτές μπορούν να δανείσουν και να δανειστούν 
οποιοδήποτε ποσό) και κατέληξε στο ότι τα βασικά συμπεράσματα δεν 
αλλάζουν ακόμα και αν αυτή η υπόθεση δεν ισχύει. Απλώς, το επιτόκιο αυτό 
μπορεί να αντικατασταθεί με την αναμενόμενη απόδοση μιας επένδυσης που 
έχει μηδενικό συστηματικό κίνδυνο.
Ακόμη, οι Fama και McBeth (1973)23, μεταξύ άλλων, επιβεβαίωσαν τις 
βασικές προβλέψεις ότι α) η αναμενόμενη απόδοση ενός περιουσιακού 
στοιχείου έχει μια θετική γραμμική σχέση με το συστηματικό κίνδυνο, και β) ότι 
ο συντελεστής βήτα ως μονάδα μέτρησης του κινδύνου εξηγεί πολύ καλά τη 
διαστρωματική συμπεριφορά των αποδόσεων των μετοχών.
Επίσης, οι Fama και French (1992)24 κατέληξαν στο συμπέρασμα ότι 
άλλοι δείκτες (π.χ. δείκτες κεφαλαιοποίησης) περιγράφουν ένα μεγάλο μέρος 
της συμπεριφοράς των αποδόσεων. Επίσης, τόνισαν ότι δεν υπάρχει 
διαστρωματική σχέση μεταξύ του συντελεστή βήτα και της απόδοσης , αν το
1.10 ΑΝΑΣΚΟΠΗΣΗ ΒΙΒΛΙΟΓΡΑΦΙΑΣ ΒΑΣΙΣΜΕΝΗΣ ΣΤΟ
ΥΠΟΔΕΙΓΜΑ ΤΙΜΟΛΟΓΗΣΗΣ ΚΕΦΑΛΑΙΟΥΧΙΚΩΝ
ΠΕΡΙΟΥΣΙΑΚΩΝ ΣΤΟΙΧΕΙΩΝ (CAPM)
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μέγεθος της επιχείρησης αποτελεί ερμηνευτική μεταβλητή, κάτι το οποίο 
απέδειξαν και οι Schlag και Wohischieb (1997)25 σε μια εφαρμογή στο 
γερμανικό χρηματιστήριο.
Στην Ελλάδα η έρευνα για το Υπόδειγμα Τιμολόγησης 
Κεφαλαιουχικών Περιουσιακών Στοιχείων δεν είναι ιδιαίτερα σημαντική εν 
αντιθέσει με τη διεθνή βιβλιογραφία που έχει ασχοληθεί αρκετά με το 
συγκεκριμένο ζήτημα και παρουσιάζει πλούσια δραστηριότητα. Έτσι, μερικές 
αξιόλογες προσπάθειες ελληνικές είναι αυτές που έχουνε γίνει από τους 
Καραθανάση και Φίλιππα (1991 )26, Φίλιττπα (1990)27 και Σπύρου (1993)28 
οι οποίοι ασχολήθηκαν αναλυτικά με τη χρήση του Υποδείγματος 
Τιμολόγησης Κεφαλαιουχικών Περιουσιακών Στοιχείων στην ελληνική αγορά. 
Οι δύο πρώτοι στις εργασίες τους ασχολήθηκαν με την εκτίμηση του 
συντελεστή βήτα που δίνει το CAPM , ενώ επίσης, παρουσίασαν και τα 
προβλήματα που ανακύπτουν κατά τον προσδιορισμό του συστηματικού 
κινδύνου των μετοχών.
Σε αυτό το σημείο ίσως είναι και σωστό να αναφέρουμε πως υπάρχουν 
και κάποιες μελέτες στη διεθνή βιβλιογραφία οι οποίες και τείνουν να 
απορρίψουν το Υπόδειγμα Τιμολόγησης Κεφαλαιουχικών Περιουσιακών 
Στοιχείων ως μια καλή θεωρία της συμπεριφοράς των αποδόσεων. Για 
παράδειγμα οι Banz (1981) και Reinganumn (1981 )29 έδειξαν ότι υπάρχει 
σχέση μεταξύ της χρηματιστηριακής αξίας μίας εταιρείας και της 
χρηματιστηριακής της απόδοσης. Απέδειξαν δηλαδή, ότι οι μετοχές μικρών 
εταιρειών έχουν μεγαλύτερες αποδόσεις από μετοχές μεγάλου μεγέθους. 
Αυτό κατά τη θεωρία του CAPM συνιστά μια «ανωμαλία της αγοράς» γιατί 
ακριβώς δεν προβλέπεται από αυτήν ως φαινόμενο. Έχουν δοθεί, όμως, 
κάποιες ερμηνείες για το φαινόμενο αυτό. Μία εξ’ αυτών είναι πως το 
συγκεκριμένο δεν αποτελεί καθόλου «ανωμαλία» αφού μετοχές μικρών 
εταιρειών ενέχουν μεγαλύτερο κίνδυνο και συνεπώς είναι λογικό οι επενδυτές 
από την πλευρά τους να απαιτούν μεγαλύτερες αποδόσεις προκειμένου να 
επενδύσουν σε αυτές.
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2. ΕΜΠΕΙΡΙΚΗ ΕΦΑΡΜΟΓΗ ΤΟΥ ΥΠΟΔΕΙΓΜΑΤΟΣ 
ΤΙΜΟΛΟΓΗΣΗΣ ΚΕΦΑΛΑΙΟΥΧΙΚΩΝ ΠΕΡΙΟΥΣΙΑΚΩΝ 
ΣΤΟΙΧΕΙΩΝ (CAPM) ΣΕ ΔΕΚΑ ΜΕΤΟΧΕΣ ΤΟΥ 
ΧΡΗΜΑΤΙΣΤΗΡΙΟΥ ΑΞΙΩΝ ΑΘΗΝΩΝ
Οι μετοχές που χρησιμοποιήθηκαν στην παρούσα εργασία είναι από 
τον κλάδο των εκδόσεων-εκτυπώσεων και είναι οι ακόλουθες:
1. ΛΑΜΠΡΑΚΗΣ
2. ΛΥΜΠΕΡΗΣ
3. ΚΑΘΗΜΕΡΙΝΗ
4. ΝΑΥΤΕΜΠΟΡΙΚΗ
5. ΙΜΑΚΟ
6. ΑΤΤΙΚΕΣ
7. ΠΗΓΑΣΟΣ
8. ΤΕΧΝΙΚΕΣ
9. ΤΕΓΟΠΟΥΛΟΣ
10. ΧΑΪΔΕΜΕΝΟΣ
Κατασκευάσαμε τις ημερήσιες αποδόσεις των μετοχών δημιουργώντας 
το λόγο της διαφοράς της τιμής κλεισίματος σήμερα μείον την τιμή κλεισίματος 
χθες προς την τιμή κλεισίματος χθες.30έτσι δημιουργήσαμε μια βάση 
δεδομένων από το 2001 έως το Μάρτιο του 2004. το ομόλογο που 
χρησιμοποιήσαμε είναι το τριετές Έντοκο Ομόλογο Ελληνικού Δημοσίου. Και 
για το ομόλογο χρησιμοποιήσαμε τις ημερήσιες αποδόσεις του. Επίσης, η 
διαδικασία που ακολουθήθηκε για τις αποδόσεις των μετοχών ακολουθήθηκε 
και για τον υπολογισμό των ημερησίων αποδόσεων του Γενικού Δείκτη του 
Χρηματιστηρίου Αξιών Αθηνών.
Με αυτόν τον τρόπο, η διαφορά των αποδόσεων των ομολόγων, των 
μετοχών καθώς και των αποδόσεων του χρηματιστηριακού δείκτη και των 
ομολόγων έδωσε τα risk premium (rm-rf και r-η). Σκοπός της εργασίας μας 
είναι όπως διατυπώθηκε και στην αρχή της, να υπολογίσουμε τους 
συντελεστές βήτα για τις παραπάνω μετοχές με τη βοήθεια και τη χρήση του 
CAPM. Η εκτίμηση των συντελεστών beta λοιπόν, έγινε για όλη την περίοδο 
αναφοράς (8/01/2001-4/03/2004) και έπειτα για κάθε έτος χωριστά.
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Για να πετύχουμε το στόχο μας που ήταν η εξαγωγή των συντελεστών 
βήτα για κάθε μετοχή, χρειάστηκε να πραγματοποιήσουμε διάφορους 
ελέγχους και όπου αυτό θεωρήθηκε απαραίτητο να γίνουν και οι ανάλογες 
διορθώσεις. Αρχικά, πραγματοποιήσαμε έλεγχο Augmented Dickey-Fuller 
για να εξετάσουμε τη στασιμότητα των χρονολογικών σειρών καθώς επίσης 
και το τεστ Engle-Granger για το αν οι σειρές συνολοκληρώνονται όπου 
αυτό εκρίθη απαραίτητο.
Ακολούθως, παλινδρομήσαμε τα δεδομένα και κάναμε έλεγχο Jarque- 
Bera για να εξετάσουμε αν τα κατάλοιπα κατανέμονται κανονικά ή όχι. 
Έπειτα, πραγματοποιήσαμε διαγνωστικό έλεγχο για τυχόν ύπαρξη 
αυτοσυσχετίσεως στον διαταρακτικό όρο του υποδείγματος με το κριτήριο 
Durbin-Watson και τη d-statistic, καθώς επίσης, με το τεστ Breusch- 
Godfrey. Όπου υπήρξε πρόβλημα αυτοσυσχέτισης, αυτό επιλύθηκε με τη 
Durbin Two step. Ακολούθησε έλεγχος για ετεροσκεδαστικότητα (αν τα 
κατάλοιπα κατανέμονται τυχαία ή όχι), με τη χρήση του διαγράμματος των 
καταλοίπων με τις εκτιμημένες τιμές της εξαρτημένης μεταβλητής του 
υποδείγματος αλλά και με το τεστ Goldfeld-Quant. Επίσης, 
πραγματοποιήθηκαν έλεγχοι Cusum-Square για την ευστάθεια των 
συντελεστών. Μετά τη πραγματοποίηση όλων των παραπάνω, προέκυψαν 
και οι συντελεστές βήτα για κάθε μετοχή.
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2.1 ΕΛΕΓΧΟΙ ΓΙΑ ΣΤΑΣΙΜΟΤΗΤΑ ΚΑΙ ΣΥΝΟΛΟΚΛΗΡΩΣΗ ΣΤΙΣ 
ΧΡΟΝΟΛΟΓΙΚΕΣ ΣΕΙΡΕΣ R-Rr ΚΑΙ Rm-Rp ΓΙΑ ΤΗΝ ΤΡΙΕΤΙΑ 
2001-2004 ΚΑΙ ΓΙΑ ΤΑ ΕΤΗΣΙΑ ΔΕΔΟΜΕΝΑ
Προκειμένου να προχωρήσουμε στη διαδικασία εκτίμησης των 
συντελεστών beta, το πρώτο πράγμα με το οποίο θα πρέπει να ασχοληθούμε 
είναι η στασιμότητα των χρονολογικών σειρών των αποδόσεων. Αν και οι δύο 
χρονολογικές σειρές (rm-rf και r-rf) είναι στάσιμες, αυτομάτως οδηγούμαστε στο 
συμπέρασμα ότι συνολοκληρώνονται, χωρίς να απαιτείται να προβούμε σε 
κανένα έλεγχο συνολοκήρωσης. Αν μια από τις δύο σειρές είναι μη στάσιμη ή 
ακόμα και οι δύο, τότε θα πρέπει να ελέγξουμε αν οι δύο σειρές 
συνολοκληρώνονται (κάτι που στην παρούσα εργασία δε χρειάστηκε, αφού 
όλες οι σειρές ήταν στάσιμες)31
Πριν ξεκινήσουμε την ανάλυση, είναι σκόπιμο να εξηγήσουμε τι 
σημαίνει ότι μια χρονολογική είναι στάσιμη ή μη στάσιμη και τι εννοούμε 
λέγοντας συνολοκλήρωση. Έτσι λοιπόν, μια χρονολογική σειρά είναι στάσιμη 
όταν η τιμή της κυμαίνεται γύρω από τη μέση τιμή της προσεγγιστικά με 
σταθερό διάστημα και τείνει στη μέση τιμή της. Μια σειρά για να είναι μη 
στάσιμη, πρέπει να παρουσιάζει διαχρονική μεταβολή των στατιστικών 
ιδιοτήτων της. Με άλλα λόγια, ο μέσος και η διακύμανσή της είναι συνάρτηση 
του χρόνου. Τέλος, αν δυο μεταβλητές συνολοκληρώνονται, αυτό σημαίνει ότι 
η οικονομική σχέση που τις συνδέει παρουσιάζει μια μακροχρόνια ισορροπία
Το φαινόμενο ότι δύο σειρές που είναι μη στάσιμες να 
συνολοκληρώνονται, μπορεί να συμβαίνει, παρόλο που οι χρονολογικές 
σειρές προφανώς εμπεριέχουν στοχαστικά στοιχεία, γιατί μακροχρόνια 
συμβαδίζουν και η διαφορά μεταξύ τους είναι σταθερή. Με άλλα λόγια, το 
σφάλμα ανισορροπίας εκτιμάται με το διαταρακτικό όρο παραμένει σταθερό.
Τους ελέγχους για τη στασιμότητα ή μη των χρονολογικών σειρών τους 
πραγματοποιήσαμε με το Augmented Dickey-Fuller test, ενώ τον έλεγχο για 
συνολοκλήρωση θα τον πραγματοποιούσαμε με το Engle-Granger test, 
ακολουθεί συνοπτικά η παρουσίαση των διαδικασιών των τεστ αυτών. 
Σύμφωνα λοιπόν με το Augmented Dickey-fuller (ADF) ο έλεγχος γίνεται ως 
εξής: παλινδρομούμε μια χρονολογική σειρά έστω Yt περιλαμβάνοντας τη
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χρήση πρώτων διαφορών, σταθερού όρου και τάσης και παίρνουμε την εξής 
σχέση:
ΔΥ,=β0+βι*Τ+β2*ΥΜ+β3*ΔΥΜ+ε*
όπου: AYt=Yt-Yt-i (πρώτες διαφορές) και Τα η τάση.
Από την παλινδρόμηση παίρνουμε την τιμή της στατιστικής τ την 
οποία και συγκρίνουμε με τη στατιστική τ0των πινάκων ελέγχοντας τις κάτωθι 
υποθέσεις:
Η0=Η χρονολογική σειρά είναι μη στάσιμη 
Ηι=Η χρονολογική σειρά είναι στάσιμη
Αν ισχύει\τ\ >\tc\ τότε η αρχική υπόθεση Η0 απορρίπτεται και άρα η 
χρονολογική σειρά είναι στάσιμη που είναι και το ζητούμενο στην προκειμένη 
περίπτωση. Αν ισχύει το αντίθετο, δηλαδή |r|<|rc|, τότε η χρονολογική σειρά
είναι μη στάσιμη και πρέπει να κάνουμε έλεγχο για το αν οι σειρές 
συνολοκληρώνονται.
Ο έλεγχος αυτός γίνεται με το τεστ Engle-Granger, ο οποίος έχει 
διαδικασία ανάλογη με αυτή που ακολουθείται για τον έλεγχο στασιμότητας. 
Αρχικά λοιπόν, πραγματοποιούμε παλινδρόμηση της σχέσης:
AUt=p*Ut.i+Vt
όπου: Ut είναι τα κατάλοιπα της παλινδρόμησης της οικονομικής σχέσης των 
χρονολογικών σειρών, για τις οποίες ελέγχουμε για συνολοκλήρωση,
η πραγματοποιηθείσα παλινδρόμηση θα μας δώσει την τιμή της 
στατιστικής τα την οποία και θα συγκρίνουμε με την κριτική τιμή tc των 
πινάκων για να ελέγξουμε τις ακόλουθες υποθέσεις:
Η0= Τα κατάλοιπα δεν είναι στάσιμη σειρά και άρα οι μεταβλητές δεν 
συνολοκληρώνονται.
Ηι= Τα κατάλοιπα είναι στάσιμη σειρά και άρα οι μεταβλητές 
συνολοκληρώνονται
Αν ισχύει |τ| >|rc| η υπόθεση Η0 απορρίπτεται, οπότε οι χρονολογικές
σειρές συνλοκληρώνονται. Αν αντίθετα ισχύει |r| < |-rc| τότε η αρχική υπόθεση
Η0 γίνεται δεκτή γεγονός που σημαίνει ότι οι χρονολογικές σειρές δεν 
συνολοκληρώνονται. Όπως παρατηρούμε το τεστ Engle-Granger
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πραγματοποιεί έλεγχο στασιμότητας στα κατάλοιπα προκειμένου να καταλήξει 
στο αν οι μεταβλητές συνολοκληρώνονται ή όχι.32
Μετά την παρουσίαση των απαραίτητων ελέγχων, μπορούμε να 
περάσουμε στο σχολιασμό των αποτελεσμάτων που προέκυψαν στην 
παρούσα εργασία. Η εφαρμογή του ADF για την τριετία ολόκληρη, αλλά και 
για το κάθε έτος χωριστά μας έδειξε ότι όλες οι σειρές είναι στάσιμες, (rm-rf και 
r-rf), οπότε, κατά συνέπεια, το τεστ Engle-Granger δε χρειάστηκε να 
χρησιμοποιηθεί σε καμία περίπτωση. Δηλαδή, με άλλα λόγια, σε όλες τις 
περιπτώσεις η στατιστική τ του τεστ ήταν μεγαλύτερη από την κριτική τιμή τ0 
των πινάκων (τα αποτελέσματα παρουσιάζονται αναλυτικά στο παράρτημα 
Α’)-
Για να γίνουμε πλήρως κατανοητοί θα προχωρήσουμε στην 
παρουσίαση μιας μετοχής για τα αποτελέσματα που εξάγαμε για ολόκληρη 
την περίοδο αναφοράς αλλά και για κάθε έτος μεμονωμένα.
Ως παράδειγμα μετοχής για όλη την περίοδο ας πάρουμε την μετοχή 
Λαμπράκης Α.Ε. αναφέρουμε πως η ίδια ανάλυση μπορεί να γίνει και για τις 
υπόλοιπες μετοχές. Παρατηρούμε (βλ. Παράρτημα Α’) πως το ADF test για 
τη χρονολογική σειρά R-Rf έδωσε στατιστική τιμή \τ\ = |-24,55907| , ενώ η
κριτική τιμή είναι |rcj = |-3,9746|. Αφού ισχύει |r|>|rc|, η αρχική υπόθεση Η0
απορρίπτεται και κατά συνέπεια η χρονολογική σειρά R-Rf είναι στάσιμη. 
Επιπρόσθετα, το ADF test δίνει για τη χρονολογική σειρά Rm-Rf στατιστική 
τιμή εξίσου υψηλή (βλ. Παράρτημα Α’). Δηλαδή, δίνει στατιστική τιμή 
|r| = |-25,92797] και η οποία είναι μεγαλύτερη της κριτικής τιμής |/c| =|- 3,9746]
κατά πολύ. Συνεπώς και σε αυτήν την περίπτωση η αρχική υπόθεση Η0 
απορρίπτεται και η χρονολογική σειρά Rm-Rf είναι στάσιμη.
Ως παράδειγμα μετοχής για κάθε έτος μεμονωμένα μπορούμε να 
χρησιμοποιήσουμε τη μετοχή ΛΥΜΠΕΡΗΣ Α.Ε. Και στην περίπτωση της 
ετήσιας ανάλυσης όλες οι χρονολογικές σειρές είναι στάσιμες και έτσι δε 
χρειάστηκε να πραγματοποιήσουμε έλεγχο συνολοκλήρωσης. Συνεπώς, ας 
πάρουμε ενδεικτικά τα έτη 2001 και 2002. Για το 2001 και τη χρονολογική 
σειρά R-RF, η στατιστική τιμή |γ| = |- 14,97149] είναι κατά πολύ μεγαλύτερη της
κριτικής τιμής |/c| = |-3,9987|. Άρα, η χρονολογική σειρά είναι στάσιμη.
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Αντίστοιχα και για τη χρονολογική σειρά Rm-Rf ισχύει αυτό, αφού η στατιστική 
τιμή |r| = |-14,57464) είναι κατά πολύ μεγαλύτερη, σε απόλυτες τιμές πάντα,
της κριτικής τιμής |rc| =|- 3,9987). Κατά συνέπεια, η εν λόγω χρονολογική σειρά
είναι στάσιμη. Το ίδιο συμβαίνει και για τα υπόλοιπα έτη, γεγονός που 
μπορούμε να το διαπιστώσουμε κοιτώντας στο παράρτημα Α’.
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2.2 ΕΚΤΙΜΗΣΗ ΤΩΝ ΣΥΝΤΕΛΕΣΤΩΝ BETA ΓΙΑ ΤΗΝ ΤΡΙΕΤΙΑ
8/01/2001-4/03/2004
Τα αποτελέσματα των παλινδρομήσεων παρουσιάζονται αναλυτικά στο 
Παράρτημα Β’ για κάθε μετοχή. Επίσης, φαίνονται τα στατιστικά για τα 
κατάλοιπα, το διάγραμμα των καταλοίπων με τις εκτιμημένες τιμές, το τεστ 
Goldfeld-Quant και το Cusum-Square test. Πρέπει να σημειωθεί σε αυτό το 
σημείο πως παρουσιάζεται για κάθε μετοχή το διάγραμμα των καταλοίπων και 
για κάθε έτος. Όμως, σε καμία μετοχή τα κατάλοιπα δε φαίνεται να 
κατανέμονται κανονικά σύμφωνα με το κριτήριο Jarque-Bera. Δηλαδή, για 
όλες τις μετοχές ισχύει JB>X22,a Τούτο, σημαίνει πως η υπόθεση Η0: “Τα 
κατάλοιπα ακολουθούν την κανονική κατανομή” απορρίπτεται, σύμφωνα με το 
τη διαδικασία του ομώνυμου τεστ. Επίσης, το Cusum-Square test για την 
ευστάθεια των συντελεστών , δίνει αρνητικά αποτελέσματα για την ευστάθεια 
των συντελεστών(ξεφεύγει δηλαδή η ευθεία από το διάστημα εμπιστοσύνης). 
Παρουσιάζουμε το διάγραμμα για κάθε μία από τις δέκα μετοχές στο 
παράρτημα Β’.
Γενικά και σύμφωνα με την άποψη του Κιντή (1982), οι εμπειρικοί 
ερευνητές των οικονομικών δεδομένων δε φαίνεται να ασχολούνται ιδιαίτερα 
σοβαρά με την παραβίαση της υπόθεσης της κανονικότητας των καταλοίπων. 
Τούτο συμβαίνει για τρεις λόγους. Ο πρώτος από αυτούς είναι πως δεν είναι 
εύκολη η εξέταση της κανονικότητας. Η εξέταση της μορφής των καταλοίπων, 
δεν είναι πάντα αξιόπιστη, γιατί τα κατάλοιπα δέχονται επιδράσεις από 
πολλούς παράγοντες, έτσι ώστε να μην αντανακλούν πάντα την πραγματική 
κατανομή των τιμών της τυχαίας μεταβλητής. Επίσης, λόγω κάποιων ειδικών 
συνθηκών που μπορεί να αντιμετωπίζονται στην οικονομετρική ανάλυση, η 
παραπάνω υπόθεση δεν αποτελεί κάτι σημαντικό.
Ο δεύτερος λόγος είναι ότι πολλές φορές μπορεί να έχουν 
συμπεριληφθεί σχεδόν όλες οι μεταβλητές (ερμηνευτικές) στο υπόδειγμα και 
αυτές που δεν χρησιμοποιήθηκαν να ασκούν ελάχιστη επίδραση αλλά και να 
είναι σχεδόν ασήμαντες. Αυτό, όμως, θα έχει και κάποια αντανάκλαση στα 
κατάλοιπα. Ο τρίτος λόγος είναι ότι μικρές αποκλίσεις από την κανονική 
κατανομή δεν επηρεάζουν την αξιοπιστία των αποτελεσμάτων. Μάλιστα,
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όπως χαρακτηριστικά αναφέρεται, σε δείγμα με περισσότερες από 20 
παρατηρήσεις η κατανομή των καταλοίπων τείνει να πλησιάζει την κανονική.33
Από το αποτέλεσμα της παλινδρόμησης της εξαρτημένης μεταβλητής τ­
η και της ανεξάρτητης rm-rf (Παράρτημα Β’) βλέπουμε ότι ο συντελεστής 
προσδιορισμού R2 είναι 0,488777 ή 48,9%. Αυτό σημαίνει πως η rm-rf 
προσδιορίζει κατά 48,9% τη συμπεριφορά της εξαρτημένης μεταβλητής. 
Επίσης, παρατηρούμε πως το t-ratio για το συντελεστή της rm-rf είναι 
27,36177 γεγονός που υποδηλώνει υψηλή στατιστική σημαντικότητα 
(εμπειρικά πρέπει η απόλυτη τιμή του να είναι μεγαλύτερη του 2). Επιπλέον, η 
F στατιστική μας υποδεικνύει την υψηλή στατιστική σημαντικότητα του 
υποδείγματος (F=748,6663), αφού είναι σημαντικά υψηλότερη από 
οποιαδήποτε τιμή της F στους στατιστικούς πίνακες για επίπεδο 
εμπιστοσύνης α=0,05.
Έπειτα, ακολουθεί ο έλεγχος για αυτοσυσχέτιση. Αυτό το πρόβλημα 
έγκειται στο ότι αν η εξαρτημένη μεταβλητή συμπεριληφθεί στο υπόδειγμά 
μας με μια χρονική υστέρηση, οι εκτιμητές ελάχιστων τετραγώνων (OLS) είναι 
μεν συνεπείς, εντούτοις όμως, είναι μεροληπτικοί. Συνεπώς, διαδοχικά 
κατάλοιπα συσχετίζονται μεταξύ τους, γεγονός που οδηγεί σε υποεκτιμημένα 
τυπικά σφάλματα. Ο έλεγχος για την αυτοσυσχέτιση γίνεται με βάση το 
κριτήριο Durbin-Watson, το οποίο εξάγεται ταυτόχρονα με τα αποτελέσματα 
της παλινδρόμησης. Αναφορικά με τη μετοχή ΛΑΜΠΡΑΚΗΣ ως παράδειγμα, 
βλέπουμε στο παράρτημα Β' ότι το κριτήριο είναι d=1,75. Το αν υφίσταται η 
αυτοσυσχέτιση ως πρόβλημα στο συγκεκριμένο παράδειγμα , μπορούμε να 
το διαπιστώσουμε κοιτώντας το σχήμα 6 της επόμενης σελίδας και 
ακολουθώντας την εξής μεθοδολογία:
Μια επιπρόσθετη μέθοδος εντοπισμού αυτοσυσχέτισης είναι και το 
Breusch-Godfrey test και το οποίο περιλαμβάνει τα ακόλουθα βήματα 
"Έστω ο διαταρακτικός όρος χαρακτηρίζεται από auto ρ τάξεως
Ut=Pi*Ut-i+p2*Ut-2+...+Pp*Ut.p+ Et 
Ελέγχουμε την αρχική υπόθεση: Η0:ρι=Ρ2=·..=Ρρ=0
1. Εκτιμάμε το υπόδειγμα και παίρνουμε τα κατάλοιπα U
2. Τρέχουμε τη βοηθητική παλινδρόμηση ανάμεσα στο Ut και Ut-i ,Ut-2.....
Ut-p με Ν-ρ παρατηρήσεις. Αν ισχύει η αρχική υπόθεση Η0 τότε 
(N-p)*R2~X2a,p (R2 από βοηθητική παλινδρόμηση)
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3. Για μεγάλες τιμές της στατιστικής (N-p)*R2 απορρίπτω την αρχική 
υπόθεση Η0. δηλαδή αν (N-p)*R2>X2a,p34
ΣΧΗΜΑ 6
Στο σχήμα 6 βλέπουμε πως η στατιστική d=1,75 βρίσκεται στο 
διάγραμμα μέσα στην περιοχή που υποδηλώνει τη μη ύπαρξη 
αυτοσυσχέτισης, οπότε συμπεραίνουμε πως το CAPM για τη μετοχή 
ΛΑΜΠΡΑΚΗΣ δεν πάσχει από αυτοσυσχέτιση για την περίοδο 2001-2004. με 
τον ίδιο ακριβώς τρόπο εξετάσαμε και τις υπόλοιπες μετοχές για 
αυτοσυσχέτιση και σε καμία από αυτές και για τη συγκεκριμένη χρονική 
περίοδο δεν εντοπίστηκε πρόβλημα ύπαρξης αυτοσυσχέτισης του 
διαταρακτικού όρου.
Έπειτα από τον έλεγχο για αυτοσυσχέτιση για μας μας μετοχές 
ακολούθησε ο έλεγχος για ετεροσκεδαστικότητα (heteroskedasticity). Το 
συγκεκριμένο πρόβλημα εμφανίζεται κατά κύριο λόγο όταν πρόκειται για 
διαστρωματικά στοιχεία. Δεν αποκλείεται, μας, η ύπαρξη τέτοιου 
προβλήματος και σε χρονολογικές σειρές. Θα πρέπει ίσως να σημειώσουμε 
πως εμφανίζεται ως πρόβλημα η ετεροσκεδαστικότητα κυρίως σε τιμές 
μετοχών, ρυθμό πληθωρισμού κ.α. Ετεροσκεδαστικότητα υπάρχει όταν η 
διακύμανση του διαταρακτικού όρου δεν παραμένει σταθερή. Στην περίπτωση 
αυτή οι συντελεστές είναι γραμμικοί αλλά δεν είναι BLUE (Best Linear 
Unbiased Estimators).35 Αρχικά, κατασκευάσαμε το διάγραμμα των 
καταλοίπων με μας εκτιμημένες τιμές και στη συνέχεια, προκειμένου να 
υποστθηρίξουμε αυτό που το διάγραμμα έδειχνε πραγματοποιούσαμε και το
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τεστ Goldfeld-Quant. Μας και προηγούμενα θα σχολιάσουμε τα 
αποτελέσματα για τη μετοχή ΛΑΜΠΡΑΚΗΣ. Μετά τα αποτελέσματα μας 
παλινδρόμησης βλέπουμε στο παράρτημα Β’ το διάγραμμα των καταλοίπων 
και εκτιμημένων τιμών (residuals versus fitted values). Με μια πρώτη ματιά, το 
διάγραμμα μας δίνει την αίσθηση ότι τα κατάλοιπα είναι ομοσκεδαστικά. Στη 
συνέχεια και προκειμένου να σιγουρευτούμε κάναμε το τεστ Goldfeld-Quant. 
Το τεστ αυτό περιλαμβάνει τα ακόλουθα βήματα:
1. κατατάσσουμε τις παρατηρήσεις των μεταβλητών με βάση τη μεταβλητή 
που δημιουργεί το πρόβλημα. Εδώ έχουμε ένα διμεταβλητό υπόδειγμα, οπότε 
κατατάσσουμε τις παρατηρήσεις με βάση την ανεξάρτητη μεταβλητή rm-rf
2. Χωρίζουμε το δείγμα σε τρία μέρη. Εδώ το χωρίσαμε σε τρία μέρη των 261 
παρατηρήσεων.
3. Παλινδρομούμε το πρώτο και τελευταίο δείγμα αφήνοντας εκτός ανάλυσης 
τις d κεντρικές παρατηρήσεις και παίρνουμε τα SSR (Residuals Sum of 
Squares)
4. Δημιουργούμε τη στατιστική F του τεστ η οποία ισούται με:
._ _ SSR2
I toot-*
SSR’
Επίσης, βρίσκουμε από τους πίνακες της κατανομής F για διάστημα
γΐ — d_
εμπιστοσύνης α=0,05 και ------------- βαθμούς ελευθερία, την κριτική τιμή της
F. Το η είναι το μέγεθος του δείγματος, το δ είναι οι κεντρικές παρατηρήσεις 
του δείγματος που αφήσαμε εκτός ανάλυσης και κ είναι ο αριθμός των 
ανεξάρτητων μεταβλητών.εδώ οι βαθμοί ελευθερίας είναι 259.
5. κάνουμε τον έλεγχο των υποθέσεων
Έστω Η0: Ο διαταρακτικός όρος είναι ομοσκεδαστικός
Ηι: Ο διαταρακτικός όρος δεν είναι ομοσκεδαστικός 
FI υπόθεση γίνεται δεκτή αν Ftes^FnivdKwv ενώ απορρίπτεται εάν συμβαίνει το 
αντίθετο, δηλαδή αν Ftest^F-n-ividcujv
Το τεστ αυτό πραγματοποιείται για τη μετοχή ΛΑΜΠΡΑΚΗΣ και 
παρουσιάζεται στο παράρτημα Β’ αναλυτικά. Το ίδιο γίνεται και για τις 
υπόλοιπες μετοχές, αφού σε ορισμένες παρουσιάστηκε το πρόβλημα της 
ετεροσκδαστικότητας και συγκεκριμένα στη μετοχή ΠΗΓΑΣΟΣ και στην 
ΚΑΘΗΜΕΡΙΝΗ.. Παρατηρούμε λοιπόν, πως το RSSi=0,001170 και το
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RSS2=0,001037 της μετοχής ΛΑΜΠΡΑΚΗΣ με F=0,8863247, το οποίο και 
είναι μικρότερο του FTTIV(skWv=1· Συνεπώς, για τη συγκεκριμένη μετοχή δεν 
υφίσταται πρόβλημα ετεροσκδαστικότητας. Στην περίπτωση, όμως, που 
προκόψει τέτοιο ζήτημα όπως συνέβη και με δύο μετοχές της παρούσης 
εργασίας τότε οφείλουμε να επιλύσουμε το πρόβλημα. Αυτό επιλύνεται 
μετασχηματίζοντας το υπόδειγμα ως 
ΥΑι=β1/Χι+β2+υί/Χί (1)
Τώρα E(Ui2)=E(Ui/Xi)2=1/Xi2*E(Ui2)=a2. Εφαρμόζουμε OLS στο (1) 
παλινδρομώντας Υ,/Χ, με 1/Χ37
Το φαινόμενο της ύπαρξης ετεροσκεδαστικότητας σε χρονολογικές 
σειρές είναι γνωστό στη διεθνή βιβλιογραφία με τον όρο ARCH 
(Autoregressive Conditional Heteroskedasticity). Για να αντιληφθούμε την 
ύπαρξη του φαινομένου αυτού πρέπει να προβούμε και στον απαραίτητο 
έλεγχο. Ο έλεγχος αυτός έχει τρία βήματα, τα οποία είναι τα εξής:
Αρχικά ελέγχω την αρχική υπόθεση Η0=αι=α2=...=αρ=0
1. Υπολογίζω Ut από το αρχικό υπόδειγμα.
2. Εκτιμάμε τους συντελεστές αι,α2,...,αρ εφαρμόζοντας OLS στο 
υπόδειγμα
Ut2=a0+ai *Ut-i 2+a2*U,.22+... +ap*Ut-P2+Vt
3.0 έλεγχος της Η0:αι=α2=...=αρ, γίνεται είτε με την F, είτε με την LM 
στατιστική N*R2, η οποία ακολουθεί τη X2 με ρ βαθμούς ελευθερίας. Ο 
συντελεστής προσδιορισμού προκύπτει από το δεύτερο βήμα. Αν N*R2<X2QiP 
ή αν F<Fa η μηδενική υπόθεση ότι δεν υπάρχει αποτέλεσμα ARCH, γίνεται 
δεκτή (ομοσκεδαστικότητα). Αν απορριφθεί η αρχική υπόθεση, τότε υπάρχει 
ετεροσκεδαστικότητα και κατά συνέπεια και αποτέλεσμα ARCH. Και η F και η 
X είναι συνεχείς κατανομές. Η X2 έχει ρ βαθμούς ελευθερίας, ενώ η F έχει 
(η/η=κ) όπου κ ο αριθμός των ανεξάρτητων μεταβλητών.38
Έπειτα από όλους αυτούς τους ελέγχους, καταλήξαμε και στον 
υπολογισμό των συντελεστών βήτα για τις δέκα μετοχές της έρευνας για την 
περίοδο 8/01/2001-4/03/2004. Ο πίνακας 1 δείχνει αυτά τα αποτελέσματα
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ΠΙΝΑΚΑΣ 1
Περίοδος 8/01/2001-4/03/2004
ΜΕΤΟΧΗ ΣΥΝΤΕΛΕΣΤΗΣ ΒΗΤΑ
ΛΑΜΠΡΑΚΗΣ 1,86
ΛΥΜΠΕΡΗΣ 1,45
ΚΑΘΗΜΕΡΙΝΗ 1,11
ΝΑΥΤΕΜΠΟΡΙΚΗ 1,11
ΙΜΑΚΟ 1,61
ΑΤΤΙΚΕΣ 0,86
ΠΗΓΑΣΟΣ 1,22
ΤΕΧΝΙΚΕΣ 1,24
ΤΕΓΟΠΟΥΛΟΣ 1,52
ΧΑΪΔΕΜΕΝΟΣ 1,45
Αυτό που δυνάμεθα να παρατηρήσουμε κοιτώντας τα αποτελέσματα 
είναι πως οι μετοχές ως επί τω πλείστον (πλην των αττικών εκδόσεων), έχουν 
συντελεστή βήτα για ολόκληρη την περίοδο μεγαλύτερο της μονάδας. Αυτό 
σύμφωνα με τη θεωρία έτσι όπως την αναπτύξαμε σε πρωθύστερο σημείο της 
μελέτης, σημαίνει πως οι μετοχές είναι επιθετικές. Έτσι σε περιόδους έντονης 
ανόδου της αγοράς θα προσφέρουν πολύ υψηλές αποδόσεις, ενώ αντίθετα σε 
περιόδους πτώσης της αγοράς θα επιφέρει έντονες απώλειες. Για 
παράδειγμα, αν ο δείκτης μεταβληθεί κατά 10% περίπου, η ΧΑΪΔΕΜΕΝΟΣ θα 
μεταβληθεί κατά 14,5% περίπου κ.ο.κ.
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2.3 ΕΚΤΙΜΗΣΗ ΤΩΝ ΣΥΝΤΕΛΕΣΤΩΝ BETA ΜΕ ΣΚΟΠΟ ΤΗΝ 
ΕΞΑΓΩΓΗ ΕΤΗΣΙΩΝ ΑΠΟΤΕΛΕΣΜΑΤΩΝ
Σε αυτό το σημείο, χωρίσαμε το υπόδειγμα σε τέσσερα υπο-δείγματα. 
Τα στατιστικά των καταλοίπων που μας δίνουν και τι κριτήριο Jarque-Bera , 
τα παρουσιάζουμε στο παράρτημα Β’ και για κάθε έτος για όλες τις μετοχές. 
Το αποτέλεσμα είναι το ίδιο για όλες τις μετοχές για ολόκληρη την περίοδο 
(και όπως προείπαμε, δεν κατανέμονται κανονικά).
Τρέξαμε λοιπόν αρχικά για κάθε έτος, την παλινδρόμηση για τις 
μεταβλητές r-rf (εξαρτημένη) και rm-rf (ανεξάρτητη). Πραγματοποιήσαμε 
ελέγχους για αυτοσυσχέτιση γιατί παρόλο που τα αποτελέσματα ολόκληρης 
της περιόδου δεν παρουσιάζουν πρόβλημα αυτοσυσχέτισης, εντούτοις, όμως, 
μπορεί να εντοπιστεί όταν πραγματοποιούμε την ανάλυση για τα έτη χωριστά. 
Η μέθοδος που χρησιμοποιήσαμε για την απαλοιφή της αυτοσυσχέτισης 
(όπου αυτό ήταν απαραίτητο), ήταν η μέθοδος των δυο βημάτων του 
Durbin (Durbin’s two step method).
Τα βήματα της μεθόδου αυτής είναι πέντε και είναι τα ακόλουθα:
1. παλινδρομούμε τα δεδομένα. Έστω ότι έχουμε γενικά ένα υπόδειγμα 
της μορφής: Yt=a+p*Xt+Ut.
2. παίρνουμε τις πρώτες υστερήσεις των μεταβλητών και εκτιμούμε το 
υπόδειγμα: Yt=Po+Pi*Xt+b2*Yt-i+b3*Xt-i+£t
3. Με τη βοήθεια του συντελεστή ρ μετασχηματίζουμε τις μεταβλητές ως 
εξής: Y>Yt-p*Yt-i και Χ,-Χ,-ρ'Χμ
Επειδή με τη χρήση των μεταβλητών με υστέρηση θα χάσουμε τις πρώτες 
παρατηρήσεις των μεταβλητών, για να μη χαθούν αυτές θα 
χρησιμοποιήσουμε τους παρακάτω τύπους να τους εξάγουμε::
Y‘t=Yt*V1 -Ρ2 καιXt‘=Xt*φ-ρ2
4. Παλινδρομούμε τις δύο νέες μεταβλητές του υποδείγματος δηλαδή, 
Yt =γ+δ*Χ\-+vt
5. Για να καταλήξουμε στο τελικό υπόδειγμα, όμως, θα πρέπει να 
αλλάξουμε το σταθερό όρο γ. Μετά την αλλαγή αυτή ο νέος σταθερός
γ
όρος θα είναι: bo= —^—
\-ρ
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Έτσι, το τελικό υπόδειγμα απαλλαγμένο από το πρόβλημα της 
αυτοσυσχέτισης θα έχει τη μορφή: Y*t=bo+5*X*39
Θα παρουσιάσουμε τη διαδικασία για το έτος 2004 για τη μετοχή 
ΛΑΜΠΡΑΚΗΣ. Η διαδικασία είναι ακριβώς η ίδια για όλες τις μετοχές και για 
όλα τα έτη (βλ. Παράρτημα Β’)
Έτοο 2001
Αρχικά τρέξαμε την παλινδρόμηση για το έτος 2001 για τη 
ΛΑΜΠΡΑΚΗΣ. Παρατηρούμε ότι ο συντελεστής προσδιορισμού είναι 
R2=69,4% (γεγονός που δείχνει ότι η ανεξάρτητη μεταβλητή ερμηνεύει καλά 
την εξαρτημένη). To t-ratio από την άλλη, για το μεν σταθερό όρο είναι 
μικρότερο της μονάδας γεγονός που δηλώνει ότι ο σταθερός όρος είναι 
στατιστικά μη σημαντικός. Ως σύνολο το υπόδειγμα είναι στατιστικά σημαντικό 
αφού η τιμή F είναι ίση με 552,42 (κατά πολύ μεγαλύτερη κάθε κριτικής τιμής 
στον πίνακα της F κατανομής).
Κατόπιν ελέγξαμε τη στατιστική Durbin-Watson η οποία δίνεται έτοιμη 
στο υπόδειγμα και είναι d=1,80. αν τοποθετήσουμε τη d στο σχήμα 6 θα 
διαπιστώσουμε πως βρίσκεται στην περιοχή η οποία δείχνει ότι δεν υπάρχει 
αυτοσυσχέτιση στο υπόδειγμα. Κατά συνέπεια ο συντελεστής βήτα είναι αυτός 
που υπολογίσαμε στην παλινδρόμηση και είναι ίσος με 1,74.- Η ίδια 
διαδικασία ακολουθήθηκε για όλες τις μετοχές και όπου υπήρχε το πρόβλημα 
της αυτοσυσχέτισης αυτό επιλύθηκε με τον τρόπο που παρουσιάστηκε 
νωρίτερα.
Δεν παρουσίασαν αυτοσυσχέτιση όλα τα έτη και όλες οι μετοχές. Για το λόγο 
αυτό παρουσιάζουμε τον παρακάτω πίνακα, στον οποίο παρατίθεται 
συνοπτικά σε ποιες μετοχές παρουσιάστηκε το πρόβλημα και σε ποιο έτος.
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ΠΙΝΑΚΑΣ 2
ΛΑΜΠΡΑΚΗΣ 2004
ΛΥΜΠΕΡΗΣ -
ΚΑΘΗΜΕΡΙΝΗ 2003
ΝΑΥΤΕΜΠΟΡΙΚΗ 2001
ΙΜΑΚΟ 2003
ΑΤΤΙΚΕΣ -
ΠΗΓΑΣΟΣ 2004
ΤΕΧΝΙΚΕΣ 2003
ΤΕΓΟΠΟΥΛΟΣ -
ΧΑΪΔΕΜΕΝΟΣ 2001,2003
Οι διαδικασίες που παρουσιάσαμε παραπάνω και οι οποίες 
ακολουθήθηκαν για όλες τις μετοχές μας έδωσαν τους συντελεστές βήτα. 
Παρακάτω, παρουσιάζεται ένας πίνακας ο οποίος δείχνει συνολικά για όλες 
τις μετοχές της εργασίας, για κάθε έτος χωριστά αλλά και για την τριετία 
συνολικά, τα beta.
^-^ΕΤΗ 
ΜΕΤΟΧΕΣ'"—
2001 2002 2003 2004 ΤΡΙΕΤΙΑ
ΛΑΜΠΡΑΚΗΣ 1,74 1,78 2,14 1,99 1,86
ΛΥΜΠΕΡΗΣ 0,74 2,09 2,32 1,86 1,45
ΚΑΘΗΜΕΡΙΝΗ 1,14 0,80 1,19 0,58 1,11
ΝΑΥΤΕΜΠΟΡΙΚΗ 1,37 1,06 0,98 0,87 1,11
ΙΜΑΚΟ 1,57 1,44 1,90 1,32 1,61
ΑΤΤΙΚΕΣ 0,76 1,08 0,94 0,31 0,86
ΠΗΓΑΣΟΣ 1,35 ,08 1,34 1,11 1,22
ΤΕΧΝΙΚΕΣ 1,04 1,09 1,64 1,48 1,24
ΤΕΓΟΠΟΥΛΟΣ 1,50 1,19 1,81 1,48 1,52
ΧΑΪΔΕΜΕΝΟΣ 1,3 1,34 1,88 1,88 1,45
Όπως παρατηρούμε και στον πίνακα οι μετοχές δεν παρουσιάζουν και 
τόσο παραπλήσια συμπεριφορά. Οι συντελεστές επικινδυνότητας διαφέρουν 
από λίγο μεταξύ κάποιων μετοχών, έως αρκετά μερικών. Βλέπουμε επίσης,
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πως όλες οι μετοχές πλην αυτής των ΑΤΤΙΚΩΝ ΕΚΔΟΣΕΩΝ που έχει beta<1 
και είναι συνακόλουθα αμυντική μετοχή, έχουν συντελεστές beta>1 και είναι 
επιθετικές μετοχές, σύμφωνα με την ανάλυση που κάναμε στη διάρκεια της 
εργασίας.
Για να κάνουμε καλύτερα αντιληπτό τον τρόπο ανάλυσης θα 
ασχοληθούμε και θα σχολιάσουμε μια μετοχή. Αυτή θα είναι η μετοχή 
ΛΑΜΠΡΑΚΗΣ. Παρατηρούμε συνεπώς, πως αυτή η μετοχή έχει συντελεστή 
βήτα αρκετά μεγαλύτερο της μονάδας σε όλες τις περιόδους ανάλυσης. Είναι 
δηλαδή μια καθαρά επιθετική μετοχή. Παίρνοντας ως παράδειγμα το beta του 
2001 β=1,74 μπορούμε να πούμε ότι αν ο γενικός δείκτης μεταβληθεί κατά 
10%, τότε η μετοχή αυτή θα μεταβληθεί κατά 17,4%. Το 2002 η μετοχή αυτή 
γίνεται ελαφρώς πιο επιθετική με β=1,78, που σημαίνει ότι σε μια μεταβολή 
του δείκτη κατά 10% η μετοχή θα μεταβληθεί κατά 17,8% το 2003 η μετοχή 
γίνεται ακόμη πιο επιθετική έχοντας β=2,14. αυτό σημαίνει πως μια μεταβολή 
του δείκτη κατά 10% θα οδηγήσει σε μεταβολή της τιμής της μετοχής κατά 
21,4%. Το 2004 η μετοχή παρουσιάζει μικρότερο συντελεστή β=1,99. δηλαδή, 
σε μια μεταβολή κατά 10% του δείκτη, η μετοχή μεταβάλλεται κατά 19,9%.
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3. ΣΥΜΠΕΡΑΣΜΑΤΑ
Η γνώση του συστηματικού κινδύνου που εμπεριέχει μια μετοχή, έχει 
λοιπόν μεγάλη σημασία για έναν επενδυτή πριν αυτός αποφασίσει να 
τοποθετήσει σε ένα συνδυασμό χρεογράφων το προς επένδυση κεφάλαιο. 
Φυσικά, μεγάλο ρόλο παίζει και η επενδυτική συμπεριφορά του επενδυτή. Αν 
αυτός αποστρέφεται τον κίνδυνο (risk averse), τότε θα προσπαθήσει να 
επενδύσει σε μετοχές με beta<1. Αν αντίθετα ο επενδυτής προτιμά τον 
κίνδυνο (risk lover), θα προσανατολιστεί περισσότερο προς μετοχές που είναι 
επιθετικές, δηλαδή έχουν beta>1, προκειμένου να επιτύχουν υψηλότερες 
αποδόσεις. Πρέπει να επισημανθεί, πάντως, πως συνήθως οι επενδυτές 
κατευθύνουν τις επιλογές τους προς μετοχές με μικρότερο κίνδυνο, είναι 
δηλαδή risk averse, με τίμημα τις μικρότερες αποδόσεις αλλά και με μικρότερη 
πιθανότητα η μετοχή να επιφέρει απώλειες και να αποβεί ζημιογόνος.
Στην παρούσα μελέτη εκτιμήσαμε τους συντελεστές επικινδυνότητας ή 
beta όπως έχει συνηθιστεί να λέγεται, για δέκα μετοχές του κλάδου των 
εκδόσεων-εκτυπώσεων του Χρηματιστηρίου Αξιών Αθηνών. Η ανάλυση που 
κάναμε χωρίστηκε σε δύο μέρη. Στο μεν πρώτο υπολογίσαμε τους 
συντελεστές για ολόκληρο το δείγμα, στο δε δεύτερο, τους συντελεστές για 
κάθε έτος μεμονωμένα. Και οι δύο αναλύσεις έδειξαν τι οι μετοχές πλην των 
ΑΤΤΙΚΩΝ ΕΚΔΟΣΕΩΝ είναι κατά βάση επιθετικές (σε μερικές περιπτώσεις 
μόνο υπολογίστηκαν beta μικρότερα της μονάδας). Αξιοσημείωτο πάντως 
είναι το γεγονός ότι οι συντελεστές παρουσιάζουν μια διαφοροποίηση τόσο 
μεταξύ τους όσο και για την τριετία. Παρατηρούμε πως αλλάζουν ταόβίααπό 
έτος σε έτος και στην τριετία κινούνται κάπου στο μέσο όρο με μια μικρή 
απόκλιση. Επομένως, το παραπάνω ενισχύει την άποψη που θέλει τους 
συντελεστές beta να είναι παρουσιάζουν αστάθεια στο χρόνο.
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3.1 ΕΦΑΡΜΟΓΕΣ ΤΟΥ ΥΠΟΔΕΙΓΜΑΤΟΣ ΤΙΜΟΛΟΓΗΣΗΣ 
ΚΕΦΑΛΑΙΟΥΧΙΚΩΝ ΠΕΡΙΟΥΣΙΑΚΩΝ ΣΤΟΙΧΕΙΩΝ (CAPM) ΣΤΗ 
ΧΡΗΜΑΤΟΟΙΚΟΝΟΜΙΚΗ ΑΝΑΛΥΣΗ ΚΑΙ ΔΙΟΙΚΗΣΗ
To CAPM μπορεί να χρησιμοποιηθεί και να φανεί χρήσιμο στον 
επενδυτή με διάφορους τρόπους. Πρέπει, όμως, σε αυτό το σημείο να 
ξεκαθαρίσουμε κάτι. Το υπόδειγμα του CAPM προϋποθέτει ότι μπορούμε 
να παρατηρήσουμε και να μετρήσουμε το χαρτοφυλάκιο της αγοράς. Οι 
διάφορες λοιπόν εφαρμογές του CAPM είναι οι εξής:
1. Γνωρίζοντας το συντελεστή β μιας μετοχής μπορούμε να 
χρησιμοποιήσουμε το υπόδειγμα για να βρούμε την αναμενόμενη 
απόδοση μιας μετοχής σε ισορροπία.
2. Μπορούμε με τη χρήση του να συγκρίνουμε και να αξιολογήσουμε 
διαφορετικά χαρτοφυλάκια
3. Μπορούμε να καθορίσουμε το κατάλληλο προεξοφλητικό επιτόκιο για 
επιχειρήσεις που κάνουν επιλογή μελλοντικών επενδύσεων
4. Μια επιπρόσθετη εφαρμογή είναι να υπολογίσουμε με το CAPM το 
επιτόκιο με το οποίο θα προεξοφλήσουμε τα μερίσματα προκειμένου 
να βρούμε τη θεωρητική αξία μιας μετοχής.
5. Είναι επίσης χρήσιμο στην αποτίμηση μιας επιχείρησης ιδιαίτερα σε 
περιπτώσεις εξαγορών ή συγχωνεύσεων.
6. Βοηθά ακόμη στον έλεγχο της αποτελεσματικότητας μιας αγοράς.
7. Επιπροσθέτως, μελετά την επίδραση διαφόρων χρηματοοικονομικών 
θεωριών όπως π.χ. η επίδραση της μερισματικής πολιτικής στην 
επιχείρηση.40
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3.2 ΜΕΛΛΟΝΤΙΚΗ ΕΠΕΚΤΑΣΗ 
ARBITRAGE PRICING THEORY (APT)
To CAPM βασίζεται στην ανάλυση, του πώς οι επενδυτές επιλέγουν 
ένα αποδοτικό χαρτοφυλάκιο. Μια εναλλακτική θεωρία πρότεινε ο Ross(1973) 
η οποία εξηγεί τη συμπεριφορά των αποδόσεων και καθορίζει τις τιμές των 
μετοχών. Η θεωρία είναι ένα Υπόδειγμα Αποτίμησης με arbitrage 
(Arbitrage Pricing Theory),APT), η οποία είναι πιο γενική και 
συμπεριλαμβάνει το CAPM ως μια ειδική περίπτωση. Σύμφωνα με τον Ross 
οι αναμενόμενες αποδόσεις των μετοχών καθορίζονται από ένα υπόδειγμα 
παρόμοιο με το CAPM, με τη διαφορά ότι περιλαμβάνει πολλούς παράγοντες 
αντί για έναν. Οι αρχικές υποθέσεις πάνω στις οποίες στήριξε τη θεωρία του ο 
Ross είναι πιο ελκυστικές από το CAPM.
Η θεωρία του APT δε βασίζεται πάνω στην ανάλυση του Markowitz, 
ούτε χρειάζεται τις επενδύσεις μηδενικού κινδύνου ή το χαρτοφυλάκιο της 
αγοράς. Η διαδικασία που καθορίζει τις αποδόσεις μίας μετοχής ή ενός 
χαρτοφυλακίου (Α) είναι:
Α=α+βι*Πι+β2*Π2+...+βζ*Πζ
Συνεπώς, η απόδοση καθορίζεται από πολλούς παράγοντες Π. Στην 
παραπάνω σχέση βι είναι η ευαισθησία της απόδοσης του χαρτοφυλακίου 
στον παράγοντα Πι κ.ο.κ.
Οι παράγοντες πρέπει να είναι γενικοί παράγοντες που επηρεάζουν 
πάνω από μία μετοχή (π.χ. πληθωρισμός, επιτόκια) και πρέπει να μετρούν 
μη-αναμενόμενες μεταβολές. Επί παραδείγματι, αν ο Π! παράγοντας μετρά 
τον πληθωρισμό, και περιμένουμε ότι ο πληθωρισμός τον ερχόμενο μήνα θα 
είναι 4% και μετά από ένα μήνα ο πληθωρισμός είναι ακριβώς 4%, τότε ο 
παράγοντας αυτός δε θα έχει επιδράσεις στις τιμές των μετοχών, ο λόγος που 
θα συμβεί αυτό είναι ότι το συγκεκριμένο επίπεδο πληθωρισμού έχει 
προεξοφληθεί και συμπεριλαμβάνεται στις τιμές. Αν, όμως, ο πληθωρισμός 
είναι 5% τότε αυτή η μη αναμενόμενη εξέλιξη θα επηρεάσει τις τιμές των 
μετοχών. Σύμφωνα με τη θεωρία μόνον αναμενόμενες μεταβολές στους 
παράγοντες πρέπει να περιλαμβάνει η εξίσωση.
Αφού η πιο πάνω εξίσωση προσδιορίζει τις αποδόσεις, οι 
αναμενόμενες αποδόσεις θα προκύπτουν από την ακόλουθη σχέση:
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Ε(Α)=α+βι*λ1+β2*λ2+...+βζ*λζ
Ο όρος λι είναι η επιπλέον απόδοση που απαιτείται (risk premium) λόγω της 
ευαισθησίας του χαρτοφυλακίου στον παράγοντα Πι κ.ο.κ. Αρα οι 
συντελεστές β είναι συστηματικοί κίνδυνοι όπως και στο CAPM, λόγω των 
οποίων οι επενδυτές απαιτούν μια επιπλέον απόδοση.41
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ΠΑΡΑΡΤΗΜΑ A' 
ΕΛΕΓΧΟΙ ΣΤΑΣΙΜΟΤΗΤΑΣ
ΚΑΙ
ΣΥΝΟΛΟΚΛΗΡΩΣΗΣ
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ΜΕΤΟΧΗ: ΛΑΜΠΡΑΚΗΣ
ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΛΕΓΧΟΥ ADF 
8/01/2001 -4/03/2004(ΤΡΙΕΤΙΑ)
R-Rf
ADF Test Statistic -24.55907 1% Critical Value* -3.9746
5% Critical Value -3.4178
___________ =========________ 10% Critical Value____________-3.1310
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 04/29/04 Time: 17:08 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.870703 0.035453 -24.55907 0.0000
C -0.003593 0.002661 -1.350143 0.1774
@TREND(1) 8.07E-06 5.89E-06 1.369573 0.1712
R-squared 0.436386 Mean dependent var 0.000153
Adjusted R-squared 0.434939 S.D. dependent var 0.049369
S.E. of regression 0.037111 Akaike info criterion -3.745974
Sum squared resid 1.072864 Schwarz criterion -3.728089
Log likelihood 1467.676 F-statistic 301.5761
Durbin-Watson stat 1.993967 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -25.92797 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:11 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.926403 0.035730 -25.92797 0.0000
C -0.001581 0.001011 -1.563754 0.1183
@TREND(1) 3.65E-06 2.24E-06 1.631283 0.1032
R-squared 0.463225 Mean dependent var 3.47E-05
Adjusted R-squared 0.461847 S.D. dependent var 0.019212
S.E. of regression 0.014093 Akaike info criterion -5.682395
Sum squared resid 0.154727 Schwarz criterion -5.664511
Log likelihood 2224.816 F-statistic 336.1297
Durbin-Watson stat 1.995450 Prob(F-statistic) 0.000000
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ΕΤΟΣ: 2001
R-Rf
ADF Test Statistic -13.65692 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.861564 0.063086 -13.65692 0.0000
C -0.000525 0.004769 -0.110135 0.9124
@TREND(1) -1.78E-05 3.36E-05 -0.530589 0.5962
R-squared 0.435309 Mean dependent var 0.000350
Adjusted R-squared 0.430642 S.D. dependent var 0.049296
S.E. of regression 0.037197 Akaike info criterion -3.733013
Sum squared resid 0.334833 Schwarz criterion -3.690141
Log likelihood 460.2941 F-statistic 93.27657
Durbin-Watson stat 1.987707 Prob(F-statistic) 0.000000
RmzBf
ADF Test Statistic -14.57464 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-1) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
@TREND(1) 6.00E-07 1.64E-05 0.036648 0.9708
R-squared 0.467456 Mean dependent var 7.46E-05
Adjusted R-squared 0.463055 S.D. dependent var 0.024748
S.E. of regression 0.018134 Akaike info criterion -5.169867
Sum squared resid 0.079581 Schwarz criterion -5.126994
Log likelihood 636.3087 F-statistic 106.2114
Durbin-Watson stat 1.992479 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2002
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:02 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
R-Rp
ADF Test Statistic -14.23975 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
(5)TREND(1)
-0.893974
-0.005153
2.16E-05
0.062780 -14.23975
0.003830 -1.345276
2.68E-05 0.804652
0.0000
0.1798
0.4218
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.455198
0.450714
0.029893
0.217141
515.9434
2.001825_
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000190
0.040334
-4.170272
-4.127524
101.5166
0.000000 =__
Rm~Rf
ADF Test Statistic -15.40505 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:05
Sample(adjusted): 2 247
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.983245 0.063826 -15.40505 0.0000
C -0.001129 0.001431 -0.789284 0.4307
(S)TREND(I) -3.05E-06 1.00E-05 -0.304095 0.7613
R-squared 0.494116 Mean dependent var -7.15E-05
Adjusted R-squared 0.489953 S.D. dependent var 0.015652
S.E. of regression 0.011178 Akaike info criterion -6.137592
Sum squared resid 0.030363 Schwarz criterion -6.094844
Log likelihood 757.9238 F-statistic 118.6738
Durbin-Watson stat 2.005220 Prob(F-statistic) 0.000000
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‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:16 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
ΕΤΟΣ:2003
R-Rp
ADF Test Statistic -14.50104 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
Variable Coefficient Std. Error t-Statistic Prob.
R-RF(-1)
C
@TREND(1)
-0.896994
0.005307
-1.87E-05
0.061857 -14.50104
0.005447 0.974309
3.81 E-05 -0.490257
0.0000
0.3309
0.6244
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.464158 
0.459748 
0.042359 
0.436011 
430.1978 
1.938076_
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000675
0.057630
-3.473152
-3.430405
105.2459
0.000000
Rm-Rf
ADF Test Statistic -14.12123 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 19:19 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints_____________
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.898289 0.063613 -14.12123 0.0000
C -2.87 E-05 0.001614 -0.017777 0.9858
®TREND(1) 8.98E-06 1.13E-05 0.791889 0.4292
R-squared 0.450767 Mean dependent var -4.64E-05
Adjusted R-squared 0.446246 S.D. dependent var 0.016955
S.E. of regression 0.012617 Akaike info criterion -5.895412
Sum squared resid 0.038683 Schwarz criterion -5.852664
Log likelihood 728.1357 F-statistic 99.71750
Durbin-Watson stat 1.999168 Prob(F-statistic) 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
63
ΕΤΟΣ:2004
*MacKinnon critical values for rejection of hypothesis of a unit root.
R-Rp
ADF Test Statistic -5.985662 1% Critical Value* -4.1958
5% Critical Value -3.5217
10% Critical Value -3.1914
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/20/04 Time: 23:59 
Sample(adjusted). 3 43
Included observations: 41 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -1.159866 0.193774 -5.985662 0.0000
D(R-Rf(-1 )) 0.180274 0.117318 1.536625 0.1329
c 0.004282 0.007744 0.552995 0.5836
@TREND(1) -0.000456 0.000326 -1.399334 0.1700
R-squared 0.513653 Mean dependent var 0.000309
Adjusted R-squared 0.474219 S.D.dependent var 0.030577
S.E. of regression 0.022171 Akaike info criterion -4.687563
Sum squared resid 0.018188 Schwarz criterion -4.520386
Log likelihood 100.0950 F-statistic 13.02577
Durbin-Watson stat 1.969981 Prob(F-statistic) 0.000006
Rm-Rf
ADF Test Statistic -4.996799 1 % Critical Value* -4.1958
5% Critical Value -3.5217
10% Critical Value -3.1914
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 05/21/04 Time: 00:05 
Sample(adjusted): 3 43
Included observations: 41 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
D(Rm-Rf(-1))
C
-1.059616
0.204932
0.004588
0.212059
0.159807
0.003739
-4.996799 
1.282375 
1.227229
0.0000
0.2077
0.2275
R-squared 0.460524 Mean dependent var -6.51 E-06
Adjusted R-squared 0.416783 S.D.dependent var 0.013716
S.E. of regression 0.010475 Akaike info criterion -6.187243
Sum squared resid 0.004060 Schwarz criterion -6.020065
Log likelihood 130.8385 F-statistic 10.52838
Durbin-Watson stat 1.901559 Prob( F-statistic) 0.000038
s=
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ΜΕΤΟΧΗ:ΛΥΜΠΕΡΗΣ
8/01/2001-4/03/2004 (ΤΡΙΕΤΙΑ)
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R-Rf
ADF Test Statistic -26.05841 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:57 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I) -0.932875 0.035799 -26.05841 0.0000
c -0.006014 0.002755 -2.183163 0.0293
@TREND(1) 9.87E-06 6.09E-06 1.622341 0.1051
R-squared 0.465725 Mean dependent var 7.65E-05
Adjusted R-squared 0.464354 S.D. dependent var 0.052403
S.E. of regression 0.038352 Akaike info criterion -3.680176
Sum squared resid 1.145829 Schwarz criterion -3.662292
Log likelihood 1441.949 F-statistic 339.5257
Durbin-Watson stat 1.984483 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic •25.92797 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RM-RF)
Method: Least Squares
Date: 04/29/04 Time: 18:11
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.926403 0.035730 -25.92797 0.0000
C -0.001581 0.001011 -1.563754 0.1183
@TREND(1) 3.65E-06 2.24E-06 1.631283 0.1032
R-squared 0.463225 Mean dependent var 3.47E-05
Adjusted R-squared 0.461847 S.D.dependent var 0.019212
S.E. of regression 0.014093 Akaike info criterion -5.682395
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ΕΤΟΣ:2001
r-rf
ADF Test Statistic -14.97149 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:48
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
C
(S)TREND(I)
-0.963127
-0.002471
-1.83E-05
0.064331 -14.97149
0.004610 -0.535999
3.25E-05 -0.564560
0.0000
0.5925
0.5729
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.480857
0.476566
0.035945
0.312677
468.6809
1.966983
Mean dependent var -0.000149
S.D. dependentvar 0.049683
Akaike info criterion -3.801476
Schwarz criterion -3.758604
F-statistic 112.0764
Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -14.57464 1% Critical Value* 
5% Critical Value 
10% Critical Value
-3.9987
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
(S)TREND(I) 6.00E-07 1.64E-05 0.036648 0.9708
R-squared 0.467456 Mean dependent var 7.46E-05
Adjusted R-squared 0.463055 S.D.dependent var 0.024748
S.E. of regression 0.018134 Akaike info criterion -5.169867
Sum squared resid 0.079581 Schwarz criterion -5.126994
Log likelihood 636.3087 F-statistic 106.2114
Durbin-Watson stat 1.992479 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2002
‘MacKinnon critical values for rejection of hypothesis of a unit root.
R-Rf
ADF Test Statistic -14.84440 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 04/29/04 Time: 20:09
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.921137 0.062053 -14.84440 0.0000
C -0.005729 0.004617 -1.240938 0.2158
@TREND(1) 8.50E-06 3.24E-05 0.262516 0.7931
R-squared 0.475818 Mean dependent var -0.000516
Adjusted R-squared 0.471504 S.D.dependent var 0.049593
S.E. of regression 0.036053 Akaike info criterion -3.795552
Sum squared resid 0.315850 Schwarz criterion -3.752804
Log likelihood 469.8528 F-statistic 110.2899
Durbin-Watson stat 1.996351 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -15.40505 1 % Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:05
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-RfM)
C
(S)TREND(I)
-0.983245
-0.001129
-3.05E-06
0.063826
0.001431
1.00E-05
-15.40505
-0.789284
-0.304095
0.0000
0.4307
0.7613
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.494116
0.489953
0.011178
0.030363
757.9238
2.005220
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-7.15E-05
0.015652
-6.137592
-6.094844
118.6738
0.000000
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ΕΤΌΣ:2003
‘MacKinnon critical values for rejection of hypothesis of a unit root.
R-Rp
ADF Test Statistic -14.77525 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 12:37
Sample(adjusted): 2 247 
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I) -0.933541 0.063183 -14.77525 0.0000
c 0.002292 0.005330 0.430080 0.6675
(S)TREND(I) -1.26E-05 3.74E-05 -0.338143 0.7355
R-squared 0.473369 Mean dependent var -0.000372
Adjusted R-squared 0.469035 S.D.dependent var 0.057106
S.E. of regression 0.041612 Akaike info criterion -3.508751
Sum squared resid 0.420763 Schwarz criterion -3.466003
Log likelihood 434.5763 F-statistic 109.2119
Durbin-Watson stat 1.950345 Prob(F-statistic) 0.000000
RmiRf
ADF Test Statistic -14.12123 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 19:19 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.898289 0.063613 -14.12123 0.0000
C -2.87E-05 0.001614 -0.017777 0.9858
@TREND(1) 8.98E-06 1.13E-05 0.791889 0.4292
R-squared 0.450767 Mean dependent var -4.64E-05
Adjusted R-squared 0.446246 S.D.dependent var 0.016955
S.E. of regression 0.012617 Akaike info criterion -5.895412
Sum squared resid 0.038683 Schwarz criterion -5.852664
Log likelihood 728.1357 F-statistic 99.71750
Durbin-Watson stat 1.999168 Prob(F-statistic) 0.000000
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ΕΤΟΣ::2004
R-Rp
ADF Test Statistic -6.150933 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 12:45
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
C
@TREND(1)
-0.887311 
0.004547 
-0.000167
0.144256 -6.150933
0.010936 0.415782
0.000443 -0.376102
0.0000
0.6798
0.7089
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.507171
0.481898
0.033216
0.043029
84.95937
2.036675
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001767
0.046146
-3.902827
-3.778708
20.06747
0.000001
Rm-Rf
ADF Test Statistic -5.424682 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:29
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.858795 0.158313 -5.424682 0.0000
C 0.003740 0.003496 1.069939 0.2912
@TREND(1) -0.000118 0.000140 -0.845959 0.4027
R-squared 0.435655 Mean dependent var -0.000219
Adjusted R-squared 0.406714 S.D. dependent var 0.013618
S.E. of regression 0.010489 Akaike info criterion -6.208210
Sum squared resid 0.004291 Schwarz criterion -6.084091
Log likelihood 133.3724 F-statistic 15.05334
Durbin-Watson stat 1.933057 Prob(F-statistic) 0.000014
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ΜΕΤΟΧΗιΚΑΘΗΜΕΡΙΝΗ 
8/01 /2001 -04/03/2004(TPIETIA)
R-Rp
ADF Test Statistic -23.29045 1% Critical Value* -3.9746
5% Critical Value -3.4178
_________ 10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 12:55 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
c
@TREND(1)
-0.819171
-0.001663
5.60E-06
0.035172 -23.29045
0.002176 -0.764358
4.82E-06 1.162451
0.0000
0.4449
0.2454
R-squared 0.410498 Mean dependent var 8.52E-05
Adjusted R-squared 0.408984 S.D. dependent var 0.039501
S.E. of regression 0.030368 Akaike info criterion -4.147042
Sum squared resid 0.718394 Schwarz criterion -4.129158
Log likelihood 1624.493 F-statistic 271.2267
Durbin-Watson stat 1.993535 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -25.92797 1% Critical Value* -3.9746
5% Critical Value -3.4178
____________ 10% Critical Value -3.1310
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 18:11
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.926403 0.035730 -25.92797 0.0000
C -0.001581 0.001011 -1.563754 0.1183
@TREND(1) 3.65E-06 2.24E-06 1.631283 0.1032
R-squared 0.463225 Mean dependent var 3.47E-05
Adjusted R-squared 0.461847 S.D. dependentvar 0.019212
S.E. of regression 0.014093 Akaike info criterion -5.682395
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ΕΤΟΣ:2001
R-Rp
ADF Test Statistic -13.94246 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 13:00
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
C
@TREND(1)
-0.885775
0.001672
-1.98E-05
0.063531 -13.94246
0.004485 0.372783
3.16E-05 -0.625392
0.0000
0.7096
0.5323
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.445504 
0.440922 
0.034991 
0.296304 
475.2696 
1.966547_
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.000180
0.046798
-3.855262
-3.812390
97.21634
0.000000
Rm-Rf
ADF Test Statistic -14.57464 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9987
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-RfH) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
@TREND(1) 6.00E-07 1.64E-05 0.036648 0.9708
R-squared 0.467456 Mean dependent var 7.46E-05
Adjusted R-squared 0.463055 S.D.dependent var 0.024748
S.E. of regression 0.018134 Akaike info criterion -5.169867
Sum squared resid 0.079581 Schwarz criterion -5.126994
Log likelihood 636.3087 F-statistic 106.2114
Durbin-Watson stat 1.992479 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2002
R-Rp
ADF Test Statistic -15.79211 1 % Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 13:09 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints_____________
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
(S)TREND(I)
-0.967526
-0.001281
-3.36E-06
0.061266 -15.79211
0.002490 -0.514383
1.75E-05 -0.192298
0.0000
0.6075
0.8477
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.506780 
0.502721 
0.019466 
0.092077 
621.4676 
1.981937_
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000384
0.027604
-5.028192
-4.985444
124.8405
0.000000
Rm~Rf
ADF Test Statistic -15.40505 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:05 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.983245 0.063826 -15.40505 0.0000
C -0.001129 0.001431 -0.789284 0.4307
@TREND(1) -3.05E-06 1.00E-05 -0.304095 0.7613
R-squared 0.494116 Mean dependent var -7.15E-05
Adjusted R-squared 0.489953 S.D. dependent var 0.015652
S.E. of regression 0.011178 Akaike info criterion -6.137592
Sum squared resid 0.030363 Schwarz criterion -6.094844
Log likelihood 757.9238 F-statistic 118.6738
Durbin-Watson stat 2.005220 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2003
R-Rp
ADF Test Statistic -8.604968 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares
Date: 05/21/04 Time: 00:17 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I) -0.659475 0.076639 -8.604968 0.0000
D(R-Rf(-1 )) -0.079999 0.064073 -1.248569 0.2130
c 0.003179 0.004480 0.709576 0.4787
@TREND(1) -4.48E-06 3.13E-05 -0.143147 0.8863
R-squared 0.363569 Mean dependent var 0.000199
Adjusted R-squared 0.355647 S.D.dependent var 0.043186
S.E. of regression 0.034666 Akaike info criterion -3.869901
Sum squared resid 0.289624 Schwarz criterion -3.812738
Log likelihood 478.0629 F-statistic 45.89140
Durbin-Watson stat 2.003110 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -10.32257 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 05/21/04 Time: 00:19 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.891389 0.086353 -10.32257 0.0000
D(Rm-Rf(-1)) -0.006564 0.064420 -0.101900 0.9189
C 8.89E-06 0.001634 0.005443 0.9957
@TREND(1) 8.69E-06 1.15E-05 0.758001 0.4492
R-squared 0.448638 Mean dependent var 2.25E-05
Adjusted R-squared 0.441775 S.D.dependent var 0.016955
S.E. of regression 0.012668 Akaike info criterion -5.883276
Sum squared resid 0.038676 Schwarz criterion -5.826112
Log likelihood 724.7013 F-statistic 65.36650
Durbin-Watson stat 2.000586 Prob(F-statistic) 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
ΕΤΟΣ::2004
ADF Test Statistic -5.840404 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
*MacKinnon critical values for rejection of hypothesis of a unit root.
R-Rf
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 13:23
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
c
@TREND(1)
-0.933020
-0.000109
1.33E-05
0.159753 -5.840404
0.000276 -0.397119
1.14E-05 1.172860
0.0000
0.6934
0.2480
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.466562 
0.439206 
0.000874 
2.98E-05 
237.7189 
1.987939_
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
1.67E-05
0.001168
-11.17709
-11.05297
17.05534
0.000005
Rm-Rf
ADF Test Statistic -5.424682 1% Critical Value* 
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:29 
Sample(adjusted): 2 43 
Included observations: 42 after adjusting en<
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.858795 0.158313 -5.424682 0.0000
C 0.003740 0.003496 1.069939 0.2912
@TREND(1) -0.000118 0.000140 -0.845959 0.4027
R-squared 0.435655 Mean dependent var -0.000219
Adjusted R-squared 0.406714 S.D. dependent var 0.013618
S.E. of regression 0.010489 Akaike info criterion -6.208210
Sum squared resid 0.004291 Schwarz criterion -6.084091
Log likelihood 133.3724 F-statistic 15.05334
Durbin-Watson stat 1.933057 Prob(F-statistic) 0.000014
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
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ΜΕΤΟΧΗ :ΝΑΥΤΕΜΠΟΡΙΚΗ
8/01/2001-04/03/2004(ΤΡΙΕΤΙΑ)
R-Rf
ADF Test Statistic -24.89280 1% Critical Value* -3.9746
5% Critical Value -3.4178
___________________________________ 10% Critical Value_______ -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 13:28
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I) -0.885667 0.035579 -24.89280 0.0000
C -0.000349 0.002656 -0.131299 0.8956
@TREND(1) 1.98E-06 5.88E-06 0.337102 0.7361
R-squared 0.443035 Mean dependent var 5.62E-05
Adjusted R-squared 0.441605 S.D.dependent var 0.049656
S.E. of regression 0.037106 Akaike info criterion -3.746243
Sum squared resid 1.072575 Schwarz criterion -3.728359
Log likelihood 1467.781 F-statistic 309.8263
Durbin-Watson stat 1.994764 Prob(F-statistic) 0.000000
25.92797 1% Critical Value* -3.9746
5% Critical Value -3.4178
_____________10% Critical Value_______ -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 18:11 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
C
@TREND(1)
-0.926403
-0.001581
3.65E-06
0.035730
0.001011
2.24E-06
-25.92797
-1.563754
1.631283
0.0000
0.1183
0.1032
R-squared 
Adjusted R-squared 
S.E. of regression
0.463225
0.461847
0.014093
Mean dependent var 
S.D. dependent var 
Akaike info criterion
3.47E-05
0.019212
-5.682395
Rm-Rf
ADF Test Statistic
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
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ΕΤΟΣ:2001
R-Rp
ADF Test Statistic -10.22605 1% Critical Value* -3.9988
5% Critical Value -3.4295
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(N)
Method: Least Squares 
Date: 05/21/04 Time: 00:23 
Sample(adjusted): 3 246
Included observations: 244 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
N(-1) -0.847674 0.082894 -10.22605 0.0000
D(N(-1)) 0.021452 0.064397 0.333125 0.7393
C 0.004100 0.005368 0.763662 0.4458
@TREND(1) -3.46E-05 3.78E-05 -0.915335 0.3609
R-squared 0.415781 Mean dependent var 0.000158
Adjusted R-squared 0.408479 S.D. dependent var 0.053907
S.E. of regression 0.041460 Akaike info criterion -3.511906
Sum squared resid 0.412549 Schwarz criterion -3.454575
Log likelihood 432.4525 F-statistic 56.93501
Durbin-Watson stat 1.980193 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -11.10638 1% Critical Value* -3.9988
5% Critical Value -3.4295
10% Critical Value -3.1379
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R)
Method: Least Squares 
Date: 05/21/04 Time: 00:24
Sample(adjusted): 3 246
Included observations: 244 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R(-1) -0.978247 0.088080 -11.10638 0.0000
D(R(-1)) 0.047868 0.064412 0.743156 0.4581
C -0.000784 0.002351 -0.333482 0.7391
(5)TREND(1) 9.21 E-07 1.65E-05 0.055706 0.9556
R-squared 0.467933 Mean dependent var 1.38E-05
Adjusted R-squared 0.461283 S.D. dependent var 0.024780
S.E. of regression 0.018188 Akaike info criterion -5.159857
Sum squared resid 0.079392 Schwarz criterion -5.102526
Log likelihood 633.5025 F-statistic 70.35714
Durbin-Watson stat 1.939825 Prob(F-statistic) 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
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ΕΤΟΣ:2002
R-Rf
ADF Test Statistic -16.80354 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 13:41 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
@TREND(1)
-1.054531
-0.001715
7.57E-07
0.062756 -16.80354
0.003191 -0.537408
2.24E-05 0.033792
0.0000
0.5915
0.9731
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.537569
0.533763
0.024945
0.151204
560.4589
2.017195
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000324
0.036532
-4.532186
-4.489439
141.2422
0.000000
ADF Test Statistic -15.40505 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 19:05 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
C
@TREND(1)
-0.983245
-0.001129
-3.05E-06
0.063826 -15.40505
0.001431 -0.789284
1.00E-05 -0.304095
0.0000
0.4307
0.7613
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.494116
0.489953
0.011178
0.030363
757.9238
2.005220
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-7.15E-05
0.015652
-6.137592
-6.094844
118.6738
0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
77
ΕΤΟΣ:2003
R-Rf
ADF Test Statistic -13.85410 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 13:48 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
-0.875654
0.003605
-2.54E-06
0.063205 -13.85410
0.005458 0.660444
3.82E-05 -0.066356
0.0000
0.5096
0.9471
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.441318 
0.436720 
0.042591 
0.440805 
428.8528 
1.980328_
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000523
0.056749
-3.462217
-3.419470
95.97622
0.000000
Rm-Rf
ADF Test Statistic -14.12123 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 19:19 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.898289 0.063613 -14.12123 0.0000
C -2.87E-05 0.001614 -0.017777 0.9858
@TREND(1) 8.98E-06 1.13E-05 0.791889 0.4292
R-squared 0.450767 Mean dependent var -4.64E-05
Adjusted R-squared 0.446246 S.D. dependent var 0.016955
S.E. of regression 0.012617 Akaike info criterion -5.895412
Sum squared resid 0.038683 Schwarz criterion -5.852664
Log likelihood 728.1357 F-statistic 99.71750
Durbin-Watson stat 1.999168 Prob(F-statistic) 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
ΕΤΟΣ:2004
R-Re
ADF Test Statistic -7.276368 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:01
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
@TREND(1)
-1.095109
-0.009615
4.37E-05
0.150502 -7.276368
0.009254 -1.039002
0.000376 0.116027
0.0000
0.3052
0.9082
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.578814 
0.557214 
0.029441 
0.033805 
90.02572 
1.886998_
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001189
0.044245
-4.144082
-4.019963
26.79780
0.000000
Rm-Rf
ADF Test Statistic -5.424682 1% Critical Value* 
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:29 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.858795
C 0.003740
@TREND(1) -0.000118
R-squared 0.435655
Adjusted R-squared 0.406714
S.E. of regression 0.010489
Sum squared resid 0.004291
Log likelihood 133.3724
Durbin-Watson stat 1.933057
0.158313 -5.424682 0.0000
0.003496 1.069939 0.2912
0.000140 -0.845959 0.4027
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000219
0.013618
-6.208210
-6.084091
15.05334
0.000014
Institutional Repository - Library & Information Centre - University of Thessaly
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METOXH:IMAKO 
8/01/2001-4/03/2004 (ΤΡΙΕΤΙΑ)
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R-Rf
ADF Test Statistic -25.26929 1% Critical Value* -3.9746
5% Critical Value -3.4178
___________________________________ 10% Critical Value_______ -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:06 
Sample(adjusted): 2 783
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
C
-0.900561
-0.003202
6.42E-06
0.035639 -25.26929
0.002989 -1.071138
6.61 E-06 0.971055
0.0000
0.2844
0.3318
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.450456
0.449045
0.041714
1.355484
1376.249
1.987698
Mean dependent var 5.40E-05
S.D.dependentvar 0.056198
Akaike info criterion -3.512146
Schwarz criterion -3.494262
F-statistic 319.2693
Prob(F-statistic) 0.000000
RmiRf
ADF Test Statistic -25.92797 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9746
-3.4178
-3.1310
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:11 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
C
@TREND(1)
-0.926403
-0.001581
3.65E-06
0.035730
0.001011
2.24E-06
-25.92797
-1.563754
1.631283
0.0000
0.1183
0.1032
R-squared 
Adjusted R-squared 
S.E. of regression
0.463225
0.461847
0.014093
Mean dependent var 
S.D.dependent var 
Akaike info criterion
3.47E-05
0.019212
-5.682395
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08/12/2017 10:55:08 EET - 137.108.70.7
80
ΕΤΟΣ:2001
R-Rf
ADF Test Statistic -14.39253 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:10
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I) -0.922045 0.064064 -14.39253 0.0000
C 0.000930 0.005699 0.163118 0.8706
(S)TREND(I) -2.61 E-05 4.02E-05 -0.649993 0.5163
R-squared 0.461231 Mean dependent var -3.53E-06
Adjusted R-squared 0.456778 S.D. dependent var 0.060327
S.E. of regression 0.044463 Akaike info criterion -3.376139
Sum squared resid 0.478429 Schwarz criterion -3.333267
Log likelihood 416.5771 F-statistic 103.5859
Durbin-Watson stat 1.991588 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -14.57464 1 % Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-1 ) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
(S)TREND(I) 6.00E-07 1 64E-05 0.036648 0.9708
R-squared 0.467456 Mean dependent var 7.46E-05
Adjusted R-squared 0.463055 S.D.dependent var 0.024748
S.E. of regression 0.018134 Akaike info criterion -5.169867
Sum squared resid 0.079581 Schwarz criterion -5.126994
Log likelihood 636.3087 F-statistic 106.2114
Durbin-Watson stat 1.992479 Prob(F-statistic) 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
ΕΤΟΣ:2002
‘MacKinnon critical values for rejection of hypothesis of a unit root.
R-Re
ADF Test Statistic -15.58950 1% Critical Value* -3.9985
5% Critical Value -3.4293
________ 10% Critical Value -3.1379
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:16 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
@TREND(1)
-0.986621
-0.003119
-7.54E-07
0.063288 -15.58950
0.004302 -0.725077
3.02E-05 -0.024971
0.0000
0.4691
0.9801
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.500227 
0.496114 
0.033630 
0.274829 
486.9643 
_ 2.013814_
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000238
0.047376
-3.934669
-3.891921
121.6104
0.000000
Rm-Rf
ADF Test Statistic -15.40505 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:05
Sample(adjusted): 2 247
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.983245 0.063826 -15.40505 0.0000
C -0.001129 0.001431 -0.789284 0.4307
@TREND(1) -3.05E-06 1.00E-05 -0.304095 0.7613
R-squared 0.494116 Mean dependent var -7.15E-05
Adjusted R-squared 0.489953 S.D. dependent var 0.015652
S.E. of regression 0.011178 Akaike info criterion -6.137592
Sum squared resid 0.030363 Schwarz criterion -6.094844
Log likelihood 757.9238 F-statistic 118.6738
Durbin-Watson stat 2.005220 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2003
ADF Test Statistic -10.52411 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/21/04 Time: 00:30 
Sample(adjusted): 3 247
R-Rf
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-RF(-1) -0.863997 0.082097 -10.52411 0.0000
D(R-Rf(-1)) 0.030573 0.062594 0.488440 0.6257
C 0.001093 0.005888 0.185565 0.8529
(a)TREND(l) 2.44E-06 4.12E-05 0.059216 0.9528
R-squared 0.419956 Mean dependent var -9.87E-06
Adjusted R-squared 0.412736 S.D. dependent var 0.059494
S.E. of regression 0.045592 Akaike info criterion -3.321984
Sum squared resid 0.500947 Schwarz criterion -3.264821
Log likelihood 410.9430 F-statistic 58.16200
Durbin-Watson stat 1.955873 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -10.32257 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9987
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 05/21/04 Time: 00:32 
Sample(adjusted): 3 247
Included observations : 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-1)
D(Rm-Rf(-1))
C
(S)TREND(I)
-0.891389
-0.006564
8.89E-06
8.69E-06
0.086353
0.064420
0.001634
1.15E-05
-10.32257
-0.101900
0.005443
0.758001
0.0000
0.9189
0.9957
0.4492
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.448638
0.441775
0.012668
0.038676
724.7013
2.000586
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
2.25E-05
0.016955
-5.883276
-5.826112
65.36650
0.000000
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ΕΤΟΣ::2004
R-Rp
ADF Test Statistic -7.435870 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:24
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
C
@TREND(1)
-1.027708
-0.003495
0.000162
0.138210 -7.435870
0.010013 -0.349038
0.000405 0.400635
0.0000
0.7289
0.6909
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.591032
0.570059
0.031680
0.039142
86.94764
2.165024
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.002635
0.048315
-3.997507
-3.873387
28.18095
0.000000
ADF Test Statistic -5.424682 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:29
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.858795 0.158313 -5.424682 0.0000
C 0.003740 0.003496 1.069939 0.2912
(S)TREND(I) -0.000118 0.000140 -0.845959 0.4027
R-squared 0.435655 Mean dependent var -0.000219
Adjusted R-squared 0.406714 S.D.dependent var 0.013618
S.E. of regression 0.010489 Akaike info criterion -6.208210
Sum squared resid 0.004291 Schwarz criterion -6.084091
Log likelihood 133.3724 F-statistic 15.05334
Durbin-Watson stat 1.933057 Prob(F-statistic) 0.000014
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ΜΕΤΟΧΗ: ΑΤΤΙΚΕΣ 
8/01/2001-4/03/2004 (ΤΡΙΕΤΙΑ)
R-Rf
ADF Test Statistic -26.09794 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:32 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.931341 0.035686 -26.09794 0.0000
C -0.003244 0.002064 -1.571586 0.1165
@TREND(1) 6.51 E-06 4.57 E-06 1.426122 0.1542
R-squared 0.466482 Mean dependent var -3.91 E-05
Adjusted R-squared 0.465112 S.D. dependent var 0.039366
S.E. of regression 0.028791 Akaike info criterion -4.253708
Sum squared resid 0.645711 Schwarz criterion -4.235824
Log likelihood 1666.200 F-statistic 340.5591
Durbin-Watson stat 1.991538 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -25.92797 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:11
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-RfH) -0.926403 0.035730 -25.92797 0.0000
C -0.001581 0.001011 -1.563754 0.1183
@TREND(1) 3.65E-06 2.24E-06 1.631283 0.1032
R-squared 0.463225 Mean dependent var 3.47E-05
Adjusted R-squared 0.461847 S.D. dependentvar 0.019212
S.E. of regression 0.014093 Akaike info criterion -5.682395
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ΕΤΟΣ: 2001
R-Rf
ADF Test Statistic -14.39253 1% Critical Value* -3.9987
5% Critical Value -3.4294
__________________________________ 10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:36 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
@TREND(1)
-0.922045 
0.000930 
-2.61 E-05
0.064064
0.005699
4.02E-05
-14.39253
0.163118
-0.649993
0.0000
0.8706
0.5163
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.461231
0.456778
0.044463
0.478429
416.5771
1.991588 = =
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-3.53E-06
0.060327
-3.376139
-3.333267
103.5859
0.000000
1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Rm-Rf
ADF Test Statistic -14.57464
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
@TREND(1) 6.00E-07 1 64E-05 0.036648 0.9708
R-squared 0.467456 Mean dependent var 7.46E-05
Adjusted R-squared 0.463055 S.D. dependent var 0.024748
S.E. of regression 0.018134 Akaike info criterion -5.169867
Sum squared resid 0.079581 Schwarz criterion -5.126994
Log likelihood 636.3087 F-statistic 106.2114
Durbin-Watson stat 1.992479 Prob(F-statistic) 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
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ΕΤΟΣ:2002
R-Rf
ADF Test Statistic -9.022677 1 % Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/21/04 Time: 00:36 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I) -0.742503 0.082293 -9.022677 0.0000
D(R-Rf(-D) -0.117924 0.063388 -1.860360 0.0641
c -0.003014 0.003419 -0.881487 0.3789
@TREND(1) 1.55E-06 2.39E-05 0.064686 0.9485
R-squared 0.429059 Mean dependent var -3.75E-05
Adjusted R-squared 0.421952 S.D. dependent var 0.034794
S.E. of regression 0.026453 Akaike info criterion -4.410677
Sum squared resid 0.168647 Schwarz criterion -4.353513
Log likelihood 544.3079 F-statistic 60.37015
Durbin-Watson stat 1.979082
==   ■.■■■ ■■ ■ .■■■■: ■■■■■■ ==
Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -10.85634 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 05/21/04 Time: 00:38 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.978088 0.090094 -10.85634 0.0000
D(Rm-Rf(-1)) -0.008195 0.064122 -0.127807 0.8984
c -0.001209 0.001450 -0.833641 0.4053
@TREND(1) -2.52E-06 1.01E-05 -0.248833 0.8037
R-squared 0.493343 Mean dependent var -2.22E-05
Adjusted R-squared 0.487036 S.D. dependent var 0.015665
S.E. of regression 0.011219 Akaike info criterion -6.126181
Sum squared resid 0.030335 Schwarz criterion -6.069017
Log likelihood 754.4571 F-statistic 78.22237
Durbin-Watson stat 2.001220 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2003
R-Rp
ADF Test Statistic -13.64957 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:45
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
c
@TREND(1)
-0.839124
0.000925
3.27E-06
0.061476 -13.64957
0.005818 0.158923
4.08E-05 0.080119
0.0000
0.8739
0.9362
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.434292
0.429636
0.045426
0.501445
412.9991
1.987750_
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000624
0.060150
-3.333326
-3.290578
93.27519
0.000000
Rm-Rp
ADF Test Statistic -14.12123 1% Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:19
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.898289 0.063613 -14.12123 0.0000
C -2.87E-05 0.001614 -0.017777 0.9858
@TREND(1) 8.98E-06 1.13E-05 0.791889 0.4292
R-squared 0.450767 Mean dependent var -4.64E-05
Adjusted R-squared 0.446246 S.D.dependent var 0.016955
S.E. of regression 0.012617 Akaike info criterion -5.895412
Sum squared resid 0.038683 Schwarz criterion -5.852664
Log likelihood 728.1357 F-statistic 99.71750
Durbin-Watson stat 1.999168 Prob(F-statistic) 0.000000
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ΕΤΟΣ::2004
R-Rp
ADF Test Statistic -7.435870 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 14:49
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
C
@TREND(1)
-1.027708
-0.003495
0.000162
0.138210 -7.435870
0.010013 -0.349038
0.000405 0.400635
0.0000
0.7289
0.6909
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.591032 
0.570059 
0.031680 
0.039142 
86.94764 
_ 2.165024_
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.002635
0.048315
-3.997507
-3.873387
28.18095
0.000000
Rm-Rf
ADF Test Statistic -5.424682 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:29 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.858795 0.158313 -5.424682 0.0000
C 0.003740 0.003496 1.069939 0.2912
@TREND(1) -0.000118 0.000140 -0.845959 0.4027
R-squared 0.435655 Mean dependent var -0.000219
Adjusted R-squared 0.406714 S.D. dependent var 0.013618
S.E. of regression 0.010489 Akaike info criterion -6.208210
Sum squared resid 0.004291 Schwarz criterion -6.084091
Log likelihood 133.3724 F-statistic 15.05334
Durbin-Watson stat 1.933057 Prob(F-statistic) 0.000014
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ΜΕΤΟΧΗ: ΠΗΓΑΣΟΣ
8/01/2001-4/03/2004 (ΤΡΙΕΤΙΑ)
R-Rp
ADF Test Statistic -24.58400 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value_______-3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 15:50 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1 )
C
@TREND(1)
-0.871301
-0.000490
1.42E-06
0.035442 -24.58400
0.002217 -0.220948
4.91 E-06 0.290075
0.0000
0.8252
0.7718
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.436893
0.435448
0.030962
0.746786
1609.338
1.954919
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
6.42E-05
0.041208
-4.108282
-4.090398
302.1985
0.000000
Rm-Rf
ADF Test Statistic -25.92797 1% Critical Value* 
5% Critical Value 
10% Critical Value
-3.9746
-3.4178
-3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:11 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.926403 0.035730 -25.92797 0.0000
C -0.001581 0.001011 -1.563754 0.1183
(S)TREND(I) 3.65E-06 2.24E-06 1.631283 0.1032
R-squared 0.463225 Mean dependent var 3.47E-05
Adjusted R-squared 0.461847 S.D.dependent var 0.019212
S.E. of regression 0.014093 Akaike info criterion -5.682395
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ΕΤΡΣ:2001
R-Rf
ADF Test Statistic -13.85460 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 15:54 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1)
C
@TREND(1)
-0.878314
0.001720
-1.77E-05
0.063395 -13.85460
0.004700 0.365878
3.31 E-05 -0.534065
0.0000
0.7148
0.5938
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.442377
0.437768
0.036670
0.325411
463.7907
1.924487
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.000262
0.048905
-3.761557
-3.718684
95.99244
0.000000
ADF Test Statistic -14.57464 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9987
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
@>TREND(1) 6.00E-07 1.64E-05 0.036648 0.9708
R-squared 0.467456 Mean dependent var 7.46E-05
Adjusted R-squared 0.463055 S.D. dependent var 0.024748
S.E. of regression 0.018134 Akaike info criterion -5.169867
Sum squared resid 0.079581 Schwarz criterion -5.126994
Log likelihood 636.3087 F-statistic 106.2114
Durbin-Watson stat 1.992479 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2002
r-rf
ADF Test Statistic -16.30166 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 15:59 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -1.019807
C -3.56E-05
@TREND(1) -1.02E-05
0.062558 -16.30166
0.002719 -0.013088
1.91E-05 -0.535149
0.0000
0.9896
0.5930
R-squared 0.522448
Adjusted R-squared 0.518518
S.E. of regression 0.021253
Sum squared resid 0.109757
Log likelihood 599.8642
Durbin-Watson stat 2.002464
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000386
0.030628
-4.852555
-4.809807
132.9226
0.000000
Rm-Rf
ADF Test Statistic -15.40505 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:05 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-RF(-1) -0.983245
C -0.001129
@TREND(1) -3.05E-06
0.063826 -15.40505
0.001431 -0.789284
1.00E-05 -0.304095
0.0000
0.4307
0.7613
R-squared 0.494116
Adjusted R-squared 0.489953
S.E. of regression 0.011178
Sum squared resid 0.030363
Log likelihood 757.9238
Durbin-Watson stat 2.005220
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-7.15E-05
0.015652
-6.137592
-6.094844
118.6738
0.000000
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ΕΤΌΣ:2003
R-Rf
ADF Test Statistic -11.05085 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/21/04 Time: 00:43 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints_____________
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.897535 0.081219 -11.05085 0.0000
D(R-Rf(-1)) 0.111678 0.063753 1.751729 0.0811
c 0.002035 0.004353 0.467514 0.6406
(S)TREND(I) -2.23E-06 3.05E-05 -0.073227 0.9417
R-squared 0.411168 Mean dependent var 1.18E-06
Adjusted R-squared 0.403838 S.D.dependent var 0.043670
S.E. of regression 0.033719 Akaike info criterion -3.925342
Sum squared resid 0.274004 Schwarz criterion -3.868178
Log likelihood 484.8543 F-statistic 56.09494
Durbin-Watson stat 1.998524 Prob(F-statistic) 0.000000
ADF Test Statistic -10.32257 1% Critical Value* -3.9987
5% Critical Value -3.4294
______________ 10% Critical Value_______ -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 05/21/04 Time: 00:43
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.891389 0.086353 -10.32257 0.0000
D(Rm-Rf(-1)) -0.006564 0.064420 -0.101900 0.9189
c 8.89E-06 0.001634 0.005443 0.9957
@TREND(1) 8.69E-06 1.15E-05 0.758001 0.4492
R-squared 0.448638 Mean dependent var 2.25E-05
Adjusted R-squared 0.441775 S.D.dependent var 0.016955
S.E. of regression 0.012668 Akaike info criterion -5.883276
Sum squared resid 0.038676 Schwarz criterion -5.826112
Log likelihood 724.7013 F-statistic 65.36650
Durbin-Watson stat 2.000586 Prob(F-statistic) 0.000000
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ΕΤΟΣ::2004
R-Rp
ADF Test Statistic -5.749347 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares
Date: 05/02/04 Time: 16:09 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-RfK-1)
c
@TREND(1)
-0.840929
-0.004799
7.20E-05
0.146265 -5.749347
0.006552 -0.732429
0.000266 0.270748
0.0000
0.4683
0.7880
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.461130
0.433495
0.020854
0.016961
104.5088
1.997528
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001560
0.027707
-4.833754
-4.709634
16.68682
0.000006
Rm-Rf
ADF Test Statistic -5.424682 1% Critical Value* 
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:29
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.858795 0.158313 -5.424682 0.0000
C 0.003740 0.003496 1.069939 0.2912
@TREND(1) -0.000118 0.000140 -0.845959 0.4027
R-squared 0.435655 Mean dependent var -0.000219
Adjusted R-squared 0.406714 S.D.dependent var 0.013618
S.E. of regression 0.010489 Akaike info criterion -6.208210
Sum squared resid 0.004291 Schwarz criterion -6.084091
Log likelihood 133.3724 F-statistic 15.05334
Durbin-Watson stat 1.933057 Prob(F-statistic) 0.000014
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ΜΕΤΟΧΗ:ΤΕΧΝΙΚΕΣ 
8/01/2001-4/03/2004 (ΤΡΙΕΤΙΑ)
R-Rf
ADF Test Statistic -24.47773 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 18:21 
Sample(adjusted): 2 783 
Included observations: 782 after adjustinc joints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I) -0.868941 0.035499 -24.47773 0.0000
C -0.000984 0.002957 -0.332742 0.7394
@TREND(1) -6.96E-07 6.54E-06 -0.106441 0.9153
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.434756 Mean dependent var 
0.433305 S.D.dependentvar 
0.041297 Akaike info criterion 
1.328520 Schwarz criterion 
1384.106 F-statistic 
1.994197 Prob(F-statistic)
3.56E-05
0.054858
-3.532240
-3.514355
299.5829
0.000000
Rm-Rf
ADF Test Statistic -25.92797 1% Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
'MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 18:11 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-1 ) 
C
-0.926403
-0.001581
3.65E-06
0.035730
0.001011
2.24E-06
-25.92797
-1.563754
1.631283
0.0000
0.1183
0.1032
R-squared 
Adjusted R-squared 
S.E. of regression
0.463225
0.461847
0.014093
Mean dependent var 
S.D.dependent var 
Akaike info criterion
3.47E-05
0.019212
-5.682395
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ΕΤΟΣ:2001
R-Rf
ADF Test Statistic -15.32988 1% Critical Value* -3.9987
5% Critical Value -3.4294
___________________ 10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 18:25 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rp(-I) -0.984215 0.064202 -15.32988 0.0000
C 0.000575 0.006546 0.087784 0.9301
@TREND(1) -2.05E-05 4.62E-05 -0.444685 0.6569
R-squared 0.492671 Mean dependent var 0.000238
Adjusted R-squared 0.488478 S.D.dependent var 0.071412
S.E. of regression 0.051074 Akaike info criterion -3.098902
Sum squared resid 0.631277 Schwarz criterion -3.056030
Log likelihood 382.6155 F-statistic 117.5039
Durbin-Watson stat 2.000122 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -14.57464 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
@TREND(1) 6.00E-07 1.64E-05 0.036648 0.9708
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.467456 Mean dependent var 
0.463055 S.D. dependentvar 
0.018134 Akaike info criterion 
0.079581 Schwarz criterion 
636.3087 F-statistic 
1.992479 Prob(F-statistic)
7.46E-05
0.024748
-5.169867
-5.126994
106.2114
0.000000
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ΕΤΟΣ:2002
R-Rf
ADF Test Statistic -14.11041 1% Critical Value* -3.9985
5% Critical Value -3.4293
____________ 10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 18:31
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.894295 0.063378 -14.11041 0.0000
C 0.001825 0.003609 0.505755 0.6135
@TREND(1) -2.68E-05 2.54E-05 -1.053370 0.2932
R-squared 0.450575 Mean dependent var -0.000132
Adjusted R-squared 0.446053 S.D.dependent var 0.037828
S.E. of regression 0.028154 Akaike info criterion -4.290108
Sum squared resid 0.192618 Schwarz criterion -4.247360
Log likelihood 530.6833 F-statistic 99.64014
Durbin-Watson stat 1.976305 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -15.40505 1 % Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:05 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.983245 0.063826 -15.40505 0.0000
C -0.001129 0.001431 -0.789284 0.4307
(a)TREND(l) -3.05E-06 1.00E-05 -0.304095 0.7613
R-squared 0.494116 Mean dependent var -7.15E-05
Adjusted R-squared 0.489953 S.D.dependent var 0.015652
S.E. of regression 0.011178 Akaike info criterion -6.137592
Sum squared resid 0.030363 Schwarz criterion -6.094844
Log likelihood 757.9238 F-statistic 118.6738
Durbin-Watson stat 2.005220 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2003
r-rf
ADF Test Statistic -9.860394 1% Critical Value* -3.9987
5%
10%
Critical Value 
Critical Value
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(T)
Method: Least Squares 
Date: 05/21/04 Time: 00:51 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
T(-1) -0.745711 0.075627 -9.860394 0.0000
D(T(-1)) 0.078558 0.064452 1.218850 0.2241
C -0.000679 0.005378 -0.126343 0.8996
@TREND(1) -2.00E-06 3.77E-05 -0.052973 0.9578
R-squared 0.349693 Mean dependent var -2.53E-06
Adjusted R-squared 0.341598 S.D.dependent var 0.051392
S.E. of regression 0.041701 Akaike info criterion -3.500400
Sum squared resid 0.419089 Schwarz criterion -3.443237
Log likelihood 432.7990 F-statistic 43.19801
Durbin-Watson stat 2.001662 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -10.32257 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R)
Method: Least Squares 
Date: 05/21/04 Time: 00:52 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R(-1) -0.891389 0.086353 -10.32257 0.0000
D(R(-1)) -0.006564 0.064420 -0.101900 0.9189
C 8.89E-06 0.001634 0.005443 0.9957
@TREND(1) 8.69E-06 1.15E-05 0.758001 0.4492
R-squared 0.448638 Mean dependent var 2.25E-05
Adjusted R-squared 0.441775 S.D.dependent var 0.016955
S.E. of regression 0.012668 Akaike info criterion -5.883276
Sum squared resid 0.038676 Schwarz criterion -5.826112
Log likelihood 724.7013 F-statistic 65.36650
Durbin-Watson stat 2.000586 Prob(F-statistic) 0.000000
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ΕΤΟΣ::2004
R-Rp
ADF Test Statistic -7.890591 1% Critical Value*
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
*MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 18:38 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -1.119324 0.141856 -7.890591 0.0000
C 0.006072 0.009865 0.615525 0.5418
@TREND(1) -0.000480 0.000404 -1.186785 0.2425
R-squared 0.617538 Mean dependent var -0.002877
Adjusted R-squared 0.597924 S.D.dependent var 0.048455
S.E. of regression 0.030725 Akaike info criterion -4.058744
Sum squared resid 0.036817 Schwarz criterion -3.934625
Log likelihood 88.23363 F-statistic 31.48541
Durbin-Watson stat 2.145529 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -5.424682 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 19:29
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-1) -0.858795 0.158313 -5.424682 0.0000
C 0.003740 0.003496 1.069939 0.2912
@TREND(1) -0.000118 0.000140 -0.845959 0.4027
R-squared 0.435655 Mean dependent var -0.000219
Adjusted R-squared 0.406714 S.D.dependent var 0.013618
S.E. of regression 0.010489 Akaike info criterion -6.208210
Sum squared resid 0.004291 Schwarz criterion -6.084091
Log likelihood 133.3724 F-statistic 15.05334
Durbin-Watson stat 1.933057 Prob(F-statistic) 0.000014
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ΜΕΤΟΧΗ :ΤΕΓΟΠΟΥΛΟΣ
8/01/2001-4/03/2004 (ΤΡΙΕΤΙΑ)
R-Rp
ADF Test Statistic -25.60028 1% Critical Value* -3.9746
5% Critical Value -3.4178
_________________ 10% Critical Value________-3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method. Least Squares 
Date: 05/02/04 Time: 18:42
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.912656 0.035650 -25.60028 0.0000
C -0.002747 0.002422 -1.133889 0.2572
@TREND(1) 8.89E-06 5.37E-06 1.657333 0.0979
R-squared 0.456909 Mean dependent var 6.88E-05
Adjusted R-squared 0.455514 S.D. dependent var 0.045801
S.E. of regression 0.033797 Akaike info criterion -3.933088
Sum squared resid 0.889778 Schwarz criterion -3.915204
Log likelihood 1540.838 F-statistic 327.6905
Durbin-Watson stat _ 1.978659_ Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -25.92797 1 % Critical Value* -3.9746
5% Critical Value -3.4178
10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:11 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints__________________
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
C
DTRENDM]
-0.926403
-0.001581
3.65E-06
0.035730
0.001011
2.24E-06
-25.92797
-1.563754
1.631283
0.0000
0.1183
0.1032
R-squared 0.463225 Mean dependent var 3.47E-05
Adjusted R-squared 0.461847 S.D. dependentvar 0.019212
S.E. of regression 0.014093 Akaike info criterion -5.682395
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
100
ΕΤΟΣ:2001
R-Rf
ADF Test Statistic -13.98477 1% Critical Value* 
5% Critical Value 
10% Critical Value
-3.9987
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 18:50 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
C
(S)TREND(I)
-0.890408
0.001643
-2.37E-05
0.063670 -13.98477
0.004794 0.342738
3.38E-05 -0.702238
0.0000
0.7321
0.4832
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.446968 
0.442397 
0.037403 
0.338562 
458.9376 
1.963410_
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.000223
0.050090
-3.721940
-3.679067
97.79385
0.000000
Rm-Rf
ADF Test Statistic -14.57464 1% Critical Value* 
5% Critical Value 
10% Critical Value
-3.9987
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 18:45 
Sample(adjusted): 2 246
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.933959 0.064081 -14.57464 0.0000
C -0.000701 0.002325 -0.301409 0.7634
(S)TREND(I) 6.00E-07 1.64E-05 0.036648 0.9708
R-squared 0.467456 Mean dependent var 7.46E-05
Adjusted R-squared 0.463055 S.D. dependent var 0.024748
S.E. of regression 0.018134 Akaike info criterion -5.169867
Sum squared resid 0.079581 Schwarz criterion -5.126994
Log likelihood 636.3087 F-statistic 106.2114
Durbin-Watson stat 1.992479 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2002
ADF Test Statistic -15.76831 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
R-Rp
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 19:04
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1 ) -0.971467 0.061609 -15.76831 0.0000
C -0.002142 0.002956 -0.724849 0.4692
@TREND(1) 3.1 IE-06 2.07E-05 0.150126 0.8808
R-squared 0.505893 Mean dependent var -0.000531
Adjusted R-squared 0.501826 S.D. dependent var 0.032738
S.E. of regression 0.023107 Akaike info criterion -4.685267
Sum squared resid 0.129743 Schwarz criterion -4.642519
Log likelihood 579.2878 F-statistic 124.3982
Durbin-Watson stat _ 1.985185_ Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -15.40505 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:05
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
C
@TREND(1)
-0.983245
-0.001129
-3.05E-06
0.063826
0.001431
1.00E-05
-15.40505
-0.789284
-0.304095
0.0000
0.4307
0.7613
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.494116
0.489953
0.011178
0.030363
757.9238
2.005220
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-7.15E-05
0.015652
-6.137592
-6.094844
118.6738
0.000000
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ΕΤΟΣ:2003
ADF Test Statistic -14.23524 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
R-Rp
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 19:08
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-RF(-1)
C
(5)TREND(1)
-0.899562
0.002985
4.08E-06
0.063193 -14.23524
0.004934 0.604841
3.46E-05 0.118129
0.0000
0.5458
0.9061
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.454822 Mean dependent var 
0.450334 S.D.dependentvar 
0.038499 Akaike info criterion 
0.360170 Schwarz criterion 
453.7020 F-statistic 
1.974437 Prob(F-statistic)
-0.000294
0.051928
-3.664244
-3.621496
101.3628
0.000000
Rm-Rf
ADF Test Statistic -14.12123 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:19 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.898289 0.063613 -14.12123 0.0000
c -2.87E-05 0.001614 -0.017777 0.9858
@TREND(1) 8.98E-06 1.13E-05 0.791889 0.4292
R-squared 0.450767 Mean dependent var -4.64E-05
Adjusted R-squared 0.446246 S.D.dependent var 0.016955
S.E. of regression 0.012617 Akaike info criterion -5.895412
Sum squared resid 0.038683 Schwarz criterion -5.852664
Log likelihood 728.1357 F-statistic 99.71750
Durbin-Watson stat 1.999168 Prob(F-statistic) 0.000000
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ΕΤΟΣ::2004
R-Rp
ADF Test Statistic -7.387627 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 19:12 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-RF(-1)
C
@TREND(1)
-1.077777
0.001026
0.000178
0.145889 -7.387627
0.008957 0.114543
0.000360 0.494914
0.0000
0.9094
0.6234
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.585587
0.564335
0.028269
0.031167
91.73218
2.030540
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001846
0.042829
-4.225342
-4.101223
27.55455
0.000000
Rm-Rf
ADF Test Statistic -5.424682 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-4.1896
-3.5189
-3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 19:29 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.858795 0.158313 -5.424682 0.0000
C 0.003740 0.003496 1.069939 0.2912
@TREND(1) -0.000118 0.000140 -0.845959 0.4027
R-squared 0.435655 Mean dependent var -0.000219
Adjusted R-squared 0.406714 S.D. dependent var 0.013618
S.E. of regression 0.010489 Akaike info criterion -6.208210
Sum squared resid 0.004291 Schwarz criterion -6.084091
Log likelihood 133.3724 F-statistic 15.05334
Durbin-Watson stat 1.933057 Prob(F-statistic) 0.000014
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ΜΕΤΟΧΗιΧΑΙΔΕΜΕΝΟΣ 
8/01/2001-4/03/2004 (ΤΡΙΕΤΙΑ)
R-Rf
ADF Test Statistic -25.03050 1% Critical Value* -3.9746
5% Critical Value -3.4178
______________________ 10% Critical Value -3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 19:16 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
c
(S)TREND(I)
-0.889351
-0.002266
3.76E-06
0.035531 -25.03050
0.002657 -0.852965
5.88E-06 0.639272
0.0000
0.3939
0.5228
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.445762
0.444339
0.037087
1.071445
1468.193
2.003158
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.000114
0.049752
-3.747297
-3.729413
313.2671
0.000000
Rm-Rf
ADF Test Statistic -25.92797 1 % Critical Value* 
5% Critical Value 
10% Critical Value
-3.9746
-3.4178
-3.1310
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 18:11
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.926403 0.035730 -25.92797 0.0000
C -0.001581 0.001011 -1.563754 0.1183
(®TREND(1) 3.65E-06 2.24E-06 1.631283 0.1032
R-squared 0.463225 Mean dependent var 3.47E-05
Adjusted R-squared 0.461847 S.D. dependentvar 0.019212
S.E. of regression 0.014093 Akaike info criterion -5.682395
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ΕΤΟΣ: 2001
R-Rf
ADF Test Statistic -9.940633 1% Critical Value* -3.9988
5% Critical Value -3.4295
________ ___________________________10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/21/04 Time: 00:57 
Sample(adjusted): 3 246
Included observations: 244 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-1) -0.840645 0.084567 -9.940633 0.0000
D(R-Rf(-1)) -0.026102 0.064097 -0.407223 0.6842
C -0.002865 0.004628 -0.619183 0.5364
@TREND(1) 1.55E-05 3.25E-05 0.477696 0.6333
R-squared 0.431546 Mean dependent var 0.000106
Adjusted R-squared 0.424441 S.D. dependent var 0.047085
S.E of regression 0.035721 Akaike info criterion -3.809892
Sum squared resid 0.306240 Schwarz criterion -3.752561
Log likelihood 468.8068 F-statistic 60.73269
Durbin-Watson stat 1.983729 Prob(F-statistic) 0.000000
Rm-Rf
ADF Test Statistic -11.10638 1% Critical Value* -3.9988
5% Critical Value -3.4295
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 05/21/04 Time: 00:58 
Sample(adjusted): 3 246
Included observations: 244 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.978247 0.088080 -11.10638 0.0000
D(Rm-Rf(-1)) 0.047868 0.064412 0.743156 0.4581
C -0.000784 0.002351 -0.333482 0.7391
@TREND(1) 9.21 E-07 1.65E-05 0.055706 0.9556
R-squared 0.467933 Mean dependent var 1.38E-05
Adjusted R-squared 0.461283 S.D. dependent var 0.024780
S.E. of regression 0.018188 Akaike info criterion -5.159857
Sum squared resid 0.079392 Schwarz criterion -5.102526
Log likelihood 633.5025 F-statistic 70.35714
Durbin-Watson stat 1.939825 Prob(F-statistic) 0.000000
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ΕΤΟΣ:2002
R-Rf
ADF Test Statistic -16.75967 1% Critical Value* -3.9985
5% Critical Value -3.4293
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 19:24 
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-RF(-1)
C
@TREND(1)
-1.063865
-0.001047
-2.09E-05
0.063478 -16.75967
0.004138 -0.253114
2.91 E-05 -0.719819
0.0000
0.8004
0.4723
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.536234
0.532417
0.032350
0.254303
496.5119
2.008227
a a
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000232
0.047309
-4.012292
-3.969544
140.4853
0.000000
Rm-Rf
ADF Test Statistic -15.40505 1% Critical Value* 
5% Critical Value 
10% Critical Value
-3.9985
-3.4293
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(Rm-Rf)
Method: Least Squares 
Date: 04/29/04 Time: 19:05
Sample(adjusted): 2 247
Included observations: 246 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
-0.983245 0.063826 -15.40505 0.0000
-0.001129 0.001431 -0.789284 0.4307
-3.05E-06 1.00E-05 -0.304095 0.7613
0.494116 Mean dependent var 
0.489953 S.D. dependentvar 
0.011178 Akaike info criterion 
0.030363 Schwarz criterion 
757.9238 F-statistic 
2.005220 Prob(F-statistic)
-7.15E-05
0.015652
-6.137592
-6.094844
118.6738
0.000000
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ΕΤΟΣ:2003
R-Rp
ADF Test Statistic -9.690840 1% Critical Value* -3.9987
5% Critical Value -3.4294
10% Critical Value -3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/21/04 Time: 01:02 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-Rf(-I)
D(R-Rf(-1))
c
@TREND(1)
-0.792052
-0.014882
0.000509
2.55E-06
0.081732 -9.690840
0.063832 -0.233147
0.005449 0.093501
3.82E-05 0.066830
0.0000
0.8158
0.9256
0.9468
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.403140 
0.395710 
0.042247 
0.430146 
429.6089 
1.989526_
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.000326
0.054347
-3.474358
-3.417195
54.25992
0.000000
Rm-Rf
ADF Test Statistic -10.32257 1% Critical Value* 
5% Critical Value 
10% Critical Value
-3.9987
-3.4294
-3.1379
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 05/21/04 Time: 01:03 
Sample(adjusted): 3 247
Included observations: 245 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I) -0.891389 0.086353 -10.32257 0.0000
D(Rm-Rf(-1)) -0.006564 0.064420 -0.101900 0.9189
C 8.89E-06 0.001634 0.005443 0.9957
@TREND(1) 8.69E-06 1.15E-05 0.758001 0.4492
R-squared 0.448638 Mean dependent var 2.25E-05
Adjusted R-squared 0.441775 S.D.dependent var 0.016955
S.E. of regression 0.012668 Akaike info criterion -5.883276
Sum squared resid 0.038676 Schwarz criterion -5.826112
Log likelihood 724.7013 F-statistic 65.36650
Durbin-Watson stat 2.000586 Prob(F-statistic) 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
108
ΕΤΟΣ::2004
R-Rp
ADF Test Statistic -6.897059 1% Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root.
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(R-RF)
Method: Least Squares 
Date: 05/02/04 Time: 19:31
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
R-RF(-1) -0.996810 0.144527 -6.897059 0.0000
C 0.006426 0.010477 0.613315 0.5432
(9>TREND(1) -0.000327 0.000426 -0.767462 0.4474
R-squared 0.555185 Mean dependent var -0.002279
Adjusted R-squared 0.532374 S.D.dependent var 0.047226
S.E. of regression 0.032295 Akaike info criterion -3.959086
Sum squared resid 0.040675 Schwarz criterion -3.834967
Log likelihood 86.14080 F-statistic 24.33849
Durbin-Watson stat _ 2.004475_ Prob(F-statistic) 0.000000
RmiRf
ADF Test Statistic -5.424682 1 % Critical Value* -4.1896
5% Critical Value -3.5189
10% Critical Value -3.1898
‘MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RM-RF)
Method: Least Squares 
Date: 04/29/04 Time: 19:29 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
Rm-Rf(-I)
C
@>TREND(1)
-0.858795
0.003740
-0.000118
0.158313 -5.424682 0.0000
0.003496 1.069939 0.2912
0.000140 -0.845959 0.4027
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.435655
0.406714
0.010489
0.004291
133.3724
1.933057
Mean dependent var -0.000219
S.D. dependentvar 0.013618
Akaike info criterion -6.208210
Schwarz criterion -6.084091
F-statistic 15.05334
Prob(F-statistic) 0.000014
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ΠΑΡΑΡΤΗΜΑ Β'
ΕΚΤΙΜΗΣΗ ΣΥΝΤΕΛΕΣΤΩΝ BETA
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ΜΕΤΟΧΗ:ΛΑΜΠΡΑΚΗΣ
8/01/2001 -4/03/2004(ΤΡΙ ΕΤΙA
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/04/04 Time: 11:22 
Sample: 1 783 
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000283
1.856328
0.000959
0.067844
-0.294806
27.36177
0.7682
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.489431
0.488777
0.026829
0.562157
1723.081
1.748180
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000626
0.037523
-4.396121
-4.384210
748.6663
0.000000
160.
Series: Residuals
Sample 1 783
Observations 783
Mean -4.43E-21
Median -0.001506
Maximum 0.183115
Minimum -0.098492
Std. Dev. 0.026812
Skewness 1.563093
Kurtosis 10.09508
Jarque-Bera 1961.193
Probability 0.000000
-0.10 -0.05 0.00 0.05 0.10 0.15
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
Ill
Residuals Versus the Fitted Values
(response is R-Rf)
(O3■g
wd)
CC
-0,1-
-0,1 0,0 0,1
Fitted Value
GOLDFELD-QUANT HETEROSKEDASTICITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
SSRi=0,001170 SSR2=0,001037 FTEST(=0,8863247)<FniNAKnNi(=1)
CUSUM of Squares 5% Significance
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ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/04/04 Time: 12:25 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.002257
1.735657
0.001334 -1.692646
0.073846 23.50371
0.0918
0.0000
R-squared
Adjusted R-squared
S.E. of regression
Sum squared resid
Log likelihood
Durbin-Watson stat . ——=—_
0.693631 
0.692375 
0.020901 
0.106593 
603.4611 
1.797968
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.003526
0.037684
-4.889928
-4.861429
552.4242
0.000000
Series: Residuals 
Sample 1 246 
Observations 246
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
-1.70E-18
-0.000269
0.098037
-0.053886
0.020858
0.797592
5.965939
Jarque-Bera 116.2494 
Probability 0.000000
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ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/10/04 Time: 19:45 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000210
1.776584
0.001490 0.140810
0.132474 13.41083
0.8881
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.423326
0.420973
0.023212
0.132007
580.0072
1.789713
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.002381
0.030505
-4.680220
-4.651804
179.8503
0.000000
40.
-0.10 -0.05 0.00 0.05
Series: Residuals 
Sample 1 247 
Observations 247
Mean 1.77E-18 
Median -0.000602 
Maximum 0.086143 
Minimum -0.097807 
Std. Dev. 0.023165 
Skewness 0.329097 
Kurtosis 5.299461
Jarque-Bera58.87594 
Probability 0.000000
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ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/11/04 Time: 08:52 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.001408
2.135394
0.002205 0.638798
0.173613 12.29977
0.5236
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.381757
0.379234
0.034474
0.291177
482.3087
1.649020
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.004116
0.043755
-3.889139
-3.860723
151.2843
0.000000
Series: Residuals 
Sample 1 247 
Observations 247
Mean -1.80E-18 
Median -0.004382 
MaximumO.183719 
Minimum-0.095430 
Std. Dev.0.034404 
Skewnesd .679201 
Kurtosis 8.738036
Jarque-B0li&4.9321 
Probability.000000
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/11/04 Time: 09:39 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.005009
2.001011
0.003824
0.350748
-1.309684
5.704981
0.1976
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.442532
0.428935
0.024689
0.024992
99.16916
1.407010
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001183
0.032671
-4.519496
-4.437579
32.54681
0.000001
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-0.04-0.02 0.00 0.02 0.04 0.06 0.08 0.10 0.12
Series: Residuals
Sample 1 43
Observations 43
Mean 6.45E-19
Median ■0.006354
Maximum 0.112340
Minimum ■0.039293
Std. Dev. 0.024394
Skewness 2.433075
Kurtosis 11.98082
Jarque-Bera 186.9326
Probability 0.000000
DURB1N-WATSON TWO STEPS METHOD
Regression Analysis: L versus R; LLAG; RLAG
The regression equation is 
L = - 0,00586 + 1,50 R + 0,091 LLAG - 0,553 RLAG
Regression Analysis: LSTAR versus RSTAR
The regression equation is 
LSTAR = - 0,00451 + 1,99 RSTAR
Durbin-Watson statistic = 1,53
Η τελική εξίσωση θα είναι της μορφής: Ι_=-0,00496+1,99*R
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.022735 Probability 0.880907
Obs*R-squared 0.024426 Probability 0.875806
Test Equation:
Dependent Variable: RESID 
Method: Least Squares 
Date: 05/13/04 Time: 21:39
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C -3.43E-05 0.003857 -0.008890 0.9930
Rm-Rf 0.013086 0.368426 0.035520 0.9718
RESID(-I) -0.024718 0.163936 -0.150780 0.8809
R-squared 0.000568 Mean dependent var 1.37E-18
Adjusted R-squared -0.049404 S.D. dependent var 0.024311
S.E. of regression 0.024904 Akaike info criterion -4.480352
Sum squared resid 0.024809 Schwarz criterion -4.357478
Log likelihood 99.32757 F-statistic 0.011367
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Durbin-Watson stat 1.497567 Prob(F-statistic) 0.988700
ΜΕΤΟΧΗ:ΛΥΜΠΕΡΗΣ
8/01/2001 -4/03/2004(TPlETIA
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/11/04 Time: 10:08
Sample: 1 783 
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.002039
1.447549
0.001164
0.082325
-1.752556
17.58338
0.0801
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.283601
0.282684
0.032555
0.827749
1571.599
1.800584
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.002306
0.038439
-4.009193
-3.997282
309.1752
0.000000
140
Series: Residuals
Sample 1 783 
Observations 783
Mean -2.62E-18
Median -0.002616
Maximum 0.178098
Minimum -0.137124
Std. Dev. 0.032535
Skewness 0.590827
Kurtosis 7.206993
Jarque-Bera 622.9777
Probability 0.000000
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Residuals Versus the Fitted Values
(response is LAM)
0,2
0,1
ra
-Ό
W
& 0.0 
-0,1
GOLDFELD-QUANT HETEROSKEDASTICITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
SSRi=0,294756 SSR2=0,24829 ATEZT(=0,8423577)<FniNAKON(=1)
I----------------------------------- 1------------------------------------- Γ
-0,1 0,0 0,1
Fitted Value
CUSUM of Squares 5% Significance
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ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/11/04 Time: 10:51 
Sample: 1 246
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.004347
0.734753
0.002124
0.117597
-2.046907
6.248078
0.0417
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.137926
0.134393
0.033284
0.270312
489.0029
1.813773=~ ... B .. .—=
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.004884
0.035775
-3.959373
-3.930874
39.03848
0.000000
-0.10 -0.05 0.00 0.05 0.10 0.15
Series: Residuals 
Sample 1 246 
Observations 246
Mean -2.71E-18
Median -0.000377 
Maximum 0.174527 
Minimum -0.136418 
Std. Dev. 0.033216 
Skewness 0.332346 
Kurtosis 8.978362
Jarque-Bera370.8719 
Probability 0.000000
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ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/11/04 Time: 11:10 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.001420
2.088080
0.001851
0.164660
-0.767014
12.68114
0.4438
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.396271
0.393807
0.028852
0.203945
526.2850
1.711464
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.004465
0.037057
-4.245223
-4.216807
160.8114
0.000000
Series: Residuals 
Sample 1 247 
Observations 247
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
3.08E-18
-0.001516
0.165896
-0.063600
0.028793
1.333850
8.815273
Jarque-Bera421.2792 
Probability 0.000000
-0.05 0.00 0.05 0.10 0.15
ΕΤΟΣ 2003:
Dependent Variable: RF 
Method: Least Squares 
Date: 05/11/04 Time: 11:16 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.001681
2.314620
0.001933 -0.869812
0.152188 15.20900
0.3853
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.485633
0.483534
0.030220
0.223745
514.8418
1.890531
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.001254
0.042051
-4.152565
-4.124149
231.3137
0.000000
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Series: Residuals
Sample 1 247
Observations 247
Mean -1.33E-19
Median -0.001848
Maximum 0.133802
Minimum -0.095305
Std. Dev. 0.030158
Skewness 0.389134
Kurtosis 4.964473
Jarque-Bera 45.95077
Probability 0.000000
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/11/04 Time: 11:22 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000828
1.862284
0.005077
0.465608
0.163107
3.999683
0.8712
0.0003
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.280670
0.263125
0.032774
0.044041
86.98830
1.613216
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.004389
0.038180
-3.952944
-3.871028
15.99746
0.000259
Series: Residuals 
Sample 1 43 
Observations 43
Mean -4.84E-19 
Median -0.007357 
Maximum 0.091146 
Minimum -0.047834 
Std. Dev. 0.032382 
Skewness 1.088856 
Kurtosis 4.006021
Jarque-BerdO.31016 
Probability 0.005770
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METOXH:KA0HMEPINH
8/01/2001 -4/03/2004(TPI ET1A
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/11/04 Time: 11:33 
Sample: 1 783
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000761
1.105151
0.000954
0.067518
0.797357
16.36835
0.4255
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.255427 
0.254473 
0.026700 
0.556763 
1726.856 
1.690250
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.000557
0.030923
-4.405763
-4.393852
267.9230
0.000000
20Q
-0.05 0.00 0.05 0.10 0.15
Series: Residuals 
Sample 1 783 
Observations 783
Mean 4.29E-19 
Median -0.001850 
Maximum 0.174106 
Minimum -0.083682 
Std. Dev. 0.026683 
Skewness 1.383547 
Kurtosis 8.496395
Jarque-Ber4235.416 
Probability 0.000000
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Residuals Versus the Fitted Values
(response is R-Rf)
0,2-
-0,1 0,0 0,1
Fitted Value
GOLDFELD-QUANT HETEROSKEDASTICITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
Regression Analysis: R-Rf_1 versus Rm-Rf_1
The regression equation is 
R-Rf_1 = - 0,0164 + 0,226 Rm-Rf_1
Regression Analysis: R-Rf_2 versus Rm-Rf_2
The regression equation is 
R-Rf_2 = 0,0167 + 0,165 Rm-Rf_2
SRRi=0,1840406 SRR2=0,260256 ATEzT(=1,4141227)>FniNAKnN(=1
ΜΕΤΑΣΧΗΜΑΤΙΣΜΟΣ ΤΗΣ ΜΕΤΑΒΛΗΤΗΣ ΓΙΑ ΤΗΝ ΑΠΑΛΟΙΦΗ 
ARCH
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/12/04 Time: 15:45 
Sample: 1 783 
Included observations: 778 
Excluded observations: 5
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
3.567435
-0.404549
3.221580
0.116527
1.107356
-3.471720
0.2685
0.0005
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.015294
0.014026
88.45776
6072026.
-4590.337
2.152981
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
I. 600379 
89.08470
II. 80549 
11.81747 
12.05284 
0.000546
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ΑΠΟΤΕΛΕΣΜΑ ΓΙΑ ΕΛΕΓΧΟ ARCH ΜΕΤΑ ΤΟ 
ΜΕΤΑΣΧΗΜΑΤΙΣΜΟ
ARCH Test:
F-statistic 1.509526 Probability 0.219587
Obs*R-squared 1.510486 Probability 0.219065
Test Equation:
Dependent Variable: RESIDA2
Method: Least Squares
Date: 05/12/04 Time: 15:50
Sample(adjusted): 2 783
Included observations: 772
Excluded observations: 10 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
C
RESIDA2(-1)
7514.257
0.044233
1654.199
0.036002
4.542535 
1.228628
0.0000
0.2196
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.001957
0.000660
45284.55
1.58E+12
-9370.816
1.635141
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
7861.853 
45299.51 
24.28191 
24.29395 
1.509526 
0.219587
ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/12/04 Time: 15:58 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C -0.000267 0.001824 -0.146246 0.8838
Rm-Rf 1.141893 0.100969 11.30936 0.0000
R-squared 0.343912 Mean dependent var -0.001101
Adjusted R-squared 0.341223 S.D. dependent var 0.035210
S.E. of regression 0.028578 Akaike info criterion -4.264269
Sum squared resid 0.199274 Schwarz criterion -4.235771
Log likelihood 526.5051 F-statistic 127.9015
Durbin-Watson stat 1.724672 Prob(F-statistic) 0.000000
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Series: Residuals
Sample 1 246 
Observations 246
Mean -1.34E-18
Median -0.001303
Maximum 0.109412
Minimum -0.082017
Std. Dev. 0.028520
Skewness 0.665755
Kurtosis 5.128551
Jarque-Bera 64.61243
Probability 0.000000
ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/12/04 Time: 16:12 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000191
0.798918
0.001171 -0.163136
0.104135 7.671975
0.8705
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.193705
0.190414
0.018246
0.081569
639.4604
1.919035
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001356
0.020279
-5.161623
-5.133207
58.85919
0.000000
5 CL_________________________________________
Series: Residuals 
Sample 1 247 
Observations 247
Mean -7 
Median 0. 
Maximum 0. 
Minimum-0. 
Std. Dev. 0. 
SkewnessO. 
Kurtosis 6
.27E-19
000380
080261
067748
018209
537323
785666
Jarque-Bet£9.3781 
Probability]. 000000
-0.0500.0250.000 0.025 0.050 0.075
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ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/12/04 Time: 16:43 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.001956
1.312043
0.002054
0.161490
0.952292
8.124615
0.3419
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.212927
0.209701
0.032062
0.250830
498.2035
1.557567
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.003602
0.036066
-4.034175
-4.005676
66.00938
0.000000
-0.05 0.00 0.05 0.10 0.15
Series: Residuals 
Sample 1 247 
Observations 247
Mean -1.75E-18 
Median -0.005143 
Maximum 0.173808 
Minimum -0.065822 
Std. Dev. 0.031934 
Skewness 1.892196 
Kurtosis 8.630896
Jarque-Bera473.7110 
Probability 0.000000
DURBIN-WATSON TWO STEPS METHOD
Regression Analysis: K versus R; KLAG; RLAG
The regression equation is
K = 0,00129 + 1,25 R + 0,220 KLAG + 0,098 RLAG
Regression Analysis: KSTAR versus RSTAR
The regression equation is 
KSTAR = 0,00168 + 1,19 RSTAR
Durbin-Watson statistic = 2,01
B0=Ao/1-p=0,0021542
Η τελική εξίσωση είναι της popq^:KSTAR=0,0021542+1,19RSTAR
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ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/12/04 Time: 20:48 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C 0.002183 0.003257 0.670276 0.5064
Rm-Rf 0.582399 0.298744 1.949491 0.0581
R-squared 0.084832 Mean dependent var 0.003297
Adjusted R-squared 0.062511 S.D.dependent var 0.021719
S.E. of regression 0.021029 Akaike info criterion -4.840456
Sum squared resid 0.018131 Schwarz criterion -4.758540
Log likelihood 106.0698 F-statistic 3.800516
Durbin-Watson stat 1.603305 Prob(F-statistic) 0.058099
Series: Residuals 
Sample 1 43 
Observations 43
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
6.56E-19
0.000523
0.065577
0.040626
0.020777
1.070822
5.348497
Jarque-Berd 8.09955 
Probability 0.000117
-0.04 -0.02
ARCH Test
0.00 0.02 0.04 0.06
F-statistic 0.215635 Probability 0.644904
Obs*R-squared 0.225202 Probability 0.635104
Test Equation:
Dependent Variable: RESIDA2 
Method: Least Squares 
Date: 05/12/04 Time: 20:50 
Sample(adjusted): 2 43
Included observations: 42 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
C 0.000353 0.000114 3.084402 0.0037
RESIDA2(-1) -0.053788 0.115832 -0.464365 0.6449
R-squared 0.005362 Mean dependent var 0.000329
Adjusted R-squared -0.019504 S.D.dependent var 0.000660
S.E. of regression 0.000666 Akaike info criterion -11.74398
Sum squared resid 1.77E-05 Schwarz criterion -11.66124
Log likelihood 248.6237 F-statistic 0.215635
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Durbin-Watson stat _ 2.057901 _ Prob(F-statistic) 0.644904
ΜΕΤΟΧΗ :ΝΑΥΤΕΜΠΟΡΙΚΗ
8/01/2001 -4/03/2004(ΤΡΙΕΤ1Α)
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/12/04 Time: 20:55 
Sample: 1 783 
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C 0.000761 0.000954 0.797357 0.4255
Rm-Rf 1.105151 0.067518 16.36835 0.0000
R-squared 0.255427 Mean dependent var 0.000557
Adjusted R-squared 0.254473 S.D.dependent var 0.030923
S.E. of regression 0.026700 Akaike info criterion -4.405763
Sum squared resid 0.556763 Schwarz criterion -4.393852
Log likelihood 1726.856 F-statistic 267.9230
Durbin-Watson stat 1.690250 Prob(F-statistic) 0.000000
20α
-0.05 0.00 0.05 0.10 0.15
Series: Residuals 
Sample 1 783 
Observations 783
Mean 4.29E-19 
Median -0.001850 
Maximum 0.174106 
Minimum -0.083682 
Std. Dev. 0.026683 
Skewness 1.383547 
Kurtosis 8.496395
Jarque-Beral 235.416 
Probability 0.000000
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Residuals Versus the Fitted Values
(response is Cl)
0,2-
-0,1 0,0 0,1
Fitted Value
100 200 300 400 500 600 700
CUSUM of Squares 5% Significance
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GOLDFELD-QUANT HETEROSKEDAST1CITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
Regression Analysis: C4 versus C5
The regression equation is 
C4 = 0,00091 + 0,0986 C5
Regression Analysis: C6 versus C7
The regression equation is 
C6 = 0,00122 + 0,0260C
SSRi=0,0801607 SSR2=0,0409709 λτΕΣτ(0,51)<ΡπΐΝΑΚΩΝθ)
ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/12/04 Time: 21:17 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C 0.000533 0.002144 0.248796 0.8037
Rm-Rf 1.383499 0.118729 11.65257 0.0000
R-squared 0.357527 Mean dependent var -0.000478
Adjusted R-squared 0.354894 S.D. dependent var 0.041839
S.E. of regression 0.033605 Akaike info criterion -3.940206
Sum squared resid 0.275543 Schwarz criterion -3.911707
Log likelihood 486.6454 F-statistic 135.7825
Durbin-Watson stat _ 1.563377_ Prob(F-statistic) 0.000000
5D
Series: Residuals 
Sample 1 246 
Observations 246
Mean -1.75E-19 
Median -0.004648 
Maximum 0.122228 
Minimum -0.097079 
Std. Dev. 0.033536 
Skewness 1.154007 
Kurtosis 5.383038
Jarque-Berd 12.8095 
Probability 0.000000
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DURBIN-WATSON TWO STEPS METHOD
Regression Analysis: N versus R; NLAG; RLAG
The regression equation is
N = 0,00043 + 1,36 R + 0,218 NLAG - 0,344 RLAG
Regression Analysis: NSTAR versus RSTAR
The regression equation is 
NSTAR = 0,00042 + 1,37 RSTAR
Durbin-Watson statistic = 1,97
ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 12:47 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C 0.000316 0.001441 0.218940 0.8269
Rm-Rf 1.059831 0.128168 8.269044 0.0000
R-squared 0.218194 Mean dependent var -0.001230
Adjusted R-squared 0.215003 S.D. dependent var 0.025347
S.E. of regression 0.022458 Akaike info criterion -4.746300
Sum squared resid 0.123566 Schwarz criterion -4.717884
Log likelihood 588.1680 F-statistic 68.37710
Durbin-Watson stat 2.083425 Prob(F-statistic) 0.000000
50 
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Series: Residuals
Sample 1 247
Observations 247
Mean -8.30E-19
Median -0.000535
Maximum 0.075143
Minimum -0.069346
Std. Dev. 0.022412
Skewness -0.183751
Kurtosis 4.309648
Jarque-Bera 19.04199
Probability 0.000073
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ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 12:53 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.002953
0.978971
0.002641
0.208008
1.117974
4.706417
0.2647
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.082913 
0.079170 
0.041304 
0.417979 
437.6638 
1.726577
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.004194
0.043043
-3.527642
-3.499226
22.15036
0.000004
Series: Residuals 
Sample 1 247 
Observations 247
Mean -3.03E-18
Median -0.004584 
Maximum 0.176926 
Minimum -0.181647 
Std. Dev. 0.041220 
Skewness 0.302640 
Kurtosis 7.676756
Jarque-Bera228.8703 
Probability 0.000000
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 13:22 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C -0.008064 0.004539 -1.776560 0.0831
Rm-Rf 0.870574 0.416277 2.091333 0.0427
R-squared 0.096392 Mean dependent var -0.006399
Adjusted R-squared 0.074353 S.D. dependent var 0.030456
S.E. of regression 0.029302 Akaike info criterion -4.176930
Sum squared resid 0.035203 Schwarz criterion -4.095014
Log likelihood 91.80400 F-statistic 4.373673
Durbin-Watson stat 2.216969 Prob(F-statistic) 0.042736
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METOXH:IMAKO
8/01/2001 -4/03/2004(ΤΡΙΕΤ1Α
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 13:26 
Sample: 1 783
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000516
1.609293
0.001258
0.088992
-0.410380
18.08361
0.6816
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.295137
0.294235
0.035192
0.967245
1510.626
1.815507
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000813
0.041890
-3.853451
-3.841540
327.0169
0.000000
120
Series: Residuals
Sample 1 783
Observations 783
Mean 3.02E-18
Median -0.002234
Maximum 0,184065
Minimum -0.162702
Std. Dev. 0.035169
Skewness 0.773154
Kurtosis 7.020423
Jarque-Bera 605.3527
Probability 0.000000
Residuals Versus the Fitted Values
(response is R-Rf)
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------CUSUM of Squares 5% Significance
GOLDFELD-QUANT HETEROSKEPAST1CITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤ1ΚΟΤΗΤΑ
Regression Analysis: R-Rfl versus Rm-Rfl
The regression equation is 
R-Rfl = - 0,00056 + 0,0071 Rm-Rfl
Regression Analysis: C6 versus C7
The regression equation is 
06 = 0,00164 + 0,0009 C7
SRR!= 0,0819663 SRR2=0,0411476 λΤΕΣτ(=0,5020063)<ΡπΐΝΑΚΩΝ(=1)
ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 13:57 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.001464
1.566028
0.002188
0.121149
-0.668988
12.92642
0.5041
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.406459 
0.404027 
0.034290 
0.286892 
481.6809 
1.902395
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.002608
0.044417
-3.899845
-3.871346
167.0924
0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
134
40
-0.10 -0.05 0.00 0.05 0.10 0.15
Series: Residuals
Sample 1 246
Observations 246
Mean 1.24E-18
Median -0.002094
Maximum 0.171478
Minimum -0.108969
Std. Dev. 0.034220
Skewness 0.817142
Kurtosis 6.466685
Jarque-Bera 150.5600
Probability 0.000000
ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 14:03 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C -0.000761 0.001923 -0.395770 0.6926
Rm-Rf 1.443702 0.171003 8.442531 0.0000
R-squared 0.225361 Mean dependent var -0.002867
Adjusted R-squared 0.222199 S.D. dependent var 0.033975
S.E. of regression 0.029963 Akaike info criterion -4.169623
Sum squared resid 0.219961 Schwarz criterion -4.141207
Log likelihood 516.9484 F-statistic 71.27634
Durbin-Watson stat 2.106137 Prob(F-statistic) 0.000000
50
Series: Residuals 
Sample 1 247 
Observations 247
Mean -2.78E-18
Median -0.001701
Maximum 0.182583
Minimum -0.096892
Std. Dev. 0.029902
Skewness 1.428762
Kurtosis 10.23403
Jarque-Bera622.6119
Probability 0.000000
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ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 14:07
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
7.55E-05
1.850716
0.002622
0.206515
0.028775
8.961664
0.9771
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.246876
0.243802
0.041008
0.412000
439.4429
1.497479
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.002422
0.047157
-3.542048
-3.513632
80.31142
0.000000
50
Series: Residuals
Sample 1 247
Observations 247
Mean -3.09E-19
Median -0.000407
Maximum 0.149599
Minimum -0.161310
Std. Dev. 0.040924
Skewness 0.481191
Kurtosis 5.761506
Jarque-Bera 88.01531
Probability 0.000000
DURBIN-WATSON TWO STEPS METHOD
Regression Analysis: I versus R
The regression equation is 
1 = 0,00008+ 1,85 R
Durbin-Watson statistic = 1,50
Regression Analysis: I versus R; ILAG; RLAG
The regression equation is 
I = - 0,00018 + 1,82 R + 0,224 ILAG - 0,663 RLAG
Regression Analysis: ISTAR versus RSTAR
The regression equation is 
ISTAR = 0,00001 + 1,90 RSTAR
Durbin-Watson statistic = 1,95
B0=A0/1-p=0,0000128
Η τελική εξίσωση θα είναι της μορφής:1=0,0000128+1.90*R
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ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 14:33 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000136
1.321690
0.005091
0.466905
0.026704
2.830749
0.9788
0.0072
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.163490
0.143087
0.032866
0.044286
86.86869
1.907460
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.002663
0.035504
-3.947381
-3.865465
8.013138
0.007162
Series: Residuals 
Sample 1 43 
Observations 43
Mean 2.14E-18 
Median -0.005434 
Maximum 0.088217 
Minimum -0.062767 
Std. Dev. 0.032472 
Skewness 0.682482 
Kurtosis 3.036956
Jarque-Berd3.340547 
Probability 0.188196
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ΜΕΤΟΧΗ:ΑΤΤΙΚΕΣ ΕΚΔΟΣΕΙΣ
8/01/2001 -4/03/2004(ΤΡΙΕΤΙΑ
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 14:38 
Sample: 1 783
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000527
0.859603
0.000937
0.066317
-0.562550
12.96210
0.5739
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.177042
0.175989
0.026225
0.537133
1740.908
1.839168
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000686
0.028890
-4.441656
-4.429745
168.0159
0.000000
160
Series: Residuals
Sample 1 783 
Observations 783
Mean -2.86E-19
Median -0.001084
Maximum 0.162166
Minimum -0.102360
Std. Dev. 0.026208
Skewness 0.452385
Kurtosis 6.216138
Jarque-Bera 364.1651
Probability 0.000000
-0.10 -0.05 0.00 0.05 0.10 0.15
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Residuals Versus the Fitted Values
(response is Cl)
CUSUM of Squares 5% Significance
GOLDFELD-QUANT HETEROSKEDAST1CITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
Regression Analysis: A1 versus R1
The regression equation is 
A1 = - 0,00079 - 0,0045 R1
Regression Analysis: A2 versus R2
The regression equation is 
A2 = 0,00135+ 0,0273 R2
SSRi=0, 0819866 SSR2=0,0410033 λΤΕΣτ(=0,5001219)<ΡΠΐΝΑΚΩΝ(=1)
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
139
ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ 
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 14:52 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000386
0.761162
0.001744 -0.221471
0.096567 7.882227
0.8249
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.202952
0.199685
0.027332
0.182277
537.4711
1.831922
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000943
0.030552
-4.353423
-4.324925
62.12951
0.000000
Series: Residuals
Sample 1 246 
Observations 246
Mean 2.29E-18
Median -0.002779
Maximum 0.119375
Minimum -0.095349
Std. Dev. 0.027276
Skewness 0.356802
Kurtosis 5.205987
Jarque-Bera 55.10000
Probability 0.000000
-0.10 -0.05 0.00 0.05 0.10
ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 14:57 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.001857
1.076248
0.001554
0.138230
-1.195094
7.785926
0.2332
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.198353 
0.195081 
0.024221 
0.143727 
569.5014 
1.672956
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.003427
0.026997
-4.595153
-4.566737
60.62065
0.000000
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Breusch-Godfrey Serial Correlation LM Test:
F-statistic 6.251502 Probability 0.013066
Obs*R-squared _____ 6.170277 Probability 0.012991
Test Equation:
Dependent Variable: RESID 
Method: Least Squares 
Date: 05/13/04 Time: 14:58
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C 1 30E-05 0.001538 0.008470 0.9932
Rm-Rf 0.003642 0.136780 0.026628 0.9788
RESID(-I) 0.158143 0.063249 2.500300 0.0131
R-squared 0.024981 Mean dependent var 2.57E-18
Adjusted R-squared 0.016989 S.D.dependent var 0.024171
S.E. of regression 0.023965 Akaike info criterion -4.612354
Sum squared resid 0.140137 Schwarz criterion -4.569730
Log likelihood 572.6258 F-statistic 3.125751
Durbin-Watson stat 2.006117 Prob(F-statistic) 0.045667
30
-0.075 -0.050 -0.025 0.000 0.025 0.050 0.075
Series: Residuals
Sample 1 247 
Observations 247
Mean 2.57E-18
Median 0.000768
Maximum 0.077937
Minimum -0.092390
Std. Dev. 0.024171
Skewness -0.272624
Kurtosis 4.256494
Jarque-Bera 19.30792
Probability 0.000064
ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 15:02 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C 0.001056 0.001778 0.593740 0.5532
Rm-Rf 0.935251 0.140058 6.677583 0.0000
R-squared 0.153977 Mean dependent var 0.002242
Adjusted R-squared 0.150523 S.D.dependent var 0.030175
S.E. of regression 0.027811 Akaike info criterion -4.318674
Sum squared resid 0.189502 Schwarz criterion -4.290258
Log likelihood 535.3563 F-statistic 44.59012
Durbin-Watson stat 1.953346 Prob(F-statistic) 0.000000
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Series: Residuals
Sample 1 247
Observations 247
Mean -1.24E-18
Median 0.002185
Maximum 0.161360
Minimum -0.102682
Std. Dev. 0.027755
Skewness 0.984471
Kurtosis 8.046472
Jarque-Bera 301.9947
Probability 0.000000
-0.10 -bios’ 0 00 0.05 0 10 0.15
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 15:08 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000888
0.312013
0.003082
0.282709
-0.288037
1.103653
0.7748
0.2762
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.028851
0.005165
0.019900
0.016236
108.4421
2.477500
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000291
0.019952
-4.950794
-4.868878
1.218051
0.276179 
=......................
ίο
Series: Residuals 
Sample 1 43 
Observations 43
Mean -6.45E-19
Median -0.003576
Maximum 0.033695
Minimum -0.059299
Std. Dev. 0.019662
Skewness -0.234450
Kurtosis 3.434161
Jarque-Bera 0.731651
Probability 0.693624
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ΜΕΤΟΧΗ :ΠΗΓΑΣΟΣ
8/01/2001 -4/03/2004(ΤΡΙ ΕΤΙA
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 15:13 
Sample: 1 783 
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000212
1.220666
0.000932
0.065912
0.227255
18.51960
0.8203
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.305145
0.304255
0.026065
0.530600
1745.699
1.811883
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-1.37E-05
0.031249
-4.453893
-4.441982
342.9755
0.000000
160
Series: Residuals
Sample 1 783 
Observations 783
Mean 2.16E-18
Median -0.002598
Maximum 0.184580
Minimum -0.076247
Std. Dev. 0.026048
Skewness 1.352978
Kurtosis 8.167334
Jarque-Bera 1110.018
Probability 0.000000
-0.05 0.00 0.05 0.10 0.15
Residuals Versus the Fitted Values
(response is P)
ro3
to
CO
CD
DC
0,2-
-0,1 0,0 0,1
Fitted Value
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CUSUM of Squares__________  - 5% Significance
GOLDFELP-QUANT HETEROSKEDASTICITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
Regression Analysis: PI versus R1
The regression equation is 
PI =-0,0176 + 0,0907 R1
Regression Analysis: P2 versus R2
The regression equation is 
P2 = 0,0177 + 0,032 R2
SSRi=0,1789462 SSR2=0,261936 λΤΕΣτ(=1 ,4637695)>ΡΠινακων(=1)
ARCH TEST:
ARCH Test:
F-statistic
Obs*R-squared
23.52022
22.89029
Probability
Probability
0.000001
0.000002
Test Equation:
Dependent Variable: RESIDA2 
Method: Least Squares 
Date: 05/13/04 Time: 15:54 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
C 0.000560 6.83E-05 8.194339 0.0000
RESIDA2(-1) 0.171015 0.035262 4.849765 0.0000
R-squared 0.029271 Mean dependent var 0.000676
Adjusted R-squared 0.028027 S.D. dependent var 0.001816
S.E. of regression 0.001790 Akaike info criterion -9.810549
Sum squared resid 0.002499 Schwarz criterion -9.798626
Log likelihood 3837.924 F-statistic 23.52022
Durbin-Watson stat 2.010067 Prob(F-statistic) 0.000001
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Breusch-Godfrey Serial Correlation LM Test
F-statistic 6.547982 Probability 0.010688
Obs*R-squared________6.518446 Probability 0.010676
Test Equation:
Dependent Variable: RESID 
Method: Least Squares 
Date: 05/13/04 Time: 15:55
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C -3.66E-06 0.000928 -0.003939 0.9969
Rm-Rf -0.001016 0.065680 -0.015462 0.9877
RESID(-I) 0.091319 0.035687 2.558903 0.0107
R-squared 0.008325 Mean dependent var 2.16E-18
Adjusted R-squared 0.005782 S.D.dependent var 0.026048
S.E. of regression 0.025973 Akaike info criterion -4.459699
Sum squared resid 0.526183 Schwarz criterion -4.441832
Log likelihood 1748.972 F-statistic 3.273991
Durbin-Watson stat 1.980028 Prob(F-statistic) 0.038376
Regression Analysis: Y/X versus 1/X
The regression equation is 
Y/X= 1,36 + 0,00292 1/X
ΑΠΟΤΕΛΕΣΜΑ ΓΙΑ ΕΛΕΓΧΟ ARCH META TO 
ΜΕΤΑΣΧΗΜΑΤΙΣΜΟ
ARCH Test:
F-statistic 2.539806 Probability 0.111414
Obs*R-squared 2.538054 Probability 0.111132
Test Equation:
Dependent Variable: RESIDA2
Method: Least Squares
Date: 05/13/04 Time: 16:12
Sample(adjusted): 2 783
Included observations: 782 after adjusting em
Variable Coefficient Std. Error t-Statistic Prob.
C
RESIDA2(-1)
0.009954
0.057144
0.000521
0.035857
19.08873
1.593677
0.0000
0.1114
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.003246
0.001968
0.010074
0.079165
2486.838
1.986193
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.010554
0.010084
-6.355084
-6.343161
2.539806
0.111414
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ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 16:26 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000171
1.346590
0.001778
0.098470
0.096100
13.67510
0.9235
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.433886
0.431566
0.027871
0.189533
532.6694
1.877346
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.000813
0.036966
-4.314386
-4.285887
187.0083
0.000000
25.
-0.05 0.00 0.05 0.10
Series: Residuals 
Sample 1 246 
Observations 246
Mean -1.24E-18
Median -0.003296
Maximum 0.111007
Minimum -0.074789
Std. Dev. 0.027814
Skewness 0.885846
Kurtosis 4.434753
Jarque-Bera53.27340
Probability 0.000000
ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 16:32 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000196
0.795599
0.001274
0.113314
0.154117
7.021170
0.8776
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid
0.167507
0.164109
0.019855
0.096584
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion
-0.000964
0.021717
-4.992659
-4.964243
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Log likelihood 618.5934 F-statistic 49.29682
Durbin-Watson stat 2.046421 Prob(F-statistic) 0.000000
40
-0.050 -0.025 0.000 0.025 0.050 0.075 0.100
Series: Residuals
Sample 1 247 
Observations 247
Mean -4.21 E-19
Median -0.001368
Maximum 0.103088
Minimum -0.052261
Std. Dev. 0.019815
Skewness 1.320918
Kurtosis 7.867826
Jarque-Bera 315.6971
Probability 0.000000
ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 16:37 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000434
1.335101
0.001917 0.226498
0.151001 8.841679
0.8210
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.241897 
0.238803 
0.029984 
0.220269 
516.7753 
1.676554
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.002127
0.034367
-4.168221
-4.139805
78.17528
0.000000
Breusch-Godfrev Serial Correlation LM Test:
F-statistic
Obs*R-squared
6.406533
6.319378
Probability
Probability
0.011999
0.011943
Test Equation:
Dependent Variable: RESID 
Method: Least Squares 
Date: 05/13/04 Time: 16:38
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
RESID(-I)
-2.67E-05
0.017621
0.160142
0.001897
0.149524
0.063269
-0.014077
0.117844
2.531113
0.9888
0.9063
0.0120
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.025585
0.017598
0.029659
0.214634
519.9761
1.945108
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
8 01 E-19 
0.029923 
-4.186041
-4.143417
3.203266
0.042344
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-0.05 0.00 0.05 0.10 0.15
Series: Residuals 
Sample 1 247 
Observations 247
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
8.01E-19 
-0.004431 
0.184866 
-0.076472 
0.029923 
1.682672 
9.850342
Jarque-Bera 599.5176 
Probability 0.000000
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 16:42
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C -0.004199 0.003014 -1.393395 0.1710
Rm-Rf 1.003915 0.276383 3.632328 0.0008
R-squared 0.243456 Mean dependent var -0.002280
Adjusted R-squared 0.225004 S.D. dependent var 0.022099
S.E. of regression 0.019455 Akaike info criterion -4.996053
Sum squared resid 0.015518 Schwarz criterion -4.914137
Log likelihood 109.4151 F-statistic 13.19381
Durbin-Watson stat 1.355932 Prob(F-statistic) 0.000774
10
Series: Residuals
Sample 1 43
Observations 43
Mean 9.68E-19
Median -0.001427
Maximum 0.057556
Minimum -0.030287
Std. Dev. 0.019222
Skewness 0.923599
Kurtosis 3.726761
Jarque-Bera 7.059746
Probability 0.029309
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DURBIN-WATSON TWO STEPS METHOD
Regression Analysis: P versus R; PLAG; RLAG
The regression equation is
P = - 0,00303 + 0,913 R + 0,290 PLAG - 0,764 RLAG
Regression Analysis: PSTAR versus RSTAR
The regression equation is 
PSTAR = - 0,00334 + 1,11 RSTAR
Durbin-Watson statistic = 1,89
B0=A/1-P=-0,00334/0,7099=-0,0047048
Η τελική εξίσωση θα είναι της μορφής: Ρ=-0,0047048+1,11*R
ΜΕΤΟΧΗ:ΤΕΧΝΙΚΕΣ ΕΚΔΟΣΕΙΣ
8/01/2001 -4/03/2004(ΤΡΙΕΤΙΑ
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 18:05 
Sample: 1 783
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.001274
1.243632
0.001348
0.095402
-0.944912
13.03572
0.3450
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.178699
0.177647
0.037727
1.111605
1456.165
1.756477
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001504
0.041603
-3.714342
-3.702431
169.9300
0.000000
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300
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Series: Residuals
Sample 1 783 
Observations 783
Mean 7.62E-19
Median -0.002387
Maximum 0.173431
Minimum -0.513741
Std. Dev. 0.037703
Skewness -2.585682
Kurtosis 48.45155
Jarque-Bera 68270.64
Probability 0.000000
CUSUM of Squares 5% Significance
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Residuals Versus the Fitted Values
(response is Cl)
o,2 -r
a> -0,2-
CCL
-0,3-
-0,4-
-0,5-
-0,1 0,0 0,1
Fitted Value
GOLDFELD-QUANT HETEROSKEDASTICITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
Regression Analysis: T_1 versus R_1
The regression equation is 
T_1 = -0,0174-0,056 R_
Regression Analysis: T_1_1 versus R_1_1
The regression equation is 
T_1_1 = 0,0159 + 0,096 R_1_1
SSRi=0,279960 SSR2=0,629155 ATEiT(=2,2473031)>FniNAKnN(=1)
ARCH TEST:
ARCH Test:
F-statistic 3.292717 Probability 0.069972
Obs*R-squared 3.287283 Probability 0.069818
Test Equation:
Dependent Variable: RESIDA2 
Method: Least Squares 
Date: 05/13/04 Time: 18:15 
Sample(adjusted): 2 783
Included observations: 782 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
C 0.001329 0.000353 3.760673 0.0002
RESIDA2(-1) 0.064836 0.035730 1.814584 0.0700
R-squared 0.004204 Mean dependent var 0.001421
Adjusted R-squared 0.002927 S.D. dependent var 0.009792
S.E. of regression 0.009778 Akaike info criterion -6.414899
Sum squared resid 0.074569 Schwarz criterion -6.402976
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Log likelihood 2510.225 F-statistic 3.292717
Durbin-Watson stat 1.999581 Prob(F-statistic) 0.069972
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 11.62984 Probability 0.000682
Obs*R-squared 11.50306 Probability 0.000695
Test Equation:
Dependent Variable: RESID 
Method: Least Squares 
Date: 05/13/04 Time: 18:16
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
RESID(-I)
-2.94E-06
0.009015
0.121302
0.001339
0.094796
0.035570
-0.002192
0.095096
3.410255
0.9983
0.9243
0.0007
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.014691 
0.012165 
0.037473 
1.095274 
1461.959 
1.983567
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
7.62E-19
0.037703
-3.726588
-3.708721
5.814920
0.003114
Regression Analysis: Y/X versus 1/X
The regression equation is 
Y/X = - 0,68 + 0,0349 1/X
ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 19:06 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C -0.001391 0.003022 -0.460286 0.6457
Rm-Rf 1.037552 0.167340 6.200270 0.0000
R-squared 0.136110 Mean dependent var -0.002150
Adjusted R-squared 0.132569 S.D. dependent var 0.050854
S.E. of regression 0.047363 Akaike info criterion -3.253841
Sum squared resid 0.547361 Schwarz criterion -3.225342
Log likelihood 402.2224 F-statistic 38.44335
Durbin-Watson stat 1.957178 Prob(F-statistic) 0.000000
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Series: Residuals
Sample 1 246
Observations 246
Mean 5.36E-19
Median -0,001635
Maximum 0.153939
Minimum -0.512857
Std. Dev. 0.047267
Skewness -4.759669
Kurtosis 58.56831
Jarque-Bera 32579.16
Probability 0.000000
ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 19:14
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C 0.000226 0.001664 0.135983 0.8919
Rm-Rf 1.086283 0.147955 7.341989 0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.180341 Mean dependent var 
0.176996 S.D. dependent var 
0.025925 Akaike info criterion 
0.164662 Schwarz criterion 
552.7082 F-statistic 
1.743105 Prob(F-statistic)
-0.001358
0.028577
-4.459175
-4.430759
53.90481
0.000000
Series: Residuals
Sample 1 247 
Observations 247
Mean 3.37E-19
Median 6.28E-06
Maximum 0.107745
Minimum -0.071521
Std. D'ev. 0.025872
Skewness 0.313815
Kurtosis 4.244351
Jarque-Bera 19.98978
Probability 0.000046
ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 19:30 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C -0.003267 0.002391 -1.366476 0.1730
Rm-Rf 1.787293 0.188302 9.491648 0.0000
R-squared 0.268856 Mean dependent var -0.001001
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Adjusted R-squared 0.265872 S.D. dependent var 0.043640
S.E. of regression 0.037391 Akaike info criterion -3.726701
Sum squared resid 0.342534 Schwarz criterion -3.698285
Log likelihood 462.2476 F-statistic 90.09138
Durbin-Watson stat 1.462517 Prob(F-statistic) 0.000000
Series: Residuals 
Sample 1 247 
Observations 247
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
3.42E-19
-0.002034
0.174751
-0.137242
0.037315
0.897974
7.893100
Jarque-Bera279.6025 
Probability 0.000000
DURBIN-WATSON TWO STEPS METHOD
Regression Analysis: T versus R; TLAG; RLAG
The regression equation is
T = - 0,00323 + 1,73 R + 0,268 TLAG + 0,171 RLAG
Regression Analysis: TSTAR versus RSTAR
The regression equation is 
TSTAR = - 0,00226 + 1,64 RSTAR
Durbin-Watson statistic = 1,86
B0=A0/1 -p=-0,00226/1 -0,268=-0,0030874 
Η τελική εξίσωση είναι της μορφής:Τ=-0,0030874+1,64*R 
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares
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Date: 05/13/04 Time: 19:48
Sample: 1 43
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.004360
1.477316
0.004808 -0.906809
0.440961 3.350220
0.3698
0.0017
R-squared 0.214920 Mean dependent var -0.001535
Adjusted R-squared 0.195772 S.D.dependent var 0.034612
S.E. of regression 0.031039 Akaike info criterion -4.061719
Sum squared resid 0.039501 Schwarz criterion -3.979803
Log likelihood 89.32697 F-statistic 11.22397
Durbin-Watson stat 2.095364 Prob(F-statistic) 0.001742
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Series: Residuals
Sample 1 43
Observations 43
Mean -1.61E-19
Median -0.007665
Maximum 0.128175
Minimum -0.031030
Std. Dev. 0.030668
Skewness 2.117685
Kurtosis 8.867680
Jarque-Bera 93.82607
Probability 0.000000
0.00 0.05 0.10
ΜΕΤΟΧΗ:ΤΕΓΟΠΟΥΛΟΣ
8/01/2001 -4/03/2004(TPI ET1A
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 19:55
Sample: 1 783 
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C 0.001017 0.000940 1.081764 0.2797
Rm-Rf 1.522648 0.066514 22.89211 0.0000
R-squared 0.401555 Mean dependent var 0.000736
Adjusted R-squared 0.400789 S.D. dependent var 0.033979
S.E. of regression 0.026303 Akaike info criterion -4.435711
Sum squared resid 0.540336 Schwarz criterion -4.423800
Log likelihood 1738.581 F-statistic 524.0488
Durbin-Watson stat 1.780009 Prob(F-statistic) 0.000000
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Series: Residuals 
Sample 1 783 
Observations 783
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
2.28E-18
-0.002953
0.167806
-0.080364
0.026286
1.190587
7.729417
Jarque-Bera 914.7193 
Probability 0.000000
Residuals Versus the Fitted Values
(response is Cl)
0,2-'
-0,1 0,0 0,1
Fitted Value
CUSUM of Squares----------------------------5% Significance
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Regression Analysis: Y_1 versus X_1
The regression equation is 
Y_1 = -0,0214 +0,170 X_1
Regression Analysis: Y_1_1 versus X_1_1
The regression equation is 
Y_1_1 = 0,0228 + 0,214 X_1_1
Regression Analysis: Y/X versus 1/X
The regression equation is 
Y/X= 1,63 + 0,0301 1/X
ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 20:13 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C -0.000558 0.001662 -0.335746 0.7374
Rm-Rf 1.500285 0.092003 16.30691 0.0000
R-squared 0.521489 Mean dependent var -0.001655
Adjusted R-squared 0.519528 S.D. dependent var 0.037567
S.E. of regression 0.026040 Akaike info criterion -4.450251
Sum squared resid 0.165455 Schwarz criterion -4.421752
Log likelihood 549.3808 F-statistic 265.9153
Durbin-Watson stat 1.700553 Prob(F-statistic) 0.000000
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Series: Residuals
Sample 1 246
Observations 246
Mean 8.49E-19
Median •0.002934
Maximum 0.100861
Minimum •0.078571
Std. Dev. 0.025987
Skewness 0.586525
Kurtosis 4.576819
Jarque-Bera 39.58967
Probability 0.000000
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:55:08 EET - 137.108.70.7
ΕΤΟΣ 2002:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 20:24 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.000378
1.192036
0.001281
0.113942
0.295196
10.46177
0.7681
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.308786 
0.305964 
0.019965 
0.097657 
617.2288 
1.802473
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001360
0.023965
-4.981609
-4.953193
109.4486
0.000000
Series: Residuals 
Sample 1 247 
Observations 247
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
-1.35E-18
-0.000769
0.094177
-0.049429
0.019924
0.843068
5.920828
Jarque-Bera 117.0604 
Probability 0.000000
ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 20:28 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C 0.001970 0.002012 0.979048 0.3285
Rm-Rf 1.807468 0.158470 11.40573 0.0000
R-squared 0.346825 Mean dependent var 0.004262
Adjusted R-squared 0.344159 S.D. dependent var 0.038856
S.E. of regression 0.031468 Akaike info criterion -4.071658
Sum squared resid 0.242600 Schwarz criterion -4.043242
Log likelihood 504.8498 F-statistic 130.0907
Durbin-Watson stat 1.735592 Prob(F-statistic) 0.000000
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Series: Residuals 
Sample 1 247 
Observations 247
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
3.69E-18
-0.004575
0.167923
-0.069772
0.031403
1.588165
8.383412
Jarque-Bera 402.0974 
Probability 0.000000
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 20:38 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
0.003368
1.477602
0.003958 0.851036
0.362998 4.070549
0.3997
0.0002
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.287816
0.270445
0.025552
0.026768
97.69297
2.015116
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.006194
0.029915
-4.450836
-4.368919
16.56937
0.000209
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Series: Residuals 
Sample 1 43 
Observations 43
Mean
Median
Maximum
Minimum
Std. Dev.
Skewness
Kurtosis
4.1 IE-18 
-0.002977 
0.050748 
-0.046015 
0.025246 
0.159197 
2.182738
Jarque-Bera 1.378313 
Probability 0.501999
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ΜΕΤΟΧΗ:ΧΑΙΔΕΜΕΝΟΣ
8/01/2001 -4/03/2004(ΤΡΙΕΤ1Α
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 20:43 
Sample: 1 783
Included observations: 783
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000733
1.451660
0.001116
0.078945
-0.656622
18.38826
0.5116
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.302135
0.301242
0.031219
0.761177
1604.424
1.710306
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001001
0.037347
-4.093037
-4.081126
338.1280
0.000000
Series: Residuals
Sample 1 783
Observations 783
Mean 2.95E-18
Median -0.002020
Maximum 0.187654
Minimum -0.108257
Std. Dev. 0.031199
Skewness 0.934609
Kurtosis 7.131782
Jarque-Bera 670.9528
Probability 0.000000
-0.10 -0.05 0.00 0.05 0.10 0.15
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CUSUM of Squares ----- 5% Significance
Residuals Versus the Fitted Values
(response is Cl)
0,2
0,1
ra
-q
COω
-0,1
GOLDFELD-QUANT HETEROSKEDAST1CITY TEST ΓΙΑ 
ΕΤΕΡΟΣΚΕΔΑΣΤΙΚΟΤΗΤΑ
Regression Analysis: Y_1 versus X_1
The regression equation is 
Y_1 = -0,0212-0,018 X_1
Regression Analysis: Y_1_1 versus X_1_1
The regression equation is 
Y_1_1 = 0,0191 + 0,063 X_1_1
SSRi=0,354950 SSR2=0,26895 λΤΕΣτ(=0,7603747)<ΡπΐΝΑΚΩΝ(=1)
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ΑΠΟΤΕΛΕΣΜΑΤΑ ΕΤΩΝ
ΕΤΟΣ 2001:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 20:56 
Sample: 1 246 
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.000516
1.276386
0.001768 -0.292124
0.097897 13.03801
0.7704
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.410613
0.408198
0.027709
0.187334
534.1049
1.516048
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.001449
0.036018
-4.326056
-4.297557
169.9898
0.000000
50,
Series: Residuals
Sample 1 246 
Observations 246
Mean 2.54E-19
Median -0.002244
Maximum 0.145526
Minimum -0.061055
Std. Dev. 0.027652
Skewness 1.551569
Kurtosis 8.341786
Jarque-Bera 391.1824
Probability 0.000000
-0.05 0.00 0.05 0.10 0.15
DURBIN-WATSON TWO STEPS METHOD
Regression Analysis: X versus R; XLAG; RLAG
The regression equation is
X = - 0,00014 + 1,29 R + 0,234 XLAG - 0,294 RLAG
Regression Analysis: XSTAR versus RSTAR
The regression equation is 
XSTAR = - 0,00036 + 1,30 RSTAR
Durbin-Watson statistic = 2,01
B0=A0/1 -P=-0,00036/1 -0,23403=-0,0004699 
Η τελική εξίσωση θα είναι της μορφής: Χ=-0,0004699+1,30*R 
ΕΤΟΣ 2002:
Dependent Variable: R-RF
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Method: Least Squares
Date: 05/13/04 Time: 21:13
Sample: 1 246
Included observations: 246
Variable Coefficient Std. Error t-Statistic Prob.
C
Rm-Rf
-0.001240
1.341681
0.001866 -0.664695
0.165584 8.102726
0.5069
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.212024
0.208795
0.029014
0.205397
522.7825
2.024183
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
-0.003198
0.032618
-4.234004
-4.205506
65.65417
0.000000
Series: Residuals
Sample 1 246
Observations 246
Mean -1.07E-18
Median -0.000878
Maximum 0.118539
Minimum -0.081580
Std. Dev. 0.028954
Skewness 0.563393
Kurtosis 5.170506
Jarque-Bera 61.30260
Probability 0.000000
-0.05 0.00 0.05 0.10
ΕΤΟΣ 2003:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 21:17 
Sample: 1 247 
Included observations: 247
Variable Coefficient Std. Error t-Statistic Prob.
C
R-m-Rf
-0.001344
1.896286
0.002289
0.180257
-0.587346
10.51991
0.5575
0.0000
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat
0.311156
0.308345
0.035794
0.313891
473.0322
1.592366
Mean dependent var 
S.D.dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)
0.001060
0.043039
-3.814026
-3.785610
110.6685
0.000000
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Series: Residuals
Sample 1 247 
Observations 247
Mean -3.65E-19
Median -0.000598
Maximum 0.191491
Minimum -0.106322
Std. Dev. 0.035721
Skewness 0.929078
Kurtosis 7.593154
Jarque-Bera 252.6584
Probability 0.000000
DURBIN-WATSON TWO STEPS METHOD
Regression Analysis: X versus R; XLAG; RLAG
The regression equation is
X = -0,00155 + 1,88 R +0,200 XLAG-0,126 RLAG
Regression Analysis: XSTAR versus RSTAR
The regression equation is 
XSTAR = - 0,00104 + 1,88 RSTAR
Durbin-Watson statistic = 1,97
Bo=A0/1-P=-0,0012993
Η τελική εξίσωση θα είναι της uop(pric:X=-0.0012993+1,88*R
ΕΤΟΣ 2004:
Dependent Variable: R-RF 
Method: Least Squares 
Date: 05/13/04 Time: 21:27 
Sample: 1 43 
Included observations: 43
Variable Coefficient Std. Error t-Statistic Prob.
c
Rm-Rf
-0.000694
1.422677
0.005056 -0.137219
0.463747 3.067787
0.8915
0.0038
R-squared 0.186691 Mean dependent var 0.002026
Adjusted R-squared 0.166854 S.D. dependent var 0.035763
S.E. of regression 0.032643 Akaike info criterion -3.960954
Sum squared resid 0.043689 Schwarz criterion -3.879037
Log likelihood 87.16051 F-statistic 9.411317
Durbin-Watson stat 1.935697 Prob(F-statistic) 0.003812
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Series: Residuals
Sample 1 43
Observations 43
Mean 4.28E-18
Median -0.004738
Maximum 0.106614
Minimum -0.080155
Std. Dev. 0.032252
Skewness 0.794063
Kurtosis 5.402236
Jarque-Bera 14.85808
Probability 0.000594
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