We consider regular open curves in R n with fixed boundary points and moving according to the L 2 -gradient flow for a generalisation of the Helfrich functional. Natural boundary conditions are imposed along the evolution. More precisely, at the boundary the curvature vector is equal to the normal projection of a fixed given vector. A long-time existence result together with subconvergence to critical points is proven.
Introduction
In this paper we study the long-time evolution of regular open curves in R n (n ≥ 2) moving according to the L 2 -gradient flow for a generalization of the Helfrich functional.
The Helfrich energy of a closed plane curve f : S 1 → R 2 is given by
where ds = |f x |dx denotes the arc-length, ν the unit normal of the curve, k = f ss , ν its scalar curvature and L(f ) = S 1 ds the length of f . The map c 0 : S 1 → R is called spontaneous curvature. The constant λ ∈ R is here taken to be positive, so that the growth in length of a curve is penalized. The above functional is motivated by the modeling of cell membranes, see [9] . Note that if c 0 is a constant, as we will assume henceforth, then (1.1) reduces to
where ω denotes the winding number of f . The special case where c 0 = 0 and λ = 0 is sometimes known as Willmore functional and it can also be historically motivated by the so-called Euler-Bernoulli model of elastic rods (see [19] ). A possible generalisation of (1.1) to n-dimensional closed curves for n ≥ 2 is given by
where now κ = ∂ ss f is the curvature vector and c 0 is a given vector in R n . Note that since S 1 κ, c 0 ds = S 1 ∂ ss f, c 0 ds = 0 we can view (1.2) as a natural extension of the classical Helfrich energy. The Helfrich and Willmore energies are mathematically very interesting and in particular the Willmore flow is nowadays considered to be one of the most important models in which fourth order PDEs appear. Both functionals have been extensively investigated analytically and numerically in recent years and the literature is by now rather vast. Many of the references we cite provide extensive information on the history and development of the research on Willmore/Helfrich functionals and related flows, thus we refrain from giving here a thorough account.
In [7] the authors study analytically and numerically the long-time evolution of closed curves in R n moving by the gradient flow of the elastic energy E(f ) = 1 2 S 1 | κ| 2 ds: the length of the curves is either a fixed constraint or added as a penalizing term as in (1.2) . Their work extends previous results of [17] and [20] in the plane. Further important related work in R 3 can be found in [12] , [11] , and [10] . In [21] the author considers (1.2) for closed curves in R n and for a specific class of spontaneous curvature vector fields c 0 (in particular c 0 is not required to be constant) and shows global existence of the related flow. In the graph setting the stationary problem for the elastic energy of open curves subject to different boundary conditions was considered in [5] , [6] , and [15] . Lin investigated in [14] the L 2 -gradient flow of elastic curves in R n with clamped boundary conditions. In [2] several interesting numerical simulations for the elastic flow of open and closed curves in R n are presented. An error analysis for a FEM-approximation of the elastic flow for curves in R n can be found in [4] .
Our investigation can be viewed as the next natural research step following the work of [7] and [14] .
As already pointed out, here we are concerned with the study of (1.
2) for open curves. More precisely we consider a time dependent family of regular curves f : [0, T ) ×Ī → R n , n ≥ 2, I = (0, 1), with boundary points fixed in time, i.e. f (t, 0) = f − , f (t, 1) = f + ∀ t ∈ [0, T ), (1.3) where f − = f + ∈ R n are given. For simplicity we write the energy (1.2) as follows
with ζ a given vector in R n and λ ≥ 0. The associated L 2 -gradient flow for the one-parameter family of curves subject to (1.3) and to the natural boundary conditions κ(t, x) = ζ − ζ, τ (t, x) τ (t, x)
x ∈ {0, 1}, (1.5) with τ = ∂ s f = fx |fx| unit tangent, leads to the fourth order PDE
where ∇ s φ = ∂ s φ − ∂ s φ, τ τ denotes the normal component of ∂ s φ. Our main result shows that for smooth initial data f (0, ·) the flow exists for all time. | κ| 2 κ + λ κ f (0, x) = f 0 (x) for x ∈ [0, 1] f (t, 0) = f − , f (1, t) = f + for t ∈ [0, T ) κ(t, x) + ζ, τ (t, x) τ (t, x) = ζ for x ∈ {0, 1} and for t ∈ [0, T ), (1.7) exists for all times, that is we may take T = ∞. Moreover if λ > 0, then as t i → ∞ the curves f (t i,· ) subconverge, when reparametrized by arc-length, to a critical point of the Willmore-Helfrich functional with fixed endpoints, that is to a solution of
2 | κ| 2 κ + λ κ = 0 , f (0) = f − , f (1) = f + , κ(x) + ζ, τ (x) τ (x) = ζ for x ∈ {0, 1} .
(1.8)
The method of proof borrows ideas from [7] and [14] . In order to motivate better the mathematical constructions that will follow, we recall here some of the most important arguments.
The main strategy is to assume that the flow exists only up to a finite time T < ∞ and to show that upper bounds for ∂ m s κ L ∞ hold for any m ∈ N 0 , so that we get a contradiction. In order to obtain such bounds the key step is to look at the quantity (cf. Lemma 2.3)
2 | κ| 2 κ + λ κ denotes the normal velocity of the flow (see (1.6)) and φ is an appropriately chosen normal vector field, precisely φ = ∇ m s κ in [7] and φ = ∇ m t f in [14] respectively. In order to be able to bound the right-hand side of the above expression it is wise to add to both sides of the equation the carefully chosen term
so that after integration by parts one obtains d dt 10) where Y = ∇ t φ + ∇ 4 s φ. The choice of (1.9) is dictated by the problem itself: indeed if one takes φ = κ (as in the setting of closed curves studied in [7] ) and looks at the parabolic equation (2.9) satisfied by the curvature, one recognizes that the sum Y has now lower order terms than ∇ t φ. The same happens also by taking φ = ∇ t f (as in [14] ) and using (1.6) and (3.7). Furthermore, with these choices it turns out that the right-hand side of (1.10) can be controlled by I |∇ 2 s φ| 2 ds with the help of suitable interpolation inequalities.
We still have to comment on the boundary terms in (1.10). In [7] they did not actually come into play, because the authors deal with closed curves only. Lin on the contrary, who studied (1.6) subject to the clamped boundary conditions, namely (1.3) together with
(for given τ ± ∈ R n ) opted for choosing as φ the only quantity which contains all relevant information about the curvature and which has zero boundary conditions, namely φ = ∇ m t f (note that ∂ m t f is zero at the boundary). In the setting of Lin it turns out that all boundary terms in (1.10) are zero (see Remark 2.5).
In our setting the situation is definitely more complicated. Indeed due to the observations above it is still natural to work with φ = ∇ m t f as in [14] ; however the boundary terms in (1.10) do not disappear. The strategy here is to use again the structure of the equation to infer that the "worst order" terms are in fact of lower order as at first sight (see Lemma 2.7 for details) and to bound them with appropriate interpolation inequalities (see §3.1).
The paper is organized as follows. In Section 2 and 3 we fix the notation and collect a series of technical Lemmas, many of which are induced by the geometry of the problem. We provide several comments to help the reader to understand both their motivation and derivation. Section 4 deals with interpolation inequalities and finally in Section 5 we give the proof of Theorem 1.1.
Although some of the technical lemmas are adaptation to the present setting and notation of results given in [7] and [14] we would like the paper to be self-contained and therefore report full proofs. Some of them are collected in the Appendix for the sake of readability.
Finally, let us remark that, since the next relevant and natural question is to investigate the evolution of (1.6) subject to either natural or clamped boundary conditions but with a fixed length constraint, we have decided to carefully keep track of the parameter λ in all proofs. This problem will be treated elsewhere.
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Preliminaries and geometrical Lemmas

Preliminaries and Notation
We consider a time dependent curve f : [0, T ) ×Ī → R n , f = f (t, x), with n ≥ 2, I = (0, 1) and with endpoints fixed in time, that is f (t, 0) = f − , f (t, 1) = f + for given vectors f − , f + ∈ R n , f − = f + .
As usual we denote by s the arc-length parameter. Then ds = |f x |dx, ∂ s = 1 |fx| ∂ x , τ = ∂ s f is the tangent unit vector and the curvature vector is given by κ = ∂ ss f . In the following, vector fields with an arrow on top are normal vector fields. The standard scalar product in R n is denoted by ·, · , while ∇ s φ (resp. ∇ t φ) is the normal component of ∂ s φ (resp. ∂ t φ) for a vector field φ. That is,
The Willmore-Helfrich energy for the curve f is given by
where ζ is a given vector in R n and λ ≥ 0 a second parameter. In this paper we study
for a smooth regular curve f subject to the boundary conditions
and for some smooth initial data f 0 . Notice that the second boundary condition gives that the curvature at the boundary is equal to the normal component of the vector ζ. Lemma A.2 and Lemma A.1 show that equation (2.2) corresponds to the L 2 -gradient flow for W λ and that the boundary conditions considered are natural in the usual sense of calculus of variation.
Aim of this paper is to show the results formulated in Theorem 1.1.
Geometrical Lemmas
We start by studying the variation of some geometrical quantities considering smooth solutions f : [0, T ) ×Ī → R n of the more general flow
with V the normal velocity and ϕ = ∂ t f, τ the tangential component of the velocity.
, be a smooth solution of ∂ t f = V + ϕτ for t ∈ (0, T ), x ∈ I, and with V the normal velocity. Given φ any smooth normal field along f , the following formulas hold.
6)
8)
Furthermore, if ϕ ≡ 0, and if φ = 0 = V at the boundary, we have that at the boundary
12) 
at the boundary and applying (2.18) repeatedly we obtain the claim. The idea in [14] is to choose φ = ∇ m t f since both boundary terms in (2.14) disappear.
Following the idea of Lin in [14] we take φ = ∇ m t f , m ≥ 1, in Lemma 2.3. Then φ is zero at the boundary by (2.3) and Lemma 2.2. On the other hand in general none of the derivatives with respect to s of φ vanishes at the boundary. As a consequence, we have to work with Equation (2.15). The fact that the boundary term on the right-hand side of (2.15) can also be controlled by (2.16) is a consequence of the boundary conditions (2.3). In the next section we present computations that yield this result.
Boundary term
In this section we use the following notation
As already pointed out we are going to take φ = ψ m in (2.15). Therefore the boundary term reads
Due to the boundary condition (2.3) relating the curvature to ζ and the tangent vector, we will be able to show that
This observation is crucial to achieve a control of (2.20) by (2.16). Notation for R m n and S m n : it is convenient to introduce two new vector fields.
-For n odd: R m n denotes any linear combination of terms of the form
and coefficients bounded by some universal constants.
-For n even: S m n denotes any linear combination of terms of the form ζ, We start by collecting some relations.
Lemma 2.6. Suppose ∂ t f = V on (0, T ) × I. Then for any m, n, i ∈ N and t ∈ (0, T ) we have that at the boundary ψ i = 0 and
Proof. By Lemma 2.2, we know that ψ i = 0 at the boundary for all i ∈ N. This in particular implies V = 0 at the boundary. First of all recall that for a vector field φ and scalar function f we have that
Equations i. and ii. follow from (2.6), the formula above and the equalities V = ∂ t f = ψ 1 . Similarly, using (2.12) and (2.6)
that is iii.. The other claims follow similarly.
Lemma 2.7 (The boundary term). Suppose ∂ t f = V on (0, T ) × I. Then for any m ∈ N and t ∈ (0, T ) we have that at the boundary ψ m = 0 and
with c m i,j absolute constants.
Proof. By Lemma 2.2, we know that ψ m = 0 at the boundary for all m ∈ N. This in particular implies V = 0 at the boundary. In this case and at the boundary, we may write (2.13) with the notation just introduced as follows
Here we have used the boundary conditions (2.3) and the fact that V = ∂ t f = ψ 1 . We prove (2.21) by induction. Since V = 0 at the boundary, for m = 1 we have with V = ψ 1 , (2.9), (2.3) and ii. in Lemma 2.6
that is (2.21) in the special case m = 1. Assuming that (2.21) is valid for m ≥ 1, we find using V = 0 at the boundary, (2.22), (2.12) and Lemma 2.6
A technical Lemma
In this section we derive the equation satisfied by ∇ m t f , m ∈ N, so that we will be able to infer that the term
The results presented in the following Lemma 3.1 can essentially be found in [14, Lemma 8] . However we present here full proofs for sake of completeness and also because we use a different notation that provides more information than the one used in [14] . This extra information is also crucial for the clarity and transparency of some steps in the final proof of long-time existence.
The equation satisfied by ∇ m t f can be derived by repeatedly differentiating equation (2.2) and by interchanging the operators ∇ s and ∇ t . This generates extremely many terms (recall (2.10)). Similarly to [14] , our strategy in the representation of the equations is to single out the most singular term and to introduce a notation that takes care of all remaining ones. In addition it should be immediately clear: the number of derivatives present, the number of factors present and the maximal number of derivatives falling on one factor.
As in [7] , for normal vector fields φ 1 , . . . , φ k , the product φ 1 * · · · * φ k defines for even k a function given by
while for k odd it defines a normal vector field
For φ a normal vector field, P a,c b ( φ) denotes any linear combination of terms of type
with coefficients bounded by some universal constant. Notice that a gives the total number of derivatives, b gives the number of factors and c gives the highest number of derivatives falling on one factor. Comparing our notation with the one in [14] one notices that we have added the parameter c. Furthermore, for sums over a, b and c we set
(The range of the b's will also be often specified at the bottom of the sum sign.) It is important to understand the relation between a and b in the sum: the more derivatives we take the less factors are present. In the other direction: if we take one derivative less we may allow for two factors more. This relation has its origin in the equation that f satisfies. Indeed (2.2) may be written as
This structure is maintained in the equations obtained by differentiation.
Moreover it is important to keep track of this relation for the application of the interpolation inequalities. In particular notice that for all the terms in the sum, one has
In the following lemma we collect the formulas needed.
Lemma 3.1. Suppose f : [0, T ) ×Ī → R n is a smooth regular solution to
Then, the following formulas hold on (0, T ) × I.
For any
2. For any m, ν ∈ N, ν odd, and
Proof. See Appendix B.
In the previous lemma we have chosen to express explicitely the dependence in λ in the equations. This was not done in [14, Lemma 8] and could be useful for studying the flow with a fixed length constraint.
Estimates for some boundary terms
It is convenient here to collect some estimates on some boundary terms. In the following, |P 8) and also for all ǫ > 0
Proof. Since ∇ m t f = 0 at the boundary, for each space component [ 11) and the fact that for a normal vector field g its full derivatives can be written as ∂ s g = ∇ s g − g, κ τ , and
it follows that
and
The first claim follows directly from (3.10), (3.12) and (3.13). Finally, for any ǫ ∈ (0, 1)
Using the previous estimates and the fact that (
Proof. Proceeding as in the proof of the previous lemma we find
Using (3.12), (3.13) (with m = 1) and
Interpolation inequalities
The main result in this section is the following inequality (see Lemma 4.3 for more details): one has that for any ǫ ∈ (0, 1)
whenever A + 1 2 B < 2k + 1. This is the key ingredient to control the terms in the right-hand side of (2.15) in Lemma 2.3.
The inequality stated above follows from suitable interpolation inequalities for which it is useful to introduce the following norms
These norms are motivated by suitable scaling properties (see Appendix C).
The following Lemma 4.1, Lemma 4.3, and Lemma 4.5 are adaptations to the present setting and notation of those used in [7] and [14] . We choose to state the results in details for sake of completeness. Moreover we indicate the precise dependence of the appearing constants.
Lemma 4.1. Let f : I → R n be a smooth regular curve. Then for all k ∈ N, p ≥ 2 and 0 ≤ i < k we have 
Proof. We proceed by induction on k. The claim for k = 1 follows directly from the definition of the norm. Let us assume the claim is true up to some k ≥ 1. Then by Lemma 4.1
from which the claim follows.
with γ = (a +
It is interesting to note that the right-hand side of the second inequality depends only on the lower bound of the length of the curve.
Proof. First of all note that γ = 0 if and only if a = 0 and b = 2. In this case the first claim follows immediately using the definition of the norm. Next let 0 < γ. Each of the terms in |P a,c
Then by Hölder's inequality and Lemma 4.1
with γ j = (i j + For the second claim, notice that each element of the sum is of type
that gives the claim using that 0 < γ ≤ γ and 2 ≤ b ≤ M . The term with γ = 0 is taken care of by C κ 2 L 2 . The following estimates will also be useful in the proof of long-time existence.
The constant C depends on λ, n, m and on the lower bound on L[f ].
Proof. The result follows using (3.7) in Lemma 3.1, Lemma 4.3, and the bound κ L 2 ≤ C. Indeed from (3.7) we derive Lemma 4.5. We have the identities
Proof. The first claim is obtained directly using that
The second claim follows by induction using that 
by a direct application of Lemma 4.3. Morever Lemma 4.5 yields for any
Then the claim follows using (4.2), (4.1) and applying Lemma 4.3 with k = l.
Long-time existence
This entire Section is dedicated to the proof of the main result, Theorem 1.1 (see Section 1 for a precise statement), which states global existence of the flow.
A detailed proof of short-time existence is outside the scope of this paper: for main ideas and useful arguments we refer to [16] , [18] , [13] , and [8] .
Proof of Theorem 1.1. In the following C denotes a generic constant that may vary from line to line. We will explicitly write down what the constant depends on.
We assume by contradiction that the solution of (1.7) does not exist globally. Then there exists a maximal time 0 < T < ∞, such that the solution exists only for t ∈ [0, T ).
First
Step: Bounds on the length L[f ] and on I | κ| 2 ds. By Lemma A.2 we know that the energy is decreasing in t. Hence for all t ∈ [0, T ),
which directly implies a upper bound on the length when λ > 0: indeed
(The case λ = 0 will be dealt with later on, see (5.14).) On the other hand, the lower bound on the length follows directly from the boundary conditions as follows
We also find
Note that the above inequality is independent of any control of the length of the curve.
Second
Step: Expression for
As in [14] we get using (3.7) in Lemma 3.1
since there is a cancellation on the highest order terms. Note that for some universal constants
In this way we have singled out the most critical terms in Y , namely those on which 4m derivatives fall all on one factor. By Equation (2.15) in Lemma 2.3 with φ = ∇ m t f (recall that ∇ m t f = 0 at the boundary) we get d dt
We first look at the order of the term ∇ 2 s ∇ m t f . Again by (3.7) in Lemma 3.1 (see also (3.11)) we infer
Using the fact that (
In (5.6) we write |∇
and we apply the inequality above to the second term.
Thus we obtain for any ε 1 , ε 2 ∈ (0, 1)
Next we aim at writing the first two integrals on the right-hand side of the previous inequality in the form of the last one. We cannot do it directly since in Y there are terms where 4m derivatives fall on one factor (see (5.5)) and these would be too singular when interpolating. But using (3.7) in Lemma 3.1, the fact that ∇ m t f = 0 at the boundary, and integrating by parts once the highest order terms, we obtain
Next note that since
yielding (add I |∇ m t f | 2 ds to both sides of (5.6)) d dt
Third
Step: The boundary terms. By Lemma 2.7 (recall (2.19)) we may write the boundary terms as
We need to bound these terms in absolute value from above. a) We start by looking at the first boundary term I := − ζ, τ |∇ s ∇ m t f | 2 (x), for x ∈ ∂I. Using (3.9) in Lemma 3.2 and the fact that ζ is fixed we find for any ǫ > 0
b) Next we consider the second boundary term
At x ∈ ∂I it can be estimated as follows
c) Similarly for
From a), b), c), and treating the first term in the right-hand side of b) and c) as in (3.9) in Lemma 3.2, we get that for any ǫ 3 > 0
Choosing ǫ 3 = ǫ 2 we get from (5.7) 
It is interesting to note that so far we have needed only a lower bound on the length of the curve. The above estimate in (5.9) yields d dt
is attained smoothly and we may take the limit t ց 0 in (2.2)) we will simply write 
and as before we simply write
we proceed by induction. Let us assume that for some m ∈ N, m ≥ 2,
We need to show that the bound holds also for m + 1. We first observe that (5.10) implies the following estimate 
which implies (5.11) directly. Therefore using (5.11) formula (5.8) with m + 1 becomes
(5.12) By (3.8) in Lemma 3.2 and (5.11) the boundary term can be absorbed in the right-hand side of (5.12), namely d dt
The right-hand side of the above inequality can be estimated using (5.3), (5.4) and Lemma 4.3 (with k = 4(m + 1)). Finally we get d dt
Sixth
Step: Bound on ∂ l s κ L ∞ for l ∈ N 0 . By the result in the previous step, Lemma 4.4, Lemma 4.6 and (5.4) we can find bounds
for any l ∈ N 0 . We prove now that the length remains bounded in [0, T ) when T < ∞ for any λ ≥ 0 (recall that (5.2) holds for positive λ only). As we will see below a control of the length (from below and above) is needed when applying embedding theory. Using (2.4), (2.2), (5.13) and Lemma 4.3 (with A = 0,
By Lemma C.1 we find for any
which together with (5.13), (5.3) and (5.14) yields
From (5.13) and (5.15) we also easily derive
for any l ∈ N 0 .
Seventh
Step: Bound on ∂ l x κ L ∞ for l ∈ N 0 . Here we follow the reasoning presented in [7, page 1234] . For simplicity of notation let γ := |∂ x f |. Then, ∂ x = γ ∂ s . By induction it can be proven that for any function h :Ī → R or vector field h :Ī → R n , and for any
with P m−1 a polynomial of degree at most m − 1. A bound on ∂ l x κ L ∞ follows from (5.17) taking h = κ and from bounds on ∂ l s κ L ∞ (see (5.15)) and on ∂ l x γ L ∞ . Thus it remains to estimate ∂ l x γ L ∞ for l ∈ N 0 . We start by showing that γ = |∂ x f | is uniformly bounded from above and below. This fact is also important because we want the flow to be regular over time. The function γ satisfies the following parabolic equation
Moreover by assumption on the initial datum we know that 1/c 0 ≤ γ(0) ≤ c 0 for some positive c 0 . From the estimates (5.15) and (5.16) it follows that the coefficient κ, V L ∞ in (5.18) is uniformly bounded and hence we infer that 1/C ≤ γ ≤ C, with C having the same dependencies as the constant in (5.15). In order to prove bounds on ∂ m x γ we proceed by induction. Let us assume that
Choosing h = κ, V in (5.17), the induction assumption and (5.15) yield that
for all 0 ≤ i ≤ m + 1. Differentiating (5.18) (m + 1)-times with respect to x, we find
for some coefficients c(i, j, m). Together with (5.19), (5.20) we derive
Finally note that from (5.16) and (5.17) we obtain also uniform estimates for ∂ m x V L ∞ . Eighth
Step: Long-time existence. The uniform L ∞ -bounds on the curvature κ, the velocity V , γ, and all their derivatives, allow for a smooth extension of f up to t = T and then by the short-time existence result even beyond. In view of this contradiction, the flow must exist globally.
Ninth
Step: Subconvergence to a critical point for λ > 0.
Here we follow the reasoning given in [7, Page 1235] . Since λ > 0 we can use (5.2) instead of (5.14) to estimate the length from above, so that together with (5.3) we obtain
In this way we get for (5.15) and (5.16) estimates independent of T , thus
for any l ∈ N 0 , for all t ∈ [0, ∞). Next we observe that f L ∞ ≤ C for all t ∈ [0, ∞) due to the upper bound on the length and the fixed endpoints of the curve. Hence one naturally expects some sort of convergence of subsequences. Using (5.21) and reparametrizing f by arc-length in order to have a control on the parametrization (which otherwise could become non regular at T = ∞) one can show that there exist sequences of times t i → ∞ such that the curves f (t i , ·) converges smoothly to a smooth curve f ∞ . It remains to show that f ∞ is a critical point for the Willmore-Helfrich functional, that is, a solution to V = 0. We prove this by considering the function u(t) := V 2 L 2 (t) and showing that lim t→∞ u(t) = 0. First observe that
Since ∇ t V = ∇ 2 t f we infer from (5.2), (5.22) and the bounds derived in the Fourth Step that
On the other hand from
(see proof of Lemma A.2) it follows that u ∈ L 1 ((0, ∞)) and hence necessarily u(t) → 0 for t → ∞. The limit curve f ∞ is therefore a critical point of the Willmore-Helfrich functional.
A First variation and decrease of the energy
Let f :Ī → R n be a regular parametrization of a smooth curve in R n . Define the following functionals
with ζ ∈ R n a fixed vector.
Lemma A.1 (The first variation). Suppose f :Ī = [0, 1] → R n is a smooth regular curve in R n . Then for any perturbation of f of the kind f ǫ = f + ǫη with η ∈ C ∞ (Ī; R n ) and satisfying η(0) = η(1) = 0, one has the following formulas
In particular, f is a critical point for the Willmore-Helfrich functional given in (2.1) among all curves with fixed endpoints f − , f + ∈ R n if f satisfies (1.8).
Proof. Since
since η is zero on the boundary. Using that d dǫ κ ǫ ǫ=0 = ∂ s ∇ s η − τ, ∂ s η κ the expression for the first variation of K ζ follows immediately. Finally, for the elastic energy we derive
The second part of the claim follows directly from the formulas of the first variation.
Lemma A.2 (The energy decreases). Let f : [0, T )×Ī → R n be a sufficiently smooth solution of (2.2) satisfying (2.3) for all t. Let the Willmore-Helfrich energy be defined as in (2.1). Then,
Proof. From the definition of the energy and Lemma 2.1 formulas (2.9), (2.8), (2.4) we obtain
and integrating by parts
using the boundary conditions, the fact that V is zero at the boundary and the equation (2.2).
B Proof of Lemma 3.1
Proof of (3.2) in Lemma 3.1. For simplicity of notation let ξ l = ∇ l s κ. We prove the claim by induction on k. For k = 1 and any l ∈ N 0 we have by (2.10)
We assume that the claim holds true for some k ≥ 1 and any l ∈ N 0 . Then for any l ∈ N 0
using in the last step (B1) with k + l instead of l.
Proof of (3.3) in Lemma 3.1. We prove the claim by induction on m. Since 
with as before i 1 + · · · + i ν = µ and max{i k } ≤ d. If i j = 0, by (2.9)
while if i j ≥ 1 we find using (3.2), (B3)
and this formula is valid also for i j = 0. It follows that
for any j ∈ {1, . . . , ν − 1} and the same formula holds for the term in (B2). We get
that is (3.3) for m = 1.
Assuming that the claim holds true for some m ≥ 1 and any ν ∈ N, ν odd, µ, d ∈ N 0 we find by (B4)
The claim follows.
Proof of (3.4) in Lemma 3.1. Indeed, formula (B4) implies that
Proof of (3.5) in Lemma 3.1. Equation (B3) gives us that
that is the claim for m = 1. Assuming that (3.5) holds for some m ≥ 1, we get using (3.2), (3.4), (B5)
from which the claim follows directly.
Proof of (3.6) in Lemma 3.1. We prove the formula by induction on m. For simplicity of notation let ξ l = ∇ l s κ. Formula (3.6) with m = 1 follows for any k ∈ N, l ∈ N 0 from (3.2). Notice that this formula is "weaker" than (3.2) . Assuming that the claim holds for some m ≥ 1 and for any l ∈ N 0 and k ∈ N, we find using (3.5), the induction assumption (for m and m = 1), (3.4), (3.2), (B5)
On the other hand, using (B6)
The claim follows combining the formula just obtained with (B6).
Proof of (3.7) in Lemma 3.1. Formula (3.7) with m = 1 is the equation that f satisfies. Assuming that (3.7) holds for some m ≥ 1 we find with (3.6), (3.4) and (B5) 
C Proof of Lemma 4.1
In the following we give some useful facts in order to prove Lemma 4.1. We use the notation presented previously and denote by c a positive constant that may change from line to line.
Although the next result is well known, we report the exact statement, since it is used in several important steps and since it shows explicitly on what the constant depends.
Lemma C.1. Let J ⊂ R be a bounded open interval and g : J → R n , g(x), be a sufficiently smooth function. Then
If n = 1, then c(n) = 1.
Proof. Writing g = (g 1 , . . . , g n ), g i : J → R for i ∈ {1, . . . , n}, the claim follows from [3, Thm. 2.2].
Lemma C.2. Let J ⊂ R be a bounded open interval and g : J → R, g = g(x), be as regular as required. We have that for any ǫ ∈ (0, 1)
with c = c(J).
Proof. Using Lemma C.1 we get for x ∈J Otherwise consider for a positive δ the regularisation δ 2 + φ, φ and take the limit δ ց 0 in the definition of weak derivative.
For a normal vector field φ :Ī → R n recall φ k,p = k i=0 ∇ i s φ p with
and keep in mind that these norms are scale invariant when φ = κ (otherwise the transformation f → αf for α > 0 multiplies the norm by a factor α).
Proof. We may assume that L[f ] = 1. Equation (C5) follows from (C4) by choosing ǫ so that the two terms in the right-hand side of (C4) are equal, i.e. by imposing ǫ φ k,2 = ǫ Putting the above two estimates together we find 
