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2In tandem with these hardware developments, there has been a parallel devel-
opment of new quantum algorithms. Several important quantum algorithms are
now known [12,23,17,5,14,4]. Of particular importance is the quantum algorithm
for performing unstructured quantum search discovered by Lov Grover in 1996
[17]. Grover's algorithm is able to nd a marked item in a virtual "database"
containingN items inO(
p
N ) computational steps. In contrast, the best classical
algorithm requires O(N=2) steps on average, and O(N ) steps in the worst case.
Thus Grover's algorithm exhibits a polynomial speedup over the best classical
counterpart.
Although the Grover algorithm exhibits only a polynomial speedup, it ap-
pears to be much more versatile than the other quantum algorithms. Indeed,
Grover has shown how his algorithm can be used to speed up almost any other
quantum algorithm [19]. More surprisingly, even search problems that contain
"structure" in the form of correlations between the items searched over, often
reduce to an exhaustive search amongst a reduced set of possibilities. Recently, it
was shown how Grover's algorithm can be nested to exploit such problem struc-
ture [5]. This is signicant because NP-hard problems, which are amongst the
most challenging computational problems that arise in practice, possess exactly
this kind of problem structure.
In order to appreciate the full versatility of Grover's algorithm it is important
to examine all the ways in which it might be generalized. For example, whereas
the original Grover algorithm was started from an equally weighted superposi-
tion of eigenstates representing all the indices of the items in the database, a
natural generalization would be to consider how it performs when started from
an arbitrary initial superposition instead. This renement is important, because
if Grover's algorithm is used within some larger quantum computation, it is likely
to have to work on a arbitrary starting superposition rather than a specic start-
ing eigenstate. Similarly, the original Grover algorithm uses a particular unitary
operator, the Walsh-Hadamard operator, as the basis for a sequence of unitary
operations that systematically amplies the amplitude in the target state at the
expense of the amplitude in the non-target states. However, it is now known that
this is not the best choice if there is partial information as to the likely location
of the target item in the database. In such a situation a dierent unitary operator
is desirable. Hence, it is important to understand how Grover's algorithm per-
forms when using an arbitrary unitary operator instead of the Walsh-Hadamard
operator.
Each of these renements have been analyzed in detail independently. Bi-
ham et al. have considered the case of an arbitrary starting superposition [2]
and Grover considered the case of an arbitrary unitary operator [18]. In this pa-
per, we present the analysis of the fully generalized Grover algorithm in which
we incorporate both of these eects simultaneously. Our goal is to determine
the exact analytic formula for the probability of the fully generalized Grover
algorithm succeeding after n iterations when there are r targets amongst N
candidates. Having obtained this formula, we will recover the Biham et al. and
Grover results as special cases. We will then show that the optimal strategy, on
3average, for using the fully generalized Grover algorithm consists of measuring
the memory register after about 12% fewer iterations than are needed to obtain
the maximum probability of success. This result conrms a more restricted case
reported in [3]. Finally, we show how to boost the success probability and reduce
the required coherence time by running a society of k quantum searches inde-
pendently in parallel. In particular, we derive an explicit formula connecting the
degree of parallelism, i.e., k, to the optimal number of iterations (for each agent
in the society) that minimizes the expected search cost overall. We then derive
the expected cost of optimal k-parallel quantum search.
2 Grover's Algorithm
The problem we have to solve is the following. Given a function f(x
i
) on a set







is a target element
0 otherwise
: (1)
How do we nd a target element by using the least number of calls to the function
f(x
i
)? In general, there might be r target elements, in which case any one will
suÆce as the answer.
To solve the problem using Grover's algorithm we rst form a Hilbert space
with an orthonormal basis element for each input x
i
2 X . Without loss of
generality, we will write the target states as jt
i
i and the non-target states as
jl
i
i. In this paper we refer to the basis of input eigenstates as the measurement
basis. Let N = jX j be the cardinality ofX . The function call is to be implemented
































(j0i   j1i) (3)
























(j0i   j1i) (4)
where the r measurement basis states jt
i
i are the target states and the N   r
measurement basis states jl
i





(j0i   j1i) then all we have done is to invert the phase of the target










although we emphasize that it is not necessary to know what the target states
are a priori.
Next we construct the operator Q dened as













where jai can be thought of as the averaging state. Dierent choices of jai give
rise to dierent unitary operators for performing amplitude amplication. In the








and was obtained by applying the Walsh-Hadamard operator, U , to a starting
eigenstate jsi, i.e., jai = U jsi. Hence, the operation 2jaihaj   1, which Grover





being the Walsh-Hadamard operator and I
s
being 1  2jsihsj.
By knowing more about the structure of the problem we can choose other
vectors jai that will allow us to nd a target state faster. Techniques for doing
this are given in [19].
Fortunately, in order to determine what action the operator Q performs, it
is suÆcient to focus on a two-dimensional subspace. The basis vectors of this






























Note that jti is the normalized projection of jai onto the space of target states
and ja
0
i is the normalized projection of jai onto the space orthogonal to jti. This
choice of basis makes the calculation easiest. The rest of the Hilbert space (i.e.
the space orthogonal to jti and ja
0
i ) can be broken up into the space of target
states (S
T
) and non-target states (S
L
). We can now write Q as



























this we can see that Q is just a simple rotation matrix on ja
0
i and jti and acts
trivially on the rest of the space.
An arbitrary starting superposition jsi for the algorithm can be written as













i (which must have a norm less than one if the state





) respectively. Also, ,  and b are positive real numbers. After n applications

























If we measure this state our probability of success (i.e., measuring a target state)
will be given by two terms. The rst term is the magnitude squared of Q
n
jsi
in the space S
T




i and is unchanged by Q. The second






























































. This is the term that is aected by Q and is the
term we wish to maximize. The total probability of success after n iterations of
Q acting on jsi is





Assuming that n is continuous (an assumption that we will justify shortly) the
maxima of g(n), and hence the maxima of the probability of success of Grover's






(  + 2j) j = 0; 1; 2 : : : (14)























In practice, the optimal n must be an integer and typically the n
j
's are not
integers. However, since g(n) can be written as
g(n
j





















and most interesting problems will have v  1 and hence  ' 2v  1,
simply rounding n
j
to the nearest integer will not signicantly change the nal
probability of success. So, we have
p(n
max
































63 Recovering the Special Cases
As a check on our fully generalized formula for the probability of success after
n iterations, we attempt to recover the corresponding formulae obtained in the
analyses of Biham et al (for a xed unitary operator and an arbitrary starting
superposition) [2] and Grover (for an arbitrary unitary operator and a xed
starting superposition) [18].
In the case of Biham et al., the starting state is arbitrary but the averaging




































In the analysis of [2] they use k(0) and l(0) to represent the average amplitudes,





the standard deviations of those amplitudes. With some algebra one can see that






























If you substitute these relationships into equations 12, 14, and 17 you will re-
produce the results of [2].
The second special case, in which jai (the averaging state) is an unknown



















i = 0. These substitutions lead to  = . Plugging this into equations 14

























) = 1  O(v
2
) (23)






as the probability of measuring a target state after n iterations of Q.
4 Application of the Formula for p(n)
Next, we show how to apply our analytic formula for the probability of success
after n iterations, P (n), to slightly speed up the quantum unstructured search
algorithm. Although the speedup we obtain is not dramatic, it is worth making
the point that it is possible at all as Christoph Zalka has proved, correctly, that
Grover's algorithm is exactly optimal [25]. Many people have assumed, there-
fore, that it is impossible to beat Grover's algorithm. However, by combining
techniques of quantum computing with those of classical computing we show
that it is possible to do a little bit better than Grover's algorithm on average.
The result we report was apparently discovered previously by Boyer et al. [3] It
is shown here to persist for the case of fully generalized quantum search.
We consider a punctuated quantum search algorithm that works as follows:
Algorithm: Punctuated Quantum Search
1. Run the quantum search algorithm for n iterations.
2. Read the memory register.
3. If the result is a target state halt, else reset the register to the starting
superposition and return to step 1.
The average time, T
avg
(n), it will take to nd a target state if we stop the


















We can nd the optimal strategy, i.e., the best number of iterations to use before
we attempt to measure the register, by minimizing the expected running time
T
avg
. To do this, we set the derivative of T
avg
to zero and solve for n = n
opt
.




Typically n will be much larger than one so we can make the approximation
(2n+ 1) ' 2n  x. By dropping the denominator we obtain
























which gives x = 2:3311 as the lowest positive solution. This solution corresponds



















iterations if we run Grover's algorithm until the probability
is maximal.
It is interesting to note that if we restrict the analysis some more to the







N . This is faster than the lower bounds in [20], [1], [3],
and [25], but we are using a somewhat dierent model. They are looking at
the minimum time it would take without measuring to nd a solution with
certainty up to errors from rounding n
max
to the nearest integer. The model
we use allows for punctuated measurements and resets of the quantum search
algorithm. Nevertheless, the punctuated quantum search algorithm is faster on
average. Note that we have assumed that the time it takes to measure and reset
the algorithm is negligible. This is reasonable as it only requires one function
call.
The punctuated quantum search algorithm has another advantage in that
it should make it easier to eliminate decoherence. If we wait until we have the




steps as compared to only
1:1655

steps for the fastest measure
and restart method. In fact if we are willing to settle for an average time equal




steps at a time.
5 k-Parallel Quantum Search
A way to speed up Grover's algorithm still further is to have a society of k
computational agents all running Grover's algorithm independently at the same







[1  p(n)][1  p(n) + p(n)
2
] (30)
of the method we have already analyzed is fairly large and hence having multiple
algorithms running may give a considerable speed up.
9Suppose that we know that there are exactly r solutions amongst N can-
didates. Given p(n; r;N ), the probability of success for a single agent after n
iterations, we can boost the success probability by using k agents acting in
parallel. In particular, the probability that at least one agent, in a society of




(n; r;N ) = 1  (1  p(n; r;N ))
k
(31)
Thus the expected cost, T
(k)
avg














































. Hence the average cost for k-parallel quantum























is equal to zero. This deriva-



































































. We know that we can solve
the problem with near certainty if we iterate Grover's algorithm to the maximum






) iterations. Hence, for a large enough number of
parallel search agents, k, there is a reasonable chance that the optimum number
of iterations, n
optimum
(r;N; k) at which the expected search cost is minimized,
satises the criterion that x < 1. We therefore expand equation 35 as a series









 60 + 10( 1 + 3k)x
2








As this equation is fourth order in x it can be solved analytically. Three
of the roots are non-physical but one corresponds to an approximation to the
true minimum of T
(k)
avg






















We note that x < 1 for all k  2. Hence, the derivation of the optimum




, we obtain the formula for
n
optimal
(r;N; k), the predicted optimal number of iterations to use for each of k


























































In this paper we have shown how to generalize the analysis of unstructured
quantum search to incorporate the eects of an arbitrary starting superposition
and an arbitrary unitary operator (or, equivalently, arbitrary averaging state)
simultaneously. We have also shown that, rather than iterating the amplitude
amplication operator until the maximumprobability of success state it attained
(i.e., for O(0:785398
p
N ) iterations) it is better to stop after only O(0:6900
p
N )
iterations (i.e., 88% of the maximumprobability case). This strategy, is therefore
approximately 12% faster than Grover's algorithm on average.
Moreover, an ever better quantum search algorithm can be obtained by run-
ning k independent quantum searches in parallel, stopping as soon as any of the
quantum searches nds a solution. We nd that the optimal k-parallel punctu-
ated quantum search strategy is dierent from that of single agent punctuated
quantum search strategy. In general, the higher the degree of classical parallelism
the less (parallel) time is needed to perform the quantum computation. This intu-
ition is captured analytically in equation (38), which gives the explicit connection
between the number of amplitude amplication iterations as a function of the
degree of parallelism k. This result is of practical utility to experimentalists. In
particular, in any physical embodiment of a quantum search there will be some
natural coherence time beyond which the computation becomes unreliable. Of
11
course, quantum error correction allows this time to be extended greatly, ar-
guably indenitively, if the individual error probability per gate operation can
be made suÆciently small. While we believe this to be true, in practice it might
be extraordinarily diÆcult to achieve. Instead, if we can predict the degree of
parallelism needed so that the quantum search has a good chance of complet-
ing within the natural coherence time of the physical system being used as the
quantum computer, then the strategy of massive parallelism might provide a
realistic alternative to relying solely on quantum error correction. Thus we see
the classical parallelism as an adjunct to quantum error correction rather than
a replacement for it. Equation (38) exposes precisely the space/time tradeo
between quantum coherent computing and classical parallelism, at least in the
context of unstructured quantum search.
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Fig. 1. Plot of the probability of success of Grover's algorithm after n iterations
of amplitude amplication when there are r solutions amongst N = 64 possi-
bilities. White regions correspond to probability 1, black regions correspond to
probability 0. Notice the periodicity in the success probability as the number of
iterations grows.
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Fig. 2. Plot of the optimal number of iterations to use in k-parallel quantum
search as a function of the degree of parallelism k for r = 1 to r = 5 solutions
(top to bottom in the gure) for the case of a database of size N = 2
20
. The
solid curves are produced by numerical optimization. The points are given by
our approximate formula for n
optimal
(r;N; k)
