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This paper deals with repulsivity conditions for the points of the boundary of a 
set G, with respect to the solutions of the differential system x’ =.f(t, x) which 
are contained in the set G. Applications are given to the problem of “persistence” 
(i.e., solutions starting at the interior of a set remain asymptotically far from its 
boundary) and to the existence of periodic solutions (using the “nonejective” fixed 
point theorem). c 1990 Academic Press, Inc. 
1. INTRODUCTION 
Let f: Jx Q --f Rd be a continuous function, where J= [a, b[ is a non- 
degenerate real interval (b E R u { + 03 } ) and Q c lRd is a nonempty open 
subset of the cl-dimensional real euclidean space Rd endowed with the usual 
norm 1.1 =(.I.)“*. 
Throughout the paper, any solution x( .) of the Cauchy Problem 
x’= f(t, x) (’ = d/dt) (1.1) 
x(to) = x0 (1.2) 
*Work performed when the author was in Trieste, supported by Funda@o Calouste 
Gulbenkian and Universidade de Lisboa. 
‘Work performed under the auspicies of GNAFA-CNR and partially supported by the 
fund ZAN 644 (MPI 60%). Preliminary results from this paper were presented at the 
conference “Advanced Topics in the Theory of Dynamical Systems,” Trento, June l-6, 1987. 
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is supposed to be noncontinuable (see [20]) and its right maximal interval 
of existence is denoted by Z, := [t,, t,[. We notice that, unless when 
explicitly stated, forward uniqueness for the solutions to (l.l)-( 1.2) is not 
assumed. 
Let NC Q be closed relatively to R and suppose that N is a flow- 
invariant set with respect to Eq. (1.1); that is, if x(.) is any (noncon- 
tinuable) solution to (l.l)-( 1.2) with (to, x0) E J x N, then x(t) E N for all 
t E Z, (of course, the choice N = 52 is allowed). Finally, let A4 be a subset 
of N with int, A4 (the interior of M with respect o N) nonempty. 
The aim of our work is to produce conditions ensuring that if x( .) is any 
solution of (1.1 )-( 1.2), with x0 E int, A4, then x(t) E int, A4 for all t E Z, and 
x(t) remains far away from the relative boundary fr, M as t approaches t,. 
The motivation of such investigation isrelated to the so-called problem of 
persistence arising from population dynamics. Namely, in many concrete 
applications of differential equations models to ecological or biochemical 
phenomena, A4 is a closed subset of the positive orthant R”, and it is 
important to know that the vector x(t), during its evolution, does not 
approach extinction states which are usually represented by the points of 
fr, M. To this purpose, we’ll study the repulsivity ofthe boundary of A4 
with respect to the solutions of (1.1) which come from int, M. More 
generally, for a pair of disjoint subsets G and S of N, with G open in N, 
we find geometric riteria on the behaviour off( ., .) in a neighbourhood of 
S, according to which S repels the trajectories of Eq. (1.1) lying in G. It is 
clear that in this way we may treat the above mentioned problem of per- 
sistence provided that the obvious choice G = int, A4, S = fr, A4 is made, 
but this general approach allows us also to study the repulsivity ofonly 
some pieces of fr, M and, therefore, toobtain a wider class of applications, 
like, for instance, to the periodic boundary value problem. 
The proof of the results makes use of families of Liapunov-like functions 
and differential nequalities. E sentially, some classical facts from stability 
theory [31] are combined with a generalization fthe concept of attractive 
bound set [16], usually employed for dealing with boundary value 
problems. Similar ideas have been developed recently in [9, 121. In [ 121, 
with the same technique, we examined various repelling conditions for S in 
order to obtain, repectively, flow-invariance of int, M, non-existence 
results for terminal value problems associated to Eq. (l.l), and weak 
persistence. From this point of view, the present work completes and 
concludes the program carried out in [9, 121. More precisely, compared 
with [ 123, we produce here stronger conditions for the repulsivity ofS and 
applications are given to persistence, uniform persistence, and existence of 
periodic solutions. 
The plan of the paper is the following. In Section 2 we obtain repelling 
conditions for a set S with respect to the solutions of Eq. ( 1.1) which 
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remain in a set G, where G n S = 121. Such conditions are then applied in 
Section 3 for achieving persistence-type th orems relative to a set Mc N. 
Compared with the results previously appearing in the literature, ours 
improve some theorems in [ 18,9] and provide an analogue for the 
nonautonomous systems of the results by J. Hofbauer [22] and V. Hutson 
[25] dealing with autonomous systems. In recent years, many important 
achievements have been obtained for persistence of autonomous systems 
[40, 22,251 or, more generally, semiflows in locally compact metric spaces 
[S, 6, 131. On the other hand, we observe that in [40,22,25] only one 
Liapunov function is considered and we also recall that, in [9], we found 
examples showing that many theorems which hold for autonomous systems 
are no longer true for Eq. (1.1). Finally, in Section 4, we present an 
application in which the results of repulsivity ofthe set S are employed to 
get the existence of positive periodic solutions to system ( 1.1). In this 
example, a nontrivial periodic solution of Eq. ( 1.1) is obtained by applying 
the Browder theorem, on the existence of nonejective fixed points [4], to 
the Poincare map associated to (1.1). In this way, results by R. E. Gaines 
and J. Santanilla [171 and J. Santanilla [39] are also sharpened and 
improved. In particular we show that various technical assumptions 
required in [ 17, 391 are actually unnecessary and can be dropped. For a 
more complete discussion about existence of periodic solutions of (1.1 ), 
lying in a conical shell, see also [ 1 l] and the references quoted therein. 
The paper is as self-contained as possible, even if notation and terminol- 
ogy are borrowed from [12]. For a continuous function V: J’x a’+ [w, 
with J’ = [a’, b’[ c J and Q’ c 52 (Q’ open), following [46], we set 
Recall that if V is locally lipschitzian i x and x( .) is a solution of (l.l), 
then we have (see [46]) 
ki(4 x(t)) = D, vt, x(t)), 
where D, denotes the lower right Dini derivative. 
We denote by [w - ([w +) the set of the negative (positive) reals and define 
R~=R-u{o} (R+=R+ u (0)). Finally, dist( ., .) is the (euclidean) 
matric) in lRd and B(x, r) and B[x, r] are, respectively, theopen and the 
closed ball of center x and radius r. Analogously, for a set Kc rW”, we 
define the r-neighbourhoods (open and closed) of K by 
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cl, A, int, A, and fr, A are, respectively, theclosure, interior, and bound- 
ary of a set A c B, relatively toB. The subscript B is omitted when B= Rd. 
2. REPELLING SETS, PERSISTENCE, AND UNIFORM PERSISTENCE 
In this section we consider conditions of repulsivity ofboundary points 
stronger than those examined in [12]. Such conditions will be used to get 
persistence and uniform persistence for system ( 1.1). 
Following [S, 6, 151, we recall that, given a set MC N, with int, M # @, 
we say that system ( 1.1) is persistent in N, with respect to M, if for each 
(t,,x,)~Jxint,Mandx(~),solutionof(l.l)-(1.2) wehavex(t)Eint,M 
for each t E [to, t,[ and there is 6 = 6(x) > 0, such that 
lim inf dist(x(t), fr, M) < 6. 
r-r, 
If 6 > 0 may be chosen independently of the solution x( .), we say that 
system (1.1) is uniformly persistent in N with respect to M. In the case of 
M compact, this latter definition is equivalent to that of permanent 
coexistence [28,26] or cooperativeness [40, 22, 231, which requires that 
there is a compact subset of int, A4 which attracts all the trajectories of 
system (1.1) with initial value in int, M. 
Uniform persistence with respect o the positive cone rW$ (first orthant) 
of Rd or with respect o the simplex {x E R”, : C x, = 1 } have been con- 
sidered by several authors (see, for instance [ 15, 14,40,22, 253) for their 
significance inthe biological applications, In many examples coming from 
population dynamics, persistence for system (1.1) guarantees that none of 
the species involved comes into extinction, even if small stochastic pertur- 
bations are taken into account (see [S]). Uniform persistence isan even 
more robust concept and perhaps, so far the most suitable for modelling 
realistically situations of nonextinction of the species (see [S, 28, 241). 
As described above, these persistence-type concepts involve, essentially, 
two kind of conditions: flow-invariance ofint, M and repulsivity offr, M 
with respect o the solutions of (1.1) with values in int, M. For the former 
problem (flow-invariance) we may apply directly the results in [32] or 
those developed in [12] ensuring that no solution of (1.1))(1.2) with 
x0 E int, M touches the boundary fr, M anywhere, so that we can focus 
our attention to the latter problem. To this end, it is useful to consider the 
situation (see also [25,27]) 
12/ # G c N is a set open relatively toN (2.1) 
SCN, GnS=@ (2.2) 
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and find conditions for the repulsivity ofS with respect o the solutions of 
(1.1) lying in G. We also define 
S* :=Snfr,G. (2.3) 
DEFINITION 2.1. Let Z c N\G. We say that Z is repelling with respect o 
G if for each solution x( .) of (1.1) with x(t) E G for all t E [to, t,v[, there are 
an open neighbourhood A =,4(x) of Z and t, = t,(x)E [to, t,[ such that 
x(t) $ A, for all t E [t, , t,[. If, furthermore, the neighbourhood A of Z can 
be chosen independently of the considered solution x( .), we say that Z is 
uniformly repelling with respect o G. In the particular case that Z= {u}, 
with u $ G, the point u is said to be repulsive (respectively, untformly 
repulsive) with respect o G. 
From the definition it is obvious to observe that any subset of a 
(uniformly) repelling set is (uniformly) repelling. A link with persistence- 
type conditions is shown in the following results. 
PROPOSITION 2.1. If S* is compact and each point u E S* is (uniformly) 
repulsive w.r. to G, then S is (untformly) repelling. If S is compact and 
(unformly) repelling w.r. to G, then (there is 6 > 0 such that) 
lim inf dist(x( t), S) > 0 (24: r-r, 
for each x(.) solution of (1.1) with x(t)EG, for all tE [to, t,.. 
PROPOSITION 2.2. Let MC N be with int, Mf @ and fr, M compact. 
Suppose that int, M isflow-invariant wi h respect o Eq. (1.1) and each point 
of fr, (int, M) is (untformly) repulsive with respect o int, M. Then (1.1) is 
(unzformly) persistent inN with respect o M. 
The proof of Proposition 2.1 is just a straightforward application of the 
above definitions and the properties of compact sets, while Proposition 2.2 
follows at once from the preceding one by the choice G := int, M and 
S := fr, M. Hence these proofs are omitted. 
A sufficient condition for the (uniform) repulsivity ofa point u E fr, G is 
given in the following. 
THEOREM 2.1. Let u E fr, G. Assume there are CI EJ, an open 
neighbourhood Q’ c Q of u and two continuous functions V and $, with 
V:= V(t, x) : [cc, b[ x Q’+ R locally lipschitzian i x and II/: [a, b[ x 
iwP -+ R, such that 
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(k,) the set KC Q’, defined by 
K:={z~Q’nfr,G:limsup V(t,x)=O} 
r-b- 
G3.X-Z 
is compact and u E K, 
(k,) lim V(t,x)=O 
r-b- 
x~G,dist(x,K)-0 
(k2) lim sup V(t, x) < 0, for all (7, z) E [a, b] x (G I-I Q’) 
1-c 
Gsx-z 
(k,) p(t,x)<$(t, V(t,x)),for all (t,x)E [cc, b[ x(Gnf2’). 
Then u is (uniformly) repulsive with respect o G provided that (there is 
6 > 0 such that) 
(1,) ((la)) for every k >O, there is r] = qk >O such that for each 
a Q z < b, the problem 
w’ = ti(t, WI, w(z)= -k (2.4) 
has a maximal solution r= r(t), with 
sup r(t) 6 -11 and liminfr(t)<O(Q -6). 
,>7 t--t r;
Proof: We give a proof only in the case (more interesting for the 
applications) of the uniform repulsivity of the point u. The case of 
repulsivity may be treated by easy changes in the main argument and so 
it is omitted. 
Fix an a, such that 0~ E, ~6 and let po>O be such that B[K, po] CO’ 
(as Kc52’ is compact). Using (k,), we find pi: a <pi <b and 
pl:O<pl<po, such that 
inf{ V(t, x): te [pi, b[, xEGnB[K,p,]} 2 --Ed. 
We claim now that there is f12 :/I, < pZ < b such that 
(2.5) 
-~~:=sup{V(t,x):t~[P,,b[,x~GnfrB[K,p,]}<O. (2.6) 
Indeed, by (k2), we have -.sz<O (as V(t,x)<O on [a, b[ x(Gn4’)). By 
contradiction, suppose that .sz = 0. Then there is a sequence (t,, x,) E 
[Bi, b[ x (Gnfr B[K, p,]), with tn+b, such that V(t,, x,)tO. Without 
loss of generality, we can assume x, + z E cl, G n fr B[K, pl] c cl, G n 8’. 
By definition fK and since z $ K, we get z E G and so, a contradiction with 
(kz) is achieved. Hence the claim is proved. 
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Let v = 9, > 0 be chosen according to condition (1,). Then, using again 
(k,), we find Pj:P2</j3<b and p:O<p<p, such that 
-~~:=inf(V(t,x):t~[B~,b[,x~GnB[K,p]}> --r]. (2.7) 
Finally, define A := B(K, p), an open neighbourhood of U. 
Let x( .) be a solution of (1.1))( 1.2) with x(t)~ G for all t E [to, t,[. Since 
cl A = B[K, p] c 12 is a compact set, we have that if t, < b, then there is 
t, > t, such that x(t) # A, for all t E [t, , t,[ (see [20, Theorem 2.11). Hence 
we may assume, for the rest of the proof, that t, = b. 
Set y := max{ t,, b3}. 
If x(t)$B[K,p,] for all te[y,b[, then for tl=y, x(t)$A for all 
t E [tl, b[ and we are done. So, suppose there is y, > y such that 
X(Y~)E B[K, p,]. We claim that there is yz>y, such that 
Indeed, suppose by contradiction that x(t) E B[K, p 1] for all t E [y 1, b [. 
Consider the function 
u(t) := V(t, x(t)). (2.8) 
We have, for all te [yl, b[, 
u(t) < 0 (by (kd), (2.9) 
u(t)> --El (by V-5))> (2.10) 
D + u(t) 6 $(t, u(t)) (by (k,)). (2.11) 
Let rl(t) be the maximal solution of 
w’ = $(t, w), w(Yl)=u(Y,) 
according to hypothesis (Is). 
By a comparison theorem [ 30, Theorem 1.4.11, we infer from (2.11) that 
u(t)<r,(t), for all TV [yl, t,,[. Hence, from (2.10) and the choice of .sl, we 
obtain 
liminfr,(t)~liminfu(t)> -E,> -6 
f - ‘,I I + ‘,I 
and a contradiction isachieved with respect o condition (la). Therefore the 
claim is proved. (It is worthy to observe-see the proof of Theorem 2.2 
below-that t,, = b, as u( . ) is bounded from below and defined on [y , , b[.) 
Thus x(yz) $ B[K, pl] for some y2 > y,. If x(t) $ B(K, pl) for all t 3 y2, 
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then for tI =yz, x(t) 4 A for all t > t, and the theorem is proved. So, 
suppose there is i> y2 such that x(i) E B(K, p,). Define 
Y * :=sup+ CY2, ~14et~CKPJ) 
We have yz <y* < i, x(y*)E Gnfr B[K, pr] and x(t)EB[K, pl] for 
t E [y*, t]. Consider again the function u( . ) defined in (2.8). We have, for 
all tE [y*, r], (2.9), (2.10) (2.11), and, by (2.6) u(y*)< --sZ. 
Let rZ(t) be the maximal solution of 
w’ = ICl(t, WI, w(y*)= -&2 
according to hypothesis (la). Then 
r*(f) < -r, for all t E [y*, t,,[. (2.12) 
By the above recalled comparison theorem, we infer that u(t) < r2(t) for 
all t 3 y* and t belonging to the common domain of the functions. Now we 
note that i< tr2. Otherwise, if t,, < i-c b, then, by (2.12) 
lim rZ(t)= --co and so lim u(t)= -co, 
I - I,; f + t,; 
contradicting the continuity of o( .) in tr2. Hence we may precise the above 
assertion to u(t) 6 r2(t) for all t E [y*, t], and get, by (2.12), u(l) < -q. 
Finally, according to (2.7), we obtain 
x(i)$A. 
As i is arbitrary, we have proved that for t, := y2, 
x(t)$A forall tat,, 
with A independent of the solution x( .) which has been considered. The 
proof is therefore complete. 1 
Remark 2.1. We note that if the functions I’( ., .) and $( ., .) are 
defined with tl= a, then the assumptions in Theorem 2.1 also guarantee 
that the point u is not reachable through G; that is, there is no solution x( .) 
of (l.l)-(1.2) with X,EG such that x(t,)=u for some t,eI, and x(~)EG 
for all t E [to, ti [ (see [ 123). It is easily seen that G is flow-invariant 
provided that all the points of fr, G are not reachable through G. 
Remark 2.2. We observe that, instead of D,, any other Dini derivative 
may be adopted in the proof. We also note that if V is differentiable in 
GA Q’, then the theorem holds true the same with 
ri(4 x) = (aw)(t, x) + ((avaxN4 x)lf(t, x)) 
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(see [46]). If V is only continuous, the situation is more delicate, like for 
stability heory. In this case, some argument should be adapted from [45] ; 
however, such investigation has not been carried out in this paper. 
A particular case in which Theorem 2.1 can be applied is when the func- 
tion V can be chosen independent on the t-variable, i.e., V= V(x). In this 
case, our hypotheses may be stated in a simpler form. In particular, (k,), 
(k,), (k,) hold provided that I/: 52’ -+ R verifies the conditions 
(kb) K:= {xEQ’nfr,G: V(x)=O} is compact and UEK, and 
(k’,) V(x) < 0, for all x E G n 52’. 
Even simpler assumptions have to be required whenever G c a’. Namely, 
in this case, we can get the following variant of Theorem 2.1. 
THEOREM 2.2. Let u Afro G. Assume there are c( EJ, an open 
neighbourhood Q of u, with G c Q’ c Sz and two continuous functions 
$:[cr,b[xW-,RandV:Q’ + IX, V locally lipschitzian, such that 
V(u)=0 and V(x)<0 forall xEG 
J%, xl < $(t, V(x)), forall (t,x)E[a,b[xG. 
Then u is (untformly) repulsive with respect o G provided that the equation 
w’= $(t, w) is (unzformly) persistent with respect o iw-. 
Proof: The proof follows the main lines of that of Theorem 2.1, anyhow 
we give a sketch of it for completeness. Again we consider only the case of 
uniform repulsivity, being the other one is completely similar. 
Since equation w’ = t,b(t, w) is uniformly persistent with respect o R -, 
there is 6 > 0 such that 
lim sup r(t) < - 6, 
I - r; 
(2.13) 
for each r( .) maximal solution of Eq. (2.4). 
Fix an E such that O<E<~ and let p>O be such that B[u,p]c 
[V> -&] := (xd2’: V(x)> -&} and inf{ V(x): x~B[u, p]} 3 --E. Let 
x( .) be any solution of (l.l)-( 1.2), with x(t) E G for all t E [to, t,[. Arguing 
as in the proof of Theorem 2.1, we can assume, without loss of generality, 
t, > CI and t, = 6. We want to prove that u is uniformly repulsive, with 
respect o G, with A = B(u, p) (independent of x( . )). Assume, by contradic- 
tion that there is a sequence t,t b such that x(t,)EB(u, p) for every n and 
consider the function v(t) := V(x(t)) defined on [to, b[. As usual, we get 
v(t) < r(t), for all t E [to, t,[, where r( .) is the maximal solution of (2.4) 
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with r(t,) = u(r,) < 0. Moreover, from the continuity of u( .) and (2.13), we 
get that r( .) does not explode before b and so, t, = b. Then 
lim sup r(t,) 2 lim sup v(t,) 3 --E > -6 
n+ +a? n-1 +cc 
and a contradiction with (2.13) is achieved. 1 
Again we remark that if CI = a, then u is not reachable through G. 
Now we give an example of a function rj satisfying the assumptions 
required in the preceding theorems. Suppose that $ : [cc, b[ x R ~ + R 
admits the factorization 
4% 2) := -P(S) 444 1 (2.14) 
with cp:R++R+ and p : [CC, b [ -+ R continuous functions. Then, we have 
the following 
PROPOSITION 2.3. Let m > 0 be such that 
(iI) j:: p(s) dsg -m, for every t,, tzE [cc, b[ with t, < t2 
and assume 
(6) J;t” (&h(t)) = +a (~0 > 0). 
Then, for any k > 0 and z 2 ~1, there is q = ylk > 0 such that, for every r( .) 
(maximal ) solution of 
w’ = -P(f) cp(lwl), w(z)= -k (2.15) 
we have 
r(t) d -v, for all t E [z, t,[ 
and (as a consequence) 
lim sup r(t) < -q < 0. 
I + 1; 
Suppose further 
(i3) ft p(s) ds= +oo. 
Then 
lim r(t)= --co. 
, - t; 
Proof. Let r( .) be the maximal solution of (2.15) and let /I < t, < b be 
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such that r(t) ~0 for all t E [z, /3[ , with /I maximal. Since Eq. (2.15) has 
separable variables, we can write, for each t E [T, /?[, 
I 
k 
4 f r’(s) -= 
lr(t)l (P(5) s T cp(lr(s)l) 
ds= - 
s 
‘p(s)ds, 
r 
that is, 
u. d< 
-< - 
lr(r)l (P(t) s 
‘p(S)ds+V,, 
7 
(2.16) 
where v k := 1s: (dQcp(<))l, with u0 > 0 fixed. 
We define the function Q(x) := j: (d</cp(<)) and observe that 
@: lR+ +]-L, +a[ (L:=J,+o” (dt/(p(r)), possibly L= +GO) is decreas- 
ing and 
him%f Q(x) = +cC (by (id). 
Using (2.16) and (i,), we get 
@(lr(t)l) d m + vk 
and hence 
r(t) d -qk := -@-‘(m + vk), for all t E [z, p[. (2.17) 
Therefore, /I = t, and the first part of the thesis is proved. 
If t, < 6, then lim,, !; r(t) = --oo. If t, = b, using (i3) and taking the 
limits for t + b- in both sides of (2.16), we get 
lim I 
Ir(t)l & 
t-b- ,,” (PO= +* 
and therefore by (2.17), this implies L = +GO and so 
lim [r(t)/ = +oo. 
r-b- 
I 
Even in the case of the decomposition (2.14), a possible variant of 
Proposition 2.3 can be obtained by restricting the hypotheses on p and 
relaxing the one on cp. Precisely, with a similar proof, we have 
PROPOSITION 2.4. Replace (i,) and (iz) with 
(i4) p(s) 2 0, for all s E [cr, b[. 
Then the same conclusions of Proposition 2.3 hold. 
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Other possibilities, related to the decomposition (2.4) will not be 
considered in our applications. 
3. APPLICATIONS 
As assumed before, let NC 52 be closed in Q and flow-invariant and 
consider a set M c N with int, M # (21. Even if not explicitly assumed, the 
only interesting case is that fr, M# fa. Otherwise uniform persistence 
occurs trivially. 
In this section we apply the preceding theorems in order to obtain 
persistence and uniform persistence ofsystem (1.1) in N, with respect o the 
set M. For V:B+R, we set [V=O] := (x~s2: V(x)=O}. 
THEOREM 3.1. Assume fr, A4 is a compact set and suppose that for each 
u E fr, (int, M), there is a locally lipschitzian function V,: 52 -+ R such that 
(VI) V,(u)=0 
(vz) V,(x) < 0, for all x E int, M, 
and there are a continuous function tiU: Jx W -+ R and an open 
neighbourhood s2, of [V, = 0] n fr,(int, M), such that 
(v3) f’,(t, x) < $,(t, V,(x)), for all (t, x) E Jx (Sz, nint, M). 
Then system (1.1) is persistent (respectively, uniformly persistent) in N, with 
respect to A4, provided that for each u, the equation w’ = $,(t, w) fulfills (1,) 
(respectively (1,) for some 6 = 6, > 0) with IX = a. 
Proof We define the open set (with respect o N) G := int, M and the 
compact sets S := fr, M and S* = fr, (int, M). As a first step we note that 
G is flow-invariant for Eq. (1.1). In fact, by Remark 2.1, no point 
S* = fr, G is reachable through G. Then we observe that for each u E S*, 
the set K, := [V, = 0] n fr, G c a, is compact and hence Theorem 2.1 
ensures that each point u E S* is repulsive (respectively, uniformly 
repulsive) with respect to int, M. Thus Proposition 2.2 provides the 
thesis. i 
In the case that we can take, for the validity of (v,), 52, = D for each u, 
then an obvious variant of Theorem 3.1 may be obtained using 
Theorem 2.2. Precisely, we have that system ( 1.1) is persistent (respectively, 
uniformly persistent) inN, with respect o M, provided that for each u, the 
equation w’ = t+h,(t, w) is persistent (respectively, uniformly persistent) with 
respect o [w ~. 
A straightforward consequence of our results is the following. 
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COROLLARY 3.1. Suppose that fr, M is compact and let P: Q + R be a 
difSerentiable function on M which satisfies 
P(x)=0 for xEfr,M, P(x) > 0 for x E int, M. 
Assume further that there is a neighbourhood Q’ of fr, M such that for every 
.xEL?‘nint,Mand teJ, 
P(t, xl = (VP(x)lf(t, x)) b P(x) #o(t) 
holds, where p : J--f IF! is continuous and such that 
j’p(t)dt= +CQ and j**p(s)dF$ -m> --oo,foreverya6tl<t2<b. 
0 (1 
Then system (1.1) is uniformly persistent inN with respect o M. 
For the proof it is sufficient to combine Theorem 3.1, Proposition 2.3, 
and Remark 2.2, setting V,(x) = V(x) := -P(x) and $,(s, z) = $(s, z) := 
-P(S) 14. 
Corollary 3.1 may be viewed as an analogue of Hofbauer’s theorem [22, 
Theorem 1 ] (see also [25]) for the nonautonomous systems. Actually, 
when applied to the autonomous equations considered in [40,22,25], our 
theorem does not extend such results and in fact, it is less general, but it 
has the advantage of allowing time-dependent systems too and we recall 
that, as shown in [9], the results in [18, 22,253 (which require conditions 
only for f on fr, M) are no more valid, in general, for nonautonomous 
systems. For instance, Corollary 3.1 might be useful in dealing with (1.1) 
when f: 1w + x 52 -+ I@ is p-periodic (p > 0) in the time variable. Such a 
situation is usually encountered in many differential equations models 
where seasonally varying coefficients are taken into account (see, for 
instance, [38, 34, 11). In this case, it is a natural assumption to suppose 
that p: [w + + [w is p-periodic too. Then the hypotheses on p in 
Corollary 3.1 are satisfied provided that 
We present now some examples showing the range of application of 
Theorem 3.1. For simplicity, we restrict ourselves to the case N = 52. 
EXAMPLE 3.1. Let MC Q be a convex body (compact convex set with 
nonempty interior). Then, for each u E fr, M = fr M = fr(int M), there 
is a vector q,, #O, the outward normal to M at u, such that 
MC {XE IWd: (x - uJ II,) 60) (see [43]). Defining, for each u~fr M, 
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V,,(x) := (x - fJ I%A we have that (vi) and (vz) are fulfilled as 
intMc{xERd:(x-uIY],)<O} and,moreover, 6’,(t,x)=(f(t,x)l~,). 
In particular, an easy consequence of Theorem 3.1 and Proposition 2.4 is 
the following. 
Suppose that for each u E fr M there are an outward normal yl, and a 
continuous function pU : J --) R + such that 
holds for all t E J and x E int it4 in a neighbourhood of {x E M: 
(x-uIq,)=O). Then, system (1.1) is persistent with respect to M. 
Moreover, uniform persistence occurs whenever 
p,(t) dt = +co. 
EXAMPLE 3.2. Let W: Sz + R be a Cl-function and let M = [ W> 0] := 
(xd-2: W(x)>O). M oreover, suppose that VW(x) # 0 for each x E fr, M. 
Assume frR A4 compact and intn M # 0. We note that, as a consequence 
of the above hypotheses, 52’ n [ W > 0] = Q’ n int, M, for a suitable neigh- 
bourhood Q’ of fr, M. By the partition of unity, there is a Cl-function 
V*:Q+lR such that M=[V*<O], fr,M=[V*=O], and VI’*(x)= 
-VW(x) on a neighbourhood of fr, M (see [9]). Defining, for each 
u E fr, M, V,(x) = I’*(x) (independent of u), we have that (vi) and (vz) are 
fulfilled and, moreover, 
V’*(h x) = -(f(4 x) IVWX)) 
on a neighbourhood of fr, M. Then, Theorem 3.1 gives the following 
consequence. 
Suppose that there is a continuous function p: J + [w + such that 
WC X)lVW(X))~P(f) (3.2) 
holds for all t E J and x E [ W> 0] in a neighbourhood of frQ A4. Then, 
system (1.1) is persistent with respect o M. Moreover , uniform persistence 
occurs whenever 
p(t)dt= +cr 
In the particular case of the autonomous system, i.e., for f( t, x) =f(x) 
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(independent of t), f: 52 + [Wd continuous, we consider the problem of 
persistence for 
x'=f(x) (3.3) 
on J= [w + = [0, + cc [. Then Examples 1 and 2 give the following. 
Let A4 c Q be a convex body and assume that for each u E fr A4 there is 
an outer normal q, such that 
(f(x)lrJ60 for xEQ,nintM, 
with Q, a neighbourhood of (x E M: (x- ~1 vu) = 0). Then Eq. (3.3) is 
persistent with respect o M. If 
(f(X)Irl,)<O~ forall XE {xEM: (x-u(rj,)=O}, 
then Eq. (3.3) is uniformly persistent with respect o M. 
Respectively, let M= [IV> 01, with W: Q + [w of class C’ and 
VW(x) # 0 for x E fr, M. Suppose also that fr, A4 is compact and 
int, A4 # 0. 
If there is a neighbourhood Q’ of fr, M such that 
(f(x)IVWx))2O for xEQ’n [W>O], 
then Eq. (3.3) is persistent with respect o M. If 
(f(X)lVW(X))'O for all x E fr, M, 
then Eq. (3.3) is uniformly persistent with respect o M. 
This last result improves (in the autonomous case), [ 18, Theorem 31, 
since, compared with [ 181, we need fr, M compact and obtain uniform 
persistence, whence in [ 181, A4 is assumed to be compact and only weak 
persistence isachieved (see also [9]). We remark that, as shown in [9], 
Gard’s theorem is not true in general for nonautonomous systems or when 
fr, M is not compact. From this point of view, our assumptions are rather 
sharp. Finally we note that our result for autonomous equations in the case 
of Example 3.2, could be also proved (for the part concerning uniform 
persistence) using [13, Corollary l] or other general theorems about 
uniform persistence of dynamical systems (like, e.g., [25]). However, we 
stress the fact that our approach permits us to deal with nonautonomous 
equations too. 
We end this section with a geometrical interpretation f conditions 
(vr t(vj) in the case N = Q and fr, M compact (so that int, A4 = int M). 
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Take, for x E Q, 
V(x) := -d&(x, llV’\M) 
and let, for each u E fr, M, V, E V. 
Then (vi) and (v?) are satisfied and, for each U, [ I’, = 0] n 
fr,(int M) = fr,(int M). It is clear that 
V(‘(t,x)=liminf 
dist(x, @\M) - dist(x + hf(t, x), l’?‘\M) 
h-O+ h 
= -1im sup 
dist(x + hf(t, x), l@\M) - dist(x, Rd\A4) 
h . (3.4) h-O+ 
For brevity we restrict ourselves to the simplest case in which persistence 
is achieved choosing t+GU=O (according to Theorem 3.1 and Proposi- 
tion 2.4). Thus we are looking for conditions ensuring that v( t, x) 6 0 on 
the points x of int A4 in a neighbourhood of fr,(int M). 
We define, for E > 0, 
M, := {z E M: dist(z, Rd\M) > E} c int M. 
Then, for any y E R”, we have 
E = dist(M,, Rd\M) < dist(x + hy, Rd\A4) + dist(x + hy, Al,). (3.5) 
So, suppose that x E int A4 is fixed (in a suitable neighbourhood of 
fr,(int M)) and take E := sx=dist(x, R”\M). By (3.5), we easily get for 
h > 0, 
dist(x, Wd\M) - dist(x + hy, Rd\M) < dist(x + hy, M,) 
h 
\ 
h 
and then, passing to the “lim inf” as h --$ O+, we get v(l(t, x) < 0, provided 
that 
lim inf dist(x + &It, x), M,) = o 
h-O+ h 
(indeed, take y =f( t, x) and use (3.4)). 
We point out that condition (3.6) can be expressed as 
f(t, x) E T(M,; x) := { yERd:lnn$fdist(x+hy,ME)/h=O}, 
(3.6) 
where T(M,; x) is the Bouligand Contingent Cone to M, at x (see [3]). 
Therefore, according to Theorem 3.1, we obtain the following. 
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Suppose there is .sO > 0 such that, for each 0 <E < .sO, 
f(f, x) E T(M,; xl, for all f E J and M,. 
Then system (1.1) is persistent with respect o M. 
(3.7) 
Remark 3.1. Since f is continuous, the assumption (3.7) may be 
equivalently written substituting T(.; .) with other tangent cones like, for 
instance, Bony’s, Dubovickii-Miljutin’s, or Clarke’s tangent cones (see [3; 
37; 8, Corollary 1.12; 471). Moreover, by the Nagumo theorem [35], (3.7) 
is equivalent o the request that M, is weakly flaw-inuarianf or E > 0 small 
enough (see also [44]). We recall that M, is a weakly flow-invariant set for 
Eq. (1.1) if for any (to, x,,) EJx M, there is at least one solution x( .) of 
(l.l)-(1.2) such that x(t)EM, for all fcZ,. Hence we have proved that a 
sufficient condition in order that (1.1) be persistent with respect o M, is 
that int M is the union of a suitable collection {M,: 0 < E < sO} of weakly 
flow-invariant sets. From this point of view, the above result “extends” [18, 
Theorem l] where it is supposed that f is autonomous and the sets whose 
union is int M are flow-invariant (on the other hand, in [18], an arbitrary 
collection f sets is allowed). 
4. EJECTIVE BOUNDARY POINTS AND PERIODIC SOLUTIONS 
In this section, using the repulsivity results previously obtained, we 
present some application to the existence of nontrivial periodic solutions 
for the system 
x’ =f(f, x). (4.1) 
For simplicity, we suppose f: !F! + x Rd + Rd is continuous and regular 
enough as to guarantee the forward uniqueness for the solutions to the 
Cauchy problems associated to Eq. (4.1). We also assume f p-periodic 
(p > 0) in the first variable, i.e., f(t + p, x) = f(f, x), for every x E Rd and 
f 3 0. 
For any z E Rd, we denote by x( .; z) the solution of (4.1) verifying the 
initial condition x(0) =z. Then, with these assumptions, the translation 
operator (Poincare-Andronov map) 
T: z~x(p; z) 
is continuous on its domain 
dom( T) = (z E Rd: x( .; z) is defined in [0, p]}, 
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and its fixed points are initial data for p-periodic solutions of Eq. (4.1) (see 
W, 71). 
In many significant examples of periodic ordinary differential systems 
modeling infectious diseases transmission [2], competition of species 
[l, 211, and other ecological models [19], it is assumed that f(t, O)=O; 
that is, z = 0 is a fixed point of the map T. 
We are interested inproving the existence of a nontrivial fixed point for 
T, that is, a nontrivial p-periodic solution of (4.1). To this end, we’ll apply 
the Browder theorem [4,36] on the existence of nonejective fixed points 
proving, at the same time, that the origin is repulsive. 
For the reader’s convenience, we recall the following 
DEFINITION 4.1. Let C be a topological space, z0 E C, and h : C\ { z0 > + 
C a continuous map. We say that z0 is an ejectiue point of h [36] if there 
exists an open neighbourhood A of z,, such that for every z E A \ (zO}, there 
is a positive integer m = m(z) such that h”(z) is defined and h”(z) #A. 
Then we have 
THEOREM 4.1. Let M be a compact convex flow-invariant set for 
Eq. (4.1) with 0 E fr M an extreme point of 44. Assume 0 is not reachable 
through M\(O) and it is uniformly repulsive with respect o M\(O) in M. 
Then Eq. (4.1) has a (nontrivial) p-periodic solution x(t), with x(t) E M\(O), 
for all t 2 0. 
Prooj As M is compact and flow-invariant, we have it4 c dom T and 
T(M) c A4 (see [20]). We need to prove the existence of a fixed point for 
T in M\(O). First we note that M\(O) is flow-invariant, since 0 is not 
reachable through M\(O). M oreover, as 0 is uniformly repulsive with 
respect o M\(O) in M, we can find an open neighbourhood A of 0 such 
that for each z E M\(O), there is t, = tl(z) > 0 such that x(t; z)+! A, for all 
t > t,. Hence T”z is defined for any positive integer m and T”z # A if 
mp > t, . Therefore we have proved that 0 is an ejective point of TIM. Then 
Browder’s theorem [4, Theorem 2 ; 36, Theorem 1.11) applies and the 
thesis is achieved. l 
Observe that if 0 # z* EM is a fixed point of T, then z* $ A and hence, 
by the assumption of uniform repulsivity of0, x( t; z*) $ A for all t E R! + (as 
x( ., z*) is p-periodic). 
Remark 4.1. The conditions required for 0 can be achieved using the 
results in [12, Sect. 31 and Section 3, taking Q := Rd, N := M, 
G := M\(O), and S= S* := (0). In particular, a sufficient condition in 
order that 0 be not reachable through M\(O) is obtained by assuming 
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f(t, 0) - 0 and that, for any t, > 0, x(t) = 0 is the unique solution of (4.1) 
with x( to) = 0. 
As an application of Theorem 4.1, we give a result of existence of non- 
trivial and non-negative periodic solutions. To this purpose, we introduce 
the following notation. 
For x = (x,, . . . . xd) E R”, we set x30 (>O) if xi>0 (>O) for each 
i = 1, . ..) d. Then rW$ := {XE Rd: x >O}. Let {e,, e,, . . . . ed} be the canonical 
orthonormal basis in Rd and define x’, :=x-xX,ei= (x,, . . . . xi-,, 0, 
xi+ 1, ‘.., Xd). 
Finally, let 
1 :=(l, l,..., l)=iiei. 
1 
THEOREM 4.2. Let g: [0, p] x [Wd+ k’ be a continuous function such 
that g(0, x) = g( p, x) for all x. Assume there is R > 0 such that, for each 
tEC0, PI 
(CC,) (g(t,x)[x)<O for x30 and 1x1 =R, 
and 
(a2) g,(t, xi)>0 for ii>O, [J?,[ <R and i= 1, . . . . d. 
Suppose there are r : 0 c r -C R, a continuous function P: [w + + IF! +, and a 
Lebesgue integrable function 0 : [0, p] --) [w, such that, for a.e. tE [O, p], 
(cl31 (g(t,x)Ix)~r(Ixl)O(t)for x20 and 1x1 dr. 
Then system 
x’ = g( t, x) (4.2) 
has at least one solution x( .) such that x(0)=x(p), x(t) 20, and 
0 # 1x( t)l < R for all t E [0, p], provided that 
(c(J jOp Q(s) ds > 0 
and 
(4 l;f” (t/r(t)) dt = +m (uo > 0) 
hold. 
Proof: Without loss of generality, we can assume r < R/2$ in (~1~). It
can also be easily seen that there is a continuous function 0, : [0, p] + [w, 
with 0,(0)=0,(p), verifying (~1~) and (~1~). Let f: R, x KY’+ W’ be the 
extension of g by p-periodicity in the first variable and 8 : R, --) R the 
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p-periodic extension of 0 1. It is obvious that f fulfills (a,), (a,), and (ag) 
(with d in place of O), for all t E Iw, . 
Assume for a moment the forward uniqueness for the solutions to 
Cauchy problems associated to equation x’ = f(t, x). (The general situation 
follows from this one by a perturbation argument and it is described at the 
end of the proof.) 
First we observe that, as a consequence of (a,), (cQ), the compact convex 
set 
n/r,:= {xERd:X~o, (x(<R) 
is flow-invariant (see [ 12, Corollary 3; 42, Theorem 2.11). 
Moreover, 0 E fr M, is an extreme point. 
We prove now that, by (a,)-(q), 0 is not reachable through M,\(O) 
and it is uniformly repulsive with respect o M,\(O) in M. To this end, we 
define the Liapunov-like function V(x) := -1x(, which is C’ in ll@\,(O) and 
verities 
V(x) = 0 if and only if x = 0 
V(x) <o, for all xEMR\fO) 
e3 xl = (f(f, x) Iv+)) = -(f(4 XI Ix)/l.d 
G --Ix1 -‘r(lxl) @(Q, forall talk!+ andxE(MR\{O})nB(O,r). 
Thus we can apply Theorem 2.1, Remark 2.1 (see also [ 12, Theorem 1 I), 
and Proposition 2.3 with the choice p(s) :=8(s) and ~(5) := r(l)/<. In 
fact, (as) implies 
s 
uo 
l/q= +co 
0 
while the periodicity of6, together with (a4), gives 
(uniformly with respect o 0 < f, 6 t2) and 
Then Theorem 4.1 can be applied, providing the existence of an open 
neighbourhood A of 0 and a p-periodic solution x( .) of Eq. (4.1) (that is, 
a solution of (4.2) with x(0) =x(p)) such that 
for all t > 0. (4.3) 
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The general situation in which forward uniqueness for Cauchy problems 
is not assumed, can be dealt with an approximation argument analogous 
to those described in [ 11, Sect. 4; 8, Theorem 5.51. Precisely, let us fix the 
point z* := (R/2&) 1 and observe that, for any XE iw$, 1x1 = R, 
(z*-xlx)=(z*/x)-R2=(R,2&;xi-RZ<(R2/2)-R2 
= -R2/2. 
Let, for each IZ E N, f,: R, x lFV’+ Rd be continuous, p-periodic in the 
first variable, with (af,/ax)(t, x) continuous, and such that, for all 
tER+ XM,, 
f(t, x) <.fn(t, x)<At, x) + (W’JW 1 
holds (use the Stone-Weierstrass theorem). 
Then, for each n E N, the function 
(4.4) 
h,(t, x) :=.ut, x)+ (z* -x)/n (4.5) 
verifies (cI~)-(c~~) and the uniqueness for the Cauchy problems. Thus, the 
first part of the proof applies and, for each n E N, we have a p-periodic 
solution x,( .) to equation x’ = h,(t, x), with x,(t) EM,\A, for t E R + . Here 
the fact that the open set A may be chosen independently of n is crucial. 
This happens because each function h, verifies (c+) with the same r and 0, 
provided that r > 0 is small enough (but fixed and independent of n, e.g., 
0 -c r -c R/2Jd), and, from the proof of Theorem 2.1, the set A is found 
depending on the properties of the functions V and II/ (but not f). 
Finally, the Ascoli-Arzela theorem and the uniform convergence of h, to 
f on IR + x M, provide the existence of a subsequence of (x,), converging 
to a (nontrivial) solution x( .) of x’ = f( t, x), with x(t) E M,\A for all t > 0. 
The proof is therefore complete. 1 
Remark 4.2. Theorem 4.2 contains [ 39, Theorem 4.11. Furthermore, 
various assumptions in [39, Theorem 4.11 are improved. Precisely, in 
[39], the author requires (aI) (with a strict inequality), the condition 
(I-l,) g(t, x)2 -ax on M, (OdaQ2/3), 
which obviously implies (a*) and 
(H,) for each k: 0 < k < 2 there is a neighbourhood of 0 in Rt, 
where g(t, x) > ka(t)x, with a( .) non-negative and Lebesgue integrable on 
WY PI. 
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Finally, a hypothesis on a( .) is assumed which implies SOp a(s) ds > 0 
c39, (4.311. 
We note that (H3) gives, for any fixed k (e.g., k = 1) and x20, 
(g(t> x)IxDW)Ixl* and so (~1~) and (cI~) of our Theorem 4.2 are 
satisfied with the choice r(t) = 14l2 and o(t) := a(t). Hence our result 
proves that in Santanilla’s theorem the non-negativity and the other 
assumptions on a( .) are unnecessary and it is sufficient torequire for the 
function a( .), that 
s P a(s) ds > 0. 0 
Moreover, no condition on CI and k (in (H,), (H,)), except k > 0 is 
needed. 
A variant of Theorem 4.2 (extending also [ 17, Theorem 3.11) may be 
produced if (0~~) is substituted by
(g(~~x)lx)20 for x20, 1x1 <r. 
In this case, using Proposition 2.4 and an obvious perturbation argument, 
assumptions (~1~) and (~1~) can be avoided. Hence we find, with a different 
proof, a result previously obtained in [ 11, Remark 21. 
Applying Theorem 4.1, various results of existence of nontrivial periodic 
solutions can be obtained just modifying the choice of the compact convex 
flow-invariant set for which 0 is an extreme point. For instance, we can 
take, for a fixed d-uple (R,, . . . . Rd) > 0 
M:= {xdtd+:xi<Ri, i= l,..., d}. 
In this case, a possible variant of Theorem 4.2 can be derived just changing 
(ai) with 
(ai) gi(ty ii + Rjei) < 0, for O<xidRj(j#i). 
On the other hand, the hypothesis of repulsivity for the origin may be 
achieved by other choices of the Liapunov-like function V. For instance, we 
could take (in the proof of Theorem 4.2) 
so that 
V(x) := -(v 1 x), with v >O, [VI = 1, 
Jk x) = -WC x) I VI. 
Then the nonreachability and uniform repulsivity of the origin (w.r. to 
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R:\(O)) are guaranteed by assuming (~1~) and the existence of a vector 
q > 0, Iv] = 1, such that 
(a;) (g(t,x)lv)~(~lx)O(t) for x20, Ixl6r 
holds for a.e. tE [0, p]. 
Other results can be produced along the line of [29,41], assuming g of 
class C’ in a neighbourhood of the origin, g(t, 0) = 0, and suitable on the 
linear equation y’ = (ag/ax)( t, 0) . y. 
Using Theorem 4.2 and its possible variants, as described above, applica- 
tions can be easily found to the existence of nontrivial periodic solutions 
for the differential system 
xi = Xjhi( t, x) (i= 1, . ..) d) 
which is considered in various ecological applications (see, for instance, 
[38, 34, 191). 
Finally, we point out that the assumption g(0, x) = g( p, x) can be 
dropped out if the periodicity on the derivative of the solution is not 
required and that our result may be also extended to the Caratheodory 
systems [20]. We also remark that, following [29,41, 33, lo], further 
conditions on g can be produced for guaranteeing the uniqueness and the 
asymptotic stability ofthe positive periodic solution. 
We end this section with an application of Theorem 4.1 to the system 
x’=x(a-bx-cy) 
y’=y(d-ex-fy), 
(4.6) 
where the functions a, 6, c, d, e, f: R + R are continuous and p-periodic. 
THEOREM 4.3. Assume that c, e are non-negative, but non-identically 
zero, and b, f, (a), (d > are positive. If condition 
((d)l(e))>max(alb); (W/W) > maW/f) (4.7) 
holds, then system (4.6) has a nontrivial, p-periodic, and non-negative 
solution. 
Sketch of the Prooj Let L,, L2 E R verify 
((d)l(e))>L,>max(alb), ((a>l<c>)>L2>max(4f) 
and set A4 := [0, L,] x [0, L,]. It is not difficult to see that M is a compact 
flow-invariant set for system (4.6). 
Since we have uniqueness for Cauchy problems associated to (4.6), using 
Liapunov-like functions and applying Theorem 2.4 in [48], one can see 
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(just in the same way as in the last part of the proof of Theorem 4 in [48]) 
that the set (0) x [0, L2] (resp. [0, L,] x (0)) is uniformly repelling with 
respect o M\(O) x [0, L2] (resp. M\[O, L,] x (0)) in M, for system (4.6). 
Therefore, (0,O) is uniformly repulsive with respect to M\{ (0, 0)} = 
(M\(O) x CO, bl)u (M\[O, -&I x (0)) in M. 
So, we can apply Theorem 4.1 to the set M and the system (4.6). 1 
We remark that periodic solutions on the x- or y-axis are not excluded. 
However, with the hypotheses of Theorem 4.3 one can also guarantee the 
existence of a positive p-periodic solution for system (4.6) (use dissipative- 
ness as in [48, Example 4.21). 
For f identically zero, we cannot apply Theorem 4.1 as we did in 
Theorem 4.3. In fact, if (d) is positive, no rectangle [0, L] x [IO, L*] exists 
so that it will be a flow-invariant set for system (4.6); if (d) is negative, 
the origin will not be repulsive in such a rectangle. 
REFERENCES 
1. C. ALVAREZ AND A. C. LAZER, An application of topological degree to the periodic 
competing species problem, J. Austral. Math. Sot. Ser. B 28 (1986) 202-218. 
2. G. ARONSKIN AND I. MELLANDER, A deterministic model in biomathematics: Asymptotic 
behavior and threshold conditions, Math. Biosci. 49 (1980) 207-222. 
3. J.-P. AUBIN AND A. CELLINA, “Differential Inclusions,” Springer-Verlag, Berlin, 1984. 
4. F. E. BROWDER, Another generalization ofthe Schauder fixed point theorem, Duke Mafh. 
J. 32 (1965) 3999406. 
5. G. BUTLER, H. I. FREEDMAN, AND P. WALTMAN, Uniformly persistent systems, Proc. 
Amer. Math. Sot. % (1986), 425430. 
6. G. BUTLER AND P. WALTMAN, Persistence indynamical systems, J. Differential Equafions 
63 (1986), 255-263. 
7. A. CELLINA, On mappings defined by differential equations, Zeszyty Nauk. Uniw. 
Jagiellon. Prace Mar. 15 (1971), 17-19. 
8. M. L. C. FERNANDES, “Invariant Sets and Periodic Solutions for Differential Systems,” 
Magister Ph. Thesis, I.S.A.S., Trieste, 1986. 
9. M. L. C. FERNANDES AND F. ZANOLIN, Remarks on strongly flow-invariant sets, J. Math. 
Anal. Appl. 128 (1987), 176188. 
10. M. L. C. FERNANDE~ AND F. ZANOLIN, Existence and uniqueness results for periodic solu- 
tions of differential systems with application to the competing species problem, J. Math. 
Anal. Appl. 137 (1989) 3355348. 
11. M. L. C. FERNANDES AND F. ZANOLIN, On periodic solutions, ina given set, for differen- 
tial systems, preprint. 
12. M. L. C. FERNANDES AND F. ZANOLIN, Repelling conditions for boundary sets using 
Liapunov-like functions. I. Flow-invariance, terminal value problems and weak 
persistence, Rend. Sem. Mat. Univ. Padoua 80 (1988), 95-116. 
13. A. FONDA, Uniformly persistent semi-dynamical systems, Proc. Amer. Math. Sot. 104 
(1988), 111-116. 
14. H. I. FREEDMAN AND J. W.-H. So, Global stability and persistence ofsimple food chains, 
Math. Biosci. 76 (1985), 69-86. 
PERSISTENCE AND PERIODIC SOLUTIONS 57 
15. H. I. FREEDMAN AND P. WALTMAN, Persistence in a model of three competitive popula- 
tions, Math. Biosci. 73 (1985), 89-101. 
16. R. E. GAINES AND J. MAWHIN, Coincidence degree and nonlinear differential equations, 
in “Lecture Notes in Math.,” Vol. 568, Springer-Verlag. Berlin, 1977. 
17. R. E. GAINES AND J. M. SANTANILLA, A coincidence theorein in convex sets with applica- 
tions to periodic solutions of ordinary differential equations, Rocky Mountain J. Math. 12 
(1982), 669-678. 
18. T. G. GARD, Strongly flow-invariant sets, Appl. Anal. 10 (1980), 285-293. 
19. K. GOPALSAMY, Persistence in periodic and almost periodic Lotka-Volterra systems, 
J. Math. Biol. 21 (1984), 145-148. 
20. J. K. HALE, “Ordinary Differential Equations,” Wiley, New York, 1969. 
21. J. K. HALE AND A. S. SOMOLINOS, Competition for fluctuating utrient, J.Math. Biol. 18 
(1983), 255-280. 
22. J. HOFBAUER, A general cooperation theorem for hypercycles, Monatsh. Math. 91 (1981), 
233-240. 
23. J. HOFBAUER, P. SCHUSTER, AND K. SIGMUND, Competition and cooperation in catalitic 
selfreplication, J. Math. Biol. 11 (1981), 155-168. 
24. J. HOFBAUER AND K. SIGMUND, Permanence for replicator equations, in “Dynamical 
Systems” (Proc. IIASA, 1985), pp. 7G91, Lecture Notes in Econ. and Math. Systems, 
Vol. 287, Springer-Verlag, Berlin, 1987. 
25. V. HUTSON, A theorem on average Liapunov functions, Monatsh. Math. 98 (1984), 267-275. 
26. V. HUTSON AND R. LAW, Permanent coexistence in general models of three interacting 
species, J.Math. Biol. 21 (1985), 285-298. 
27. V. HUTZ.~N AND J. S. PYM, Repellers for generalized semidynamical systems, in “Dynamical 
Systems” (Proc. IIASA, 1985), pp. 3949, Lecture Notes in Econ. and Math, Systems, 
Vol. 287, Springer-Verlag, Berlin, 1987. 
28. V. HUTSON AND G. T. VICKERS, A criterion for permanent coexistence of species, with 
application to a two-prey one-predator system, Math. Biosci. 63 (1983), 253-269. 
29. M. A. KRASNOSEL’SKII, “The operator of Translation along the Trajectories ofDilTerential 
Equations,” Amer. Math. Sot., Providence, RI, 1968. 
30. V. LAKSHM~KANTHAM AND S. LEELA, “Differential nd Integral Inequalities,” Vol. 1, 
Academic Press, New York, 1969. 
31. J. P. LA SALLE AND S. LEFSCHETZ, “Stability b Liapunov’s Direct Method, with Applica- 
tions,” Academic Press, New York, 1963. 
32. J. MAWHIN, Functional analysis and boundary value problems, in “Studies in Ordinary 
Differential Equations” (J. K. Hale, Ed.), Vol. 14, pp. 128-168, The Math. Assoc. of 
America, Washington, DC, 1977. 
33. J. MAWHIN AND C. MuRoz, Application du de& topologique B l’estimation du nombre 
des solutions pkriodiques d’tquations diff&entielles. I. Solutions pkriodiques quelconques, 
Ann. Mat. Pura Appl. 96 (1973), 1-19. 
34. P. DE MOTTONI AND A. SCHIAFFINO, Competition systems with periodic coefficients: 
A geometric approach, J. Math. Biol. 11 (1981), 319-335. 
35. M. NAGUMO, uber die Lage der Integralkurven gewijhnlicher Differentialgleichungen, 
Proc. Phys. Math. Sot. Japan 24 (1942), 551-559. 
36. R. D. NUSSBAUM, Periodic solutions of some nonlinear autonomous functional differential 
equations, Ann. Mafh. Pura Appl. 101 (1974), 263-306. 
37. J. P. PENOT, A characterization of tangential regularity, J. Nonlinear Anal. TMA 5 (1981), 
625-643. 
38. S. ROSENBLAT, Population models in a periodically fluctuating environment, J. Math. Biol. 
9 (1980), 23-36. 
39. J. SANTANILLA, Some coincidence theorems in wedges, cones and convex sets, J. Math. 
Anal. Appl. 105 (1985), 357-371. 
58 FERNANDES AND ZANOLIN 
40. P. SCHUSTER, K. SIGMUND, AND R. WOLFF, Dynamical systems under constant organiza- 
tion. III. Cooperative and competitive behavior of hypercycles, J.Differential Equations 32 
(1979) 357-368. 
41. H. L. SMITH, Cooperative systems of differential equations with concave nonlinearities, 
J. Nonlinear Anal. TMA 10 (1986) 1037-1052. 
42. M. TURINICI, A singular perturbation result for a system of ordinary differential equa- 
tions, Bull. Math. Sot. Sci. Math. R. S. Roumanie 21 (1983), 273-282. 
43. F. A. VALENTINE, “Convex Sets,” McGraw-Hill, New York, 1964. 
44. J. A. YORKE, Invariance for ordinary differential equations, Math. Systems Theory 1 
(1967) 353-372. 
45. J. A. YORKE, Differential inequalities and nonlipschitz scalar functions, Math. Systems 
Theory 4 (1970), 140-153. 
46. T. YOSHIZAWA, “Stability Theory by Liapunov’s Second Method,” The Math. Sot. of 
Japan, Tokyo, 1966. 
47. F. ZANOLIN, Bounds sets, periodic solutions and flow-invariance for ordinary differential 
equations in iw”: Some remarks, in “Colloquium on Topological Methods in BVPs for 
ODES,” I.S.A.S., 1984, Rend. Istit. Mat. Univ. Tries& 19 (1987), 76-92. 
48. M. L. C. FERNANDES, Uniform repellers for processes with applications to periodic 
differential systems, J. Differential Equalions, in press. 
