Abstract. We show the density of eigenvalues for three classes of random matrix ensembles is determinantal. First we derive the density of eigenvalues of product of k independent n×n matrices with i.i.d. complex Gaussian entries with a few of matrices being inverted. In second example we calculate the same for (compatible) product of rectangular matrices with i.i.d. Gaussian entries and in last example we calculate for product of independent truncated unitary random matrices. We derive exact expressions for limiting expected empirical spectral distributions of above mentioned ensembles.
Introduction and Main results
In this article we show that the eigenvalues of certain classes of random matrix ensembles form a determinantal point process on the complex plane. In particular, we have obtained the density of the eigenvalues of these matrix ensembles.
The first well known example of determinantal point process from the field of random matrices is circular unitary ensemble, which is the set of eigenvalues of a random unitary matrix sampled from the Haar measure on the set of all n × n unitary matrices, U(n). Dyson [7] introduced this ensemble and showed that the circular unitary ensemble forms a determiantal point process on S 1 . Ginibre [10] introduced three ensembles of matrices with i.i.d. real, complex and quaternion Gaussian entries respectively without imposing a Hermitian condition. He showed that the eigenvalues of an n × n matrix with i.i.d. standard complex Gaussian entries form a determinantal process on the complex plane.
Zyczkowski and Sommers [22] generalised the result of Dyson [7] . Let U be a matrix drawn from the Haar distribution on U(n).Życzkowski and Sommers showed in [22] that the eigenvalues of the left uppermost m × m block of U (where m < n) form a determinantal point process on D = {z ∈ C : |z| ≤ 1}. They found the exact distribution of the eigenvalues and from there it follows that they form a determinantal point process.
Krishnapur [16] showed that the eigenvalues of A −1 B form a determinantal point process on the complex plane when A and B are independent random matrices with i.i.d. standard complex Gaussian entries. In random matrix literature this matrix ensemble A −1 B is known as spherical ensemble. Akemann and Burda [1] have derived the eigenvalue density for the product of k independent n × n matrices with i.i.d. complex Gaussian entries. In this case the joint probability distribution of the eigenvalues of the product matrix is found to be given by a determinantal point process as in the case of Ginibre, but with a complicated weight given by a Meijer G-function depending on k.
Their derivation hinges on the generalized Schur decomposition for matrices and the method of orthogonal polynomials. They computed all eigenvalue density correlation functions exactly for finite n and fixed k. A similar kind of study has been done on product of independent matrices with quaternion Gaussian entries in [15] .
In a successive work, Akemann, Keiburg and Wei [3] showed that the singular values of product of k independent random matrices with i.i.d. complex Gaussian entries form a determinantal point process on real line. This generalises the classical Wishart-Laguerre Ensemble with k = 1. In a very recent work by Akemann, Ipsen and Keiburg [2] , a similar kind of result is proved for singular values of product of independent rectangular matrices with i.i.d. complex Gaussian entries. Here also the correlation functions are given by a determinantal point process, where the kernel can be expressed in terms of Meijer G-functions. For a detailed discussion on determinantal point processes the reader can look at the survey articles [13] , [20] .
Now following the work of Krishnapur [16] on spherical ensembles and the work of Akemann and Burda [1] on the product of k independent n × n Ginibre matrices, it is a natural question to ask, what can be said about the eigenvalues of product of k independent Ginibre matrices when a few of them are inverted? More precisely, do the eigenvalues of A = A We write |dz| 2 ω(z) = h(x1,x2,...,x k )=z g(x 1 , x 2 , . . . ,
f (z)ω(z)|dz| 2 = f (h(x 1 , x 2 , . . . , x k ))g(x 1 , x 2 , . . . , x k )|dx 1 | 2 |dx 2 | 2 · · · |dx k | 2 for all f : C → C integrable function.
In our next result we deal with the eigenvalues of product of k independent rectangular matrices with i.i.d. complex Gaussian entries. This is a generalization of result of Osborn [19] , where he derives the eigenvalues density of product of two rectangular matrices. Here also the eigenvalues form a determinantal point process. For a related work on the singular values on product of rectangular matrices see [2] . The following theorem states our next result.
Theorem 2. Let A 1 , A 2 , . . . , A k be independent rectangular matrices of dimension n i × n i+1 for i = 1, 2, . . . , k, with n k+1 = n 1 = min{n 1 , n 2 , . . . , n k } and with i.i.d. standard complex Gaussian entries. Then the eigenvalues z 1 , z 2 , . . . , z n1 of A = A 1 A 2 · · · A k form a determinantal point process on the complex plane. Equivalently, one can say that the vector of eigenvalues of A = A 1 A 2 · · · A k has density (with respect to Lebesgue measure on C n1 ) proportional to
with a weight function
Our last example deals with product of truncated unitary matrices. This is a generalisation of a result on truncated unitary matrix byŻyczkowski and Sommers [22] . We show that the eigenvalues of product of truncated unitary matrices and inverses are also determinantal. The following theorem states it precisely.
Theorem 3. Let U 1 , U 2 , . . . , U k be k independent Haar distributed unitary matrices of dimension n i × n i (n i > m) for i = 1, 2, . . . , k respectively and A 1 , A 2 , . . . , A k be m × m left uppermost blocks of U 1 , U 2 , . . . , U k respectively. Then the eigenvalues
where each ǫ i is +1 or −1 form a determinantal point process on the complex plane. Equivalently one can say that the vector of eigenvalues of
k has density (with respect to Lebesgue measure on
We organize this paper as follows. In Section 2, we prove Theorem 1 leaving some technical details for Appendix section. In Section 3, we prove Theorem 2 and in Section 4, we prove Theorem 3 for the case where all n i are equal, because the general case is just few notational changes away from there. In Section 5, we calculate the kernels of the determinantal point processes which have emerged in Theorem 1, Theorem 2 and Theorem 3.
In Section 6, using these kernels, we identify the limit of expected empirical distribution of these matrix ensembles. In particular, in Theorem 9, we calculate the limiting expected empirical distribution of square radial part of eigenvalues of product of Ginibre and inverse Ginibre matrices. Since one point corelation function of the corresponding point process, which gives the expected empirical spectral distribution, dose not depend on the angular part of the eigenvalues, the limiting distribution of the radial part identify the limiting spectral distribution completely. For limit of expected spectral distribution of product of independent matrices with independent entries, one can see [18] , [11] .
In Theorem 11 of Section 6, we calculate the limit of expected empirical distribution of square radial part of eigenvalues of product of rectangular matrices with independent complex Gaussian entries. Limit of empirical spectral distribution of product of independent rectangular matrices has been derived in [6] , but the limiting density is obtained in terms of M-transform. However, we have a simple explicit expression in terms of uniform distribution for the limit. Finally in Theorem 12 we calculate the same for product of truncated unitary matrices.
In Section 7, we give details of some technicalities of the proof of Theorem 1 and Theorem 2, and a little discussion on theory of manifolds.
All our proofs in this article rely greatly on generalized Schur decomposition of product of matrices. We describe this decomposition at the end of this section. We also use RQ decomposition and QR decomposition in the proof of Theorem 2 and Theorem 3 respectively. We discuss these decompositions briefly in Section 7. More details on these decompositions can be found in [9] , [17] and [21] .
Generalized Schur-decomposition: Any n × n square matrices A 1 , A 2 , . . . , A k can be written as
n and S 1 , S 2 , . . . , S k are upper triangular matrices. For details, see Appendix.
Product of Ginibre matrices and inverse Ginibre matrices
We begin this section with some remarks on Theorem 1. 
with some constant c. Hence the density of the eigenvalues of A
From the above expression it is clear that the eigenvalues of A −1
1 A 2 form a determinantal point process in a complex plane. This result was proved by Krishnapur in [16] using a different technique.
(ii) If ǫ i = 1 for i = 1, 2, . . . , k, then by Theorem 1 it follows that the eigenvalues of A 1 A 2 . . . A k form a determinantal point process. This result is due to Akemann and Burda [1] .
Now we proceed to prove Theorem 1. We shall denote
for a complex vector x = (x 1 , x 2 , . . . , x n ) and
for a complex matrix A. Here wedge product is taken only for the non-zero variables of matrix A.
Proof of Theorem 1. The density of (A 1 , A 2 , . . . , A k ) is proportional to
. Actually, here the proportional constant is 1 π kn 2 , but to make life less painful for ourselves, we shall omit constants in every step to follow. Since we are dealing with probability measures, the constants can be recovered at the end by finding normalization constants. Now by generalized Schur-decomposition (see (47)), we have
. . , k, and k + 1 = 1, where S 1 , S 2 , . . . , S k are upper triangular matrices and U 1 , U 2 , . . . , U k are unitary matrices with U k+1 = U 1 . Let the diagonal entries of S i be (x i1 , x i2 , . . . , x in ). One can see that eigenvalues
Now, by using Jacobian determinant calculation for generalised Schur decomposition (see (47)), we get
where ∆(z) = i<j (z i − z j ). From (29), it is easy to see that
for any complex matrix A and vector x. Since
using (5), we have
By similar calculation for upper triangular matrices S i , we get
Now using (4), (6) and (7), and since | det(
The density of A 1 , A 2 , . . . , A k can be written in new variables as
By integrating out the non-diagonal entries of S 1 , S 2 , . . . , S k , we get the density of diagonal entries of S 1 , S 2 , . . . , S k to be proportional to
Hence the density of z 1 , z 2 , . . . , z n is proportional to
This completes the proof of the theorem.
product of rectangular matrices
In this section we will prove Theorem 2 borrowing some results from Section 7. Before that we make a remark on the assumption of Theorem 2.
Remark 5. The condition n 1 = min{n 1 , n 2 , . . . , n k } in Theorem 2 is taken for simplicity. Since we want to calculate density of non-zero eigenvalues of product of (compatible) rectangular matrices A 1 A 2 . . . A k and the set of non-zero eigenvalues of A 1 A 2 . . . A k remains unaltered for any rotational combination of A 1 , A 2 , . . . , A k . So the set of non-zero eigenvalues of A 1 A 2 . . . A k is less or equal to min{n 1 , n 2 , . . . , n k }. Therefore, we can assume that n 1 is the minimum among n 1 , n 2 , . . . , n k .
Proof of Theorem 2. Density of
where |DA i | is as defined in (3) . Now using the transformations as discussed in Remark 13 and also using (46), the density of A 1 , A 2 , . . . , A k can be written in new variables as
where B i , S i and dH(U i ) are as in (42) and (43) respectively and
We take B 1 = 0 and |DB 1 | = 1. By integrating out the variables in B 2 , . . . , B k , U 1 , U 2 , . . . , U k and the non-diagonal entries of S 1 , S 2 , . . . , S k , we get the density of diagonal entries of S 1 , S 2 , . . . , S k to be proportional to
Hence the density of z 1 , z 2 , . . . , z n1 is proportional to
Product of truncated unitary matrices
Before we prove Theorem 3, we take a look at a special case of it, which covers the result ofŻyczkowski and Sommers [22] on a single truncated unitary matrix. 
form a determinantal point process with density proportional to
This special case was proved byŻyczkowski and Sommers in [22] . Here we present another proof of this special case which is slightly different from previous two. We also hope that the proof of this special case (9) will help the reader to understand the proof of Theorem 3 in a better way.
(ii). For simplicity we have taken m × m left-upper blocks of matrices. But we can take any m × m blocks of matrices, because their probability distributions are same.
In proving (9) and Theorem 3, we need to introduce some basic notation and facts. Let M n be the space of all n × n complex matrices equipped with Euclidean norm, M = tr(M * M ). Let U(n) be the space of all n × n unitary matrices. It is a manifold of dimension n 2 in R 2n 2 . Haar measure on U(n) is normalized volume measure on manifold U(n) which is denoted by H U (n) . For a detailed discussion on this, see [4] . Define
Let H V be the normalized volume measure on manifold V n,m . But we suppress subscripts m, n when there is no confusion.
Weyl chamber: This is a subset of C n and is defined as
The metric on Weyl chamber is given by
minimum is taken over all permutations of {1, 2, . . . , n}. Weyl chamber with this metric is a polish space. We take the space of eigenvalues of n × n matrices as Weyl chamber through the following map Φ n :
where z 1 ≥ z 2 ≥ · · · ≥ z n are the eigenvalues of M . The map Φ n is a continuous map. This can be seen from the fact that roots of complex polynomial are continuous functions of its coefficients and eigenvalues are roots of characteristic polynomial whose coefficients are continuous functions of matrix entries. Note that the map
taking every matrix to its m × m left uppermost block is also continuous.
A brief outline of the proof of (9): The vector of eigenvalues Z = (z 1 , z 2 , . . . , z m ) of m × m left uppermost block of a Haar distributed n × n unitary matrix define a measure µ on W m . In other words Z is W m -valued random variable distributed according to µ. We show that there exists a function p(z 1 , z 2 . . . , z m ) such that expectation of any complex valued bounded continuous function f on (W m , · W ) is given by
where p and f are extended to C m by defining
where
is Lebesgue measure on C m . So p(z) gives the joint probability density of eigenvalues Z. Also note that the set of symmetric continuous functions on C m are in natural bijection with set of continuous functions on (W m , · W ).
To compute the above expectation, we approximate Haar measure on U(n) by normalised Lebesgue measure on its open neighbourhood in M n (see Lemma 7) . We apply Schur decomposition to m×m left uppermost block and integrate out the unitary matrix variables that come from Schur decomposition. By de-approximating (shrinking the neighbourhood), we get back to V m,n , a sub-manifold of U(n) (using Lemma 8 ). Then we integrate out auxiliary variables using Co-area formula to arrive at joint probability density of Z.
Now we state Lemma 7 and Lemma 8. We prove them at the end of this section.
where dX and · denote differential element of volume measure and Euclidean norm on M n , manifold of n × n complex matrices respectively and H U (n) is the normalized volume measure on manifold U(n).
where dX and · denote differential element of volume measure and Euclidean norm on N m,n respectively and H V is the normalized volume measure on manifold V n,m .
Proof of (9) . For the sake of simplicity we shall use the same symbol f for all
(when no confusion can arise) where Φ m , Ψ n,m are as defined in (12) and (13) . Now
We apply Schur-decomposition to m × m left upper most block of X to get
Usually one has to choose some ordering on first m diagonal entries of Y . But since we are dealing with the ratio of two integrals involving the same decomposition of X, so any ordering chosen on diagonal entries of Y will give us same final result. So there is no need of ordering the diagonal entries. Variables in Q can be integrated out in both numerator and denominator, and they will cancel each other. So integrating out Q variables we get that Lemma 8] where
We shall use symbol C for all numerical constants. Let
and g : V → V 0 be projection map such that g(V ) is a matrix of dimension n × m by removing last n − m columns from V . Now by Co-area formula (50),
It is isometric to the set of unit vectors in C n which are orthogonal to m columns of V 0 . So g −1 (V 0 ) is isometric to the manifold U(n − m). Jacobian in the Co-area formula for projection maps is equal to one. So from (14), we get
2 +m and its normalized volume measure is denoted by H V0 . Similarly we define
and denote its normalized volume measure by H Vi . Here also we denote
For a fixed V 1 ∈ V 1 (so z 1 , z 2 , . . . , z m−1 are also fixed), g
is a sub-manifold of V 0 . It is isometric to the set of unit vectors in C n which are orthogonal to m − 1 columns of V 1 whose m-th coordinates are zero. So g −1 0 (V 1 ) is isometric to the manifold
, because of z m being the only Z variable involved, we get
Now, by integrating out a 1 , a 2 , . . . , a n−m , we get (15)
Again by applying Co-area formula on the right hand side of (15) and using similar argument as above, we get that
Thus by consecutive application of Co-area formula i times, we get
Proceeding this way, finally we get
and this completes the proof.
Proof of Theorem 3. For the sake of simplicity, let n i = n for i = 1, 2, . . . , k. Let
k where A i be the left uppermost m × m block of U i and U 1 , U 2 , . . . , U k be n × n independent Haar distributed unitary matrices, ǫ i = 1 or −1. We denote the vector of eigenvalues of A by
Let f be any bounded continuous function of Z. In computation of expectation of f (Z), we approximate Haar measure on direct product of k unitary groups by normalised Lebesgue measure on direct product of their open neighborhoods in M(n) (using Lemma 7). We apply generalised Schur decomposition to m × m left uppermost blocks of those k matrices (with powers ǫ i ) and integrate out the unitary matrix variables that come from this generalised Schur decomposition. Then by de-approximating, we get back to integration on direct product of k copies of V m,n . We see that eigenvalues Z, Jacobian determinant of this schur decomposition are products of diagonal entries of m × m left uppermost blocks of those k matrices (with powers ǫ i ). So, we would like to integrate out all the variables except the first m diagonal entries of each V i . The method of integrating out unwanted variables from each V i is exactly same as in the proof of (9) . We end up with joint probability density of these diagonal variables x, whose appropriate products are random variables Z. From there, we get the joint probability density of eigenvalues of A.
Coming to the computation, by Lemma 7, we have
Limit is taken for all ǫ i one by one. For 1 ≤ i ≤ k, let
Now by generalized Schur-decomposition, we have
. . , k, and k + 1 = 1, where T 1 , T 2 , . . . , T k are upper triangular matrices and S 1 , S 2 , . . . , S k are unitary matrices with S k+1 = S 1 . Let the diagonal entries of T i be (x i1 , x i2 , . . . , x im ). We denote {x ij : i = 1, 2, . . . , k, j = 1, 2, . . . , m} by x. Now
One can see that eigenvalues
Using (16) and Lemma 8, we get (17) where
. Now for each V i , following the arguments given in the proof of (9) (equation (14) onwards), we get that joint probability density of x is proportional to
From the above we get that the joint probability density of Z is proportional to
This completes the proof of the theorem when all n i are equal. If n i are not all equal, we will have in (17), V i = N m,ni ∩ U(n i ). After integrating out all unwanted variables, we will have joint probability density of Z proportional to
It remains to prove Lemma 7 and Lemma 8.
Proof of Lemma 7. Any n × n complex matrix X admits QR-decomposition
where U is unitary matrix, S is upper triangular matrix with positive real diagonal entries. Then by (48),
where J(S) is the Jacobian determinant of transformation due to QR-decomposition and is given by
So we get
Since f is uniformly continuous on the region {X : X * X − I < ǫ}, given any r ∈ N, there exists ǫ r > 0 such that
and hence lim ǫ→0 X * X−I <ǫ f (X)dX
Proof of Lemma 8. Let X ∈ N m,n , then by QR-decomposition, we have
where V is n × n unitary matrix whose (i, j)th entry is zero for 1 ≤ j < i ≤ m and S upper triangular matrix with positive real diagonal entries. Then by (49)
Using this decomposition we get
Since f is uniformly continuous on region {X : X * X − I < ǫ}, given any r ∈ N, there exists ǫ r > 0 such that
Orthogonal polynomials and kernels
In this section we calculate the kernels of the determinantal point process which have appeared in three theorems. First observe that all weight functions in three theorems are angle independent, that is, ω(z) is function of |z| only. It implies that monic polynomials P i (z) = z i are orthogonal with respect to these weight functions.
Product of Ginibre matrices and inverse of Ginibre matrices: Let p be the number of non-inverted Ginibre matrices in Theorem 1. Then
Corresponding kernel of orthogonal polynomials is given by
Like in [1] , by using Mellin transform, one can see that weight function ω(z) can be written as
where the symbol G nm pq (· · · |z) denotes Meijer's G-function. For a detailed discussion on Meijer's G-function, see [5] , [12] .
Product of rectangular matrices: In Theorem 2, for the case of product rectangular matrices
Hence, the corresponding kernel of orthogonal polynomials is given by
Again using Mellin transform, the weight function ω(z) can be written as
Kernel for product of truncated unitary matrices: For product of truncated unitary matrices, we calculate the kernel for a particular values of ǫ i 's. We assume
and the weight function ω(z) can be written as
Limiting spectral distributions
In this section we calculate the expected limiting spectral distribution of product of Ginibre and inverse of Ginibre matrices, product of compatible rectangular matrices and product of truncated unitary matrices. Theorem 9. Let A 1 , A 2 , . . . , A k be independent n × n random matrices with i.i.d. standard complex Gaussian entries. Then the limiting expected empirical distribution of square radial part of eigenvalues of
where each ǫ i is either 1 or −1, is same as the distribution of
where U is a random variable distributed uniformly on [0, 1] and p = #{ǫ i : ǫ i = 1}.
. We showed in Theorem 1 that the eigenvalues of A form a determinantal point process with kernel
where ω(z) is given by
Then the scaled one-point corelation function 1 n K n (z, z) gives the density of the expected empirical spectral distribution of A where
Let (X n,1 , X n,2 , . . . , X n,k ) be random variables with joint probability density
n,k . Now the density of expected empirical spectral distribution of
is the density of random variable
Since the joint probability density of (X n,1 , X n,2 , . . . , X n,k ) is rotational invariant, so we calculate the density only for radial part of
Now we have
The joint probability density of (R n,1 , R n,2 , . . . , R n,k ) is proportional to
and the density f (r) of R n,j is given by
So the density of 
Therefore we have
(a + 1) + n 2 = (n + 2)(n + 1) − 2n(n + 1) + n 2 = n + 2 and hence
Now combining (18) , (19) and (20), we get
where p = #{ǫ i : ǫ i = 1}.
Remark 10. If k = 1 and ǫ = 1, then it follows from Theorem 9 that the expected limiting spectral distribution of properly scaled Ginibre matrix is well known circular law. If k = 2 with ǫ 1 = −1, ǫ 2 = 1, we get the expected limiting spectral distribution of spherial ensemble.
In the following theorem we describe the limiting distribution of the radial part of the eigenvalues of product of rectangular matrices.
Theorem 11. Let A 1 , A 2 , . . . , A k be independent rectangular matrices of dimension n i × n i+1 for i = 1, 2, . . . , k, with n k+1 = n 1 = min{n 1 , n 2 , . . . , n k }, and with i.i.d. standard complex Gaussian entries. If nj n1 → α j as n 1 → ∞ for j = 2, 3, . . . , k, then the limiting expected empirical distribution of square radial part of eigenvalues of
is same as the distribution of following random variable
where U is a uniform random variable on [0, 1].
Proof. We have shown in Theorem 2 that the eigenvalues of A 1 A 2 . . . A k form a determinantal point process with kernel
is the weight function, given by
Then the scaled one-point corelation function 1 n K n (z, z) gives the density of the expected empirical spectral distribution of A 1 A 2 · · · A k . Let n 1 = n and (X n,1 , X n,2 , . . . , X n,k ) be random variables with joint probability density
Then the density of (X n,1 X n,2 · · · X n,k ) is given by 1 n K n (z, z). Now the density of expected empirical spectral distribution of
is same as the density of the random variable
. Clearly, the joint probability density of (X n,1 , X n,2 , . . . , X n,k ) is rotational invariant. So we calculate the density of square of radial part of Z n . We have
The joint probability density of (R n,1 , R n,2 , . . . , R n,k ) is
Now by routine calculation it can be shown that
where U is a uniform random variable on [0, 1]. By (22) and (23), we have
Therefore by (21) and (24), we conclude that the limiting distribution of |Z n | 2 is same as the distribution of the following random variable
This completes proof of the theorem.
In the following theorem we describe the limiting distribution of radial part of eigenvalues of product of truncated unitary matrices.
Theorem 12. Let U 1 , U 2 , . . . , U k be k independent Haar distributed unitary matrices of dimension n i × n i for i = 1, 2, . . . , k respectively and A 1 , A 2 , . . . , A k be m × m left uppermost blocks of U 1 , U 2 , . . . , U k respectively. If 
where U is a random variable uniformly distributed on [0, 1] and each ǫ i is +1 or −1.
Proof. We have shown that the eigenvalues of
where C a = {j:ǫj =1} B(a + 1, n j − m) {j:ǫj =−1} B(m − a, n j − m) and ω(z) is the weight function, given by
Then the density of expected empirical spectral distribution of A 1 , X m,2 , . . . , X m,k ) be random variables with joint probability density
Then it is easy to see that the density of
. Clearly, the joint probability density of (X m,1 , X m,2 , . . . , X m,k ) is rotational invariant. So we calculate the density for square radial part of Z m . We have
m,k , say. Now the joint probability density of (R m,1 , R m,2 , . . . , R m,k ) is
For ǫ i = 1, density of R m,i for i = 1, 2, . . . , m is given by
Therefore for any ℓ ∈ N, we have
where U is uniform random variable on [0, 1]. By similar way it can be shown that if ǫ i = −1, then for any ℓ ∈ N,
If ǫ i = 1 and ǫ j = 1, then it is not hard to see that
and if ǫ i = +1 and ǫ j = −1, then
Now by (25), (26), (27) and (28), it follows that the limiting distribution of |Z m | 2 is same as the distribution of the random variable
Appendix
In this section we provide details of Jacobian determinant calculations of the proof of Theorem 1 and Theorem 2, and some discussion on techniques used in Theorem 3 using manifolds. Before doing the Jacobian determinant calculation, we state a few basic facts about wedge product.
If dy j = n k=1 a j,k dx k , for 1 ≤ j ≤ n, then using the alternating property dx ∧ dy = −dy ∧ dx it is easy to see that
Schur decomposition and a change of measure: Any matrix M ∈ gℓ(n, C) can be written as
where V is unitary matrix, T is strictly upper triangular matrix and Z is diagonal matrix. This decomposition is not unique, but uniqueness can be restored by ordering z 1 , z 2 , . . . , z n and then imposing that eigenvalues are distict and V i,i > 0 for i = 1, 2, . . . , n. For detailed discussion on this see (6.3.1) and thereof on page 103 of [14] . We shall consider this decomposition with the condition that V i,i ≥ 0 for i = 1, 2, . . . , n.
Integration of a function of M with respect to Lebesgue measure is the same as integrating against the 2n 2 -form 2
We shall write the Lebesgue measure on M in terms of Z, V, T . For this we need the Jacobian determinant formula for the change of variables from {dM i,j , dM i,j } to dz i , dz i , 1 ≤ i ≤ n; dT i,j , dT i,j , i < j, and Ω where Ω = (ω i,j ) := V * dV . The Jacobian determinant formula is given by
Here we have written |ω| 2 for ω ∧ ω. For the proof of (31) see (page 104) [14] .
RQ-decomposition of rectangular matrices and a change of measure: For Jacobian determinant calculation of RQ-decompostion of rectangular matrices in real case, see (chapter 2) [17] . Result for complex case is discussed in Edelman's work [8] . Since this result is needed in Jacobian determinant calculation of Generalised Schur decomposition , for the sake of completeness, we present its proof here.
Any m × n complex matrix M with m ≤ n can be written as
where S is a m × m upper triangular matrix and U * has orthonormal rows with non-negative real diagonal entries. This can be done by applying Gram-Schmidt orthogonalization process to the rows of M from bottom to top and fixing the argument of diagonal entries of U * to be zero. The decomposition is not unique if M is not of full rank or U * has at least one zero on diagonal. But we shall omit all such M matrices (a lower dimensional set and hence also of zero Lebesgue measure). From (32) we get
Let V be such that [U V ] is n × n unitary matrix.
where Ω := (dU * )[U V ] = (ω i,j ) and Λ = (λ i,j ) are m × n matrices of one forms. Also observe that, the leftmost m × m block of Ω is skew-Hermitian.
Integration of a function of M with respect to Lebesgue measure is same as integrating against the 2nm-form
There should be a factor of 2 mn i mn , but to make life simple, we shall omit constants in all Jacobian determinant calculations. Where probability measures are involved, these constants can be recovered at the end by finding normalizing constants. Now we want to write the Lebesgue measure on M in terms of S and U . For this we must find the Jacobian determinant for the change of variables from {dM i,j , dM i,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n} to {dS i,j , 1 ≤ i, j ≤ m} and Ω. Since for any fixed unitary matrix W , the transformation M → M W is unitary on the set of m × n complex matrices, we have
Thus we just have to find the Jacobian determinant for the change of variables from Λ to Ω, dS and their conjugates. We write (33) in the following way
Now we arrange {λ i,j , λ i,j } in the ascending order given by the following relation (i, j) ≤ (r, s) if i > r or if i = r and j ≤ s.
Also observe that the expressions inside square brackets in (35) involve only those one-forms that have already appeared before in the given ordering of one-forms {λ i,j , λ i,j }. Recall that the leftmost m × m block of Ω is skew-Hermitian, that is, ω i,j = −ω j,i for i, j ≤ m. Now taking wedge products of λ i,j in the above mentioned order and using the transformation rules given in (35), and with the help of last two observations, we get that
We arrive at the last step in (36) by observing that ω k,k ∧ i<j |ω i,j | 2 = 0 for any k ≤ m, because {U n×m : U * U = I, U i,i > 0} is a smooth manifold of dimension (2nm − m 2 − m) and its complement in {U n×m : U * U = I, U i,i ≥ 0} is of measure zero and ω k,k ∧ i<j |ω i,j | 2 is an (2nm − m 2 − m + 1)-form. Finally, using (34) and (36) we arrive at the following Jacobian determinant formula
This Jacobian determinant formula will be main ingredient in the Jacobian determinant calculation of product of rectangular matrices. In subsequent paragraphs, we shall denote
Jacobian determinant calculation for product of rectangular matrices: Akemann and Burda [1] have calculated Jacobian determinant for Generalised Schur decomposition of square matrices. Here, we generalise that result to the case of rectangular matrices.
Let A 1 , A 2 , . . . , A k be k rectangular matrices. Size of A i is n i × n i+1 for i = 1, 2, . . . , k and n k+1 = n 1 , n 1 = min{n 1 , n 2 , . . . , n k }. By Schur-decomposition
where U 1 is n 1 × n 1 unitary matrix with non negative real diagonal entries and T is upper triangular matrix with diagonal entries in descending lexicographic ordering (lexicographic order:
is n 1 × n i+1 matrix with orthonormal rows and with non-negative real diagonal entries. Let V i be such that [U i V i ] be a n i × n i unitary matrix for i = 2, 3, . . . , k.
Here V i is constructed as follows. Let e 1 , e 2 , . . . , e ni be standard basis for C ni . e i1 be the basis vector with least index, not belonging to the span of (columns of U i ). The unit vector gotten by normalizing the projection of e i1 onto orthogonal complement of (columns of U i ) is chosen as first column of V i . Let e i2 be the basis vector with least index, not belonging to the span of (columns of U i , first column of V i ). The unit vector gotten by normalizing the projection of e i2 onto orthogonal complement of (columns of U i , first column of V i ) is chosen as second column of V i . Proceeding this way, we get required V i .
We want to write the Lebesgue measure on (A 1 , A 2 , . . . , A k ) in terms of U 1 , . . . , U k , S 1 , S 2 , . . . , S k−1 , T and V * 2 A 2 , V * 3 A 3 , . . . , V * k A k . On the complement of a set of measure zero, the above decompositions are unique. So we shall omit all collections of matrices A 1 , A 2 , . . . , A k which are in this set of measure zero and then T, S 1 , S 2 , . . . , S k−1 are invertible, all possible products of A 1 , A 2 , . . . , A k are of full rank and eigenvalues of T are distinct. We apply the following transformations step by step to arrive at the measure written in terms of new variables.
Step 1: We first transform
where X i = A i for i = 1, 2, . . . , k − 1 and
where V * k is (n k − n 1 ) × n k matrix with orthonormal rows. Also the rows of V * k are orthogonal to rows of A 1 A 2 . . . A k−1 . It is easy to see that the Jacobian determinant formula for this transformation is given by
Step 2: By applying Schur-decomposition to upper n 1 × n 1 block of X k we get
where B k = V * k A k . Using (31), the Lebesgue measure on X k can be written in terms of U 1 , T, B k as follows
where |dH(U 1 )| is Haar measure on U(n 1 )/U(1) n1 , |DT | is the Lebesgue measure on T and
If we denote the eigenvalues of
Step 3: Now we apply the following transformation
where U 1 is as in Step 2 and second part of above equation is by RQ-decomposition of U * 1 X 1 . U * 2 is n 1 ×n 2 matrix with orthonormal rows and non-negative real diagonal entries and S 1 is n 1 × n 1 upper triangular matrix. We shall omit matrices X 1 for which U * 1 X 1 is not of full rank (this set is of measure zero). Now using (37), the Lebesgue measure on X 1 can be written in terms of U 2 , S 1 as follows
Step i + 2 for i = 2, 3, . . . , k − 1: At (i + 2)-th step we apply the following transformation
where U i is as in
Step i + 1 and [U i V i ] is an unitary matrix. The second part of the above equation is obtained by RQ-decomposition of U * i X i , where U * i+1 is n 1 × n i+1 matrix with orthonormal rows and non-negative real diagonal entries, and S i is n 1 × n 1 upper triangular matrix. Also note that B i = V * i X i = V * i A i for 2 ≤ i ≤ k − 1. We shall omit matrices X i for which U * i X i is not of full rank (this set is of measure zero). Now using (37) the Lebesgue measure on X i can be written in terms of U i+1 , S i , B i as Step k+2: Now we transform T to S k as follows
The Jacobian determinant formula for this transformation is given by
|S i (j, j)| 2(n1−j+1) .
Applying the above transformations in the given order, we can write Lebesgue measure on (A 1 , A 2 , . . . , A k ) in terms of U 1 , U 2 , . . . , U k , S 1 , S 2 , . . . , S k , B 2 , B 3 , . . . , B k . One can observe that Now combining (39), (40), (41), (43), (44) and (45), we get that
where z 1 , z 2 , . . . , z n1 are the eigenvalues of A 1 A 2 · · · A k .
Remark 13. In fact, the above transformations say
Following steps 1, 2, . . . , k + 2, one can recover U 1 , U 2 , . . . , U k , S 1 , S 2 , . . . , S k and B 2 , B 3 , . . . , B k from A 1 , A 2 , . . . , A k . Discussion on QR-decomposition: QR-decomposition can be thought of as polar decomposition for matrices. Any matrix M ∈ M n can be written as
where Q is unitary matrix and R is upper triangular matrix with non negative diagonal entries. Then
where M j and Q j are j-th columns of M and Q respectively. We would like to write Lebesgue measure on M in terms of Haar measure on Q and Lebesgue measure on R. Since M 1 = R 1,1 Q 1 , so Lebesgue measure on M 1 is given by
where dσ T n denotes volume measure on unit sphere (T n ) in C n . Once Q 1 is fixed, any new column M 2 can be written as
where Q 2 is unit vector orthogonal to Q 1 and R 2,2 ≥ 0. By unitary invariance of Lebesgue measure, Lebesgue measure on M 2 can be written as Discussion on manifold: In this part we state a useful formula (Co-area formula) on manifold. Before stating the Co-area formula we need to introduce some notation. Fix a smooth map f : M → N from an manifold of dimension n to a manifold of dimension k. We denote derivative of f at p ∈ M by We shall use this formula in the proof of Theorem 6. For the proof of Co-area formula see [4] (pp. 442).
