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[CI7] P. LaRosa, A. Renaux, et A. Nehorai, "Barankin bounds for multiple change points
estimation : computational aspects", in proc. of the Second IEEE International Workshop on
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Computational Advances in Multi-Sensor Adaptive Processing, CAMSAP-07, St. Thomas, U.S.
Virgin Islands. (invited paper special session on minimal bounds)
[CI8*] E. Chaumette, A. Renaux et P. Larzabal, "Lower bounds on mean square error
derived from mixture of linear and non-linear transformations of the unbiasedness definition", in
Proc. of IEEE International Conference on Acoustics, Speech, and Signal Processing, ICASSP-
09, Taipei, Taiwan.
[CI9] M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "Non-matrix closed form ex-
pressions of the Cramér-Rao bounds for near-field localization parameters", in Proc. of IEEE
International Conference on Acoustics, Speech, and Signal Processing, ICASSP-09, Taipei, Tai-
wan.
[CI10] M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "Statistical resolution limits
for multiple parameters of interest and for multiple signals", in Proc. of IEEE International
Conference on Acoustics, Speech, and Signal Processing, ICASSP-10, Dallas, TX, USA.
[CI11] D. T. Vu, A. Renaux , R. Boyer et S. Marcos, "Performance analysis of 2D and 3D
antenna arrays for source localization" in Proc. of the European Signal Processing Conference,
EUSIPCO-10, Aalborg, Denmark.
[CI12] D. T. Vu, A. Renaux , R. Boyer et S. Marcos, "Closed-form expression of the Weiss-
Weinstein bound for 3D source localization : the conditional case", in Proc. of IEEE Sensor
Array Multichannel Workshop SAM-2010 , Kibutz Ma’ale Hahamisha, Israel.
(invited paper special session on lower bound in array processing)
[CI13*] E. Chaumette, A. Renaux et P. Larzabal, "New trends in deterministic lower
bounds and SNR threshold estimation : from derivable bounds to conjectural bounds ", in Proc.
of IEEE Sensor Array Multichannel Workshop SAM-2010 , Kibutz Ma’ale Hahamisha, Israel.
(invited paper special session on lower bound in array processing)
[CI14] M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "Statistical resolution limit :
application to passive polarized sources localization", in Proc. of Séminaire sur les Systèmes de
Détection : Architectures et Technologies DAT-2011, Alger, Algérie.
[CI15] M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "Statistical resolution limit for
source localization in a MIMO context", in Proc. of IEEE International Conference on Acoustics,
Speech, and Signal Processing, ICASSP-11, Praha, Czech Republic.
[CI16] N. D. Tran, A. Renaux, R. Boyer, S. Marcos et P. Larzabal, "MIMO radar in the
presence of modeling errors : A Cramér-Rao bound investigation", in Proc. of IEEE International
Conference on Acoustics, Speech, and Signal Processing, ICASSP-11, Praha, Czech Republic.
[CI17] D. T. Vu, M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "Angular resolution
limit for vector sensor arrays : detection and information theory approaches", in Proc. of IEEE
Workshop on Statistical Signal Processing, SSP-11, Nice, France.
(invited paper special session on polarized signal processing)
[CI18] D. T. Vu, A. Renaux , R. Boyer et S. Marcos, "Weiss-Weinstein bound and SNR
threshold analysis for DOA estimation with a COLD array", in Proc. of IEEE Workshop on
Statistical Signal Processing, SSP-11, Nice, France.
(invited paper special session on polarized signal processing)
[CI19] M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "A GRLT-based framework
for the multidimensional statistical resolution limit", in Proc. of IEEE Workshop on Statistical
Signal Processing, SSP-11, Nice, France.
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1.4.4 Conférences nationales (GRETSI) avec comité de lecture et actes
[CN1] P. Forster, E. Boyer, P. Larzabal et A. Renaux, "Non-eﬃcacité et non-gaussianité
asymptotiques d’un estimateur du maximum de vraisemblance à fort rapport signal sur bruit",
Actes du 19ème Colloque GRETSI 2003, Paris, France.
[CN2] A. Renaux, P. Forster, et P. Larzabal, "Une nouvelle approche des bornes bayé-
siennes", Actes du 20ème Colloque GRETSI 2005, Louvain-la-Neuve, Belgium.
[CN3] S. Bay, C. Herzet, JM. Brossier, JP. Barbot, A. Renaux et B. Geller, "Bornes bayé-
siennes pour l’estimation de phase évoluant au cours du temps", Actes du 21ème Colloque
GRETSI 2007, Troyes, France.
[CN4] D. T. Vu, A. Renaux , R. Boyer et S. Marcos, "Analyse des performances de réseaux
de capteurs 2D et 3D pour la localisation de source", Actes du 22ème Colloque GRETSI 2009,
Dijon, France.
[CN5] M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "Expressions non-matricielles
des bornes de Cramér-Rao pour la localisation de source en champ proche", Actes du 22ème
Colloque GRETSI 2009, Dijon, France.
[CN6] N. D. Tran, A. Renaux, R. Boyer, S. Marcos et P. Larzabal, "Erreurs de modèle pour
les radars MIMO : une étude par la borne de Cramér-Rao", Actes du 23ème Colloque GRETSI
2011, Bordeaux, France.
[CN7] M. N. El Korso, A. Renaux, R. Boyer et S. Marcos, "Bornes inférieures de l’erreur
quadratique moyenne pour la localisation de sources en champs proche", Actes du 23ème Colloque
GRETSI 2011, Bordeaux, France.
[CN8] D. T. Vu, A. Renaux , R. Boyer et S. Marcos, "Borne de Weiss-Weinstein pour la
localisation de source polarisé l’aide d’un réseau de capteurs COLD", Actes du 23ème Colloque
GRETSI 2011, Bordeaux, France.
[CN9] D. T. Vu, M. N. El Korso, R. Boyer, A. Renaux et S. Marcos, "Résolution limite
angulaire : approches basées sur la théorie de l’information et sur la théorie de la détection",
Actes du 23ème Colloque GRETSI 2011, Bordeaux, France.
1.4.5 Polycopiés pour l’enseignement
[P1] Traitement numérique des signaux, IFIPS 1ère année, (61 pages).
[P2] Statistical signal processing, Vietnam National University, Hanoi (VNU), (106 pages).
1.4.6 Séminaires
[S1] "Minimal bounds on the mean square error", École Normale Supérieure de Cachan,
Septembre 2004, Cachan, France.
[S2] "Estimation theory and minimal bounds : application to spectral analysis and passive
Radar", ONERA (The French Aerospace Laboratory) Mars 2005, Palaiseau, France.
[S3] "Estimation lower bounds and synchronization issue in single carrier system", Newcom
Autumn School on "Estimation Theory for wireless communications" 24-28 Octobre 2005, Paris,
France.
[S4] "Estimation lower bounds : links between deterministic and Bayesian bounds", Newcom
Workshop at Aalborg University, 18-19 Novembre 2005, Aalborg, Denmark.
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[S5] "Minimal bounds on the mean square error : a tutorial", Washington University in St.
Louis, Février 2007, St. Louis, MO, USA
[S6] "Bornes inférieures de l’erreur quadratique moyenne : c’est pratique ! ! !", Séminaire SON-
DRA, Février 2010, Supelec, Gif-sur-Yvette, France
[S7] "Multidimensional statistical resolution limit", Washington University in St. Louis, Mars
2010, St. Louis, MO, USA
[S8] "The lower bounds on the mean square error - Application to radar ", National University
of Singapore, Septembre 2010, Singapore
1.5 Participation à des contrats
– Projet Digiteo TIMuCa (Traitement de l’Information MUlti-CApteurs) 2008-2012. Sur
certains thèmes de recherche, qu’elle a labellisés Domaines d’Intérêt Majeur (DIM), la
Région Île-de-France a confié l’organisation des appels à propositions et l’attribution des
financements à des structures fédératrices. C’est ainsi que la Fondation Digiteo est chargée
du DIM logiciels et systèmes complexes. Dans ce contexte, lors de mon arrivé en poste
au Laboratoire des Signaux et Systèmes, nous avons répondu à un appel à projet sous la
thèmatique capteurs logiciels conformables, adaptables, fusion de données. Il s’agissait de
mettre en place une collaboration entre le Laboratoire des Signaux et Systèmes (S. Marcos,
R. Boyer, et A. Renaux) et le laboratoire SATIE de l’École Normale Supérieure de Cachan
(P. Larzabal). Ce projet de recherche est basé sur les travaux de recherches que j’ai eﬀectués
lors de mon post-doctorat. Ce projet se focalise sur des systèmes qui intègrent un réseau de
capteurs pour la connaissance et la surveillance de l’environnement. Déjà utilisé dans les
domaines de la téléphonie mobile, de l’internet (réseaux WiFi) et de la localisation (GPS),
les systèmes multi-capteurs tendent également à se développer à d’autres domaines tels
que l’imagerie médicale, l’aéronautique, et le nucléaire (déploiement d’une constellation
de robots en milieu hostile). Nous proposons d’utiliser les degrés de libertés mis à notre
disposition, à savoir les classiques diversités temporelles et spatiales (environnement multi-
capteurs) mais surtout la diversité des formes d’ondes et la possible mobilité du réseau de
capteurs afin d’augmenter les performances des systèmes actuels. Ces deux derniers points
font actuellement l’objet de recherches intensives de part le monde du fait de leur potentiel
pour l’amélioration des systèmes multi-capteurs du futur.
Le montant reçu s’élève à 220000 euros pour le financement, entre autre, de deux thèses
(Dinh Thang VU et Duy Tran NGUYEN) dont je suis co-directeur.
– De manière non-oﬃcielle, lors de mon séjour post-doctoral à Washington University in St.
Louis (2006-2007), j’ai participé au BAA-07-02-IFKA, “Sensors as Robots", proposé par
l’U.S. Air Force (Budget total 4.9M$) sous la supervision du Professeur Arye Nehorai.
http://www.fbo.gov/spg/USAF/AFMC/AFRLRRS/Reference-Number-BAA-07-02-IFKA/SynopsisP.
html. Le thème de ce projet concerne l’étude d’un système multi-Radars intelligent (po-
larimétrique, SAR, sonar, MIMO, cognitifs) déployé sur diﬀérents supports (air, terre et
mer). J’ai participé à la rédaction du "white paper" et du "proposal" du point de vue
technique (rédactions de la partie du projet concernant le design de formes d’ondes radar,
l’optimisation de géométries d’antennes, les calculs de performances et les stratégies de
contre contre mesures) et administratif (management des collaborateurs—11 personnes—,
prévisions de budget, et diagramme de travail prévisionnel des diﬀérentes tâches).
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1.6 Activités d’encadrements
Les détails scientifiques de ces encadrements seront développés dans le chapitre 2.
1.6.1 Encadrements de doctorants
– Mohammed Nabil El Korso, Thèse de l’Université Paris-Sud 11. Bourse ministérielle.
Encadrants : S. Marcos (Directrice de thèse - 10%), R. Boyer (Co-directeur de thèse - 50%)
et A. Renaux (encadrant - 40%).
Thèse commencée en septembre 2008 et soutenue le 7 Juillet 2011.
Analyse de performances en traitement d’antenne. Bornes
inférieures de l’erreur quadratique moyenne et seuil de résolution
limite.
Composition du jury :
 Pascal Larzabal, Professeur des Universités, Université Paris-Sud 11/École Normale Su-
périeure de Cachan (Président)
 Jean-Marc Brossier, Professeur des Universités, Institut National Polytechnique de Gre-
noble (Rapporteur)
 Jean-Yves Tourneret, Professeur des Universités, Institut National Polytechnique de Tou-
louse (Rapporteur)
 Karim Abed-Meraim, Professeur assistant, Télécom ParisTech (Examinateur)
 Gérard Favier, Directeur de Recherche CNRS, I3S, Nice (Examinateur)
 Rémy Boyer, Maître de Conférences, Université Paris-Sud 11 (Co-directeur de thèse)
 Sylvie Marcos, Directeur de Recherche CNRS, L2S, Gif-sur-Yvette (Directrice de thèse)
 Alexandre Renaux, Maître de Conférences, Université Paris-Sud 11 (Co-directeur de
thèse)
Publications associées : [J09][J11][J12][J14][J15] - [CI9][CI10][CI14][CI15][CI17][CI19][CN5][CN7][CN9]
(+ [J18][J20] soumis).
– Dinh Thang Vu, Thèse de l’Université Paris-Sud 11. Bourse Digiteo.
Encadrants : S. Marcos (Directrice de thèse - 10%), A. Renaux (Co-directeur de thèse
- 60%) et R. Boyer (encadrant - 30%). Thèse commencée en septembre 2008, soutenance
prévue octobre 2011.
Outils statistiques pour le positionnement optimal de capteurs
dans le contexte de la localisation de sources.
Composition du jury :
 Philippe Forster, Professeur des Universités, Université Paris 10 (Rapporteur)
 Yide Wang, Professeur des Universités, Université de Nantes (Rapporteur)
 Pascal Chevalier, Professeur des Universités, CNAM, Paris (Examinateur)
 Jean-Philippe Ovarlez, Maître de Recheche ONERA, Palaiseau (Examinateur)
 Rémy Boyer, Maître de Conférences, Université Paris-Sud 11 (Co-directeur de thèse)
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 Sylvie Marcos, Directeur de Recherche CNRS, L2S, Gif-sur-Yvette (Directrice de thèse)
 Alexandre Renaux, Maître de Conférences, Université Paris-Sud 11 (Co-directeur de
thèse)
Publications associées : [J13] - [CI11][CI12][CI17][CI18][CN4][CN8][CN9] (+ [J19] soumis).
– Nguyen Duy Tran, Thèse de l’École Normale Supérieure de Cachan. Bourse Digiteo.
Encadrants : P. Larzabal (Directeur de thèse - 10%),A. Renaux (Co-directeur de thèse
- 50%) S. Marcos (encadrant - 10%) et R. Boyer (encadrant - 30%). Thèse commencée en
septembre 2009, soutenance prévue en septembre 2012.
Titre provisoire : Performances d’estimation pour les radar MIMO
et la localisation de sources
Publications associées : [CI16][CN6] (+[J16][J17] soumis).
1.6.2 Participations non oﬃcielles à des encadrements de doctorants
Durant mon année de post-doctorat (2006/2007), j’ai participé de manière informelle à l’en-
cadrement de deux doctorants.
– Stéphanie Bay (ENS Cachan/laboratoire SATIE, directeurs de thèse : B. Geller et J.-P.
Barbot) sur le thème des bornes minimales pour les systèmes dynamiques. Nous avons
appliqué ces bornes à un problème de synchronisation en communications numériques non
entraîné. Ce travail a donné lieu à la publication d’un article de revue internationale [J6]
ainsi que deux articles de conférence [CI6][CN3].
– Patricio LaRosa (Washington University in St. Louis, directeur de thèse : A. Nehorai) sur
le thème de la détection de point de rupture avec application à la détection de contrac-
tions chez la femme enceinte. Nous avons travaillé sur la caractérisation des performances
des estimateurs de point de rupture. A ce sujet, nous avons publié un article de revue
internationale [J10] et un article de conférence internationale [CI7]. Patricio LaRosa est
désormais post-doctorant et nous continuons cette étude dans le context bayésien (séjour
de 2 semaines à Washington University in St. Louis en mars 2010).
1.6.3 Encadrements de stage de M2-R
– Tran Hoang Tung, Université Paris-Sud 11 et Vietnam National University, "Modèles de
bruit hétéroskedastiques non-gaussien en traitement d’antenne".
Encadrants : A. Renaux (90%) et L.T. Nguyen (10%). Soutenue en décembre 2009.
Cette étude n’a pas donné lieu à des publications mais a permis de mettre à jour certaines
inexactitudes dans les résultats actuels de la littérature. Nous continuons nos travaux avec
L.T. Nguyen (séjour d’une semaines à l’université national du Vietnam en juin 2010).
1.6.4 Encadrements de stage de Magistère ENS
Il s’agit de stages qui ont eu lieu durant 8 semaines en juin et juillet 2010. J’ai été l’encadrant
des étudiants suivants, tous deux étudiants fonctionnaires stagiaires à l’ENS Cachan en M1-IST :
– Adrien Mercier sur le thème des performances d’estimation.
– Chengfang Ren sur le thème des performances d’estimation.
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1.6.5 Encadrements de stage de TER M2 et M1
Il s’agit d’un Travail d’Etude et de Recherche (TER) de deux semaines que j’ai encadré en
Mai 2009. Les deux étudiants du M2-P réseaux et télécom (Université Paris-Sud 11) ont étudié
l’implementation de l’algorithme du maximum de vraisemblance pour la localisation de sources
en champ proche.
– Fatou Ndyaye.
– Tojo Nirina Raboanarivola.
1.7 Séjours à l’étranger
1.7.1 Dans le cadre de mes activités de recherches
– Octobre 2006 - Aout 2007 (11 mois) : Post-doc à Washington University in St. Louis,
USA / Department of Electrical and Systems Engineering. Collaboration avec Arye Nero-
hai.
– Décembre 2006 (2 semaines) : University of California Berkeley. Collaboration avec
Cédric Herzet (alors post-doctorant à Berkeley et désormais chargé de recherche à l’INRIA)
sur la convergence de l’algorithme EM (au travers de la publication [J5]).
– Mars 2010 (2 semaines) : Visiting professor à Washington University in St. Louis, USA
/ Department of Electrical and Systems Engineering. Collaboration avec Arye Nerohai.
– Juin 2010 (1 semaine) : Visiting professor à l’Université national du Vietnam, Hanoi.
Collaboration avec L.T. Nguyen.
– Août 2010 (2 semaines) : National University of Singapore. Collaboration avec J.P.
Ovarlez.
1.7.2 Dans le cadre de mes activités d’enseignements
– Janvier 2008 (2 semaines) : Université national du Vietnam, Hanoi.
– Janvier 2009 (2 semaines) : Université national du Vietnam, Hanoi.
– Juin 2010 (1 semaine) : Université national du Vietnam, Hanoi.
1.8 Organisation de conférences
– Organisation d’une journée GDR-ISIS, "Bornes minimales en estimation" avec Rémy Boyer
et Jean-Yves Tourneret. 08 Sep. 2008. (http://gdr-isis.org/rilk/gdr/ReunionListe-488).
– Membre du comité des programmes pour l’IEEE International Conferences on Advanced
Technologies for Communications (ATC 2009), Hai Phong, Vietnam (http://www.atc09.
org/).
1.9 Participation à des jury de thèses et M2R
– Qi Cheng, Thèse de l’Université Paris-Sud 11. Thèse soutenue le 9 juillet 2009.
Contribution à l’estimation d’état dans les modèles non linéaires.
Composition du jury :
1.10. EVALUATIONS D’ARTICLES ET DE PROJETS DE RECHERCHES 11
 Messaoud Benidir, Professeur des Universités, Université Paris-Sud 11 (Président)
 François Dufour, Professeur des Universités, Université de Bordeaux 1 (Rapporteur)
 Pierre-Olivier Amblard, Directeur de Recherche CNRS, GIPSA Lab, Grenoble (Rappor-
teur)
 Jean-Philippe Ovarlez, Maître de Recheche ONERA, Palaiseau (Examinateur)
 Alexandre Renaux, Maître de Conférences, Université Paris-Sud 11 (Examinateur)
 Pascal Bondon, Directeur de Recherche CNRS, L2S, Gif-sur-Yvette (Directeur de thèse)
– Stéphanie Bay, Thèse de l’École Normale Supérieure de Cachan. Thèse soutenue le 6
avril 2010.
Contribution à l’étude des bornes de Cramér-Rao. Application à la
synchronisation de phase.
Composition du jury :
 Pascal Larzabal, Professeur des Universités, Université Paris-Sud 11 / École Normale
Supérieure de Cachan (Président)
 Jean-Pierre Cances, Professeur des Universités, Université de Limoges (Rapporteur)
 Olivier Rioul, Maître de Conférences HDR, Télécom ParisTech (Rapporteur)
 Jean-Marc Brossier, Professeur des Universités, Institut National Polytechnique de Gre-
noble (Rapporteur)
 Alexandre Renaux, Maître de Conférences, Université Paris-Sud 11 (Invité)
 Benoit Geller, Maître de Conférences HDR, ENSTA ParisTech (Directeur de thèse)
 Jean-Pierre Barbot, Maître de Conférences, École Normale Supérieure de Cachan (Co-
directeur de thèse)
En outre, depuis 2008, je participe à un jury de stage de M2R ATSI par an.
1.10 Evaluations d’articles et de projets de recherches
Revues internationales et nationales : total : 59 relectures pour 10 revues
– IEEE Transactions on Signal Processing (29 relectures).
– IEEE Signal Processing Letters (4 relectures).
– IEEE Transactions on Information Theory (4 relectures).
– Elsevier Signal Processing Journal of the European Association for Signal Processing (EUR-
ASIP) (11 relectures).
– Springer Signal Image and Video Processing (3 relectures).
– IEEE Sensors Journal (2 relectures)
– IEEE Journal of Selected Topics in Signal Processing. Special Issue on Performance Limits
of Ultra-Wideband Systems (1 relecture).
– Automatica (3 relectures).
– Revue traitement du signal (1 relecture).
– IEEE Transactions on Industrial Electronics (1 relecture).
Evaluations de projets de recherches : total : 2 relectures
– Israel Science Foundation (ISF)(2 relectures)
Livres : total : 1 relecture
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– Revue Instrumentation, Mesure et Métrologie (Revue des Systèmes, Hermes-Lavoisier)
Conférences internationales et nationales : total : 29 relectures
J’ai été relecteur pour 21 conférences :
IEEE Workshop on Statistical Signal Processing (SSP-2005), Bordeaux, France. European
Signal Processing Conference (EUSIPCO-2006), Firenze, Italy. IEEE International Symposium
on Personal, Indoor and Mobile Radio Communications (PIMRC-2006), Helsinki, Finland. IEEE
Workshop on sensor array and multi-channel processing (SAM-2006), Waltham, MA, USA. IEEE
International Conference on Acoustics, Speech, and Signal Processing (ICASSP-2007), Hono-
lulu, HI, USA. Fifteenth Annual Workshop on Adaptive Sensor Array Processing (ASAP-2007),
Lexington, MA. International Symposium on Intelligent Signal Processing and Communication
Systems (ISPACS-2007), Xiamen, China. Neural Information Processing Systems Conference
(NIPS-2007), Vancouver, B.C., Canada. European Signal Processing Conference (EUSIPCO-
2007), Poznan, Poland. IEEE Workshop on Computational Advances in Multi-Channel Sensor
Array Processing (CAMSAP-2007), US Virgin Island, USA. European Signal Processing Confe-
rence (EUSIPCO-2008), Lausanne, Switzerland. IFAC Symposium on System Identification, (SY-
SID 2009), Saint-Malo, France. IEEE Vehicular Technology Conference (VTC-2009-Fall), Ancho-
rage, AK, USA. European Signal Processing Conference (EUSIPCO-2009), Glasgow, Scotland.
IEEE Workshop on Statistical Signal Processing (SSP-2009), Cardiﬀ, Wales, UK. IEEE Inter-
national Conferences on Advanced Technologies for Communications (ATC 2009), Hai Phong,
Vietnam. IEEE Sensor Array Multichannel Workshop (SAM-2010), Kibutz Ma’ale Hahamisha,
Israel. IEEE Workshop on Statistical Signal Processing (SSP-2011), Nice, France. European Si-
gnal Processing Conference (EUSIPCO-2011), Barcelona, Spain. 23ème Colloque GRETSI 2011,
Bordeaux, France. Irish Signals and Systems Conference (ISSC-2011), Dublin, Ireland.
1.11 Activités d’enseignements
Mes enseignements concernent (ou ont concerné) le traitement du signal, le codage de sources,
les probabilités, l’analyse, l’algébre, les signaux et systèmes linéaires, l’automatique, l’algorith-
mique et language C dans des filières L3 Information Systèmes et Technologies, M1 Information
Systèmes et Technologies, M2-R Automatique et Traitement du Signal, M2-P Réseaux et Té-
lécom de l’université Paris-Sud 11 ainsi qu’en première et deuxième années d’école d’ingénieur
(Polytech Paris-Sud, formation d’ingénieur de l’université Paris-Sud 11).
En particulier, je suis ou ai été responsable des modules :
– Signaux et images (M1 IST 452).
– Communications numériques et codage canal (M2P Réseaux et Télécom).
– Automatique (M1 IST 422).
En outre, dans le cadre du pôle universitaire Français (PUF) au Vietnam, les modules du M1-
IST de l’université Paris-Sud 11 sont dupliqués à l’université nationale du Vietnam d’Hanoi (mais
dispensés en Anglais). Je suis responsable du module 452 : Signaux et images (environ 50 heures
de cours/TD/TP hors service). Pour cela je me suis rendu trois années de suite 1 à Hanoi et j’ai
rédigé un polycopié d’une centaine de pages dans sa forme actuelle. J’ai également commencé
une collaboration scientifique avec Linh-Trung Nguyen (assistant professor, Vietnam National
University) sur le thème de la modélisation de bruit par des processus hétéroskedastiques. A ce
sujet, nous avons encadré conjointement le stage de M2-R de Tran Hoang Tung.
1. Ce cours n’a pas ouvert pour l’année scolaire 2010-2011 du à un manque d’eﬀectif
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J’ai également été moniteur durant 3 ans (2003-2006) à l’IUT de Cachan (Université Paris-
Sud 11) au département Génie Électrique et Informatique Industrielle (GEII2) et, durant ma
dernière année (DEA 2002-2003) à l’École Normale Supérieure de Cachan, j’ai été vacataire à
l’IUT de Vitry (Université Paris 12) au département Génie des Télécommunications et Réseaux
(GTR). Durant ces quatre années, mes enseignements ont concerné l’électronique, le traitement
du signal, les télécommunications et l’informatique industrielle. C’est ainsi que j’ai enseigné en
première année IUT GTR, Licence IUP GEII, Licence professionnelle SEITR, Maîtrise IUP GEII,
première année d’école d’ingénieur IFIPS. J’ai également rédigé un polycopié de cours (60 pages)
avec exercices et mis au point un TP d’initiation à Matlab.
Le bilan quantitatif est donc le suivant :
2011-2012 Maître de conférences Université Paris-Sud 11 Service provisoire.
L3 - Information Systèmes et Technologie (IST)
– Algébre linéaire (30 heures equiv. TD de cours/TD)
– Probabilités et statistiques (24 heures de cours, 16 heures de TD et 16 heures de TP)
M1 - Information Systèmes et Technologie (IST)
– Signaux et images (13 heures de cours et 9 heures de TD)
– Automatique (22 heures de cours)
M2R - Automatique et Traitement du Signal (ATS)
– Remise à niveau traitement statistique du signal (12 heures de cours)
M2P - Réseaux et Télécom
– Communications numériques et codage canal (16 heures de cours)
IFIPS (désormais Polytech Paris-Sud)
– Traitement du signal (10H30 heures de TD) IFIPS Dpt Électronique 2ème année
Université de Hanoi - Vietnam
– Signaux et images (21 heures de cours/TD et 9 heures de TP). En collaboration avec un
correspondant Vietnamien Linh-Trung Nguyen.
2010-2011 Maître de conférences Université Paris-Sud 11
Obtention (au titre du CNU) d’un demi-CRCT (6 mois) pour l’année scolaire 2010/2011.
L3 - Information Systèmes et Technologie (IST)
– Analyse fonctionnelle (30 heures de TD)
M1 - Information Systèmes et Technologie (IST)
– Signaux et images (9 heures de TD)
M2R - Automatique et Traitement du Signal (ATS)
– Remise à niveau traitement statistique du signal (12 heures de cours)
M2P - Réseaux et Télécom
– Communications numériques et codage canal (16 heures de cours)
IFIPS (désormais Polytech Paris-Sud)
– Traitement du signal (10H30 heures de TD) IFIPS Dpt Électronique 2ème année
2009-2010 Maître de conférences Université Paris-Sud 11
L3 - Information Systèmes et Technologie (IST)
– Probabilités et statistiques (16 heures de TD et 8 heures de TP)
M1 - Information Systèmes et Technologie (IST)
– Signaux et images (13H00 de cours, 9 heures de TD, et 8 heures de TP)
– Codage de sources (4 heures de TD et 12 heures de TP)
M2R - Automatique et Traitement du Signal (ATS)
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– Remise à niveau traitement statistique du signal (12 heures de cours)
M2P - SESIS
– Traitement du signal et application sur DSP (16 heures de TP)
M2P - Réseaux et Télécom
– Communications numériques et codage canal (16 heures de cours)
Université de Hanoi - Vietnam
– Signaux et images (21 heures de cours/TD et 9 heures de TP). En collaboration avec un
correspondant Vietnamien Linh-Trung Nguyen.
IFIPS (désormais Polytech Paris-Sud)
– Traitement du signal (10H30 heures de TD) IFIPS Dpt Électronique 2ème année
– Outils mathématiques pour le traitement du signal (24 heures de TD et 8 heures de TP)
IFIPS Dpt Électronique 1ère année
2008-2009 Maître de conférences Université Paris-Sud 11
L3 - Information Systèmes et Technologie (IST)
– Informatique générale (36 heures de TP)
– Probabilités et statistiques (16 heures de TD et 16 heures de TP)
– Signaux et systèmes linéaires (12 heures de TD)
M1 - Information Systèmes et Technologie (IST)
– Signaux et images (7 H45 de cours, 9 heures de TD, et 24 heures de TP)
– Codage de sources (12 heures de TP)
M2R - Automatique et Traitement du Signal (ATS)
– Remise à niveau traitement statistique du signal (12 heures de cours)
Université de Hanoi - Vietnam
– Signaux et images (42 heures de cours/TD et 9 heures de TP).
IFIPS (désormais Polytech Paris-Sud)
– Traitement du signal (10H30 heures de TD) IFIPS Dpt Électronique 2ème année
– Fonction de l’électroniques (8 heures de TP) IFIPS Dpt Optronique 1ère année
– Outils mathématiques pour le traitement du signal (24 heures de TD et 8 heures de TP)
IFIPS Dpt Électronique 1ère année
2007-2008 Maître de conférences Université Paris-Sud 11
L3 - Information Systèmes et Technologie (IST)
– Informatique générale (36 heures de TP)
– Probabilités et statistiques (20 heures de TD et 8 heures de TP)
M1 - Information Systèmes et Technologie (IST) et M1 - Informatique (pour la partie codage
de sources)
– Signaux et images (12 heures de TP)
– Théorie de l’information et codage de source (4 heures de TD et 8 heures de TP)
M2R - Automatique et Traitement du Signal (ATS) / Réseaux et Télécommunications (RT)
– Codage de sources (8 heures de TP)
– Remise à niveau traitement du signal (4 heures de TD et 4 heures de TP)
IFIPS Dpt Électronique 1ère année
– Outils mathématiques pour le traitement du signal (24 heures de TD et 8 heures de TP)
IFIPS Dpt Électronique 2ème année
– Traitement du signal (25 heures de TD)
IFIPS Dpt Optronique 2ème année
– Fonction de l’électroniques (40 heures de TP)
Université de Hanoi - Vietnam
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– Signaux et images (45 heures de cours/TD et 9 heures de TP).
2005-2006 Moniteur Université Paris-Sud 11 (IUT de Cachan)
– Traitement du signal, IFIPS 1ère année. 20 heures équivalent TD de cours/TD/TP.
– Traitement du signal, Licence professionnel Systèmes embarqués et informatique temps
réel (SEITR). 32 heures équivalent TD de cours/TD/TP.
2004-2005 Moniteur Université Paris-Sud 11 (IUT de Cachan)
Électronique, Maîtrise IUP Génie électrique et informatique industrielle (GEII). 88 heures
équivalent TD de cours/TD/TP.
2003-2004 Moniteur Université Paris-Sud 11 (IUT de Cachan)
Électronique numérique, Licence IUP Génie électrique et informatique industrielle (GEII).
64 heures équivalent TD de TD/TP.
2002-2003 Vacataire Université Paris 12 (IUT de Vitry)
Télécommunications, 1ère année d’IUT Génie des télécommunications et réseaux (GTR). 60
heures de TP.
1.12 Divers
– Membre du comité de sélection pour le poste MCF-069 (section 61/63) CNAM Paris 2011.
– Obtention (au titre du CNU) d’un demi-CRCT (6 mois) pour l’année scolaire 2010/2011.
– Membre de la CCSU 60-61-62 Université Paris-Sud 11 Collège B 2010.
– Titulaire de la Prime d’Excellence Scientifique (ex PEDR) depuis octobre 2009.
– 2009 Représentant du L2S pour la journée de présentation des laboratoires et master re-
cherches au département EEA de l’École Normale Supérieure de Cachan (journée du 17-
12-2009).
– Représentant de la division Signaux du L2S pour la mise en place du nouveau site web
du laboratoire (réunions débutées en janvier 2010). (mise en place du cahier des charges,
faisabilité technique, etc.)
– Membre du comité de sélection pour le poste MCF-1374 (section 61) Université Paris X
Nanterre 2009.
– Qualifié aux fonctions de maître de conférences en section CNU 61 (génie informatique,
automatique et traitement du signal) 2006.
– IEEE member 2008-présent ; IEEE Student member 2006-2007.
– Membre du conseil de laboratoire SATIE (représentant des doctorants) 2005-2006.
– Membre du European Network of Excellence in Wireless COMmunications (NEWCOM)
Department 1 (Analysis and Design of Algorithms for Signal Processing at Large in Wireless
Systems) and in Departement 2 (MIMO Radio Channel Modelling for Design Optimisation
and Performance Assessment of Next Generation Communication Systems) 2004-2006.
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Chapitre 2
Synthèse des activités de recherche
Je joins en annexe les articles [J5], [J6], [J7], [J8], [J10], [J12], [J13], [J17], [J19], [CI8],
et [CI13] qui me semblent être les contributions les plus pertinentes concernant les activités de
recherches détaillées dans ce chapitre. J’ai choisi de détailler uniquement les travaux réalisés avec
les thèsards que j’ai encadrés. De ce fait, certaines parties de ce chapitre issues de collaborations
plus ponctuelles sont volontairement résumées au strict minimum et le lecteur est invité à lire
l’annexe correspondante.
2.1 Contexte et premiers résultats
Je décris dans ce chapitre mon activité de recherche depuis mon recrutement en tant que
Maître de conférences à l’Université Paris-Sud (octobre 2007) jusqu’à aujourd’hui. Mais, avant
de rentrer dans les détails qui ont motivé cette recherche, un rapide voyage vers mes travaux
antérieurs (DEA, thèse) s’impose.
Dans le cadre de mon DEA puis de mon doctorat, j’ai étudié le problème de l’estimation
de paramètres physiques de signaux multiples captés par un réseau de capteurs. Bien que la
motivation initiale ait été d’ordre militaire avec le développement du radar et du sonar pendant
la seconde guerre mondiale, les applications civiles sont aujourd’hui nombreuses : positionnement
par satellite, téléphonie mobile, etc. Les paramètres d’intérêt peuvent être les directions d’arrivées
(localisation de sources), l’amplitude des signaux, le nombre de signaux et plus généralement le
canal de propagation. La théorie de l’estimation oﬀre un cadre solide pour résoudre ces problèmes
et a fourni une large classe d’algorithmes pour estimer ces diﬀérents paramètres d’intérêt. Je me
suis focalisé sur les méthodes dites paramétriques qui exploitent un modèle de signaux reçus. Plus
particulièrement, en estimation dite paramétrique, on se fixe un modèle d’observation dépendant
des paramètres d’intérêt et, à partir d’une règle pré-établie basée sur ce modèle, on estime les
paramètres d’intérêt (figure 2.1).
Le modèle d’observation est basé sur les connaissances de l’utilisateur concernant le pro-
cessus physique considéré. Il dépend généralement d’une fonction non-linéaire des paramètres
et incorpore un modèle statistique. La règle d’estimation constitue la pierre angulaire du trai-
tement du signal moderne. Elle conditionne les performances d’estimation, c’est-à-dire le fait
que l’estimée soit “suﬃsamment proche” de la vraie valeur du paramètre et la charge de calcul
à mettre en œuvre lors de l’estimation. L’expérience montre qu’un estimateur présentant des
performances proches de l’optimalité devient gourmand en charge de calcul alors qu’un estima-
teur sous-optimal demande une charge de calcul moindre ce qui présente un intérêt en terme
d’implémentation pratique.
L’estimation d’un paramètre s’eﬀectue généralement par la recherche d’un maximum global
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Figure 2.1 – Principe de l’estimation paramétrique.
d’un critère dépendant de la règle d’estimation. Lorsque la recherche du paramètre s’eﬀectue sur
un support fini, comme par exemple lors de l’estimation d’un angle ou d’une fréquence normalisée,
l’Erreur Quadratique Moyenne (EQM) de l’estimateur qui est l’indicateur de performance le
plus répandu s’articule autour de trois régions [Van68] [RB74]. Lorsque le Rapport Signal sur
Bruit (RSB) ou le nombre d’observations est élevé, la région est dite asymptotique et l’erreur
d’estimation est généralement faible. Lorsque le RSB ou le nombre d’observations décroît, il
apparaît un accroissement rapide de l’EQM, donc de l’erreur, dû à l’apparition d’outliers dans
le critère. On appelle cette région la zone de décrochement. Enfin, lorsque le RSB ou le nombre
d’observations est très faible, le signal observé se réduit principalement à la composante de bruit,
ce qui conduit à une distribution de l’estimée quasi-uniforme sur le support du paramètre. L’EQM
exhibe alors un comportement plat : c’est la zone de non-information.
La figure 2.2 donne l’évolution de l’EQM de l’estimateur au sens du maximum de vraisem-
blance de la fréquence d’une cisoïde bruitée (gaussien), pour les trois régions susmentionnées (10
observations et 10000 réalisations).
La zone de décrochement d’un estimateur délimite sa zone de fonctionnement optimal, c’est-
à-dire la zone où l’on peut faire abstraction des outliers dans l’étude des performances. Avec le
durcissement des cahiers des charges (temps d’acquisitions réduits, environnements électroma-
gnétiques perturbés, etc...), les estimateurs sont désormais amenés à travailler dans une région
de plus en plus proche de cette limite, voire en dessous. En conséquence, la connaissance de la
valeur du RSB ou du nombre d’observations, pour un scénario donné, pour laquelle cette rupture
brutale des performances apparaît est fondamentale dans l’étude des performances d’estimation
et doit être considérée au même titre que l’étude du biais ou de la variance.
La borne de Cramér-Rao (BCR) [Fis22] [Dug37] [Fre43] [Dar45] [Rao45] [Cra46] est également
reportée sur la figure 2.2. Elle donne la variance minimale qu’un estimateur non biaisé peut
espérer atteindre et est l’outil le plus utilisé par la communauté du traitement du signal pour
porter un jugement sur les performances d’un estimateur. Un estimateur qui atteint la BCR
est dit eﬃcace. On pourra noter sur cet exemple l’eﬃcacité asymptotique de l’estimateur du
maximum de vraisemblance. Néanmoins, dans les zones non-asymptotiques, c’est-à-dire la zone de
décrochement et la zone de non-information, la BCR n’est plus pertinente puisqu’elle repose sur
un développement limité à l’ordre 1 de l’erreur alors que la présence d’outliers est un phénomène
global.
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Figure 2.2 – Comportement de l’EQM d’un estimateur du maximum de vraisemblance.
Dans le contexte du traitement d’antenne, et en particulier de la localisation des sources,
les méthodes paramétriques sont souvent dites à haute résolution puisqu’elles permettent, sous
certaines conditions, d’avoir un pouvoir de résolution infini (l’aptitude à séparer deux sources
infiniment proches). On peut classer ces techniques en deux catégories : les méthodes de sous-
espaces et la méthode du maximum de vraisemblance. Les méthodes de sous-espaces s’appuient
sur une décomposition de l’espace des observations, grâce à la matrice de covariance des ob-
servations, en deux sous-espaces : le sous-espace signal et le sous-espace bruit, et exploitent la
propriété d’orthogonalité entre ceux-ci. On citera par exemple la méthode MUSIC (MUltiple
Signal Classification) [Sch81] et ses nombreuses variantes : l’algorithme Min-Norm [KT83], ES-
PRIT (Estimation of Signal Parameters via Rotational Invariance Techniques) [PRK86], WSF
(Weighted Subspace Fitting ) [VOK91], etc. Les méthodes de sous-espaces requièrent générale-
ment une simple optimisation mono-dimensionnelle. La méthode du maximum de vraisemblance
s’appuie quant à elle sur une exploitation des connaissances statistiques des observations par l’in-
termédiaire de la fonction de vraisemblance. La méthode du maximum de vraisemblance conduit
à l’optimisation d’un critère multi-dimensionnel. Elle est souvent qualifiée “d’optimale" pour ses
bonnes propriétés statistiques en termes de consistance et d’eﬃcacité. Le revers de la médaille
est bien sûr une charge de calcul élevée pour la méthode du maximum de vraisemblance, mais
l’augmentation de la puissance des calculateurs a conduit la communauté du traitement du signal
à s’y intéresser.
Dans ce cadre, mes activités de recherche au sein du laboratoire SATIE (DEA et doctorat)
se sont articulées selon deux axes.
Premièrement, nous avons caractérisé le comportement des estimateurs de directions d’arri-
vées dans la zone asymptotique en RSB et pour un nombre d’observations fini. En eﬀet, si les
performances asymptotiques en terme de nombre d’observations ont été largement étudié dans
la littérature [SN90b] [SN90a] [VO91] les performances asymptotiques en terme de RSB (pour
un nombre d’observations fini) ont été très peu traitées (par exemple par le biais de simulations
dans [Ath05]).
Dans le contexte d’estimation de directions d’arrivées, il existe deux méthodes du maximum
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de vraisemblance dépendant du modèle des signaux sources. Lorsque les signaux sources sont
modélisés par un processus aléatoire gaussien, on parle de la méthode du Maximum de Vrai-
semblance Stochastique (MVS) [Böh86]. Ce modèle trouve son utilité dans des applications où
le théorème de la limite centrale est applicable, par exemple, l’estimation d’échos Doppler en
météorologie (étude d’orages) ou encore la localisation de cibles avec un large nombre de points
brillants. Ce modèle est intéressant dans le sens où, en plus des directions d’arrivées et de la
puissance du bruit, il reste à estimer le matrice de covariance finie des signaux reçus. D’un autre
côté, lorsque les signaux sources sont supposés déterministes, on parle de la méthode du Maxi-
mum de Vraisemblance Déterministe (MVD) [Böh84]. Ce modèle trouve sont utilité dans des
applications où le modèle gaussien pour les signaux est inapplicable, par exemple pour des si-
gnaux de communications numériques. Ici il faut non seulement estimer les directions d’arrivées
et la puissance du bruit, mais également l’amplitude des signaux pour chaque observation ce qui
devient problématique pour un grand nombre d’observations.
– Dans le cadre du MVS, c’est-à-dire lorsque les signaux sources sont modélisés par un proces-
sus aléatoire gaussien, nous avons démontré que l’estimateur du MVS pour les directions
d’arrivées est non-gaussien et non-eﬃcace (il n’atteint pas la borne de Cramér-Rao sto-
chastique) lorsque le nombre d’observations T est fini et le RSB infini [RFBL04] [RFBL]
[FBLR03]. Ce résultat est valide quel que soit le nombre de sources et quelle que soit la
géométrie de l’antenne. Dans le cas d’un scenario à une seule source, nous avons démontré
que la loi de l’estimateur est une loi de student à 2T degrés de liberté et que la variance
de l’estimée était égale à T=(T   1) fois la borne de Cramér-Rao stochastique. Dans le
cas d’un scenario à deux sources nous avons établi une forme analytique de la matrice de
covariance des estimées [RFB04] [RFBL]. Ces résultats sont en opposition avec le cas où
le nombre d’observations tend vers l’infini où l’estimateur du MVS est connu pour être
gaussien et eﬃcace [SN90a].
– Lorsque les signaux sources sont supposés déterministes, nous avons établi la gaussianité
et l’eﬃcacité asymptotique en RSB de l’estimateur du MVD quel que soit le nombre de
sources et quelle que soit la géométrie de l’antenne [RFCL06]. Ce travail a été réalisé
en collaboration avec Eric Chaumette, à l’époque à Thales Air Defence et désormais à
l’ONERA. Ces résultats sont à opposer au cas où le nombre d’observations tend vers
l’infini où l’estimateur du MVD est connu pour être gaussien mais non-eﬃcace (puisque le
nombre de paramètres à estimer tend vers l’infini) [SN90b].
La figure 2.3 résume les deux résultats principaux que nous avons obtenus sur les performances
des méthodes du Maximum de Vraisemblance en traitement d’antenne.
La seconde partie de notre étude a été dédiée à la prédiction du décrochement susmentionné
et à l’étude des performances des estimateurs dans les trois zones de fonctionnement. Dans ce
contexte, nous avons d’abord étudié et établi des bornes inférieures de l’EQM plus précises que
la borne de Cramér-Rao. En eﬀet, celle-ci devient trop optimiste dans la zone non-asymptotique
et ne rend pas compte du phénomène de décrochement. L’étude des bornes inférieures de l’erreur
quadratique moyenne constituent la part la plus importante de ma thèse et de tous les travaux
que j’ai eﬀectués depuis lors.
Les bornes inférieures de l’EQM fournissent des indications sur les performances ultimes qu’un
estimateur peut espérer atteindre pour un modèle d’observation donné. En conséquence, elles sont
utilisées comme “benchmarks” afin de jauger les performances d’un estimateur et de savoir si,
à partir d’un cahier des charges donné, une amélioration est possible. Il existe une pléthore de
bornes inférieures de l’EQM qui ont été dérivées depuis plus de soixante ans à l’aide de diﬀérentes
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Figure 2.3 – Performances asymptotiques des méthodes du Maximum de Vraisemblance en
traitement d’antenne
inégalités mathématiques telles que : l’inégalité de Cauchy-Schwartz, l’inégalité de Kotelnikov,
l’inégalité de Hölder, l’inégalité de Ibragimov-Hasminskii, l’inégalité de Bhattacharyya, l’inégalité
de Kiefer, etc.
Les bornes inférieures de l’EQM se classent en deux catégories distinctes : les bornes détermi-
nistes lorsque les paramètres 0 sont supposés déterministes et les bornes bayésiennes lorsque les
paramètres  sont supposés aléatoires avec une densité de probabilité a priori p (). Les bornes
déterministes sont : la borne de Cramér-Rao [Fis22] [Dug37] [Fre43] [Dar45] [Rao45] [Cra46], la
borne de Bhattacharyya [Bha46] [FG52], la borne de Chapman-Robbins [Ham50] [CR51] [Kie52],
la borne de Barankin [Bar49] [MS69], et la borne d’Abel [Abe90] [Abe93]. Les bornes bayésiennes
se sub-divisent en deux catégories : les bornes de la famille Ziv-Zakaï qui dérivent d’un problème
de test d’hypothèse binaire (et plus généralement d’un test d’hypothèses M -aires) et les bornes
de la famille Weiss-Weinstein qui dérivent, comme les bornes déterministes, d’un principe d’in-
égalité de covariance. La famille Ziv-Zakaï est composées de la borne de Ziv-Zakaï [ZZ69], de
la borne de Bellini-Tartara [BT74], de la borne de Chazan-Zakaï-Ziv [CZZ75], de la borne de
Weinstein [Wei88], de la borne de Bell-Steinberg-Ephraim-VanTrees [BSET97] et de la borne
de Bell [Bel95]. La famille Weiss-Weinstein est composée de la borne de Cramér-Rao bayé-
sienne [Van68], de la borne de Bobrovsky-MayerWolf-Zakaï [BMWZ87], de la borne de Bhat-
tacharyya bayésienne [Van68], de la borne de Bobrovsky-Zakaï [BZ76], de la borne de Reuven-
Messer [RM97] et de la borne de Weiss-Weinstein [WW85].
Il faut garder présent à l’esprit que les bornes déterministes sont des minorants de l’EQM
locale en 0 c’est-à-dire de
EQMlocale (0) =
Z



^ (y)  0

^ (y)  0
H
p (yj0) dy; (2.1)
où y 2
 est un vecteur aléatoire d’observations, p (yj0) représente la vraisemblance des obser-
vations paramétrée par la vraie valeur du paramètre 0 dont ^ (y) est un estimateur.
D’un autre côté, les bornes bayésiennes sont des minorants de l’EQM globale, c’est-à-dire de
EQMglobale =
Z

Z



^ (y)  

^ (y)  
H
p (y;) dyd; (2.2)
où  2  est le vecteur de paramètres aléatoires muni d’une densité de probabilité a priori
p () = p(y;)p(yj) où p (y;) est la densité de probabilité jointe des observations et des paramètres.
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Cette profusion désordonnée a nuit à l’utilisation et à la dissémination de ces bornes puisqu’il
devenait diﬃcile pour le chercheur non spécialiste de discerner les diﬀérents concepts théoriques
sous-jacents à leur l’établissement permettant de les retranscrire dans le contexte d’un problème
d’estimation spécifique.
Les travaux théoriques sur les bornes minimales que nous avons menés sont basés sur les résul-
tats concernant l’unification des bornes déterministes [Gla72]. En eﬀet, l’ensemble des bornes dé-
terministes peut être exprimé comme la solution d’un problème de minimisation sous contraintes.
Le choix spécifique des contraintes conduit aux diﬀérentes bornes déterministes.
– En adoptant la même demarche, nous avons unifié les bornes Bayésiennes de la famille
Weiss-Weinstein [RFL05a] [RFL05b] [RFL+08]. Nous avons démontré que cette famille est
également la solution d’un problème d’optimisation sous contraintes. Particulièrement, nous
avons établi un pont entre les bornes susmentionnées et la “meilleure” borne bayésienne :
l’EQM de l’estimateur de la moyenne conditionnelle. Ceci nous a permis d’établir une
relation d’ordre entre les diﬀérentes bornes souvent inaccessible dans les développements
traditionnels exploitant une inégalité de covariance. Ce point sera approfondi dans la suite
de ce chapitre et le lecteur pourra également se reporter à l’annexe C.
– De plus, ces contraintes sont sensiblement similaires aux contraintes intervenant dans l’uni-
fication des bornes déterministes. A la lumière d’une telle analogie, il est apparu que toutes
les bornes déterministes ont une version Bayésienne dans la famille Weiss-Weinstein et vice
versa. Ceci nous a conduit à proposer deux nouvelles bornes minimales : la version Bayé-
sienne de la borne d’Abel [RFLR06] en collaboration avec Christ Richmond du MIT Lincoln
Laboratory (USA) et la version déterministe de la borne de Weiss-Weinstein. Cette dernière
apparaît comme un outil performant dans l’étude de la prédiction du décrochement et est
encore actuellement à l’étude (voir l’annexe K pour les avancées récentes de ce travail).
Afin de tirer partie des résultats théoriques obtenus, nous avons appliqué ces bornes à diﬀé-
rents problèmes d’estimation.
Dans ce contexte, j’ai participé au réseau d’excellence Européen NEWCOM (Network of
Excellence in Wireless COMmunications) dont le but est de renforcer les liens entre les diﬀérents
groupes de recherche leader dans le domaine des "systèmes de communications numériques sans
fils après la 3G". L’un des problèmes majeurs est la caractérisation des performances d’estimation
traitée au sein du Département 2 (MIMO Radio Channel Modelling for Design Optimisation and
Performance Assessment of Next Generation Communication Systems).
– Nous avons proposé une forme simplifiée des bornes d’Abel (déterministe et bayésienne).
Cette forme dépend explicitement de la borne de Cramér-Rao (bayésienne) et de la borne
de Chapman-Robbins (Bobrovsky-Zakaï dans le contexte bayésien). Elle est plus pertinente
que ces deux dernières sans nécessiter une charge de calcul supplémentaire [RAFL07].
– Pour un problème de communications numériques (estimation de fréquences porteuses
avec symboles pilotes) et d’analyse spectrale, nous avons proposé diﬀérentes formes ana-
lytiques pour l’ensemble des bornes déterministes et bayésiennes de la famille Weiss-
Weinstein [Ren07].
– La plupart des bornes étudiées requièrent une maximisation par rapport à des paramètres
appelés points tests. Nous avons étudié le comportement de ces points tests et nous en
avons déduit des bornes moins gourmandes en charge de calcul [RAFL07].
– Nous avons également montré comment l’évolution de la valeur optimale des points tests
permet de prédire de manière automatique les valeurs de RSB ou du nombre d’observations
pour lesquelles le décrochement des estimateurs apparaît [RAFL07]. Les bornes de Weiss-
Weinstein (déterministe et bayésienne) se sont révélées être un outil intéressant pour prédire
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le décrochement des estimateurs.
Dans la suite de ce chapitre je m’attacherais à détailler les travaux de recherche que j’ai
eﬀectué lors de mon post-doctorat et mon integration à l’Université Paris-Sud. Il sera découpé
en deux parties où j’ai choisi de présenter les travaux que je juge théoriques puis les travaux qui
consistent en une application des bornes inférieures de l’EQM à des problèmes de traitement du
signal.
2.2 Aspects théoriques
Dans cette section, je présente les aspects théoriques de mes travaux. Il s’agit de comprendre
les bornes inférieures de l’EQM pour elles mêmes et sans forcement chercher une finalité appli-
cative.
2.2.1 Bornes déterministes
J’ai travaillé, en collaboration avec Eric Chaumette, ONERA, sur diﬀérents aspect permet-
tant d’unifier et d’étendre les bornes déterministes (lorsque les paramètres sont supposés déter-
ministes) :
– Une grande variété de traitement incorpore un test de detection binaire afin de réduire le
jeu des observations et d’estimer les paramètres d’intéret. Ce conditionnement n’était pas
pris en compte lors de l’etablissement des bornes inférieures de l’EQM. Nous avons réecrit
ces bornes dans ce contexte et les avons appliquées aux traitements de données radar.
Voir [CGV+07] pour les détails.
– Les bornes déterministes sont un outil particulièrement utile pour approximer la valeur du
RSB pour laquelle l’EQM d’un estimateur décroche. L’une des bornes capable de prédire
ce décrochement est la borne de Barankin et, plus précisement, les diﬀérentes approxi-
mations de cette borne. Ces approximations résultent d’une transformation linéaire de la
contrainte de biais nulle uniforme introduite par Barankin. Néanmoins, il existe également
des transformations non-linéaires qui peuvent étre utilisées pour certaine classe de den-
sité de probabilité des observations. Nous avons mélangé ces transformations (linéaires et
non-linéaires) afin d’obtenir de nouvelles bornes plus précises pour la prédiction du décro-
chement. Voir annexe J et annexe K pour les détails.
2.2.2 Bornes bayésiennes
Il s’agit en fait d’un travail commencé durant ma thèse mais dont les démonstrations ainsi
qu’une présentation plus claire ont été continuées durant mon séjour post-doctoral et ont été
publiées dans [RFL+08] (joint en annexe C). La famille Weiss-Weinstein repose sur un principe
d’inégalité de covariance et de ce fait semble plus naturelle que les bornes de la famille Ziv-
Zakaï pour lesquelles une réécriture astucieuse de l’EQM est nécessaire. Nous avons présenté une
unification des bornes de la famille Weiss-Weinstein basée sur l’unification précédement proposée
pour les bornes deterministes dans [Gla72]. Il est bon de noter qu’une première approche pour
l’unification des bornes de la famille Weiss-Weinstein a déjà été proposée par Weiss et Weinstein
dans [WW88]. Cette approche se fonde sur l’inégalité suivante démontrée dans [WW88]
EQMglobale 
E2y; [ (y; )]
Ey;

 2 (y; )
 ; (2.3)
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où l’espérance mathématique porte sur la loi jointe p (y; ) et où la fonction  (y; ) doit vérifierZ

 (y; ) p (y; ) d = 0: (2.4)
Weiss et Weinstein donnent plusieurs fonctions  (y; ) vérifiant (2.4) pour lesquelles on re-
trouve la borne de Cramér-Rao bayésienne, la borne de Bhattacharyya bayésienne, la borne de
Bobrovsky-Zakaï et la borne de Weiss-Weinstein. Malheureusement, il n’existe pas de règle géné-
rale pour trouver  (y; ) et cette étude ne permet pas de déduire systématiquement une relation
d’ordre entre les diﬀérentes bornes. Ici, l’unification de la famille Weiss-Weinstein s’appuie sur la
meilleure borne bayésienne, à savoir l’EQM de l’estimateur de la moyenne conditionnelle. En ré-
écrivant cette EQM nous unifions la borne de Cramér-Rao bayésienne, la borne de Bhattacharyya
bayésienne, la borne de Bobrovsky-Zakaï, la borne de Reuven-Messer, la borne de Bobrovsky-
MayerWolf-Zakaï et la borne de Weiss-Weinstein. L’intérêt de cette approche provient du fait
qu’elle nous permet d’obtenir des relations d’ordre entre les diﬀérentes bornes proposées puisque
nous les comparons directement à la borne ultime.
Dans le contexte bayésien, l’EQM globale minimale est obtenue par l’estimateur de la moyenne
conditionnelle ^ (y) =
R

p (jy) d. L’obtention d’une forme analytique de cette EQM est un
problème généralement non-trivial. L’estimateur de la moyenne conditionnelle est solution du
problème de minimisation suivant
min
^(y)
Z


Z


^ (y)  
2
p (y; ) ddy: (2.5)
On peut réécrire ce problème sous la forme d’un problème d’optimisation sous contraintes(
min
v
R


R

v2 (y; ) p (y; ) ddy
sujet à v (y; ) = ^ (y)  
(2.6)
D’un autre côté, en posant x =

yT 
T et v (y; ) = u(y;)p
p(y;)
, la solution du problème
d’optimisation sous contraintes suivant8<:
min
v
R


R

v2 (y; ) p (y; ) ddy
sujet à
R


R

v (y; ) gk (y; )
p
p (y; )ddy =ck k = 0; :::;K;
(2.7)
est donnée par le résultat suivant :
Soit x 2MN1 (R) un vecteur réel. Soient f (x) et g (x) deux fonctions de RN ! R. Soit
hf (x) ; g (x)i =
Z
RN
f (x) g (x) dx; (2.8)
un produit scalaire de ces deux fonctions et sa norme associée kf (x)k2 = hf (x) ; f (x)i. Soit
u (x), g0 (x),..., et gK (x), un jeu de fonctions de RN ! R et c0, c1,..., et cK , K + 1 nombres
réels. Alors, le minimum de ku (x)k2 avec les K + 1 contraintes
hu (x) ; gk (x)i = ck pour k = 0; :::;K; (2.9)
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est donné par (
min
u
ku (x)k2 = cTG 1c;
sujet à (2.9),
(2.10)
avec
c =

c0 c1    cK
T
; (2.11)
et
Gm;n = hgm (x) ; gn (x)i : (2.12)

Nous avons établi l’équivalence entre l’unique contrainte du problème d’optimisation (2.6) et
un continuum de contraintes particulières du problème d’optimisation (2.7). Ce continuum n’est
pas utilisable en l’état dans le théorème précédent, puisque par définition, il correspond à une
infinité de contraintes qui conduirait à un vecteur c et une matrice G de dimensions infinies.
Néanmoins, en réduisant ce continuum, c’est-à-dire en choisissant des valeurs particulières pour
f (y; ), h, et s en nombre fini, on obtiendra, par le théorème précédent, une EQM minimale
globale inférieure à l’EQM de l’estimateur de la moyenne conditionnelle, donc, par définition,
à des bornes minimales d’estimation. Le choix des paramètres f (y; ), h, et s donne une ap-
préciation de la “distance” à l’EQM de l’estimateur de la moyenne conditionnelle, c’est-à-dire
que plus on choisira de valeurs, plus on se rapprochera du continuum et donc de la meilleure
borne minimale. Les choix des paramètres f (y; ), h, et s conduisant aux diﬀérentes bornes de
la famille Weiss-Weinstein ainsi que les preuves et détails calculatoires sont donnés en annexe
C.
2.2.3 Bornes hybrides
Nous avons parlé dans les sections précédentes de la borne de Cramér-Rao déterministe (BCR)
et de la borne de Cramér-Rao bayésienne (BCRB). Ces deux bornes sont parmi les bornes les
plus utilisées dans les problèmes classiques de traitement du signal. Cependant certains scénarios
nécessitent l’estimation conjointe de paramètres déterministes et de paramètres aléatoires. Dans
de tels cas, ni la BCR, ni la BCRB ne permettent d’évaluer les performances de l’estimation
réalisée et il n’est pas toujours cohérent de contourner le problème grâce à une marginalisation
ou grâce à une borne de Cramér-Rao modifiée. Le problème a été partiellement résolu par l’intro-
duction d’une borne de Cramér-Rao dite hybride permettant de considérer un vecteur paramètres
d’intérêt composé de paramètres déterministes et aléatoires [RS87a,RS87b,Mes06]. Cette borne
hybride a été démontrée avec des hypothèses restrictives pour répondre à des scénarios particu-
liers qui avaient la particularité de présenter des paramètres aléatoires r et déterministes d
(avec T =

Tr ; 
T
d
T ) indépendants c’est à dire tels que :
p (rjd) = p (r) : (2.13)
Les formules alors utilisées, en particulier dans [Mes06], ne sont donc pas valables dans le cas
général.
Nous avons généralisé le travail mené par [RS87a,RS87b] dans le but d’avoir une formulation
de la borne de Cramér-Rao générale et ce, quelle que soit la nature des paramètres d’intérêt
(déterministes et/ou aléatoires). Ce travail a été eﬀectué lors de la thése de doctorat de Stéphanie
Bay et les détails sont donnés en annexe B.
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Nous avons défini la matrice d’information hybride (MIH) de la manière suivante
H (d) , Ey;r jd
  ln p (y;rjd) (2.14)
= Ey;r jd
h
(r ln p (y;rjd)) (r ln p (y;rjd))T
i
; (2.15)
En développant la log-vraisemblance :
ln p (y;rjd) = ln p (yjr;d) + ln p (rjd) ;
nous obtenons :
H (d) = Er jd [F()] + Er jd

 ln p (rjd)

;
où F() est la matrice d’information de Fisher
F() = Eyj
h
  ln p(yj)
i
: (2.16)
Nous avons ensuite démontré que l’inverse de la matrice d’information hybride est un mino-
rant de l’EQM du vecteur paramètre d’intérêt . La démonstration est similaire à celle menée
dans [Mes06] mais avec certaines hypothèses moins restrictives ce qui constitue une généralisation
de l’inégalité de Cramér-Rao :
Si ^ est un estimateur non biaisé du vecteur paramètre  =

Tr 
T
d
T , alors
CH^ (d)  (H (d)) 1 =

Ey;r jd
h
  ln p (y;rjd)
i 1
; (2.17)
où CH^ (d) est la matrice de covariance, et F() la matrice d’information de Fisher.
Pour illustrer ce résultat, nous avons appliqué cette borne dans le cadre de l’estimation
d’un oﬀset de phase et de sa dérive linéaire dans le cas d’une transmission MPD2. Diﬀérentes
contributions ont déjà partiellement traité ce problème. En particulier, dans leur article [BC07],
Barbieri et Colavolpe ont calculé la borne de Cramér-Rao associée à l’estimation d’un oﬀset de
phase en considérant le bruit de phase comme un paramètre de nuisance dans une transmission
data-aided. Nous avons de plus montré que la borne hybride présentée dans l’article de Messer
[Mes06] conduit à une impasse en aboutissant à une matrice d’information non inversible.
On souhaite transmettre une séquence binaire non codée à travers un canal perturbé par un
bruit additif blanc et gaussien. Après échantillonnage, les observations y = [y1    yK ]T s’écrivent
en bande de base :
yk = ake
jk + nk avec k = 1 : : :K; (2.18)
où ak représente le kème bit transmis inconnu. nk représente toujours un bruit additif, circu-
laire, blanc, gaussien de moyenne nulle et de variance 2n. Les symboles transmis sont considérés
indépendants et identiquement distribués. Diﬀérentes sources de bruit viennent perturber la ré-
cupération de la phase. Nous avons travaillé sur un modèle général qui prend en compte la dérive
linéaire présente dans chaque système de transmission ainsi qu’un bruit de phase de variance
inconnue :
k = k 1 +  + wk; (2.19)
où k représente la phase que nous souhaitons estimer,  représente la dérive linéaire qui est
un paramètre déterministe mais inconnu. wk est un bruit additif blanc gaussien indépendant et
identiquement distribué, de moyenne nulle et de variance 2w inconnue. Ce modèle est couram-
ment utilisé pour décrire le comportement d’oscillateurs réels [McN94,DMR00]. Un des points
intéressants à remarquer est que les observations sont indépendantes mais non identiquement
distribuées. La log-vraisemblance s’écrit dans ce cas
2.3. ASPECTS APPLICATIFS 27
ln p (yjK ;d) =
KX
k=1
ln
0@ X
a2f 1;+1g
p(ykjak = a; k; n) p(ak = a)
1A
=
KX
k=1

ln
  2n  1 + jykj22n + ln

cosh

2
2n
<

yke
 jk

; (2.20)
où d , [  n w ]T ; et K = [1    K ]T : Les symboles ak sont considérés comme des para-
mètres de nuisance. y représente le vecteur d’observation et le vecteur paramètre d’intérêt est la
concaténation de deux vecteurs, l’un représentant les paramètres inconnus déterministes d et
l’autres les paramètres inconnus aléatoires :
 ,

r
T d
T
T où r , K = [1    K ]T ;
d , [  n w ]T :
(2.21)
Le lecteur trouvera en annexe B l’expression analytique de la borne de Cramér-Rao hybride
ainsi que quelques résulats de simulations.
2.3 Aspects applicatifs
Je vais maintenant détailler les travaux qui concernent l’application des bornes inférieures de
l’EQM à des problèmes de traitement du signal. Depuis mon post-doctorat (2006-2007) et mon
recrutement en temps que Maître de Conférence en octobre 2007, mon activité de recherche à
principalement consisté à montrer à la communauté scientifique l’utilité des bornes inférieures
de l’erreur quadratique moyenne pour le traitement du signal. En particulier, j’ai souhaité ac-
centuer mes recherches vers le fait que ces bornes ne sont pas de simple outils théoriques mais
qu’elles peuvent être utiles en pratique dans les systèmes multi-capteurs du futur. Nous avons
travaillé sur les bornes de Cramér-Rao qui restent une bonne source d’information concernant
les performances asymptotiques des estimateurs, mais aussi sur la borne de Barankin et ces
approximations ainsi que sur la borne de Weiss-Weinstein.
2.3.1 Borne de Cramér-Rao
2.3.1.1 Applications directes
2.3.1.1.1 Localisation de source en champ proche Dans le cadre de la thèse de Moham-
med Nabil El Korso, nous nous sommes intéressés à la localisation de source en champ proche.
La localisation passive de sources à l’aide d’une antenne composée d’un réseau de capteurs
est un sujet d’une importance croissante avec plusieurs applications à la clef : radar, sismolo-
gie, communication numériques, etc. Le cas de la localisation de sources en champ lointain a
été largement traité et une pléthore d’algorithmes d’estimation a été proposée dans la littéra-
ture [Kie52,Cap69,LC03b,KT83,LVT89,Van95,CM97,KV96,Mar98,Van02,SM05b]. Dans cette
configuration, on peut faire l’hypothèse que les fronts d’ondes sont plans. Cependant, si les sources
sont localisées dans le champ proche, la courbure des fronts d’ondes incidents sur les capteurs ne
peut plus être négligée. Par conséquent, chaque source doit être caractérisée par son azimut et sa
distance (la distance entre la source et un point de référence sur l’antenne considérée). Il existe dif-
férents algorithmes d’estimation adaptés à ce problème [HB91,YF98,GAMH05,ZC07,EBBM09],
mais il existe très peu de travaux étudiant les performances optimales associées à ce modèle.
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En traitement d’antenne on peut distinguer deux types de modèles concernant les signaux
issus de sources [Van68, SN89, Kay93, OVSN93] : 1) le modèle déterministe (ou conditionnel),
c’est-à-dire, où l’on suppose que les signaux sont déterministes mais inconnus, et 2) le modèle
stochastique (ou inconditionnel), c’est-à-dire, où l’on suppose que les signaux émis suivent une
loi Gaussienne complexe circulaire de moyenne nulle et de matrice de covariance  inconnue. La
validité du modèle dépend de l’application en question. En eﬀet, l’hypothèse du modèle stochas-
tique n’est pas valable pour des applications telles que le radar avec des formes d’onde connues
à l’émission [Van01,BT06,NS09] ou la communication radio [LC03a] par exemple. Dans ce cas,
le choix légitime serait alors de considérer un modèle déterministe. Cependant, d’autres applica-
tions sont mieux décrites par le modèle stochastique, comme, le traitement sismique [Van02] ou
la tomographie [Hay85].
Pour caractériser les performances des estimateurs, la borne de Cramér-Rao (BCR) est un
outil mathématique très utilisé en traitement du signal. Cette dernière exprime une borne infé-
rieure de la matrice de covariance d’erreur de tout estimateur non biaisé [Cra46]. Bien entendu,
la BCR dépend du modèle considéré. De ce fait, dans le cas de l’estimation de direction d’ar-
rivée d’une source située en champ proche nous avons étudié les deux BCRs ; la BCR pour le
modèle déterministe, dénommée la BCR déterministe (BCRD) et la BCR pour le modèle aléa-
toire, dénommée la BCR stochastique (BCRS). Il faut noter qu’asymptotiquement, la BCRS
est atteinte en terme de nombre d’observations par l’estimateur du maximum de vraisemblance
stochastique (MVS) [SN89,OVSN93]. La BCRD est, quant à elle, atteinte asymptotiquement en
terme de rapport signal à bruit (RSB) (ou en nombre de capteurs) par l’estimateur du maximum
de vraisemblance déterministe (MVD) [RFCL06].
La plupart des résultats existants dans la littérature sur la BCRS et la BCRD concerne la
localisation de sources en champ lointain. De plus, il est important de dire que la majeure partie
de ces résultats donnent seulement des expressions matricielles de la matrice d’information de
Fisher (MIF) qui est l’inverse de la BCR. De ce fait, le coût calculatoire associé à la BCR est très
important pour un grand nombre des observations (en ce qui concerne la BCRD) ou un grand
nombre de capteurs (en ce qui concerne la BCRS), d’où la nécessité d’avoir des expressions non
matricielles pour le calcul de la BCR. Dans [SN90a], la BCRS a été indirectement calculée dans
le cas asymptotique (en terme de nombre des observations) comme étant équivalente à la matrice
de covariance du MVS. Dix ans après, Stoica et al. [SLG01], Pesavento et Gershman [PG01] et
Gershman et al. [GSPL02] ont recalculé la BCRS sous forme matricielle (avant inversion de la
MIF qui est simplement donnée par la formule de Slepian Bang [SM05b]) dans le cas d’un bruit
blanc, coloré et de matrice de covariance inconnue. D’autre part, la BCRD pour le contexte
champ lointain a été calculée par Stoica et al. dans [SN89].
Contrairement au champ lointain, la BCR pour les problèmes de localisation de source en
champ proche a été peu étudiée. On peut trouver des expressions matricielles pour la BCRS
dans [WF93]. Récemment, Grosicki et al. [GAMH05] ont étendu les formules matricielles de
la BCRS dans le contexte du champ lointain au champ proche. A notre connaissance, aucune
expression analytique non matricielle de la BCRS ou de la BCRD n’était disponible dans la
littérature. Nous avons calculé et analysé des expressions non matricielles compactes de la BCRD
et de la BCRS dans le cas d’une source à bande étroite située en champ proche.
Nous avons considéré une Antenne Linéaire Uniforme (ALU) composée de N (N > 1) cap-
teurs avec une distance entre capteurs notée d. L’ALU reçoit un signal émis par une source à
bande étroite située dans le champ proche. Par conséquent, le modèle d’observation peut s’écrire
comme suit
yn(t) = s(t)e
jn + vn(t); (2.22)
avec t = 1; : : : ; T et n = 0; : : : ; N   1. yn(t) et s(t) représentent le signal observé à la sortie
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du neme capteur et le signal source, respectivement. Le processus aléatoire vn(t) est un bruit
additif et T est le nombre d’observations. Puisque la source est supposée dans le champ proche
de l’antenne, le retard temporel n qui représente le temps de propagation du signal de la source
au neme capteur est donné par [GAMH05]
n =
2r

 r
1 +
n2d2
r2
  2nd sin 
r
  1
!
; (2.23)
où  est la longueur d’onde et r,  2 [0; =2[ représentent la distance et l’azimut du signal source,
respectivement. Si la distance appartient à la région de Fresnel [HB91], c’est-à-dire, si
0:62(d3(N   1)3=)1=2 < r < 2d2(N   1)2=; (2.24)
alors le temps de propagation n peut être approximé par
n = !n+ n
2 +O

d2
r2

; (2.25)
où ! et  sont généralement appelées les angles électriques. Ils s’expriment en fonction des
paramètres physiques du problème à l’aide de ! =  2 d sin() et de  =  d
2
r cos
2().
Par conséquent, en utilisant (2.25), le modèle des observations peut s’écrire comme suit
yn(t) = s(t)e
j(!n+n2) + vn(t): (2.26)
De ce fait, le vecteur d’observation peut être exprimé comme suit
y(t) = [y1(t) : : : yN (t)]
T = a(!; )s(t) + v(t); (2.27)
où v(t) = [v1(t) : : : vN (t)]T et où le neme élément du vecteur directionnel a(!; ) est donné par
[a(!; )]n = e
j(!n+n2) (notons que pour le champ lointant  est supposé égal à zero).
Les hypothèses suivantes seront utilisées :
– On admet que le bruit est un processus complexe circulaire blanc Gaussien aléatoire avec
une moyenne nulle et une variance inconnue 2,
– Le bruit est supposé décorélé temporellement et spatialement,
La fonction de densité de probabilité conjointe des observations  = [yT (1) : : :yT (T )]T pour
un vecteur de paramètres inconnus  donné peut s’écrire comme suit :
p(j ) = 1
NT det()
e ( )
H 1( ); (2.28)
où  et  représentent la matrice de covariance et la moyenne de , respectivement.
Après calcul et inversion de la matrice d’information de Fisher (voir [EBRM10]), nous avons
obtenu les résultats suivants :
– BCR pour le modèle déterministe
Premièrement, pour le modèle déterministe avec s(t) = (t)ej(2f0t+ (t)) qui représente le
signal émis pour une fréquence porteuse valant f0 et (t),  (t) représentent l’amplitude réelle
et la phase de la source, respectivement. Notons  = [ (1) : : :  (T )]T et  = [(1) : : : (T )]T
où les vecteurs de paramètres inconnus sont  = [!   T T 2]T (si on s’intéresse aux angles
électriques) ou  = [ r  T T 2]T (si on s’intéresse aux paramètres physiques). Ainsi on
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aura  = 2INT et  = [s(1)aT (!; ) : : : s(T )aT (!; )]T : Les expressions non matricielles de la
matrice BCRD() correspondant aux angles électriques, pour N  3, sont données par
BCRD(!) =
6(2N   1)(8N   11)
DRSB(N2   1)N(N2   4) ; (2.29)
BCRD() =
90
DRSB(N2   1)N(N2   4) ; (2.30)
BCRD ( (t)) =
1
22(t)DRSB
N4   31N3 + 48N2   26N + 2
N2(N + 1)(N2   4) ; 8t (2.31)
BCRD ((t)) =
2
2N
8t; (2.32)
et
BCRD
 
2

=
4
NT
: (2.33)
Et les termes croisés sont donnés par BCRD (!; ) = BCRD (; !) =   90DRSBN(N2 4)(N+1) .
Les expressions non matricielles de la BCRD pour une source située dans le champ proche,
avec N  3 et  6= 2 , sont données par
BCRD() =
32
2DRSBd22 cos2()
(8N   11)(2N   1)
(N2   1)N(N2   4) ; (2.34)
BCRD(r) =
6r22
DRSB2d4
 15r
2 + 30drp1(N) sin() + d
2p2(N) sin
2()
p3(N) cos4()
;
où p1 (N) = N   1, p2(N) = (8N   11)(2N   1) et p3(N) = N(N2   1)(N2   4).
Notons que, bien sûr,BCRD ( ),BCRD () et BCRD
 
2

restent inchangées. Et les termes
croisés entre  et r s’expriment désormais comme suit
BCRD (; r) = BCRD (r; ) =   3
2r
DRSB2d3
15rp1(N) + dp2(N) sin()
p3(N) cos3()
: (2.35)
– BCR pour le modèle aléatoire
Concernant le calcul de la BCRS pour des signaux sources supposés complexes circulaires
Gaussiens (de moyenne nulle et de variance 2s) indépendants du bruit, les vecteurs de para-
mètres inconnus sont donnés par  = [!  2s 2]T (si on s’intéresse aux angles électriques) ou
# = [ r 2s 
2]T (si on s’intéresse aux paramètres physiques). De ce fait, y(t)j  CN (0;) 8t =
1; : : : ; T , où la matrice de covariance est donnée par  = 2sa(!; )aH(!; ) + 2IN . Les expres-
sions non matricielles de BCRS() correspondant aux angles électriques, pour N  3, sont
données par
BCRS(!) =

1 +
1
SRSB N

6(2N   1)(8N   11)
SRSB T (N2   1)N(N2   4) ; (2.36)
BCRS() =

1 +
1
SRSB N

90
SRSB T (N2   1)N(N2   4) : (2.37)
De plus, les termes croisés sont donnés par
[BCRS()]1;2 = [BCRS()]2;1 =  

1 +
1
SRSB N

90
SRSB TN(N2   4)(N + 1) : (2.38)
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Les expressions non matricielles de BCRS(#) pour une source située dans le champ proche,
avec N  3 et  6= 2 , sont données par
BCRS() =

1 +
1
SRSB N

32
2SRSB Td22 cos2()
(8N   11)(2N   1)
N(N2   1)(N2   4) ; (2.39)
BCRS(r) =

1 +
1
SRSB N

6r22
SRSB T2d4
15r2 + 30dr(N   1) sin() + d2(8N   11)(2N   1) sin2()
N2(N2   1)(N2   4) cos4() :
(2.40)
Les termes croisés entre  et r sont donnés par
[BCRS(#)]1;2 = [BCRS(#)]2;1
=  

1 +
1
SRSB N

32r
SRSB T2d3
15r(N   1) + d(8N   11)(2N   1) sin()
N(N2   1)(N2   4) cos3() :
(2.41)
Ces expressions analytiques nous ont permis de remarquer que :
– La BCRD et la BCRS sont invariantes par rapport à la phase du signal source.
– Comme dans le cas du champ lointain, BCRD() et BCRS() ne dépendent que de l’azimut
selon 1= cos2(). De ce fait, l’ALU n’est pas une antenne isotrope pour une source située
en champ proche.
– BCRD(r) et BCRS(r) dépendent à la fois de l’azimut et de la distance. Pour ; r / d, la
dépendance par rapport à la distance est quant à elle de O(r2), ce qui veut dire que l’esti-
mation s’améliore quand la source se rapproche de l’antenne (cependant il faut respecter la
contrainte de la région de Fresnel 2.24). La dépendance en la distance par rapport à l’azi-
mut est 1= cos4(). Si  est proche de =2, BCR(r) tend vers l’infini et cette convergence
est plus rapide que celle de BCR().
– Pour un nombre suﬃsant de capteurs, BCRD(), BCRD(r), BCRS() et BCRS(r) sont de
l’ordre de O(1=N3).
– Pour  / d, BCRD() et BCRS() sont indépendantes de la fréquence porteuse f0. Ce qui
n’est pas le cas de BCRD(r) et de BCRS(r).
– Pour un grand nombre de capteurs et une distance entre capteurs fixée, BCRD() et
BCRS() exprimées dans le champ proche tendent vers les BCR exprimées dans le champ
lointain [SN90b]. Cette dernière remarque est en adéquation avec l’intuition car, du fait de
la contrainte (2.24) un grand nombre de capteurs implique une grande distance entre la
source et l’antenne (tout en restant dans le région de Fresnel.)
– Les expressions de la BCRD montrent que les paramètres physiques d’intérêt sont forte-
ment couplés vu que BCRD (; r) est O(1=N3) comme BCRD() et BCRD(r). Les mêmes
remarques s’appliquent pour la BCRS.
2.3.1.1.2 Processus non-gaussien Dans le contexte de la detection radar, l’estimation de
la matrice de covariance du clutter est la pierre angulaire permettant de réaliser des detecteurs
optimaux. Bien que le cas d’un clutter gaussien ait été intensivement étudié, les nouvelles avan-
cées technologiques ont montré que les modèles de clutter non-gaussien doivent être pris en
compte. Parmi ces modèles, les vecteurs aléatoires sphériquement invariants sont particulière-
ment interessants puisqu’ils incluent le modèle de clutter K-distribué connu pour être à même
de bien représenter les données réelles. Plus précisement, l’estimateur au sens du maximum de
vraisemblance de la matrice de covariance d’un clutter K-distribué a déjà été proposé dans la
littérature. Avec Fréderic Pascal, SONDRA/Supelec, nous avons proposé une analyse statistique
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de cet estimateur au travers de sa consistence et son caractère non-biaisé pour un nombre fini
d’échantillons. Afin, de montrer l’eﬃcacité de cet estimateur, nous avons également calculé une
forme analytique de la borne ce Cramér-Rao. Voir l’annexe D pour les détails.
2.3.1.2 Applications indirectes
2.3.1.2.1 Convergence de l’algorithme EM Avec Cédric Herzet, INRIA, nous avons étu-
dié la vitesse de convergence moyenne de l’algorithme EM. Nous avons montré que le comporte-
ment asymptotique (en termes de nombre d’observations) de cet algorithme peut être décrit en
fonction des bornes de Cramér-Rao associées aux jeu de données complétes et incomplétes et que
la borne de Cramér-Rao associée aux données complétes n’est autre que la borne de Cramér-Rao
modifiée. Les détails sont donnés en annexe A.
2.3.1.2.2 Seuils de résolution limites Le seuil statistique de résolution limite (SRL), aussi
nommé pouvoir séparateur, c’est-à-dire, la distance minimale entre deux signaux permettant une
correcte séparation/estimation des paramètres d’intérêt, est un sujet d’une importance croissante
et qui vise diverses applications comme le radar, le sonar, le traitement d’images, l’analyse
spectrale, etc. En traitement d’antenne, pour la formation de voies, le seuil de résolution ne
dépend que de l’ouverture de l’antenne [Ste76]. Ainsi, on peut citer la résolution de Fourier et de
Rayleigh données respectivement par la largeur du lobe principal de la fonction de directivité et sa
largeur à 3 dB [Mar98,Abe06], respectivement. Avec la venue des méthodes à haute résolution,
les seuils de la résolution définis par Fourier et Rayleigh ont été repoussés, d’où la nécessité
d’introduire de nouveaux critères du seuil statistique de résolution limite.
Dans la littérature on définit/calcule le SRL principalement selon trois familles de critères
[Cox73,KB86,Lee92,Lee94,SD95,Dil98,Smi98,SM05a,Smi05,DA06,LN07,FLV08,AW08,AD08,
KG09,KBRM11b,KBRM11a,VEB+11,EBRM11a,EBRM11b] :
1. La première famille est basée sur le pseudo-spectre des algorithmes d’estimation (voir fi-
gure 2.4.) Si nous supposons, par exemple, que deux signaux sont paramétrés par les di-
rections d’arrivée (DDA) 1 et 2, alors, le critère de Cox [Cox73] stipule que les deux
signaux sont résolus si les moyennes des valeurs du pseudo-spectre aux points 1 et 2 sont
inférieures à la moyenne de la valeur du pseudo-spectre au point 1+22 . Un second critère,
basé lui aussi sur le pseudo-spectre, a été proposé par Sharman et Durrani [SD95] et stipule
que les deux signaux sont résolus si la dérivée seconde de la moyenne du pseudo-spectre au
point 1+22 est négative.
On remarque bien que cette famille de critères est spécifique aux algorithmes utilisés. Pour
plus d’exemples, le lecteur pourra se référer aux références suivantes [Cox73,KB86,SD95,
AD08]. Dans la suite, nous présenterons deux autres familles de critères valables pour tout
type d’algorithme.
2. La seconde famille est basée sur un test d’hypothèses binaires [SM05a,LN07,AW08]. L’idée
principale consiste à utiliser ces tests d’hypothèses pour décider si un ou deux signaux sont
présents. Le but est alors de relier la distance minimale (entre les deux signaux pour un
rapport signal à bruit donné) à la probabilité de fausse alarme Pfa et/ou à la probabilité de
détection Pd. Ainsi, dans [SM05a], Sharman et Milanfar ont considéré le problème du calcul
du SRL en analyse spectrale en utilisant le test du rapport de vraisemblance (TRV). Par
conséquent, les auteurs ont calculé l’expression du SRL pour une Pfa et une Pd données.
Dans [LN07], Liu et Nehorai ont défini le seuil de résolution limite angulaire (c’est-à-dire,
le SRL par rapport aux DDA) en utilisant le TRV dans sa forme asymptotique en terme
de nombre d’observations. A cet eﬀet, les auteurs ont relié l’expression du SRL à la borne
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de Cramér-Rao. Enfin, on peut trouver dans [AW08] le calcul du SRL par rapport aux
fréquences pour des sinusoïdes complexes en utilisant, cette fois ci, l’approche Bayésienne.
3. La troisième famille est basée sur la précision d’estimation des paramètres en terme de
variance [Lee92,LL93,Lee94,Smi98,Dil98,Smi05,EBRM10,KBRM11b,KBRM11a]. Puisque
la BCR est une borne inférieure de l’erreur quadratique moyenne, elle exprime ainsi les
performances ultimes en terme d’estimation paramétrique. Par conséquent, elle peut être
utilisée pour définir/obtenir le SRL. De ce fait, on distingue deux critères intuitifs du SRL
basés sur la BCR :
i) Le premier critère a été introduit par Lee en 1992 [Lee92]. Dans un contexte de traite-
ment d’antenne, il stipule que deux signaux sont correctement résolus par rapport aux
DDA, si l’écart type maximal est inférieur à au moins deux fois la diﬀérence entre 1
et 2. Ainsi, et sous certaines conditions de régularité [LC03b], les écarts types ^1 et
^2 , d’un estimateur non biaisé ^ = [^1 ^2]
T peuvent être approximés par
p
BCR(1)
et
p
BCR(2), respectivement. Par conséquent, le SRL est, selon le critère de Lee,
égal à 2max
np
BCR(1);
p
BCR(2)
o
. Pour des applications se basant sur le critère
de Lee, le lecteur pourra se référer à [Lee92,Lee94,Dil98].
ii) On peut noter que le couplage entre les paramètres est ignoré par ce dernier critère
(c’est-à-dire, absence du terme croisé dans la matrice de Cramèr-Rao BCR(1; 2)).
C’est pour cela que Smith [Smi98, Smi05] a introduit un critère qui tient compte de
ce couplage entre les paramètres d’intérêt. Ce critère est donné comme suit : deux
signaux sont résolus par rapport aux DDA si la diﬀérence entre les DDA, , est plus
grande que l’écart type de la diﬀérence de ces DDA. L’écart type peut être approximé
par la BCR (sous certaines conditions de régularité.) Par conséquent, le SRL au sens
de Smith peut être défini comme étant  = j1   2j pour lequel l’inégalité suivante
 <
p
BCR () (2.42)
est atteinte. Par conséquent, le SRL est donné par la solution de l’équation suivante
2 = BCR () : (2.43)
Dans [Smi98,Smi05], Smith a calculé le SRL (en terme des DDA) pour deux signaux
modélisés par des pôles complexes. Dans [DA06], Delmas et Abeida ont calculé le
SRL en terme de DDA suivant le critère de Smith pour des signaux sources discrets
modulés en BPSK (binary phase-shift keying), QPSK (quadrature phase-shift keying)
et MSK (minimum-shift keying.)
On notera que le SRL basé sur la précision de l’estimation (c’est-à-dire, basé sur la BCR)
est un concept intuitif. Dans [LN07], les auteurs ont relié le SRL basé sur un test d’hypothèses à
celui basé sur la BCR (plus particulièrement celui basé sur le critère de Smith). Ainsi, et pour un
grand nombre d’observations, les auteurs ont montré que le SRL basé sur un test d’hypothèses
binaire peut être écrit comme la solution de l’équation suivante [LN07, eq. 9]
2 =  BCR () ; (2.44)
où  est un facteur de translation exprimé en fonction de Pfa et Pd.
A noter qu’il existe deux autres critères moins utilisés dans la littérature. Le premier est
basé sur le critère d’information d’Akaike (CIA). Dans [SSS95] les auteurs ont relié la fonction
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Figure 2.4 – Illustration du cas sources résolues et sources non résolues à l’aide d’un pseudo-
spectre d’algorithme d’estimation.
relative au CIA à la séparation . Un autre critère est basé sur l’application du lemme de Stein
permettant ainsi de relier la distance de Kullback-Leibler à la séparation  [VEB+11]
Dans le cadre de la thèse de Mohammed Nabil El Korso, nous avons caractérisé le SRL
pour la localisation de sources polarisées et pour la localisation de sources en présence des in-
terférences qui sont des applications pour lesquelles aucun résultat n’était disponible dans la
littérature. Lors du calcul du SRL dans le contexte champ proche (c’est-à-dire, deux paramètres
d’intérêt par source qui sont la distance et la DDA), nous avons constaté que tous les critères
susmentionnés ont été introduits dans le cas d’un seul paramètre d’intérêt par signal. Toutefois,
dans de nombreux problèmes d’estimation, les signaux sont paramétrés par plus d’un paramètre
d’intérêt par signal. On peut citer les problèmes liés au cas Multiple-Input Multiple-Output
(MIMO) [God97,THL+01,GS05,STWT06,NS09] ou dans le cadre général des problèmes d’har-
moniques multidimensionnelles [JStB01,MSPM04], etc. A cet eﬀet nous avons proposé un critère
du SRL pour des signaux multidimensionnels, nommé SRLM (voir annexe F). Ainsi que le cal-
cul du SRLM pour les modèles suivants : modèle harmonique multidimensionnel, le radar MIMO
mais aussi la localisation de sources en champ proche.
Nous avons étudié deux exemples applicatifs du calcul du SRL pour des signaux monodimen-
sionels, c’est-à-dire, des signaux comportant un seul paramètre d’intérêt par source.
– Seuil de résolution limite pour la localisation de sources polarisées
Considérons une antenne linéaire uniforme de type COLD (cocentered orthogonal loop and
dipole array) notée ALU-COLD composée de N capteurs ; où chaque capteur est formé d’une
boucle et d’un dipôle. Cette ALU-COLD reçoit deux signaux provenant de deux sources émet-
trices. Le signal observé par le `eme capteur à la teme observation est donné par [LC91,LSZ96]
y`(t) =

yb(t) yd(t)
T
=
2X
m=1
m(t)ume
j`!m + v`(t); (2.45)
où ` = 0 : : : N   1 et t = 1 : : : T avec T représentant le nombre d’observations. Notons !m =
2
 d sin(m) l’angle électrique où m, d et  représentent l’azimut de lam
eme source, l’espacement
inter-capteur et la longueur d’onde, respectivement. Les deux signaux sources sont modélisés par
m(t) = ame
j(2f0t+m(t)) où am est l’amplitude du signal (non nulle), m(t) la phase du signal et
f0 la fréquence porteuse du signal. Le bruit additif sera noté v`(t) =

vb(t) vd(t)
T . Le vecteur
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de polarisation um est donné par
um =

2jAsl
 cos(m)
 Lsd sin(m)ej m

; (2.46)
où m 2 [0; =2] et  m 2 [ ; ] sont les paramètres de polarisation.
Par conséquent, la forme vectorielle du modèle des observations à la teme observation est
donnée par :
y(t) =

yT0 (t) : : : y
T
N 1(t)
T
=
2X
m=1
Am(t)am +

vT0 (t) : : : v
T
N 1(t)
T
; (2.47)
oùAm(t) = IL
(m(t)um). Le vecteur directionnel est défini par am =

1 ej!m : : : ej(N 1)!m
T .
Dans la suite, nous ferons les hypothèses suivantes :
– Le bruit est supposé complexe circulaire blanc Gaussien de moyenne nulle et de variance
inconnue 2.
– Les signaux sources sont supposés connus et déterministes [LC93,LHSV95,CM97]. Le vec-
teur de paramètres inconnus est alors donné par  = [!1 !2 2]T .
– Afin de simplifier les calculs, et sans perte de généralité, on supposera Lsd = 2Asl = 1
[LSZ96] et w1 > w2.
Après calcul puis inversion de la MIF, on trouve :
BCR(!1) =
2
2N
a22
a21a
2
2
2  <2frTuH1 u2g
; (2.48)
BCR(!2) =
2
2N
a21
a21a
2
2
2  <2frTuH1 u2g
; (2.49)
BCR(!1; !2) =   
2
2N
<frTuH1 u2g
a21a
2
2
2  <2frTuH1 u2g
: (2.50)
où  = 16(N   1)N(2N   1), rT = 1T
PT
t=1 

1(t)2(t) et
 =
L 1X
`=0
`2e j(!1 !2)` =
L 1X
`=0
`2e jsgn(!1 !2)
(COLD)
! `; (2.51)
avec (COLD)! = !1   !2.
Notons (COLD)! le SRL associé au modèle (2.47) qui est donné par le critère de Smith [Smi05]
comme suit :
(COLD)! =
q
BCR((COLD)! )() f((COLD)! ) =
 
a21 + a
2
2

; (2.52)
où dans notre cas f((COLD)! ) = 22T 2
 
a21a
2
2
2  <2frTuH1 u2g


(COLD)
!
2
+ 2BCR(!1; !2)

et
BCR((COLD)! ) = BCR(!1) + BCR(!2)  2BCR(!1; !2): (2.53)
Par conséquent, en utilisant (2.48-2.50) et après calcul on obtient :
i) Le SRL, solution de l’équation implicite (2.52), pour des signaux sources orthogonaux (c’est-
à-dire, rT = 1T
PT
t=1 

1(t)2(t) = 0 [LC93]), est donné par
(COLD O)! =
p
2T
s
a21 + a
2
2
a21a
2
2
: (2.54)
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Enfin, dans le cas de deux signaux sources ayant la même puissance (c’est-à-dire, a1 =
a2 = a), on obtient
(COLD O)! =
1p
TRSB
; (2.55)
où RSB = a2=2. Ce résultat est qualitativement équivalent à celui trouvé dans [DA06,
AW08] pour des sources non polarisées.
ii) Le SRL, solution implicite de l’équation (2.52) pour des signaux sources non-orthogonaux
(c’est-à-dire, rT 6= 0), est donné par :
(COLD)! =

vuuuta21a22  <2frTuH1 u2g
2=frTuH1 u2g
0@1 s1  22=frTuH1 u2g
T
(
 
a21 + a
2
2

+ 2<frTuH1 u2g)
(<2frTuH1 u2g   a21a22)2
1A;
(2.56)
où  =
PN 1
`=0 `
3 = 14(N   1)2N2. Pour un grand nombre d’observations (voir, Fig. 2.5),
on peut exprimer le SRL par
(COLD)! =
p
2T
s
a21 + a
2
2 + 2<frTuH1 u2g
a21a
2
2  <2frTuH1 u2g
: (2.57)
Remarquons, que dans ce cas, le SRL est fonction des paramètres de polarisation. De plus,
dans le cas de signaux sources ayant la même puissance, on obtient :
(COLD)! =
1p
TRSB
s
1 + <f~rTuH1 u2g
1 <2f~rTuH1 u2g
; (2.58)
où ~rT = 1T
PT
t=1 e
j(2(t) 1(t)).
Nous avons comparé le SRL pour des sources polarisées à celui des sources non-polarisées. et
obtenu le SRL pour des sources non-polarisées :
(ALU)! =
p
2T
s
a21 + a
2
2 + 2<frT g
a21a
2
2  <2frT g
: (2.59)
i) On remarque d’après (2.54) et (2.59) que le SRL pour des signaux sources orthogonaux (c’est-
à-dire rT = 0 [LC93]) et polarisées est égale au SRL pour des signaux sources orthogonaux
non-polarisées. Par conséquent, la polarisation n’apporte aucune amélioration du SRL pour
des signaux sources orthogonaux.
ii) Intéressons nous maintenant aux signaux sources non orthogonaux. De (2.57) et (2.59), on
peut vérifier que
(COLD)!  (ALU)! ssi <frT g  <frTuH1 u2g: (2.60)
De plus, comme <frTuH1 u2g = <frT g<fuH1 u2g   =frT g=fuH1 u2g et <fuH1 u2g  1, la
condition (2.60) est satisfaite pour =frT g = 0 et/ou pour =fuH1 u2g = 0. Par conséquent,

(COLD)
! < 
(ALU)
! pour les trois cas suivants :
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Figure 2.5 – Le SRL en fonction de 2 pour T = 100 observations : Le SRL basé sur l’équa-
tion (2.56) et (2.57) est sensiblement égal à la solution numérique exacte basée sur (2.52).
Ceci valide nos expressions du SRL. De plus, on note que, par exemple, pour Pd = 0:37 et
Pfa = 0:1, le SRL basé sur le critère de Smith est sensiblement égal au SRL calculé en utilisant
le test d’hypothèse (voir Annexe B.1). Les courbes correspondant à (Pd; Pfa) = (0:49; 0:3) et
(Pd; Pfa) = (0:32; 0:1), nous montrent l’influence du facteur de translation sur le SRL.
C1. si les signaux sources sont réels et positifs, c’est-à-dire, =frT g = 0 ou à phase com-
mune, c’est-à-dire, 1(t) = 2(t);8t.
C2. si  1 =  2, c’est-à-dire, =fuH1 u2g = 0.
C3. si 1 = 0 ou 2 = 0, c’est-à-dire, =fuH1 u2g = 0.
Les conditions C1., C2. et C3. sont des conditions suﬃsantes pour avoir (COLD)! < 
(ALU)
! .
Afin d’étudier les autres cas, on a tracé dans la Fig. 2.6 la variable D(rL;uH1 u2) =
<frT g   <frTuH1 u2g en fonction des paramètres de polarisation  et  . On constate que
si D > 0 alors (COLD)! < 
(ALU)
! . La Fig. 2.6 montre qu’en général 
(COLD)
! < 
(ALU)
! et
que (COLD)! > 
(ALU)
! seulement pour une petite région (celle qui correspond à la partie
inférieure délimitée par le plan horizontal.) Cela signifie, que généralement, le SRL est
amélioré grâce aux paramètres de polarisation pour des signaux sources non-orthogonaux.
Figure 2.6 – D(rL;uH1 u2) en fonction des paramètres de polarisation  et  ; a1 = 2, a2 = 3,
rT =
1+i
20 avec N = 20. (à gauche) 2 = 85 deg et (à droite) 2 = 5 deg.
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– Seuil de résolution limite pour des sources en présence d’interférences
Contrairement aux précédents travaux sur le SRL [SM04, SM05a, LN07, AW08], dans le
contexte de la localisation de source en champs lointain, nous considérons un modèle plus riche
incluant la présence de sources interférences. En eﬀet, nous considérons le problème du calcul du
SRL pour deux sources d’intérêt (notées s1 et s2) noyées dans un sous-espace des interférences
engendré par des sources de nuisance (voir, Fig. 2.7).
Considérons une antenne linéaire non uniforme (ALNU) avec N capteurs, qui reçoit un signal
émis parM sources se situant dans le champ lointain fs1(t); : : : ; sM (t)g (M étant supposé connu
ou précédemment estimé [Van68]). Le signal observé à la teme observation par rapport au neme
capteur est donné par [KV96]
yn(t) =
MX
m=1
sm(t) exp(j!mdn) + vn(t); t = 1; : : : ; T; n = 0; : : : ; N   1; (2.61)
où T représente le nombre d’observations, !m =  2 sin(m)= le paramètre d’intérêt de la
meme source avec m et  qui représentent l’angle d’arrivée et la longueur d’onde. Dans la suite,
on notera dn la distance entre le premier capteur et le neme capteur. Le bruit additif vn(t) est
supposé complexe circulaire Gaussien de moyenne nulle et de variance 2. La forme vectorielle
des observations à la teme observation est donnée par
y(t) =

y0(t) : : : yN 1(t)
T
=

a1 : : : aM

s(t) + v(t); (2.62)
où v(t) = [v0(t) : : : vN 1(t)]T , s(t) = [s1(t) : : : sM (t)]T et [am]n+1 = exp(j!mdn); m =
1; 2; : : : ;M: Par conséquent, le vecteur des observations complet est donné par
y

=

yT (1) yT (2) : : : yT (T )
T
: (2.63)
Dans la suite nous avons calculé le SRL, , dans le contexte de la localisation de sources en
présence des interférences (voir, Fig. 2.7). A cet eﬀet, nous supposons que :
– Les deux sources d’intérêt (SDI) sont notées s1 et s2 (avec s1 6= s2). Par conséquent, le
SRL (c’est-à-dire, la séparation) est défini par  = !2   !1.
– Le sous-espace des interférences (SI) [BS94] est représenté par les M   2 sources restantes
fs3; : : : ; sMg. Chaque paire de sources est considérée comme largement espacée. Une condi-
tion suﬃsante est que la séparation minimale sur l’ensemble de la combinaison des paires
de sources des interférences, notée !, doit vérifier ! > .
Pour calculer le SRL nous utilisons le critère basé sur le test d’hypothèses. L’hypothèse H0
représente le cas où les deux SDI sont combinées en un seul signal, alors que l’hypothèse H1
incarne la situation où les deux SDI sont résolues.(
H0 :  = 0;
H1 :  6= 0:
(2.64)
La séparation  est un paramètre inconnu, donc, il est impossible de concevoir un test de
détection du type Neyman-Pearson. L’alternative la plus utilisée en traitement du signal est alors
l’utilisation du test du rapport de vraisemblance généralisé (TRV) [Kay98] dont la statistique
est donnée par :
G(y) =
max;1p(yj;1;H1)
max0p(yj0;H0)
=
p(yj^; ^1;H1)
p(yj^0;H0)
H1
?
H0
0; (2.65)
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Figure 2.7 – Deux SDI proches noyées dans les interférences formées par 3 sources de nuisance.
où p(yj0;H0) et p(yj;1;H1) représentent la densité de probabilité des observations sous H0
et H1, respectivement, et où 0, ^ et ^i sont le seuil de détection, l’estimation du maximum
de vraisemblance de  sous H1 et l’estimation du maximum de vraisemblance du vecteur i
(qui contient tous les paramètres de nuisance) sous Hi; i = 0; 1: Malheureusement, la solution
analytique relative au test (2.65) par rapport à  n’existe pas à cause de la non-linéarité du
modèle des observations [SM04,Van68,Van02,OVSN93]. De ce fait, nous proposons d’approximer
le modèle d’observation en nous basant sur l’hypothèse que  est proche de zéro (cette hypothèse
est soutenue par le fait que les algorithmes à haute résolution ont, asymptotiquement, un pouvoir
de résolution infini [Van02].) Par conséquent, le modèle approché (à l’aide d’un développement
limité à l’ordre 1 en  = 0, tel que !1 = !c   2 et !2 = !c + 2) s’écrit :
y = As+ + Bs  + e+ v; (2.66)
où e = Cs. La matrice C supposée connue ou précédemment estimée [Beh90] est donnée par
C = [A3 : : : AM ], s = [sT3 : : : sTM ]
T , et
s+ = s1 + s2; (2.67)
s  = s2   s1; (2.68)
avec si = [si(1) : : : si(T )]T . d = [d0 d1 : : : dN 1]T et a représente le vecteur directionnel
par rapport au paramètre !c = !1+!22 supposé connu [LN07] ou précédemment estimé [SM05a]
(c’est-à-dire, [a]n+1

= exp(j!cdn), n = 0; : : : ; N   1). On définit aussi
A

=
264a 0. . .
0 a
375
(NT )T
= IT 
 a; (2.69)
B

=
j
2
IT 
 _a; avec _a = a d; (2.70)
Am

= IT 
 am; pour m = 3; : : : ;M: (2.71)
Le modèle (2.66) étant linéaire en , nous pouvons alors calculer le SRL.
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La relation entre le SRL et le RSBI-RSB requis pour résoudre deux SDI pour diﬀérents cas
(SDI connue ou inconnue, SI connu ou inconnu avec variance du bruit connue ou inconnue)
est représentée dans le tableau 2.1 où on a défini w = Bs  et D = [A C] avec le rapport
signal à bruit et le rapport signal à bruit plus les interférences défini par RSB =
P2
m=1 jjsmjj2
2
et
RSBI =
P2
m=1 jjsmjj2
ksk2+2 , respectivement. i et i, i = 1; : : : ; 4, représentent le SRL et le facteur de
translation pour le ieme cas, respectivement. La loi du chi2 centrée avec i degrés de liberté est
désignée par 2i et la loi du F centrée avec i1 et i2 degrés de liberté est notée Fi1;i2 . Le paramètre
de translation 1 est estimé numériquement comme solution de Q 121
(Pfa) = Q
 1
21(1)
(Pd); où
Q 1
21
(:) est la fonction inverse de Q21(:) qui désigne la surface sous la queue de distribution à
droite de la loi 21. De même on définit 2, 3 et 4 comme solution de Q
 1
21
(Pfa) = Q
 1
21(2)
(Pd);
Q 1
22T
(Pfa) = Q
 1
22T (3)
(Pd); et Q 1F2L;2(N M)T (Pfa) = Q
 1
2L;2(N M)T (4)(Pd); respectivement.
SDI SI Variance RSBI RSB
du bruit pour M  2 pour M = 2
Cas 1 connue connu connue ks1k
2+ks2k2
ksk2+ 2
1
21kwk2
1
ks1k2+ks2k2
221kwk2
Cas 2 connue inconnu connue ks1k
2+ks2k2
ksk2+ 2
2
22jjP?Cwjj2
2
ks1k2+ks2k2
222kwk2
Cas 3 inconnue inconnu connue ks1k
2+ks2k2
ksk2+ 2
3
23jjP?Dwjj2
3
ks1k2+ks2k2
223jjP?Awjj2
Cas 4 inconnue inconnu inconnue ks1k
2+ks2k2
ksk2+ 2
4
24jjP?Dwjj2
4
ks1k2+ks2k2
224jjP?Awjj2
Table 2.1 – La relation entre le SRL et le RSBI/RSB requis pour résoudre deux SDI.
La Fig. 2.8 représente le RSBI en fonction du SRL pour les diﬀérents cas (avec T = 100
observations,  = 0:5m et (Pfa; Pd) = (0:01; 0:99).) Nous remarquons que la diﬀérence entre le
cas 1 et le cas 2 (10 dB) est due au projecteur orthogonal sur l’espace des interférences P?C .
De même la diﬀérence entre le cas 2 et le cas 3 (25 dB) est due principalement au projecteur
orthogonal sur l’espace engendré par la direction centrale !c et les interférences présentes dans
P?D. Enfin, la diﬀérence entre le cas 3 et le cas 4 est minime (0.5 dB) et est seulement due au
paramètre de translation 4. En conclusion, les diﬀérences des RSBIs et donc des SRLs sont
principalement dues
– à l’eﬀet des sous espaces des interférences (hCi et hDi),
– et, avec un degré moindre, au facteur de translation i.
Passons à une analyse numérique du RBSI en fonction du SRL. Le nombre d’observations
est fixé à T = 100 avec  = 0:5m et (Pfa; Pd) = (0:01; 0:99). Nous constatons que le RSBI (ou
par équivalence le SRL) est aﬀecté par :
– la connaissance a priori des signaux sources : en eﬀet, on constate que la connaissance a
priori des sources a un fort impact sur le SRL évalué approximativement à 40 dB (voir,
Fig. 2.9(à gauche)),
– les sources des interférences : de la Fig. 2.9(à droite) nous constatons que les sources
des interférences additionnelles n’ont aucun eﬀet si elles sont bien espacées, c’est-à-dire, si
!  . Par contre si ! est de l’ordre de  alors la dégradation du SRL est évaluée à
30 dB.
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Figure 2.8 – RSBI en fonction du SRL pour des sources en champ lointain en présence d’inter-
férences.
Figure 2.9 – (à gauche) Le RSBI requis pour résoudre deux SDI connues/inconnues pour une
ALU avec N = 10 capteurs, d = 2 et M = 4 avec ! = 0:75. (à droite) Le RSBI requis pour
résoudre deux SDI inconnues pour une ALU avec N = 10 capteurs, d = 2 et pour diﬀérentes
valeurs de M et de !.
– L’orthogonalité des sources améliore aussi le SRL. De la Fig. 2.10 nous constatons que le
gain apporté par l’orthogonalité est approximativement égal à 3 dB,
– la géométrie d’antenne : dans le tableau 2.2, nous avons présenté certaines géométries
d’antenne linéaire pour N = 4 capteurs. D’après les simulations de la Fig. 2.11, nous re-
marquons que l’ouverture d’antenne (c’est-à-dire, l’ajout d’une distance d) produit un gain
de 2 dB par rapport au SRL. D’un autre côté, nous constatons que le SRL est sensible-
ment le même pour diﬀérentes géométries d’antennes avec le même nombre de capteur et
la même ouverture d’antenne (une diﬀérence de seulement 1 dB).
– Seuil de résolution limite pour des signaux multidimensionnels
Après avoir traité le SRL dans le cas monodimensionnel, nous nous sommes intéressés au seuil
statistique de résolution limite pour des signaux multidimensionnels (SRLM). Nous rappelons
que le seuil de résolution limite basé sur l’approche par la borne de Cramér-Rao n’était introduit
que dans le cas monodimensionnel. Pour ce faire, nous avons tout d’abord introduit un critère
du SRLM basé sur l’extension du critère de Smith. En deuxième lieu, nous avons montré que
42 CHAPITRE 2. SYNTHÈSE DES ACTIVITÉS DE RECHERCHE
Figure 2.10 – Le RSBI requis pour résoudre deux sources du type BPSK inconnues
orthogonales/non-orthogonales pour une ALU avec N = 10 capteurs, d = 2 et M = 4.
Figure 2.11 – Le RSBI requis pour résoudre deux sources connues à l’aide d’une antenne parfaite
A4;6, une antenne quelconque A04;6 et une antenne à minimum de redondance A4;5 décrites au
tableau 2.2.
Configuration Position des capteurs ouverture distance redondante Écart manquant
Antenne parfaite A4;6 [0; 1; 4; 6] 6d R = fg G = fg
Antenne quelconque A04;6 [0; 1; 2; 6] 6d R = f1g G = f3g
Antenne à minimum [0; 1; 2; 5] 5d R = f1g G = fg
de redondance A4;5
Table 2.2 – Caractéristique des diﬀérentes géométries d’antennes avec le même nombre de cap-
teurs et des ouvertures diﬀérentes. L’antenne parfaite ne contient pas de redondance et aucun
écart n’est manquant. La position des capteurs traduit leur coordonnées sur l’axe des abscisses.
L’unité, d, correspond à l’écart minimal entre deux capteurs successifs. L’écart entre deux cap-
teurs est donc un multiple de d qui doit être compris entre d et (L 1)d. Une distance redondante
se traduit par la répétition d’un écart [VH86]. Un écart manquant est dû à l’absence d’un écart
entre d et (L   1)d [Mof68]. Une antenne est dite parfaite, si aucun écart n’est manquant et si
aucune distance n’est redondante [AGGS96,ASG99,MD01].
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le critère proposé est asymptotiquement équivalent (à un facteur de translation près) à un test
UPP (uniformément le plus puissant). Enfin, nous avons donné quelques exemples applicatifs
(modèle harmonique multidimensionnel, radar MIMO mais aussi le SRLM dans le contexte de
la localisation de sources en champ proche).
Dans ce qui suit, nous ne citerons que les principaux résultats. Le lecteur trouvera le détail
calculatoire, ainsi qu’une analyse théorique et numérique plus approfondie dans l’annexe F.
Dans ce qui suit nous allons utiliser un modèle d’observation généré par deux signaux sources
avec P paramètres d’intérêt par signal. Le modèle d’observation est structuré sous forme vecto-
rielle comme suit :
y = f(1) + f(2) + v; (2.72)
où y 2 RN et v 2 RN représentent respectivement le vecteur d’observation 1 et le vecteur
bruit avec une densité de probabilité connue. Le vecteur de paramètres inconnus est donné
par m RP+qm ; m = 1; 2 avec q1 + q2 = Q où qm représente la dimension des paramètres de
nuisance par signal. Nous supposerons aussi que le modèle (2.72) est identifiable et que la matrice
d’information de Fisher existe et est inversible. Nous pouvons rassembler tous les paramètres dans
un vecteur ~ =

T1 
T
2
T 2 R2P+Q. En réarrangeant les élements du vecteur ~, nous obtenons
 =

!T T
T où ! 2 R2P et  2 RQ représentent, respectivement, le vecteur des paramètres
d’intérêt, et le vecteur des paramètres de nuisance.
– Extension du seuil de résolution limite au cas multidimensionnel
Dans ce qui suit nous allons considérer les hypothèses suivantes :
– A1. Les éléments du vecteur ! sont de la même nature, c’est-à-dire, les paramètres d’intérêt
ont la même unité de mesure (par exemple des fréquences).
– A2. Chaque peme paramètre, noté !(p)1 , correspondant à la première source, peut être aussi
proche que possible du peme paramètre, !(p)2 , correspondant à la deuxième source, mais
jamais égal. Cette hypothèse est fréquemment utilisée pour les signaux multidimensionnels,
car l’événement !(p)1 = !
(p)
2 est considéré comme ayant une probabilité quasi-nulle [GS05,
p74].
Sous ces hypothèses nous proposons le critère du SRLM comme suit
Le SRLM, noté , pour le modèle (2.72) est donné comme la solution implicite de l’équation
suivante
2 = BCR () (2.73)
avec
 =
PX
p=1
p; (2.74)
où p représente le SRL dit ”local” qui est donné par p ,
!(p)2   !(p)1 .
Après calcul, nous obtenons le résultat suivant :
Le SRLM pour le modèle (2.72) à P paramètres d’intérêt par signal est donné par , qui
représente la solution implicite de l’équation suivante :
2  Adirect  Acroise = 0;
1. Si les observations sont complexes, alors le vecteur d’observation (2.72) sera formé par la concaténation de
la partie réelle et de la partie imaginaire des observations complexes. De ce fait, l’étude proposée dans la suite de
la section reste valable.
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où Adirect représente la contribution des termes directs (c’est-à-dire, par rapport au même para-
mètre p)
Adirect =
PX
p=1
h
BCR(!(p)1 ) + BCR(!
(p)
2 )  2BCR(!(p)1 ; !(p)2 )
i
; (2.75)
et où Acroise représente la contribution des termes croisés (entre le peme paramètre et le p0eme
paramètre) qui est donnée par
Acroise =
PX
p=1
PX
p0 = 1
p0 6= p
gpgp0

BCR(!(p)1 ; !
(p0)
1 ) + BCR(!
(p)
2 ; !
(p0)
2 )  2BCR(!(p)1 ; !(p
0)
2 )

; (2.76)
avec gp = sgn

!
(p)
1   !(p)2

.
Le critère précédemment introduit est un critère intuitif car il est basé sur le critère de Smith.
Dans la section suivante, nous allons l’analyser et prouver que ce dernier est asymptotiquement
équivalent (à un facteur de translation près) à un test d’hypothèses UPP (uniformément le plus
puissant.)
Pour analyser le SRLM nous nous replaçons dans le cadre d’un test d’hypothèses [SM05a,
LN07,AW08]. Plus précisément, l’hypothèse H0 représente le cas où les deux sources d’intérêt
(SDI) sont combinées en un seul signal (c’est-à-dire, 8p 2 [1 : : : P ], !(p)1 = !(p)2 ), alors que
l’hypothèse H1 incarne la situation où les deux SDI sont résolues (c’est-à-dire, 9p 2 [1 : : : P ],
!
(p)
1 6= !(p)2 ) : (
H0 : detection = 0;
H1 : detection > 0;
(2.77)
où detection représente la distance entre C1 et C2 avec Cq =
n
!
(1)
q ; !
(2)
q ; : : : ; !
(P )
q
o
, q = 1; 2. Par
conséquent, la mesure naturelle est celle de Minkowski à l’ordre 1 qui est donnée comme suit :
detection ,
PX
p=1
!(p)2   !(p)1  : (2.78)
Comme dans le cas monodimensionnel, la distance detection est un paramètre inconnu, donc,
il est impossible de concevoir un test de détection du type Neyman-Pearson. L’alternative la
plus utilisée en traitement du signal est alors l’utilisation du test du rapport de vraisemblance
(TRV) [Kay98] dont la statistique est donnée par :
LG(y) =
maxdetection;1 p(yjdetection;1;H1)
max0 p(yj0;H0)
=
p(yj^detection; ^1;H1)
p(yj^0;H0)
H1
?
H0
& 0; (2.79)
où p(yj0;H0) et p(yj;1;H1) représentent la densité de probabilité des observations sous H0 et
H1, respectivement, et où & 0, ^detection et ^i sont le seuil de détection, l’estimation du maximum
de vraisemblance de detection sous H1 et l’estimation du maximum de vraisemblance du vecteur
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i (qui contient tous les paramètres de nuisance) sous Hi; i = 0; 1: Pour simplifier les calculs,
nous considérons la statistique équivalente à (2.79) :
TG(y) = Ln LG(y)
H1
?
H0
& = Ln& 0: (2.80)
Malheureusement, la solution analytique relative au test (2.80) n’existe généralement pas
[SM04, Van68, Van02, OVSN93]. Par conséquent, nous considérerons le cas asymptotique (en
terme d’observations [LN07]). Dans [Kay98, eq (6C.1)], l’auteur a démontré (pour un grand
nombre d’observations) que la statistique TG(y) suivait les lois de probabilité suivantes :
TG(y) 
(
21 sous H0
21(
0 (Pfa; Pd)) sous H1
(2.81)
où Pfa et Pd représentent, respectivement, la probabilité de fausse alarme et la probabilité de
détection par rapport au test (2.77). Supposons que BCR(detection) existe (voir les hypothèses
A.1 et A.2), le paramètre de décentrage 0 (Pfa; Pd) [Kay98, p.239] est alors donné par
0 (Pfa; Pd) = 2detection (BCR(detection))
 1 : (2.82)
D’un autre côté, le paramètre de décentrage peut être évalué à l’aide de Pfa et Pd [Sch91,LN07]
comme solution de l’équation suivante :
Q 1
21
(Pfa) = Q
 1
21(
0(Pfa;Pd))
(Pd); (2.83)
où Q 1
21
(Pfa) et Q 121(0(Pfa;Pd))
(Pd) sont, respectivement, les fonctions inverses de Q21(:) et
Q21(0(Pfa;Pd))
(:) qui désignent la surface sous la queue de distribution à droite des lois 21 et
21(
0(Pfa; Pd)).
En combinant, (2.82) et (2.83) nous obtenons
detection = (Pfa; Pd)
p
BCR(detection); (2.84)
où le facteur de translation est donné par (Pfa; Pd) =
p
0(Pfa; Pd) (voir, Fig. 2.12).
Il est intéressant de noter que le test d’hypothèses (2.77) est un test binaire unilatéral et que
l’estimateur du MV utilisé est sans contrainte. Ainsi, on peut en déduire que le TRV, utilisé pour
déterminer le SRLM, est [LC03b,Sch91,Kay98] : i) asymptotiquement UPP, et ii) a un taux de
fausse alarme asymptotiquement constant.
Par conséquent, de (2.73) et (2.84), le SRLM, donné en (2.73), basé sur l’extension du cri-
tère de Smith est asymptotiquement équivalent (à un facteur de translation près) à un test
d’hypothèses UPP (2.77).
Enfin, de (2.84) on note que le SRLM basé sur l’extension de Smith est exactement égal au
SRLM basé sur le test d’hypothèses (2.77) pour toute valeur de Pfa et Pd vérifiant (Pfa; Pd) = 1
(voir, Fig. 2.12)
– Applications aux modèles harmoniques multidimensionnels
Nous avons appliqué le critère énoncé dans la section précédente au calcul du SRLM pour le
modèle multidimensionnel harmonique, à deux sources et à P paramètres d’intérêt par source. Ce
modèle très général peut être ainsi utilisé dans plusieurs applications, par exemple, la localisation
de sources sous marines acoustiques [WZ97], le sondage de canal sans fil [MSPM04, STWT06],
la localisation de sources en champ proche [EBRM09], la localisation des cibles multiples dans
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Figure 2.12 – Le facteur de translation  en fonction de la probabilité de fausse alarme Pfa et
la probabilité de détection Pd. On peut remarquer qu’augmenter Pd ou diminuer Pfa a pour eﬀet
d’augmenter la valeur du facteur de translation  (ce qui est normal, puisque ceci correspond à
un test d’hypothèses plus sélectif [Sch91,Kay98].
un système radar MIMO [NS09] etc. Le modèle multidimensionnel harmonique est donné par
[HN98,PMB04,GS05,RHG07,Boy08,NS10] :
[Y(t)]n1;:::;nP = [X (t)]n1;:::;nP + [V(t)]n1;:::;nP ; t = 1; : : : ; T; et np = 0; : : : ; Np   1; (2.85)
où les tenseurs Y(t), X (t) et V(t) représentent les observations bruitées, les observations non
bruitées et le bruit additif. Le nombre d’observations et le nombre de capteurs dans chaque
vecteur sont notés T et (N1; : : : ; NP ), respectivement. Plus précisément, les observations pour
le modèle multidimensionnel harmonique non bruitées sont données par [PMB04,HN98,RHG07,
Boy08] :
[X (t)]n1;:::;nP =
2X
m=1
sm(t)
PY
p=1
ej!
(p)
m np ; (2.86)
où !(p)m et sm(t) sont la meme fréquence le long de la peme dimension et le meme signal source,
respectivement. Le signal source est supposé de la forme sm(t) = m(t)ejm(t) où m(t) et
m(t) représentent l’amplitude réelle et la phase du meme signal source à la teme observation,
respectivement. Afin de simplifier les expressions, nous supposerons que le bruit est un processus
aléatoire blanc, complexe circulaire, Gaussien de moyenne nulle et de variance inconnue 2. De
plus, les signaux sources sont supposés connus et orthogonaux [LC93,NS09].
Le vecteur de paramètres inconnus est alors donné par
 =

!T 2
T
; (2.87)
où
! =
h 
!(1)
T
: : :
 
!(P )
T iT ; (2.88)
avec
!(p) =
h
!
(p)
1 !
(p)
2
iT
: (2.89)
Afin d’appliquer (2.84) nous commençons par calculer la BCR. Rappelons, qu’à notre connais-
sance, aucune expression analytique non matricielle de la BCR pour le modèle (2.85) n’est dis-
ponible dans la littérature. Après calculs, nous obtenons que la BCR pour le modèle harmonique
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Figure 2.13 – SRLM en fonction de 2 pour T = 100.
multidimensionnel à P paramètres d’intérêt par source, sous l’hypothèse d’orthogonalité des
signaux sources, pour le paramètre !(p)m est donné par
BCR(!(p)m ) =
6
TNRSBm
Cp; m 2 f1; 2g ; (2.90)
où N =
QP
p=1Np, RSBm =
kmk2
2
représente le rapport signal à bruit de la meme source et où
Cp =
Np(1  3VP ) + 3VP + 1
(Np + 1)(N2p   1)
avec VP =
1
1 + 3
PP
p=1
Np 1
Np+1
: (2.91)
De plus, les termes croisés sont donnés par
BCR(!(p)m ; !
(p0)
m0 ) =
(
0 pour m 6= m0;
 6
TNRSBm
~Cp;p0 pour m = m0 et p 6= p0;
(2.92)
où
~Cp;p0 =
3VP
(Np + 1)(Np0 + 1)
: (2.93)
Nous obtenons le SRLM pour le modèle (2.85) :
Le SRLM pour le modèle harmonique multidimensionnel à P paramètres d’intérêt par source,
sous l’hypothèse d’orthogonalité des signaux sources, est donné par
 =
vuuuuut 6TNRSBE
0BB@ PX
p=1
Cp  
PX
p; p0 = 1
p 6= p0
gpgp0 ~Cp;p0
1CCA; (2.94)
où le RSB étendu est donné par RSBE = RSB1RSB2RSB1+RSB2 avec gp = sgn

!
(p)
1   !(p)2

.
– Autre approche pour le calcul du SRLM
Nous avons également traité deux exemples assez connus en traitement d’antenne qui sont :
la localisation de sources en champ proche et la localisation de cibles à l’aide d’un radar MIMO
en présence d’interférences. Cette approche alternative diﬀère de la précédente dans le sens où
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Figure 2.14 – Le RSB requis pour résoudre deux sources situées en champ proche en fonction
de  pour  = 0:003 dans le cas de signaux sources orthogonaux et signaux sources non
orthogonaux. On remarque le même comportement du RSB en fonction de  pour  fixe.
le SRLM sera considéré comme un vecteur comportant tous les écarts des paramètres d’intérêt.
Dés lors, le test d’hypothèses adéquat est le suivant :8<:H0 :  =
h
!
(1)
1   !(1)2 : : : !(P )1   !(P )2
iT
= 0;
H1 :  6= 0;
(2.95)
où l’hypothèse H0 représente le cas où les deux sources sont combinées en une seule source, alors
que l’hypothèse H1 incarne la situation où les deux sources sont résolues.
Pour la localisation de sources en champ proche, nous utiliserons le modèle déterministe d’ob-
servations défini au paragraphe 2.3.1.1.1 avec deux sources émettrices. De plus nous supposerons
que les signaux sources sont connus. Nous avons montré que pour un nombre d’observations très
grand, la relation entre le SRLM et le rapport signal à bruit (RSB) requis pour résoudre deux
sources connues se situant dans le champ proche est donnée par
RSB =
ks1k2 + ks2k2
2
= (Pfa; Pd)
ks1k2 + ks2k2
2 ks k2 TF
(2.96)
où  = [ ]T = [2   1 2   1]T avec m =  2 sin(m) et m = rm cos2(m): Avec
F =

f2 f3
f3 f4

(2.97)
et fi =
PN 1
n=0 (dn)
i où dn représente la distance entre le premier capteur et le neme capteur où
(Pfa; Pd) est solution de Q 1((Pfa;Pd))(Pd) = Q
 1(Pfa).
Pour des sources orthogonales (c’est-à-dire, sH1 s2 = 0) nous obtenons le résultat suivant (voir,
figure 2.14) :
La relation entre le SRLM et le rapport signal à bruit requis pour résoudre deux sources
orthogonales connues, RSB0, se situant dans le champ proche est donnée par
RSBo =
(Pfa; Pd)
2TF
: (2.98)
Nous avons également calculé le SRLM pour la localisation de sources à l’aide d’un radar
MIMO. Les observations issues d’un radar MIMO (dans le cas d’antennes réceptrice et émettrice
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espacées entre elles [JLL09]) qui reçoit un signal réfléchi sur M cibles sont données pour la `eme
impulsion par
Y ` =
MX
m=1
me
2ifm` aR(!(R)m ) aT (!
(T )
m )
T S + V `; ` 2 [0 : L  1] (2.99)
où L, m et fm représentent le nombre d’échantillons par période d’impulsion, un coeﬃcient
proportionnel à la section eﬃcace du radar et la fréquence Doppler normalisée de la meme cible,
respectivement. T , NT et NR sont, respectivement, le nombre d’observations, le nombre de
capteurs émetteurs et le nombre de capteurs à la réception. Dans la suite, les symboles T et R
représenteront la partie émettrice et la partie réceptrice du radar MIMO.
De plus, la matrice sources de taille NT  T est donnée par S =

s0 : : : sNT  1
T où
sNt =

sNt(1) : : : sNt(T )
T , et V ` (de taille NR  T ) représente la matrice du bruit. Les
vecteurs directionnels de transmission et de réception sont donnés par aT (:) et aR(:). Le ieme
élément de chaque vecteur directionnel est donné par [ aT (!
(T )
m )]i = e
j!
(T )
m d
(T )
i et [ aR(!
(R)
m )]i =
ej!
(R)
m d
(R)
i où !(T )m = 2 sin( m); !
(R)
m =
2
 sin(m) et  m est l’angle de la cible vu de l’antenne
émettrice, m est l’angle de la cible vu de l’antenne réceptrice,  est la longueur d’onde. La
distance entre le premier capteur et le ieme capteur est notée d(T )i et d
(R)
i pour l’antenne de
transmission et pour l’antenne de réception, respectivement. Avant de présenter les résultats,
commençons par introduire les quantités suivantes : !(T )c =
!
(T )
1 +!
(T )
2
2 et !
(R)
c =
!
(R)
1 +!
(R)
2
2 qui
représentent les paramètres centraux. _aT (:)

= aT (:)  dT ; et _aR(:) = aR(:)  dR avec
dT = [d
(T )
0 d
(T )
1 : : : d
(T )
NT  1]
T et dR = [d
(R)
0 d
(R)
1 : : : d
(R)
NR 1]
T .
Nous appliquons un test d’hypothèses binaire8><>:
H0 : (R; T ) = (0; 0);
H1 : (R; T ) 6= (0; 0); (2.100)
où T

= !
(T )
2   !(T )1 et R = !(R)2   !(R)1 .
Le tableau 2.3 (voir aussi figure 2.15) résume le lien entre le rapport signal à bruit (défini
comme RSB = trfSS
Hg
T2
) et le SRLM pour le modèle (2.99) sous les hypothèses suivantes :
Avec interférences Sans interférences Sans interférences
M = 2 et antennes symétriques
Variance connue NT K(Pfa;Pd)
2HGHP
P?
D
G
G
K(Pfa;Pd)
2LHK
2NT K(Pfa;Pd)
L((2R+
2
T )(2 1)2+2R2T (2+1)2)
Variance inconnue NT U(Pfa;Pd)
2HGHP
P?
D
G
G
U(Pfa;Pd)
2LHK
2NT U(Pfa;Pd)
L((2R+
2
T )(2 1)2+2R2T (2+1)2)
Table 2.3 – Le RSB requis pour résoudre deux cibles.
– Le sous-espace des interférences (engendré par les M   2 sources restantes) est connu,
– Les paramètres centraux, !(T )c et !
(R)
c sont supposés connus ou préalablement estimés.
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Figure 2.15 – R en fonction du RSB requis pour résoudre deux sources en présence d’une
source interfèrente avec une ALU en émission et réception avec NR = NT = 4 capteurs, L = 4
et T = 100 observations. Le cas dit clairvoyant correspond au cas idéal où tous les paramètres
sont connus y compris R.
– Les m, i = 1 : : :M sont considérés déterministes inconnus.
– le bruit est Gaussien complexe blanc circulaire de moyenne nulle et de variance 2.
Les diﬀérentes variables données dans le tableau 2.3 sont explicitées comme suit : G =
%2 %3 %4

; la matrice des interférences D =

%1 g3 : : : gM

, =

1 + 2 3 : : : M
T
avec
 =
j
2
24 R(2   1)T (2   1)
j
2RT (1 + 2)
35 ; (2.101)
et où %1 = c(f) 
 aT (!(T )c ) 
 aR(!(R)c ), %2 = c(f) 
 aT (!(T )c ) 
 _aR(!(R)c ), %3 = c(f) 

_aT (!
(T )
c ) 
 aR(!(R)c ), %4 = c(f) 
 _aT (!(T )c ) 
 _aR(!(R)c ) et c(f) = [1 : : : ei2f(L 1)]T .
De plus, PP?DG = P
?
D   P?[GD]. K(Pfa; Pd) et U(Pfa; Pd) sont solutions de Q 122r(Pfa) =
Q 1
22r(3(Pfa;Pd))
(Pd) etQ 1F2r;2r0 (Pfa) = Q
 1
F2r;2r0 (U(Pfa;Pd))
(Pd), respectivement, avec r = TNTNR 
M + 1 et r0 = TNTNR   (M + 2).
2.3.1.2.3 Géométrie d’antenne Les détails de cette partie sont donnés en annexe G. Dans
le contexte de la localisation passive de sources utilisant un réseau de capteurs, les performances
d’estimation de la direction d’arrivée (DDA) ne sont pas seulement liées au type d’estimateur
considéré, mais aussi à la géométrie du réseau de capteurs, c’est-à-dire à la position des cap-
teurs dans l’espace. Pour un réseau de capteurs, les "performances" peuvent être considérées
de diﬀérents points de vue : les propriétés du faisceau de rayonnement, l’ambiguïté du réseau,
l’isotropie, l’estimation en terme d’EQM, etc. Une pléthore de publications concernant l’étude de
l’ambiguïté des réseaux (e.g., [Man04,GC81,TGT96,LJ92,GW91]), du faisceau de rayonnement
(e.g., [Van02,SM05b]) et des propriétés isotropiques des réseaux (e.g., [BM03]), sont disponibles
dans la littérature.
Dans le cadre de la thèse de Dinh Thang Vu, nous nous sommes intéressés à la géométrie
optimale des réseaux de capteurs qui mène aux meilleures performances en terme d’EQM. Plus
particulièrement, nous nous sommes concentrés sur les géométries 3D des réseaux de capteurs qui
ont été moins étudiées dans la littérature. En eﬀet, malgré la richesse des résultats concernant les
antennes planaires, les antennes 3D ont été peu étudiées. Par contre il existe des applications où
les capteurs sont éparpillés dans l’espace ce qui fait que l’antenne est de forme arbitraire (réseau
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de télescopes sur la surface de la terre, réseaux d’électrodes sur le crâne d’un patient, réseaux
de capteurs dans une pièce ou dans un espace réduit pour des fonctions de robotique, réseau de
bouées à la surface de la mer, etc). En outre, par rapport à l’antenne 2D, les antennes 3D ont
certains avantages intuitifs, tels que lever l’ambiguïté de l’antenne 2D dans certains cas.
Les analyses fournies dans la littérature traitent de deux types de géométries : les géométries
basées sur les réseaux circulaires [Van02] ou bien les réseaux sphériques [SSL68], et les géométries
basées sur les réseaux linéaires tels que les réseaux linéaires uniformes, les réseaux en V, les
réseaux en croix ou en rectangle. Plus particulièrement, nous nous sommes intéressés ici au
deuxième type de géométrie.
La BCR a largement été utilisée dans la littérature pour décrire les propriétés fondamentales
des réseaux. Par une forme simple des expressions de la BCR, [HS91] a montré l’impact de la
position des capteurs sur la précision de l’estimation de la DDA dans le cas des réseaux de
capteurs 2D. Concernant l’estimation de la DDA, dans [Nie94], [BM03], [MS91], des conditions
sur la position des capteurs pour assurer la propriété d’isotropie pour laquelle, les réseaux de
capteurs ont la même précision d’estimation sur l’ensemble des DDA, ont été calculées par l’étude
des éléments de la BCR. Dans [YS05], [LS09], la BCR pour l’estimation de la position des sources
basée sur la méthode TDOA est utilisée afin de montrer que la meilleure géométrie qui minimise
la trace de la BCR contient des réseaux angulaires uniformes. L’application de la BCR Bayésienne
pour le cas où les sources sont dans le même plan que le réseau et pour le contexte Bayésien
où les paramètres (DDA) sont supposés aléatoires est disponible dans [OM05]. Dans [GM06],
une étude approfondie de la BCR pour les réseaux de capteurs 2D a été proposée et a mené
à des résultats intéressants concernant un type de réseau particulier appelé le réseau en V, en
terme d’EQM et d’isotropie. Basé sur les résultats présentés dans [GM06], un nouveau type de
géométrie des réseaux appelé antenne optimale sans ambiguïté basée sur antenne en V a été
présenté dans [GAM09]. Finalement, dans [FC09], les auteurs ont montré que la BCR pour les
modèles déterministe et stochastique, liée à la variance de l’estimation de la DDA obtenue par
l’algorithme MUSIC, peut être exprimée avec la même expression qui est une fonction de la
position des capteurs.
En traitement d’antenne, les signaux des sources sont généralement modélisés comme un
processus aléatoire ou une séquence déterministe appelés modèle stochastique et modèle déter-
ministe, respectivement [OVSN93]. Plus particulièrement, pour le modèle déterministe, la forme
d’onde des signaux peut être supposée connue ou inconnue par le récepteur. Par conséquent, la
charge de calcul varie en fonction de l’hypothèse sur la séquence des signaux utilisée. Si la sé-
quence des signaux est supposée inconnue par le récepteur, ces signaux seront considérés comme
des paramètres d’intérêt à estimer, ce qui augmente la dimension du vecteur des paramètres. Ce-
pendant, il y a des applications où l’amplitude des signaux est connue par le récepteur telles que
dans les télécommunications. La connaissance du signal peut améliorer les performances d’esti-
mation, et réduire également la complexité du problème. Les travaux concernant le contexte des
signaux connus sont e.g., [LC93,CM97,LHSV95,LV99,Cho04].
En fonction du modèle des signaux utilisé, il y a bien sûr deux types de BCR associés :
la BCR stochastique et la BCR déterministe. Il a été montré que la BCR stochastique peut
être atteinte pour un grand nombre des observations [SN90a], cependant, elle n’est pas atteinte
pour un RSB élevé où le nombre des observations est faible [RFBL07]. D’autre part, la BCR
déterministe est atteinte pour un RSB élevé [RFCL06] mais elle n’est pas atteinte pour un
grand nombre des observations [SN90a]. De manière surprenante, tous les résultats proposés
précédemment sont menés dans le cadre du modèle stochastique, c’est-à-dire que seule la BCR
stochastique est utilisée. Nous avons montré que les résultats basés sur le modèle déterministe
diﬀèrent considérablement de ceux basés sur le modèle stochastique.
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Nous avons considéré les deux modèles déterministe et stochastique pour l’étude de la géo-
métrie 3D.
– Tout d’abord, nous avons détaillé les expressions de la matrice d’information de Fisher
(FIM) concernant l’estimation de l’azimut et de l’élévation dans le cas d’un réseau de
capteurs 3D général.
– Deuxièmement, nous avons calculé les expressions analytiques de la BCR pour un réseau
de capteurs quelconque constitué par un réseau planaire et une branche orthogonale. Ce
modèle est la première étape pour analyser la contribution de la troisième dimension sur
les performances d’estimation.
– Troisièmement, nous avons proposé plusieurs expressions analytiques de la BCR pour des
réseaux de capteurs constitués par des branches ULA afin d’analyser l’impact de la géomé-
trie d’antenne sur les performances d’estimation. Il faut noter que les types de géométries
qui ont été étudiés dans le cas 2D et appelés antenne en V, antenne en L, ne sont que des
cas particuliers dans notre approche. Dans [HSW91], les auteurs montrent que l’antenne
en L permet d’améliorer de 37% la précision par rapport à l’antenne en croix. Dans [FT08],
les auteurs ont introduit les conditions d’isotropie pour la position des capteurs, et pour
l’angle d’ouverture entre les 2 branches de l’antenne en V uniforme/non-uniforme. Notre
objectif était d’étendre ces géométries au cas 3D pour analyser l’impact de la branche 3D
supplémentaire.
– Finalement, l’impact de la troisième dimension a été illustré à partir de comparaisons entre
l’antenne 3D et l’antenne 2D, mais également entre l’antenne 3D et l’antenne circulaire
uniforme (de même nombre de capteurs). Cependant, il faut noter que pour le même
nombre de capteurs, afin de former la troisième dimension des réseaux, l’ouverture des
réseaux sera diminuée. Par conséquent, la précision de l’estimation des réseaux de capteurs
sera aﬀectée.
On considère le problème classique où l’on cherche à localiser une source émettant un signal
s(t) déterministe (le cas stochastique est détaillé dans l’annexe G) et à bande étroite à l’aide
d’un réseau de capteurs. Les capteurs sont supposés identiques et omni-directionnels. La source et
le ieme capteur du réseau sont représentés dans l’espace à l’aide de leurs coordonnées sphériques,
c’est-à-dire le couple (; ') pour la source (supposée en champ lointain) et le triplet (i; %i; i)
pour le ieme capteur (voir figure 2.16(a)). Dans cette étude, nous considérons deux types de
géométrie d’antenne. La première concerne une antenne planaire en V où les deux branches,
séparées par un angle noté ; sont constituées par des antennes linéaires non obligatoirement
uniformes. La deuxième géométrie considérée consiste simplement en une extension de l’antenne
planaire où une branche (antenne linéaire non obligatoirement uniforme) orthogonale au plan est
ajoutée (voir figure 1(b)). A partir des hypothèses susmentionnées, une simple analyse du retard
inter-capteur conduit au modèle d’observation à la sortie du réseau suivant
y(t) = [y1(t) : : : yM (t)]
T = a(';)s(t) + b(t) (2.102)
où t = 1; : : : ; T . T est le nombre d’observations, et le vecteur directionnel est donné par :
a(';) =
2664
e
2j1

(sin' sin 1 cos ( %1)+cos 1 cos')
...
e
2jM

(sin' sin M cos ( %M )+cos M cos')
3775 : (2.103)
Le vecteur de bruit b(t) 2 CM est supposé gaussien, circulaire, i.i.d., de moyenne nulle et
de matrice de covariance 2I. Le nombre de capteurs dans le plan est noté N1 et le nombre de
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capteurs pour la branche orthogonale dans le cas de l’antenne 3D est noté N2. Le nombre total
de capteurs M = N1 +N2 sera constant lors de la comparaison des deux géométries.
(a) Système de coordonnées pour la source et les
capteurs du réseau
(b) Géométrie du réseau de capteurs 3D (Dans le
cas du réseau 2D, seuls les capteurs dans le plan
xOy sont présents)
Figure 2.16 – Géométrie du problème
– Bornes de Cramér-Rao
L’analyse des performances ultimes, en terme de variance, qu’un estimateur (non biaisé)
peut espérer atteindre est généralement conduite à l’aide des BCR. Dans le cas du modèle
d’observation (2.102), il est clair que y(t) est distribué selon une loi gaussienne multivariée de
moyenne a(';)s(t) et de variance 2I. Les paramètres d’intérêt pour cette étude étant l’azimut
et l’élévation, c’est-à-dire  et ' (puisque la variance du bruit est découplée par rapport aux
autres paramètres, cette dernière est omise du vecteur de paramètres). Seule la moyenne de y(t)
est paramétrée. Dans ce cas, après concaténation de tous les vecteurs d’observation (t = 1; : : : ; T ),
la BCR, notée C, est donnée par [SN89]
C =

C'' C'
C' C

=
2
2sHs
24 Re@aH(';)@' @a(';)@'  Re@aH(';)@' @a(';)@ 
Re

@aH(';)
@
@a(';)
@'

Re

@aH(';)
@
@a(';)
@
 35 1 : (2.104)
où l’on définit s =[s(1) : : : s(T )]T et, où C'' et C représentent, respectivement, la BCR concer-
nant l’élévation et la BCR concernant l’azimut. C' et C' représentent le couplage des para-
mètres ' et .
Grâce à la structure du vecteur directionnel donné par le modèle d’observation (2.102) et
après quelques eﬀorts calculatoires qui sont détaillés dans l’annexe, en posant : ksk2 = sHs,
CRSB =
82ksk2
22
, S1 =
PN1
i=1 
2
i , et S2 =
PN1+N2
i=N1+1
2i , on obtient les expressions analytiques des
BCR dans le cas de l’antenne 3D :
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C3D'' =
2
CRSB
1  cos cos 2
S1 sin
2cos2 '+ 2S2 sin
2 '(1  cos cos 2) ; (2.105)
C3D =
4
CRSB sin
2 '
1
2S1 cos
2 '(1 + cos cos 2) + S2 sin
2 '
S21 sin
2cos2 '+ 2S1S2 sin
2 '(1  cos cos 2) ; (2.106)
C3D' =
1
CRSB tan'
S1 cos sin 2
S21 sin
2cos2 '+ 2S1S2 sin
2 '(1  cos cos 2) : (2.107)
Puisque l’antenne 2D n’est qu’un cas particulier de l’antenne 3D (N2 = 0), les BCR sont
obtenues en posant S2 = 0 dans les équations ci-dessus
C2D'' =
2
CRSB
1  cos cos 2
S1 sin
2cos2 '
; (2.108)
C2D =
2
CRSB
1 + cos cos 2
S1 sin
2sin2 '
; (2.109)
C2D' =
1
CRSB
cos sin 2
S1 sin
2cos' sin'
: (2.110)
De plus, dans le cas particulier où l’on travaille avec  = 2 ; c’est-à-dire lorsque l’antenne 2D
et l’antenne 3D représentent, respectivement, la base canonique de R2 et de R3, on obtient des
formules compactes :
C3D?'' =
1
CRSB
2
S1 cos2 '+ 2S2 sin
2 '
; (2.111)
C3D? =
2
CRSBS1 sin
2 '
; (2.112)
C3D?' = 0: (2.113)
et
C2D?'' =
2
CRSBS1 cos2 '
; (2.114)
C2D? =
2
CRSBS1 sin
2 '
; (2.115)
C2D?' = 0: (2.116)
A partir de ces expressions, on peut remarquer que :
– lorsque la source se situe dans le plan, c’est-à-dire lorsque ' =2 ; C
2D
'' tend vers l’infini
tandis que C3D'' reste fini. L’antenne 3D permet donc de lever l’ambiguïté.
– Dans le cas où  = 2 ; il y a découplage entre  et ' ce qui confirme l’intuition. De plus,
C3D? et C
2D?
 ne dépendent plus de  (propriété d’isotropie par rapport à ). Si de plus
S1 = 2S2, c’est-à-dire lorsque les trois branches de l’antenne 3D sont constituées par des
antennes linéaires uniformes avec le même nombre de capteurs, l’estimation de ' ne depend
plus de la position de la source (propriété d’isotropie par rapport à ' et ) pour l’antenne
3D.
– Analyses et simulations
Des résultats de simulation concernant le comportement des BCR calculées précédemment
en fonction du degré de liberté . Toutes les branches, que le réseau soit 2D (deux branches)
ou 3D (trois branches), sont des antennes linéaires uniformes avec un espacement inter-capteur
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Figure 2.17 – Comparaison de performance des antennes en V avec une antenne circulaire
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Figure 2.18 – Fraction K(M) en fonction du nombre de capteurs M
d’une demi longueur d’onde. Pour toutes les simulations, le rapport signal sur bruit est de 10dB
et le nombre d’observations est de T = 50.
Il est intéressant de comparer les performances de l’antenne en V avec une antenne isotrope
classique telle que l’antenne circulaire. Ces antennes ont le même nombre de capteurs. L’antenne
circulaire ayant des capteurs séparés de manière équidistante 2 , la valeur de son rayon est donc
r = 4 sin 
M
. En posant  = N1M  1, il vient que la valeur de  associée à l’antenne planaire est
égale à 1 tandis que celle associée à l’antenne 3D est strictement inférieure à 1. Les figures 2.17(a)
et 2.17(b) montrent respectivement les BCR concernant l’azimut et l’élévation normalisées par la
borne de l’antenne circulaire pour un angle d’ouverture  = 60 et pour une élévation ' = 45.
Les performances d’estimation concernant l’élévation des antennes en V sont toujours meilleures
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par rapport à l’antenne circulaire, alors que celles concernant l’estimation d’azimut sont liées au
nombre de capteurs que l’on place sur l’axe orthogonal, c’est-à dire au coeﬃcient . Pour des
valeurs de  proches de 1, l’estimation de l’élévation des antennes en V est meilleure que celle
de l’antenne circulaire.
En particulier, si l’antenne en V et son extension 3D sont isotropes ( = 2 ), le rapport de
la BCR sur l’azimut de ces antennes est donné par :
K(M) =
C2D;3D?
CCirculaire
= 3
(2M2 1) sin2 
M
:
Si  = 1 et M >> 1! K(M) = 13 :
Si  < 1 et M >> 1! K(M) = 1
32
:
(2.117)
On peut dire que l’antenne en V a de meilleures performances en terme d’estimation d’azimut
par rapport à l’antenne circulaire si et seulement si la fraction K(M) est inférieure à 1. La figure
2.18 montre que l’antenne isotrope en V est meilleure que l’antenne circulaire à condition que la
valeur de  satisfasse : 0:76 <  < 1.
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normalisées par la valeur de la BCR de l’antenne
circulaire par rapport à  avec  = 50 et' = 30
Figure 2.19 – BCR normalisée en fonction de l’angle d’ouverture
Dans la suite, on compare les performances d’estimation entre le modèle 2D et 3D. Dans cette
simulation, le réseau 2D est composé de M = 7 capteurs (un à l’origine plus trois sur chacune
des deux branches). Le réseau 3D est également composé de M = 7 capteurs (un à l’origine
plus deux sur chacune des trois branches). La figure 2.19(a) montre le comportement de C3D'' ,
C2D'' ; C
3D
 et C
2D
 par rapport à l’angle d’ouverture  variant de 0 à

2 . Pour cette simulation,
les valeurs de  et ' sont respectivement de 20 et 70. Nous qualifierons ce scénario de source
rasante par rapport au plan de l’antenne. On observe que pour l’estimation de l’élévation, '; le
réseau 3D permet toujours d’obtenir de meilleures performances par rapport au réseau 2D. Ceci
est toujours vrai pour une valeur d’élévation de '  62:2 dans ce cas, car on montre facilement
que :
C3D''
C2D''
< 1, ' > arctan
r
max
;
f g: (2.118)
2.3. ASPECTS APPLICATIFS 57
avec   = sin
2((M2 1) (2M2 1))
(1 cos cos 2)4(1 )((1 )M+1)(2(1 )M+1) ,  =
N1
M =
5
7 ;M = 7; ' 2 [0; 90]; 2
(0; 180);  2 [0; 360].
Au contraire, il existe une valeur de (environ 23 dans ce cas) en dessous de laquelle le réseau
3D permet de meilleures performances par rapport au réseau 2D pour l’estimation de l’azimut.
Cette valeur critique peut être obtenue en résolvant numériquement l’équation C3D = C
2D
 en .
La figure 2.19(b) montre les mêmes courbes, mais pour des valeurs de  et ' respectivement égales
à 50 et 30. Nous qualifierons ce scénario de source haute par rapport au plan de l’antenne. Dans
ce cas, il convient, contrairement à l’intuition, de choisir le réseau 2D au dessus d’une certaine
limite d’angle d’ouverture obtenue en résolvant numériquementmax

C3D = C
2D
 ; C
3D
'' = C
2D
''

:
2.3.2 Bornes globales déterministes
2.3.2.1 Localisation de source en champ proche
Nous rappelons que la BCR est une borne non utilisable dans les zones non-asymptotiques,
et donc non utilisable dans ces zones et que la zone dite de décrochement est un accroissement
brusque de l’erreur quadratique moyenne (dont la cause est l’apparition des observations aber-
rantes). Ainsi, la zone de décrochement d’un estimateur délimite sa zone de fonctionnement
optimal. Toujours dans le cadre de la thèse de Mohammed Nabil El Korso, nous avons donc
complété l’analyse présentée au paragraphe 2.3.1.1.1 en calculant diﬀérentes bornes détermi-
nistes inférieures de l’erreur quadratique moyenne dans le cadre de la localisation passive d’une
source en champ proche : la borne de McAulay-Seidman (BMS) [MS69], la borne de Hammersley-
Chapman-Robbins (BHCR) [Ham50], la borne de McAulay-Hofstetter (BMH) [MH71] et, plus
particulièrement, une borne récemment introduite dans la littérature dénommée la borne de Fou-
rier Cramér-Rao (BFCR) [TT10]. A notre connaissance, aucun résultat concernant des bornes
inférieures autres que la BCR (par rapport à la localisation en champ proche), n’était disponible
dans la littérature. Ce travail est actuellement soumis à IEEE Transactions on Signal Processing.
Le modèle des observations est le même que celui présenté au paragraphe 2.3.1.1.1. Les
hypothèses suivantes ont été utilisées :
– On admet que le bruit suit une loi normale complexe circulaire multidimensionnelle, de
moyenne nulle et de matrice de covariance bruit connue et supposée de rang plein.
– Le vecteur de paramètres inconnus est défini par  = [! ]T [LC93].
La fonction de vraisemblance relative au vecteur des observations  = [yT (1) : : :yT (T )]T 
CN ((0);(0)) pour un 0 donné, s’écrit simplement par :
p(j0) =
1
NTdet f(0)g
e ( (0))
H(0)
 1( (0)); (2.119)
où 0; !0; 0 représentent les vraies valeurs des paramètres candidats ; ! et , respectivement.
Les valeurs de (0) et (0) seront spécifiées par la suite (selon le modéle déterminisite ou
aléatoire).
Dans [Gla72, FL02, CGQL08, TT10] les auteurs ont proposé une unification de diﬀérentes
bornes sur l’erreur quadratique moyenne. Plus précisément, s’appuyant sur un problème d’op-
timisation sous contraintes, Forster et Larzabal [FL02], ont présenté une unification de bornes
sur l’erreur quadratique moyenne en imposant des contraintes sur le biais. Ils ont montré, par
un choix judicieux de ces contraintes, qu’on pouvait ainsi donner une expression explicite de
la borne de Cramér-Rao, la borne de Barankin ou la borne de Bhattacharyya. Notons que l’on
peut trouver l’extension des travaux de Forster et Larzabal [FL02] dans le cas de plusieurs pa-
ramètres inconnus déterministes dans [CGQL08]. Dans [TT10], Todros et Tabrikian ont proposé
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une nouvelle classe de bornes sur l’erreur quadratique moyenne en utilisant la transformation
intégrale généralisée appliquée à la fonction de vraisemblance. Ainsi, ils ont montré que certaines
bornes sur l’erreur quadratique moyenne (par exemple, la borne de Cramér-Rao, la borne de
McAulay-Seidman et la borne de Battacharya) sont obtenues par un choix approprié du noyau
de la transformation intégrale de la fonction de rapport de vraisemblance.
En utilisant l’une des deux approches, on constate que l’unification s’exprime à l’aide d’une
matrice K inversible et d’une matrice   à valeurs complexes, comme suit :
MSE(^) =
Z
CNT

^   0

^   0
T
p(j0)d < C =  K 1 H (2.120)
où K peut être décomposée à l’aide de  comme suit K =
R
CNT 
Hp(j0)d et où ^ est un
estimateur du vrai paramètre déterministe 0 et où A < B signifie que la matrice A  B est
définie non négative. Par conséquent, pour diﬀérentes valeurs de   et de , on aura diﬀérentes
bornes inférieures de l’erreur quadratique moyenne. La BCR (notée dans cette section CBCR par
souci d’uniformisation) est donnée par le couple :(
 BCR = 12;
BCR =
@ ln p(xj)
@ j=0 ;
(2.121)
où 1l représente le vecteur de dimension l 2 f1; : : : ; Lg rempli de 1. La borne de McAulay-
Seidman (BMS) [MS69] peut être définie par le couple suivant :(
 BMS = ;
BMS = [(xj1) : : : (xjL)]T ;
(2.122)
où (xjl) = p(xjl)p(xj0) ; = [1   0 : : : L   0]
T avec f1; : : : ; Lg qui représente un ensemble
de points test appartenant à . La borne de Hammersley-Chapman-Robbins (BHCR) [Ham50]
est, quant à elle, donnée par : (
 BHCR = [02 ];
BHCR = [1 BMS]
T ;
(2.123)
où 0l représente le vecteur de dimension l 2 f1; : : : ; Lg rempli de 0 et enfin la borne de McAulay-
Hofstetter (BMH) [MH71] peut être exprimée par :(
 BMH = [I2 ];
BMH = [BCR BMS]
T ;
(2.124)
où I2 est la matrice identité d’ordre 2. La borne de Fourier Cramér-Rao (BFCR), récemment
proposée [TT10], peut également être écrite sous la forme (2.120). Pour avoir un gain en temps
de calcul, cette dernière utilise la transformée de Fourier discrète (TFD) des vecteurs  et BMS.
La TFD peut être obtenue grâce à une multiplication matricielle notéeW . Ainsi, le couple ( ;)
adéquat pour la BFCR est donné par :(
 BFCR = [I2 W
H ]
BFCR = [BCR BMSW
T ]T :
(2.125)
où
[W ]p;l = exp( i
Tp l) (2.126)
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représente la matrice de transformation relative à la TFD bi-dimensionelle et 
p s’exprime à
l’aide du peme point test frequentiel fp = [fp f 0p]T comme suit : 
p =
h
2fp
([]1)L1
2f 0p
([]2)L2
iT
, avec
L = L1L2, tel que fp 2 f1; : : : ; L1g, f 0p 2 f1; : : : ; L2g, Li est le nombre de points test associé à
la variable []i et ([]i) est la distance (constante) entre deux points test associée à la variable
[]i, i = 1; 2.
Après calcul, on peut montrer que les bornes précitées peuvent être écrites comme suit pour
le modèle d’observation sus-mentionné
C
(L)
BMS = 	
 1T ; (2.127)
C
(L)
BHCR = 
 
	  11T  1T ; (2.128)
C
(L)
BMH = CBCR +QR
 1QT ; (2.129)
C
(L;P )
BFCR = CBCR +QW
H
 
WRWH
 1
WQT ; (2.130)
où nous avons introduit la dépendance de ces bornes par rapport aux points test 2 (symboles L
et P ). Notons DKL (p(xjl)jjp(xj0)), la distance de Kullback-Leibler [Sch91] entre p(xjl) et
p(xj0). On peut alors définir tous les éléments apparaissant dans les équations ci-dessus comme
suit :
Q = CBCRD  ; (2.131)
tel que
D =

d(1) : : : d(L)

;
et
d(l) =  

@DKL (p(xjl)jjp(xj))
@
T
j=0 (2.132)
où la dérivée vectorielle est donnée par [ _(0)]i;j =
@[ ()]i
@[]j
j=0 . De plus, la matrice R est
donnée par
R = 	 DTCBCRD; (2.133)
et les éléments de la matrice 	 sont définis par
[	]m;n = Ej0 fv(x; m)v(x; n)g ; (2.134)
où Ejl f:g indique l’opérateur d’espérance mathématique relatif à p(jl).
Sachant que, pour un modèle Gaussien (circulaire) à moyenne paramétrée ou à covariance
paramétrée, CBCR est donné par l’inverse de la MIF, alors dans la suite nous ne donnerons que
l’expression de D et 	. Ainsi, en utilisant la valeur de D et de 	 et (2.131) et (2.133), nous
avons obtenu C(L)BMS, C
(L)
BHCR, C
(L)
BMH et C
(L;P )
BFCR.
– Expressions analytiques pour le modèle déterministe
Pour le modèle déterministe, nous avons   CN ((0);bruit) avec
(0) = [s(1)a
T (!0; 0) : : : s(L)a
T (!0; 0)]
T ;
2. Notons par ailleurs que les valeurs des points tests qui maximisent les bornes (dites bornes optimales) sont
celles où la fonction d’ambiguïté exhibe des maxima locaux [RM95,XBR04,RM97,TK99,Xu01,RAFL07]. Cela
étant dit, il a été montré que, dans le cas où, les points tests couvrent les extrémités de  et aussi la vraie
valeur du paramètre 0, alors même si on obtient des bornes en dessous des bornes optimales, la diﬀérence est
suﬃsamment faible pour que leur utilisation reste pertinente.
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et
[FIM]i;k = 2<

@(0)
H
@ [0]i
 1bruit
@(0)
@ [0]k

; i = 1; 2; k = 1; 2: (2.135)
Notons que :
KLD (p(jn)jjp(j)) =
Z
CNT
p(jn)Ln
p(jn)
p(j) d
=
Z
CNT
h
(  ())H  1bruit (  ())  (  (n))H  1bruit (  (n))
i
p(jn)d
=
Z
CNT

H 1bruit ((n)  ())  ()H 1bruit (  ())

f(jn)d
= ((n)  ())H  1bruit ((n)  ()) : (2.136)
De plus, les éléments de la matrice 	 peuvent être donnés par :
[	]m;n =
Z
CNT
1
 jbruitj exp

(  (0))H  1bruit (  (0))


exp

  (  (m))H  1bruit (  (m))  (  (n))H  1bruit (  (n))

d
=
(m; n)
 jbruitj
Z
CNT
exp  (  (m)  (n) + (0))H  1bruit (  (m)  (n) + (0)) d| {z }
jbruitj
= (m; n);
où
(m; n) = exp( 2(0)H 1bruit(0)  (0)H 1bruit ((m) + (n))
+ (m)
H 1bruit ((n)  (0)) + (m)H 1bruit ((n)  (0))): (2.137)
De ce fait C(L)BMH, C
(L)
BHCR, C
(L)
BMS et C
(L;P )
BCRF sont donnés en remplaçant (2.135), (2.136) et (2.137)
dans (2.131) et (2.133).
– Expressions analytiques pour le modèle stochastique
Pour le modèle stochastique nous avons   CN (0;(0)) où(0) = 2sIT
a(!0; 0)aH(!0; 0)+
bruit, avec
[FIM]i;k = T tr

(0)
 1@(0)
@ [0]i
(0)
 1@(0)
@ [0]k

; i = 1; 2; k = 1; 2: (2.138)
Notons que :
KLD (p(jn)jjp(j)) =
Z
CNT
p(jn)Ln
p(jn)
p(j) d
=
Z
CNT
1
NT j(n)j
 
H
 
(n)
 1  () 1 exp   H(n) 1 d+ Ln j()jj(n)j
= Ejn

H()
	
+ Ejn

H(n)
	
+ Ln
j()j
j(n)j
: (2.139)
Comme
Ejn

H()
	
=
NTX
i=1
NTX
j=1
Ejn
n
[]i []j

() 1

i;j
o
= tr
 
(n)()
 1 (2.140)
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et
Ejn

H(0)
 1
	
= NT: (2.141)
Alors, en remplaçant (2.140) et (2.141) dans (2.139) nous obtenons :
KLD (p(jn)jjf(j)) = Ln
jj
j(n)j
+ tr
 
(n)()
 1+NT: (2.142)
De plus, on notera que :
[	]n;m =
j(0)j
NT j(m)j j(n)j
Z
CNT
exp
  H  (m) 1 +(n) 1  (0) 1 d| {z }
NT j((m) 1+(n) 1 (0) 1) 1j
(2.143)
=
j(0)j
j(m)j j(n)j j(m) 1 +(n) 1  (0) 1j
(2.144)
De ce fait, en utilisant @Lnj()j@ = tr
n
() 1 @()@
o
[PP06], C(L)BMH, C
(L)
BHCR, C
(L)
BMS et
C
(L;P )
BCRF sont données en remplaçant (2.135), (2.136) et (2.137) dans (2.131) et (2.133).
– Analyse numérique
Pour ces simulations, nous avons considéré une antenne composée de N = 10 capteurs avec
une distance inter-capteurs d = 2 . La source, située dans la région de Fresnel, est repérée par les
coordonnées suivantes (; r) = (30˚ ; 6). On supposera également que bruit = 2I.
Il est à noter que les EQM empiriques de l’estimateur du MVD représentées dans les Fig.
2.20 et 2.21, ont été obtenues avec 1000 tirages de type Monte-Carlo. L’ensemble des points
tests utilisés pour la BMS, la BHCR, la BMH et la BFCR est égal à L = 214 (plus précisément,
l’ensemble des points test suivant le paramètre ! est fixé à L1 = 27, de même que celui par
rapport à  qui est donné par L2 = 27). La BFCR se calcule aussi en choisissant un ensemble
de points de test fréquentiels. A cet eﬀet, et pour garder une complexité de calcul sensiblement
égale à la BMS, la BHCR et la BMH, on a choisi deux points tests fréquentiels parmi les 214
maximisant la BFCR.
Pour le modèle déterministe, les Fig. 2.20 et Fig. 2.21 nous montrent les diﬀérentes bornes
de l’EQM des deux paramètres d’intérêt ! et . On constate tout d’abord que l’EQM sur  est
inférieure à celle sur !, ce qui était prévisible vue la plage de variation des deux paramètres.
De plus, la BMS, la BHCR, la BMH et la BFCR décrivent bien le décrochement du MV. Cela
étant dit, on remarque que la BMH est la plus pertinente (prédiction du décrochement à moins
de 4 dB), vient ensuite la BHCR et la BMS (prédiction du décrochement à moins de 7 dB).
Enfin, la BFCR nous fournit une prédiction du décrochement avoisinant les 10 dBs. Les mêmes
conclusions peuvent être déduites pour le modèle aléatoire (voir les Fig. 2.22 et Fig. 2.23.)
De façon générale on constate que la BFCR demeure moins performante que toutes les bornes
présentées dans cette contribution. Ceci est dû au fait que la BFCR ”comprime” les contraintes
en appliquant la TFD. Cette compression de contraintes est à l’origine de la dégradation de cette
borne. Ce point n’a pas été mentionné dans [TT10] où la BFCR apparaît comme une borne plus
pertinente par rapport à la BMS, BHCR et la BMH dans le cas particulier de l’analyse spectrale.
Cela étant dit, il faut noter que la BFCR a été calculée à partir de 29 points tests, or les autres
bornes (BMS, BHCR et la BMH) ont étés calculées en maximisant seulement 1 point test parmi
29. Ceci explique, pourquoi dans [TT10] la BFCR apparaît comme étant plus précise que les
autres bornes contrairement à l’exemple traité ici.
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Figure 2.20 – Bornes inférieures de l’er-
reur quadratique moyenne pour le modèle dé-
terministe en fonction de ! pour (; r) =
(30˚ ; 6) et T = 15.
Figure 2.21 – Bornes inférieures de l’er-
reur quadratique moyenne pour le modèle dé-
terministe en fonction de  pour (; r) =
(30˚ ; 6) et T = 15.
Figure 2.22 – Bornes inférieures de l’erreur
quadratique moyenne pour le modèle aléa-
toire en fonction de ! pour (; r) = (30˚ ; 6)
et T = 100.
Figure 2.23 – Bornes inférieures de l’erreur
quadratique moyenne pour le modèle aléa-
toire en fonction de  pour (; r) = (30˚ ; 6)
et T = 100.
2.3.2.2 Estimation de points de ruptures multiples
Avec Patricio La Rosa, Arye Nehorai, Washington University in St. Louis, USA, et Car-
los Muravchick, Univérsité de La Plata, Argentine, nous avons calculé une borne inférieure de
l’EQM pour un problème d’estimation de points de ruptures. Dans ce contexte, les paramètres
sont discret et la classique borne de Cramér-Rao n’est plus applicable. En conséquence, nous
nous sommes concentré sur la borne de Barankin qui ne requière pas les même conditions de
régularités et est valide pour des paramètres discrets. En particulier, nous avons calculé la forme
multivariée de la borne de Chapman–Robbins. Nous avons donné la structure de la matrice
d’information de Barankin et montré que le cas particulier de deux points de ruptures est fonda-
mental afin d’inverser la matrice complète. Nous avons proposé plusieurs forme analytiques de
cette bornes pour l’estimation de points de ruptures dans des séquence de données gaussiennes
et poissonniennes. Les détails sont donnés en annexe E.
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2.3.3 Borne de Weiss-Weinstein
2.3.3.1 Localisation de sources et géometrie d’antenne
Dans le paragraphe 2.3.1.2.3, la BCR était utilisée pour étudier l’impact de la géométrie
du réseau sur les performances d’estimation dans le contexte où les paramètres sont supposés
déterministes. Afin de compléter cette étude, et toujours dans le cadre de la thèse de Dinh Thang
Vu, nous nous sommes intéressés au développement d’un outil pour étudier cet impact dans le
contexte Bayésien. La borne de Weiss-Weinstein qui est la borne la plus précise dans la famille
des bornes de Weiss-Weinstein a été considérée. La BWW est une borne Bayésienne, donc, elle
est utile pour les trois zones d’opération des estimateurs. Elle peut capturer le décrochement de
l’EQM obtenue par l’estimateur maximum a posteriori. La BWW a été beaucoup moins étudiée
que la BCR du fait de sa complexité. Les détails sont donnés en annexe I.
Encore une fois, nous avons étudié les deux modèles des signaux comme dans le chapitre
précédent : le modèle stochastique et le modèle déterministe. Dans le contexte du traitement
d’antenne, tandis que les expressions analytiques de la borne de Ziv-Zakai (plus précisément son
extension proposée par Bell et. al. [BEV96]) ont été proposées il y a environ 15 ans pour le
modèle stochastique et les résultats concernant la BWW étaient généralement réalisés par des
simulations. Concernant le modèle stochastique, dans [NH88], la BWW a été évaluée par des
simulations, et ensuite comparée avec l’EQM obtenue par l’algorithme MUSIC et l’algorithme
de formation des voies en utilisant un réseau de capteurs de 8  8 éléments. Dans [NV94], les
auteurs ont introduit un comparaison numérique entre la BCR Bayésienne, la borne Ziv-Zakai,
et la BWW pour le problème de l’estimation de la DDA. Dans [Ath01], des simulations numé-
riques de la BWW pour optimiser la position des capteurs dans un réseau linéaire non-uniforme
ont été proposées. Toujours concernant le modèle stochastique, dans [XBR04], les auteurs ont
dérivé des expressions quasi-analytiques d’une version simplifiée de la BWW pour le problème de
l’estimation de la DDA dans le contexte du traitement champ adapté. En eﬀet, l’intégration sur
la fonction de distribution a priori n’a pas été eﬀectuée. Le modèle déterministe avec la séquence
des signaux supposée connue, a été étudié seulement dans [Ren07], où les expressions analytiques
de la BWW étaient données pour le cas de l’analyse spectrale.
Bien que l’objectif principal était de donner des expressions analytiques de la BWW pour
le problème de l’estimation de la DDA d’une seule source en utilisant un réseau de capteurs
planaire quelconque, et pour les modèles déterministe et stochastique, nous avons également
fourni des expressions quasi-analytiques de la borne qui pourraient être utiles pour d’autres
problèmes. Premièrement, nous avons étudié le modèle général des observations Gaussiennes
avec moyenne ou matrice de covariance paramétrée. En eﬀet, pour ce modèle, l’un des succès de
la BCR est dû à l’expression analytique de la matrice d’information de Fisher qui est appelée
la formule de Slepian-Bang [Kay93]. Une telle formule n’avait pas été proposée pour la BWW.
Deuxièmement, vu que l’un des objectif de cette partie est de fournir des formules qui pourraient
être appliquées dans d’autres domaines, nous avons proposé quelques résultats pour le contexte
de sources multiple sans avoir besoin de préciser la structure de la matrice directionnelle et de la
matrice de covariance du bruit. Plus particulièrement, pour obtenir les expressions analytiques
de la BWW, il faut calculer des intégrales sur les observations et sur les paramètres. Dans cette
partie, l’intégration sur l’espace des observations a été proposée. Pour la deuxième intégration
sur l’espace des paramètres, il a été nécessaire de détailler la structure de la matrice de covariance
du bruit et de la matrice directionnelle afin d’obtenir des expressions analytiques. Ensuite, ces
résultats ont été appliqués dans le cas particulier d’une seule source avec deux types de la
géométrie du réseau : le réseau linéaire non-uniforme (estimer seulement l’angle d’élévation), et le
réseau planaire (estimer l’angle azimut et l’angle d’élévation). Grâce à la structure exponentielle
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du vecteur directionnel, nous avons obtenu des expressions de la BWW plus compactes. En
eﬀet, nous avons trouvé que pour le cas d’une seule source, l’intégration sur les paramètres était
obtenue directement. Il faut noter qu’une des particularité de cette contribution par rapport
aux publications précédentes concernant la BWW est que nous n’avons pas utilisé l’hypothèse
s = 1=2. Finalement, quelques simulations ont été présentées. Nous avons utilisé la BWW pour
étudier la valeur optimal de l’angle d’ouverture de l’antenne en V mentionné précédemment.
Nous avons montré que pour le modèle déterministe, cette valeur est égale à 90.
Nous nous sommes limité au cas de l’estimation passive d’une DDA pour une source, située
en champ lointain et dont le signal est supposé à bande étroite à partir d’un réseau linéaire
(non-uniforme) constitué de N capteurs (les diﬀérentes généralisations présentées ci-dessus sont
détaillées dans l’annexe I). La position des capteurs dans le réseau est caractérisée par rapport à
un réferentiel par le vecteur d = [d1 : : : dN ]. La réponse du ieme capteur à l’instant t est un vecteur
donné par : yi(t) = [a(')]is(t) + bi(t); t = 1; : : : ; T;. s(t) est le signal de la source, T est le
nombre des observations, et [a(')]i = exp
 
j 2 di sin'

est le ieme élément du vecteur directionnel
a(') où ' représente l’angle d’élévation. bi(t) est un bruit additif supposé complexe, circulaire,
gaussien de moyenne nulle et de covariance 2I. Concernant le signal source, on considérera les
deux modèles suivants :
– M1 : Le modèle déterministe ou conditionnel où le signal est supposé connu [OVSN93].
– M2 : Le modèle stochastique ou non-conditionnel où le signal est supposé aléatoire, com-
plexe, circulaire, gaussien de moyenne nulle et de matrice de covariance 2sI connue. Pour
ce modèle, le signal est également supposé indépendant du bruit [OVSN93].
On considérera plus particulièrement l’estimation de l’angle électrique ! = sin'. Cette étude
de performance se déroulant dans le contexte Bayésien, on supposera que le paramètre ! est
aléatoire avec une loi uniforme !  U [ 1; 1] a priori :
p(!) =

1
2 si   1  !  1;
0 si non. (2.145)
Donc, le modèle des observations à l’instant t s’écrit
y(t) = a(!)s(t) + b(t); (2.146)
où y(t) = [y1(t) : : : yN (t)]T . A partir des hypothèses précédentes, la fonction de vraisemblance de
toutes les observations, i.e., du vecteur y = [yT (1) : : :yT (T )]T , pour le modèle M1 est donnée
par
p(yj!) = 1
(2)2NT
e
 
  1
2
TP
t=1
ky(t) a(!)s(t)k2
!
; (2.147)
et la fonction de vraisemblance pour le modèle M2 est donnée par
p(yj!) = 1
2NT jR(!)jT e
 
 
TP
t=1
y(t)HR(!) 1y(t)
!
; (2.148)
où R(!) = 2sa(!)a(!)H + 2I2N représente la matrice de covariance pour le modèle M2. La
BWW sera dérivée pour le modèle M1 et M2.
– Borne de Weiss-Weinstein pour le réseau linéaire
La BWW est obtenue, en général, en cherchant le maximum d’une fonction sur un ensemble
de points test et sur un ensemble de paramètres s 2 [0; 1]. Concernant le paramètre s, on utilise
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souvent l’hypothèse 3 s = 1=2 [VRBM10, XBR04, Ren07]. 
 et  représentent respectivement
l’espace des observations et l’espace des paramètres, la BWW pour s = 1=2 s’écrit [WW88] :Z

Z


(!^   !)2p(y; !)dyd! WWB = sup
h
h2(h; 0)(0; h)
2((h; h)  (h; h)) ; (2.149)
où !^ est un estimateur de !, où p(y; :) représente la loi jointe entre le vecteur des observations et le
paramètre (ou un point de test), et où h représente la diﬀérence entre le paramètre d’intérêt et un
point de test appartenant à l’espace des paramètres (c’est-à-dire qu’il faut respecter !+ h 2 ).
On a défini
(; ) =
Z

Z


p
p(y; ! + )p(y; ! + )dyd! =
Z

p
p(! + )p(! + )(!; ; )d! (2.150)
et (!; ; ) =
R


p
p(yj! + )p(yj! + )dy où p(:) représente la distribution a priori du para-
mètre.– Modèle déterministe M1
À partir de l’équation (2.147), l’expression de (; ) est donnée par :
(; ) =
Z


1
(2)2NT
 e
 
  1
22
TP
t=1
(ky(t) a(!+)s(t)k2+ky(t) a(!+)s(t)k2)
!
dy: (2.151)
Par le changement de variable
x(t) = y(t)  1
2
(a(! + )s(t) + a(! + )s(t)) ;
on obtient
  1
22
TP
t=1

ky(t)  a(! + )s(t)k2 + ky(t)  a(! + )s(t)k2

=   1
2
TP
t=1

kx(t)k2 + 14 ka(! + )  a(! + )k2
 (2.152)
Puisque Z


1
(2)2NT
exp
 
TX
t=1
  1
2
kx(t)k2
!
dx = 1; (2.153)
on a
(; ) = exp
 
 ksk
2
42
ka(! + )  a(! + )k2
!
: (2.154)
Grâce à la structure du vecteur a(!), et sachant que les expression analytiques de ka(! + )  a(! + )k2
sont données par
ka(! + )k2 = ka(! + )k2 = N; (2.155)
a(! + )Ha(! + ) =
NX
i=1
e(j
2

dk( )); (2.156)
3. Voir annexe I pour les résultats sans cette hypothèse.
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et par
a(! + )Ha(! + ) =
NX
i=1
e(j
2

dk( )): (2.157)
On trouve que les fonctions (; ) ne dépendent plus du paramètre !. Par conséquent,
(; ) est donné par
(; ) = (; )
Z

p
p(! + )p(! + )d!: (2.158)
Sous l’hypothèse d’un distribution a priori uniforme, on obtientZ

p
p(! + )p(! + ) = 1  jj+ jj
2
: (2.159)
À partir de (2.149), (2.155), (2.156), (2.157), (2.158) et (2.159), l’expression analytique de la
BWW est donnée par (2.160).
BWW = sup
h
h2

1  jhj2
2
exp

 ksk2
2

N  
NP
k=1
cos
 
2
 dkh

2

1  jhj2

  2 (1  jhj) exp

 ksk2
22

N  
NP
k=1
cos
 
4
 dkh
 : (2.160)
– Modèle stochastique M2
À partir de (2.148), l’expression analytique de (; ) est donnée par :
(; ) =
Z


1
2NT jR(! + )jT=2 jR(! + )jT=2
e
 
 
TP
t=1
y(t)H

R(!+) 1+R(!+) 1
2

y(t)
!
dy (2.161)
En posant   1 = R(!+)
 1+R(!+) 1
2 , on obtient, j j = 2
2N
jR(!+) 1+R(!+) 1j , ce qui donne
(; ) =
j jT
jR(! + )jT=2 jR(! + )jT=2

Z


1
2NT j jT exp
 
 
TX
t=1
y(t)H  1y(t)
!
dy: (2.162)
Puisque
R


1
2NT j jT exp

 
TP
t=1
y(t)H  1y(t)

dy = 1, on a
(; ) =
j jT
jR(! + )jT=2 jR(! + )jT=2
: (2.163)
Grâce à la structure de la matrice R(! + ) = 2sa(! + )a(! + )H + 2I2N , on a
jR(! + )j = 4N

1 +
2s
2
ka(! + )k2

: (2.164)
En outre, par l’identité de Woodbury, on obtient
R(! + ) 1 =
1
2

I2N   
2
sa(! + )a(! + )
H
2s ka(! + )k2 + 2

; (2.165)
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donc,
R(! + ) 1 +R(! + ) 1 =
1
2

2I2N   
2
sa(! + )a(! + )
H
2s ka(! + )k2 + 2
  
2
sa(! + )a(! + )
H
2s ka(! + )k2 + 2

:
(2.166)
Le déterminant de la matrice R(! + ) 1 +R(! + ) 1 est obtenu par une analyse des valeurs
propres. En particulier, il y a 2N 2 valeurs propres qui sont égales à 2=2, et les vecteurs propres
correspondant aux deux dernières valeurs propres forment une combinaison linéaire a(! + ) +
qa(! + ). De plus, ces deux valeurs propres  sont des solutions de l’équation suivante : 
R(! + ) 1 +R(! + ) 1

(a(! + ) + qa(! + )) =  (a(! + ) + qa(! + )) ; (2.167)
ce qui se réduit à
a(! + )

1
2

2 A ka(! + )k2   qAC

  

+a(! + )

1
2

2q  Bq ka(! + )k2  BCH

  q

= 0;
(2.168)
où A = 
2
s
2ska(!+)k2+2
, B = 
2
s
2ska(!+)k2+2
et C = a(! + )Ha(! + ). On obtient l’équation
24 + 2

2 A ka(! + )k2   2 +B ka(! + )k2

 4 + 2A ka(! + )k2 + 2B ka(! + )k2
 AB ka(! + )k2 ka(! + )k2 +ABCCH = 0: (2.169)
En résolvant (2.169) pour , et vu que
ka(! + )k2 = ka(! + )k2 = ka(!)k2 ;
on obtient
R(! + ) 1 +R(! + ) 1 = 2NY
i=1
i =
22N
4N
0B@ 2ka(!)k2 2s + 2 + 14
4s

ka(!)k4   kCk2


ka(!)k2 2s + 2
2
1CA :
(2.170)
Finalement, en remplaçant (2.164), (2.170) dans (2.163), on a
(; ) =
 
1 +
2s(ka(!)k4  
a(! + )Ha(! + )2)
42(ka(!)k2 2s + 2)
! T
: (2.171)
Dans (2.155), (2.156), et (2.157), on trouve que (; ) ne dépend pas du paramètre !,
comme dans le cas déterministe. Par conséquent, l’expression analytique de la BWW est donnée
par (2.172).
BWW = sup
h
h2

1  jhj2
2
0BBB@1 +
2s
0@N2  NPk=1 exp(j 2 dkh)

2
1A
42(N2s+
2)
1CCCA
 2T
2

1  jhj2

  2 (1  jhj)
0BBB@1 +
2s
0@N2  NPk=1 exp(j 4 dkh)

2
1A
42(N2s+
2)
1CCCA
 T : (2.172)
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Figure 2.24 – MAP par rapport à la BWW.
– Résultats de simulations
On considère un réseau linéaire uniform composé de N = 10 capteurs avec une distance
entre capteurs de =2. Le nombre des observations est égal à T = 20. Enfin, l’EQM empirique
de l’estimateur du maximum a posteriori est réalisé à partir de 1000 tirages de Monte Carlo. La
Fig. 2.24 montre que la BWW donne une bonne approximation du décrochement de l’estimateur
du maximum a posteriori pour les deux modèles de signaux considérés ici.
2.3.3.2 Estimation de la phase des signaux de pulsar
Une solution potentielle à la navigation spatiale autonome réside dans l’utilisation des signaux
de pulsar à rayons X. Le challenge réside en l’estimation précise de la phase du signal du pulsar
arrivant sur le detecteur. Les études récentes à ce sujet ont montrées que le phénomène de
décrochement apparaît lui aussi pour l’EQM des estimateurs. C’est pourquoi, dans le cadre
de la thèse de Nguyen Duy Tran, nous avons proposés plusieurs formes analytiques de bornes
inférieures de l’EQM (déterministes et bayésiennes) afin de prédire ce phénomène. Les détails
sont donnés en appendix H.
Chapitre 3
Conclusions et perspectives
Ma thématique générale de recherche concerne l’estimation et la détection de paramètres
(généralement physiques) à partir d’un jeu de données bruitées obtenues à l’aide d’un réseau de
capteurs (c’est-à-dire en exploitant à la fois la diversité temporelle et spatiale). En particulier,
je me focalise sur les performances ultimes que de tels systèmes peuvent atteindre en utilisant
principalement des outils statistiques appelés bornes inférieures de l’erreur quadratique moyenne.
Dans ce contexte, mes recherches s’articulent autour des axes suivants :
– L’étude des performances asymptotiques (en nombre d’observations et/ou en Rapport Si-
gnal sur Bruit(RSB)) de l’estimateur du maximum de vraisemblance pour le traitement
d’antenne. Le traitement d’antenne concerne l’estimation des directions d’arrivées (locali-
sation) de signaux multiples à l’aide d’un réseau de capteurs. (i) Dans le cadre du maximum
de vraisemblance stochastique, c’est-à-dire lorsque les signaux sources sont modelisés par
un processus aléatoire gaussien, nous avons démontré que l’estimateur pour les directions
d’arrivées est non-gaussien et non-eﬃcace (il n’atteint pas la borne de Cramér-Rao sto-
chastique) lorsque le nombre d’observations T est fini et le RSB infini [J2][CI1][CN1]. Ce
résultat est valide quel que soit le nombre de sources et quel que soit la géométrie de l’an-
tenne. Dans le cas d’un scenario à une seule source, nous avons démontré que la loi de
l’estimateur est une loi de student à 2T degrés de liberté et que la variance de l’estimé
était égale à T=(T   1) fois la borne de Cramér-Rao stochastique. Dans le cas d’un sce-
nario à deux sources nous avons établi une forme analytique de la matrice de covariance
des estimés [CI2]. (ii) Lorsque les signaux sources sont supposés déterministes, nous avons
établi la gaussianité et l’eﬃcacité asymptotique en RSB de l’estimateur du maximum de
vraisemblance déterministe quel que soit le nombre de sources et quel que soit la géométrie
de l’antenne [J1]. Ce travail a été réalisé en collaboration avec Eric Chaumette, ONERA
Palaiseau. (iii) Dans le cadre de la thèse de Mohammed Nabil El Korso, commencée en
septembre 2008, nous avons calculé et analysé les bornes de Cramér-Rao stochastiques et
déterministes dans le contexte de sources situées en champs proche, c’est-à-dire, lorsque
les fronts d’ondes ne peuvent plus être considérés comme plans [J9][CI9][CN5].
– Le développement théorique et l’analyse de nouvelles bornes inférieures pouvant prendre en
compte des scénarios non standards (c’est-à-dire lorsque la classique borne de Cramér-Rao
n’est plus valide). Ces scénarios comprennent des situations où le nombre d’observations
est faible et où le rapport signal sur bruit est faible. (i) Nous avons unifié les bornes Bayé-
siennes de la famille Weiss-Weinstein à l’aide d’un problème d’optimisation sous contraintes
[J7][CI3][CN2]. Particulièrement, nous avons établi un pont entre les bornes susmentionnées
69
70 CHAPITRE 3. CONCLUSIONS ET PERSPECTIVES
et la “meilleure” borne bayésienne : l’erreur quadratique moyenne (EQM) de l’estimateur
de la moyenne conditionnelle. Ceci nous a permis d’établir une relation d’ordre entre les
diﬀérentes bornes souvent inaccessible dans les développements traditionnels exploitant
une inégalité de covariance. (ii) Cette unification nous a permis de proposer une nouvelle
borne Bayésienne plus précise qu’une large classe d’autres bornes pour une charge de calcul
équivalente [CI4]. Ces diﬀérents travaux ont été réalisés en collaboration avec Christ Rich-
mond du MIT Lincoln Laboratory (USA) et Arye Nehorai de Washington University in St.
Louis (USA). (iii) Nous avons proposé une modification des bornes classiques dans le cas
où le processus d’estimation est conditionné à un test de détection ce qui est généralement
le cas dans les systèmes radar où la localisation d’une cible est opérée seulement après une
phase préalable de détection [CI5]. (iv) Nous nous sommes intéressés à l’obtention de nou-
velles bornes inférieures par le biais d’un mélange de contraintes linéaires et non-linéaires.
Ces premiers résultats nous ont permis de montrer que toutes les bornes inférieures de
l’EQM peuvent être rendues plus précises à l’aide d’une simple transformation de la fonc-
tion de vraisemblance [CI8]. Nous avons également proposé une borne conjecturale issue
du contexte Bayésien pour analyser les performances non-asymptotiques des estimateurs
non-Bayésien [CI13]. Ces deux derniers points ont été réalisés en collaboration avec Eric
Chaumette, ONERA Palaiseau. (v) Ces résultats théoriques ont été appliqués pour l’étude
non-asymptotique des estimateurs de fréquences porteuses en communications numériques
entraînées pour laquelle nous avons proposé une forme simplifiée de la borne d’Abel et de
la borne de Weiss-Weinstein [J3][J4].
– L’utilisation de ces bornes inférieures non plus comme benchmark pour connaître les per-
formances possibles pour un estimateur, mais pour le design optimal des systèmes multi-
capteurs (en collaboration avec Sylvie Marcos et Rémy Boyer). (i) Dans le cadre de la thèse
de Dinh Thang VU, commencée en septembre 2008 (projet DIGITEO), nous avons étu-
dié l’impact de la géométrie d’un réseau de capteurs sur la localisation d’une ou plusieurs
sources [J13][CI11][CN4]. Ces travaux ayant commencé dans le domaine asymptotique (en
nombre d’observations et/ou en RSB), nous avons poursuivi cette étude dans le domaine
non-asymptotique par le biais de l’étude de la borne de Weiss-Weinstein [CI12][CI18](et
[J19] soumis). (ii) Dans le cadre de la thèse de Nguyen Duy TRAN, commencée en sep-
tembre 2009 (projet DIGITEO), nous travaillons sur le concept de radar MIMO. En par-
ticulier, nous avons montré que les performances de l’estimateur du maximum de vraisem-
blance tendent vers une limite finie en présence d’erreurs de modèle sur la géométrie de
l’antenne radar [CI16][CN6] contrairement au cas classique (sans erreurs de modèle) où la
précision des estimateurs devient infinie. Dans un cadre non-asymptotique, nous avons pro-
posé une borne inférieure de l’erreur quadratique moyenne globale que nous avons utilisée
pour optimiser la géométrie de l’antenne ainsi que celui des formes d’ondes ([J16] soumis).
– L’application des bornes inférieures de l’erreur quadratique moyenne à des problèmes d’esti-
mation non-standard, c’est-à-dire hors cadre asymptotique Gaussien i.i.d., lorsque la clas-
sique borne de Cramér-Rao n’existe pas ou encore lorsqu’elle permet d’obtenir d’autres
renseignements sur le système étudié (résolution et convergence). (i) Nous avons travaillé
sur le thème des bornes minimales récursives pour les communications numériques dans le
cadre de modèles non i.i.d. [J6][CI6][CN3]. (ii) L’hypothèse classique d’un bruit Gaussien
pour les mesures est erronée dans le contexte radar puisque celui-ci doit faire face à l’envi-
ronnement situé tout autour de l’objet à détecter. Les radars sont alors perturbés par les
échos indésirables des réflecteurs constitutifs du sol, du sur-sol ou encore de la mer. Dans
ce contexte, avec Fréderic Pascal du laboratoire SONDRA (Supelec), nous avons déterminé
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les propriétés statistiques de l’estimateur du maximum de vraisemblance ainsi que la borne
de Cramér-Rao pour l’estimation de matrice de covariance lorsque le bruit (appelé clutter
dans le contexte radar) suit une distribution de Bessel-K [J8]. (iii) Avec Arye Nehorai,
Washington University in St. Louis (USA) et Carlos Muravchik, University of La Plata
(Argentine), un travail conjoint a porté sur le thème de la détection de contractions chez
la femme enceinte. Le but est, à l’aide d’un réseau de capteurs, de mesurer le signal mé-
canomyographique et de détecter les diﬀérents points de ruptures (contractions) dans ce
signal. Le challenge vient ici du fait que la borne de Cramér-Rao ne peut pas être calculée
dans ce genre de situation car la fonction de vraisemblance intervenant dans celle-ci n’est
pas dérivable. Nous avons donc proposé une étude mettant en jeu la borne de Barankin
dont l’obtention ne nécessite pas une telle régularité. Cette étude a été réalisée dans le
contexte de données Gaussiennes multivariées avec changement de moyenne et/ou cova-
riance ainsi que dans le cadre de processus Poissonniens [J10][CI7]. (iv) Avec Cédric Herzet,
INRIA, nous avons prouvé que la convergence de certains algorithmes d’approximation du
maximum de vraisemblance pouvait être calculée à l’aide de diﬀérents types de bornes de
Cramér-Rao [J5]. (v) Dans le cadre de la thèse de Mohammed Nabil El Korso, nous nous
sommes attaqués aux liens entre la borne de Cramér-Rao et les limites de résolutions sta-
tistiques des estimateurs. Après avoir appliqué ces concepts aux cas de sources polarisées
[J11][CI14], dans un context MIMO [J14][CI15], nous avons étendu de manière théorique
la notion de resolution statistique au cas multidimensionnel (plusieurs paramètres d’inté-
rêts par signaux et plusieurs signaux) [CI10][CI19]. Nous avons appliqué cette extension
au domaine de la localisation de sources en champ proche [J15] ainsi que pour le modèle
multi-harmoniques [J12]. (vi) Enfin, dans le cadre de la thèse de Nguyen Duy Tran, nous
avons montré le potentiel des bornes autres que la borne de Cramér-Rao pour des domaines
autres que celui du traitement d’antenne. Nous avons commencé à étudier le problème de
l’estimation de la phase d’objets astrophysiques appelé Pulsar à rayon X. Un Pulsar est
une étoile à neutrons tournant très rapidement sur elle-même. La période de rotation d’un
Pulsar présente une stabilité plus forte que les horloges atomiques et pourrait donc s’avérer
utile afin d’éviter d’embarquer une horloge atomique dans un satellite. En conséquence,
l’estimation de cette période de rotation constitue une piste intéressante dans le domaine
des technologies spatiales. Les résultats récents de la littérature (Emadzadeh et Speyer,
IEEE Transactions on Signal Processing 2010) montrent que le modèle des observations
suit un processus Poissonnien parametré par la période de rotation. Si quelques exemples
d’estimateurs (sous-optimaux) sont déjà disponibles, l’étude des performances de tels es-
timateurs n’a pour le moment pas été entreprise. De plus, des simulations numériques
ont clairement montré que ces estimateurs étaient sujet au phénomène de décrochement.
En conséquence, nous avons calculé les bornes de Barankin et de Weiss-Weinstein ([J17]
soumis) pour ce problème et nous espérons que l’utilisations de ces bornes inférieures don-
neront des résultats utiles aux astrophysiciens pour quantifier les performances ultimes des
tels systèmes.
Depuis mon post-doctorat (2006-2007) et mon recrutement en temps que Maître de Confé-
rence en octobre 2007, mon activité de recherche à principalement consisté à montrer à la com-
munauté scientifique l’utilité des bornes inférieures de l’erreur quadratique moyenne pour le
traitement du signal. En particulier, j’ai souhaité accentuer mes recherches vers le fait que ces
bornes ne sont pas de simple outils théoriques mais qu’elles peuvent être utiles en pratique dans
les systèmes multi-capteurs du futur. Il s’agit de travaux de nature plus appliqués que ceux eﬀec-
tués durant ma thèse que je souhaite terminer (perspectives à court terme) pour me réorienter
progressivement vers les outils théoriques (perspectives à long terme). Dans ce contexte, mes
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perspectives de recherches sont donc les suivantes :
– Court terme : (i) Curieusement, le premier résultat que j’ai obtenu durant ma thèse (ainsi
que mon stage de DEA) était un non résultat. En eﬀet, comme dit préalablement, dans le
cadre du traitement d’antenne et du maximum de vraisemblance stochastique, c’est-à-dire
lorsque les signaux sources sont modelisés par un processus aléatoire gaussien, nous avons
démontré que l’estimateur pour les directions d’arrivées est non-gaussien et non-eﬃcace (il
n’atteint pas la borne de Cramér-Rao stochastique) lorsque le nombre d’observations T est
fini et le RSB infini [J2][CI1][CN1]. Il s’agit d’un non résultat car nous n’avons pas été en
mesure de trouver la densité de probabilité de cet estimateur et donc d’en déduire sa ma-
trice de covariance. J’ai récemment découvert que cette loi semble reliée à une loi complexe
circulaire Beta multivariée. (ii) Dans le contexte non-Bayésien et Bayésien, de nouvelles
bornes ont récemment été proposées dans la littérature (Todros et Tabrikian, IEEE Tran-
sactions on Information Theory 2010). Nous étudions actuellement ces résultats afin de
les replacer dans le cadre unifié d’un problème d’optimisation sous contraintes que nous
avions proposé dans [J7][CI3] et [CN2]. Grâce à ce cadre, nous avons montré que ces bornes
sont obtenues en appliquant une transformation de Fourier aux contraintes des bornes clas-
siques. Nous cherchons donc à utiliser d’autres transformations unitaires à appliquer aux
contraintes afin de diminuer la charge de calcul. De plus, nous cherchons à appliquer ces
bornes au problème d’estimation de directions d’arrivées des sources situées en champs
proches (un résultat à déjà été publié dans [CN7]). De tels résultats nous permettraient
d’étendre le travaux décrit dans [J9] pour l’étude des plages non-asymptotiques des esti-
mateurs. (iii) L’un des point clé du projet Digiteo TIMuCa auquel je participe concerne la
séléction de formes d’ondes dans le contexte des radars MIMO. C’est un point que nous
avons encore peu abordé dans le cadre de la thèse de Nguyen Duy Tran et que nous allons
donc poursuivre. Le but sera de proposer des critères de sélection des formes d’ondes ou
de certains de leur paramètres afin d’améliorer les performances d’estimation en termes
d’erreur quadratique moyenne de tels systèmes. Nous nous focaliserons dans un premier
temps sur les bornes minimales d’estimation récursives ce qui nous permettra d’obtenir des
critères optimaux en terme d’EQM, c’est-à-dire qui conduiront à une meilleure estimation
des paramètres physiques de ou des objets présents dans l’environnement (distance, vitesse,
position, etc.) pour la localisation, la poursuite et l’identification. Puis nous étudierons des
critères optimaux en termes de probabilité de détection et de fausse alarme.
– Long terme : (i) L’inégalité de Cramér-Rao et toutes les bornes inférieures de l’erreur qua-
dratique moyenne basées sur une inégalité de covariance en générale ne sont en fait qu’une
(petite) partie des travaux de Fisher, Rao, Fréchet, Darmois, Cramér, etc dont la portée
était plus générale. Par exemple, dans l’article de Rao de 1945 (Bull.Calcutta Math. Soc.),
la moitié de l’article a pour objet la borne de Cramér-Rao et la matrice de Fisher, mais son
objectif final concernait la deuxième partie de l’article sur la géométrie de l’information.
La matrice d’information de Fisher apparaît dans ce contexte comme la métrique d’une
géométrie Riemannienne et nous donne une indication sur la déformation de la variété dans
l’espace des paramètres. Il s’agit d’un domaine qui provient à la base des statistiques et
des mathématiques en général, mais depuis environ 10 ans, les applications en traitement
du signal ont connu une forte croissance. On citera, par exemple, l’analyse de flux audio, la
détection radar par moyennage de la matrice de covariance des observations dans l’espace
des matrices Hermitiennes, ou encore la vision par ordinateur. Dans ce cadre, la démons-
tration d’une inégalité de type Cramér-Rao sur une variété arbitraire (qui n’est pas munie
d’un ensemble de coordonnées intrinsèques) a été proposée en 2005 (S. Smith, IEEE Tran-
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sactions on Signal Processing) et utilisée avec succès en traitement d’antenne. L’extension
aux autres bornes inférieures de l’erreur quadratique moyenne reste un problème ouvert.
Dans le cadre de la géométrie de l’information, un outil fondamental est la métrique de
Fisher basée sur l’information de Fisher. La borne de Cramér-Rao est simplement l’inverse
de l’information de Fisher. Il paraît donc naturel que les matrices d’informations utilisées
pour l’établissement des autres bornes inférieures de l’erreur quadratique moyenne puissent
être vues comme une métrique au même titre que la métrique de Fisher. Si nous arrivons
à mettre en place ces métriques, un exemple pratique d’application sera encore une fois le
traitement d’antenne où une utilisation de la géométrie diﬀérentielle pour l’optimisation de
la position des réseaux de capteurs a déjà été suggérée dans Manikas, Diﬀerential Geometry
in Array Processing, Imperial College Press, 2004. Il reste cependant beaucoup de zones
d’ombre à explorer sur ce sujet. (ii) Avec Patricio La Rosa et Arye Nehorai (Washington
university in St. Louis) et Carlos Muravchik (University of La Plata) nous travaillons ac-
tuellement sur l’application des bornes Bayésiennes au problème d’estimation de points de
ruptures. En eﬀet, dans [J10] et [CI7], nous avons déjà appliqué la borne de Barankin (qui
est une borne déterministe) pour ce type de problème, mais cette borne apparaît comme
optimiste pour l’application visée (détection de contraction chez la femme enceinte). Nous
avons identifié que le problème venait du fait que cette borne s’applique pour des estima-
teurs non biaisés tandis que l’estimateur du maximum de vraisemblance pour ce problème
présente un biais. Afin de lever cette contrainte, il nous a donc semblé judicieux de nous
placer dans un contexte Bayésien où les bornes inférieures de l’erreur quadratique moyenne
ne nécessitent pas une telle hypothèse. Mais il est intéressant de noter que, pour le moment,
nous n’avons travaillé que sur des séquences indépendantes et identiquement distribuées
ainsi que lorsque les paramètres des densités de probabilités étaient connus. Il reste donc
beaucoup de travaux à réaliser afin d’obtenir des limites inférieures de l’erreur quadratique
moyenne des estimateurs à distance finie (plusieurs résultats sont déjà disponible dans la
littérature concernant les performances asymptotiques) par exemple lorsque les processus
entre chaque points de ruptures suivent un modèle autorégressif ou GARCH. De plus, les
algorithmes actuels dans ce domaine ne ce cantonnent pas à la simple estimation des po-
sitions des points de ruptures mais aussi à leurs détection (leurs nombre). A ce sujet, je
pense que les travaux entrepris avec Eric Chaumette sur les bornes inférieures de l’erreur
quadratique moyenne conditionnée à un test de détection [CI5] nous seront alors d’une
grande utilité lorsque nous nous attaquerons à ce type de problème.
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