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A Compact Embedding Theorem
for Generalized Sobolev Spaces 1
by Seng-Kee Chua, Scott Rodney and Richard L. Wheeden
Abstract: We give an elementary proof of a compact embedding theorem in abstract Sobolev
spaces. The result is first presented in a general context and later specialized to the case of
degenerate Sobolev spaces defined with respect to nonnegative quadratic forms on Rn. Although
our primary interest concerns degenerate quadratic forms, our result also applies to nondegener-
ate cases, and we consider several such applications, including the classical Rellich-Kondrachov
compact embedding theorem and results for the class of s-John domains in Rn, the latter for
weights equal to powers of the distance to the boundary. We also derive a compactness result
for Lebesgue spaces on quasimetric spaces unrelated to Rn and possibly without any notion of
gradient.
1 The General Theorem
The main goal of this paper is to generalize the classical Rellich-Kondrachov
theorem concerning compact embedding of Sobolev spaces into Lebesgue spaces.
Our principal result applies not only to the classical Sobolev spaces on open sets
Ω ⊂ Rn but also allows us to treat the degenerate Sobolev spaces defined in [SW2],
and to obtain compact embedding of them into various Lq(Ω) spaces. These de-
generate Sobolev spaces are associated with quadratic forms Q(x, ξ) = ξ′Q(x)ξ,
x ∈ Ω, ξ ∈ Rn, which are nonnegative but may vanish identically in ξ for some
values of x. Such quadratic forms and Sobolev spaces arise naturally in the study
of existence and regularity of weak solutions of some second order subelliptic lin-
ear/quasilinear partial differential equations; see, e.g., [SW1, 2], [R1], [MRW],
[RSW].
The Rellich-Kondrachov theorem is frequently used to study the existence of
solutions to elliptic equations, a famous example being subcritical and critical
Yamabe equations, resulting in the solution of Yamabe’s problem; see [Y], [T], [A],
[S]. Further applications lie in proving the existence of weak solutions to Dirichlet
problems for elliptic equations with rough boundary data and coefficients; see [GT].
In a sequel to this paper, we will apply our compact embedding results to study
the existence of solutions for some classes of degenerate equations.
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In this section, we will state and prove our most general compact embedding
results. In Sections 2 and 3, we study some applications to classical and degenerate
Sobolev spaces, respectively. In Section 4, more general results in quasimetric
spaces are studied.
We begin by listing some useful notation. Let w be a measure on a σ-algebra
Σ of subsets of a set Ω, with Ω ∈ Σ. For 0 < p ≤ ∞, let Lpw(Ω) denote the class
of real-valued measurable functions f satisfying ||f ||Lpw(Ω) <∞, where ||f ||Lpw(Ω) =( ´
Ω
|f |pdw
)1/p
if p < ∞ and ||f ||L∞w (Ω) = ess supΩ |f |, the essential supremum
being taken with respect to w-measure. When dealing with generic functions in
Lpw(Ω), we will not distinguish between functions which are equal a.e.-w. For
E ∈ Σ, w(E) denotes the w-measure of E, and if 0 < w(E) < ∞ then fE,w
denotes the w-average of f over E: fE,w =
1
w(E)
´
E
fdw. Throughout the paper,
positive constants will be denoted by C or c and their dependence on important
parameters will be indicated.
For k ∈ N, let X (Ω) be a normed linear space of measurable Rk-valued func-
tions g defined on Ω with norm ||g||X (Ω). We assume that there is a subset Σ0 ⊂ Σ
so that (X (Ω),Σ0) satisfies the following properties:
(A) For any g ∈ X (Ω) and F ∈ Σ0, the function gχF ∈ X (Ω), where χF denotes
the characteristic function of F .
(Bp) There are constants C1, C2, p satisfying 1 ≤ C1, C2, p < ∞ so that if {Fℓ} is
a finite collection of sets in Σ0 with
∑
ℓ
χFℓ(x) ≤ C1 for all x ∈ Ω, then
∑
ℓ
||gχFℓ||pX (Ω) ≤ C2||g||pX (Ω) for all g ∈ X (Ω).
For 1 ≤ N ≤ ∞, we will often consider the product space LNw (Ω) × X (Ω).
This is a normed linear space with norm
||(f, g)||LNw (Ω)×X (Ω) = ||f ||LNw (Ω) + ||g||X (Ω). (1.1)
A set S ⊂ LNw (Ω)×X (Ω) will be called a bounded set in LNw (Ω)×X (Ω) if
sup
(f,g)∈S
||(f, g)||LNw (Ω)×X (Ω) <∞.
Projection maps such as the one defined by
π : (f, g)→ f, (f, g) ∈ LNw (Ω)×X (Ω), (1.2)
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will play a role in our results. If w(Ω) < ∞, then π(LNw (Ω) ×X (Ω)) ⊂ Lqw(Ω) if
1 ≤ q ≤ N.
Theorem 1.1. Let w be a finite measure on a σ-algebra Σ of subsets of a set Ω,
with Ω ∈ Σ. Let 1 ≤ p < ∞, 1 < N ≤ ∞, X (Ω) be a normed linear space
satisfying properties (A) and (Bp) relative to a collection Σ0 ⊂ Σ, and let S be a
bounded set in LNw (Ω)×X (Ω).
Suppose that S satisfies the following: given ǫ > 0, there are a finite number
of pairs {Eℓ, Fℓ}Jℓ=1 with Eℓ ∈ Σ and Fℓ ∈ Σ0 (the pairs and J may depend on ǫ)
such that
(i) w
(
Ω \ ∪ℓEℓ
)
< ǫ and w(Eℓ) > 0;
(ii) {Fℓ} has bounded overlaps independent of ǫ with the same overlap constant as
in (Bp), i.e.,
J∑
ℓ=1
χFℓ(x) ≤ C1, x ∈ Ω, (1.3)
for C1 as in (Bp);
(iii) for every (f, g) ∈ S, the local Poincaré-type inequality
||f − fEℓ,w||Lpw(Eℓ) ≤ ǫ ||gχFℓ||X (Ω) (1.4)
holds for each (Eℓ, Fℓ).
Let Sˆ be the set defined by
Sˆ = {f ∈ LNw (Ω) : there exists {(f j, gj)}∞j=1 ⊂ S with f j → f a.e.-w} . (1.5)
Then Sˆ is compactly embedded in Lqw(Ω) if 1 ≤ q < N in the sense that for every
sequence {fk} ⊂ Sˆ, there is a single subsequence {fki} and a function f ∈ LNw (Ω)
such that fki → f pointwise a.e.-w in Ω and in Lqw(Ω) norm for 1 ≤ q < N .
Before proceeding with the proof of Theorem 1.1, we make several simple
observations. First, in the definition of Sˆ, the property that f ∈ LNw (Ω) fol-
lows by Fatou’s lemma since the associated functions f j are bounded in LNw (Ω),
as S is bounded in LNw (Ω) × X (Ω) by hypothesis. Fatou’s lemma also shows
that Sˆ is a bounded set in LNw (Ω). Moreover, since N > 1, if {f j} is bounded
in LNw (Ω) and f
j → f a.e.-w, then (f j)E,w → fE,w for all E ∈ Σ; in fact, in
this situation, by using Egorov’s theorem, we have
´
Ω
f jϕdw → ´
Ω
fϕdw for all
ϕ ∈ LN ′w (Ω), 1/N + 1/N ′ = 1.
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Next, while the hypothesis w(Eℓ) > 0 in assumption (i) ensures that the aver-
ages fEℓ,w in (1.4) are well-defined, it is not needed since we can discard any pair
Eℓ, Fℓ with w(Eℓ) = 0 without affecting the inequality w(Ω\∪Eℓ) < ǫ or (1.3) and
(1.4).
Finally, since Sˆ contains the first component f of any pair (f, g) ∈ S, a simple
corollary of Theorem 1.1 is that the projection π defined in (1.2) is a compact
mapping of S into Lqw(Ω), 1 ≤ q < N , in the sense that for every sequence
{(fk, gk)} ⊂ S, there is a subsequence {fki} and a function f ∈ LNw (Ω) such that
fki → f pointwise a.e.-w in Ω and in Lqw(Ω) norm for 1 ≤ q < N .
Proof: Let S satisfy the hypotheses and suppose {fk}k∈N ⊂ Sˆ. For each fk, use
the definition of Sˆ to choose a sequence {(f jk , gjk)}j ⊂ S with f jk → fk a.e.-w as
j → ∞. Since S is bounded in LNw (Ω) × X (Ω), there is M ∈ (0,∞) so that
||(f jk , gjk)||LNw (Ω)×X (Ω) ≤ M for all k and j. Also, as noted above, {fk} is bounded
in LNw (Ω) norm; in fact ||fk||LNw (Ω) ≤M for the same constant M and all k.
Since {fk} is bounded in LNw (Ω), then if 1 < N <∞, it has a weakly convergent
subsequence, while if N = ∞, it has a subsequence which converges in the weak-
star topology. In either case, we relabel the subsequence as {fk} to preserve the
index. Fix ǫ > 0 and let {Eℓ, Fℓ}Jℓ=1 satisfy the hypotheses of the theorem relative
to ǫ. Setting Ωǫ = ∪Eℓ, we have by assumption (i) that
w(Ω \ Ωǫ) < ǫ. (1.6)
Let us show that there is a positive constant C independent of ǫ so that∑
ℓ
||fk − (fk)Eℓ,w||pLpw(Eℓ) ≤ Cǫ
p for all k. (1.7)
Fix k and let∆ denote the expression on the left side of (1.7). Since f jk−(f jk)Eℓ,w →
fk − (fk)Eℓ,w a.e.-w as j →∞, Fatou’s lemma gives
∆ ≤
∑
ℓ
lim inf
j→∞
||f jk − (f jk)Eℓ,w||pLpw(Eℓ).
Consequently, by using the Poincaré inequality (1.4) for S and superadditivity of
lim inf, we obtain
∆ ≤ lim inf
j→∞
∑
ℓ
ǫp||gjkχFℓ||pX (Ω).
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By (1.3), the sets Fℓ have finite overlaps uniformly in ǫ, with the same overlap
constant C1 as in property (Bp) of X (Ω). Hence, by property (Bp) applied to the
last expression together with boundedness of S,
∆ ≤ C2ǫp lim inf
j→∞
||gjk||pX (Ω) ≤ C2Mpǫp.
This proves (1.7) with C = C2M
p.
Next note that ˆ
Ωǫ
|fm − fk|pdw ≤
∑
ℓ
ˆ
Eℓ
|fm − fk|pdw
≤ 2p−1
(∑
ℓ
ˆ
Eℓ
|fm − fk − (fm − fk)Eℓ,w|pdw +
∑
ℓ
|(fm − fk)Eℓ,w|pw(Eℓ)
)
= 2p−1(I + II). (1.8)
We will estimate I and II separately. We have
I ≤ 2p−1
(∑
ℓ
||fm − (fm)Eℓ,w||pLpw(Eℓ) +
∑
ℓ
||fk − (fk)Eℓ,w||pLpw(Eℓ)
)
≤ 2p−1 (Cǫp + Cǫp) = 2pCǫp (1.9)
by (1.7). To estimate II, first note that
II =
J∑
ℓ=1
|(fm − fk)Eℓ,w|pw(Eℓ) =
J∑
ℓ=1
1
w(El)p−1
∣∣∣ˆ
Ω
(fm − fk)χEℓdw
∣∣∣p.
Since w(Ω) < ∞, each characteristic function χEℓ ∈ LN
′
w (Ω), 1/N + 1/N
′ = 1
(with N ′ = 1 if N = ∞). As {fk} converges weakly in LNw (Ω) when 1 < N < ∞,
or converges in the weak-star sense when N = ∞, then for m, k sufficiently large
depending on ǫ, and for all 1 ≤ ℓ ≤ J ,
1
w(El)p−1
∣∣∣ ˆ
Ω
(fm − fk)χEℓdw
∣∣∣p ≤ ǫp
J
.
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Thus II ≤ ǫp for m, k sufficiently large depending on ǫ. Combining this estimate
with (1.8) and (1.9) shows that
||fm − fk||Lpw(Ωǫ) < Cǫ (1.10)
for m, k sufficiently large and C = C(M,C2).
Let us now show that {fk} is a Cauchy sequence in L1w(Ω). For m, k as in
(1.10), Hölder’s inequality and the fact that ||fk||LNw (Ω) ≤M for all k yield
||fm − fk||L1w(Ω) ≤ ||fm − fk||L1w(Ωǫ) + ||fm − fk||L1w(Ω\Ωǫ)
≤ ||fm − fk||Lpw(Ωǫ)w(Ωǫ)
1
p′ + ||fm − fk||LNw (Ω\Ωǫ)w(Ω \ Ωǫ)
1
N′
< Cǫw(Ωǫ)
1
p′ + 2Mw(Ω \ Ωǫ) 1N′
< Cǫw(Ω)
1
p′ + 2Mǫ
1
N′ by (1.6).
Since N ′ <∞, it follows that {fk} is Cauchy in L1w(Ω). Hence it has a subsequence
(again denoted by {fk}) that converges in L1w(Ω) and pointwise a.e.-w in Ω to a
function f ∈ L1w(Ω). If N = ∞, {fk} is bounded in L∞w (Ω) by hypothesis, so its
pointwise limit f ∈ L∞w (Ω). If N < ∞, since {fk} is bounded in LNw (Ω), Fatou’s
Lemma implies that f ∈ LNw (Ω). This completes the proof in case q = 1.
For general q, we will use the same subsequence {fk} as above. Thus we only
need to show that {fk} converges in Lqw(Ω) for 1 < q < N . We will use Hölder’s
inequality. Given q ∈ (1, N), choose λ ∈ (0, 1), namely λ = (1
q
− 1
N
)
/
(
1 − 1
N
)
,
hence λ = 1/q if N =∞, so that
||fm − fk||Lqw(Ω) ≤ ||fm − fk||λL1w(Ω)||fm − fk||1−λLNw (Ω). (1.11)
As before, ||fk||LNw (Ω) ≤ M , and therefore ||fm − fk||1−λLNw (Ω) ≤ (2M)
1−λ, giving by
(1.11) that {fk} is Cauchy in Lqw(Ω) as it is Cauchy in L1w(Ω). This completes the
proof of Theorem 1.1. 
A compact embedding result is also proved in [FSSC, Theorem 3.4] by using
Poincaré type estimates. However, Theorem 1.1 applies to situations not consid-
ered in [FSSC] since it is not restricted to the context of Lipschitz vector fields
in Rn. Other abstract compact embedding results can be found in [HK1, Theo-
rem 4] and [HK2, Theorem 8.1], including a version (see [HK1, Theorem 5]) for
weighted Sobolev spaces with nonzero continuous weights, and a version in [HK2]
for metric spaces with a single doubling measure. The proof in [HK1] assumes
prior knowledge of the classical Rellich-Kondrachov compactness theorem (see e.g.
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[GT, Theorem 7.22(i)] and below).
By making minor changes in the proof of Theorem 1.1, we can obtain a sufficient
condition for a bounded set in LNw (Ω) to be precompact in L
q
w(Ω), 1 ≤ q < N ,
without mentioning the sets {Fℓ}, the space X (Ω), properties (A) and (Bp), or
conditions (1.3) and (1.4). We state this result in the next theorem. An application
is given in §4.
Theorem 1.2. Let w be a finite measure on a σ-algebra Σ of subsets of a set Ω,
with Ω ∈ Σ. Let 1 ≤ p < ∞, 1 < N ≤ ∞ and P be a bounded subset of LNw (Ω).
Suppose there is a positive constant C so that for every ǫ > 0, there are a finite
number of sets Eℓ ∈ Σ with
(i) w
(
Ω \ ∪ℓEℓ
)
< ǫ and w(Eℓ) > 0;
(ii) for every f ∈ P, ∑
ℓ
||f − fEℓ,w||pLpw(Eℓ) ≤ Cǫ
p. (1.12)
Let
Pˆ = {f ∈ LNw (Ω) : there exists {f j} ⊂ P with f j → f a.e.-w }.
Then for every sequence {fk} ⊂ Pˆ, there is a single subsequence {fki} and a
function f ∈ LNw (Ω) such that fki → f pointwise a.e.-w in Ω and in Lqw(Ω) norm
for 1 ≤ q < N .
Remark 1.3. 1. Given ǫ > 0, let {Eℓ} satisfy hypothesis (i) of Theorem 1.2.
Hypothesis (ii) of Theorem 1.2 is clearly true for {Eℓ} if for every f ∈ P,
there are nonnegative constants {aℓ} such that
||f − fEℓ,w||Lpw(Eℓ) ≤ ǫ aℓ (1.13)
and ∑
apℓ ≤ C (1.14)
with C independent of f, ǫ. The constants {aℓ} may vary with f and ǫ.
2. Theorem 1.1 is a corollary of Theorem 1.2. To see why, suppose that the
hypothesis of Theorem 1.1 holds. Define P by P = π(S) = {f : (f, g) ∈ S}.
Let ǫ > 0 and choose {(Eℓ, Fℓ)} as in Theorem 1.1. Given f ∈ P, choose any
g such that (f, g) ∈ S and set aℓ = ||gχFℓ||X (Ω) for all ℓ. Then (1.4), (1.3)
and property (Bp) of X (Ω) imply (1.13) and (1.14). The preceding remark
shows that the hypothesis of Theorem 1.2 holds. The conclusion of Theorem
1.1 now follows from Theorem 1.2.
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Proof of Theorem 1.2: Theorem 1.2 can be proved by checking through the
proof of Theorem 1.1. In fact, the nature of hypothesis (1.12) allows simplification
of the proof. First recall that if f j → f a.e.-w and {f j} is bounded in LNw (Ω), then
(f j)E,w → fE,w for every E ∈ Σ. Therefore, by the definition of Pˆ and Fatou’s
lemma, the truth of (1.12) for all f ∈ P implies its truth for all f ∈ Pˆ. Given
a sequence {fk} in Pˆ, we follow the proof of Theorem 1.1 but no longer need to
introduce the {f jk} or prove (1.7) since (1.7) now follows from the fact that (1.12)
holds for Pˆ. Further details are left to the reader.
We close this section by listing an alternate version of Theorem 1.1 that we will
use in §3.4 when we consider local results.
Theorem 1.4. Let w be a measure (not necessarily finite) on a σ-algebra Σ of
subsets of a set Ω, with Ω ∈ Σ. Let 1 ≤ p < ∞, 1 < N ≤ ∞, X (Ω) be a normed
linear space satisfying properties (A) and (Bp) relative to a set Σ0 ⊂ Σ, and let S
be a collection of pairs (f, g) such that f is Σ-measurable and g ∈ X (Ω).
Suppose that S satisfies the following conditions relative to a fixed set Ω′ ∈ Σ
(in particular Ω′ ⊂ Ω): for each ǫ = ǫj = 1/j with j ∈ N, there are a finite number
of pairs {Eǫℓ , F ǫℓ }ℓ with Eǫℓ ∈ Σ and F ǫℓ ∈ Σ0 such that
(i) w(Ω′ \ ∪ℓEǫℓ) = 0 and 0 < w(Eǫℓ) <∞;
(ii) {F ǫℓ }ℓ has bounded overlaps independent of ǫ with the same overlap constant
as in (Bp), i.e., ∑
ℓ
χF ǫℓ (x) ≤ C1, x ∈ Ω,
for C1 as in (Bp);
(iii) for every (f, g) ∈ S, the local Poincaré-type inequality
||f − fEǫℓ ,w||Lpw(Eǫℓ ) ≤ ǫ ||gχF ǫℓ ||X (Ω)
holds for each (Eǫℓ , F
ǫ
ℓ ).
Then for every sequence {(fk, gk)} in S with
sup
k
[
||fk||LNw (∪ℓ,jE1/jℓ ) + ||gk||X (Ω)
]
<∞, (1.15)
there is a subsequence {fki} of {fk} and a function f ∈ LNw (Ω′) such that fki → f
pointwise a.e.-w in Ω′ and in Lqw(Ω
′) norm for 1 ≤ q ≤ p. If p < N , then also
fki → f in Lqw(Ω′) norm for 1 ≤ q < N .
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The principal difference between the assumptions in Theorems 1.1 and 1.4
occurs in hypothesis (i). When we apply Theorem 1.4 in §3.4, the sets {Eǫℓ} will
satisfy Ω′ ⊂ ∪ℓEǫℓ for each ǫ, and consequently the condition in hypothesis (i) that
w(Ω′ \ ∪ℓEǫℓ) = 0 for each ǫ will be automatically true. Unlike Theorem 1.1, the
value of q in Theorem 1.4 is always allowed to equal p. Although w(Ω) is not
assumed to be finite in Theorem 1.4, w(Ω′) < ∞ is true due to hypothesis (i)
and the fact that the number of Eǫℓ is finite for each ǫ. As in Theorem 1.1, the
hypothesis w(Eǫℓ) > 0 is dispensible.
Proof of Theorem 1.4: The proof is like that of Theorem 1.1, with minor
changes and some simplifications. We work directly with the pairs (fk, gk) without
considering approximations (f jk , g
j
k). Due to the form of assumption (i) in Theorem
1.4, neither the set Ωǫ nor estimate (1.6) is now needed. Since w(Ω′ \ ∪ℓEǫℓ) = 0
for each ǫ = 1/j, we can replace Ωǫ by Ω′ in the proof, obtaining the estimate
||fm − fk||Lpw(Ω′) < Cǫ (1.16)
as an analogue of (1.10). In deriving (1.16), the weak and weak-star arguments
are guaranteed since by (1.15),
sup
k
||fk||LNw (∪ℓ,jE1/jℓ ) <∞.
The main change in the proof comes by observing that the entire argument formerly
used to show that {fk} is Cauchy in L1w(Ω) is no longer needed. In fact, (1.16)
proves that {fk} is Cauchy in Lpw(Ω′), and therefore it is also Cauchy in Lqw(Ω′) if
1 ≤ q ≤ p since w(Ω′) <∞. The first conclusion in Theorem 1.4 then follows. To
prove the second one, assuming that p, q < N , we use an analogue of (1.11) with
Ω′ in place of Ω and the same choice of λ, namely,
||fm − fk||Lqw(Ω′) ≤ ||fm − fk||λL1w(Ω′)||fm − fk||1−λLNw (Ω′).
The desired conclusion then follows as before since we have already shown that
the first factor on the right side tends to 0.
2 Applications in the Nondegenerate Case
Roughly speaking, a consequence of Theorem 1.1 is that a set of functions which
is bounded in LNw (Ω) is precompact in L
q
w(Ω) for 1 ≤ q < N if the gradients of the
functions are bounded in an appropriate norm, and a local Poincaré inequality holds
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for them. The requirement of boundedness in LNw (Ω) will be fulfilled if, for example,
the functions satisfy a global Poincaré or Sobolev estimate with exponent N on the
left-hand side. In order to illustrate this principle more precisely, we first consider
the classical gradient operator and functions on Rn with the standard Euclidean
metric. We include a simple way to see that the Rellich-Kondrachov compactness
theorem follows from our results. Our derivation of this fact is different from those
in [AF] and [GT]; in particular, it avoids using the Arzelá-Ascoli theorem and
regularization of functions by convolution. We also list compactness results for the
special class of s-John domains in Rn. In [HK1], the authors mention that such
results follow from their development without giving specific statements. See also
[HK2, Theorem 8.1]. We list results for degenerate quadratic forms and vector
fields in Section 3.
We begin by proving a compact embedding result for some Sobolev spaces
involving two measures. Let w be a measure on the Borel subsets of a fixed open
set Ω ⊂ Rn, and let µ be a measure on the σ-algebra of Lebesgue measurable
subsets of Ω. We also assume that µ is absolutely continuous with respect to
Lebesgue measure. If 1 ≤ p < ∞, let Epµ(Ω) denote the class of locally Lebesgue
integrable functions on Ω with distributional derivatives in Lpµ(Ω). If 1 ≤ N ≤ ∞,
we say that a set Y ⊂ LNw (Ω) ∩ Epµ(Ω) (intersection of function spaces instead of
normed spaces of equivalence classes) is bounded in LNw (Ω) ∩ Epµ(Ω) if
sup
f∈Y
{||f ||LNw (Ω) + ||∇f ||Lpµ(Ω)} <∞.
We use D to denote a generic open Euclidean ball. The radius and center of
D will be denoted r(D) and xD, and if C is a positive constant, CD will denote
the ball concentric with D whose radius is Cr(D).
Theorem 2.1. Let Ω˜ ⊂ Ω be open sets in Rn. Let w be a Borel measure on Ω
with w(Ω˜) = w(Ω) <∞ and µ be a measure on the Lebesgue measurable sets in Ω
which is absolutely continuous with respect to Lebesgue measure. Let 1 ≤ p < ∞,
1 < N ≤ ∞ and S ⊂ LNw (Ω) ∩ Epµ(Ω), and suppose that for all ǫ > 0, there exists
δǫ > 0 such that
‖f − fD,w‖Lpw(D) ≤ ǫ‖∇f‖Lpµ(D) for all f ∈ S (2.1)
and all Euclidean balls D with r(D) < δǫ and 2D ⊂ Ω˜. Then for any sequence
{fk} ⊂ S that is bounded in LNw (Ω) ∩ Epµ(Ω), there is a subsequence {fki} and
a function f ∈ LNw (Ω) such that {fki} → f pointwise a.e.-w in Ω and in Lqw(Ω)
norm for 1 ≤ q < N .
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Before proving Theorem 2.1, we give typical examples of Ω˜ and w with w(Ω˜) =
w(Ω) <∞. For any two nonempty sets E1, E2 ⊂ Rn, let
ρ(E1, E2) = inf{|x− y| : x ∈ E1, y ∈ E2} (2.2)
denote the Euclidean distance between E1 and E2. If x ∈ Rn and E is a nonempty
set, we will write ρ(x, E) instead of ρ({x}, E). Let Ω˜ be an open subset of Ω. If
Ω is bounded and Ω \ Ω˜ has Lebesgue measure 0, the measure w on Ω defined by
dw = ρ(x,Rn\Ω˜)αdx clearly has the desired properties if α ≥ 0. The range of α can
be increased to α > −1 if Ω is a Lipschitz domain and Ω\Ω˜ is a finite set. Indeed, if
∂Ω is described in local coordinates x = (x1, . . . , xn) by xn = F (x1, . . . , xn−1) with
F Lipschitz, then the distance from x to ∂Ω is equivalent to |xn−F (x1, . . . , xn−1)|,
and consequently the restriction α > −1 guarantees that w is finite near ∂Ω by
using Fubini’s theorem; see also [C1, Remark 3.4(b)]. If Ω is bounded and Ω \ Ω˜
is finite, but with no restriction on ∂Ω, the range can clearly be further increased
to α > −n for the measure ρ(x,Ω \ Ω˜)αdx. Also note that any w without point
masses satisfies w(Ω˜) = w(Ω) if Ω˜ is obtained by deleting a countable subset of Ω.
Proof of Theorem 2.1: We will verify the hypotheses of Theorem 1.1. Let
X (Ω) =
{
g = (g1, . . . , gn) : |g| =
( n∑
i=1
g2i
)1/2 ∈ Lpµ(Ω)}
and ||g||X (Ω) = ||g||Lpµ(Ω). Then
‖∇f‖
X (Ω)
= ‖∇f‖
Lpµ(Ω)
if f ∈ Epµ(Ω).
If f ∈ Epµ(Ω), we may identify f with the pair (f,∇f) since the distributional
gradient ∇f is uniquely determined by f up to a set of Lebesgue measure zero.
Then LNw (Ω)∩Epµ(Ω) can be viewed as a subset of LNw (Ω)×X (Ω). In Theorem 1.1,
choose S to be the particular sequence {fk} ⊂ S in the hypothesis of Theorem
2.1, and choose Σ to be the Lebesgue measurable subsets of Ω and Σ0 to be the
collection of balls D ⊂ Ω. Then hypotheses (A) and (Bp) are valid with C2 = C1
for any C1. Given ǫ > 0, since w(Ω˜) = w(Ω) < ∞, there is a compact set K ⊂ Ω˜
with w(Ω \K) < ǫ. Let 0 < δ′ǫ < ρ(K,Rn \ Ω˜) (where ρ(K,Rn \ Ω˜) is interpreted
as ∞ if Ω˜ = Rn), let δǫ be as in (2.1), and fix rǫ with 0 < rǫ < min{δǫ, δ′ǫ}. By
considering the triples of balls in a maximal collection of pairwise disjoint balls
of radius rǫ/6 centered in K, we obtain a collection {Eǫℓ}ℓ of balls of radius rǫ/2
which satisfy 2Eǫℓ ⊂ Ω˜, have bounded overlaps with overlap constant independent
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of ǫ, and whose union covers K. Since K is compact, we may assume the collection
is finite. Also,
w
(
Ω \ ∪ℓEǫℓ
) ≤ w(Ω \K) < ǫ,
and (1.4) holds with Fℓ = Eℓ = E
ǫ
ℓ by (2.1). Theorem 2.1 now follows from
Theorem 1.1 applied to Ω.
In particular, we obtain the following result when w = µ is a Muckenhoupt
Ap(R
n) weight, i.e., when dµ = dw = η dx where η(x) satisfies
(
1
|D|
ˆ
D
η dx
)(
1
|D|
ˆ
D
η−1/(p−1)dx
)p−1
≤ C
if 1 < p < ∞ and |D|−1 ´
D
η dx ≤ C essinfDw if p = 1 for all Euclidean balls
D, with C independent of D. As is well known, such a weight also satisfies the
classical doubling condition
w(Dr(x)) ≤ C
( r
r′
)θ
w(Dr′(x)), 0 < r
′ < r <∞, (2.3)
with θ ≥ np − ǫ for some ǫ > 0 if p > 1, and with θ = n if p = 1, where C and θ
are independent of r, r′, x.
We denote by W 1,p,w(Ω) the weighted Sobolev space defined as all functions
in Lpw(Ω) whose distributional gradient is in L
p
w(Ω). Thus W
1,p,w(Ω) = Lpw(Ω) ∩
Epw(Ω). If w(Ω) < ∞, it follows that LNw (Ω) ∩ Epw(Ω) ⊂ W 1,p,w(Ω) when N ≥ p,
and that the opposite containment holds when N ≤ p.
Theorem 2.2. Let 1 ≤ p < ∞, w ∈ Ap(Rn) and Ω be an open set in Rn with
w(Ω) < ∞. If 1 < N ≤ ∞, then any bounded subset of LNw (Ω) ∩ Epw(Ω) is
precompact in Lqw(Ω) if 1 ≤ q < N . Consequently, if N > p and S is a subset of
W 1,p,w(Ω) with
‖f‖LNw (Ω) ≤ C(‖f‖Lpw(Ω) + ‖∇f‖Lpw(Ω)) for all f ∈ S , (2.4)
then any set in S that is bounded in W 1,p,w(Ω) is precompact in Lqw(Ω) for 1 ≤
q < N .
If Ω is a John domain, there exists N > p (N can be θp/(θ−p) for some θ > p
as described after (2.3)) such that W 1,p,w(Ω) is compactly embedded in Lqw(Ω) for
1 ≤ q < N . In particular, the embedding of W 1,p,w(Ω) into Lpw(Ω) is compact when
w ∈ Ap(Rn) and Ω is a John domain.
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Remark 2.3. When w = 1 and p < n, the choices N = np/(n − p) and S =
W 1,p0 (Ω) guarantee (2.4) by the classical Sobolev inequality for functions in W
1,p
0 (Ω)
(see e.g. [GT, Theorem 7.10]); here W 1,p0 (Ω) denotes the closure in W
1,p(Ω) of the
class of Lipschitz functions with compact support in Ω. Consequently, the classical
Rellich-Kondrachov theorem giving the compact embedding of W 1,p0 (Ω) in L
q(Ω) for
1 ≤ q < np/(n− p) follows as a special case of the first part of Theorem 2.2.
Proof. We will apply Theorem 2.1 with w = µ. Fix p and w with 1 ≤ p <∞
and w ∈ Ap(Rn). By [FKS], there is a constant C such that the weighted Poincaré
inequality
||f − fD,w||Lpw(D) ≤ Cr(D)||∇f ||Lpw(D), f ∈ C∞(Ω),
holds for all Euclidean balls D ⊂ Ω. Then since C∞(Ω) is dense in LNw (Ω)∩Epw(Ω)
if 1 ≤ N <∞ (see e.g. [Tur]), by fixing any ǫ > 0 we obtain from Fatou’s lemma
that for all balls D ⊂ Ω with Cr(D) ≤ ǫ,
||f − fD,w||Lpw(D) ≤ ǫ ||∇f ||Lpw(D) if f ∈ LNw (Ω) ∩ Epw(Ω).
The same holds when N =∞ since L∞w (Ω) = L∞(Ω) ⊂ Lpw(Ω) due to the assump-
tions w ∈ Ap(Rn) and w(Ω) < ∞. With 1 < N ≤ ∞, the first statement of the
theorem now follows from Theorem 2.1, and the second statement is a corollary of
the first one.
Next, let Ω be a John domain. Choose θ > p so that w satisfies (2.3) and define
N = θp/(θ − p). Then N > p and by [CW1, Theorem 1.8 (b) or Theorem 4.1],
||f − fΩ,w||LNw (Ω) ≤ C||∇f ||Lpw(Ω), ∀f ∈ C∞(Ω).
Again, the inequality remains true for functions in W 1,p,w(Ω) by density and Fa-
tou’s lemma. It is now clear that (2.4) holds, and the last part of the theorem
follows.
Our next example involves domains in Rn which are more restricted. For special
Ω, there are values N > 1 such that
‖f‖
LN (Ω)
≤ C(‖f‖
L1(Ω)
+ ‖∇f‖
Lp(Ω)
)
(2.5)
for all f ∈ L1(Ω) ∩ Ep(Ω). Note that if Ω has finite Lebesgue measure, then
W 1,p(Ω) ⊂ L1(Ω) ∩ Ep(Ω). As we will explain, (2.5) is true for some N > 1 if Ω
is an s-John domain in Rn and 1 ≤ s < 1 + p
n−1
. Recall that for 1 ≤ s < ∞, a
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bounded domain Ω ⊂ Rn is called an s-John domain with central point x′ ∈ Ω if
for some constant c > 0 and all x ∈ Ω with x 6= x′, there is a curve Γ : [0, l] → Ω
so that Γ(0) = x,Γ(l) = x′,
|Γ(t1)− Γ(t2)| ≤ t2 − t1 for all [t1, t2] ⊂ [0, l], and
ρ(Γ(t),Ωc) ≥ c ts for all t ∈ [0, l].
The terms 1-John domain and John domain are the same. When Ω is an s-John
domain for some s ∈ [1, 1 + p/(n − 1)), it is shown in [KM], [CW1], [CW2] that
(2.5) holds for all finite N with
1
N
≥ s(n− 1)− p+ 1
np
(2.6)
and for all f ∈ W 1,p(Ω) without any support restrictions. Note that the right side
of (2.6) is strictly less than 1/p for such s, and consequently there are values N > p
which satisfy (2.6). For N as in (2.6), the global estimate
||f − fΩ||LN (Ω) ≤ C||∇f ||Lp(Ω), fΩ =
ˆ
Ω
f(x)dx/|Ω|, (2.7)
is shown to hold if f ∈ Liploc(Ω) in [CW2], and then follows for all f ∈ L1(Ω) ∩
Ep(Ω); see the proof of Theorem 2.4 for related comments. Inequality (2.5) is
clearly a consequence of (2.7).
More generally, weighted versions of (2.7) hold for s-John domains and lead to
weighted compactness results, as we now show. Let 1 ≤ p <∞, and for real α and
ρ(x,Ωc) as in (2.2), let Lpραdx(Ω) be the class of Lebesgue measurable f on Ω with
||f ||Lp
ραdx
(Ω) =
(ˆ
Ω
|f(x)|pρ(x,Ωc)αdx
)1/p
<∞.
Theorem 2.4. Suppose that 1 ≤ s < ∞ and Ω is an s-John domain in Rn. Let
p, a, b satisfy 1 ≤ p <∞, a ≥ 0, b ∈ R and b− a < p.
(i) If
n+ a > s(n− 1 + b)− p+ 1, (2.8)
then for any 1 ≤ q <∞ such that
1
q
> max
{
1
p
− 1
n
,
s(n− 1 + b)− p+ 1
(n+ a)p
}
, (2.9)
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L1ρadx(Ω) ∩ Epρbdx(Ω) is compactly embedded in Lqρadx(Ω).
(ii) If p > 1 and
n + ap > s(n− 1 + b)− p+ 1 ≥ n+ a, (2.10)
then for any 1 ≤ q <∞ such that
a
q
> max
{
b
p
− 1, s(n− 1 + b)− p− n+ 1
p
}
, (2.11)
L1ρadx(Ω) ∩ Epρbdx(Ω) is compactly embedded in Lqρadx(Ω).
Remark 2.5. 1. If a = b = 0, (2.8) is the same as s < 1 + p
n−1
. If a = 0,
(2.10) never holds.
2. The requirement that b − a < p follows from (2.8) and (2.9) by considering
the cases n − 1 + b ≥ 0 and n − 1 + b < 0 separately. Hence b − a < p
automaticallly holds in part (i), but it is an assumption in part (ii). Also,
(2.10) and (2.11) imply that q < p, and consequently that p > 1.
3. Conditions (2.8) and (2.9) imply there exists N ∈ (p,∞) with
1
q
>
1
N
> max
{
1
p
− 1
n
,
s(n− 1 + b)− p+ 1
(n+ a)p
}
. (2.12)
Conversely, (2.8) holds if there exists N ∈ (p,∞) so that (2.12) holds.
4. Assumption (2.11) ensures that there exists N ∈ (q,∞) such that (2.11)
holds with q replaced by N .
Proof: This result is also a consequence of Theorem 2.1, but we will deduce it
from Theorem 1.1 by using arguments like those in the proofs of Theorems 2.1
and 2.2. Fix a, b, p, q as in the hypothesis and denote ρ(x) = ρ(x,Ωc). Choose
w = ρadx and note that w(Ω) <∞ since a ≥ 0 and Ω is now bounded. Define
X (Ω) =
{
g = (g1, . . . , gn) : |g| ∈ Lpρbdx(Ω)
}
and ||g||X (Ω) = ||g||Lp
ρadx
(Ω). Fix ǫ > 0 and choose a compact set K ⊂ Ω with
|Ω \ K|ρadx :=
´
Ω\K
ρadx < ǫ. Also choose δ′ǫ with 0 < δ
′
ǫ < ρ(K,Ω
c), where
ρ(K,Ωc) is the Euclidean distance between K and Ωc.
Sept 24 16
If D is a Euclidean ball with center xD ∈ K and r(D) < 12δ′ǫ, then 2D ⊂ Ω and
ρ(x) is essentially constant on D; in fact, for such D,
1
2
ρ(xD) ≤ ρ(x) ≤ 3
2
ρ(xD), x ∈ D.
We claim that for such D, the simple unweighted Poincaré estimate
||f − fD||Lp(D) ≤ Cr(D)||∇f ||Lp(D), f ∈ Liploc(Ω),
where fD = fD,dx, implies that for f ∈ Liploc(Ω),
||f − fD,ρadx||Lp
ρadx
(D) ≤ C˜
(
r(D)
a−b
p + diam(Ω)
a−b
p
)
r(D)||∇f ||Lp
ρbdx
(D), (2.13)
where fD,ρadx =
´
D
fρadx/
´
D
ρadx and C˜ depends on C, a, b but is independent of
D, f . To show this, first note that for such D, since ρ ∼ ρ(xD) on D, the simple
Poincaré estimate immediately gives
||f − fD||Lp
ρadx
(D) ≤ C˜ρ(xD)
a−b
p r(D)||∇f ||Lp
ρbdx
(D), f ∈ Liploc(Ω),
and then a similar estimate with fD replaced by fD,ρadx follows by standard argu-
ments. Clearly (2.13) will now follow if we show that
ρ(xD)
a−b
p ≤ r(D) a−bp + diam(Ω) a−bp for such D.
However, this is clear since r(D) ≤ ρ(xD) ≤ diam(Ω) for D as above, and (2.13)
is proved.
We can now apply the weighted density result of [H], [HK1] to conclude that
(2.13) holds for all f ∈ L1ρadx(Ω) ∩ Epρbdx(Ω) and all balls D with xD ∈ K and
r(D) < 1
2
δ′ǫ.
Recall that a−b
p
+ 1 > 0. Thus there exists rǫ with 0 < rǫ <
1
2
δ′ǫ and
C˜
(
r
a−b
p
ǫ + diam(Ω)
a−b
p
)
rǫ < ǫ.
Let Σ and Σ0 be as in the proof of Theorem 2.1, and let {Eℓ}ℓ = {Fℓ}ℓ be the
triples of balls in a maximal collection of pairwise disjoint balls centered in K
with radius 1
3
rǫ. Then (2.13) and the choice of rǫ give the desired version of (1.4),
namely
||f − fD,ρadx||Lp
ρadx
(D) ≤ ǫ||∇f ||Lp
ρbdx
(D)
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for D = Eℓ and f ∈ L1ρadx(Ω) ∩ Epρbdx(Ω). Next, use the last two parts of Remark
2.5 to choose N ∈ (q,∞) so that either (2.9) or (2.11) holds with q there replaced
by N . Every f ∈ L1ρadx(Ω) ∩ Epρbdx(Ω) then satisfies the global Poincaré estimate
||f − fΩ,ρadx||LN
ρadx
(Ω) ≤ C||∇f ||Lp
ρbdx
(Ω), f ∈ L1ρadx(Ω) ∩ Epρbdx(Ω), (2.14)
where fΩ,ρadx =
´
Ω
f ρadx/
´
Ω
ρadx. In fact, under the hypothesis of Theorem 2.4,
this is proved for f ∈ Liploc(Ω) ∩ L1ρadx(Ω) ∩ Epρbdx(Ω) in [CW2] for example, and
then follows for all f ∈ L1ρadx(Ω)∩Epρbdx(Ω) by the density result of [H], [HK1] and
Fatou’s lemma. By (2.14),
||f ||LN
ρadx
(Ω) ≤ C||f ||L1ρadx(Ω) + C||∇f ||Lpρbdx(Ω)
for the same class of f . The remaining details of the proof are left to the reader.
In passing, we mention that the role played by the distance function ρ(x,Ωc)
in Theorem 2.4 can instead be played by
ρ0(x) = inf{|x− y| : y ∈ Ω0}, x ∈ Ω,
for certain Ω0 ⊂ Ωc; see [CW2, Theorem 1.6] for a description of such Ω0 and the
required Poincaré estimate, and note that the density result in [HK1] holds for
positive continuous weights.
3 Applications in the Degenerate Case
In this section, Ω denotes a fixed open set in Rn, possibly unbounded. For
(x, ξ) ∈ Ω × Rn, we consider a nonnegative quadratic form ξ′Q(x)ξ which may
degenerate, i.e., which may vanish for some ξ 6= 0. Such quadratic forms occur
naturally in the context of subelliptic equations and give rise to degenerate Sobolev
spaces as discussed below. Our goal is to apply Theorem 1.1 to obtain compact
embedding of these degenerate spaces into Lebesgue spaces related to the gain in
integrability provided by Poincaré-Sobolev inequalities. The framework that we
will use contains the subelliptic one developed in [SW1, 2], where regularity theory
for weak solutions of linear subelliptic equations of second order in divergence form
is studied.
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3.1 Standing Assumptions
We now list some notation and assumptions that will be in force everywhere in §3
even when not explicitly mentioned.
Definition 3.1. A function d is called a finite symmetric quasimetric (or simply
a quasimetric) on Ω if d : Ω×Ω→ [0,∞) and there is a constant κ ≥ 1 such that
for all x, y, z ∈ Ω,
d(x, y) = d(y, x),
d(x, y) = 0 ⇐⇒ x = y, and
d(x, y) ≤ κ[d(x, z) + d(z, y)]. (3.1)
If d is a quasimetric on Ω, we refer to the pair (Ω, d) as a quasimetric space.
In some applications, d is closely related to Q(x). For example, d is sometimes
chosen to be the Carnot-Carathéodory control metric related to Q; cf. [SW1].
Given x ∈ Ω, r > 0, and a quasimetric d, the subset of Ω defined by
Br(x) = {y ∈ Ω : d(x, y) < r}
will be called the quasimetric d-ball centered at x of radius r. Note that every
d-ball B = Br(x) satisfies B ⊂ Ω by definition.
It is sometimes possible, and desirable in case the boundary of Ω is rough, to
be able to work only with d-balls that are deep inside Ω in the sense that their
Euclidean closures B lie in Ω. See part (ii) of Remark 3.6 for comments about
being able to use such balls.
Recall that Ds(x) denotes the ordinary Euclidean ball of radius s centered at
x. We always assume that d is related as follows to the standard Euclidean metric:
∀ x ∈ Ω and r > 0, ∃ s = s(x, r) > 0 so that Ds(x) ⊂ Br(x). (3.2)
Remark 3.2. Condition (3.2) is clearly true if d-balls are open, and it is weaker
than the well-known condition of C. Fefferman and Phong stating that for each
compact K ⊂ Ω, there are constants β, r0 > 0 such that Drβ(x) ⊂ Br(x) for all
x ∈ K and 0 < r < r0.
Throughout §3, Q(x) denotes a fixed Lebesgue measurable n × n nonnega-
tive symmetric matrix on Ω and we assume that every d-ball B centered in Ω is
Lebesgue measurable. We will deal with three locally finite measures w, ν, µ on
the Lebesgue measurable subsets of Ω, each with a particular role. In §3.3, where
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only global results are developed, we will assume w(Ω) < ∞ but this assumption
is not required for the local results of §3.4. The measure µ is assumed to be abso-
lutely continuous with respect to Lebesgue measure; the comment following (3.4)
explains why this assumption is natural. In §3, we sometimes assume that w is
absolutely continuous with respect to ν, but we drop this assumption completely
in the Appendix.
We do not require the existence of a doubling measure for the collection of d-
balls, but we always assume that (Ω, d) satisfies the weaker local geometric doubling
property given in the next definition; see [HyM] for a global version.
Definition 3.3. A quasimetric space (Ω, d) satisfies the local geometric doubling
condition if for every compact K ⊂ Ω, there exists δ′ = δ′(K) > 0 such that for all
x ∈ K and all 0 < r′ < r < δ′, the number of disjoint d-balls of radius r′ contained
in Br(x) is at most a constant Cr/r′ depending on r/r′ but not on K.
3.2 Degenerate Sobolev Spaces W 1,p
ν,µ
(Ω, Q), W 1,p
ν,µ,0
(Ω, Q)
We will define weighted degenerate Sobolev spaces by using an approach like the
one in [SW2] for the unweighted case. We first define an appropriate space of
vectors, including vectors which will eventually play the role of gradients, where
size is measured relative to the nonnegative quadratic form
Q(x, ξ) = ξ′Q(x)ξ, (x, ξ) ∈ Ω× Rn.
For 1 ≤ p < ∞, consider the collection of measurable Rn-valued functions ~g(x) =
(g1(x), ..., gn(x)) satisfying
||~g||Lpµ(Ω,Q) =
{ ˆ
Ω
Q(x,~g(x))
p
2 dµ
} 1
p
=
{ ˆ
Ω
|
√
Q(x)~g(x)|pdµ
} 1
p
<∞. (3.3)
We identify any two functions ~g,~h in the collection for which ||~g − ~h||Lpµ(Ω,Q) = 0.
Then (3.3) defines a norm on the resulting space of equivalence classes. The form-
weighted space Lpµ(Ω, Q) is defined to be the collection of these equivalence classes,
with norm (3.3). By using methods similar to those in [SW2], it follows that
L2µ(Ω, Q) is a Hilbert space and Lpµ(Ω, Q) is a Banach space for 1 ≤ p <∞.
Now consider the (possibly infinite) norm on Liploc(Ω) defined by
||f ||W 1,pν,µ(Ω,Q) = ||f ||Lpν(Ω) + ||∇f ||Lpµ(Ω,Q). (3.4)
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We comment here that our standing assumption that µ(Z) = 0 when Z has
Lebesgue measure 0 assures that ||∇f ||Lpµ(Ω,Q) is well-defined if f ∈ Liploc(Ω);
in fact, for such f , the Rademacher-Stepanov theorem implies that ∇f exists a.e.
in Ω with respect to Lebesgue measure.
Definition 3.4. Let 1 ≤ p <∞.
1. The degenerate Sobolev space W 1,pν,µ(Ω, Q) is the completion under the norm
(3.4) of the set
LipQ,p(Ω) = LipQ,p,ν,µ(Ω) = {f ∈ Liploc(Ω) : ||f ||W 1,pν,µ(Ω,Q) <∞}.
2. The degenerate Sobolev space W 1,pν,µ,0(Ω, Q) is the completion under the norm
(3.4) of the set LipQ,p,0(Ω) = Lip0(Ω)∩LipQ,p(Ω), where Lip0(Ω) denotes the
collection of Lipschitz functions with compact support in Ω. If Q ∈ Lp/2loc (Ω),
then LipQ,p,0(Ω) = Lip0(Ω) since ν and µ are locally finite.
We now make some comments aboutW 1,pν,µ (Ω, Q), most of which have analogues
for W 1,pν,µ,0(Ω, Q). By definition, W
1,p
ν,µ(Ω, Q) is the Banach space of equivalence
classes of Cauchy sequences of LipQ,p(Ω) functions with respect to the norm (3.4).
Given a Cauchy sequence {fj} of LipQ,p(Ω) functions, we denote its equivalence
class by [{fj}]. If {vj} ∈ [{fj}], then {vj} is a Cauchy sequence in Lpν(Ω) and {∇vj}
is a Cauchy sequence in Lpµ(Ω, Q). Hence, there is a pair (f,~g) ∈ Lpν(Ω)×Lpµ(Ω, Q)
so that
||vj − f ||Lpν(Ω) → 0 and ||∇vj − ~g||Lpµ(Ω,Q) → 0
as j →∞. The pair (f,~g) is uniquely determined by the equivalence class [{fj}],
i.e., is independent of a particular {vj} ∈ [{fj}]. We will say that (f,~g) is repre-
sented by {vj}. We obtain a Banach space isomorphism J from W 1,pν,µ(Ω, Q) onto
a closed subspace W1,pν,µ(Ω, Q) of Lpν(Ω)× Lpµ(Ω, Q) by setting
J ([{fj}]) = (f,~g). (3.5)
We will often not distinguish between W 1,pν,µ(Ω, Q) and W1,pν,µ(Ω, Q). Similarly,
W1,pν,µ,0(Ω, Q) will denote the image of W 1,pν,µ,0(Ω, Q) under J , but we often consider
these spaces to be the same.
It is important to think of a typical element of W1,pν,µ(Ω, Q), or W 1,pν,µ(Ω, Q),
as a pair (f,~g) as above, and not simply as the first component f . In fact, if
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(f,~g) ∈ W1,pν,µ(Ω, Q), the vector ~g may not be uniquely determined by f ; see [FKS,
Section 2.1] for a well known example.
If f ∈ LipQ,p(Ω), then the pair (f,∇f) may be viewed as an element of
W 1,pν,µ(Ω, Q) by identifying it with the equivalence class [{f}] corresponding to the
sequence each of whose entries is f . When viewed as a class, (f,∇f) generally
contains pairs whose first components are not Lipschitz functions; for example, if
f ∈ LipQ,p(Ω) and F is any function with F = f a.e.-ν, then (f,∇f) = (F,∇f)
in W 1,pν,µ(Ω, Q). However, in what follows, when we consider a pair (f,∇f) with
f ∈ LipQ,p(Ω), we will not adopt this point of view. Instead we will identify an
f ∈ LipQ,p(Ω) with the single pair (f,∇f) whose first component is f (defined
everywhere in Ω) and whose second component is ∇f , which exists a.e. with re-
spect to Lebesgue measure by the Rademacher-Stepanov theorem. This convention
lets us avoid assuming that w is absolutely continuous with respect to ν, written
w << ν, in Poincaré-Sobolev estimates for LipQ,p(Ω) functions. We will reserve
the notation H for subsets of LipQ,p(Ω) viewed in this way.
On the other hand, W will denote various subsets of W 1,pν,µ(Ω, Q) with elements
viewed as equivalence classes. When our hypotheses are phrased in terms of such
W, we will assume that w << ν in order to avoid technical difficulty associated
with sets of measure 0; see the comment after (3.18). In the Appendix, we drop
the assumption w << ν altogether.
We will abuse the notation (3.4) by writing
||(f,∇f)||W 1,pν,µ(Ω,Q) = ||f ||Lpν(Ω) + ||∇f ||Lpµ(Ω,Q), f ∈ LipQ,p(Ω), (3.6)
and we extend this to generic (f,~g) ∈ W 1,pν,µ(Ω, Q) by writing
||(f,~g)||W 1,pν,µ(Ω,Q) = ||f ||Lpν(Ω) + ||~g||Lpµ(Ω,Q). (3.7)
3.3 Global Compactness Results for Degenerate Spaces
In this section, we state and prove compactness results which apply to the entire
set Ω. Results which are more local are given in §3.4.
In order to apply Theorem 1.1 in this setting, we will use the following version
of Poincaré’s inequality for d-balls.
Definition 3.5. Let 1 ≤ p < ∞, LipQ,p(Ω) be is as in Definition 3.4, and H ⊂
LipQ,p(Ω). We say that the Poincaré property of order p holds for H if there is a
constant c0 ≥ 1 so that for every ǫ > 0 and every compact set K ⊂ Ω, there exists
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δ = δ(ǫ,K) > 0 such that for all f ∈ H and every d-ball Br(y) with y ∈ K and
0 < r < δ,
(ˆ
Br(y)
|f − fBr(y),w|pdw
) 1
p
≤ ǫ||(f,∇f)||W 1,pν,µ(Bc0r(y),Q). (3.8)
Remark 3.6. (i) Inequality (3.8) is not of standard Poincaré form. A more typical
form is
(
1
w(Br(y))
ˆ
Br(y)
|f − fBr(y),w|pdw
) 1
p
≤ Cr
(
1
µ(Bc0r(y))
ˆ
Bc0r(y)
|
√
Q∇f |pdµ
) 1
p
. (3.9)
In [SW1, 2] and [R1], the unweighted version of (3.9) with p = 2 is used. Let
ρ(x, ∂Ω) and ρ(E, ∂Ω) be as in (2.2). In [SW2], the unweighted form of (3.9) with
p = 2 is assumed for all f ∈ LipQ,2(Ω) and all Br(y) with y ∈ Ω and 0 < r <
δ0ρ(y, ∂Ω) for some δ0 ∈ (0, 1) independent of y, r. If K is a compact set in Ω,
this version would then hold for all Br(y) with y ∈ K and 0 < r < δ0ρ(K, ∂Ω).
For general p, w and µ, if for every compact K ⊂ Ω, (3.9) is valid for all Br(y)
with y ∈ K and 0 < r < δ0ρ(K, ∂Ω), then (3.8) follows easily provided
lim
r→0
{
sup
y∈K
rp
w(Br(y))
µ(Bc0r(y))
}
= 0 (3.10)
for every compact K ⊂ Ω. Note that (3.10) automatically holds if w = µ.
If both (3.9) and (3.10) hold, then (3.8) is true for any choice of ν. In this
situation, one can pick ν = w in order to avoid technicalities encountered below
when w is not absolutely continuous with respect to ν.
(ii) Especially when ∂Ω is rough, it is simplest to deal only with d-balls B which
stay away from ∂Ω, i.e., which satisfy
B ⊂ Ω. (3.11)
We can always assume this for the balls in (3.8) if the converse of (3.2) is also
true, namely if
∀ x ∈ Ω and r > 0, ∃ s = s(r, x) > 0 such that Bs(x) ⊂ Dr(x). (3.12)
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To see why, let us first show that given a compact set K and an open set G with
K ⊂ G ⊂ Ω, there exists t > 0 so that Bt(y) ⊂ G for all y ∈ K. Indeed,
for such K and G, let t′ = 1
2
ρ(K,Gc). By (3.12), for each x ∈ K there exists
r(x) > 0 so that Br(x)(x) ⊂ Dt′(x). Further, by (3.2), there exists s(x) > 0 so that
Ds(x)(x) ⊂ Br(x)/(2κ)(x), where κ is as in (3.1). Since K is compact, we may choose
finite collections {Bri/(2κ)(xi)} and {Dsi(xi)} with xi ∈ K, ri = r(xi), si = s(xi),
and K ⊂ ⋃Dsi(xi) ⊂ ⋃Bri/(2κ)(xi). Now set t = min{ri/(2κ)}. Let y ∈ K and
choose i such that y ∈ Bri/(2κ)(xi). By (3.1), Bt(y) ⊂ Bri(xi) and consequently
Bt(y) ⊂ Dt′(xi). Since Dt′(xi) ⊂ G, we obtain Bt(y) ⊂ G for every y ∈ K, as
desired. In particular, Bt(y) ⊂ Ω for all y ∈ K. Since the validity of (3.8) for
some δ = δ(ǫ,K) implies its validity for min {δ, t}, it follows that we may assume
(3.11) for every Br(y) in (3.8) when (3.12) holds. Similarly, since the constant c0
in (3.8) is independent of K, we may assume as well that every Bc0r(y) in (3.8)
has closure in Ω.
(iii) We can often slightly weaken the assumption in Definition 3.5 that K is
an arbitrary compact set in Ω. For example, in our results where w(Ω) < ∞, it
is generally enough to assume that for each ǫ > 0, there is a particular compact
K with w(Ω \ K) < ǫ such that (3.8) holds. However, in §3.4, where we do not
assume w(Ω) <∞, it is convenient to keep the hypothesis that K is arbitrary.
Given a set H ⊂ LipQ,p(Ω), define
Hˆ = {f : there exists {f j} ⊂ H with f j → f a.e.-w}. (3.13)
It will be useful later to note that if H is bounded in LNw (Ω) for some N , then
Hˆ is also bounded in LNw (Ω) by Fatou’s lemma; in particular, every f ∈ Hˆ then
belongs to LNw (Ω). See (3.15) for a relationship between Hˆ and the closure of H in
W 1,pν,µ(Ω, Q) in case w << ν.
We now state our simplest global result. Its proof is given after Corollary 3.11.
Theorem 3.7. Let the assumptions of §3.1 hold, w(Ω) < ∞, 1 ≤ p < ∞, 1 <
N ≤ ∞ and H ⊂ LipQ,p(Ω). Suppose that the Poincaré property of order p in
Definition 3.5 holds for H and that
sup
f∈H
{||f ||LNw (Ω) + ||f ||Lpν(Ω) + ||∇f ||Lpµ(Ω,Q)} <∞. (3.14)
Then any sequence {fk} ⊂ Hˆ has a subsequence that converges in Lqw(Ω) norm for
every 1 ≤ q < N to a function belonging to LNw (Ω).
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Let H ⊂ LipQ,p(Ω) and Hˆ be as in (3.13). We reserve the notation H for the
closure of H in W 1,pν,µ(Ω, Q), i.e., for the closure of the collection {(f,∇f) : f ∈ H}
with respect to the norm (3.6). Elements of H are viewed as equivalence classes.
If w << ν, then
{f : there exists ~g such that (f,~g) ∈ H} ⊂ Hˆ. (3.15)
Indeed, if (f,~g) ∈ H, there is a sequence {f j} ⊂ H such that (f j ,∇f j)→ (f,~g) in
W 1,pν,µ(Ω, Q) norm, and consequently f
j → f in Lpν(Ω). By using a subsequence, we
may assume that f j → f pointwise a.e.-ν, and hence by absolute continuity that
f j → f pointwise a.e.-w. This proves (3.15). In fact, it can be verified by using
Egorov’s theorem that
{f : there exists {(f j, ~gj)} ⊂ H with f j → f a.e.-w} ⊂ Hˆ. (3.16)
Theorem 3.7 and (3.15) immediately imply the following corollary.
Corollary 3.8. Let the assumptions of §3.1 hold, w(Ω) < ∞ and w << ν. Let
1 ≤ p <∞, 1 < N ≤ ∞, H ⊂ LipQ,p(Ω) and H be the closure of H in W 1,pν,µ (Ω, Q).
Suppose that the Poincaré property of order p in Definition 3.5 holds for H and
that
sup
f∈H
{
||f ||LNw (Ω) + ||(f,∇f)||W 1,pν,µ(Ω,Q)
}
<∞. (3.17)
Then any sequence {fk} in
{f : there exists ~g such that (f,~g) ∈ H}
has a subsequence that converges in Lqw(Ω) norm for 1 ≤ q < N to a function that
belongs to LNw (Ω).
Remark 3.9. Corollary 3.8 may be thought of as an analogue in the degenerate
setting of the Rellich-Kondrachov theorem since it contains this classical result
as a special case. To see why, set Q(x) = Id and w = ν = µ to be Lebesgue
measure. Then, given a bounded sequence {(fk, ~gk)} ⊂ W 1,p0 (Ω) = W 1,pdx,dx,0(Ω, Q)
we may choose {f jk} ⊂ Lip0(Ω) with (f jk ,∇f jk)→ (fk, ~gk) in W 1,p(Ω) norm. Thus,
setting H = {f jk}k∈N,j>Jk where each Jk is chosen sufficiently large to preserve
boundedness, the classical Sobolev inequality gives (3.17) with N = np/(n− p) for
1 ≤ p < n. The Rellich-Kondrachov theorem now follows from Corollary 3.8.
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We next mention analogues of these results when H is replaced by a set W ⊂
W 1,pν,µ(Ω, Q) with elements viewed as equivalence classes, assuming that w << ν.
We then modify Definition 3.5 by replacing (3.8) with the analogous estimate
(ˆ
Br(y)
|f − fBr(y),w|pdw
) 1
p
≤ ǫ||(f,~g)||W 1,pν,µ(Bc0r(y),Q) if (f,~g) ∈ W. (3.18)
The assumption w << ν guarantees that the left side of (3.18) does not change
when the first component of a pair is arbitrarily altered in a set of ν-measure zero.
If Poincaré’s inequality is known to hold for subsets of Lipschitz functions in the
form (3.8), it can often be extended by approximation to the similar form (3.18)
for subsets of W 1,pν,µ(Ω, Q). Indeed, let us show without using weak convergence
that if w << ν and the Radon-Nikodym derivative dw/dν ∈ Lp′ν (Ω), 1/p+ 1/p′ =
1, then (3.18) holds with W = W 1,pν,µ(Ω, Q) if (3.8) holds with H = LipQ,p(Ω).
This follows easily from Fatou’s lemma since if (f,~g) ∈ W 1,pν,µ (Ω, Q) and we choose
{fj} ⊂ LipQ,p(Ω) with (fj ,∇fj)→ (f,~g) in W 1,pν,µ(Ω, Q), then for any ball B, since
fj → f in Lpν(Ω), we have
(fj)B,w =
1
w(B)
ˆ
B
fj
dw
dν
dν → 1
w(B)
ˆ
B
f
dw
dν
dν = fB,w.
Of course we may also assume that fj → f a.e.-w by selecting a subsequence of
{fj} which converges to f a.e.-ν. The same argument shows that if (3.18) holds
for all pairs in any set W ⊂ W 1,pν,µ(Ω, Q), then it also holds for pairs in the closure
W of W in W 1,pν,µ (Ω, Q). Moreover, if all balls B in question satisfy B ⊂ Ω (cf.
(3.11)), then the assumption can clearly be weakened to dw/dν ∈ Lp′ν,loc(Ω). As
we observed in Remark 3.6(ii), the balls in (3.8) can be assumed to satisfy (3.11)
provided (3.12) is true.
Analogues of Theorem 3.7 and Corollary 3.8 for a set W ⊂ W 1,pν,µ(Ω, Q) are
given in the next result, which also includes the Rellich-Kondrachov theorem as a
special case.
Theorem 3.10. Let the assumptions of §3.1 hold, w(Ω) < ∞ and w << ν. Let
1 ≤ p <∞, 1 < N ≤ ∞ andW ⊂W 1,pν,µ(Ω, Q). Suppose that the Poincaré property
in Definition 3.5 holds, but in the modified form given in (3.18), and that
sup
(f,~g)∈W
{
||f ||LNw (Ω) + ||(f,~g)||W 1,pν,µ(Ω,Q)
}
<∞. (3.19)
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Let
Wˆ = {f : there exists {(f j, ~gj)} ⊂ W with f j → f a.e.−w}.
Then any sequence in Wˆ has a subsequence that converges in Lqw(Ω) norm for
every 1 ≤ q < N to a function belonging to LNw (Ω). In particular, if W denotes
the closure of W in W 1,pν,µ(Ω, Q), then the same is true for any sequence in
{f : there exists ~g such that (f,~g) ∈ W}.
As a corollary, we obtain a result for arbitrary sequences {(fk, ~gk)} which are
bounded in W 1,pν,µ(Ω, Q) and whose first components {fk} are bounded in LNw (Ω).
Corollary 3.11. Let the assumptions of §3.1 hold, w(Ω) <∞, w << ν, 1 ≤ p <
∞ and 1 < N ≤ ∞. Suppose that the Poincaré property in Definition 3.5 holds
for all of W 1,pν,µ (Ω, Q), i.e., Definition 3.5 holds with (3.8) replaced by (3.18) for
W = W 1,pν,µ(Ω, Q). Then if {(fk, ~gk)} is any sequence in W 1,pν,µ (Ω, Q) such that
sup
k
[
||fk||LNw (Ω) + ||(fk, ~gk)||W 1,pν,µ(Ω,Q)
]
<∞,
there is a subsequence of {fk} that converges in Lqw(Ω) norm for 1 ≤ q < N to a
function belonging to LNw (Ω). If in addition dw/dν ∈ Lp′ν (Ω), 1/p + 1/p′ = 1, the
conclusion remains valid if the Poincaré property holds just for LipQ,p(Ω).
In fact, the first conclusion in Corollary 3.11 follows by applying Theorem 3.10
with W chosen to be the specific sequence {(fk, ~gk)}k in question, and the second
statement follows from the first one and our observation above that (3.18) holds
with W = W 1,pν,µ(Ω, Q) if dw/dν ∈ Lp′ν (Ω), 1/p + 1/p′ = 1, and if (3.8) holds with
H = LipQ,p(Ω).
Proofs of Theorems 3.7 and 3.10. We will concentrate on the proof of Theorem
3.7. The proof of Theorem 3.10 is similar and omitted. We begin with a useful
covering lemma.
Lemma 3.12. Let the assumptions of §3.1 hold and w(Ω) < ∞. Fix p ∈ [1,∞)
and a set H ⊂ LipQ,p(Ω). Suppose the Poincaré property of order p in Definition
3.5 holds for H, and let κ be as in (3.1) and c0 be as in (3.8). Then for every
ǫ > 0, there are positive constants r = r(ǫ, κ, c0),M = M(κ, c0) and a finite
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collection {Br(yk)}k of d-balls, so that
(i) w
(
Ω \
⋃
k
Br(yk)
)
< ǫ, (3.20)
(ii)
∑
k
χBc0r(yk)(x) ≤M for all x ∈ Ω, (3.21)
(iii) ||f − fBr(yk),w||Lpw(Br(yk)) ≤ ǫ||(f,∇f)||W 1,pν,µ(Bc0r(yk),Q) (3.22)
for all f ∈ H and all k. Note that M is independent of ǫ.
Proof: We first recall the “swallowing” property of d-balls: There is a constant γ ≥
1 depending only on κ so that if x, y ∈ Ω, 0 < r1 ≤ r2 <∞ and Br1(x)∩Br2(y) 6= ∅,
then
Br1(x) ⊂ Bγr2(y). (3.23)
Indeed, by [CW1, Observation 2.1], γ can be chosen to be κ+ 2κ2.
Fix ǫ > 0. Since w(Ω) <∞, there is a compact set K ⊂ Ω with w(Ω \K) < ǫ.
Let δ′ = δ′(ǫ) be as in Definition 3.3 for K, and let δ = δ(ǫ) be as in (3.8). Fix
r with 0 < r < min{δ, δ′/(c0γ)} where c0 is as in (3.8). For each x ∈ K, use
(3.2) to pick s(x, r) > 0 so that Ds(x,r)(x) ⊂ Br/γ(x). Since K is compact, there
are finitely many points {xj} in K so that K ⊂ ∪jBr/γ(xj). Choose a maximal
pairwise disjoint subcollection {Br/γ(yk)} of {Br/γ(xj)}. We will show that the
collection {Br(yk)} satisfies (3.20)–(3.22).
To verify (3.20), it is enough to show that K ⊂ ∪kBr(yk). Let y ∈ K. Then
y ∈ Br/γ(xj) for some xj . If xj = yk for some yk then y ∈ Br(yk). If xj 6= yk for
all yk, there exists yℓ so that Br/γ(yℓ) ∩ Br/γ(xj) 6= ∅. Then Br/γ(xj) ⊂ Br(yℓ) by
(3.23), and so y ∈ Br(yℓ). In either case, we obtain y ∈ ∪kBr(yk) as desired.
To verify (3.21), suppose that {ki}Li=1 satisfies ∩Li=1Bc0r(yki) 6= ∅. Then by
(3.23), Bc0r(yki) ⊂ Bc0γr(yk1) for 1 ≤ i ≤ L. Since γ, c0 ≥ 1, we have Br/γ(yk) ⊂
Bc0r(yk) for all k, and consequently
∪Br/γ(yki) ⊂ ∪Bc0r(yki) ⊂ Bc0γr(yk1).
By construction, {Br/γ(yk)} is pairwise disjoint in k. Since 0 < r/γ < c0γr < δ′,
the corresponding constant C in the definition of geometric doubling depends only
on (c0γr)/(r/γ) = c0γ
2, i.e., C depends only on κ and c0. Choosing M to be this
constant, we obtain that L ≤ M as desired. The same argument shows that the
collection {Bc0r(yk)} has the stronger bounded intercept property with the same
bound M , i.e., any ball in the collection intersects at most M − 1 others.
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Finally, let us verify (3.22). Recall that 0 < r < δ by construction. Hence (3.8)
implies that for each k and all f ∈ H,
||f − fBr(yk),w||Lpw(Br(yk)) ≤ ǫ||(f,∇f)||W 1,pν,µ(Bc0r(yk),Q), (3.24)
as required. This completes the proof of Lemma 3.12. 
The proof of Theorem 3.7 will be deduced from Theorem 1.1 by choosing
X (Ω) = Lpν(Ω)× Lpµ(Ω, Q) and considering the product space
BN,X (Ω) = LNw (Ω)×
(
Lpν(Ω)× Lpµ(Ω, Q)
)
.
We always choose Σ to be the Lebesgue measurable subsets of Ω and Σ0 = {Br(x) :
r > 0, x ∈ Ω}. Note that X (Ω) and BN,X (Ω) are normed linear spaces (even
Banach spaces), and the norm in BN,X (Ω) is
||(h, (f,~g))||BN,X (Ω) = ||h||LNw (Ω) + ||f ||Lpν(Ω) + ||~g||Lpµ(Ω,Q). (3.25)
The roles played in §1 by g and (f, g) are now played by (f,~g) and (h, (f,~g))
respectively.
Let us verify properties (A) and (Bp) in §1 with X (Ω) and Σ0 chosen as
above. To verify (A), fix B ∈ Σ0 and (f,~g) ∈ X (Ω). Clearly fχB ∈ Lpν(Ω) since
f ∈ Lpν(Ω). Also,ˆ
Ω
(
(~gχB)
′Q(~gχB)
)p
2
dµ =
ˆ
B
(
~g ′Q(x)~g
) p
2
dµ
≤
ˆ
Ω
(
~g ′Q(x)~g
)p
2
dµ <∞.
Thus (f,~g)χB ∈ X (Ω) and property (A) is proved.
To verify (Bp), let {Bl} be a finite collection of d-balls satisfying
∑
l χBl(x) ≤ C1
for all x ∈ Ω. Then if (f,~g) ∈ X (Ω),∑
l
||(f,~g)χBl ||pX (Ω) =
∑
l
(||fχBl||Lpν(Ω) + ||~gχBl ||Lpµ(Ω,Q))p
≤ 2p−1
∑
l
(
||fχBl||pLpν(Ω) + ||~gχBl||
p
Lpµ(Ω,Q)
)
= 2p−1
ˆ
Ω
|f |p
(∑
l
χBl
)
dν +
ˆ
Ω
(~g ′Q~g)
p
2
(∑
l
χBl
)
dµ
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≤ 2p−1C1
(
||f ||p
Lpν(Ω)
+ ||~g||p
Lpµ(Ω,Q)
)
≤ 2pC1||(f,~g)||pX (Ω).
This verifies (Bp) with C2 chosen to be 2
pC1.
The proof of Theorem 3.7 is now very simple. Let H satisfy its hypotheses and
choose S in Theorem 1.1 to be the set
S = {(f, (f,∇f)) : f ∈ H} .
Note that S is a bounded subset of BN,X (Ω) by hypothesis (3.14). Next, in or-
der to choose the pairs {Eℓ, Fℓ}ℓ and verify conditions (i)–(iii) of Theorem 1.1
(see (1.3) and (1.4)), we appeal to Lemma 3.12. Given ǫ > 0, let {Eℓ, Fℓ}ℓ =
{Br(yk), Bc0r(yk)}k where {yk} and r are as in Lemma 3.12. Then Eℓ, Fℓ ∈ Σ0,
and conditions (i)–(iii) of Theorem 1.1 are guaranteed by Lemma 3.12. Finally, by
noting that the set Hˆ defined in (3.13) is the same as the set Sˆ defined in (1.5),
the conclusion of Theorem 3.7 follows from Theorem 1.1. 
For special domains Ω and special choices of N , the boundedness assumption
(3.14) (or (3.17)) can be weakened to
sup
f∈H
{||f ||Lpν(Ω) + ||∇f ||Lpµ(Ω,Q)} = sup
f∈H
||(f,∇f)||W 1,pν,µ(Ω,Q) <∞. (3.26)
This is clearly the case for any Ω and N for which there exists a global Sobolev-
Poincaré estimate that bounds ||f ||LNw (Ω) by ||(f,∇f)||W 1,pν,µ(Ω,Q) for all f ∈ H. We
now formalize this situation assuming that w << ν. In the appendix, we consider
a case when w << ν fails.
The form of the global Sobolev-Poincaré estimate we will use is given in the
next definition. It guarantees that (3.14) and (3.26) are the same when N = pσ.
Definition 3.13. Let 1 ≤ p < ∞ and H ⊂ LipQ,p(Ω). Then the global Sobolev
property of order p holds for H if there are constants C > 0 and σ > 1 so that
||f ||Lpσw (Ω) ≤ C||(f,∇f)||W 1,pν,µ(Ω,Q) for all f ∈ H. (3.27)
If w << ν, then (3.27) extends to (f,~g) ∈ H. In fact, let (f,~g) ∈ H and choose
{fj} ⊂ H with (fj ,∇fj) → (f,~g) in W 1,pν,µ (Ω, Q). Then fj → f in Lpν(Ω) norm,
and by choosing a subsequence we may assume that fj → f a.e.-ν. Hence fj → f
a.e.-w because w << ν. Since each fj satisfies (3.27), it follows that
||f ||Lpσw (Ω) ≤ C||(f,~g)||W 1,pν,µ(Ω,Q) if (f,~g) ∈ H. (3.28)
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Under the same assumptions, namely that Definition 3.13 holds for a set H ⊂
LipQ,p(Ω) and that w << ν, the same sequence {fj} as above is also bounded
in Lpσw (Ω) norm and so satisfies (fj)E,w → fE,w for measurable E by the same
weak convergence argument given after the statement of Theorem 1.1. Hence the
Poincaré estimate in Definition 3.5 also extends to H in the same form as (3.18),
with W there replaced by H, i.e.,(ˆ
Br(y)
|f − fBr(y),w|pdw
) 1
p
≤ ǫ||(f,~g)||W 1,pν,µ(Bc0r(y),Q) if (f,~g) ∈ H. (3.29)
Hence, we immediately obtain the next result by choosing W = H and N = pσ in
Theorem 3.10.
Theorem 3.14. Let the assumptions of §3.1 hold, w(Ω) < ∞ and w << ν. Fix
p ∈ [1,∞) and a set H ⊂ LipQ,p(Ω). Suppose the Poincaré and global Sobolev
properties of order p in Definitions 3.5 and 3.13 hold for H, and let σ be as in
(3.27). If {(fk, ~gk)} is a sequence in H with
sup
k
||(fk, ~gk)||W 1,pν,µ(Ω,Q) <∞, (3.30)
then {fk} has a subsequence which converges in Lqw(Ω) for 1 ≤ q < pσ, and the
limit of the subsequence belongs to Lpσw (Ω).
A result for the entire space W 1,pν,µ(Ω, Q) follows by choosing H = LipQ,p(Ω) in
Theorem 3.14 or Corollary 3.8:
Corollary 3.15. Suppose that the hypotheses of Theorem 3.14 hold for H =
LipQ,p(Ω). If {(fk, ~gk)} ⊂ W 1,pν,µ(Ω, Q) and (3.30) is true then {fk} has a subse-
quence which converges in Lqw(Ω) for 1 ≤ q < pσ, and the limit of the subsequence
belongs to Lpσw (Ω).
See the Appendix for analogues of Theorem 3.14 and Corollary 3.15 without
the assumption w << ν.
3.4 Local Compactness Results for Degenerate Spaces
In this section, for general bounded measurable sets Ω′ with Ω′ ⊂ Ω, we study com-
pact embedding of subsets of W 1,pν,µ(Ω, Q) into L
q
w(Ω
′) without assuming a global
Sobolev estimate for Ω or Ω′ and without assuming w(Ω) <∞. For some applica-
tions, see the comment at the end of the section.
The theorems below will assume a much weaker condition than the global
Sobolev estimate (3.27), namely the following local estimate.
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Definition 3.16. Let 1 ≤ p <∞. We say that the local Sobolev property of order
p holds if for some fixed constant σ > 1 and every compact set K ⊂ Ω, there is a
constant r1 > 0 so that for all d-balls B = Br(y) with y ∈ K and 0 < r < r1,
||f ||Lpσw (B) ≤ C(B) ||(f,∇f)||W 1,pν,µ(Ω,Q) if f ∈ Lip0(B), (3.31)
where C(B) is a positive constant independent of f . We will view any f ∈ Lip0(B)
as extended by 0 to all of Ω.
Remark 3.17. (i) A more standard assumption than (3.31) is a normalized in-
equality that includes a factor r in the gradient term on the right side:
(
1
w(Br(y))
ˆ
Br(y)
|f |pσdw
) 1
pσ
≤ C
(
1
ν(Br(y))
ˆ
Br(y)
|f |pdν
) 1
p
+Cr
(
1
µ(Br(y))
ˆ
Br(y)
|
√
Q∇f |pdµ
) 1
p
, (3.32)
with C independent of r, y; see e.g. [SW1] and [R1] in the unweighted case with
p = 2. Clearly (3.32) is a stronger requirement than (3.31).
(ii) In the classical n-dimensional elliptic case for linear second order equations
in divergence form, Q satisfies c|ξ|2 ≤ Q(x, ξ) ≤ C|ξ|2 for some fixed constants
c, C > 0 and d is the standard Euclidean metric d(x, y) = |x − y|. For 1 ≤ p <
n and σ = n/(n − p), (3.31) then holds with dw = dν = dµ = dx since the
corresponding version of (3.32) is true with |√Q∇f | replaced by |∇f |.
We will also use a notion of Lipschitz cutoff functions on d-balls:
Definition 3.18. For s ≥ 1, we say that the cutoff property of order s holds for
µ if for each compact K ⊂ Ω, there exists δ = δ(K) > 0 so that for every d-ball
Br(y) with y ∈ K and 0 < r < δ, there is a function φ ∈ Lip0(Ω) and a constant
γ = γ(y, r) ∈ (0, r) satisfying
(i) 0 ≤ φ ≤ 1 in Ω,
(ii) supp φ ⊂ Br(y) and φ = 1 in Bγ(y),
(iii) ∇φ ∈ Lsµ(Ω, Q).
Since µ is always assumed to be locally finite, the strongest form of Definition
3.18, namely the version with s =∞, automatically holds if Q is locally bounded
in Ω and (3.12) is true; recall that we always assume (3.2). To see why, fix a
compact set K ⊂ Ω and consider Br(y) with y ∈ K and r < 1. Use (3.2) to choose
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open Euclidean balls D′, D with common center y such that D′ ⊂ D ⊂ Br(y)(⊂
Ω by definition). Construct a smooth function φ in Ω with support in D such that
0 ≤ φ ≤ 1 and φ = 1 on D′. By (3.12), there is γ > 0 such that Bγ(y) ⊂ D′.
Then φ satisfies parts (i)-(iii) of Definition 3.18 with s = ∞; for (iii), we use the
fact that ∇φ has compact support in Ω together with local boundedness of Q and
local finiteness of µ.
To compensate for the lack of a global Sobolev estimate, given H ⊂ LipQ,p(Ω),
we will assume in conjunction with the cutoff property of some order s ≥ pσ′ that
for every compact set K ⊂ Ω, there exists δ = δ(K) > 0 such that for every d-ball
B with center in K and radius less than δ, there is a constant C1(B) so that
||f ||
Lpt
′
µ (B)
≤ C1(B) ||(f,∇f)||W 1,pν,µ(Ω,Q) if f ∈ H, (3.33)
where t = s/p and 1/t+ 1/t′ = 1. Note that 1 ≤ t′ ≤ σ since s ≥ pσ′.
Remark 3.19. Inequality (3.33) is different in nature from (3.31) even if t′ = σ
and w = µ since there is a restriction on supports in (3.31) but not in (3.33).
However, (3.33) implies (3.31) when s = pσ′, w = µ and H contains all Lipschitz
functions with support in any ball. On the other hand, (3.33) is often automatic
if µ = ν. For example, as mentioned earlier, if Q is locally bounded and (3.12) is
true, then the cutoff property holds with s = ∞, giving t = ∞ and t′ = 1. In this
case, when µ = ν, the left side of (3.33) is clearly smaller than the right side (in
fact smaller than ||f ||Lpν(Ω)).
We can now state our main local result.
Theorem 3.20. Let the assumptions of §3.1 and condition (3.12) hold, and let
w << ν. Fix p ∈ [1,∞) and suppose the Poincaré property of order p in Definition
3.5 holds for a fixed set H ⊂ LipQ,p(Ω) and the local Sobolev property of order p
in Definition 3.16 holds. Assume the cutoff property of some order s ≥ pσ′ is true
for µ, with σ as in (3.31), and that (3.33) holds for H with t = s/p. Then for
every {(fk, ~gk)} ⊂ H that is bounded in W 1,pν,µ(Ω, Q) norm, there is a subsequence
{fki} of {fk} and an f ∈ Lpσw,loc(Ω) such that fki → f pointwise a.e.-w in Ω and in
Lqw(Ω
′) norm for all 1 ≤ q < pσ and every bounded measurable Ω′ with Ω′ ⊂ Ω.
See the Appendix for a version of Theorem 3.20 without assuming w << ν.
Recall that H = W 1,pν,µ (Ω, Q) if H = LipQ,p(Ω). In the important case when
Q ∈ L∞loc(Ω), Theorem 3.20 and Remark 3.19 immediately imply the next result.
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Corollary 3.21. Let Q be locally bounded in Ω and suppose that (3.12) holds.
Fix p ∈ [1,∞), and with w = ν = µ, assume the Poincaré property of order p
holds for LipQ,p(Ω) and the local Sobolev property of order p holds. Then for every
bounded sequence {(fk, ~gk)} ⊂ W 1,pw,w(Ω, Q), there is a subsequence {fki} of {fk}
and a function f ∈ Lpσw,loc(Ω) such that fki → f pointwise a.e.-w in Ω and in
Lqw(Ω
′) norm, 1 ≤ q < pσ, for every bounded measurable Ω′ with Ω′ ⊂ Ω.
Proof of Theorem 3.20: We begin by using the cutoff property in Definition
3.18 to construct a partition of unity relative to d-balls and compact subsets of Ω.
Lemma 3.22. Fix Ω and s ≥ 1, and suppose the cutoff property of order s holds
for µ. If K is a compact subset of Ω and r > 0, there is a finite collection of
d-balls {Br(yj)} with yj ∈ K together with Lipschitz functions {ψj} on Ω such that
supp ψj ⊂ Br(yj) and
(a) K ⊂
⋃
j
Br(yj),
(b) 0 ≤ ψj ≤ 1 in Ω for each j, and
∑
j
ψj(x) = 1 for all x ∈ K,
(c) ∇ψj ∈ Lsµ(Ω, Q) for each j.
Proof: The argument is an adaptation of one in [Ru] for the usual Euclidean
case. The authors thank D. D. Monticelli for related discussions. Fix r > 0 and a
compact set K ⊂ Ω, and set β = min{δ/2, r} for δ = δ(K) as in Definition 3.18.
Since β < δ, Definition 3.18 implies that for each y ∈ K, there exist γ(y) ∈ (0, β)
and φy(x) ∈ Lip(Ω) so that 0 ≤ φy ≤ 1 in Ω, supp φy ⊂ Bβ(y)), φy = 1 in Bγ(y)(y)
and ∇φy ∈ Lsµ(Ω, Q). The collection {Bγ(y)(y)}y∈K covers K, so by (3.2) and the
compactness ofK, there is a finite subcollection {Bγ(yj)(yj)}mj=1 whose union covers
K. Part (a) follows since γ(yj) < r. Next let φj(x) = φyj(x) and define {ψj}mj=1 as
follows: set ψ1 = φ1 and ψj = (1− φ1) · · · (1− φj−1)φj for j = 2, .., m. Then each
ψj is a Lipschitz function in Ω, and supp φj ⊂ Br(yj) since β < r. Also, 0 ≤ ψj ≤ 1
in Ω and
m∑
j=1
ψj(x) = 1−
m∏
j=1
(1− φj(x)), x ∈ Ω.
If x ∈ K then x ∈ Bγ(yj)(yj) for some j. Hence some φj(x) = 1 and consequently∑
j ψj(x) = 1 . This proves part (b). Lastly, we use Leibniz’s product rule to
compute ∇ψj and then apply Minkowski’s inequality j times to obtain part (c)
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from the fact that ∇φj ∈ Lsµ(Ω, Q). 
The next lemma shows how the local Sobolev estimate (3.31) and Lemma 3.22
lead to a local analogue of the global Sobolev estimate (3.27).
Lemma 3.23. Let Ω′ be a bounded measurable set with Ω′ ⊂ Ω. Suppose that both
Definition 3.16 and the cutoff property for µ of some order s ≥ pσ′ hold, and also
that (3.33) holds with t = s/p for a fixed set H ⊂ Liploc(Ω). Then there is a finite
constant C(Ω′) such that
||f ||Lpσw (Ω′) ≤ C(Ω′) ||(f,∇f)||W 1,pν,µ(Ω,Q) if f ∈ H. (3.34)
Proof: Let r1 be as in Definition 3.16 relative to the compact set Ω′ ⊂ Ω, and
let δ be as in (3.33). Use Lemma 3.22 to cover Ω′ by the union of a finite number
of d-balls {Bj} each of radius smaller than min{r1, δ}. Associated with this cover
is a collection {ψj} ⊂ Lip(Ω) with supp ψj ⊂ Bj,
∑
j ψj = 1 in Ω
′, and ∇ψj ∈
Lsµ(Ω, Q). If f ∈ H, then
||f ||Lpσw (Ω′) = ||f
∑
j
ψj ||Lpσw (Ω′) ≤
∑
j
||ψjf ||Lpσw (Bj). (3.35)
Since ψjf ∈ Lip0(Bj), (3.31) and the product rule give
||ψjf ||Lpσw (Bj) ≤ C(Bj) ||(ψjf,∇(ψjf))||W 1,pν,µ(Bj ,Q)
= C(Bj)
(
||ψjf ||Lpν(Bj) + ||
√
Q∇(ψjf)||Lpµ(Bj)
)
≤ C(Bj)
(
||ψjf ||Lpν(Bj) + ||ψj
√
Q∇f ||Lpµ(Bj) + ||f
√
Q∇ψj ||Lpµ(Bj)
)
≤ C(Bj)
(
||(f,∇f)||W 1,pν,µ(Ω,Q) + ||f
√
Q∇ψj ||Lpµ(Bj )
)
, (3.36)
where we have used |ψj | ≤ 1. We will estimate the second term on the right of
(3.36) by using (3.33). Recall that t = s/p ≥ σ′ and 1/t+ 1/t′ = 1. Let
C = max
j
||
√
Q∇ψj ||Lsµ(Bj).
By Hölder’s inequality and (3.33),
||f
√
Q∇ψj ||Lpµ(Bj) ≤ ||f ||Lpt′µ (Bj)||
√
Q∇ψj ||Lsµ(Bj)
≤ CC1(Bj)||(f,∇f)||W 1,pν,µ(Ω,Q). (3.37)
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Combining this with (3.36) gives
||ψjf ||Lpσw (Bj) ≤ C(Bj)
(
1 + CC1(Bj)
)||(f,∇f)||W 1,pν,µ(Ω,Q).
By (3.35), for any f ∈ H,
||f ||Lpσw (Ω′) ≤ ||(f,∇f)||W 1,pν,µ(Ω,Q)
∑
j
C(Bj)
(
1 + CC1(Bj)
)
= C(Ω′)||(f,∇f)||W 1,pν,µ(Ω,Q),
which completes the proof of Lemma 3.23.
Theorem 3.20 follows from Lemma 3.23 and Theorem 1.4. We will sketch the
proof, omitting some familiar details. By choosing a sequence of compact sets
increasing to Ω and using a diagonalization argument, it is enough to prove the
conclusion for a fixed measurable Ω′ with compact closure Ω′ in Ω. Fix such an Ω′
and select a bounded open Ω′′ with Ω′ ⊂ Ω′′ ⊂ Ω′′ ⊂ Ω. For H as in Theorem 3.20,
apply Lemma 3.23 to the set Ω′′ to obtain
||f ||Lpσw (Ω′′) ≤ C(Ω′′) ||(f,∇f)||W 1,pν,µ(Ω,Q), f ∈ H. (3.38)
By assumption, w << ν, so (3.38) extends to H in the form
||f ||Lpσw (Ω′′) ≤ C(Ω′′) ||(f,~g)||W 1,pν,µ(Ω,Q), (f,~g) ∈ H. (3.39)
Let ǫ > 0. By hypothesis, H satisfies the Poincaré estimate (3.8) for balls Br(y)
with y ∈ Ω′ and r < δ(ǫ,Ω′). Since the Euclidean distance between Ω′ and ∂Ω′′ is
positive and we have assumed (3.12), we may also assume by Remark 3.6(ii) that
all such balls lie in the larger set Ω′′. Next we claim that (3.8) extends to H, i.e.,
(ˆ
Br(y)
|f − fBr(y),w|pdw
) 1
p
≤ ǫ||(f,~g)||W 1,pν,µ(Bc0r(y),Q) if (f,~g) ∈ H, (3.40)
for the same class of balls Br(y). In fact, if (f,~g) ∈ H and {f j} ⊂ H satisfies
(f j,∇f j) → (f,~g) in W 1,pν,µ (Ω, Q) norm, then there is a subsequence, still denoted
{f j}, with f j → f a.e.-ν in Ω, and so with f j → f a.e.-w in Ω since w << ν.
By (3.38), {f j} is bounded in Lpσw (Ω′′). Hence, since the balls in (3.40) satisfy
Br(y) ⊂ Ω′′, we obtain f jBr(y),w → fBr(y),w by our usual weak convergence argument,
and (3.40) follows by Fatou’s lemma from its analogue (3.8) for the (f j,∇f j).
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Now let {(fk, ~gk)} ⊂ H be bounded in W 1,pν,µ(Ω, Q) norm and apply Theorem
1.4 with X (Ω) = Lpν(Ω)× Lpµ(Ω, Q) to the set S defined by
S = {(fk, (fk, ~gk))}k ,
and with {(Eǫℓ , F ǫℓ )}ℓ chosen to be a finite number of pairs {(Br(yℓ), Bc0r(yℓ)}ℓ as
in (3.40), but now with r fixed depending on ǫ, and with Ω′ ⊂ ∪ℓBr(yℓ). Such a
finite choice exists by (3.2) and the Heine-Borel theorem since Ω′ is compact; cf.
the proof of Lemma 3.12. Since Ω′ is completely covered by ∪ℓEǫℓ , assumption (i)
of Theorem 1.4 is fulfilled. Moreover, the collection {F ǫℓ } has bounded overlaps
uniformly in ǫ by the geometric doubling argument used to prove Lemma 3.12.
Finally, (1.15) follows from (3.39) applied to the bounded sequence {(fk, ~gk)}
since ∪ℓ,ǫEǫℓ ⊂ Ω′′. Thus Theorem 1.4 implies that there is a subsequence {fki}
of {fk} and a function f ∈ Lpσw (Ω′) such that fki → f a.e.-w in Ω′ and in Lqw(Ω′)
norm, 1 ≤ q < pσ. This completes the proof of Theorem 3.20.
For functions which are compactly supported in a fixed bounded measurable
Ω′ with Ω′ ⊂ Ω, the proof of Theorem 3.20 can be modified to yield compact
embedding into Lqw(Ω
′) for the same Ω′ without assuming (3.12). Of course we
always require (3.2). Given such Ω′ and a set H ⊂ LipQ,p,0(Ω′), we may view H
as a subset of LipQ,p,0(Ω) simply by extending functions in H to all of Ω as 0 in
Ω \Ω′. In this way, the proof of Theorem 3.20 works without (3.12). For example,
choosing H = LipQ,p,0(Ω′), we obtain
Theorem 3.24. Let the assumptions of §3.1 hold and w << ν. Let Ω′ be a bounded
measurable set with Ω′ ⊂ Ω. Fix p ∈ [1,∞) and suppose the Poincaré property of
order p in Definition 3.5 holds for LipQ,p,0(Ω
′), with LipQ,p,0(Ω
′) viewed as a subset
of LipQ,p,0(Ω) using extension by 0, and suppose the local Sobolev property of order
p in Definition 3.16 holds. Assume the cutoff property of some order s ≥ pσ′ is
true for µ, with σ as in (3.31), and that (3.33) holds for LipQ,p,0(Ω
′) with t = s/p.
Then for every sequence {(fk, ~gk)} ⊂W 1,pν,µ,0(Ω′, Q) which is bounded in W 1,pν,µ(Ω′, Q)
norm, there is a subsequence {fki} of {fk} and a function f ∈ Lpσw (Ω′) such that
fki → f pointwise a.e.-w in Ω′ and in Lqw(Ω′) norm, 1 ≤ q < pσ.
The full force of the local Sobolev estimate in Definition 3.16 is not needed to
prove Theorem 3.24. In fact, it is enough to assume that (3.31) holds only for balls
centered in the fixed compact set Ω′.
The proof of Theorem 3.24 is like that of Theorem 3.20, working with the set
Ω′ that occurs in the hypotheses of Theorem 3.24. However, now (3.34) in the
conclusion of Lemma 3.23 (with H = LipQ,p,0(Ω′)) remains valid if Ω′ is replaced
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on the left side by Ω since every f ∈ LipQ,p,0(Ω′) vanishes on Ω \Ω′. The resulting
estimate serves as a replacement for (3.38), so it is not necessary to demand that
the Eǫℓ are subsets of a compact set Ω
′′ ⊂ Ω. Hence (3.12) is no longer required.
Finally, the Poincaré estimate extends as usual to W 1,pν,µ,0(Ω
′, Q) (the closure of
LipQ,p,0(Ω
′)), and due to support considerations, the Eǫℓ can be restricted to subsets
of Ω′ by replacing Eǫℓ by E
ǫ
ℓ ∩ Ω′; this guarantees w(Eǫℓ) < ∞ since w is locally
finite by hypothesis.
Recalling the comments made immediately after Definition 3.18 and in Remark
3.19, we obtain a useful special case of Theorem 3.24:
Corollary 3.25. Let the assumptions of §3.1 hold, Ω and Q be bounded, w =
ν = µ and (3.12) be true. Let Ω′ be a measurable set with Ω′ ⊂ Ω. Fix p ∈
[1,∞) and suppose the Poincaré property of order p in Definition 3.5 holds for
LipQ,p,0(Ω
′) and the local Sobolev property of order p in Definition 3.16 holds.
Then for every {(fk, ~gk)} ⊂ W 1,pν,µ,0(Ω′, Q) which is bounded in W 1,pν,µ(Ω, Q) norm,
there is a subsequence {fki} of {fk} and a function f ∈ Lpσw (Ω′) such that fki → f
pointwise a.e.-w in Ω′ and in Lqw(Ω
′) norm, 1 ≤ q < pσ.
In case p = 2 and all measures are Lebesgue measure, Corollary 3.25 is used
in [R1] to show existence of weak solutions to Dirichlet problems for some linear
subelliptic equations. It is also used in [R2] to derive the global Sobolev inequality
||f ||L2σ(Ω′) ≤ C
(ˆ
Ω′
|
√
Q∇f |2dx
)1/2
(3.41)
for open Ω′ with Ω′ ⊂ Ω from the local estimate (3.32).
4 Precompact subsets of LN in a quasimetric space
In this section, we will consider the situation of an open set Ω in a topological
space X when X is also endowed with a quasimetric d. As there is no easy way to
define Sobolev spaces on general quasimetric spaces, this section concentrates on
establishing a simple criterion not directly related to Sobolev spaces ensuring that
bounded subsets of LNw (Ω) are precompact in L
q
w(Ω) when 1 ≤ q < N ≤ ∞.
We begin by further describing the setting for our result. The topology on X is
expressed in terms of a fixed collection T of subsets of X which may not be related
to the quasimetric d. Thus when we say that a set O ⊂ X is open, we mean that
Sept 24 38
O ∈ T . Given an open Ω, we will assume each of the following:
(i) ∀x ∈ X and r > 0, the d-ball Br(x) = {y ∈ X : d(x, y) < r} is a Borel set;
(ii) ∀x ∈ X and r > 0, there is an open set O so that x ∈ O ⊂ Br(x);
(iii) if X 6= Ω, then ∀x ∈ Ω, d(x,Ωc) = inf{d(x, y) : y ∈ Ωc} > 0.
Property (ii) serves as a substitute for (3.2).
Unlike the situation in §3, d-balls centered in Ω may not be subsets of Ω unless
X = Ω. However, we note the following fact.
Remark 4.1. Properties (ii) and (iii) guarantee that for any compact set K ⊂ Ω,
there exists ε(K) > 0 such that Br(x) ⊂ Ω if x ∈ K and r < ε(K). In fact, first
note that for any x ∈ Ω, (iii) implies that the d-ball B(x) with center x and radius
rx = d(x,Ω
c)/(2κ) lies in Ω. If K is a compact set in Ω, (ii) shows that K can be
covered by a finite number of such balls {B(xi)}. With ε(K) chosen to be a suitably
small multiple (depending on κ) of min {rxi}, the remark then follows easily from
the swallowing property of d-balls.
Further, we assume that (Ω, d) satisfies the local geometric doubling condition
in Definition 3.3, i.e., for each compact set K ⊂ Ω, there exists δ′(K) > 0 such
that for all x ∈ K and all 0 < r′ < r < δ′(K), the number of disjoint d-balls of
common radius r′ contained in Br(x) is at most a constant Cr/r′ depending on r/r′
but not on K. We will choose δ′(K) ≤ ε(K) in the above.
With this framework in force, we now state the main result of the section.
Theorem 4.2. Let Ω ⊂ X be as above, and let w be a finite Borel measure on Ω
such that given any ǫ > 0, there is a compact set K ⊂ Ω with w(Ω \K) < ǫ. Let
1 ≤ p < ∞ and 1 < N ≤ ∞, and suppose S ⊂ LNw (Ω) has the property that for
any compact set K ⊂ Ω, there exists δK > 0 such that
‖f − fB,w‖Lpw(B) ≤ b(f, B) if f ∈ S and B = Br(x), x ∈ K, 0 < r < δK , (4.1)
where b(f, B) is a nonnegative ball set function. Further, suppose there is a con-
stant c0 ≥ 1 so that for every ǫ > 0 and every compact set K ⊂ Ω, there exists
δ˜ǫ,K > 0 such that ∑
B∈F
b(f, B)p ≤ ǫp for all f ∈ S (4.2)
for every finite family F = {B} of d-balls centered in K with common radius less
than δ˜ǫ,K for which {c0B} is a pairwise disjoint family of subsets of Ω. Then any
sequence in S that is bounded in LNw (Ω) has a subsequence that converges in Lqw(Ω)
for 1 ≤ q < N to a function in LNw (Ω).
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Proof. Let ǫ > 0 and choose a compact set K ⊂ Ω with w(Ω \ K) < ǫ.
Next, for c0 ≥ 1, as in the proof of Lemma 3.12 there is a positive constant
r = r(ǫ,K, c0) < min{δK , δ˜ǫ,K, δ′(K), ε(K)/(γc0)} (see (4.1),(4.2), Definition 3.3
and Remark 4.1), where γ = κ+2κ2 with κ as in (3.1), and a finite family {Br(yk)}k
of d-balls centered in K satisfying K ⊂ ∪kBr(yk) and whose dilates {Bc0r(yk)}k
lie in Ω and have the bounded intercept property (with intercept constant M
independent of ǫ). Since {Bc0r(yk)}k has bounded intercepts with boundM , it can
be written as the union of at most M families of disjoint d-balls; see e.g. the proof
of [CW1, Lemma 2.5]. By (4.2), we conclude that∑
k
b(f, Br(yk))
p ≤Mǫp.
Theorem 4.2 then follows immediately from Theorem 1.2; see also Remark 1.3(1).
As an application of Theorem 4.2 we present a version of [HK2, Theorem 8.1]
in the case p ≥ 1. Our version improves the one in [HK2] by allowing two different
measures and by relaxing the assumptions made about embedding and doubling.
Furthermore, while the analogue in [HK2] of our (4.3) uses only the L1w(B) norm on
the left side, it automatically self-improves to the Lpw(B) norm due to the doubling
assumption, with a further fixed enlargement of the ball c0B on the right side; see
e.g. [HK2, Theorem 5.1].
Corollary 4.3. Let X, d,Ω, w be as above, and let µ be a Borel measure on Ω. Fix
1 ≤ p < ∞, 1 < N ≤ ∞ and c0 ≥ 1. Consider a sequence of pairs {(fi, gi)} ⊂
LNw (Ω)× Lpµ(Ω) such that for any compact set K ⊂ Ω, there exists δ¯K > 0 with
||fi − (fi)B,w||Lpw(B) ≤ a∗(B)||gi||Lpµ(c0B) (4.3)
for all i and all d-balls B centered in K with c0B ⊂ Ω and r(B) < δ¯K, where a∗(B)
is a non-negative ball set function satisfying
lim
r→0
{
sup
y∈K
a∗(Br(y))
}
= 0. (4.4)
Then if {fi} and {gi} are bounded in LNw (Ω) and Lpµ(Ω) respectively, {fi} has a
subsequence converging in Lqw(Ω) for 1 ≤ q < N to a function belonging to LNw (Ω).
Proof. Given ǫ > 0 and compact set K ⊂ Ω, use (4.4) to choose r0 > 0
so that a∗(Br) < ǫ/β for any d-ball Br centered in K with r < r0, where β =
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supi ||gi||Lpµ(Ω) < ∞. In Theorem 4.2, choose S = {fi}, δK = δK , b(fi, B) =
a∗(B)||gi||Lpµ(c0B) and
δ˜ǫ,K = min{δK , δ′(K), r0, ε(K)/c0}.
If B is a d-ball with center in K and r(B) < δ˜ǫ,K , then c0B ⊂ Ω. Hence,∑
B∈F
(
a∗(B)||gi||Lpµ(c0B)
)p ≤ ǫp||gi||pLpµ(Ω)/βp ≤ ǫp
for every F as in Theorem 4.2. The conclusion now follows from Theorem 4.2.
Remark 4.4. 1. The gi in (4.3) are usually the modulus of a fixed derivative of
the corresponding fi, such as |∇fi| when X is a Riemannian manifold. More
generally, gi may be the upper gradient of fi (see [Hei] for the definition).
2. Theorem 4.2 can also be used to obtain an extension of Theorem 2.3 to s-John
domains in quasimetric spaces; see [CW2, Theorem 1.6].
5 Appendix
Here we briefly consider analogues of Theorem 3.14, Corollary 3.15 and Theorem
3.20 without assuming w << ν, but adding the assumption that H is linear. In
this case, (3.27) can be extended by continuity to obtain a bounded linear map
from H into Lpσw (Ω). Here, as always, H denotes the closure of {(f,∇f) : f ∈ H}
in W 1,pν,µ(Ω, Q). However, when w << ν fails, there is no natural way to obtain
the extension for every (f,~g) ∈ H keeping the same f on the left side. In fact, let
(f,~g) ∈ H and choose {fj} ⊂ H with (fj ,∇fj) → (f,~g) in W 1,pν,µ(Ω, Q). Linearity
of H allows us to apply (3.27) to differences of the fj and conclude that {fj} is a
Cauchy sequence in Lpσw (Ω). Therefore fj → f ∗ in Lpσw (Ω) for some f ∗ ∈ Lpσw (Ω),
and
||f ∗||Lpσw (Ω) ≤ C||(f,~g)||W 1,pν,µ(Ω,Q) if (f,~g) ∈ H.
The function f ∗ is determined by (f,~g), i.e., f ∗ is independent of the particu-
lar sequence {fj} ⊂ H above. Indeed, if {f˜j} is another sequence in H with
(f˜j,∇f˜j) → (f,~g) in W 1,pν,µ(Ω, Q), and if f˜j → f˜ ∗ in Lpσw (Ω), then by (3.27) and
linearity of H,
||f˜j − fj ||Lpσw (Ω) ≤ C||(f˜j − fj ,∇f˜j −∇fj)||W 1,pν,µ(Ω,Q) → 0.
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Consequently ||f˜ ∗ − f ∗||Lpσw (Ω) = 0. Thus (f,~g) determines f ∗ uniquely as an
element of Lpσw (Ω). Define a mapping
T : H → Lpσw (Ω) by setting T (f,~g) = f ∗. (5.1)
Note that H is a linear set inW 1,pν,µ (Ω, Q) since H is linear, and that T is a bounded
linear map from H into Lpσw (Ω). Also note that T satisfies T (f,∇f) = f when
restricted to those (f,∇f) with f ∈ H. Furthermore, if w << ν then T (f,~g) = f
for all (f,~g) ∈ H, i.e., f ∗ = f a.e.-w for all (f,~g) ∈ H. This follows since fj → f
in Lpν(Ω) norm and fj → f ∗ in Lpσw (Ω) norm. In this appendix, where it is not
assumed that w << ν, f ∗ plays a main role. One can find a function h such that
h = f ∗ a.e.-w and h = f a.e.-ν, but as this fact is not needed, we omit its proof.
An analogue of Theorem 3.14 is given in the next result.
Theorem 5.1. Let all the assumptions of Theorem 3.14 hold except that now the
set H is linear and we do not assume w << ν. Then the map T : H → Lqw(Ω)
defined in (5.1) is compact if 1 ≤ q < pσ. Equivalently, if {(fk, ~gk)} is a sequence in
H with supk ||(fk, ~gk)||W 1,pν,µ(Ω,Q) <∞, then {f ∗k} has a subsequence which converges
in Lqw(Ω) for 1 ≤ q < pσ, where f ∗k = T (fk, ~gk). Moreover, the limit of the
subsequence belongs to Lpσw (Ω).
Proof: Let H satisfy the hypothesis of the theorem and let {(fk, ~gk)} ⊂ H be
bounded in W 1,pν,µ(Ω, Q). For each k, choose hk ∈ H so that
||(fk, ~gk)− (hk,∇hk)||W 1,pν,µ(Ω,Q) ≤ 2−k. (5.2)
Set H1 = {hk}k ⊂ H. Then {(hk,∇hk) : hk ∈ H1} is bounded in W 1,pν,µ(Ω, Q).
Further, (3.27) implies a version of (3.14), namely
sup
f∈H1
{
||f ||Lpσw (Ω) + ||(f,∇f)||W 1,pν,µ(Ω,Q)
}
<∞.
Theorem 3.7 now applies to H1 with N = pσ and gives that any sequence in Hˆ1
has a subsequence which converges in Lqw(Ω) norm for 1 ≤ q < pσ to a function
belonging to Lpσw (Ω). The sequence {hk} lies in Hˆ1, as is easily seen by considering,
for each fixed k, the constant sequence {f j} defined by f j = hk for all j. We
conclude that {hk} has a subsequence {hkl} converging in Lqw(Ω) norm for 1 ≤ q <
pσ to a function h ∈ Lpσw (Ω). By linearity and boundedness of T from H to Lpσw (Ω)
together with (5.2), we have (writing f ∗k = T (fk, ~gk))
||f ∗k − hk||Lpσw (Ω) = ||T (fk, ~gk)− T (hk,∇hk)||Lpσw (Ω) ≤ C2−k → 0.
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Restricting k to {kl} and using w(Ω) <∞, we conclude that {f ∗kl} also converges
to h in Lqw(Ω) for 1 ≤ q < pσ, which completes the proof.
Setting H = LipQ,p(Ω) in Theorem 5.1 gives an analogue of Corollary 3.15:
Corollary 5.2. Let the hypotheses of Theorem 5.1 hold for H = LipQ,p(Ω). Then
the map T defined by (5.1) is a compact map of W 1,pν,µ(Ω, Q) into L
q
w(Ω) for 1 ≤ q <
pσ, i.e., if {(fk, ~gk)} ⊂W 1,pν,µ(Ω, Q) and supk ||(fk, ~gk)||W 1,pν,µ(Ω,Q) <∞, then {f ∗k} has
a subsequence which converges in Lqw(Ω) for 1 ≤ q < pσ, where f ∗k = T (fk, ~gk).
Moreover, the limit of the subsequence belongs to Lpσw (Ω).
Theorem 3.20 also has an analogue without assuming w << ν provided H is
linear, and in this instance (3.27) is not required: the subsequence {fki} of {fk} in
the conclusion is then replaced by a subsequence of {f ∗k}, where f ∗k is constructed
as above but now using bounded measurable Ω′ whose closures increase to Ω. Now
f ∗ arises when (3.38) is extended to H, namely, instead of (3.39), we obtain
||f ∗||Lpσw (Ω′′) ≤ C(Ω′′) ||(f,~g)||W 1,pν,µ(Ω,Q) if (f,~g) ∈ H
where f ∗ is constructed for a pair (f,~g) ∈ H by using linearity of H and (3.38) for
a particular (Ω′,Ω′′). It is easy to see that f ∗ ∈ Lpσw,loc(Ω) by letting Ω′ ր Ω. The
Poincaré inequality analogous to (3.40) is
(ˆ
Br(y)
|f ∗ − f ∗Br(y),w|pdw
) 1
p
≤ ǫ||(f,~g)||W 1,pν,µ(Bc0r(y),Q) if (f,~g) ∈ H,
obtained by extending (3.8) from H to H. Further details are omitted.
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