Abstract-This paper explores the use of a new technique, the probabilistic collocation method (PCM), to enable the evaluation of uncertainty in power system simulations. The PCM allows the uncertainty in transient behavior of power systems to be studied using only a handful of simulations. The relevant theory is outlined here and simple examples are used to illustrate the application of PCM in a power systems setting. In addition, an index for identification of key uncertain parameters, as well as an example with a more realistic power system, are presented.
I. INTRODUCTION
T IME-STEP simulation techniques form an important class of tools for power system analysis. They are employed whenever dynamic phenomena are to be studied, from the standalone analysis of individual components or the study of fast electromagnetic transients, to the behavior of large-scale systems over many time scales. (We use the words "time-step simulation" to refer to methods that emulate the dynamic response of a system typically represented by ordinary differential and algebraic equations, and to distinguish from the usage of "simulation" to refer to techniques to evaluate probabilistic problems using Monte Carlo and related methods.) The results of such studies are used to make decisions concerning the structure, tuning, and operation of the system. The constant use and importance of these tools motivates the equally constant research on improving models and simulation algorithms. The contribution of this paper is to demonstrate practical evaluation of uncertainties in power system models using presently available simulation tools. This method will enable detailed uncertainty studies that have been infeasible due to computational limitations. By directly considering uncertainties in the models, the additional information gained will lead to less need for conservative operation of the power grid.
The literature concerning uncertainty analyses in power systems is vast (see the bibliographies in [1] - [7] ). The referenced books and papers cover a range of topics, many related to statistical reliability studies. With regard to uncertainty studies addressing transient stability, there are fewer papers, and these consider uncertainties related to disturbances and operating conditions [8] - [14] . These do not consider uncertainties in parameter values, and the approaches combine deterministic simulation techniques with stochastic analyses. In some cases [11] , [10] the dynamic simulation step is significantly enhanced by the use of Lyapunov-like energy functions. However, these energy functions are based on simplified models of a power system that lack significant detail. While these studies are important in their own right, they do not address the problem we consider and do not design the time-step simulations around the uncertainty characterization.
The specific area of parameter uncertainties in detailed time-domain simulation studies is nearly vacant. This is understandable. Historically, a time-step simulation of a large power system model required lengthy computer runs ( hours). With faster computers these same simulations now can be completed in minutes. (However, there is now new interest in simulating larger and more detailed models which increases the simulation time.) Still, practical techniques for the analysis of uncertainty, such as Monte Carlo and its derivatives, require many sample data obtained from repeated simulations. For example, suppose that 1000 points are necessary, obtained from 1000 time-step simulations, then hours to days of computer time will be required. Furthermore, each such study only represents the analysis of a single event (line outage, generator loss, etc.). Evaluating many contingencies while accounting for uncertainties is prohibitively time intensive. Consequently, such studies are not typically done. The results from nominal simulations are incorporated into design and operation in a conservative manner.
The recent literature on this topic is not completely empty. In addition to our initial limited study [15] , Hiskens et al. have used their "trajectory sensitivity" approach to approximate the effect of uncertain parameter values on the outcome of time-step simulations [16] . The method essentially employs an augmented model that includes additional variables to represent the sensitivity of specified state variables to select parameters and initial conditions. The result of the time-step simulation of this larger model yields the nominal trajectory and the sensitivities of the trajectory to the aforementioned parameters. These linear sensitivities then can be used to form a linear model with which to approximate the effect of uncertain parameters in a region about a 0885-8950/04$20.00 © 2004 IEEE nominal trajectory without the need for further time-consuming (time-domain) simulation.
We would like to advocate in this work a technique developed by researchers who study global climate change. Similar to ours, their time-domain simulation studies require significant computer time and their models include parameters with uncertain values. The so-called probabilistic collocation method (PCM) [17] , [18] (later renamed the "deterministic equivalent modeling method) involves a few time-step simulations, the results of which are used to develop a polynomial model that directly maps the uncertain parameter to outcomes of interest. This very reduced-order model can be evaluated quickly to determine the effect of the uncertainty. In their studies, the uncertain parameter may be carbon dioxide emissions and the outcome the average temperature in 2100. In our studies, the uncertainty may be related to load models or fault time and the outcome may be maximum frequency, angle, and voltage variations over the course of the simulation (among many other possibilities) that can be compared against operational and stability limits imposed on these variables.
This approach is particularly appealing because it allows the use of nonlinear models and the evaluation of complicated output functions (maximum deviations). And, importantly, these studies can be performed using existing commercially-available power system simulation software.
The techniques we discuss are applicable to all studies that rely on dynamic simulations: from fast time-scale EMTP simulations to slower time-scale large-scale system studies. In this paper, we focus on system studies for the purpose of accurately assessing operational limits while considering conditions during which disturbances may lead to voltage and frequency violations. Instead of relying on operational safety margins, which we hope are sufficiently conservative, a planning/operational decision can be based on the probability of exceeding a set of specified limits.
Our work on this topic is summarized in this paper. Here we introduce and evaluate the PCM technique applied to small power system models. We also address the additional challenges associated with the analysis of very large system models containing numerous uncertainties as well as presenting a large system example. A more detailed treatment of some of the topics presented here can be found in [19] .
II. THEORY
PCM essentially creates polynomial models relating the uncertain parameters of the system to the outputs of interest. The power of the PCM method lies in its ability to select appropriate simulation points to create a polynomial model which has the same moments as a higher order model. Judiciously selected simulations are carried out initially in order to determine the coefficients of this polynomial model. Orthogonal polynomials and Gaussian quadrature integration [20] are used to justify the selection of suitable simulations, so these methods will be discussed before the actual development of PCM is presented. One important property of PCM to note in the development is the independence of the simulations necessary to determine the coefficients of the polynomial model from the output(s) of interest.
The same set of simulations is performed to determine the coefficients of the polynomial models for all of the outputs of interest.
A. Orthogonal Polynomials
The following function is an inner product on the space of polynomials: (1) where is any nonnegative weighting function defined everywhere in a connected . In the context of PCM, is a probability density function (pdf) describing the uncertainty in a system parameter. This particular inner product is the one used for Gaussian quadrature integration and the probabilistic collocation method.
Given this inner product, a pair of polynomials is said to be orthogonal if their inner product is zero. Further, a set of polynomials is said to be orthonormal if and only if the following relationship holds for all in
Given a weighting function , we are interested in a particular orthonormal set, , of polynomials of increasing order in which is a polynomial of order . These polynomials are unique and form a basis for all polynomials. Efficient recursive methods exist for obtaining these polynomials [20] .
We omit the proofs, but it can be shown that each has exactly roots and all of the roots are contained in [20] . These roots play a pivotal role in the probabilistic collocation method.
B. Gaussian Quadrature Integration
Gaussian quadrature integration is a numerical integration technique for integrals of the form:
where is a polynomial and is a nonnegative weighting function. If is a pdf, this integral is the expected value of . The main result of Gaussian quadrature integration is the following exact formula for calculating this integral: (4) where the are constants which only depend on the weighting function and the are constants in the region of integration. The formula is exact for all polynomials of order less than or equal to . This result is somewhat surprising. The polynomial itself could be determined using samples, but only samples of are needed to compute the integral. The are computed using the orthonormal polynomial set , where is used as the weighting function. The constants are the roots of , which exist and are contained in . Furthermore, the only depend on , since only depends on . We show the independence of the from and the correctness of (4) with these constructively.
The polynomials in up to and including order constitute an orthonormal basis for the space of all polynomials of degree less than or equal to . Therefore, a polynomial of order can be expressed in terms of these orthonormal polynomials using constant coefficients and (5) If this expression is expanded by multiplying through by , the result is a sum of 2n linearly independent polynomials (not necessarily orthogonal), which proves that such a representation is always feasible. Since is a constant, the integral is easily determined by orthogonality (6) Finally, we build a linear set of equations by evaluating in (5) at the roots of
By inverting this matrix, we derive an expression for
If we define to be 1 (which is customary) and assume is a pdf (which integrates to 1), then is the desired result (9) The weights are given by the last row of the matrix in (8) . Since is determined solely by , both and are independent of . The independence of the from the particular polynomial for which we are calculating the integral is analogous to the desired independence between the set of parameter values for which we perform simulations and the particular output variable of interest. One set of suffices for all polynomials of order less than or equal to and one set of simulations is sufficient for all outputs of interest.
C. Monte Carlo Method
A brief description of the simple, "brute force" Monte Carlo method for a single uncertain parameter is helpful as a basis of comparison before we discuss PCM.
In its simplest form, the Monte Carlo method is a method of repeated trials. As an example, let be a pdf describing some uncertain parameter (10) (11) For some desired output, , which is a function of that parameter the expected value of the output is computed using the following integral: (12) A simplistic Monte Carlo method approximates the integral by generating random numbers using and then performing a simple average of the resulting answers (13) where the are generated according to using a pseudorandom number generator. Given sufficiently large , this method is guaranteed to converge to the actual expected value as a direct result of the law of large numbers [21] . Unfortunately, the required may be quite large. Since all of the moments of (e.g., the variance) are expected values, the law of large numbers applies to these statistics as well under the Monte Carlo method.
The size of is dependent on the variance of the output variable. A larger variance means a larger number of simulations are required. Variance reduction techniques reduce the size of the required for a particular output by modifying the system and pseudorandom numbers in such a way that the expected value of the desired output is accurately generated but with a significantly reduced variance. However, these methods have the major drawback that a new set of simulations are then necessary for each output variable and each moment, since only the expected value of one output is accurately computed.
D. PCM-Single Uncertain Parameter
The probabilistic collocation method is a polynomial modeling technique; the desired output is described as a polynomial in the uncertain parameter of the system. After this model is identified, a standard, simplistic Monte Carlo method can be applied to the polynomial model. The problem with (13) is that each is computationally expensive, since it represents a separate simulation of the power system. If this function can be modeled reasonably accurately by a polynomial , an essentially unlimited number of samples can be computed because no simulations are involved once the polynomial has been identified. The only simulations necessary are those to identify the polynomial. If the same simulations can be used to identify the polynomials for all outputs of interest, the number of simulations is very limited in contrast to variance reduction techniques. Therein lies the power of the probabilistic collocation method.
Concretely, let be the uncertain parameter, be the pdf describing this parameter and be the output of interest. PCM creates a polynomial model of the form (14) where the are constants. The model parameters could be identified by performing many simulations using various and applying a least squares algorithm. However, we are trying to per-form an absolute minimal number of simulations, since each simulation is expensive in terms of time.
Gaussian quadrature integration says that if this polynomial is fit using exactly the right simulations, the expected value of is identical to the expected value of as long as is a polynomial of order or less. PCM fits the polynomial model with simulations of the system at the indicated by Gaussian quadrature integration. If a high-order polynomial is a reasonable model for the relationship between uncertain parameter and output of interest, PCM yields extremely good results for the expected value. Not surprisingly, the higher order moments are also well approximated though a firm theoretical basis is lacking.
Following this line of logic, let us represent using the polynomials in without loss of generality, where is of order (15) The following linear system of equations can be solved to determine the
where the are chosen to be the roots of [to exploit the benefits of Guassian quadrature integration explored in (5)- (9)]. If , the expected value is simply and no further calculations are necessary. Similar relationships exist for higher order moments of . For example (17) In general, this approach is heuristic. We cannot usually guarantee that the actual relationship between the uncertain parameter and the output of interest is exactly a polynomial. In addition, we may be interested in further statistical information about the output, not just its moments. As previously noted, higher order moments are also expected values, so the arguments for the expected value hold just as well for the variance, although a higher order polynomial model may be required, but further statistical information, such as the exact probability that the output lies in some interval, may not be accurate. PCM is designed to calculate the coefficients of the polynomial model with the bare minimal number of simulations while also trying to reproduce the moments of the output with high fidelity by modeling the polynomial particularly well in the regions that are more probable. Given that, one could also expect that the PCM model would perform well when used to compute the probability of events in the high probability region of the output.
III. SIMPLE ILLUSTRATIVE EXAMPLES

A. RC Circuit
To illustrate the probabilistic collocation method, a simple first-order circuit, such as the one shown in Fig. 1 , may be helpful because of its familiarity and its tractability to analytical techniques. The response voltage is described by a first-order differential equation (18) Given zero initial conditions and the step input shown, the output is a familiar exponential response (19) For this example, the resistance is treated as uncertain and the capacitance is treated as if it were known exactly. The voltage at time is chosen as the output of interest (20) Before any uncertainty analysis can be performed, a description of the parameter uncertainty must be available. We use a somewhat unusual probability density function to describe the uncertainty in to demonstrate that the probabilistic collocation method can accommodate any desired pdf (21) This pdf is shown graphically in Fig. 2 . For completeness, we compute the expected value and variance of (22) (23) Since an algebraic expression for as a function of is available, the pdf for can be derived directly, along with its associated moments. The expected value, variance and standard deviation of are summarized in Table I . At this point, we would like to demonstrate how to apply PCM to this problem. In normal practice, one would not use PCM in such a situation, since the relationship between the uncertain parameter and the output of interest is known analytically, but having the exact answer for comparison purposes is helpful pedagogically. The first step is to obtain the first few orthogonal polynomials based on (see [20] for a straightforward recursive algorithm for the construction of orthogonal polynomials) (24) (25) (26) (27) The roots of yield two values of , which we can use to develop a linear approximation of the relationship between and . The roots of and the resulting values of are as follows: (28) (29) These two points are sufficient to uniquely define a line, which is the linear PCM approximate model (30) As noted earlier, the expected value, variance and standard deviation are directly available from the coefficients and the results are shown in Table I . The accuracy of these results is startling considering that they are based on a linear approximation and that approximation was created using two points selected based on the pdf for and not based on the relationship between and .
As a basis of comparison, we also examine another standard way to obtain a linear approximation of , namely, a Taylor series approach. Instead of creating a line using two widely separated values of , we select a nominal value for and another value of close to the nominal value, which results in a line tangential to the actual relationship between and at that point; in other words, the approximation is local. One might select for the nominal value, since the pdf for is max- imal there. Another good choice is , since that is the expected value of . The PCM linear model as well as these two linear approximations are shown in Fig. 3 .
As Table I shows, the PCM results compare favorably with those based on the Taylor series approximations. The results using as the nominal point are uniformly poor since this approximation diverges substantially from the actual for larger values of . The approximation based on a nominal value of yields a comparable variance and standard deviation to that using PCM since their slopes are nearly identical. But, the expected value as computed using PCM is more accurate since the Taylor series approximation in this example always lies below the actual graph of ; the PCM model is not limited to being tangential to .
One can also create higher order polynomial approximations using PCM. To create a quadratic model, the roots of are used to find the coefficients. The roots of and the corresponding values of are as follows:
The quadratic PCM model is as follows:
The moments can be computed directly from the coefficients, just as for the linear model, and the results are in Table I . The quadratic PCM model is able to reproduce the actual moments almost exactly.
B. Multiple Machine Power System
A power system with multiple machines has richer behavior than the previously presented example and we close this section with such a system. The power system model comprises a two-area system adapted from [22] and shown in Fig. 4 . We explore the amount of power which can be transferred between the At a power transfer of 450 MW, the minimum voltage limit is violated during the post-fault transient, while a 400-MW transfer is acceptable. The question we seek to answer is whether the 400-MW transfer scenario is acceptable for all reasonable parameter variations of a single parameter within the model and, if it is not, what is the likelihood that a violation occurs.
For this study, one of the load parameters is modeled as uncertain. A standard real power load model is used in this example, namely (35) Here we assume that is uniformly distributed between 0.75 and 2.0. The load parameter is varied simultaneously and identically at each of the two load locations.
In all cases, when the system transient is unacceptable, the minimum voltage constraint is violated in this system. Therefore, we concentrate on three quantities in our study: the probability of violation, the expected value of the minimum system voltage during the transient, and the standard deviation of the minimum system voltage during the transient. A comparison of the results of our studies using both Monte Carlo methods and the probabilistic collocation method is presented in Table II. As the table shows, the results using PCM are very good considering that they require only three simulations. As expected, the moments can be calculated to a high degree of accuracy. Even the probability of violation, which is a low probability event, is reasonably approximated. To verify our results, 7000 Monte Carlo simulations are used as a basis of comparison. Realistically, "only" about 1500 Monte Carlo simulations are actually necessary to obtain results with comparable accuracy to those obtained using the probabilistic collocation method.
To complete the discussion of the probability of violation, Table III presents results obtained using progressively higher order polynomial representations. Determining the appropriate order of the polynomial model for a given problem remains an unresolved issue.
Another goal is to perform such studies on time-varying outputs of the system. To illustrate, we take this same example and study the voltage at Bus 7 after the fault is cleared. In this case, we seek something akin to error bars for the simulation. To accomplish this, we plot the expected value of the voltage at each time point along with two additional curves at plus and minus one standard deviation from the mean. Fig. 5 summarizes the results using both brute force Monte Carlo and PCM. The solid line represents the expected value of the voltage as calculated by either a Monte Carlo method or PCM (they yield essentially identical results here). The error bars represent standard deviation from the mean as calculated using a brute force Monte Carlo method. The "dotted-dashed" lines represent standard deviation from the mean as calculated using PCM. The PCM results require three simulations of the system, while the Monte Carlo results require 1500. The correspondence between the two methods is striking, as is the considerable computational savings of PCM.
On a final note, we observe that such time-varying simulation studies are impossible to produce using variance reduction techniques. We individually calculate the expected value and standard deviation at each of 100 time-sample points in order to produce such a plot. One single importance sampling distribution cannot be found which yields good results for all of these different "output variables". On the other hand, the exact same three system simulations are used to create a different polynomial for each of the time points with the probabilistic collocation method. Additional savings are obtained if one is only interested in the mean and standard deviation, since they are directly available from the coefficients of the PCM model.
IV. LARGE POWER SYSTEMS
We very briefly discuss some of the issues presented by large power systems and present a large power system example. The interested reader is referred to [19] for a more thorough presentation.
A. Parameter Uncertainty Priorization
In the previous sections, PCM was applied to problems with only one uncertain parameter. In the case of a single uncertain parameter, the number of simulations necessary to fit the model is equal to one plus the order of the polynomial. For multiple uncertain parameters, the required number of simulations grows quickly. Even for a quadratic approximation, a model with uncertain parameters requires (36) simulations. To retain the advantages of PCM, must be relatively small.
Our approach is to use eigenvalue sensitivities. The basic technique used is inspired by recent work on the identification of key load dynamics for system damping in power systems [23] - [27] . While this research encompasses two separate approaches (which are compared in [27] ), eigenvalue sensitivities are at the core of the work described by both research groups. Concretely, we evaluate the following expression for each uncertain parameter in the system:
where the first term in the product is the absolute sensitivity of the eigenvalue to parameter , the second term is the quotient of the nominal value of the parameter and the nominal value of the eigenvalue, and the last term is the standard deviation of the parameter divided by its expected value. (The ever-present zero-eigenvalue is not considered as it does not change with parameter variation.) This measure is a reasonable way to combine all of the sensitivities into one single scalar quantity, which can be computed quickly. The quantity is also unitless and based on both the relative sensitivity of the eigenvalues and the uncertainty in the parameter (as measured by standard deviation). 
B. Large Power-System Example
A portion of a dynamic model which describes a large portion of the western U.S. was adapted for the studies here. Unfortunately, the data had to be modified from its original form because of problems converting it to conform to the EUROSTAG format. Though the system studied is not necessarily an accurate representation of the original system, the system is nevertheless interesting and realistic. In addition, we applied a model reduction technique to the system; for this paper, we used synchronic modal equivalencing (SME) [28] - [32] . The size of the network before and after reduction is summarized in Table IV. The event of interest is a short circuit between nodes 234-448 after 50 s, which is cleared 0.1 s later; this line is the only direct connection between two groups of generators, and, consequently, faulting the line has a substantial effect on the system. We have not yet considered uncertainties in parameters which are intrinsic to the simulation event itself. A good example of such a parameter in this particular case is the length of time until the fault is cleared. Instead of using a nominal clearing time of 0.1 s, we assume that the clearing time is uniformly distributed between 0.0333 and 0.1 s. For this study, a thirdorder polynomial is used.
Two outputs of interest are chosen: the speed and angle of generator 233. The results are shown in Fig. 6 and 7 . In each case, the diagram shows the results of the uncertainty analysis; the solid line is the expected value and the error bars are standard deviation. These results are the result of a PCM analysis using the reduced model to fit the polynomial.
We stress here that these results are obtained with a minimum of computational effort. The time required for the identification and analysis of the polynomial model (including finding moments) is on the order of seconds. We summarize the time savings in Table V. The first column represents using PCM with model reduction. The second column is similar but without model reduction. (In Fig. 7 . Uncertainty in generator 233 speed. this case with only one uncertain parameter, model reduction is not strikingly beneficial. We include it only for completeness). The third column is a brute force Monte Carlo approach using the full model. The number of simulations for the Monte Carlo method is a very conservative estimate. The true number of required simulations could easily be several orders of magnitude larger. The time savings using PCM are striking.
V. CONCLUSION
The probabilistic collocation method allows one to study the uncertainty in particular outputs, sets of outputs or even transients of a system with a mere handful of simulations. The method relies on polynomial models of the relationship between the uncertain parameter in the system and the outputs of interest. The same set of simulations are used to fit all of the polynomial models for a particular simulation, so the method is more flexible than more traditional time-saving methods, such as variance reduction techniques. The polynomial models are created based on very carefully selected simulations and are not local approximations, as is the case for Taylor series expansion approximations.
The larger system example demonstrates the time savings and enabling aspect of PCM in conjunction with the associated methods. The results presented here would take months to gather using other standard methods.
We believe that this method shows great promise. We hope that it encourages interest in the study of uncertainty in power systems simulations and at the same time enables more sophisticated analyses of uncertainty without prohibitively expensive expenditures of time and resources.
