The insular cortex (IC) plays key roles in emotional and regulatory brain functions and is 2 affected across psychiatric diseases. However, the brain-wide connections of the mouse IC have 3 not been comprehensively mapped. Here we traced the whole-brain inputs and outputs of the 4 mouse IC across its rostro-caudal extent. We employed cell-type specific monosynaptic rabies 5 virus tracings to characterize afferent connections onto either excitatory or inhibitory IC neurons, 6 and adeno-associated viral tracings to label excitatory efferent axons. While the connectivity 7 between the IC and other cortical regions was highly reciprocal, the IC connectivity with 8 subcortical structures was often unidirectional, revealing prominent top-down and bottom-up 9
S2, as well as the M1. In these cases we asked if these contaminations affected the qualitative 84 connectivity structure by comparing them to tracings without contamination. If not, they were 85 included in this study. 86 To compile the whole-brain connectivity maps for both RV and AAV tracings, we cut coronal 87 sections (ranging from +2.65 to -6.2 mm relative to Bregma) and analyzed the long range, 88 ipsilateral connectivity on sections approximately 140 µm apart (Suppl. Fig. 2a, b, Methods) . 89 For the rabies virus tracings, we obtained brain-wide inputs ranging from 5000-45000 cells, with 90 convergence ratios ranging from 6-15 (Suppl. Fig. 1c ). We accounted for the variability between 91 tracings by normalizing cell counts per region of interest (ROI) to the total number of neurons 92 per brain. We additionally obtained the cell density of each ROI as cells/mm 2 . 93 For the AAV tracings, we identified a total of 600 -800 million pixels per brain as IC efferents 94 (Suppl. Fig. 1c ). To account for animal-to-animal variation, we normalized each ROI to the total 95 amount of pixels identified brain-wide. Additionally, we calculated the innervation density, given 96 in percent of maximal ROI pixel count. 97 For both RV and AAV tracings, we determined the spatial location of the starter neurons. Within 98 this immediate surround of the starter cells we did not quantify inputs or outputs due to the 99 ambiguity to distinguish starter cells from input or outputs, respectively (Fig. 1c, Suppl. Fig. 2c) . 100 Thus the quantifications of this study focus on the long-range connectivity of IC subdivisions. 101 To ensure Cre-dependence of our approach, we performed control infections of WT mouse 102 brains. Mice lacking Cre-recombinase should not express eGFP when infected with RV. Indeed 103 only some GFP+ neurons were detected at the injection sites within the boundaries that we 104 would normally exclude from our quantitative analysis (Suppl. Fig. 2c) . To test the dependence 105 on RG supplementation for the synaptic jump of the virus and thus to ensure the monosynaptic 106 restriction, we injected TVA and RV into CamKII or GAD2-Cre mice without the addition of Concerning the connectivity with subcortical brain regions, overall the IC connectivity was 145 characterized by three major connections: strong projections to the striatum, and reciprocal 146 connections with diverse subregions of the amygdala and the thalamus. 147 Focusing our analyses on the quantitative differences between IC subdivisions along the rostro-148 caudal axis, we found that, overall, the pIC received twice as many inputs from the sensory 149 cortices (41 ± 11% of total excitatory input connectivity) as the other IC subdivisions (20 ± 5% 150 and 23 ± 7% for mIC and aIC, respectively). In contrast, the aIC received the majority of inputs 151 from the motor cortex.
152
The aIC sent almost one third of its projections to the striatum, while for the mIC and pIC about 153 10% of the efferents were innervating the striatum. (aIC 32 ± 6% of outputs, as compared to 9 ± 154 1% for mIC and 11 ± 2% for the pIC). An inverse pattern was observed for the amygdala 155 projections. About 5-7 % of the mIC's and pIC's efferents were directed to different amygdala 156 subnuclei, while only 1.5 % of the aIC efferents were directed to the amygdaloid complex. 
170

IC-amygdala connectivity 171
It has been well established that IC and amygdala are heavily interconnected (Allen et al., 1991; 172 Augustine, 1996; McDonald, Shammah-Lagnado, Shi, & Davis, 1999; Santiago & Shammah-173 Lagnado, 2005) and many important brain functions, for example in valence processing or 174 emotion regulation and awareness, have been suggested to rely on this anatomical link. However, 175 we still lack a detailed understanding of the functional interplay of IC and amygdala, a network 176 affected across many psychiatric disorders. Recent studies in mice have begun to expose 177 functionally distinct projection pathways between the IC and amygdala (Gehrlach et al., 2019; 178 Lavi et al., 2018; Schiff et al., 2018; Wang et al., 2018) . We thus next analyzed the detailed 179 connectivity between the nuclei of the mouse amygdala and the IC.
180
As expected, the afferent connectivity from the amygdala to all three IC subdivisions was 181 provided by cortex-like subregions of the amygdala, including the basolateral amygdala (BLA) 182 and amygdalopiriform transition area (APir), and not from striatum-like nuclei such as the 183 central nucleus of the amygdala (CeA) and medial amygdaloid nucleus (MeA) ( Fig. 3a-c) . 184 Interestingly, the APir was one of the rare brain regions which sent differently strong inputs to 185 excitatory versus inhibitor neurons of the IC. This difference was most pronounced in the aIC 186 where inhibitory neurons received very little inputs from the APir as compared to the excitatory 187 neurons (0.07% vs 1.5 %).
188
Additionally, when comparing inputs from APir to inhibitory neurons of aIC with those of mIC 189 and pIC, a clear difference emerged, with the inhibitory neurons of pIC receiving most inputs 190 (>3% connectivity in the pIC). Interestingly, when comparing afferents from the amygdala to 191 excitatory neurons of aIC, mIC and pIC, only small differences were found, with the mIC being 192 slightly more innervated.
193
Output projections from the IC, on the other hand, innervated all amygdala regions except the 194 MeA ( Fig. 3c ). There were two opposing gradients along the rostro-caudal axis of the IC 195 depending on the amygdala nuclei target. For example, we found a bias of pIC innervating CeA, 
207
Comparison of excitatory and inhibitory inputs detected in the amygdala (left) and excitatory outputs from 208 the IC to the amygdala (right) in percent of total in-or output, respectively (aIC, red; mIC, green; pIC, blue) .
209
Data is shown as average ± SEM. n = 3 mice per condition. 
213
IC-striatum connectivity 214 The striatum, the main input region of the basal ganglia, is implicated in optimizing behavior 215 through refining action selection, reward-and aversion processing, habit formation and 216 modulating motor responses (Graybiel & Grafton, 2015) . Previous work in rodents describing 217 projections to the striatum indicated that the IC targeted the ventral and ventro-lateral striatum, 218 converging with projections from piriform cortex (Pir), medial prefrontal cortex (mPFC), 219 perirhinal cortex (PERI) and the BLA (Hintiryan et al., 2016; Hunnicutt et al., 2016) . 220 We analyzed the detailed connectivity between the IC and the striatum (Fig 4) , focusing on the 221 IC-to-striatum outputs, given that there was, as expected, no afferent connection from the 222 striatum to any IC subdivision (Fig 2a) . Consistent with a previous study (Hunnicutt et al., 223 2016), we found that the ventral regions of the striatum were more innervated by IC projections 224 than dorsal regions (Fig 4b) . However, the vast majority of the innervations we detected came 225 specifically from the aIC, which displayed both broad and very dense projections across the 226 ventro-lateral caudate putamen (CPu), spanning almost the entire structure along its rostro-caudal 227 axis (Fig 4b-d) . Furthermore, the nucleus accumbens core (NAcC) and the interstitial nucleus of 228 the posterior limb of the anterior commissure (IPAC) were densely innervated by aIC 229 projections, despite their low relative percentage of outputs ( Fig. 4b-d ). 230 The mIC and pIC also projected the CPu, but to a much weaker extent than aIC (approximately 231 5-fold lower). However, both mIC and pIC densely innervated the IPAC (to around 60% density) 232 ( Fig. 4d) . Overall, mIC and pIC showed a very similar connectivity pattern to the striatum with 233 9% and 11% of total output, respectively. In contrast, aIC output to the striatum represents the 234 14 largest output out of all regions innervated by aIC (31.8%). Both, mIC and pIC specifically 235 innervated striatal patches (Brimblecombe & Cragg, 2017) , as seen for mIC in Fig. 4b . 236 Taken together, we found a large difference in the innervation of the striatum along the rostro-237 caudal axis of the insula, with the aIC providing the strongest projections. 247 We next assessed the third largest subcortical connectivity partner of the IC: the thalamus.
246
IC-thalamic connectivity
248
Thalamo-cortical projections are thought to be essential drivers of cortical activity in sensory 249 areas and associative brain regions (Hunnicutt et al., 2014) . Cortico-thalamic feedback 250 projections stemming from layer 6, in turn, shape thalamic cell activity via monosynaptic and 251 disynaptic connections (Crandall, Cruikshank, & Connors, 2015) . The function of cortical 252 regions has often been inferred by characterizing the type of thalamic input they receive 253 (Sherman & Guillery, 2006) .
254
The afferent connectivity to the aIC originated mainly from higher-order associative and motor 255 nuclei, with the majority of inputs arising from the polymodal association group of thalamic 256 nuclei (medio-dorsal (MD) and centro-median (CM) nuclei). Furthermore, the aIC received 257 innervation from two sensory-motor related nuclei, the ventro-medial (VM) and the ventral 
278
Reciprocal connectivity 279 We next investigated the reciprocity of the IC connectivity with other brain areas by correlating 280 inputs to excitatory neurons with their respective outputs (Fig. 6a) . 281 We first assessed the reciprocity of the connections between the IC and other cortical regions. 282 We found a significant correlation for the connectivity of the mIC and pIC with other cortical 283 regions and a strong trend for correlation for the mIC with other cortical regions. Thus, the IC 284 was mostly bidirectionally connected to many other cortical regions.
285
Subcortical regions, on the other hand, were most often not reciprocally connected to the IC. 286 Instead, we could define many subcortical IC connections as either being input-dominated 287 (bottom-up connectivity) or output-dominated (top-down) (Fig. 6b) . No region strongly reversed 288 its top-down or bottom-up characteristic when comparing between aIC, mIC and pIC. However, 289 the mid-and hindbrain nuclei received less pIC innervation compared to aIC and mIC (e.g., 290 compare raphe nuclei (RN) input vs output coordinates in Fig. 6a ), suggesting that pIC has a less 291 direct influence on neuromodulatory systems. The global dataset was further subdivided into subregions of higher specificity (see Suppl. Fig.S3-5). (a) 
298
The average value for each excitatory input and output was correlated for the three IC subdivisions. Data 299 is divided into cortical (left panels) and subcortical (right panels) regions. Subregions that lacked both input 300 and output neurons are not included in the graphs. Note the high correlation in the cortical connectivity as 301 compared to the connectivity in the subcortex for all datasets (r = Pearson's correlation coefficients). (b)
302
Heatmaps showing fold-difference between inputs to outputs per brain subregion for each IC target. Green 
307
Comparison of input and output distributions 308
Throughout our analyses, we have seen distinctions arising between the three IC subdivisions we 309 targeted. To test whether these observations represent meaningful differences, we correlated in an 310 unbiased manner all input tracings to each other (including inhibitory and excitatory connectivity 311 experiments). We additionally performed the same analysis for all output tracings. We compared 312 the 17 major brain regions in a pairwise fashion and hierarchically clustered the correlation 313 coefficients (Fig. 7a,b and Methods). Overall, there was a high degree of similarity for the 314 input-input comparisons (average correlation coefficients of 0.7 ± 0.16), and, to a lesser extent, 315 for the output-output comparison (average correlation coefficients of 0.45 ± 0.28). However, for 316 both inputs and outputs, two distinct clusters did form, separating the aIC tracings from a 317 grouped mIC/pIC pool. Furthermore, for both inputs and output correlations ( Fig. 7a and b) , the 318 mIC and pIC tracings were so similar that they did not fall into separate clusters. Indeed, the 319 relative location of the starter cell population (left columns, green gradient) did not lead to a 320 separate clustering of mIC and pIC targeted tracings. Finally, for the input data, there was no 321 correlation separating excitatory and inhibitory tracings, supporting our conclusions stated earlier 322 that the IC afferents for these two cell types is similar.
323
Taken together, the input-and output-patterns of aIC suggest a functional difference compared to 324 mIC and pIC regions. In particular, for the output network, a key difference arises from the high 325 degree of efferent connectivity between the aIC and striatum, and to a lesser extent, the motor 326 cortex, as compared with the mIC and pIC (Fig. 2a) . For inputs to the IC, the difference is not so 327 profound, with subtle variations in regions such as the motor cortex (as with outputs, biased 328 20 towards the aIC) the sensory cortex (pIC-biased), the amygdala (slight pIC/mIC bias) and 329 producing the two clusters. In this study we systematically mapped the brain-wide input-and output connectivity of 341 inhibitory and excitatory neurons of three subdivisions of the mouse insular cortex. All IC 342 subdivisions exhibit multifaceted and brain-wide connectivity patterns, with a substantial degree 343 of intra-insular cross talk. These factors result in a series of complex, multi-modal hubs, 344 suggesting that each subdivision is not limited to a single specialized function.
345
By performing unbiased cluster analysis, we found differences in IC connectivity along the 346 rostral-caudal axis, in particular in regards to both in-and outputs to and from the aIC as 347 compared to those of the mIC and pIC. For the outputs, this difference is in part due to a 348 specifically strong ventro-lateral striatum innervation by the aIC. Overall, the aIC also showed a 349 bias towards connectivity with locomotion-related areas, such as the motor cortices (M1, and 350 M2), the ventro-medial (VM) and centro-median thalamic (CM) nuclei and, the substantia nigra 351 and the midbrain reticular nucleus. This connectivity pattern may provide an anatomical 352 foundation for why optogenetic stimulation of the aIC can elicit appetitive and seeking behavior 353 and has been described as a 'positive valence' region (Peng et al., 2015; Wang et al., 2018) . 354 Overall, our data suggest a general role of the aIC with functional roles beyond that of a "sweet in particular via the ventral striatum and motor cortex. Given our approach we could not dissect 360 further differences between the dorsal (AID) and ventral division of aIC (AIV), but studies 361 performed in hamsters and rats have suggested a further distinction of projection patterns 362 between the AID and AIV (Hintiryan et al., 2016; Maffei et al., 2012; McDonald et al., 1999; 363 Reep & Winans, 1982) . 364 Interestingly, our correlation and clustering analysis suggests that the mIC is more similar to the 365 pIC. The GI/DI of the mIC is referred to as the "gustatory cortex" in the Allen Mouse Brain Atlas 366 (Lein et al., 2007) . Notably, we found that the mIC received strong olfactory related inputs (from 367 the Pir, APir, and piriform-amygdalar area (CxA)). Furthermore, comparative to either the aIC 368 and pIC, the mIC sends more outputs to memory related areas, such as the entorhinal cortex and 369 22 the ventral hippocampus. Indeed, previous studies demonstrated the role of the mIC in 370 conditioned taste aversion (CTA) (Lavi et al., 2018) . Taken together with previous functional 371 studies, our anatomical description supports a role for the mIC as a learning hub, involved in 372 various aspects of consummatory behaviors, such as texture processing of food, palatability, taste 373 aversion or preference. Potentially, this could extend past consummatory domains, into social 374 transmission of food preferences or reproductive behavior. 375 We also extended our recent findings of pIC connectivity (Gehrlach et al., 2019) , and can now 376 clearly establish it as an anatomically defined subregion of the mouse IC through direct 377 comparison of its connectivity as compared to the aIC, in particular. The pIC shows a 378 multimodal convergence of inputs from bodily and limbic information streams with top-down 379 projections to regions implicated in emotional and motivated functions. This includes innervation 380 from sensory, autonomic, motor associative and limbic structures. Furthermore, there are more 381 intra-insular outputs from the pIC than from the aIC, implying a caudal-to-rostral flow of 382 information, as has been suggested previously (Craig, 2009; Fujita, Adachi, Koshikawa, & 383 Kobayashi, 2010).
384
Our analysis of the reciprocity of IC connectivity with other cortical or subcortical regions 385 revealed strong correlations between in-and outputs for cortical regions across all IC subregions.
386
In contrast, many subcortical regions were connected to IC with a strong bottom-up (RN, basal 387 forebrain (BF), olfactory regions, and thalamic nuclei) or top-down (CeA, striatum, SNr, and 388 BNST) bias. These comparisons come with the caveat that we have no physiological 389 measurements of relative connectivity strength.
390
Interestingly, inhibitory interneurons, irrespective of which IC subdivision was analyzed (APir 391 aside), displayed very similar connectivity patterns and strength when compared to excitatory 392 pyramidal neurons. This was supported by our correlation and hierarchical cluster analysis and is 393 in agreement with several rabies virus tracings studies in other brain regions (Beier et al., 2015; 394 Do et al., 2016; Luo et al., 2019; Wall et al., 2016) and may underlie the balance of excitation 395 and inhibition in cortex (Sohal & Rubenstein, 2019; Yizhar et al., 2011) .
396
Although this investigation sought to systematically compare brain-wide IC connectivity, there 397 are limitations that need to be considered. First, despite there being good separation between the 398 bulk of the starter cell populations into our defined zones, there is a small proportion of overlap 399 23 that may influence the connectivity. This only affects the results when comparing with mIC 400 results, as aIC and pIC starter populations were completely separated. Contamination into non-IC 401 regions may also influence the results we observed, however, we did not find a correlation 402 between the amount of non-IC starter cells in a specific brain region and an increase in 403 connectivity to its known targets (data not shown). Displaying data as percentage of total comes 404 with the caveat that smaller regions are underrepresented, for example the DRN that only which may be involved in motivated behaviors like approach, seeking and feeding. In the 417 amygdala, all IC regions project to the BLA, but only the pIC innervated the pBLA.
418
Understanding the role of this pathway would help in both describing IC function and the 419 specificity of amygdala subregions. The APir is also preferentially targeted by pIC projections, 420 and reciprocates this connection, which may provide an interesting pathway for odor-related 421 responses.
422
Accompanying this study we provide an excel sheet that contains the entire dataset (Suppl. 423 Table 1 ). Using the pivot table function of Microsoft Excel allows to recreate any plot presented 424 in this study and to query and reanalyze the datasets for individual questions. In the excel sheet, 425 we provide five example pivot tables and describe the workflow to create such tables in Suppl. Taken together, our dataset combined with functional studies suggest that the insula is a hub that 428 integrates bodily information with memory and emotional content and to guide behavior and 429 maintain homeostasis. 
505
To count labelled neurons and assign them to a brain region, a second customized macro script 506 was used on the binary image. A library of ROIs amalgamated from coronal maps of two mouse 507 reference atlases (Paxinos and Franklin, and Allen Brain Atlas) was created. For each section, the 508 corresponding ROI set was adjusted manually to fit the image, and the number of positive cells 509 determined using the 'Analyze Particles' plugin (size =15-1000, circularity=0.10-1.0). Data 510 output was calculated as cell counts for a given ROI normalized to the total cell counts for the 511 individual brain (% of total input). Additionally, cell density was calculated as total cell number 512 per ROI area. The injection site was excluded from the analysis, to ensure no starter cells are 513 counted as input cells.
28
Axonal AAV tracing 515 Collated images were stitched for each brain section using Leica Application Suite X 516 3.3.0.16799. Image processing was done in FIJI using customized macro scripts. First, hessian 517 ridge detection and thresholding was performed as described elsewhere (Grider, Chen, & David 518 Shine, 2006) . Briefly, this results in binary images of the eYFP + axons while eliminating 519 background fluorescence. These images were then quantified with a second script where, similar 520 to the rabies virus quantification, the custom-made ROI atlas was manually adjusted for every 521 coronal section. Percent of total output was calculated from the thresholded image, with the 522 eYFP + pixel count of each ROI normalized to the total of all eYFP + pixels identified from the 523 individual brain. Additionally, percent innervation density was calculated as the proportion of 524 eYFP + pixels covering the maximal pixel count for its ROI. Clearly distinguishable passing fiber 525 bundles (such as in the striatum, cerebral peduncles, anterior commissure, internal-and external 526 capsules, and pyramidal tract) were excluded from the analysis. As with the RV tracings, the 527 starter volume was also excluded from all analysis.
528
Data collation and statistical analysis 529
Data was analyzed using a custom-written code in Python 3.6. Cells (for RV) and pixels (for 530 AAV) were grouped in both 17 large brain regions, and the 75 sub-regions thereof. Regions with 531 less than 0.03% connectivity were considered below background threshold, and set to zero.
532
To create plots that display the data along the anterior-posterior axis (e.g. % density innervation), 533 we first linearly interpolated missing values and then smoothed the data using a Savitzky-Golay-534 Filter (scipy.signal.savgol_filter).
535
For input-output correlations to test for reciprocity, analysis was performed using GraphPad 536 Prism (GraphPad Software, CA). For the correlation matrices of input vs. input and output vs. 537 output, the data of the 17 major brain regions (% of total in-or output) was correlated by 538 computing the pair-wise Pearson's correlation coefficients of all input or output tracings, 539 respectively. Then, the correlation coefficients were hierarchically clustered with the complete-540 linkage clustering method. 
