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Supplementary information is presented on the recent work by Moonjoo Lee et al. on the sub-
wavelength 3D imaging of the vacuum-field intensity in a cavity by using single atoms confined by
a nanohole aperture as a nanoscopic probe.
The purpose of this article is to provide the supple-
mentary information on the recent work by Moonjoo Lee
et al. [1] on the 3D imaging of cavity vacuum with single
atoms confined by a nanohole aperture. A theoretical
model describing their experiment is presented and addi-
tional information on the experimental setup is provided.
This article is organized as follows. We first present the
theoretical model in Sec. I and show in Sec. II that the
cavity output is proportional to the vacuum field inten-
sity in the linear regime, where both conditions of the in-
tracavity mean photon number and the Rabi angle much
smaller than unity are met. The procedure for numerical
fitting is then discussed in Sec. III. Finally, we present
additional information on the experimental setup in Sec.
IV.
I. THEORETICAL MODEL
A. Equation of motion
A two-level atom interacting with a single mode of a
cavity is described by the Jaynes-Cummings Hamiltonian
[2, 3]
H = h¯ωca
†a+
1
2
h¯ωaσz + µEvac(r)(σ+a+ a
†σ−), (S1)
where ωc is the resonance frequency of the cavity field
and ωa is that of the atom. Operators σ+, σ− and σz are
the Pauli operators with σ+(σ−) corresponding to the
raising (lowering) operation of atomic states.
When an atom traverses the cavity mode, the atom-
cavity system undergoes a coherent evolution given by
U = exp(−iHτ/h¯) during the interaction time τ . Then
the cavity-field density operator ρf evolves as
ρf (t+ τ) = Tra[U(τ)ρaf (t)U
†(τ)]
≡ F (τ)ρf (t), (S2)
where ρaf represents the atom-field density operator and
Tra the trace over the atomic states. We assume that
fully excited single atoms are injected into the cavity re-
peatedly, and thus only the diagonal elements of ρf are
involved. The above evolution results in a gain for the
field in that energy is transferred from the initially ex-
cited atom to the cavity field. The loss of the field am-
plitude due to the cavity decay is treated by
dρf
dt
= −1
2
κ(a†aρf + ρfa†a− 2aρfa†) ≡ Lρf , (S3)
where only diagonal elements of ρf are coupled to each
other.
When the arriving atoms obey Poissonian statistics,
which is the case in our experiment, an equation of mo-
tion for the average field density operator can be derived
in the form of a master equation [3]
dρf
dt
=
〈N〉
τ
[F (τ)− I]ρf + Lρf , (S4)
where I is the unity operator. The term proportional to
F (τ) − I represents the gain while the second term cor-
responds to the loss. The master equation indicates that
the steady-state field is obtained when the gain equals
the loss. The theoretical curves in Fig. 2 in the main text
were found by numerically solving Eq. (S4) while the gain
is averaged over both atomic position spread and velocity
distribution. The theoretical curves in Fig. 3 were aver-
aged over the atomic velocity distribution only since they
are used to fit the data already deconvoluted over the po-
sition spread. In our analysis, the atomic decay into free
space during the interaction time is neglected as in other
cavity QED experiments [4–10] since it only amounts to
a negligible constant background independent of atomic
position in the cavity as discussed below in Sec. II.
B. Definition of τ
In Eq. (S4), 〈N〉/τ denotes the atomic injection rate.
In the actual experiment, the cavity mode profile along
the y axis, the direction of atomic motion, is a Gaussian
(black curve in the inset of Fig. S1). If we take this Gaus-
sian mode profile in the theoretical analysis, we are then
faced with an ambiguity in setting the mode boundary
or the exact times when an atom enters and exits the
cavity mode since a Gaussian extends to infinity. To re-
solve this ambiguity we take a top-hat profile (red curve
in the inset of Fig. S1) instead as was done in most of the
previous theoretical treatments [3, 11, 12]. The bound-
ary of the top-hat profile with its height the same as that
of the Gaussian profile is chosen such that both top-hat
and Gaussian profiles in the y direction of the cavity field
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2result in the same Rabi angle when an atom traverses the
cavity mode. The boundary of the top-hat profile is then
given by y = ±√piω0/2. The interaction time τ is then
defined as τ =
√
piω0/v with v the velocity of the atom.
C. Definition of 〈N〉
For defining the mean atom number 〈N〉, we first de-
fine the total atom number 〈Ntot〉 in the cavity as the
averaged total number of atoms in a virtual box whose
dimensions are set by the x range x0 and z range z0 of
the nanoholes on the aperture and the length y0 of the
top-hat profile as shown in Fig. S1.
We then take the imperfect population inversion of the
atom into account. We independently measured the ex-
cited state population ρee(t = 0) of the injected atoms
to be 0.86± 0.04. Here t = 0 is the time when the atom
arrives at y = −y0/2 = −
√
piω0/2. Since the atomic
emission probability is proportional to the population
inversion, ρee − ρgg with ρgg the ground state popula-
tion, it is reasonable to define the mean atom number as
〈N〉 = 〈Ntot〉[ρee(0)− ρgg(0)].
II. RELATION BETWEEN THE CAVITY
OUTPUT AND THE VACUUM FIELD
INTENSITY IN THE LINEAR REGIME
When the atoms are injected into the cavity without
atomic polarization, i.e., ρeg = 0, as in the experiment,
only the diagonal components ρnn ≡ p(n) of the field
density matrix are excited. In the steady state, the diag-
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FIG. S1. A virtual box for defining 〈Ntot〉. The inset shows
a Gaussian mode profile and its associated top-hat profile.
Its y range y0 =
√
piω0 is chosen such that both top-hat and
Gaussian profiles of the cavity field in the y direction result
in the same Rabi angle when an atom traverses these mode
profiles. The actual value of z0 is 28.5 µm and that of x0 is
6.3(12.7) µm in the linear(nonlinear) regime experiment. The
illustration is not to scale.
onal elements are obtained as [3]
p(n) = p(0)
n∏
k=1
ξk
κk
, (S5)
where
ξk =
〈N〉
τ
sin2(
√
kµEvac(x, 0, z)τ/h¯). (S6)
In the linear regime, we have 〈n〉  1 and
µEvac(x, 0, z)τ/h¯  1 (small Rabi angle), and thus we
can approximate p(n ≥ 2) = 0, and consequently we get
p(1) = p(0)
ξ1
κ
=
ξ1/κ
1 + ξ1/κ
. (S7)
Since 〈n〉 ' p(1) 1, we should have ξ1  κ. The cavity
output measured in the experiment is just κ〈n〉, which is
then approximated as
κ〈n〉 ' ξ1 ' 〈N〉
τ
[
µEvac(x, 0, z)
h¯
τ
]2
, (S8)
because of the small Rabi angle condition. Equation (S8)
shows that in the linear regime the cavity output ob-
tained with the nanohole aperture positioned at (x, z)
is proportional to the vacuum field intensity at (x, 0, z).
The xz surface plot shown in Fig. 2(b) of the main text
is based on the equation.
We can estimate the cavity output contribution by the
atomic decay into free space during the interaction time
by replacing the Rabi angle factor squared in Eq. (S8)
with the small population change of about 0.028 during
the interaction time and by multiplying the small solid
angle of about 10−4 extended by the cavity mode. The
contribution amounts to a negligibly small constant back-
ground counts in the experiment.
III. QUANTIFICATION OF 〈N〉 AND Evac(0)
AND CALIBRATION OF 〈n〉
A. Basic Idea
Quantification of 〈N〉 and Evac(0) and calibration of
〈n〉 are achieved by numerically fitting the deconvoluted
data, such as shown in Fig. 3, obtained in the nonlin-
ear regime with the solutions of the master equation, Eq.
(S4). It is this nonlinear regime where the previous ex-
periments on one-atom maser/laser [4, 8] were performed.
In this regime, 〈n〉 is no longer much smaller than unity.
It can take a value around or greater than unity. Be-
cause 〈n〉 is determined by the coherent evolution where
the Rabi angle is proportional to
√
n+ 1Evac(r)τ , as we
change the position of the nanoholes and thus Evac(r),
the behavior of 〈n〉 is nonlinear with respect to 〈N〉 and
Evac(0), and thus these parameters can be uniquely de-
termined in this regime.
3B. Validity of Fit
One constraint comes from the validity of the Jaynes-
Cummings model. When the nanoholes are aligned
around the nodes of the vacuum field, the vacuum Rabi
frequency 2g(r) is smaller than κ and γ. Although the
model can still explain the data qualitatively around
those points, it does not provide a quantitatively accu-
rate description and is thus not suitable for determining
〈N〉, Evac(0) and 〈n〉 by fitting. Therefore, the applica-
tion of the model for fitting should be restricted to the
region of the data where the condition g(r) κ, γ is sat-
isfied. For this, we should use only the data taken while
the nanohole aperture is positioned near x = 0 trans-
versely and scanned along the z axis in a region close to
an antinode of the vacuum field.
C. Fitting Model
The complete spatial structure is already revealed in
the linear regime experiments and we are adapting the
top-hat mode along the y axis here. Then the interaction
Hamiltonian can be written as
Hint = µEvac(0)e
−(x/w0)2 cos (2piz/λ)(σ+a+a†σ−) (S9)
The interaction is turned on during the interaction time
τ and turned off otherwise. Fitting parameters are
〈N〉, Evac(0), and a scaling factor S for calibrating the
recorded photon counting rate to 〈n〉. Parameters 〈N〉
and Evac(0) are contained in the master equation, and
they determine the specific shape of the 〈n〉 curve as we
scan the nanohole aperture.
The fitting method is a linear least squares fit to min-
imize χ2 which is given by
χ2 =
M∑
i=1
(yi − Sni)2 (S10)
where M is the number of the data points to be fitted,
yi is the deconvolved photon count, and ni is the numer-
ically calculated mean photon number from the master
equation. The values of λ and w0 in Eq. (S9) are already
obtained from the sine-squared and Gaussian fits of the
data in the linear regime experiments. The other experi-
mental parameters, τ and κ, are independently measured.
The value of µ is well known for this atomic transition.
D. Results
Figure 3 in the main text shows three data sets to be
fitted. They are designated here as N1, N2, N3 in order
of increasing 〈N〉. The data in the inset are the pho-
ton counts of the cavity output measured on a single-
photon counting module (SPCM) as the nanohole aper-
ture was positioned near x = 0 and scanned along the
TABLE I. Fitting parameters obtained by the numerical fits.
〈N〉 Evac(0) (V/cm) S (kcps)
N2 1.1 ± 0.1 0.88 ± 0.05
N3 1.5 ± 0.3 0.86 ± 0.08 270 ± 49
z axis from a node to an antinode by λ/4 (∼200 nm).
The data were then deconvolved with the atomic posi-
tion spread by using the Richardson-Lucy algorithm and
replotted as a function of the relative vacuum field in-
tensity, [Evac(0, 0, z)/Evac(0)]
2 = cos2 (kz). The decon-
volved SPCM counts in the main graph would be what we
observe if the atoms were injected without any spread in
the xz plane. By the validity consideration of the Jaynes-
Cummings model discussed in Sec. III B, the deconvolved
data in the range of 0.5 ≤ [Evac(0, 0, z)/Evac(0)]2 ≤ 1,
where the strong coupling condition is met, were used
for the fitting. The travel distance of the nanohole is
about 100 nm along the z axis.
The fit results are shown in Fig. 3 and the resulting
fit parameters are summarized in Table S1. We could
determine all three fit parameters for the N3 data set.
For the N2 date set showing a mild nonlinearity, we used
the fit value of S obtained from the N3 data set since the
photo-detection configuration was the same for both N2
and N3 data sets. The fitting then determines the values
of 〈N〉 and Evac(0) uniquely. Note the latter agrees well
with that from the N3 data set within the experimental
error.
E. Discussions
1. Multi-atom effect
The theoretical model in Sec. I A or the standard mi-
cromaser/microlaser theory describe the interaction be-
tween a single atom and a cavity field. In our experiment
done in the nonlinear regime, the probability of having
two or more atoms in the cavity at the same time is not
negligible. However, it is known from the previous stud-
ies that these atoms interact with the common cavity
field individually without being affected by the presence
of the other atoms if the condition g(r)τ  pi√〈n〉+ 1
is met [13]. Under this condition, the master equation
Eq. (S4) can be applied to 〈N〉 larger than unity. We
have confirmed the validity of our numerical calculations
based on Eq. (S4) with the quantum trajectory simula-
tions [14, 15] performed for the same 〈N〉 as shown in
Fig. 3 in the main text.
2. Determination of 〈N〉 in the linear regime
The values of 〈N〉 in the linear regime experiments
were determined as follows; The parameters Evac(0) and
4S are determined from the numerical fits to the data in
the nonlinear regime. These parameters would remain
the same even in the linear regime. The data in the
linear regime are then fitted by the model with only one
remaining parameter 〈N〉, resulting in the quoted 〈N〉
values.
IV. ADDITIONAL INFORMATION ON THE
EXPERIMENTAL SETUP
A. Nanohole aperture
The nanohole aperture was made of a 75-nm-thick sil-
icon nitride membrane [250 µm × 250 µm. See Fig. 1(d)
in the text] with each hole with a diameter of 170 nm
milled with the FIB technique (FIB200 by FEI). Typi-
cal milling current and voltage were 1.0 nA and 30.0 kV,
respectively. It took about 30 seconds for fabrication of
72×16 nanoholes. To obtain FIB images, as in Fig. 1(d),
of nanoholes without damaging them, FIB scanning with
10.0 pA / 30.0 kV was appropriate.
For the experiments done in the linear regime, we used
an aperture with 72 × 16 holes in the z × x directions,
spanning a range of 28.5 µm × 6.3 µm on the membrane.
For the nonlinear-regime experiment requiring 〈N〉 to be
more than unity, we used a nanohole aperture with the
x range of nanoholes extended twice, i.e., 72 × 32 holes
with a hole diameter of 230 nm. The nanohole aperture
assembly was mounted on a nanometre-precision posi-
tioner and its z coordinate was tracked in real time by a
Michelson interferometer with one arm attached on the
aperture mount.
B. Cavity modification
The de Broglie wavelength of the atoms injected into
the cavity is 3.4± 0.3 pm, which guarantees that atomic
matter-wave diffraction by the nanoholes is negligible.
However, the atomic beam itself has a small but finite
angular divergence of 0.24 mrad. Unless the nanohole
aperture is placed within 500 µm from the cavity mode
axis, atomic position localization with a reasonable con-
trast cannot be achieved. We solved this problem by
grinding one side of the mirror (7.75 mm in diameter
and 8 mm in length) with a diamond wheel in the shape
of ‘L’ down to 300 µm from the mode without damaging
the remaining mirror surface [Fig. 1(b)-(c) in the text]
[16]. During the grinding, the mirror surface was covered
with a polymer coat for protection. We found the cavity
finesse unchanged from its original value of 1.0× 106.
C. Revolver for the nanohole apertures
Nanoholes are quickly clogged by atoms under normal
operation condition which thus limits our experimental
a
b
FIG. S2. (a) Experimental setup showing an L-shaped cavity
[16], a revolver for the nanohole apertures and a Michelson
interferometer tracking the position of the nanohole aperture
in use. PD: photodiode. We present a zoomed-out view of
our experiment here whereas only the interaction region (the
central blue rectangle) is presented in the main text. (b)
Photo of the revolver. The diameter of the central disc is 25
mm, about the size of a Korean 100-Won coin.
runtime to only 10 minutes. To overcome this limita-
tion we have developed a five-arm revolver as shown in
Fig. S2. At the end of each arm, an identical nanohole
aperture is mounted. When the nanoholes are clogged
on the aperture in use, we retreat the revolver, rotate it
to the next arm, bring it to the cavity and continue our
experiment without opening the vacuum chamber. This
method extends the overall runtime to about 1 hour.
D. Position tracking interferogram
Scanning the nanohole aperture in the z direction is
done by a shear-type piezoelectric transducer (PZT). The
relative position between the cavity and the aperture is
monitored by a Michelson-type interferometer set up as
shown in Fig. S2(a). From the interferogram the posi-
tion of the nanohole aperture can be accurately tracked.
The mechanical jitter determined by the interferogram is
5∼10 nm, which is small enough for the present experi-
ment.
5E. Feed-forward cavity locking
The cavity resonance frequency slowly drifts away due
to continuous heating by thermal radiation from the
atomic beam oven and others. The drift rate at free run
is almost constant at about 500 kHz/s during the exper-
iment. By applying an additional voltage ramp (1∼1.5
mV/s) to the cavity PZT in the opposite direction to the
drift, we could keep the cavity frequency on resonance
to that of the atom within 100 kHz for more than 100
seconds. The atom-cavity interaction is not affected by
this small frequency mismatch because the transit-time
broadening in their interaction is much larger (7.5 MHz).
[1] M. Lee, J. Kim, W. Seo, H.-G. Hong, Y. Song, R. R.
Dasari, and K. An, “3D Imaging of cavity vacuum with
single atoms confined by a nanohole aperture,” to be pub-
lished.
[2] E. T. Jaynes and F. W. Cummings, Proc. IEEE, 51, 89
(1963), ISSN 0018-9219.
[3] P. Filipowicz, J. Javanainen, and P. Meystre, Phys. Rev.
A, 34, 3077 (1986).
[4] K. An, J. J. Childs, R. R. Dasari, and M. S. Feld, Phys.
Rev. Lett., 73, 3375 (1994).
[5] C. Fang-Yen, C. C. Yu, S. Ha, W. Choi, K. An, R. R.
Dasari, and M. S. Feld, Phys. Rev. A, 73, 041802 (2006).
[6] W. Choi, J.-H. Lee, K. An, C. Fang-Yen, R. R. Dasari,
and M. S. Feld, Phys. Rev. Lett., 96, 093603 (2006).
[7] W. Seo, H.-G. Hong, M. Lee, Y. Song, Y.-T. Chough,
W. Choi, C. Fang-Yen, R. R. Dasari, M. S. Feld, J.-H.
Lee, and K. An, Phys. Rev. A, 81, 053824 (2010).
[8] D. Meschede, H. Walther, and G. Mu¨ller, Phys. Rev.
Lett., 54, 551 (1985).
[9] G. Rempe, F. Schmidt-Kaler, and H. Walther, Phys.
Rev. Lett., 64, 2783 (1990).
[10] B. T. H. Varcoe, S. Brattke, M. Weidinger, and
H. Walther, Nature, 403, 743 (2000).
[11] F. Casagrande, A. Ferraro, A. Lulli, R. Bonifacio,
E. Solano, and H. Walther, Phys. Rev. Lett., 90, 183601
(2003).
[12] J. Skvarcek and M. Hillery, Phys. Rev. A, 62, 013807
(2000).
[13] K. An, J. Phys. Soc. Jpn., 72, 811 (2003).
[14] C. Yang and K. An, Phys. Rev. A, 55, 4492 (1997).
[15] C. Fang-Yen, Opt. Commun., 262, 224 (2006), ISSN
0030-4018.
[16] J. Kim, M. Lee, D. Kim, W. Seo, H.-G. Hong, Y. Song,
and K. An, Opt. Lett., 37, 1457 (2012).
