Abstract-When the vessels of the bulbar conjunctiva get congested with blood, a characteristic red hue appears in the area. This symptom is known as hyperemia, and can be an early indicator of certain pathologies. Therefore, a prompt diagnosis is desirable in order to minimize both medical and economic repercussions. A fully automatic methodology for hyperemia grading in the bulbar conjunctiva was developed, by means of image processing and machine learning techniques. As there is a wide range of illumination, contrast, and focus issues in the images that specialists use to perform the grading, a repeatability analysis is necessary. Thus, the validation of each step of the methodology was performed, analyzing how variations in the images are translated to the results, and comparing them to the optometrist's measurements. Our results prove the robustness of our methodology to various conditions. Moreover, the differences in the automatic outputs are similar to the optometrist's ones.
I. INTRODUCTION
Hyperemia is the occurrence of vessel engorgement in a certain tissue. Specifically, this article, focuses on the hyperemia level on the bulbar conjunctiva. In this area, hyperemia can happen as a consequence of normal bodily processes, but also as a symptom of certain pathologies, such as allergic conjunctivitis [1] or dry eye syndrome [2] . These pathologies have a high incidence among the world population, and their prompt diagnosis is desirable from both the medical and economical points of view.
The manual process that specialists have to tackle in order to evaluate the hyperemia level is time-consuming. Moreover, the grading is not objective nor repeatable, showing high levels of both inter-and intra-expert subjectivity [3] . The process starts by filming a video or capturing a picture of the patient eye. In the case of the video, the specialists have to search through it in order to find the frame that offers the best depiction of the conjunctiva. Then, they analyze that frame, looking for indicators of hyperemia, such as general redness of the conjunctiva or quantity of vessels. Finally, the optometrists compare the patient's eye with a grading scale. Grading scales are collections of images that depict levels of severity. One of the most widely used scales is the Efron grading scale, which is shown in Fig. 1 .
The automation of this procedure requires four steps. The first step is the selection of the best frame of the video sequence. The second step, the segmentation of the region of interest, comprising most of the conjunctiva. The third step is the computation of several image features within the region of interest, such as level of red in several color spaces or vessel quantity. Finally, the fourth and last step combines the values of these features in order to return a grade in the given scale.
There are few attempts on automatic hyperemia grading in the literature, and they either are not fully automatic or have a different aim than the emulation of the specialists' evaluation. Thus, in [4] an automatic method for the evaluation of dry eye redness based on image processing techniques is proposed. The authors compute two image features (redness intensity and the prominence of horizontal vessels) and analyze their concordance with the optometrists' gradings. The region of interest is segmented manually, and the images belong to patients with dry eye syndrome. In [5] , a rectangular region of interest was manually selected in order to compute the pixel coverage of that part of the conjunctiva. However, the main focus of this work is the reliability of the process instead of the grading results. The images in these works have been captured in the same conditions and, therefore, they seem to present an homogeneous illumination. Regarding the definition of image features that are related to hyperemia, several works have proposed objective metrics through the years [6] - [8] . To the best of our knowledge, there are no other works that propose a fully automatic approach to bulbar hyperemia evaluation. Specifically, a key aspect such as the study of image features and their combination is missing in the literature.
An automatic methodology for hyperemia grading was developed in order to mimic the specialists' process while ensuring objectivity, repeatability, and an improvement of the invested time [9] . Image processing algorithms are applied to the input image in order to segment the region of interest. Then, several image features are computed in this region, based on measuring the intensity level of a certain hue and in the disposition of the vessels, which are located by an edge detection method. Finally, the image features are transformed to the value in the grading scale by means of regression techniques. During the development of this methodology, a recurrent drawback appeared: the inputs of the system (videos or images of the patient eye) present a high variability regarding conditions such as illumination and focus. Besides, in some cases, such as wearing contacts, the grading should not vary, but the image characteristics are different, as depicted in Fig. 2 . The presence of contacts can affect to the vessel counting features, since the lens edges can get mixed up with the vessel edges. Therefore, in this work an exhaustive repeatability study is performed. The expert's gradings are studied in order to establish which level of discrepancy is to be expected between images of the same eye in slightly different circumstances. Our objective is to study the influence of several conditions in the subjective grading, and how they affect each step of the methodology. To that end, the segmentation of the region of interest is evaluated. Next, the results of the automatic methodology are validated in a large image set. Then, the impact that the different variations in the image's conditions have in the results and in each stage of the automatic methodology is analyzed. Finally, the differences between the expert's evaluation and the automatic approach in the same image are also analyzed. This knowledge will allow us to verify the robustness of the algorithms, and to further compare the objective and subjective approaches.
This article is structured as follows: Section II will provide a brief overview on the image set and the automatic methodology, and will explain in detail the repeatability tests performed. Section III will show the obtained results. Finally, Section IV will depict the conclusions and future lines of work.
II. METHODOLOGY

A. Dataset
The database used in this work was obtained as part of an study regarding contact lenses comfort, conducted at the School of Optometry and Vision Sciences from the Cardiff University 1 . 35 participants took part in the study, that consisted of four checkups. The first one (baseline) consist of pictures of the patients' eyes without contacts. The second 1 http://research.cardiff.ac.uk/converis/portal/Project/2525952 checkup took place two weeks after the first one, and consists of images of the eyes while wearing contacts. The patients were asked to wear contacts each day during this two week period. Then, the third checkup took place after a 7-day washout period (non-wearing contacts period), and depicts the patients' eyes without contacts. Finally, the fourth checkup took place after another two week trial of contacts, and again depicts the patients while wearing contacts.
During each checkup, 4 types of images were taken, depicting both eyes and both sides of the eye. The four types are left eye, nasal side (LEN); left eye, temporal side (LET); right eye, nasal side (REN); and right eye, temporal side (RET). An example of these 4 different combinations of eye and side is depicted in Fig. 3 . All of them show a side view of the eye and, therefore, they have a similar disposition. In some cases, several pictures of a particular type were taken, this is, there may be several images depicting the same patient, checkup, eye, and side. In these cases, all the images of the same type were processed by the automatic methodology and the results were averaged. Regarding the manual grading, only one hyperemia evaluation was performed by a single optometrist for each type in each checkup of each patient. However, it must be noted that the objective of this work is not to study the inter-expert variability, which has been the focus of a previous work [3] . As our objective is to assess the effect that certain alterations have in the methodology, two image subsets were created, one for each alteration that is going to be analyzed, that consist of 10 pairs of images each. Each pair depicts two images of the same patient, same eye, and same side. One of the images, labeled as reference, presents optimal conditions for performing hyperemia grading, while the second one, labeled as altered presents the analyzed alteration. The first subset, S cont , includes images with and without contact lenses. The second subset, S clean , depicts the eyes with and without remains of a cleaning lotion. For this second test, both images belong to the same checkup and, therefore, were taken minutes apart, which is the ideal situation in a repeatability analysis, as hyperemia can vary through time. Unfortunately, the dataset does not contain images with and without lenses from the same checkup. It is well known that it is common for hyperemia to appear due to contact lenses use, as depicted in [10] , [11] . However, in our dataset the data of the study supports that the variation in hyperemia levels between checkups one and two was too little to be significant. The reasons for this discrepancy are most likely that the previous works [10] , [11] refer to a continuous exposure to contacts, such as 8-16 hours of wearing lenses, while the contact lenses comfort study established only a minimum of four hours of wear. Besides, a requirement was that all the participants must be healthy. For this reason, this dataset is suitable for the repeatability analysis.
B. Automatic hyperemia grading
Our automatic methodology comprises the steps depicted in Fig. 4 . The system receives an image as input, and defines the region of interest. Then, several image features are computed and, finally, these features are combined in order to obtain the grade of the image in the given grading scale.
For the segmentation of the region of interest, split and merge segmentation [12] was applied. This method is based on a quadtree partition of the image, a data structure that consists in a tree where each parent node has exactly four children, and it is usually employed to divide in quadrants a two-dimensional space.
As a previous step, the image is thresholded with a value t. The segmentation procedure starts at the root of the tree (the initial image), evaluates a criteria of homogeneity h and, if the image does not fulfill it, this is, if the value of the criteria is higher than a threshold t h , it is divided in four quadrants. The procedure is then repeated for each quadrant. If a quadrant fulfills the criteria, or when the minimum area a is reached, the process stops, and that quadrant becomes a leaf. If all the four quadrants from the same node are homogeneous, they are merged. The algorithm finishes when there are no more splits or merges possible. Fig. 5 depicts the obtained result. Then, the image features within the region of interest are computed. The features that are analyzed in this work were selected by taking into account the suggestions of the optometrists and by studying previous works [8] . The complete list is depicted in Table I . These features can be divided in two main groups, vessel-related features and hue-related features. There are 4 features belonging to the first group, and they are identified by a capital letter with the subscript v. The remaining 21 features are hue related, and they compute the intensity of a certain color in the whole conjunctiva (labeled with the capital letter I and a numeric subscript), only in the vessel area (labeled with a capital V and a numeric subscript), or only in the background of the conjunctiva (labeled with the capital letter B and a numeric subscript). The background of the conjunctiva is defined as the part of the region of interest that do not belong to any vessel.
In the formulas, the whole conjunctiva, vessel area, and background area are defined as I, V E, and V E respectively. n and m indicate the dimensions of the input image, but restricted to the pixels of the region of interest. i and j indicate the position of a given pixel (row, column). The following letters refer to the intensity value in a given channel of a certain colorspace: R, G, and B for the RGB colorspace; H, S, and V for the HSV colorspace; and L, a, and b for the L*a*b* colorspace. The feature C v counts the number of vessels in the image, but taking into account only the values of a number of stripes n r in the manner defined by the mask M . V 6 computes the red hue value in a similar manner as V 5 , but also taking into account the neighboring pixels in a given window of size s as it is defined in the equation μ. Finally, W v measures the average width of the vessels. To that end, a set of κ circumferences are defined, with radius ρ ranging from n/2 to n/2 * κ. W represents the width values for the cut points, computed using an active contour algorithm [13] .
Finally, the image features are transformed to a value in the Efron scale. To that end, machine learning techniques are applied. Through previous studies, it was determined that the best results for bulbar hyperemia evaluation were obtained by using the multi-layer perceptron (MLP) [14] , random forests (RF) [15] , and partial least square regression (PLS) [16] . These three methods provided a better approach that other wellknown state-of-art algorithms, such as support vector machines or radial-basis function networks.
C. Methodology for the study of the repeatability
Each step of the methodology was validated separately in order to remove additional bias in the results.
For the validation of the conjunctiva segmentation, a manual segmentation of the image subsets S clean and S cont is performed. Then, the automatic method is applied to each image, and the results are compared by counting how many pixels are labeled in the same class in both methods. A true positive is added for each pixel that both methods label as conjunctiva, a true negative when both methods label a pixel as background (non-conjunctival region), a false positive for each pixel that the automatic approach misclassifies as conjunctiva, and, finally, a false negative if the automatic approach misclassifies a pixel as background. Once these four values are obtained, the sensitivity, specificity, accuracy and precision for each image are computed, as well as the average of the whole image set. The percentage of false negatives and false positives are also calculated. These parameters give us an idea on the goodness of the method. However, this work is focused on comparing the results obtained on the reference image set and each altered image set. To that end, these 
|128−H ij | nm statistical measurements will be computed for both cases, and then compared. Ideally, the conjunctiva should be segmented with a similar success in both reference and altered cases. Regarding the feature computation, the values of the 25 features in both images of each pair were obtained. Then, the mean and standard deviation of each feature were calculated in both sets (S cont and S clean ), distinguishing between reference and altered images. These values were used to compute the coefficient of variation (CV), a measure commonly used in repeatability studies that provides insight on the extent of the variability relative to the mean of a population.
As the main focus of this work is to analyze the differences between the output for the reference and altered images, instead of the evaluation of the system performance, this step was started with already trained regression systems. The systems were trained with 860 images of the dataset, which were labeled by an optometrist, using 10-fold cross-validation with 100 repetitions. The 40 images that belong to S clean and S cont subsets were excluded, as they were used as test set. Each system received each image subset (S clean ref , S clean alter , S cont ref , and S cont alter ). Then, the outputs of the two test cases S (S = S clean or S cont ) were compared with the following equation:
This is, the mean squared error (MSE) is computed by assuming that the output of S ref is the expected value and the output of S alter is the obtained value.
In previous works [17] the image features were studied in order to determine the best subset by means of feature selection techniques. In this article, the results obtained by the regression methods by using only the selected subsets were also analyzed. To that end, four techniques were used: two filter methods, correlation based feature selection (CFS) and Relief [18] , and two wrapper methods, one using M5 algorithm (M5) [19] and another using sequential minimal optimisation for regression (SMOReg) [20] .
III. RESULTS
A. Dataset
As a previous step and in order to establish our gold standard for the experiments, the variability of the optometrist evaluation in the 4 checkups for the 35 patients was studied. The expert evaluation was performed with integer and half integer values and using the Efron scale. Checkups 1 and 3 depict the eye without contact lenses, and checkups 2 to 4 depict the eye with contact lenses. The average between the nasal and tarsal shots of the eye (right and left sides) is used as ground truth. The checkups 1-2 and 3-4 are compared, as there were taken sequentially in time. For checkups 1-2, the average variation for the right eye is 0.19286, and the average variation for the left eye is 0.20714. For checkups 3-4, the average variation for the right eye is 0.19286, and for the left eye is 0.15714. 50% of the images do not vary their evaluation.
Our automatic system do not have access to the information of both sides of the eye, as it receives an image without additional knowledge regarding which side or eye it is from. Therefore, the variations of the grading in each side of each eye were also analyzed separately in order to provide a more accurate comparison. The average variation (avg), the standard deviation (std) and the percentage of images affected (% img) are depicted in Table II . In view of the results, a certain variability in the final outputs of the system is expected between the reference and altered subsets, as even specialists have a certain level of variation. However, as the evaluations were performed using only integer and half integer values, it can be concluded that the average variation is low, as it is around 0.25 in the worst case scenario. Also, more than half of the images remain unaffected.
B. Segmentation of the conjunctiva
The values of the parameters for the automatic segmentation algorithms are t = 40, h = std(I qx ) (where I qx is the intensity of the thresholded image in the quadrant q x ), t h = 6, and a = 25. Table III depicts the average values obtained by the automatic procedure in each of the test cases. It can be observed how the parameters are similar, specially in the case of the cleaning liquid remains. However, the presence of contact lenses seems to have a bigger influence, specially on the sensitivity of the method. 
C. Feature computation
Regarding the image features variability, Table IV depicts the obtained values for the coefficient of variation in each experiment and, also, the difference between the reference and altered sets for each test. The difference in a given set S is defined as:
where S subset is S clean or S cont . The variability of some features remain stable through all the different experiments (such as feature I 1 ). However, most of them react in a different manner to the different image issues. Thus, for the cleaning set the features that present the smallest differences between reference and altered subsets are I 1 , V 6 , and V 1 (ordered from lower to higher). For the contacts set, the smallest differences between subsets appear with features W v , I 3 , I 1 , B 9 , B 7 , V 3 , B 1 , V 4 , I 2 , and B 3 . In general, it can be observed how differences are lower in the contacts set. This was expected, as most of the implemented features are color-based and, therefore, they will be more affected by a change in the hue of the image, even if subtle, than by the presence of contact lenses, that is mostly irrelevant. In fact, the highest differences in the S cont set take place on features A v and P v (both vessel quantity related measures), while the differences for the same features in S clean set are much lower.
Regarding the variation of each feature in each experiment, the features can be divided in three big groups as depicted in Table V . Some features remain in the same range through all the experiments, such as V 4 , B 1 , B 4 , B 7 , B 9 , C v , V 1 , and V 6 . The range of these features is less likely to be affected by image conditions such as the presented. Therefore, the features that are related to the hue in the background are less affected than the ones that take into account the vessels, specially in the subset S clean .
D. Transformation to the scale value
By looking at the results provided by the feature selection techniques, depicted in Table VI , it can be observed that several of the selected features vary their range depending on the experiment. Therefore, to obtain appreciable differences between the reference and altered subsets is expected. Note that only one vessel-related feature was taken into account, W v in the SMOReg approach. Method # selected features CFS 12 
% of variation
The parameters for the regression methods were chosen empirically, and they are depicted in Table VII . The MSE results for the analyzed machine learning techniques and each test set are depicted in Table VIII . It can be observed how the differences in the results for the RF approach are minimal, even in the S clean set. Both MLP and PLS seem to be the most affected by the blue hue of the cleaning liquid test, as the values for S clean set are much worse than the ones for S cont set in all the cases, specially with PLS when using all the features.
Additionally, the MSE values for the whole image set, obtained by averaging the test error in the k-fold, are shown in Table IX . The systems that obtain the lowest MSE are the PLS and the RF with CFS and SMOReg feature subsets, respectively. By comparing these results with the ones in Table  VIII , it can be observed how these approaches provide usually low differentiation in both S clean and S cont and, therefore, the systems provide an evaluation similar to the optometrist's.
Other goodness metrics were also computed, such as the mean absolute error (MAE) or the coefficient of determination In order to better observe the results for each regression technique with its best feature set, Fig. 6 depicts the scatter plots for predicted and real values in the three cases. Moreover, a statistical test was conducted in order to assess if the differences between the automatic outputs for the best system and the expert's evaluations are significant. A normality test was performed in both samples, obtaining a strong reject of the null hypothesis. Therefore, a Wilcoxon signed rank test for the differences was conducted, and the null hypothesis (the difference comes from a distribution with zero median) was accepted with α = 0.05 and a p-value of 0.1153.
In order to ensure that our systems perform in a similar manner than a human expert, the variability of the optometrist's evaluation between the checkups was studied and compared to the evaluations provided by the automatic approaches. The clinical study reported that these differences between the checkups' evaluations were low, but it must be confirmed that the results from our systems are within the same range. Therefore, the outputs of our regression systems for the 900 images of the dataset with the full feature set were obtained, and the average differences between checkups were computed. The differences were computed pairwise, using the checkups that are consecutive. Therefore, for a certain combination of patient, eye, and side, the difference on its evaluation between checkups 1-2, between checkups 2-3, and between checkups 3-4 was computed. This value was also computed for the manual evaluations in order to establish a comparison. Table X depicts the obtained results for both the average difference and the standard deviation. The results are not expressed with the coefficient of variation as the compared values are in the same range, so both mean and standard deviation can be directly compared. Besides, the means are too close to zero in some of the tests, and the individual observations have different sign, which can cause the parameter to be misleading. It can be observed how the systems' values are similar to the manual evaluations. All the automatic approaches have a lower standard deviation, and some of the systems present a lower mean value for a certain pair of checkups. Additionally, those cases that the expert graded with the same values in a pair of checkups were analyzed, and the magnitude of the system variation was observed (Table XI) . 96, 92 and 92 images present no variations in a given pair of checkups, 1-2, 2-3, and 3-4 respectively. The results were good, as the average differences are closer to zero. The best values, taking into account the combination of mean and standard deviation, are achieved by the MLP in all pairs. The overall worst results are obtained by PLS. Finally, a study was performed in order to know if the sign of the systems' variations was the same that in the expert's one in those cases where the expert's evaluation varied (Table  XII) . The best results are obtained by the MLP, that achieves the same sign in its variation than the human expert in all the cases. The PLS is much more inconsistent, while the RF obtains also good results. 
IV. CONCLUSIONS
In this work, the effect that different image alterations have in our automatic hyperemia grading methodology was analyzed. As the inputs of the system have a high variability, there is a need to ensure that the system's performance is only affected in the same manner as a human expert. Therefore, each step of the methodology was tested separately under two different alterations: the presence of contact lenses or the remains of a blue cleaning lotion.
The first step, the segmentation of the region of interest, is more affected by the presence of contact lenses. However, the variation was low in all tests. The feature computation is more affected by the changes in hue, as most of the features are color based. Therefore, the largest differences were obtained when testing the images with remains of blue lotion. The features computing the background intensity are more stable in general. Regarding the regression techniques used to combine the image features into the final grade in the scale, the most stable approach is the RF. However, further analysis on specific cases shows that the MLP tends to not change its evaluation when the optometrist also does not change and, when the evaluation changes, the MLP almost always maintains the same sign of the optometrist's change. Finally, the systems' differences between consecutive checkups and the expert's one were compared, and it can be concluded that the values are similar and, therefore, that the variations in the inputs of the system produce a variation in the result that is within the same range as the optometrist.
Our future lines of work include the integration of the methodology as a part of an assisted diagnosis tool, and the study of the evolution of a patient through different evaluations in order to track the progression of the symptom.
