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Diseño de redes neuronales con aprendizaje combinado de
retropropagación y búsqueda aleatoria progresiva aplicado a la
determinación de austenita retenida en acerosTRIP(•)
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Resumen A partir de los años noventa, el interés que los aceros TRIP despiertan en la industria ha producido un incremento
considerable de su estudio y aplicación. En este trabajo, aprovechando la flexibilidad que las redes neuronales propor-
cionan para la modelización de propiedades complejas, se ha abordado el problema de la determinación de la auste-
nita retenida en los aceros TRIP. Una combinación de dos algoritmos de aprendizaje (retropropagación y búsqueda
aleatoria progresiva) de la red neuronal ha permitido crear un modelo que predice la cantidad de austenita retenida
en aceros multifase con bajo contenido en aluminio y silicio en función de los parámetros de procesado.
Palabras Clave Redes neuronales; Búsqueda aleatoria progresiva; Algoritmo de retropropagación; Austenita retenida; TRIP.
Neural network design with combined backpropagation and creeping-
random-search learning algorithms applied to the determination of retained
austenite inTRIP steels
Abstract At the beginning of the decade of the nineties, the industrial interest for TRIP steels leads to a significant increase
of the investigation and application in this field. In this work, the flexibility of neural networks for the modelling
of complex properties is used to tackle the problem of determining the retained austenite content in TRIP-steel.
Applying a combination of two learning algorithms (backpropagation and creeping-random-search) for the neural
network, a model has been created that enables the prediction of retained austenite in low-Si / low-Al multiphase
steels as a function of processing parameters.
Keywords Neural Networks; Creeping-random-search; Back propagation algorithm; Retained austenite; TRIP.
1. INTRODUCCIÓN
El desarrollo de aceros multifase tiene una gran im-
portancia en la industria del automóvil, ya que per-
mite desarrollar componentes de peso ligero con exce-
lentes propiedades mecánicas. Estos aceros presentan
una microestructura compleja constituyente de fases
blandas (ferrita, austenita) y duras (martensita, bai-
nita), cuya combinación ofrece un balance óptimo
entre la resistencia y la ductilidad. En este contexto
tiene especial relevancia la fase austenita, ya que es
una fase metaestable a temperatura ambiente que se
transformará en martensita cuando se aplica una de-
formación externa. Este proceso de transformación
por deformación se denomina efecto TRIP (Plasticidad
Inducida por Transformación-Transformation Induced
Plasticity) y mejora de manera apreciable las propie-
dades mecánicas del acero.
La creación de estos aceros y su procesado inclu-
ye un numero alto de variables y ofrece unos resul-
tados suficientemente diversos que hace difícil la op-
timización de sus fases (austenita retenida en este ca-
so) para mejorar sus características. Tradicionalmente,
la modelización de propiedades metalúrgicas hace
uso de redes neuronales que son capaces de sintetizar
el conocimiento experimental a través de una des-
cripción matemática que permiten obtener buenas
aproximaciones de propiedades físicas de interés
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para el desarrollo de nuevos materiales. Dicha des-
cripción matemática pasa frecuentemente por el uso
de perceptrones multicapa que aseguran una manera
sencilla y elegante de comprimir la información[1-3].
Sin embargo, la gran dispersión y variabilidad de los
datos recopilados en la bibliografía[4-30] obliga a defi-
nir la red neuronal de un tamaño suficientemente
grande para comprimir este conocimiento. En el pro-
ceso de aprendizaje u optimización del error en los
parámetros de salida, una red neuronal de estas ca-
racterísticas con gran dispersión en la base de datos
puede ralentizar y dificultar la búsqueda de soluciones
de la red neuronal. El clásico algoritmo de la retropro-
pagación es sensible en la obtención de mínimos lo-
cales, ya que es no es más que una formulación ele-
gante del descenso en la dirección del gradiente.
Como ayuda a la búsqueda de soluciones adecuadas
se ha optado por utilizar técnicas encaminadas a sol-
ventar este problema. En este trabajo se describe la
utilización combinada de dos algoritmos de aprendi-
zaje: retropropagación (backpropagation) y búsqueda
aleatoria progresiva (creeping-random-search) para tra-
tar de mejorar la capacidad predictiva del modelo.
A pesar de la diferente naturaleza de cada una de las
técnicas (determinista frente a aleatoria) se ha vis-
to que su utilización conjunta[31] es adecuada ya que,
la retropropagación tiende a ser más rápida en conver-
gencia aunque cae a menudo en mínimos locales,
mientras que la búsqueda aleatoria progresiva con-
verge en general más despacio, pero tiene un índice
de éxito mayor en cuanto a evitar mínimos locales. La
combinación de esta búsqueda aleatoria con el apren-
dizaje determinista se puede implementar desde dife-
rentes puntos de vista. A parte de la lógica genera-
ción aleatoria de pesos y sesgos iniciales, uno de los
más usados es el proceso denominado recocido simu-
lado[32], el cual trata de buscar aleatoriamente solucio-
nes mejores en las vecindades de la solución alcanza-
da hasta el momento. Sin embargo, se ha observa-
do[33] una mejora en convergencia del 60 % al 85 %
de los casos si los pesos y sesgos se perturban con una
búsqueda aleatoria en el momento de aprendizaje de
la retropropagación (en vez de saltar a otra solución),
esto es, combinando una búsqueda aleatoria progre-
siva con la retropropagación.
Así pues, la inclusión de la búsqueda aleatoria pro-
gresiva en la red neuronal se basa en una búsqueda a
través de procesos aleatorios, de forma que a medida
que el aprendizaje con retropropagación va conver-
giendo a una solución, nuevas combinaciones alea-
torias de pesos buscan mejores soluciones que de otra
manera quedarían ocultas para la retropropagación.
Para que el método tenga coherencia, esta aleatorie-
dad no se usa en todas las direcciones, sino que dicha
búsqueda aleatoria trata de ayudar y complementar a
la retropropagación. El método es sencillo y se intro-
duce bien en cualquier código base de perceptrón
multicapa. Esta técnica se ha usado para crear un mo-
delo de redes neuronales que sea capaz de predecir la
cantidad de austenita retenida en función de los pa-
rámetros de procesado de aceros TRIP de bajo silicio
y/o aluminio. Los parámetros seleccionados represen-
tan los principales factores que afectan a la cantidad
de austenita retenida durante el procesado del acero.
Dichos parámetros son carbono, manganeso, silicio,
aluminio (en cuanto a composición química), T1 y t1
(temperatura y tiempo de tratamiento térmico inter-
crítico) y T2 y t2 (temperatura y tiempo de tratamien-
to térmico bainítico). La base de datos cuenta con
352 datos recopilados de la bibliografía[4-30].
2. RETROPROPAGACIÓNY BÚSQUEDA
ALEATORIA PROGRESIVA
El proceso de aprendizaje clásico de la retropropaga-
ción en una red neuronal sigue una serie de pasos que
modifican los pesos que definen la red neuronal usan-
do el error final cometido como objetivo a minimizar.
Una observación de los pasos de este algoritmo nos
muestra cómo y donde actúa la búsqueda aleatoria
progresiva.
De forma esquemática, en cada paso del algoritmo
de la retropropagación se han de calcular iterativa-
mente las variaciones (sm) de cada peso, usando la
variación anterior para modificar éstos. Debido a que
el objetivo es el de minimizar el error cuadrático de
la salida de la red con los datos de referencia (t), la se-
cuencia de estas funciones queda como sigue:
(1)
Dónde F es la matriz definida como
(2)
Con f m la función de la capa m-ésima y
(3)
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en el que, am-1 son las salidas de las neuronas de la
capa anterior. Finalmente se actualiza la matriz de
pesos (W) y sesgos (b)
(4)
dónde α es el llamado índice de aprendizaje.
Si la red tiene varias capas, las variaciones sm pue-
den adoptar valores ínfimos, debido a que se obtie-
nen de la derivación de funciones con variación ca-
si nula en gran parte de su dominio. El algoritmo de
la retropropagación calcula estas variaciones iterati-
vamente usando su predecesora, por lo que si una de
ellas roza valores nulos, éstos se propagan sucesiva-
mente, haciendo que las variaciones en los pesos aso-
ciados a estas zonas de la red neuronal sean peque-
ñas, promoviendo más variación en pesos que no se
vean afectados.
A modo de descripción visual, la figura 1 mues-
tra cómo una de las neuronas (e) de la ultima capa
(en blanco) ha obtenido valores de nM que al ser eva-
luada por la función-matriz FM darán como resultado
valores casi nulos en componentes de sM. En primer
lugar, los pesos de esta neurona sufrirán una varia-
ción próxima a cero (WM(k+1) » WM(k)) en las com-
ponentes nulas de sM y provocarán que los pesos de las
neuronas cuyos valores de salida sean usados después
en dicha neurona no tengan variaciones significati-
vas, por ser éstas (sM-1) calculadas usando la función
sM anterior, con componentes de valor casi nulo. Esta
segunda capa de neuronas, aunque no se verá total-
mente afectada por la neurona ε anterior, heredará
en los pesos asociados a esta la neurona una dismi-
nución en el orden de magnitud de la variación en
sus pesos. La información contenida en la matriz
F(nM-1), destinada a describir la variación de los pe-
sos usados como entrada de la neurona de la siguien-
te capa desaparece. El descenso en el orden de mag-
nitud de la variación se traspasa a la siguiente capa,
diluyéndose poco a poco.
Figura 1. Propagación de las derivadas nulas en una red neuronal. La variación nula de una
neurona afecta a sus predecesoras.
Figure 1. Propagation of the zero derivatives in a neural network.The zero variation of a neuron
affects its predecessors.
I. TODA-CARABALLO, C. GARCIA-MATEO Y C. CAPDEVILA
502 REV. METAL. MADRID, 46 (6), NOVIEMBRE-DICIEMBRE, 499-510, 2010, ISSN: 0034-8570, eISSN: 1988-4222, doi: 10.3989/revmetalmadrid.0924
En cada paso del algoritmo de la retropropaga-
ción, los pesos de cada neurona afectada variarán
ínfimamente, y con el tiempo, obligará a los pesos
del resto de neuronas de su capa a modificarse para
minimizar el error con respecto a un valor de su pe-
so asociado prácticamente inamovible. Esto es lo
que produce que los mínimos más cercanos a estos
valores iniciales atraigan la solución sin opción a
saltar a soluciones con menor error, debido a que al
no modificarse estos pesos, el resto debe adecuarse
para minimizar el error en la medida de lo posible,
cayendo en un mínimo local.
Se podría deducir que una selección cuidadosa
de los pesos iniciales pudiera salvar este problema,
pero es fácil caer en estas combinaciones de pesos
que provocan ralentización en el aprendizaje. Los
valores de la derivada de la tangente hiperbólica en
un rango de evaluación normal pueden ser varios
órdenes de magnitud inferiores a 1 con facilidad.
Aunque la normalización de los datos contribuiría
a evitar este problema, un número alto de entradas
contribuye a alcanzar valores problemáticos.
Por lo tanto, los perceptrones multicapa con mu-
chas capas pueden sufrir de la aparición de míni-
mos locales, con cierta facilidad para caer en ellos.
Así, la búsqueda inicial de funciones que engloben
de manera directa las propiedades a estudiar es fun-
damental para poder definir perceptrones multica-
pa de una o dos capas y el menor número posible
de neuronas. Incluso en redes neuronales simples
existe el riesgo de caer en zonas de lenta variación.
Por tanto, se ha combinado el tradicional retropro-
pagación con la búsqueda aleatoria progresiva pa-
ra incrementar las variaciones de estos pesos pro-
blemáticos.
Aunque sólo una capa de neuronas se usa para
este modelo, el fenómeno de la lentitud en la con-
vergencia de los pesos de zonas con derivadas casi
nulas se puede presentar también (aunque en me-
nor medida que con varias capas). El problema no se
propagará de capa en capa, pero afectará a los pe-
sos de la misma capa al producir una tendencia ha-
cia mínimos que suplan la carencia de variación de
los pesos que definen la función de evaluación de
una neurona.
Así pues, la búsqueda aleatoria progresiva es un
método de búsqueda basado en procesos aleatorios,
de forma que, a medida que se va convergiendo a
una solución, nuevas combinaciones aleatorias de
pesos buscan mejores soluciones a las ofrecidas por
el algoritmo de la retropropagación (o soluciones
fuera de mínimos locales). Esta aleatoriedad no se
usa en todas las direcciones, sino que, en el caso de
búsqueda aleatoria progresiva se intenta ayudar a la
retropropagación cuando éste algoritmo ofrece
variaciones ínfimas en sus funciones sin que esto
corresponda a una solución óptima. El método es
sencillo y se introduce bien en cualquier código ba-
se de perceptrón multicapa.
Del cálculo de las derivadas del algoritmo de la
retropropagación se obtiene la dirección de máxima
variación (smax) de cada peso (Ecs. 1) y 4)). El mé-
todo de búsqueda aleatoria progresiva busca alea-
toriamente soluciones mejores por medio del des-
censo en la dirección del gradiente y aprovecha la
dirección de máxima variación de los pesos para
buscar posibles soluciones dentro de un cono, alre-
dedor de esta dirección de máxima variación (vec-
tor smax) y con pasos ligeramente más grandes para
poder salir de los mínimos locales.
En aquellos pesos que no sufran estas pequeñas
variaciones, la búsqueda aleatoria progresiva no
cambiará las soluciones, puesto que una pequeña
variación en la dirección de búsqueda, cuando las
derivadas no son pequeñas, no afecta a la solución
final, pero sí ofrece la posibilidad de cambiar aque-
llos pesos que sí la tienen, como se muestra en la fi-
gura 2. En esta figura se representa el vector de má-
xima variación en un paso (smax). Su proyección en
el eje Y (smax(y)) corresponde a la variación de un
peso al que se le permite variar con libertad con re-
tropropagación. Se comprueba que la diferencia en-
tre un método y otro no afecta su variación y tende-
rá sin modificaciones hacia donde el algoritmo le
obligue a variar. En el eje “X”, se representa un ca-
so hipotético de variación sobre una zona de deriva-
da nula (smax(x)). Aquí la búsqueda aleatoria progre-
siva permite explorar zonas prohibidas para este pe-
so. En el caso en el que no se encuentren soluciones
mejores, el siguiente peso será similar, y el método
no variará la solución de retropropagación. Pero si
existen soluciones mejores, el método ofrece la po-
sibilidad de salir de estos mínimos locales. Por tan-
to el método de la búsqueda aleatoria progresiva es
coherente con el retropropagación y ambos métodos
se complementan bien, sin perder soluciones.
3. CREACIÓN DE UN MODELO DE
REDES NEURONALES PARA LA
PREDICCIÓN DE AUSTENITA
RETENIDA EN ACEROSTRIP
3.1. Base de datos
En este trabajo se determinará la cantidad de austeni-
ta retenida en función de los diferentes parámetros del
procesado del acero, que incluye una ruta térmica clá-
sica como se muestra en la figura 3. Se parte de un ace-
ro con ferrita y perlita que se transforma parcialmente
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en austenita en el primer tramo (a temperatura T1 y
tiempo t1), que se sitúa entre las temperaturas míni-
ma Ac1 y máxima Ac3 para este proceso. A continua-
ción, se enfría el acero a velocidades altas (normal-
mente 50 K/s) y se aplica un segundo tratamiento
isotérmico (T2, t2). En este tramo parte de la austeni-
ta se transformará en bainita, mientras que la alea-
ción con manganeso permite evitar la formación de
fases no deseadas. Por último se templa el acero has-
ta temperatura ambiente y sólo la austenita con altas
concentraciones de carbono y aluminio y/o silicio se
retendrá a temperatura ambiente. La austenita que
no cumpla estas condiciones se transformará a mar-
tensita. Por lo tanto, el modelo desarrollado tiene
que predecir la cantidad de austenita retenida en fun-
ción de los principales parámetros de composición
química (C, Mn, Si y Al) y del tratamiento térmico
(T1, t1, T2, t2).
Se ha creado una base de datos con 352 elementos
a partir de los valores experimentales encontrados en la
literatura[4-30]. En la tabla I se muestran las 8 variables
de entrada utilizadas para crear el modelo, así como el
promedio y la desviación típica de cada variable.
3.2. Elección de las funciones y
descripción de la red neuronal
Históricamente, el uso de tangentes hiperbólicas (o
funciones sinusoidales) como funciones de las neuro-
nas ha sido muy común en la metalurgia, debido a
que en general las propiedades estudiadas sugieren
una tendencia como las que estas funciones desarro-
llan. Además, la combinación y composición de es-
ta clase de funciones ofrecen una gran diversidad en
el resultado final, lo que permite minimizar el error de
casi cualquier base de datos, aunque requiera un gran
número de neuronas y capas. No obstante un análi-
sis de los datos sugiere el uso de otro tipo de funcio-
nes más adecuadas, de forma que se reduzca el nú-
mero de neuronas necesarias, y así converger más
Figura 2. Variación de los pesos usando retropropagación y búsqueda
aleatoria progresiva.
Figure 2.Weight variation using backpropagation and creeping-random-
search.
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rápidamente y a menos mínimos locales, saltando de
manera más sencilla al mínimo absoluto. Además,
el uso de sucesivas capas ralentiza la convergencia,
no sólo por el incremento de operaciones, si no por el
fenómeno variaciones ínfimas descrito anteriormen-
te, y que trata de ser mejorado con la combinación
de ambos métodos de aprendizaje.
Del análisis de la base de datos recopilada se ob-
serva que el aumento del tiempo de calentamiento
t2 a la temperatura T2 produce un aumento de la aus-
tenita retenida, hasta que alcanza su valor máximo
para una determinada composición química. Una vez
alcanzado el máximo desciende la cantidad de aus-
tenita retenida suavemente hasta que desaparece por
completo. Así pues, se hace necesario el uso de fun-
ciones capaces de describir este comportamiento de
una manera simple. Esto redundará en la sencillez y
facilidad del algoritmo de aprendizaje para encon-
trar los mínimos que describen la solución deseada. La
función descrita en la ecuación (5) describe la ten-
dencia descrita.
(5)
Esta función de fácil manejo, derivable y bien
definida para valores positivos está muy bien condi-
cionada para el uso dentro de una red neuronal, pues-
to que los pesos y sesgos se usan aquí en forma de
Figura 3. Ruta para la producción de aceros multifase.α: ferrita;αP; per-
lita; γ: austenita; αb: bainita; α’: martensita; γr: austenita retenida; HQ:
temple con helio.
Figure 3. Route for the production of multiphase steels. α: ferrite; αP;
pearlite; γ: austenite; αb: bainite; α’: martensite; γr: retained austenite;
HQ: helium quench.
Tabla I. Variables de entrada para la red
neuronal, con el valor promedio y la
desviación estándar correspondientes a los
352 aceros. Las concentraciones están en
%-peso, las temperaturas en °C y los tiempos
en segundos
Table I. Input variables for the neural network
with their corresponding mean value and
standard deviation of the 352 steels. Contents
are in weight percent, temperatures in °C and
time intervals in seconds
Elemento Intervalo Promedio Desv.Típica
C 0,07 - 0,47 0,20 0,09
Mn 1,2 - 1,8 1,49 0,14
Si 0 - 2,0 0,77 0,59
Al 0 - 2,0 0,61 0,65
T1 730 - 1.040 809 49
t1 50 - 1.800 351 344
T2 310 - 500 412 38
t2 0 - 36.000 674 2.412
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combinación lineal. Además teniendo en cuenta que
para valores nulos de t2 existe austenita retenida (es
decir, su valor no es 0 en el origen), estas funciones
ofrecen claras ventajas de convergencia. Una repre-
sentación visual de esta familia de funciones puede
verse en la figura 4 para varios valores de los pesos.
No obstante, las funciones cuadráticas exponen-
ciales son muy sensibles a caer en zonas con valor
nulo en su derivada, por lo tanto, la combinación de
los algoritmos retropropagación y la búsqueda aleato-
ria progresiva se ha usado para prevenir los mínimos
locales.
La estructura de la red neuronal viene descrita en
la figura 5. Ocho datos de entrada (cuatro de com-
posición, dos de tratamiento térmico intercrítico y
dos de tratamiento térmico bainítico) dos capas prin-
cipales de asignación de pesos y evaluación de las
funciones y la capa de salida con una única salida
que corresponde al porcentaje de austerita retenida.
3.3. Desactivación de neuronas
Una vez definida la red neuronal, sus sistemas de
aprendizaje y el modo de procesar la información de
las neuronas (sus funciones), se ha aplicado este
conocimiento para sintetizar las propiedades de la
austenita retenida. En este proceso, se sobrepasa fre-
cuentemente el número necesario de neuronas,
incrementando de esta manera el problema llamado
de sobre ajuste.
Una vez creado un modelo aceptable se aplica una
desactivación paulatina de las neuronas que menos
afecten al modelo. Las neuronas a desactivar se selec-
cionan en función de su influencia en el modelo. Se lle-
van a cabo dos tipos de desactivación: desactivación de
pesos por baja influencia en el modelo, y desactiva-
ción de neuronas por hiperplanos paralelos.
3.4. Desactivación de pesos por baja
influencia
Dentro de una neurona, aquellos pesos que no sobre-
pasen un umbral de activación, se considerarán nu-
los. Este umbral de activación, detectado en las neu-
ronas biológicas, se usa aquí para comprimir la infor-
mación en el mínimo número posible de neuronas.
De esta manera, al ejecutar el algoritmo aquellos que
se mantienen activos recogen la información conte-
nida anteriormente en los pesos desactivados y así la
red se comprime. A medida que se converge a solucio-
nes que mantienen la tendencia de los datos se va
disminuyendo el número de pesos. Esto no desacti-
vará una neurona, sino parte de sus pesos. Estos pesos,
que con anterioridad generaban menores errores, da-
ban información local de los datos, pero disminuyen
las posibilidades de extrapolar a zonas donde no hay
datos, ya que esos pesos no contienen información a
nivel global, no así como los pesos que sí describen
globalmente el comportamiento.
Figura 4. Representación de la familia de funciones elegida en la red neu-
ronal para varios valores de los pesos.
Figure 4. Representation of the function family for the neural network
with different weight combinations.
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En los modelos creados, se ha podido llegar a des-
activar más del 50 % de los pesos, sin una pérdida sig-
nificativa en el cálculo del error en la salida de la red
con respecto al valor deseado. La desactivación de un
peso de la segunda capa, provoca automáticamente la
desactivación de todos los pesos de la capa anterior
que derivaban en esa neurona. Este hecho reduce en
mayor medida una red neuronal con varias capas, ya
que si hay m neuronas por capa, al anular un peso de la
última capa, anularía m pesos de la anterior, y éstos a
la vez anularían a m2 pesos de su predecesora.
3.5. Desactivación de neuronas por
hiperplanos paralelos
En los modelos con muchas neuronas en una capa, se
puede producir el caso en el que dos neuronas de la
misma capa multipliquen funciones iguales evaluadas
en hiperplanos cercanos entre sí. Es decir, si la salida de
una capa es
(6)
y se tiene que dos hiperplanos (ni , nj ) son similares
(7)
Entonces, el peso Wmk pasa a formar parte del pe-
so Wmi y se evalúa la función en hiperplano com-
puesto.
(8)
A continuación se actualizan los pesos para con-
servar el error en la medida de lo posible.
3.6. Análisis del modelo creado
El sistema de la desactivación de las neuronas pro-
duce sucesivos modelos, desde el más complejo (24
neuronas por capa) hasta el más simple posible sin
aumento significativo del error (14 neuronas por ca-
pa). En general, cuanto más complejo sea, mejor se-
rá el ajuste de los datos, y a medida que se simplifica
el modelo, el error aumenta, especialmente en los
estadios finales de la simplificación. Los primeros pa-
Figura 5. Definición de la estructura de la red neuronal. Capa de entra-
da, evaluación y salida.
Figure 5. Neural network structure. Input layer, computation and output.
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sos de este proceso pueden dar como resultado mode-
los con menos neuronas e igual error. Esto hecho es
lógico, puesto que cuando se trabaja con un orden
de magnitud de 20-30 neuronas por capa, si las menos
significativas son desactivadas, es razonable que la
evolución que éstas ayudaban a mostrar en el mode-
lo sea recogida ahora por otras (o combinaciones de
otras) al ejecutar el algoritmo con esta nueva dispo-
sición de los pesos. Este hecho se producirá en más
medida cuando un peso de la segunda capa se desac-
tiva y su hiperplano correspondiente tenga uno muy
similar en una neurona no desactivada, debido a que
en realidad, la información está duplicada, y solo hay
que combinarla.
De esta manera, se pueden usar los diferentes mo-
delos dependiendo del objetivo deseado. Para interpo-
laciones cercanas a puntos de la base de datos inicial
puede ser preferible el uso de modelos más comple-
jos, que ajusten mejor los datos, pero a medida que el
modelo se aleja de los datos iniciales, es preferible
usar modelos más simples, no tanto para tratar de
obtener datos precisos sino para estudiar la tenden-
cia de la concentración de austenita retenida. La ta-
bla II muestra la evolución media del error (del tan-
to por ciento de concentración de austenita reteni-
da) y su desviación típica a medida que se desactivan
pesos, partiendo de un modelo de 24 neuronas.
Con estos modelos, el 60 % de los datos están des-
critos con un error inferior a un 1 % en su composi-
ción final y un 86 % ya estaría por debajo de un 2 %.
Debido a que los elementos de la composición quími-
ca de un acero menos significativos (como el fósforo,
azufre, niobio, nitrógeno, titanio y cromo) no han
sido incluidos a la hora de desarrollar el modelo, ni la
velocidad de enfriamiento entre T1 y T2, los errores
serán mayores, puesto que el modelo simplificado no
refleja toda la evolución de la formación de austeni-
ta retenida. Así pues, el modelo final comprende 14
neuronas por capa con un error similar en media y
desviación típica al de 24 neuronas una vez aplica-
do ambas técnicas de desactivación de neuronas.
4. VALIDACIÓN Y APLICACIÓN DEL
MODELO CREADO: DETERMINACIÓN
DE LA AUSTENITA RETENIDA EN
ACEROS MULTIFASE DE BAJO
CONTENIDOENALUMINIOY/OSILICIO
Para valorar el modelo creado se procede en dos eta-
pas. Primero se comprueba el ajuste con los resulta-
dos de la base de datos[4-30] cuyo error de manera ge-
neral se presenta en la tabla II. En particular, para el
acero TRIP de composición C = 0,24, Mn = 1,69, Si
= 0,3, Al = 1,34, T1 = 810 °C, t1 = 600 s y T2 = 480
°C [7] se presenta en la figura 6 la evolución con la
tiempo t2 que el modelo refleja para una composi-
ción específica de un acero y se compara con las pre-
dicciones realizada por un modelo de redes neurona-
les donde sólo se ha utilizado el algoritmo de la re-
tropropagación.
El acero considerado para la segunda etapa de va-
lidación ha sido tratado y analizado para este propó-
sito y es por tanto ajeno a la base de datos con la que
se crea la red neuronal. Tiene la composición quími-
ca mostrada en la tabla III que ha tenido un mante-
nimiento intercrítico de T1 = 730 °C con un tiempo
t1 = 300 s y una temperatura de mantenimiento bai-
nítico de 370 °C. La cantidad de austenita retenida
se determina por medio de un proceso de ataques quí-
micos sucesivos con el reactivo Nital al 2 % (10 s)
seguido de un ataque con una solución acuosa de me-
tabilsufito sódico al 30 % (30 s). La imagen filtrada
con luz azul muestra como se revela la austenita rete-
nida, y se diferencia de la martensita y bainita de la
microestructura.
Sin embargo, es necesario corroborar que este pro-
ceso de ataque y observación con luz azul revela efec-
tivamente la austenita retenida. En este sentido se
ha procedido a comprobar por medio de difracción
de rayos X (XRD) [34] los valores de austenita rete-
nida en distintas microestructuras (las medidas se re-
alizaron en un difractómetro D-5000 aplicando el
Tabla II. Evolución del modelo mediante la desactivación de pesos
Table II. Evolution of the model by means of weight deactivation
nº pesos nº pesos % pesos Media error Des.Típica
W2 = 0 W1 = 0 desactivados cuadrático error
5 218 36,5 % 0,0758610 1,0012
6 250 40,4 % 0,0758597 1,0023
7 268 43,2 % 0,0758575 1,0023
9 313 53,0 % 0,0847520 1,1017
10 330 56,0 % 0,0898370 1,0928
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método de reflexión de Schultz). Una comparación
de los resultados obtenidos con ambas técnicas nos
permite concluir que la técnica de ataque químico
tiene un error inferior al 1 % en austerita retenida
observada por lo que se revela como una técnica efec-
tiva y fácil de aplicar en estos aceros multifase.
A partir de la determinación de la fracción de aus-
tenita retenida en micrografías, se puede determinar
experimentalmente la evolución de la austenita rete-
nida el tiempo (t2) de mantenimiento en la zona bai-
nítica del acero de la tabla III. De esta forma, se pue-
de comprobar la evolución predicha por el modelo
con la evolución real obtenida experimentalmente.
Los resultados de dicha comprobación se muestran
en la figura 7. Se comprueba que existe un buen ajus-
te de la evolución del contenido de austenita rete-
nida, y que el modelo cumple los objetivos iniciales
de la investigación.
Una vez validado el modelo, éste puede utilizar-
se también para determinar los mapas de transfor-
mación de un acero multifase. A medida que t2 au-
mente, la formación de bainita induce un enriqueci-
miento en carbono de la austenita que no ha
transformado aun, lo que lleva a una estabilización
térmica de la misma. Este proceso se acelera para el
caso de temperaturas T2 altas ya que para tiempos
largos el revenido de la bainita empieza a inducir un
proceso de precipitación que desestabiliza al austeni-
ta. Sin embargo, para valores bajos de T2, la ralenti-
zación en la cinética de formación de bainita
Figura 6. Comparación del modelo con datos
reales de la base de datos. Evolución con res-
pecto a t2. (C = 0,24, Mn = 1,69, Si = 0,3,
Al = 1,34, T1 = 810 ºC, t1 = 600 s y T2 = 480 ºC).
BP indica las predicciones del modelo sólo con
retropropagación (límites indicados por la línea
de puntos) y CRS+BP las del modelo combina-
do con barras de error relativo a la desviación
típica del error.
Figure 6. Comparison between the predicted
evolution and the real data from data base as a
function of t2 (C = 0.24, Mn = 1.69, Si = 0.3,
Al = 1.34, T1 = 810 ºC, t1 = 600 s, and T2 =
480 ºC). BP stands for back-propagation model
and CRS for creeping random search algorithms,
respectively with error bars related with standard
deviation error. Dashed lines indicate the limits
for BP model.
Tabla III. Composición química del acero de
validación (% en peso)
Table III. Composition of the studied steel
(in wt.-%)
C Mn Si P S Cr Al Cu
0,20 1,1 0,34 0,010 0,011 0,011 0,036 0,018
Figure 7. Comparación entre los resultados ex-
perimentales y predichos por el modelo para la
determinación de austenita retenida del acero
de la tabla III con, T1 = 730º, t1 = 300 s, y T2 =
370 ºC con barras de error relativo a la desvia-
ción típica del error.
Figure 7. Comparison between predicted and
experimentally determined retained austenite
volume fraction in steel of table III with, T1 = 730º,
t1 = 300 s, y T2 = 370 ºC with error bars related
with standard deviation error.
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provoca que el enriquecimiento en carbono nece-
sario para estabilizar la austenita no sea suficiente y
ésta transforma casi completamente a martensita.
La austenita se estabiliza gradualmente para valores
de t2 mayores. Dada la complejidad en la transfor-
mación de fases a lo largo del proceso, una optimiza-
ción en los parámetros de tratamiento para un ace-
ro dado (temperatura y tiempo intercrítico, y tempe-
ratura y tiempo de mantenimiento bainítico) puede
mejorar las propiedades del acero obteniendo la can-
tidad deseada de austerita retenida.
5. CONCLUSIONES
— La combinación de los algoritmos de la retropro-
pagación y búsqueda aleatoria progresiva ha sido
utilizada para la creación de una red neuronal que
puede predecir la cantidad de austerita retenida
final en aceros TRIP. El objetivo de esta combina-
ción es complementar al aprendizaje clásico de la
retropropagación y tratar de buscar soluciones
mejores que las posibles solamente con dicho mé-
todo de aprendizaje. La combinación de ambos
métodos solo tiene efecto cuando el retropropaga-
ción sufre ralentización en su aprendizaje. Así
pues, la búsqueda aleatoria progresiva es capaz de
modificar el aprendizaje de la red neuronal para
ayudar a encontrar soluciones de pesos que definan
la red neuronal y optimicen del error.
— La desactivación de neuronas, por debajo de un
umbral, ha sido fundamental en el proceso de
simplificación del modelo, y ha producido una
reducción superior al 50 % del tamaño de la red,
sin un significativo aumento del error.
— La aplicación de este método combinado al es-
tudio de la fracción de austenita retenida en los
aceros TRIP ha dado lugar a una predicción fia-
ble en función de los principales parámetros de
entrada. No obstante, los errores del modelo en
ciertos rangos de los datos sugieren la introduc-
ción de nuevos parámetros que ayuden a descri-
bir mejor el proceso de modelización de esta par-
ticular fase.
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