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Abstract
We will consider the relation between the number of positive standing waves solutions for a class of cou-
pled nonlinear Schrödinger system in RN and the topology of the set of minimum points of potential V (x).
The main characteristics of the system are that its functional is strongly indefinite at zero and there is a lack
of compactness in RN . Combining the dual variational method with the Nehari technique and using the
Concentration–Compactness Lemma, we obtain the existence of multiple solutions associated to the set of
global minimum points of the potential V (x) for  sufficiently small. In addition, our result gives a partial
answer to a problem raised by Sirakov about existence of solutions of the perturbed system.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this article we will study a Schrödinger system. We consider the study of standing waves
solutions of
ih
∂ψ
∂t
= −h2ψ +U(x)ψ − |φ|q−1φ, x ∈ RN, (1)
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∂φ
∂t
= −h2φ +U(x)φ − |ψ |p−1ψ, x ∈ RN, (2)
where h is a positive constant, U is a continuous potential and p,q satisfy (5). Solutions of
the form ψ(t, x) = exp(−iλh−1t)u(x), φ(t, x) = exp(−iλh−1t)v(x), with λ ∈ R and u,v real
functions, lead to the following elliptic problem in RN
−2u+ V (x)u = |v|p−1v, −2v + V (x)v = |u|q−1u in RN. (3)
Most of the applications and research has been devoted to a single nonlinear Schrödinger
equation. The existence of solutions for the equation
−2u+ V (x)u = |u|p−1u in RN, (4)
for 1 < p < N+2
N−2 , small positive  → 0, has been intensively studied. See [7] for details about
the results on existence of solutions. In particular, Rabinowitz [10] used a mountain-pass-type
argument to find a positive ground state of (4) for  sufficiently small, where V satisfies the
global assumption
lim inf|x|→∞ V (x) > infx∈RN
V (x) > 0
and 1 < p < N+2
N−2 . For the study of multiplicity, Cingolani and Lazzo [4] studied Eq. (4) with
a more general nonlinearity. This result depends on the topology of the set of global minimum
points of the ground energy function.
Inspired by the results we mentioned above for a single equation, the main object of this paper
is to investigate the multiplicity of positive solutions of the singularly Schrödinger system (3)
where N  3 and p,q > 1 satisfy
1
p + 1 +
1
q + 1 >
N − 2
N
. (5)
Also, V (x) is continuous and bounded positive function defined in RN . This system can be
studied by variational methods but the associated functional is strongly indefinite at zero, and its
energy of the ground states is hard to estimate.
Problem (3) in bounded domain with Neumann boundary condition was considered by Ávila
and Yang [2]. They established existence result and found the limiting behavior of the positive
solutions. Later, Ramos and Pistoia [11], and Ramos and Yang [12] studied the system with
Neumann condition for more general nonlinearities. Also, problem (3) in RN was studied by
Alves and Soares [1]. They proved the existence and concentration behavior of the ground state
for a system with two different potentials V = W , which is not variational. For more general
nonlinearities, the existence problem was studied in bounded domains in [5] and [8], and it was
considered in RN by [6,13] and [17]. To derive existence results, these authors used linking type
theorems and dual variational methods. In [3], Ávila and Yang obtained the multiple positive
solutions of
−2u+ u = h2(x)|v|q−1v, −2v + v = h1(x)|u|p−1u in RN, (6)
and h1, h2 positive functions and bounded above by a constant. Using the dual variational method
and the Nehari technique, they related the multiplicity to the topology of the set of maximum
points of h1(x) and h2(x). Following this work, the purpose of the present paper is to study
the relation between the number of positive solutions and the topology of the set of minimum
points of potential V (x) for system (3). The characteristics of system (3) are that its functional
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ational method with the Nehari technique and using the Concentration–Compactness Lemma of
Lions in [9], we obtain the existence of multiple solutions for (3) associated to the set of mini-
mum points of the potential of its dual variational problem for  sufficiently small. In addition,
our result gives a partial answer to a problem raised by Sirakov in [13] about existence of the
solutions of the perturbed system (3).
To state our result, denote S = {ξ ∈ RN : V (ξ) = infx∈RN V (x)}. We assume the condition (A)
for a continuous and bounded function V (x):
(A1) There exist α > 0 and β > 0 such that for all x ∈RN ,
V (x) α, β := lim|x|→∞V (x); (7)
(A2) S is bounded and V (ξ) < β for any ξ ∈ S.
Let us denote Sδ = {x ∈RN : dist(x, S) δ}. Our main result is the following:
Theorem 1.1. Assume condition (A), then, for any δ > 0 there exists 0 = 0(δ) > 0 such that (3)
possesses at least catSδ (S) positive solutions for 0 <  < 0.
To prove this theorem, we will use the classical results associated to the category given by
Theorem 2.1 and Lemma 2.2 in [4] (see also results given in [16]), which connect the relative
category with the multiplicity.
Lemma 1.2. (See [4, Theorem 2.1].) Let H , Ω+, and Ω− be closed subsets with Ω− ⊂ Ω+, let
Ψ :H → Ω+, Φ :Ω− → H be two continuous maps such that Ψ ◦Φ is homotopically equivalent
to the embedding j :Ω− → Ω+. Then catH (H) catΩ+(Ω−).
Lemma 1.3. (See [4, Lemma 2.2].) Let G be C1,1 complete Riemannian manifold (modeled
on a Hilbert space) and assume g ∈ C1(G,R) bounded from below. Let −∞ < infG g < a <
b < +∞. Suppose that g satisfies Palais–Smale condition on the sublevel {u ∈ G: g(u)  b}
and that a is not a critical level for g. Then #{u ∈ ga : ∇g(u) = 0}  catga (ga), where ga ≡
{u ∈ G: g(u) a}.
In Section 2, we state the dual formulation of the system, define the Nehari manifold Σ , study
the critical values related to the least energy solution of (3), and the limit system. In Section 3,
we will construct a mapping Φ from S to Σ and a mapping Ψ from Σ to Sδ such that Ψ ◦
Φ is homotopic to the inclusion j :S → Sδ . Finally, we will prove the (PS) condition and the
Theorem 1.1 in Section 4.
2. Preliminaries
We introduce the linear operator
Tˆ :=
(−+ V(x) id)−1 :L1+ 1p (RN )→ W 2,1+ 1p (RN ),
where V(x) = V (x). We need to prove if this operator is well defined and continuous. The
following result is proved in [1].
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s ∈ (1,∞). Then for every h(x) ∈ Ls(RN) the problem
−u+ V (x)u = h(x), x ∈ RN,
possesses a unique solution u ∈ W 2,s(R). Moreover, there exists a constant K > 0 independent
of  such that ‖u‖W 2,s (RN) K‖h‖Ls(RN).
By Lemma 2.1, the norms of the operator are uniformly bounded on . By Sobolev embedding
theorem and (5), we can assume that Tˆ :L1+
1
p (RN) → Lq+1(RN). Also, we denote
T :=
(−2+ V (x) id)−1 :L1+ 1p (RN )→ Lq+1(RN ).
We will also denote by Tξ := (− + V (ξ) id)−1, for ξ ∈ RN , and Tˆα := (− + α id)−1, for
α ∈ R+, where the operators do not depend on . Let X := L1+ 1p (RN) × L1+ 1q (RN) be the
Banach space endowed with the norm
‖w‖ := ‖w1‖
L
1+ 1p (RN)
+ ‖w2‖
L
1+ 1q (RN)
,
with w = (w1,w2) ∈ X.
We now denote
M(z1, z2) :=
∫
RN
z1Tz2 dx, Mˆ(z1, z2) :=
∫
RN
z1Tˆz2 dx,
Mξ (z1, z2) :=
∫
RN
z1Tξ z2 dx, Mˆα(z1, z2) :=
∫
RN
z1Tˆαz2 dx.
We state the properties for the functionals M and Mˆ .
Lemma 2.2. For (w1,w2) ∈ X,
M(w1,w2) = M(w2,w1), Mˆ(w1,w2) = Mˆ(w2,w1), (8)
M(w1,w2) = NMˆ
(
w1(·),w2(·)
)
. (9)
Proof. It is easy to see (8). To prove (9), let Twi = ϕi , i = 1,2. Changing variables we obtain
for i = 1,2, (−+ V (x) id)ϕi(x) = wi(x). Hence
M(w1,w2) =
∫
RN
ϕ2
(−2+ V (x) id)ϕ1 dx
=
∫
RN
Nϕ2(x)
(−+ V(x) id)ϕ1(x) dx = NMˆ(w1(·),w2(·)). 
Lemma 2.3. Suppose that (w1,w2) ∈ X with w1, w2 having the same sign. If 0 < a  b, then
Mˆa(w1,w2) Mˆb(w1,w2). Moreover, the strict inequality holds if w1w2 ≡ 0 and a < b.
Proof. We can assume w1,w2  0. Let Tˆawi = ϕi , i = 1,2. Then for i = 1,2, (−+ a id)ϕi =
wi. By the Maximum Principle, ϕ1, ϕ2  0. Since −ϕ2 + bϕ2 = w2 + (b − a)ϕ2, then,
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Tˆb((b − a)ϕ2)  0. Hence Tˆaw2  Tˆbw2. It follows that Mˆa(w1,w2)  Mˆb(w1,w2)  0.
Similarly, if w1w2 ≡ 0 and a < b, by the Strong Maximum Principle we can get the strict in-
equality. 
Define
Np(z) :=
∫
RN
|z|1+ 1p dx, pˆ := p
p + 1 −
1
2
, (10)
and the functional J :X → R by
J(w) := p
p + 1Np(w1)+
q
q + 1Nq(w2)−M(w1,w2).
The functional J is C1 and its Fréchet derivative is given by〈
J ′(w), η
〉= ∫
RN
(|w1| 1p −1w1ϕ + |w2| 1q −1w2ψ − (ϕTw2 +ψTw1))dx,
for any η = (ϕ,ψ) ∈ X.
We observe that if w = (w1,w2) is a critical point of J , then w satisfies
Tw2 = |w1|
1
p
−1
w1 and Tw1 = |w2|
1
q
−1
w2.
Thus, if u = Tw2 and v = Tw1, then (u, v) is a solution of the system (3).
Also, if (u, v) is a solution of the system
−u+ V (x)u = |v|q−1v, −v + V (x)v = |u|p−1u in RN. (11)
Note that the scaled solutions solves the problem (3).
We consider the following system associated to the solutions of (3)
−u+ V (ξ)u = |v|q−1v, −v + V (ξ)v = |u|p−1u in RN, (12)
where ξ ∈RN . Define the functional
Jξ (w) := p
p + 1Np(w1)+
q
q + 1Nq(w2)−Mξ (w1,w2).
As special case, we denote JS(w) := Jξ (w) where ξ ∈ S. We will use a solution of the limit
system
−u+ βu = |v|q−1v, −v + βv = |u|p−1u in RN. (13)
Define the functional
Jβ(w) := p
p + 1Np(w1)+
q
q + 1Nq(w2)− Mˆβ(w1,w2)
where β is given in (A1). For a ∈ {, S,β}, let
Σa =
{
w ∈ X \ {0}: 〈J ′a(w),w〉= 0}.
Lemma 2.4. Σa , for a ∈ {, S,β}, is a smooth manifold.
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g(w) = 〈J ′(w),w〉, for w ∈ Σ.
Then 〈
g′(w),w
〉= p + 1
p
Np(w1)+ q + 1
q
Nq(w2)− 4M(w1,w2).
Since w ∈ Σ , it follows that for p,q > 1,〈
g′(w),w
〉= 1 − p
p
Np(w1)+ 1 − q
q
Nq(w2) < 0,
which gives the assertion by the Implicit Function Theorem. 
Now we can define critical values for the functionals on the corresponding manifolds. Define
ca = inf
w∈Σa
Ja(w), c
∗
a = inf
γ∈Γa
sup
t∈[0,1]
Ja
(
γ (t)
)
, c∗∗a = inf
w∈X\{0} supt0
Ja(tw),
where Γa := {γ ∈ C([0,1],X): γ (0) = 0, Ja(γ (1)) < 0}, and a ∈ {, S,β}.
Lemma 2.5. ca = c∗a = c∗∗a , for a ∈ {, S,β}.
Proof. Similar to Lemma 3.1 in [2] and the first part of Lemma 2.1 in [15]. 
It is proved in [6] and [13] that there exists a ground state (U0,V0) of the following system
−u+ u = vq, −v + v = up in RN, (14)
where N  3 and p,q satisfy (5). It is easy to see that
U¯ = β q+1pq−1 U0(
√
β x), V¯ = β p+1pq−1 V0(
√
β x) (15)
is a ground state of (13).
Lemma 2.6. cβ > cS.
Proof. Suppose w0 is the least energy solution of (13) corresponding to the dual functional
Jβ(w). By the proof of Lemma 2.5, we have,
Jβ(w0) = max
t0
Jβ(tw0).
From Lemma 2.3 and (A2), for any ξ ∈ S
cβ = max
t0
Jβ(tw0) > max
t0
Jξ (tw0) inf
w∈X\{0} maxt0
Jξ (tw) = cS. 
Using a similar scaling of (15), we suppose that (U,V) is a ground state of (12) related to any
ξ ∈ S under the condition (5). Let δ > 0 be fixed and η be a smooth function defined on [0,∞)
such that η(t) = 1 for 0 t  δ/2 and η(t) = 0 for t  δ, with 0 η(t) 1, |η′(t)| c. Let us
define the test functions(
ϕ,ξ (x),ψ,ξ (x)
)= η(|x − ξ |)(U(x − ξ

)
,V
(
x − ξ

))
.
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q
,ξ ) ∈ Σ = ∅ for  > 0 small.
Proof. Let (w1,w2) := (ϕp,ξ ,ψq,ξ ). By Maximum Principle, we have M(w1,w2) > 0. The
critical points of γ(t) := J(tw) satisfy
0 = γ ′(t) = t1/pNp(w1)+ t1/qNq(w2)− 2tM(w1,w2).
Thus, t
1
p
−1
Np(w1) + t
1
q
−1
Nq(w2) = 2M(w1,w2) > 0, and there exists a unique t such that
tw ∈ Σ . 
Now we study the asymptotic estimate of c in term of cS . Denote Bδ(ξ) is a ball in RN with
radius δ and center ξ . Specially, if ξ = 0, we write Bδ(0) = Bδ .
Lemma 2.8. M(ϕp,ξ ,ψ
q
,ξ ) =
∫
RN
ϕ
p+1
,ξ dx + o(1), M(ψp,ξ , ϕq,ξ ) =
∫
RN
ψ
q+1
,ξ dx + o(1), as
 → 0.
Proof. By the definitions of ϕ,ξ ,ψ,ξ , we change variables to y = x−ξ and we use the expo-
nential decay at infinity of (U,V) (see [6] and [13]), to get∫
RN
(
η
(
|y|)U(y))p+1 dy = ∫
RN
U(y)p+1 dy + o(1), (16)
∫
RN
(
η
(
|y|)V(y))q+1 dy = ∫
RN
V(y)q+1 dy + o(1), (17)
as  → 0. Consider the system
Tψ
q
,ξ = ϕ,ξ + η, Tϕp,ξ = ψ,ξ + ζ in Bδ(ξ). (18)
Solving for η we have(−2+ V (x) id)η = ψq,ξ − (−2+ V (x) id)ϕ,ξ .
Changing variable to x = ξ + y, we obtain(−+ V (y + ξ) id)η(y + ξ)
= [η(|y|)V(y)]q − (−+ V (y + ξ) id)η(|y|)U(y) in Bδ

.
From the Newtonian potential estimates and interpolation theorem, we have∥∥η(y + ξ)∥∥
W
2, q+1q (B δ

)
 C
∥∥[η(|y|)V(y)]q − (−+ V (y + ξ) id)[η(|y|)U(y)]∥∥
L
q+1
q (B δ

)
.
By the exponential decay of the ground state (U,V) and the continuity of V , we obtain∥∥η(y + ξ)∥∥
W
2, q+1q (B δ

)
 o(1)+C∥∥[η(|y|)V(y)]q − (−+ V (y + ξ) id)[η(|y|)U(y)]∥∥
L
q+1
q (B δ

\B δ
2
)
= o(1).
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of variable x = y + ξ , we have∫
RN
∣∣η(x)∣∣p dx =
∫
Bδ(ξ)
∣∣η(x)∣∣p dx = N
∫
B δ

∣∣η(y + ξ)∣∣p dy = o(1),
as  → 0 and 1 p  N(q+1)
q(N−2)−2 . Similarly we get
∫
RN
|ζ(x)|q dx = o(1). Thus, using (18)
M
(
ϕ
p
,ξ ,ψ
q
,ξ
)= ∫
RN
ϕ
p+1
,ξ dx + o(1).
Similar estimates can be obtained for M(ψp,ξ , ϕ
q
,ξ ). 
Lemma 2.9. Let w,ξ := (w1,w2) := t(ϕp,ξ ,ψq,ξ ). Then, J(w1,w2) = N(cS + o(1)) as
 → 0.
Proof. By (16), (17), the definitions of ϕ,ξ and ψ,ξ , and the estimates in Lemma 2.8, we have
J(w,ξ ) = pt
1+ 1
p

p + 1 Np
(
ϕ
p
,ξ
)+ qt1+
1
q

q + 1 Nq
(
ψ
q
,ξ
)− t2
2
(
M
(
ϕ
p
,ξ ,ψ
q
,ξ
)+M(ψq,ξ , ϕp,ξ ))
=
(
pt
1+ 1
p

p + 1 −
t2
2
) ∫
RN
|ϕ,ξ |p+1 dx +
(
qt
1+ 1
q

q + 1 −
t2
2
) ∫
RN
|ψ,ξ |q+1 dx + o(1)
= N
((
pt
1+ 1
p

p + 1 −
t2
2
) ∫
RN
Up+1 dy +
(
qt
1+ 1
q

q + 1 −
t2
2
) ∫
RN
Vq+1 dy + o(1)
)
.
(19)
On the other hand, by Lemma 2.7, (w1,w2) ∈ Σ , then we get(
t
1
p
−1
 − 1
) ∫
RN
|U |p+1 dx + (t 1q −1 − 1)
∫
RN
|V|q+1 dx = o(1).
Thus, if  → 0, t → 1. From (19), we can get
J(w,ξ ) = N
( ∫
RN
(
pˆUp+1 + qˆVq+1)dy + o(1))= N (cS + o(1)). 
3. Homotopy
We will define two mappings Φ :S → Σ and Ψ :Σ → Sδ such that Ψ ◦ Φ is homotopic
to the inclusion j :S → Sδ .
Let w,ξ be as in Lemma 2.9. We define the mapping Φ : S → Σ by Φ(ξ) = w,ξ . Since
the set S is bounded, there exists ρ > 0 such that Sδ ⊂ Bρ . Let χ :RN → RN be a function given
by
χ(x) =
{
x, if |x| ρ,
ρx
, if |x| ρ.|x|
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Ψ (w) := 1
2
(
Np(χ
p
p+1 w1)
Np(w1)
+ Nq(χ
q
q+1 w2)
Nq(w2)
)
.
Lemma 3.1. For each ξ ∈ S, Ψ (Φ(ξ)) = ξ + o(1), as  → 0.
Proof. Changing variables to y = x−ξ

, by the continuity of χ , and t → 1 as  → 0, we get∫
RN
(χ(y + ξ)− ξ)|η(|y|)U(y)|p+1 dx∫
RN
|η(|y|)U(y)|p+1 dx = o(1).
We can obtain a similar behavior of this ratio for V . Thus,
Ψ (w,ξ ) = ξ + o(1). 
Let h be a positive function, h → 0 as  → 0. Define
Σ˜ :=
{
w ∈ Σ : J(w) N(cS + h)
}
. (20)
By Lemmas 2.7 and 2.9, it is not empty for  > 0 small.
Lemma 3.2. Let wn be a minimizing sequence of cS . Then
(i) there exists {w¯n}  ΣS such that JS(w¯n) → cS , J ′S(w¯n) → 0, and ‖w¯n − wn‖X → 0, as
n → ∞;
(ii) there exists {ξn} ⊂ RN such that if we define wˆ(·) := w¯n(· + ξn), then {wˆn} is precompact.
Proof. (i) It is a direct consequence of the Ekeland’s Variational Principle. See [16].
(ii) We will use the Concentration–Compactness Principle given in [14]. Because JS(w¯n) → cS
as n → ∞ and w¯n ∈ ΣS ,
pˆNp
(
w¯1n
)+ qˆNq(w¯2n)= cS + o(1) (21)
for n large. It follows that w¯ is bounded in X. As in [4] (or [15]), for any n ∈ N we consider the
measure
μn(Ω) := pˆNp
(
w¯1n,Ω
)+ qˆNq(w¯2n,Ω),
where the operator Np(z,Ω) is the operator Np(z) whose integral is restricted to Ω . By the
Concentration–Compactness Lemma in [14], there exists a subsequence of {μn}, which we will
always denote by {μn}, satisfying one of the three following possibilities:
Vanishing. limn→∞ supy∈RN
∫
Bρ(y)
dμn = 0 for all ρ > 0.
Dichotomy. There exist a constant c¯ with 0 < c¯ < cS , sequences {ξn} ⊂ RN , {ρn} such that
|ξn|, {ρn} → ∞ and two nonnegative measures μ1n and μ2n satisfying the following:
0 μ1n +μ2n  μn,
supp
(
μ1n
)⊂ Bρn(ξn), supp(μ2n)⊂ Bc2ρn(ξn),
μ1n
(
R
N
)→ c¯, μ2n(RN )→ cS − c¯, as n → ∞.
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ρ > 0 such that∫
Bρ(ξn)
dμn  cS − δ, for all n. (22)
It is similar to Lemma 3.3 in [15] that neither vanishing nor dichotomy occurs. Thus, {μn}
satisfies the third possibility compactness.
We claim that there exists {ξn} ⊂ RN such that w¯n(·+ξn) is precompact. Let wˆn := w¯n(·+ξn).
We will show wˆn is precompact. By (21), {wˆn} is bounded in X. Assume that wˆn ⇀ wˆ :=
(wˆ1, wˆ2) in X. Let zn = (uˆn, vˆn) := (Tξ wˆ2n,Tξ wˆ1n). Since Tξ is bounded,
‖zn‖
W
2, q+1q (RN)×W 2,
p+1
p (RN)
 c‖wˆn‖X  C.
Then, we may assume that there exists a subsequence of {(uˆn, vˆn)}, which weakly converges to
(u, v) in W 2,
q+1
q (RN)×W 2, p+1p (RN). By the Sobolev embedding,
uˆn → u in Lγloc
(
R
N
)
, vˆn → v in Lμloc
(
R
N
);
uˆn → u, vˆn → v a.e. in RN,
as n → ∞, where
1 + 1
q
 γ < N(q + 1)
q(N − 2)− 2 and 1 +
1
p
 μ< N(p + 1)
p(N − 2)− 2 .
Let (uˆ, vˆ) = (Tξ wˆ2,Tξ wˆ1). Since wˆn ⇀ wˆ in X and Tξ :L
p+1
p (RN) → Lq+1(RN) is a local
compact operator, we have as n → ∞,
(uˆn, vˆn) = (Tξ wˆ2n,Tξ wˆ1n) →
(Tξ wˆ2,Tξ wˆ1)= (uˆ, vˆ) strongly in X∗loc.
Then, (uˆn, vˆn) → (uˆ, vˆ) a.e. in RN . Thus, u = uˆ, v = vˆ. Using J ′S(w¯n) → 0, we get
uˆn =
∣∣wˆ1n∣∣ 1−pp wˆ1n + o(1), vˆn = ∣∣wˆ2n∣∣ 1−qq wˆ2n + o(1),
which implies
wˆ1n = |uˆn|p−1uˆn + o(1), wˆ2n = |vˆn|q−1vˆn + o(1). (23)
Then by (23), we have
−uˆ+ V (ξ)uˆ = |vˆ|q−1vˆ, −vˆ + V (ξ)vˆ = |uˆ|p−1uˆ (24)
in a weak sense. By (23) and (24), we obtain
wˆ1n = |uˆn|p−1uˆn + o(1) → |uˆ|p−1uˆ = Tξ vˆ = wˆ1, (25)
wˆ2n = |vˆn|p−1vˆn + o(1) → |vˆ|q−1vˆ = Tξ uˆ = wˆ2, (26)
a.e. in RN as n → ∞. Since uˆn → uˆ in Lp+1(Bρ) and vˆn → vˆ in Lq+1(Bρ) as n → ∞,
(23)–(26), we get wˆ1n → wˆ1 in L1+
1
p (Bρ) and wˆ2n → wˆ2 in L1+
1
q (Bρ) as n → ∞. From this,
(22), and by arguments involving the application of Fatou’s Lemma on the complement of large
balls, it is easy to show that wˆn → wˆ in X, as n → ∞. 
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lim
→0 sup
w∈Σ˜
inf
ξ∈Sδ
∣∣Ψ (w)− ξ ∣∣= 0.
Proof. Let n → 0. For any n there exists wn ∈ Σ˜n such that
inf
ξ∈Sδ
∣∣Ψ (wn)− ξ ∣∣= sup
w∈Σ˜n
inf
ξ∈Sδ
∣∣Ψ (w)− ξ ∣∣+ o(1).
Then, it sufficient to find points ξn ∈ Sδ such that
lim
n→∞
∣∣Ψ (wn)− ξn∣∣= 0. (27)
Since wn ∈ Σ˜n , we have Np(w1n) + Nq(w2n) = 2Mn(w1n,w2n) 0. By the Maximum Principle,
w1n and w2n have the same sign. Define w˜n(x) := wn(nx). From Lemmas 2.2 and 2.3, for any
ξ ∈ S
Np
(
w˜1n
)+Nq(w˜2n)= 2Mˆn(w˜1n, w˜2n) 2Mξ (w˜1n, w˜2n). (28)
By (28), there exists 0 < tn  1 such that tnw˜n ∈ ΣS ,
Np
(
tnw˜
1
n
)+Nq(tnw˜2n)= 2t2nMξ (w˜1n, w˜2n). (29)
According to (28) and (29), we get
cS + hn 
p
p + 1Np
(
w˜1n
)+ q
q + 1Nq
(
w˜2n
)− Mˆn(w˜1n, w˜2n)= pˆNp(w˜1n)+ qˆNq(w˜2n)
 pˆNp
(
tnw˜
1
n
)+ qˆNq(tnw˜2n) cS > 0. (30)
Thus (30) implies that {tnw˜n} is a minimizing sequence of cS and tn → 1 as n → ∞.
By Lemma 3.2, for tnw˜n ∈ ΣS there exists {w¯n}ΣS such that JS(w¯n) → cS , J ′S(w¯n) → 0
and ‖w¯n − tnw˜n‖X → 0 as n → ∞. Thus, |Ψ (w¯n)−Ψ (tnw˜n)| → 0 and there exists a sequence
{ξn} ⊂ RN such that {w¯n(· + ξn)} is precompact.
Let wˆn(x) = w¯n(x + ξn). Then {wˆn} is bounded in X. We may assume that wˆn → wˆ :=
(wˆ1, wˆ2) in X as n → ∞. Clearly, wˆn ∈ ΣS , wˆ ∈ ΣS , and tn(w1n(n(x+ξn)),w2n(n(x+ξn))) →
wˆ(x) in X as n → ∞.
Step 1. We prove that the sequence {nξn} is bounded. Let
wn =
(
w1n(x),w
2
n(x)
) := (tnw1n(n(x + ξn)), tnw2n(n(x + ξn))).
Define βn := β − 1n , un and u∞n such that
−un(x)+ βnun(x) = w2n(x), −u∞n (x)+ βu∞n (x) = w2n(x). (31)
By (31), Lemma 2.1, the Sobolev embedding theorem, and w2n(x) converges strongly to wˆ2 in
L
1+ 1
q (RN), we get
‖un‖Lp+1(RN)  C1‖un‖
W
2,1+ 1q (RN)
 C2
∥∥w2n∥∥
L
1+ 1q (RN)
 C. (32)
From (31), we have −(un − u∞n ) + β(un − u∞n ) = 1nun. By Lemma 2.1, (32), and Sobolev
embedding theorem, the last equation implies
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 C 1
n
‖un‖Lp+1(RN) → 0, (33)
as n → ∞. Similarly, we can obtain same results for w1n and vn. By Hölder inequality, we have∣∣(Mˆβn − Mˆβ)(w1n,w2n)∣∣ ∥∥w1n∥∥
L
1+ 1p (RN)
∥∥(Tˆβn − Tˆβ)w2n∥∥Lp+1(RN). (34)
From (33) and (34), we get
lim
n→∞Mˆβn
(
w1n,w
2
n
)= lim
n→∞Mˆβ
(
w1n,w
2
n
)
. (35)
By wn → wˆ in X as n → ∞, Lemma 2.1, and Hölder inequality, we have∣∣Mˆβ(w1n,w2n)− Mˆβ(wˆ1, wˆ2)∣∣ ∣∣Mˆβ((w1n − wˆ1),w2n)∣∣+ ∣∣Mˆβ(wˆ1, (w2n − wˆ2))∣∣
 C
∥∥w1n − wˆ1∥∥
L
1+ 1p (RN)
∥∥w2n∥∥
L
1+ 1q (RN)
+C∥∥wˆ1∥∥
L
1+ 1p (RN)
∥∥w2n − wˆ2∥∥
L
1+ 1q (RN)
→ 0, (36)
as n → ∞. Thus, from (35) and (36), we obtain
lim
n→∞Mˆβn
(
w1n,w
2
n
)= Mˆβ(wˆ1, wˆ2).
Similarly, we have limn→∞ Mˆβn(w2n,w1n) = Mˆβ(wˆ2, wˆ1).
Denote by zn := n(x + ξn) and notice that
lim
n→∞
∫
RN
(
tnw
1
n(zn)Tˆβn tnw2n(zn)+ tnw2n(zn)Tˆβn tnw1n(zn)
)
dx
= Mˆβ
(
wˆ1, wˆ2
)+ Mˆβ(wˆ2, wˆ1). (37)
Therefore, {nξn} is bounded. In fact, if {nξn} is not bounded, then will exists n0 ∈ N such
that for all n > n0∣∣V (zn)− β∣∣< 1
n
. (38)
By (38), (37), wn ∈ Σn , wˆn → wˆ in X, ‖w¯n − tnw˜n‖X → 0, tn → 1 as n → ∞, and by
Lemma 2.3, we get,
Np
(
wˆ1
)+Nq(wˆ2)= lim
n→∞
( ∫
RN
∣∣w1n(zn)∣∣1+ 1p dx +
∫
RN
∣∣w2n(zn)∣∣1+ 1q dx
)
= 2 lim
n→∞
∫
RN
w1n(zn)
(−+ V (zn) id)−1w2n(zn) dx
 2 lim
n→∞
∫
RN
w1n(zn)Tˆβnw2n(zn) dx = 2Mˆβ
(
wˆ1, wˆ2
)
.
Therefore, there exists 0 < t  1 such that twˆ ∈ Σβ . By (30), we get
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(
tnw˜
1
n
)+ qˆNq(tnw˜2n)= pˆ
∫
RN
∣∣tnw1n(zn)∣∣1+ 1p dx + qˆ
∫
RN
∣∣tnw2n(zn)∣∣1+ 1q dx.
From the last inequality, for functions centered at zn = n(x + ξn) we have
cS  lim
n→∞
(
pˆNp
(
tnw
1
n
)+ qˆNq(tnw2n))= pˆNp(wˆ1)+ qˆNq(wˆ2)
 pˆNp
(
twˆ1
)+ qˆNq(twˆ2)= Jβ(twˆ) cβ,
which contradicts Lemma 2.6. Thus {nξn} is bounded.
Step 2. Suppose that {nξn} → ξ¯ . We will prove that ξ¯ ∈ M .
From (30), we have
cS + hn 
p
p + 1Np
(
w˜1n
)+ q
q + 1Nq
(
w˜2n
)− Mˆn(w˜1n, w˜2n)
= p
p + 1
∫
RN
∣∣w1n(n(x + ξn))∣∣1+ 1p dx + qq + 1
∫
RN
∣∣w2n(n(x + ξn))∣∣1+ 1q dx
−
∫
RN
w1n
(
n(x + ξn)
)(−+ V (n(x + ξn)) id)−1w2n(n(x + ξn))dx. (39)
Let n → ∞. By (39), wˆ ∈ ΣS , tn → 1 as n → ∞, and the similar proof of (37), we have for any
ξ ∈ S
cS 
p
p + 1Np
(
wˆ1
)+ q
q + 1Nq
(
wˆ2
)−Mξ¯ (wˆ1, wˆ2)
 p
p + 1Np
(
wˆ1
)+ q
q + 1Nq
(
wˆ2
)−Mξ (wˆ1, wˆ2)= JS(wˆ) cS.
Therefore, ξ¯ ∈ S.
Step 3. Finally, using the definition of Ψ and wn, we obtain
Ψ (wn) = 12
(
Np(χ
p
p+1 w1n)
Np(w1n)
+ Nq(χ
q
q+1 w2n)
Nq(w2n)
)
= 1
2
(∫
RN
χ(εn(x + ξn))|wˆ1n|1+
1
p dx
Np(wˆ1n)
+
∫
RN
χ(εn(x + ξn))|wˆ2n|1+
1
q dx
Nq(wˆ2n)
)
→ ξ¯ ∈ S
as n → ∞, since wˆn converges strongly in X. We obtain (27). 
4. (PS) condition and proof of the theorem
In the last section, we will prove Theorem 1.1. First, we need to prove the (PS) condition.
Lemma 4.1. J satisfies the (PS) condition in {w ∈ Σ : J(w) < Ncβ}.
Proof. By Lemmas 2.6, 2.7, and 2.9, we get that {w ∈ Σ : J(w) < Ncβ} is not empty. Let
{wn} be a (PS) sequence at level λ for 0 < λ< Ncβ . Then,
J(wn) = λ+ δn, J ′
∣∣ (wn) = δn, δn → 0,Σ
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pˆNp(w
1
n) + qˆNq(w2n). Thus, wn is bounded in X, up to a subsequence, it has a weak limit
w ∈ X. Since wn ⇀w in X and 〈J ′(wn),w〉 → 0 as n → ∞, we have
0 = lim
n→∞
( ∫
RN
∣∣w1n∣∣ 1p −1w1nw1 dx +
∫
RN
∣∣w2n∣∣ 1q −1w2nw2 dx −M(w1n,w2)−M(w2n,w1)
)
= Np
(
w1
)+Nq(w2)− 2M(w1,w2).
Hence, w ∈ Σ . We need prove that there is a subsequence such that wn → w strongly in X. As
in Lemma 3.2, {wn} is not vanishing. To prove strong convergence we need to show that for any
δ > 0 there exists R > 0 such that for BcR := {x: |x|R}
Np
(
w1n,B
c
R
)
< δ, Nq
(
w2n,B
c
R
)
< δ, for nR, (40)
which implies that {wn} converges strongly in X. Suppose, by contradiction, that there exists a
subsequence of {wn}, which we still denote by {wn}, and α0 > 0 such that
Np
(
w1n,B
c
K
)
 α0 for all K > 0 and n ∈ N. (41)
From |〈J ′(wn), v〉|  δn‖v‖ and for any K > 0 fixed, v = ((1 − χK)w1n,0), where χK is the
characteristic function of BK , we have that
Np
(
w1n,B
c
K
)
 δn
∥∥w1n∥∥
L
1+ 1p (BcK)
+
∫
BcK
w2nTw
1
n 
∥∥w1n∥∥
L
1+ 1p (BcK)
(
δn +C
∥∥w2n∥∥
L
1+ 1q (BcK)
)
.
Thus,
∥∥w1n∥∥ 1p
L
1+ 1p (BcK)
 δn +C
∥∥w2n∥∥
L
1+ 1q (BcK)
. (42)
By (41) and (42), we have
α
1
p+1
0  δn +C
(
Nq
(
w2n,B
c
K
)) q
1+q .
For δn small and n large, there exists α1 > 0 such that
α1 Nq
(
w2n,B
c
K
)
for all K. (43)
In particular, for η > 0 small there exists r(η) > 0 such that, for a subsequence indexed by n,
Np
(
w1n,Ar
)
< η, Nq
(
w2n,Ar
)
< η, (44)
where Ar := {r  |x| r+1}. In fact, if it is not true, for any m> r , there is an index n0 such that
Np(w
1
n,Am) η, for all n > n0. Thus, Np(w1n) Np(w1n, {r  |x|m}) (m − r)η → +∞.
This contradicts ‖wn‖ C. Similarly for Nq(w2n,Am) η. Thus, (44) holds.
Let us prove that this contradicts our assumption on the energy. For this purpose we will split
the energy by the functions win = vin + zin, i = 1,2 where vin = ρwin, zin = (1 − ρ)win, i = 1,2,
and ρ :RN → [0,1] is a cut-off function such that
ρ(x) =
{
1, if |x| r,
0, if |x| r + 1,
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Since J ′(wn) = δn, δn → 0 and the above two inequalities imply〈
J ′(vn), vn
〉= O(η)+ δn = 〈J ′(zn), zn〉. (45)
Straight computations show
J(wn) J(vn)+ J(zn)+O(η). (46)
By (45), we have
J(vn) C
(∥∥v1n∥∥1+ 1p
L
1+ 1p (RN)
+ ∥∥v2n∥∥1+ 1q
L
1+ 1q (RN)
)
+O(η)+ δn > δn.
From (46) and the last inequality, we get
J(wn) > J(zn)+O(η)+ δn. (47)
According to (41) and (43), choosing K = r + 1, we obtain
Np
(
z1n,B
c
r
)+Nq(z2n,Bcr )= Np(w1n,Bcr+1)+Nq(w2n,Bcr+1)+Np(z1n,Ar)+Nq(z2n,Ar)
 α0 + α1. (48)
Let θn be such that θnzn ∈ Σ . We claim that θn is bounded. Otherwise, we have
θ
1
p
−1
n Np
(
z1n
)+ θ 1q −1n Nq(z2n)= 2M(z1n, z2n).
By p,q > 1, and ‖zn‖X  ‖wn‖X  C, we get M(z1n, z2n) = o(1) as n → ∞. From (45), we
obtain
Np
(
z1n
)+Nq(z2n)= 2M(z1n, z2n)+O(η)+ δn = o(1)+O(η)+ δn.
This contradicts (48). Thus, θn is bounded. According to (45), we get
θn = 1 +O(η)+ δn. (49)
Define z˜n := θnzn(x). Let θ˜n be such that θ˜nz˜n belongs to the set
Ση :=
{
w ∈ X \ {0}: Np
(
w1
)+Nq(w2)= 2Mˆβη(w1,w2)},
where βη := β − η. Since θnzn ∈ Σ , we have for η small, there exists Rη large enough such that
βη  V (x) if |x| >Rη,
Np
(
z˜1n
)+Nq(z˜2n)= 2
∫
RN
θnz
1
n(x)Tˆθnz
2
n(x) dx = 2−Nθ2nM
(
z1n, z
2
n
)
 2−Nθ2n
∫
RN
z1n(x)
(−2+ βη id)−1z2n(x) dx
= 2Mˆβη
(
z˜1n, z˜
2
n
)
.
Then, 0 < θ˜n  1. Define cη := infw∈Ση Jη(w), where
Jη = p Np
(
w1
)+ q Nq(w2)− Mˆβη(w1,w2).p + 1 q + 1
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f (θ˜n) := p
p + 1 θ˜
1+ 1
p
n Np
(
θnz
1
n
)+ q
q + 1 θ˜
1+ 1
q
n Nq
(
θnz
2
n
)− 1
2
θ˜2n
(
Np
(
θnz
1
n
)+Nq(θnz2n)),
θ˜n ∈ (0,1].
Clearly, Np  0, Nq  0, and f (θ˜n) is a nondecreasing function in (0,1]. Since θnzn ∈ Σ and
f (θ˜n) is a nondecreasing function in (0,1], we obtain
Ncη  N
(
p
p + 1Np
(
θ˜nz˜
1
n
)+ q
q + 1Nq
(
θ˜nz˜
2
n
)− θ˜2nMˆβη(z˜1n, z˜2n)
)
= p
p + 1Np
(
θ˜nθnz
1
n
)+ q
q + 1Nq
(
θ˜nθnz
2
n
)
− θ˜2nθ2n
∫
RN
z1n(x)
(−2+ βη id)−1z2n(x) dx
 p
p + 1Np
(
θ˜nθnz
1
n
)+ q
q + 1Nq
(
θ˜nθnz
2
n
)− θ˜2nθ2nM(z1n, z2n)
 p
p + 1Np
(
θnz
1
n
)+ q
q + 1Nq
(
θnz
2
n
)− θ2nM(z1n, z2n)
= pˆNp
(
θnz
1
n
)+ qˆNq(θnz2n).
By (45), (47), and (49), we have for n sufficiently large
Ncη  pˆNp
(
z1n
)+ qˆNq(z2n)+O(η)+ δn = J(zn)+O(η)+ δn  J(wn). (50)
We claim that limη→0 cη = cβ . Indeed, for small η, we can define a test function based on the
ground state for cβ and prove that cβ  cη + O(η). If limη→0 cη = cˆ < cβ , for a ground state zη
of cη, we have cη = Jη(zη). For ηk = 1k , {zηk } is a bounded positive sequence. By Theorem 3.1
in [6] and Theorem 1(a) in [13], it is radial. According to the Sobolev inclusions, zηk → z in X
as ηk → 0. It is clear that zηk ∈ Σηk and z ∈ Σβ . Thus, taking limits we obtain
cˆ = lim
ηk→0
Jηk (zηk ) = Jβ(z) cβ,
which is a contradiction. Hence, limη→0 cη = cβ . By (50), letting n → ∞ and η → 0, we obtain
Ncβ  λ, which contradicts the assumption on the level set. 
Finally we prove Theorem 1.1.
Proof of Theorem 1.1. Choosing h > 0 such that h → 0 as  → 0 and N(cS + h) is not a
critical value of J . Then, we introduce Σ˜ as in (20) for h < cβ − cS . Lemma 4.1 shows that
J satisfies (PS) in Σ˜ . By Lemma 3.3, for any δ > 0
sup
w∈Σ˜
inf
ξ∈Sδ
∣∣Ψ (w)− ξ ∣∣ δ
2
, ∀ < 0,
for some 0. By Lemma 2.9, J(Φ(ξ)) N(cS + h) < Ncβ, for ξ ∈ S and 0 <  < 0. Thus,
Φ(S) ⊂ Σ˜. Then, we may assume that
dist
(
Ψ (w),Sδ
)
<
δ
, ∀ < 0, w ∈ Σ˜.2
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Set Σ˜+ = Σ˜ ∩ {w ∈ Σ : w  0}. We claim that if the functional J(w) has a critical point
w := (w1,w2) such that J(w) N(cS + h), then w1 and w2 have the same sign. We know
that w satisfies∣∣w1∣∣ 1p −1w1 = Tw2, ∣∣w2∣∣ 1q −1w2 = Tw1. (51)
Suppose by contradiction that w+ := (w1+,w2+) ≡ 0 and w− := (w1−,w2−) ≡ 0, where w+ :=
max{w,0} and w− := min{w,0}. By the Maximum Principle, we get
M
(
w2+,w1−
)+M(w1+,w2−) 0, M(w2−,w1+)+M(w1−,w2+) 0. (52)
Thus, for some positive number t+ and t−, we have that t+w+ ∈ Σ and t−w− ∈ Σ . From (52),
we obtain
N(cS + h) J
(
t+w+
)+ J(t−w− )− 12 t2+
(
M
(
w2+,w1−
)+M(w1+,w2−))
− 1
2
t2−
(
M
(
w2−,w1+
)+M(w1−,w2+))
 J
(
t+w+
)+ J(t−w− )
 2NcS.
This is a contradiction for small . Hence, the solutions we obtained do not change in sign. If
the solution w  0, then −w is also a positive solution. Thus, in each case we can get positive
solutions. From Lemma 1.2
catΣ˜ (Σ˜) catSδ (S).
By Lemma 1.3, we conclude that J has at least catSδ (S) positive solutions. 
Remark 4.2. Alves and Soares in [1] proved that (3) has a ground state for  sufficiently small if
(A) holds. Moreover, the authors showed that such least energy solution concentrates at a global
minimum point of V . Similarly, the obtained solutions in Theorem 1.1 has the same behavior.
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