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a b s t r a c t
This paper is concerned with the parameter estimation problem for the three-parameter
Weibull densitywhich iswidely employed as amodel in reliability and lifetime studies. Our
approach is a combination of nonparametric and parametric methods. The basic idea is to
start with an initial nonparametric density estimate which needs to be as good as possible,
and then apply the nonlinear least squares method to estimate the unknown parameters.
As amain result, a theorem on the existence of the least squares estimate is obtained. Some
simulations are given to show that our approach is satisfactory if the initial density is of
good enough quality.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A commonly used model in reliability and lifetime studies (see [6,15–17]) is the three-parameter Weibull distribution
with a probability density function (PDF) given by
f (t;α, β, η) =
βη
(
t − α
η
)β−1
e−(
t−α
η )
β
t > α
0, t ≤ α.
(1)
Here α ≥ 0, β > 0 and η > 0 are a location, a shape, and a scale parameter, respectively [24,25]. The corresponding
cumulative distribution function (CDF) reads
F(t;α, β, η) =
{
1− e−( t−αη )β , t > α
0, t ≤ α. (2)
This distribution was introduced by the Swedish statistician Waloddi Weibull who used it for the first time in 1939 in
connection with his studies on the strength of materials (see [24]). If α = 0, the resulting distribution is called the two-
parameterWeibull distribution. A nonnegative random variable T is said to follow the three-parameterWeibull distribution
if its PDF and CDF are given by (1) and (2), respectively. This correspondence is written as T ∼ W (α, β, η).
The Weibull three-parameter distribution is very flexible and by an appropriate choice of the shape parameter β the
density curve can assume a wide variety of shapes (see Fig. 1). If β ∈ (0, 1], the density function is decreasing on (α,∞). In
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Fig. 1. Plots of the Weibull PDF for some values of β and by assuming α = 0 and η = 1.2.
the case when β > 1, the density curve is bell-shaped with the maximum value at α + η(1− 1/β)1/β . It is often proposed
that the Weibull distribution with a value of β lying between 3 and 4 gives a fair approximation to the normal distribution;
themost common value of β used to approximate the normal distribution is β = 3.4.When β = 1, theWeibull distribution
becomes the two-parameter exponential distribution;whenβ = 2, it is identical to theRayleighdistribution;whenβ = 2.5,
it approximates the lognormal distribution. That is the reason why the Weibull distribution is one of the most widely used
models in reliability and lifetime studies (see [6,15–17]). There aremany applications of theWeibull distribution inmedicine,
biology, agriculture, forestry and engineering sciences. In addition, theWeibull distribution has found applications as a trend
curve in many areas of applied research (see [2,19,20]). We refer the reader to the book in [16] for a review of different
Weibull models and their applications in reliability.
In practice, the unknownparametersα, β andη of the appropriateWeibull density (distribution) are not knownandmust
be estimated from a random sample t1, . . . , tn consisting of n observations of the random variable T ∼ W (α, β, η). There
is no unique way to perform density reconstruction and many different methods have been proposed in literature. Density
estimation methods can be categorized into parametric and nonparametric approaches. In parametric density estimation,
the parameters are estimated bymaximum likelihood (ML), least squares (LS), or other methods. ML is a traditional method
since it possesses beneficial properties such as asymptotic normality and consistency. For the two-parameter Weibull
distribution, the results of Pratt [18] and Burridge [5] guarantee the existence of a unique ML estimate. However, for the
three–parameterWeibull distribution the likelihood function is unbounded from above so that a standardML estimate does
not exist (see e.g. [11,15]). Some of the existing results regarding parameter estimation of the three-parameter Weibull
distribution are based on finding a local maximum of the likelihood function, if it exists. However, it is shown that the
asymptotic behavior of this estimator is completely different forβ > 2 andβ ≤ 2 (see e.g. [23]) and that even a local extreme
does not always exist. Such difficulties with the ML approach contributed to the usage of other methods to determine the
unknown parameters in the three-parameter Weibull model (see e.g. [1,11,16,22,23]).
Different nonparametric density estimation approaches are available, including histograms, kernel estimates, nearest
neighbor estimates, and orthogonal series estimates, among others (see e.g. [21]).
Our approach to density estimation is a combination of nonparametric and parametric methods. The basic idea is to start
with the initial nonparametric density estimate fˆ which needs to be as good as possible, and then apply a nonlinear least
squares (LS) fit procedure to estimate the unknown parameters α, β and η. To be more precise, suppose we are given a
random sample
0 < t1 < t2 < · · · < tn
consisting of n observations of the random variable T ∼ W (α, β, η). Let fˆ be a nonparametric density estimate constructed
by using this sample. Our data for LS estimation are (wi, ti, yi), i = 1, . . . , n, where yi = fˆ (ti) and wi > 0 are the data
weights which describe the assumed relative accuracy of the data. The unknown parameters α, β and η of density function
(1) have to be estimated by minimizing the functional
S(α, β, η) =
n∑
i=1
wi[f (ti;α, β, η)− yi]2
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=
n∑
i=1
ti≤α
wiy2i +
n∑
i=1
ti>α
wi
[
β
η
(
ti − α
η
)β−1
e−(
ti−α
η )
β − yi
]2
on the set P := {(α, β, η) ∈ R3 : α ≥ 0;β, η > 0}. A point (α?, β?, η?) ∈ P such that
S(α?, β?, η?) = inf
(α,β,η) inP
S(α, β, η)
is called the least squares estimate (LSE), if it exists (see [4,10,19,20]).
Numerical methods for solving the nonlinear LS problem are described in [9,10]. Before starting an iterative procedure
one should ask whether a least squares estimate (LSE) exists. For nonlinear LS problems this question is difficult to answer.
The nonlinear weighted LS fitting problem for the three-parameter Weibull CDF is considered in [11]. Results on the
existence of the LSE for some special classes of functions other than the three-parameter Weibull density functions can
be found in [3,4,7,8,12–14].
The authors have so far not come across any paper dealing with a nonlinear LS fitting problem for the three-parametric
Weibull density, in spite of many papers on Weibull models. Now we state our main result (Theorem 1) which guarantees
the existence of the LSE for the three-parameter Weibull density function. This theorem is also applicable in a classical
nonlinear regression problem with the model function of the form (1).
Theorem 1. If the data (wi, ti, yi), i = 1, . . . , n, n > 3, are such that 0 < t1 < t2 < · · · < tn and yi > 0, i = 1, . . . , n, then
the LSE for the three-parametric Weibull density exists.
The rest of the paper is organized as follows. The proof of Theorem 1 is given in Section 2. In Section 3, some simulation
results are given. They show that our approach can give a good density estimate if the initial density is of good enough
quality.
2. Proof of Theorem 1
Before starting the proof of Theorem 1, we need some preliminary results.
Lemma 2. Suppose we are given data (wi, ti, yi), i = 1, . . . , n, n > 3, such that 0 < t1 < t2 < · · · < tn and wi, yi > 0,
i = 1, . . . , n. Let (wr , tr , yr) be a datum such that wry2r is the greatest, i.e. wry2r = maxi=1,...,nwiy2i . Then there exists a point in
P at which functional S attains a value smaller than
Sr :=
n∑
i=1
i6=r
wiy2i .
Proof. Consider the following class of a 3-parametric Weibull PDF
f (t; 0, β(b), η(b)) =
β(b)t
(
t
η(b)
)β(b)
e−(
t
η(b) )
β(b)
t > 0
0, t ≤ 0
(3)
where
β(b) := tryr e
b
b
, η(b) := tr
b1/β(b)
, b > 0.
It is easy to show that
f (tr; 0, β(b), η(b)) = yr , (4)
lim
b→∞β(b) = ∞, (5)
lim
b→∞ η(b) = tr (6)
and
lim
b→∞β(b)
(
t
η(b)
)β(b)
=
{
0, if t < tr
∞, if t > tr . (7)
Now we are going to show that
lim
b→∞ f (t; 0, β(b), η(b)) = 0, t 6= tr . (8)
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If t < tr , then by using (6) we obtain limb→∞(t/η(b)) = t/tr < 1, so that from (5) it follows that limb→∞ e−(
t
η(b) )
β(b) = 1.
Now from (3) and (7) it follows that
lim
b→∞ f (t; 0, β(b), η(b)) = limb→∞
[
β(b)
t
(
t
η(b)
)β(b)
e−(
t
η(b) )
β(b)
]
= 0.
If t > tr , then
lim
b→∞
(
t
η(b)
)
= t
tr
> 1.
It is easy to show that there exists a sufficiently great k0 ∈ N such that
e <
(
t
η(b)
)k0
for every sufficiently large b > 0. Now, by using the inequality x < ex (x ≥ 0) we obtain
β(b) < eβ(b) <
(
t
η(b)
)k0β(b)
, b 0,
and therefore, for any b 0 we have
0 < f (t; 0, β(b), η(b)) = β(b)
t
(
t
η(b)
)β(b)
e−(
t
η(b) )
β(b)
<
1
t
(
t
η(b)
)(k0+1)β(b)
e−(
t
η(b) )
β(b)
.
Since
lim
b→∞
(
t
η(b)
)(k0+1)β(b)
e−(
t
η(b) )
β(b) = 0,
then from the above-mentioned inequality it follows that
lim
b→∞ f (t; 0, β(b), η(b)) = 0, t > tr .
Thus, we proved the desired limits (8).
Let b > 0 be sufficiently large, so that
0 < f (ti; 0, β(b), η(b)) ≤ yi,
whereby the equality holds only if ti = tr . Due to (8) and (4), such b exists. Then
S(0, β(b), η(b)) =
n∑
i=1
wi [f (ti; 0, β(b), η(b))− yi]2 <
n∑
i=1
i6=r
wiy2i = Sr . 
Proof of Theorem 1. Since functional S is nonnegative, there exists S? := inf(α,β,η)∈P S(α, β, η). It should be shown that
there exists a point (α?, β?, η?) ∈ P , such that S(α?, β?, η?) = S?.
Let (αk, βk, ηk) be a sequence in P , such that
S? = lim
k→∞ S(αk, βk, ηk) = limk→∞
n∑
i=1
wi[f (ti;αk, βk, ηk)− yi]2
= lim
k→∞
∑ti≤αkwiy2i +
∑
ti>αk
wi
[
βk
ηk
(
ti − αk
ηk
)βk−1
e−(
ti−αk
ηk
)βk − yi
]2 . (9)
The summation
∑
ti>αk
(or
∑
ti<αk
) is to be understood as follows: The sum over those indices i ≤ n for which ti > αk (or
ti < αk). If there are no such points ti, the sum is empty; following the usual convention, we define it to be zero.
Without loss of generality, in further consideration we may assume that sequences (αk), (βk) and (ηk) are monotone.
This is possible because the sequence (αk, βk, ηk) has a subsequence (αlk , βlk , ηlk), such that all its component sequences
(αlk), (βlk) and (ηlk) are monotone; and since limk→∞ S(αlk , βlk , ηlk) = limk→∞ S(αk, βk, ηk) = S?.
Since each monotone sequence of real numbers converges in the extended real number system R¯, define
α? := lim
k→∞αk, β
? := lim
k→∞βk, η
? := lim
k→∞ ηk.
Note that 0 ≤ α?, β?, η? ≤ ∞, because (αk, βk, ηk) ∈ P .
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To complete the proof it is enough to show that (α?, β?, η?) ∈ P , i.e. that 0 ≤ α? < ∞ and β?, η? ∈ (0,∞). The
continuity of functional S will then imply that S? = limk→∞ S(αk, βk, ηk) = S(α?, β?, η?).
It remains to show that (α?, β?, η?) ∈ P . The proof will be done in five steps. In step 1 wewill show that α? < tn. In step
2 we will show that β? 6= 0. The proof that η? 6= 0 will be done in step 3. In step 4 we prove that η? 6= ∞. Finally, in step 5
we show that β? 6= ∞. Before continuing the proof, let us note that Lemma 2 implies that
S? <
n∑
i=1
i6=r
wiy2i =: Sr (10)
where the index r is such thatwry2r = maxi=1,...,nwiy2i .
Step 1. If α? ≥ tn, from (9) it follows that S? =∑ni=1wiy2i > Sr , which contradicts (10). Thus, we have proved that α? < tn.
By taking an appropriate subsequence of (αk, βk, ηk), if necessary, we may assume that if ti < α?, then ti < αk for every
k ∈ N. Similarly, if ti > α?, we may assume that ti > αk for every k ∈ N. Due to this, now it is easy to show that from (9) it
follows that
S? ≥
∑
ti<α?
wiy2i + limk→∞
∑
ti>α?
wi
[
βk
ηk
(
ti − αk
ηk
)βk−1
e−(
ti−αk
ηk
)βk − yi
]2 . (11)
Step 2. If β? = 0, then by using the inequality x < ex (x ≥ 0) we obtain
0 <
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
<
βk
ti − αk , ti > α
?,
from where it follows readily that
lim
k→∞
[
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
]
= 0, ti > α?.
Now, from (11), it follows that S? ≥∑ti 6=α? wiy2i ≥ Sr . This contradicts (10). Thus, we have proved that β? 6= 0.
Step 3. Let us show that η? 6= 0. We prove this by contradiction. Suppose on the contrary that η? = 0. Without loss of
generality, we may then assume that if ti > α?, then e <
ti−αk
ηk
for all k ∈ N. Then from the inequality x < ex (x ≥ 0) it
follows that if ti > α?, then
βk < eβk <
(
ti − αk
ηk
)βk
, k ∈ N.
Thus, if ti > α?, then
0 <
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
<
1
ti − αk
(
ti − αk
ηk
)2βk
e−(
ti−αk
ηk
)βk
. (12)
Furthermore, since limk→∞
(
ti−αk
ηk
)
= ∞ and since β? 6= 0, we have that limk→∞
(
ti−αk
ηk
)βk = ∞ and therefore
limk→∞
(
ti−αk
ηk
)2βk
e−(
ti−αk
ηk
)βk = 0, so that from (12) it follows that
lim
k→∞
[
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
]
= 0, ti > α?.
Putting the above limits into (11), we immediately obtain S? ≥∑ti 6=α? wiy2i ≥ Sr , which contradicts (10). Hence we proved
that η? > 0.
So far we have shown that α? < tn, β? 6= 0 and η? 6= 0. By using this, in the next step we will show that η? 6= ∞.
Step 4. Let us show that η? 6= ∞. To see this, suppose on the contrary that η? = ∞. Then only one of the following two cases
can occur: (i) η? = ∞ and β? ∈ (0,∞), or (ii) η? = ∞ and β? = ∞. Now, we are going to show that functional S cannot
attain its infimum in either of these two cases, which will prove that η? 6= ∞.
Case (i): η? = ∞ and β? ∈ (0,∞). In this case we would have
lim
k→∞
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk = 0, ti > α?
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and hence from (11) it would follow that
S? ≥
∑
ti 6=α?
wiy2i ≥ Sr
which contradicts assumption (10).
Case (ii): η? = ∞ and β? = ∞. Since ηk → ∞, there exists a real number q > 1 and sufficiently great k0 ∈ N such that if
ti > α? and k > k0, then (ti − αk)/ηk < 1/q. Without loss of generality, we may assume that k0 = 1. Thus, if ti > α?, then
0 <
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
<
1
ti − αk
(
βk
qβk
)
e−(
ti−αk
ηk
)βk
. (13)
Furthermore, since
lim
k→∞
(
βk
qβk
)
= 0 and lim
k→∞ e
−( ti−αkηk )
βk = 1,
from (13) it follows that
lim
k→∞
[
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
]
= 0, ti > α?.
Finally, from (11) we obtain S? ≥ ∑ti 6=α? wiy2i ≥ Sr , which contradicts assumption (10). This means that in this case
functional S cannot attain its infimum.
Thus, we have proved that η? 6= ∞.
Step 5. It remains to show that β? 6= ∞. We prove this by contradiction. Suppose that β? = ∞.
Arguing as in step 4, it can be shown that
lim
k→∞
[
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
]
= 0, 0 < ti − α
?
η?
< 1. (14)
If ti−α
?
η?
> 1, then there exists a sufficiently great k0 ∈ N such that e <
(
ti−αk
ηk
)k0
. Now, by using the inequality x < ex
(x ≥ 0) we obtain
βk < eβk <
(
ti − αk
ηk
)k0βk
, k ∈ N,
and therefore
0 <
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
<
1
ti − αk
(
ti − αk
ηk
)(k0+1)βk
e−(
ti−αk
ηk
)βk
. (15)
Since limk→∞
(
ti−αk
ηk
)βk = ∞, we have that limk→∞ ( ti−αkηk )(k0+1)βk e−( ti−αkηk )βk = 0 and therefore from (15) it follows that
lim
k→∞
[
βk
ti − αk
(
ti − αk
ηk
)βk
e−(
ti−αk
ηk
)βk
]
= 0, ti − α
?
η?
> 1. (16)
From (11), (14) and (16)wewould obtain S? ≥∑ti 6=α? wiy2i ≥ Sr , which contradicts (10). Thus,we have proved thatβ? 6= ∞
and completed the proof. 
Remark 3. Given 1 ≤ p <∞, let
Sp(α, β, η) =
n∑
i=1
wi|f (ti;α, β, η)− yi|p.
Arguing in a similarway as in proofs of Lemma2 and Theorem1, it can be easily shown that there exists a point (α?p, β
?
p , η
?
p) ∈
P such that Sp(α?p, β
?
p , η
?
p) = inf(α,β,η)∈P Sp(α, β, η).
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3. Simulation study
In a simulation study, two standard types of nonparametric density estimates were used to generate data for parameter
estimation. A precise description of the applied method is given in the sequel. Throughout this section
0 < t1 < t2 < · · · < tn
denotes the data generated from the three-parameter Weibull distribution.
Numerical methods for minimizing the sum of squares require an initial approximation (α0, β0, η0) ∈ P , which needs
to be as good as possible. To calculate it, the Weibull probability plot was used (see [16]). This approach is based on the
following transformation of the Weibull distribution F(t;α, β, η)
y = ln
{
ln
[
1
1− F(t;α, β, η)
]}
= β ln(t − α)− β ln η.
The initial approximation of α is given by α0 = t1 − 1/n. The initial approximation for the scale and shape parameters are
then obtained by using the following algorithm:
(1) Compute the empirical CDF Fˆ corresponding to the sample data t1, . . . , tn by using the formula:
Fˆ(ti) = in+ 1 , i = 1, . . . , n.
(2) Compute yi = ln[− ln(1− Fˆ(ti))] and xi = ln(ti − α0) for 1 ≤ i ≤ n.
(3) Fit a straight line y = ax+ b to the data (xi, yi), i = 1, . . . , n, by using the LS method. Let y = a?x+ b? be the best fitting
line.
(4) Let β0 = a? and η0 = exp(−b?/β0).
3.1. Symmetric kernel estimates for initial density
The kernel estimator, with kernel K , for a density function is defined by
fˆsk(t) = 1nh
n∑
i=1
K
(
t − ti
h
)
where h is the window width, also called the smoothing parameter or bandwidth [21].
As a kernel K , we used normal density
K(t) = 1√
2piσ
e−
t2
2σ2 .
The bandwidth was set to the optimal value for the Weibull distribution from the point of view of minimizing the
approximate mean integrated square error ([21], page 40) and the chosen kernel K :
hopt = n−1/5
(∫
t2K(t)dt
)−2/5 (∫
K 2(t)dt
)1/5 (∫
[f ′′(t)]2dt
)−1/5
=
√
pi
σ
(2nσ 4pi)−1/5
(∫
[f ′′(t)]2dt
)−1/5
.
Here f (t) = f (t;α, β, η) is theWeibull density given by (1). As hopt also depended on the true density function f (t;α, β, η),
which is unknown, we used the tree-parameter Weibull density with the initial parameters (α0, β0, η0) to calculate hopt. It
was reasonable because the same parameter’s value was used as a starting point for nonlinear minimization in the sequel.
σ was obtained subjectively. It means that several curves were plotted out and the value for σ that led to the curve most in
accordance with the shape of the true density was chosen. In this way σ was set to 0.12.
Once the nonparametric density estimate fˆsk was obtained, the parameters α, β and η are estimated by solving the
following LS problem:
min
(α,β,η)∈P
n∑
i=1
[f (ti;α, β, η)− fˆsk(ti)]2.
Since the kernel K is strictly positive, Theorem 1 guarantees the existence of the LSE (αˆsk, βˆsk, ηˆsk).
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Table 1
Results of the simulation study (α = 10, β = 2, η = 100, n = 500, N = 1000).
Method Mean Standard deviation
Symmetric αˆsk 7.471 3.66
Kernel ηˆsk 105.392 4.44
Initial βˆsk 1.990 0.12
Density
√
1
n S(αˆsk, βˆsk, ηˆsk) 3.673× 10−4√
1
n Ssk 4.524× 10−4
Adaptive αˆak 7.232 3.72
Kernel ηˆak 104.791 4.66
Initial βˆak 2.001 0.12
Density
√
1
n S(αˆak, βˆak, ηˆak) 3.484× 10−4√
1
n Sak 4.475× 10−4
3.2. Adaptive kernel estimates for the initial density
The adaptive kernel approach (see e.g. [21]) is a two-stage procedure. A pilot estimate is used to get a rough idea of the
density and to yield a pattern of bandwidths corresponding to various observations. The applied algorithm is as follows:
(1) Find a pilot estimate f˜ that satisfies f˜ (ti) > 0, i = 1, . . . , n. For this fˆsk was used.
(2) Define local bandwidth factors λi by
λi =
(
1
g
f˜ (ti)
)−γ
,
where g =
(∏n
i=1 f˜ (ti)
)1/n
is the geometricmeanof numbers f˜ (t1), . . . , f˜ (tn) andγ ∈ [0, 1] is the sensitivity parameter.
(3) Define the adaptive kernel estimate fˆak by
fˆak(t) = 1n
n∑
i=1
1
hλi
K
(
t − ti
hλi
)
,
where K is the normal density with variance σ 2, as in the symmetric kernel approach.
The smoothing parameters h andσ were kept the same as in the symmetric kernel approach and the value for γ was obtained
subjectively. Thus, the valuesσ = 0.12 and γ = 0.2were applied throughout all simulationswhile hwas changed according
to (α0, β0, η0).
Once the nonparametric density estimate fˆak was obtained, the parameters α, β and η were estimated by solving the
following LS problem:
min
(α,β,η)∈P
n∑
i=1
[f (ti;α, β, η)− fˆak(ti)]2.
Note that Theorem 1 guarantees the existence of the LSE (αˆak, βˆak, ηˆak).
3.3. Results
In a simulation study the values of the parameters α, β and η were kept fixed at α = 10, β = 2 and η = 100. Behavior
of different estimators was compared for a relatively large sample size (n = 500) because it could not be expected to
achieve good nonparametric density estimates using a small sample. The number of replicationswasN = 1000. Throughout
the simulations and numerical computations Matlab package was used. The results of the Monte Carlo study are shown
in Table 1. The average sum of the squared distances between the corresponding nonparametric initial density and the
theoretical density is marked by Ssk and Sak. Indexes ‘‘sk’’ and ‘‘ak’’ stand for the symmetric kernel and the adaptive kernel
approach, respectively.
As can be seen, similar results were obtained in both nonparametric approaches for initial densities. This was a
consequence of the fact that for our data both initial densities fitted the original density with similar accuracy (Table 1, Ssk
and Sak). Althoughwe did not apply additional computer intensive techniques to obtain even better initial density estimates,
the results based on the initial density as a data generator for the LS estimation are satisfactory. Results of one (but typical)
selected experiment are shown in Fig. 2.
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Fig. 2. Graph of the original and estimated densities.
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