We present a wave front sensorless adaptive optics scheme for an incoherent imaging system. Aberration correction is performed through the optimisation of an image quality metric based upon the low spatial frequency content of the image. A sequence of images is acquired, each with a different aberration bias applied and the correction aberration is estimated from the information in this image sequence. It is shown, by representing aberrations as an expansion in Lukosz modes, that the effects of different modes can be separated. The optimisation of each mode becomes independent and can be performed as the maximisation of a quadratic function, requiring only three image measurements per mode. This efficient correction scheme is demonstrated experimentally in an incoherent transmission microscope. We show that the sensitivity to different aberration magnitudes can be tuned by changing the range of spatial frequencies used in the metric. We also explain how the optimisation scheme is related to other methods that use image sharpness metrics.
Introduction
The objective of all adaptive optics systems is to reduce the wave front aberrations to an acceptable level. Normally this would involve a wave front sensor to measure the aberrations, which are in turn corrected using an adaptive element, such as a deformable mirror [1, 2] . In imaging systems, however, direct wave front sensing is not straightforward and wave front sensorless schemes are often employed. In certain situations, some aberration information can be extracted from a single image using phase retrieval methods; further information is obtained from two or more defocused images using the methods of phase diversity [3] . These methods use iterative calculations based upon a model of the imaging process to retrieve the aberrations and the object structure. However, these calculations are not guaranteed to converge to a unique solution for arbitrary objects [4] . In other wave front sensorless systems, the adaptive element is reconfigured in order to optimise a metric related to image quality. The optimisation procedure involves measurement of the metric for a number of trial correction aberrations, followed by the estimation of an improved correction aberration. This process is repeated until the image quality is considered acceptable. The number of measurements required during this process depends upon the optimisation algorithm and parameters used, the mathematical representation of the aberration, and the object structure.
Most previous work in this area has used model-free algorithms, such as simplex optimisation, conjugate gradient search or multidithering [5, 6, 7, 8, 9, 10, 11] . These schemes have employed several optimisation metrics that are appropriate for image-based adaptive optics. However, the derivation of a constructive model based upon these metrics is complicated by the image formation process, which depends on both the aberrations and the object structure. An effective model-based adaptive optics scheme should be object independent, so the model should permit the separation of aberration and object influences on the measurements. We show that this separation is possible through the appropriate choice of optimisation metric and aberration representation. A similar approach has been demonstrated for adaptive optics in focussing systems. Using a Strehl intensity metric in conjunction with a Zernike mode aberration expansion has led to efficient schemes for the correction of small aberrations [12] . Another system capable of correcting larger aberrations has been demonstrated, using a metric related to the focal spot radius and an alternative aberration expansion in Lukosz modes [13] .
In this paper we describe and demonstrate an image-based adaptive optics scheme that is predominantly independent of object structure. This scheme uses the low spatial frequency content of the image as the optimisation metric but leads to correction for all spatial frequencies. The aberration is represented in terms of Lukosz modes; these modes are ideal for modelling the effects of aberrations on the imaging of low spatial frequencies [14] . We describe the imaging process in terms of spectral densities and the optical transfer function. The optimisation metric g is introduced as the sum of a range of low frequencies and is related to the coefficients of the aberration expansion, {a i }. Because of this choice of aberration expansion and optimisation metric, the function g({a i }) is found to have a paraboloidal maximum that permits the use of simple maximisation algorithms. Moreover, we show that this optimisation can be performed as a sequence of independent maximisations in each aberration coefficient. The correction scheme is demonstrated for imaging in an incoherent transmission microscope.
Image formation in an incoherent imaging system
For incoherent imaging, the image I(x) is given by the convolution of the object function t(x) and the intensity point spread function (IPSF), h(x), of the system:
where x is the position vector in the image plane; for clarity we have omitted magnification factors. The object is, of course, independent of any aberrations in the optical system and all aberration effects are therefore manifested in the IPSF. If instead we consider the imaging process in the frequency domain, the image Fourier transform (FT), J(m), is given by
where m is the spatial frequency vector, H(m) is the optical transfer function (OTF), which is equivalent to the FT of h(x), and T (m) is the FT of t(x). In general, each of the terms in Eq. 2 is a complex quantity. In order to deal solely with real quantities, we can also describe the imaging process in terms of spectral density functions. Defining the object spectral density function as S T (m)=|T (m)| 2 and the image spectral density as
where |H(m)| is the modulation transfer function (MTF). In Eq. 3, all aberration effects are confined to the MTF.
Image spectral density for low spatial frequencies
In this section we derive approximations for S J (m) at low spatial frequencies. Expressions for heavily aberrated OTFs at low spatial frequencies have been derived using the geometrical OTF [14, 15, 16] . We present an alternative derivation, based upon the diffraction OTF, providing equivalent expressions that are valid for all aberration magnitudes. The diffraction OTF is calculated as the autocorrelation of the effective pupil function, P(r):
where r is the position vector in the pupil and P * is the complex conjugate of P. This is illustrated in Fig. 1 . When the pupils are circular and aberration free, we define the pupil function P(r)=Π(r), where Π(r)=1 for |r|≤1 and zero otherwise. From this we obtain the familiar expression for the OTF as
where m = |m|. A normalisation factor has been introduced so that H 0 (0)=1. The spatial frequencies are also normalised such that the cut-off of the incoherent imaging system corresponds to |m| = 2. We model phase aberrations as a function Φ(r), such that the pupil function
, where j = √ −1. The corresponding, aberrated OTF can be calculated as
This is valid for all spatial frequencies. However, for small spatial frequencies, the phase term Φ(r − m) can be approximated using a Taylor series expansion and Eqn. 6 can therefore be approximated by
where the dot represents the scalar product, ∇ is the gradient operator and O(m 2 ) represents error terms of at least the second order in m. For small arguments, the exponential term can also be expanded as a Taylor series, so that Eq. 7 becomes
The first integral is equivalent to H 0 (m). For the other integrals, the effective region of integration is defined by the overlap of the two offset pupils Π(r − m)Π(r), shown as A in Fig. 1(b) . If we approximate this region by the circular pupil P, then the corresponding approximation error is at least second order in m. Equation 8 can therefore be written
An approximation for the squared MTF, |H(m)| 2 , follows as
where the error terms have now been omitted. The final term in Eq. 10 is non-zero only if Φ(r) contains a component of constant phase gradient (see Appendix A). The effect of this aberration component, which corresponds to the tip and tilt modes, is simply to shift the image laterally. We assume in the rest of this paper that these aberration modes play no role, although we note that the components are readily extracted from the phase of the image FT. If these modes are not present, Eq. 10 becomes
Substitution of this expression into Eq. 3 yields an expression for the image spectral density at low spatial frequencies:
In the equivalent derivation using the geometric OTF, the term H 0 (m) 2 would be replaced by unity. The corresponding error in the calculation of the MTF would be of order m, leading to significant differences compared to the diffraction OTF calculations.
Optimisation metric based upon low spatial frequencies
In this section, we derive an optimisation metric that uses the low spatial frequency content of an image. The metric permits the separation of the effects of specimen structure and aberrations. Let g(M 1 , M 2 ) be defined as the total "energy" in all image spatial frequencies lying within the annulus for which M 1 ≤|m|≤M 2 , where M 2 is small:
If we define m =(m cos ξ , m sin ξ ), then S T (m) must be a periodic function of the polar angle ξ and can be represented by its Fourier series:
Note that this series has fundamental period π as the spectral density always has even symmetry about the origin, such that S T (m)=S T (−m). This permits us to calculate the first integral with respect to ξ in Eq. 13 as
In order to calculate the the second integral with respect to ξ , we can first show that the pupil integral, by expanding the scalar product, becomes
where χ(r) is the polar angle of the vector ∇Φ(r). The second integral is then calculated as Hence, we find that only the non-azimuthally variant component α 0 (m) and the first order terms α 1 (m) and β 1 (m) contribute to the value of g. Significant values of these first order coefficients will indicate that the object has noticeable periodicity in a predominant direction, such as a one dimensional grid. For other object structures more likely to be encountered in applications α 1 (m) and β 1 (m) are expected to be small so the corresponding terms in Eq. 17 can be neglected. Hence, we find that
where
and
are both positive quantities if α 0 (m) = 0 in the frequency range of interest. If M 1 and M 2 are fixed and the object contains frequencies in this range, it can be seen from Eq. 18 that g is maximum if and only if |∇Φ(r)| = 0 for all r or equivalently when Φ(r) is a constant.
Although g is based only on low spatial frequencies, the optimisation process will remove all phase aberrations and hence improve imaging quality for all spatial frequencies. It is therefore appropriate to use g as an optimisation metric for aberration correction. It can also be seen from Eq. 18 that the variation of g for different aberrations can be derived entirely from the properties of the integral
Aberration expansion in Lukosz functions
In order to understand the effects of the aberration on I 1 , it is useful to represent the aberration as a combination of Lukosz functions. These functions, based upon the Zernike polynomials, were first derived by Lukosz [14] and later, independently by Braat [15] . Like Zernike circle functions, the Lukosz functions are each expressed as the product of a radial polynomial and an azimuthal function and use the same dual index and numbering scheme. They can be defined as
where n and m are the radial and azimuthal indices, respectively, and R m n (r) is the Zernike radial polynomial given by
It is also convenient to refer to the Lukosz polynomials using a single index numbering scheme, which is explained in Appendix B. We express the aberration as a series of N Lukosz modes 
where the piston, tip and tilt modes (i = 1, 2, 3 respectively) have been omitted. Using this aberration expansion, we find that each mode contributes independently to I 1 :
Note that, in contrast to the derivations of Lukosz and Braat, we have chosen the normalisation of the radial polynomials B m n (r) to ensure that the weighting of each coefficient in Eq. 26 is independent of the coefficient's indices. The normalisation of B m n (r) used here is also slightly different to that employed in Reference [13] .
The optimisation metric g in Eq. 18 can now be directly expressed in terms of the set of aberration coefficients, {a i },togive
where for clarity we have omitted the explicit dependence on M 1 and M 2 . This approximation is accurate for small aberration amplitudes. However, for larger amplitudes it can give inaccurate, even negative values, whereas in practice g would tend to zero. A more appropriate approximation is a Lorentzian function, which is always positive, tends to zero for large aberrations, and retains an identical form to relation 27 for small aberrations:
where q 2 = 1/q 0 and q 3 = q 1 /q 2 0 . This Lorentzian approximation provides a close fit to empirical measurements of g, as shown in the next Section.
Experimental investigation of the optimisation metric
The properties of the optimisation metric g({a i }) were investigated experimentally using the system shown in Fig. 2(a) . The system comprised an incoherent transmission microscope with a deformable mirror (DM) and a CCD camera. For the purposes of this demonstration, the DM acted as both aberration source and correction element. A light emitting diode (LED; Lumileds, Luxeon Star/O, centre wavelength 650nm) provided incoherent illumination to a transmissive specimen which was imaged using a 150mm focal length achromatic doublet as the objective lens. An iris provided the 5mm diameter limiting aperture of the imaging system at the pupil plane of the objective. This pupil plane was imaged onto the DM (Boston Micromachines Corp., Multi-DM, 140 element, 1.5µm stroke) using a 4f system. The DM was then re-imaged through the same 4f system onto the pupil plane of the tube lens, which formed an image of the specimen on the CCD camera.
The DM was driven using a set of control signals, {c i }, where each control signal was proportional to the square root of the corresponding electrode voltage. This was found to produce linear operation over most of the DM's deflection range. In order to produce desired combinations of Lukosz modes, the control signals were obtained from Lukosz modal coefficients {a i } through a matrix multiplication: where the elements of the vectors a and c are identical to the elements of {a i } and {c i }, respectively. The matrix D provides conversion from Lukosz coefficients into Zernike coefficients (see Appendix B). The pseudo-inverse matrix B † permits the calculation of the control signals from the Zernike coefficients. This matrix was obtained using an interferometric method described in Reference [17] , which also enabled flattening of the initial DM aberration figure.
In order to characterise the properties of g, we used a holographic scatterer (Physical Optics Corp.) as the transmissive specimen. An aberration-free image of the scatterer is shown in Fig. 2(b) . This specimen is ideal for this characterisation as it contains all spatial frequencies within the pass band of the imaging system; this can be seen in the image spectral density (Fig. 2(c) ). Figure 3(a) shows the measured variation of g with the root mean square (rms) aberration amplitude using different spatial frequency ranges. The aberration consisted of eight Lukosz modes (i = 4 to 11). The rms amplitude was calculated from the Lukosz coefficients as a = |a| (see Appendix B). Each data point shows the mean and standard deviations for an ensemble of 200 random aberrations of magnitude a. Each aberration was constructed by generating random coefficients in the range (-1,1) with uniform probability; the resulting vector was then scaled to the magnitude a. When only small spatial frequencies are used in the calculation of g, the deviation from the mean is small and the response is predominantly quadratic, as predicted by Eq. 27. When larger frequencies are also included, so that the low frequency approximations no longer hold, the value of g drops off more quickly and the deviation from the mean is more significant. However, the Lorentzian approximation is found to provide a close fit to the mean value of g for all curves. In Fig. 3(b) , it can be seen that the width of the experimentally determined g response fits the theoretical prediction for low spatial frequencies.
It is important to note that the width of the g response can be tuned by changing the spatial frequency range. In other words, the use of smaller spatial frequencies in the metric permits the measurement of larger aberrations. This property presents the possibility of schemes where aberrations are corrected in a series of optimisations covering first the large magnitude aberrations (using the smallest spatial frequencies), progressing to correction of less significant aberrations using larger frequencies.
Optimisation scheme
The aberration correction process can be performed as the maximisation of g({a i }). Using relation 28, we see that this is equivalent to the minimisation of a different metric G({a i }) defined as
where the approximation is valid over all aberration amplitudes. Using the Lukosz coefficients {a i } as an N-dimensional coordinate basis, it is clear from Eq. 30 that G({a i }) has a uniform paraboloidal shape in the neighbourhood of its minimum. This representation is particularly advantageous for optimisation, as the minimum of a paraboloidal function is readily found from a small number of metric evaluations. Moreover, the minimisation of G can be decomposed into a sequence of N independent one dimensional parabolic minimisations in each of the coefficients a i . In order to perform a minimisation with respect to the coefficient a k of a particular mode L k , we can express G as
where q
can be considered a constant. As the values of q ′ 2 and q 3 are not known, the value of a k that minimises G(a k ) can be calculated from a minimum of three measurements of G. In practice, we took these three measurements by intentionally introducing different aberrations using the adaptive element. We refer to these aberrations as biases. The biases were chosen to be Φ = −bL k , Φ = 0 and Φ =+bL k , where b is a suitable bias amplitude. An image was acquired and its FT and spectral density were calculated. The appropriate range of frequency components was summed, giving the metric measurements g − , g 0 and g + respectively, and the reciprocal of each result was calculated, giving G − , G 0 and G + . The optimum correction aberration was then estimated by parabolic minimisation as [18] 
which is exactly equivalent to the Lorentzian maximisation of the metric g. To correct this single mode, the correction aberration Φ = a corr L k would be added to the deformable mirror. For multiple mode correction, each modal coefficient would be measured in this manner before applying the full correction aberration containing all modes.
Correction of a single mode
The correction process is illustrated in Fig. 4 for the correction of one Lukosz mode using the scatterer specimen. A suitable range of spatial frequencies and the bias amplitude were chosen based upon the curves in Fig. 3 . An initial aberration was added using the DM, an image was acquired and the value of g was calculated. Positive and negative bias aberrations were added in turn and the corresponding values of g were calculated. The correction aberration was obtained using Eq. 33 and the correction was applied to the DM. The final rms phase aberration was found to be 0.18, corresponding to a Strehl ratio of 0.97. 
Correction of multiple modes
The correction of multiple aberration modes is illustrated in Fig. 5 for both the scatterer specimen and a US Air Force test chart. In each case, the initial aberration, a in , introduced by the DM consisted of eight Lukosz modes (i = 4 to 11) and had a total amplitude of |a in | = 11.5. Each modal coefficient was estimated in turn using a bias amplitude b = 9.8. Once all eight coefficients had been estimated, the full correction aberration, a corr , was added to the DM. We note that the unbiased measurement was identical for each modal estimation, so was only taken once. The final Strehl ratios were found to be 0.87 for the scatterer and 0.91 for the test chart. A further cycle of correction was also performed (not shown in the figure) using bias b = 4.9, giving final Strehl ratios of 0.99 for the scatterer and 0.98 for the test chart.
Accuracy of correction
We investigated the correction accuracy for various spatial frequency ranges, bias amplitudes and input aberrations using the scatterer specimen. The results are summarised in Fig. 6 and Table 1 . As in the previous section, the initial aberration, a in , introduced by the DM consisted of a random combination of the eight Lukosz modes i = 4 to 11. The values of optimisation metric were obtained in a similar manner and the correction aberration, a corr , was determined. We define the aberration error to be a err = a in + a corr and the error magnitude as
The approximate Strehl ratio was calculated using the Gaussian approximation [16] and related to a err using the expression derived in Appendix B: Table 1 ). The upper graphs correspond to bias b = 4.9 whereas in the lower graphs b = 1.6. (a1,a2) show the mean correction error ε; (b1,b2) show the mean Strehl ratio S. A sequence of 50 measurements was taken for each input aberration magnitude |a in | and the mean values of ε and S were calculated and plotted in Fig. 6 . The data show that each of the frequency combinations can provide effective correction over a particular range, but that the range is largest when the lowest spatial frequencies are used. This property is related to the width of the g(a) curves shown in Fig. 3(a) . Some of the data points in Fig. 6 (a1) and (a2) lie above the ε = |a in | line, indicating that the corrected aberration is larger than the initial aberration. These points correspond to metrics using higher spatial frequencies, where we do not expect the quadratic approximations used in the derivation of Eq. 27 to hold. We note that for small input aberrations there is an offset error. However, in all cases shown here, this corresponds to a Strehl ratio of greater than 0.8, close to the diffraction limit. These results indicate that, when aberration statistics are unknown, a sensible strategy would involve choosing small spatial frequencies for an initial correction. This would be accompanied by a bias that is no larger than the half width of the response curve, as shown in Fig. 3(b) . If further correction is required, this could be performed using a larger range of frequencies and a corresponding smaller bias. If the maximum expected aberration magnitude is known, then the bias could be chosen to be similar to this maximum.
The effect of additional aberration modes on the correction process was investigated by including random combinations of an extra eight modes (i = 12 to 19) in the initial aberration. The original eight modes (i = 4 to 11) were corrected in the same manner as before and ε was calculated taking into account only the modes that were corrected. The results obtained when different amounts of the additional modes were present are shown in Fig. 7 . The error ε shows only a small variation as the amplitude of the additional modes is increased. This illustrates that different aberration modes can be corrected independently using this procedure.
Discussion and Conclusions
We have introduced a model-based adaptive optics scheme for correcting aberrations in an incoherent imaging system. Using an optimisation metric based upon the low spatial frequency content of the image and an aberration expansion in terms of Lukosz modes, we have been able to separate the effects of the different aberration modes. This allowed the optimisation to be performed as a sequence of independent corrections of each mode. Although only low spatial frequencies are used in the optimisation process, correction of all aberrations (aside from piston, tip and tilt) results. Consequently, imaging quality is improved for all spatial frequencies and not solely the frequencies used in the optimisation metric. The correction scheme is predominantly independent of object structure -the model is valid when the low spatial frequency components are not significantly concentrated in one orientation. This would occur, for example, if the image were dominated by a one dimensional grid-like pattern. Even if the object has this form, we expect the scheme to be robust -this has been indicated by preliminary results. Although the discussion in this paper was framed in the context of an incoherent imaging system, we expect this approach also to be valid for coherent or partially coherent systems.
The optimisation metric used in this paper can be related to image sharpness measures that have been employed in many other image-based adaptive optics systems [5, 6, 7, 8, 9, 10, 11] . A common definition for image sharpness, σ , is obtained by integrating the square of the image intensity, I(x): σ = I(x) 2 dxdy .
As noted by Hamaker et al. [19] , by using Parseval's theorem, σ can also be calculated in the Fourier domain as σ = 
and is thus equivalent to the metric g if using the spatial frequency range (M 1 , M 2 )=(0, 2). The methods described in this paper could therefore be extended for use with image sharpness metrics, obviating the need to calculate the image FT. For example, they would be directly applicable if the object spectrum were dominated by low spatial frequency components.
