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Abstract 
The Jones polynomial was originally defined by constructing a Markov trace on the sequence of 
Temperley-Lieb algebras. In this paper we give a programme for constructing other link invariants 
by the same method. The data for the constructions i  a representation of the three string braid 
group. © 1997 Elsevier Science B.V. 
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1. Introduction 
In this paper we investigate a recipe for link invariants where the ingredients are finite 
dimensional irreducible representations of the three string braid group. The method con- 
sists of first constructing a finite dimensional quotient of each braid group algebra and 
then constructing a Markov trace on this tower of algebras. The motivating examples are 
the Temperley-Lieb algebras, the Hecke algebras, see Jones [5], and the Birman-Wenzl 
algebras, see Birman and Wenzl [3]. Although these examples arise as the centraliser alge- 
bras of the tensor powers of the fundamental representations of the quantised enveloping 
algebras of classical Lie algebras all these algebras were first introduced through gen- 
erators and relations. The reason for describing this as a recipe is that, even if all the 
conditions for a link invariant are satisfied, some choices of the ingredients give better 
results than others. More specifically, since the algebras are defined by a presentation 
it may happen that the presentation collapses to give a smaller tower of algebras than 
expected and hence a less interesting link invariant. 
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In order to find finite dimensional quotients of the braid group algebras it is natural 
to start by imposing a polynomial relation on the standard braid group generators. If the 
degree of the polynomial is two this gives the Hecke algebras. If the degree is three 
or more then the algebras defined by this presentation are infinite dimensional and so 
we need to impose more relations in order to obtain finite dimensional algebras. The 
additional relations in the Birman-Wenzl algebras are all relations in the three string 
braid group and in this paper we only consider elations of this form. The results that 
the Hecke algebras and the Birman-Wenzl algebras are finite dimensional are similar 
and both are based on the observation that the relations in the three string braid group 
imply that any element of the quotient of the three string braid group can be written 
as a linear combination of words of the form o- 1aO"2(7" lb  c. The method for finding finite 
quotients of the braid group algebras is to find relations on three string braid group so 
that this argument still applies. This is a genuinely restrictive condition and excludes 
many interesting examples of towers of algebras including most of the quotients of 
the braid group algebras constructed as centraliser algebras of tensor powers of a finite 
dimensional representation f a quantised enveloping algebra. 
The main motivation for considering algebras defined by generators and relations of 
this form is the hope that this will give new examples of finite dimensional quotients 
of the braid group algebras with a Markov trace. In particular, it has been conjectured 
by Bar-Natan [1, Conjecture 1] that quantised enveloping algebras give all examples. 
Also quantised enveloping algebras have been used to construct fusion rules for rational 
conformal field theories and, again, it has been conjectured by Moore and Seiberg [12] 
that quantised enveloping algebras give all examples. The construction proposed in this 
paper makes no use of any Hopf algebra nd the suggestion is that these two conjectures 
are over optimistic. 
Our conventions are that the ring of scalars is the function field of an algebraic variety 
and that, with the exception of the group algebras of the braid groups, all algebras are 
finite dimensional algebras over this field and each algebra has a unit. 
2. Towers of algebras 
First recall the general method of obtaining link invariants by taking a Markov trace 
on a tower of algebras. 
Definition 1. A tower of algebras consists of the following data, for each n/> 1: 
- an algebra Hn, 
- a morphism ~b,, :Bn --+ Hn, 
- a morphism L,~ :Hn --4 Hn+l, such that, for each n ~> 1, the following diagram 
commutes 
Bn -+ Bn+l 
.k .k 
Hn + Hn+l. 
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2.1. Three string condition 
In this section we introduce a condition on H3. The condition is that the multiplication 
map 
H2@H2(:)H2---+ H3, a@b@c~-~ t,2(a)((93(fflO2)t~2(b)¢3(OlCr2)-l)t~2(c) (1) 
is surjective. This is a strong condition which excludes many interesting examples. For 
instance, if the tower of algebras is constructed from the centraliser algebras of a finite 
dimensional representation f the quantised enveloping algebra of a semisimple Lie 
algebra, then very few examples atisfy this condition. In addition to the Hecke and 
Birman-Wenzl algebras the following are examples of towers of algebras which satisfy 
this condition. 
Example 2. Let Uqsl(2) be the quantised enveloping algebra of the Lie algebra ~[(2). 
Let V be any finite dimensional irreducible representation f UqM(2). For each n >~ 1, 
put H~ for Enduq~l(2)(@ n V) and let H,~ c H~ be the linear span of the image of B,~. 
Then the sequence Hn, n >/ 1, is a tower of algebras which satisfies condition (1). This 
can be proved using the recoupling theory developed by Kauffman and Lins [9]. 
Example 3. The tower of algebras generated by the single bond transfer matrices in the 
three vertex model given by Ge et al. [4]. 
Example 4. Further examples arise from the chiral Potts models. These algebras are 
discussed by Jones [6]. Let p be an odd prime and w ~ 1 a pth root of unity. The algebra 
H,~ is generated by 1 and u j , . . . ,  u,~_l and defining relations are 
u~=l  for 1 <~i~<n-  1, 
u,iui+l =- w2ui+lui for 1 <~ i ~< n -- 2, 
uiuj = ujui if li - j] > 1. 
The homomorphism B,~ -+/am is given by 
p--I 
k--0 
This homomorphism is not surjective. The algebra H3 is a matrix algebra and has a 
unique irreducible representation f dimension p. The restriction of this representation 
to B3 is a direct sum of two irreducible representations of dimensions (p + 1)/2 and 
(p -  1)/2, 
The example given by considering the imaginary Cayley numbers as a seven di- 
mensional irreducible representation f the exceptional Lie group G2 does not satisfy 
condition (1) but does satisfy a weakened version, see Erratum to [8]. 
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Definition 5. Given an algebra/-/3 and a morphism t33 --4/-/3 define 1-12 to be the linear 
span of the image of t32. For n /> 3 define an algebra Hn and morphisms B~ --+ H,, 
and//3 --+ H,~ with the universal property that the following diagram commutes 
B3-+ /-/3 
This means that if H is an algebra with morphisms Bn --+ H and/-/3 ~ H such that 
the diagram commutes then there is a unique algebra homomorphism Hn --+ H such that 
the following diagram commutes 
//~ +- H3 
Bn --+ H. 
Definition 6. If a E/ /2 and n ) m then the notation am denotes the following element 
of Hn+l 
Cn+l (O'10"2"'" O'n) m-1 (Ln ' ' "  b3L2(a))¢n+l (O"10"2 ' ' "  o-n) -re+l" 
The first application of condition (1) is that it implies that for all n /> 2, the algebra 
H~ has finite dimension. The argument is an inductive argument and is based on the 
proof of Birman and Wenzl [3, Lemma 3.1]. 
Proposition 7. For all n >1 2, the algebra H,~ is spanned by words of the form aa~_~/3 
where a,/3 E Hn-1. 
Proofi The proof is by induction on n. The basis of the induction is the case n = 3 
which holds by assumption. For the inductive step it is sufficient o show that any word 
of the form aan/3bn7 E Hn+l where a,/3, 7 E Hn can be written in the required form. 
Now by the inductive hypothesis/3 can be written as a linear combination of words of 
the form/3'cn-1/3" where/3~,/3~t E H,~. Substitute this expression for/3 in aan/3bn"/. 
This expresses aan/3bn7 as a linear combination of words of the form 
aan/3t  Cn - I /3" bn 7 = a/3tan Cn - 1 bn/3"7. 
Then each word of the form anCn- lbn  can  be written as a linear combination of words 
of the form a n_~ lCn°n-t -t 1" Substituting these expressions expresses aan/3bn7 as a linear 
combination of words of the form 
ol,. lat Ci b t ~tl t t t t tt P n- I  n n - lP  "7 :  (ct/3an_l)cn(bn_l/3 7), 
and a/3~an~ -1 and b~_l/3" 7 are elements of Hn. [] 
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2.2. Semisimple algebras 
In this section we study condition (1). The aim is to construct a large class of examples 
of towers of algebras which satisfy this condition. The examples constructed by this 
method have two additional properties which are not required by condition (1). These 
properties are: 
• The minimal polynomial of crl ~ H2 is separable. 
• The algebra H3 is semisimple. Examples of towers of algebras which satisfy con- 
dition (1) but not this condition can be obtained by taking specialisations of the 
Hecke or Birrnan-Wenzl algebras. 
• For 'n > 1 the algebras H,~ is a quotient of the group algebra of B~. A tower of 
algebras which satisfies condition (1) but not this condition is given in Example 4. 
Since the minimal polynomial of crl E H2 is separable; (7 1 E He can be written as a 
linear combination of orthogonal idempotents. That is, 
I~<k~r 
where {el(k): 1 <~ k ~< r} are orthogonal idempotents. Also el(k) is given by the 
following polynomial in o'j, 
l#k 
and {el (k): 1 ~< k ~< r} is a basis of H2 which satisfies el (1)+ e] (2 )+. . -+  el (r) = I. 
Since ~ is semisimple it is determined, up to isomorphism as an algebra, by the 
dimensions of the irreducible representations. The homomorphism ~b3 :B3 -+ H3 gives 
a restriction functor from the representations of H3 to the representations of /33; and 
the restriction of an irreducible representation f H3 to a representation f B3 is again 
irreducible. Conversely, the algebra H3 and the morphism ~3 "/33 --+ H3 are determined 
by this set of equivalence classes of representations of B3. It remains to decide whether 
condition (1) is satisfied. 
Lemma 8. Condition (1) is satisfied if and only if for all 1 <~ kl,k2 <. r, the space 
el (kl)H3et (k2) is spanned by the set 
{e,(k,)ez(1)e,(k2): 1 <~ l <<. r}. (2) 
Proof. Assume condition (1), multiply both sides on the left by el (kl) and on the right 
by el (k2). Then, for all kl and k2, el (kl)H3el (k2) is spanned by the set (2). 
Conversely, since 
i ~k~ ,k2<~r 
if, for all kl and k2, el(k])H3el(k2) is spanned by the set (2) then condition (1) is 
satisfied. [] 
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If k~ ~ k2 then the elements of the set (2) satisfy the linear relation 
e, (k )e2(l)e, (k2) : 0. 
l=l 
This shows that condition (1) implies that 
r if hi = k2, (3) 
dime,(kl)H3ej(k2)~< r -1  ifk, •k2. 
Define an r × r matrix C by Cm = dim e l(k)H3el (1). Then this matrix can be computed 
from the set of equivalence classes of irreducible representations of B3 which determine 
¢3 : B3 --+//3 as follows, 
Definition 9. The matrix D has r rows and the columns are indexed by the set of 
representations. The entries of the kth row of D are given by taking the rank of ej (k) 
in each of the irreducible representations. 
Then the matrix C is given by C = DD T. This is because the matrix D is also the 
inclusion matrix for the inclusion of semisimple algebras H2 -+ H3; and el (kl)It3el (k2) 
can be identified with 
Homn~ (e, (k,)H3, e, (k2)H3). 
Usually, the rows of D are distinct: in this case the necessary condition (3) is equivalent 
to the condition that each diagonal entry of C is at most r. To see this: let vi be the 
ith row of D, so that Cij = vi.vj. Assume that vi.vi <~ r for all i. Consider the 
inequality 2vi.vj <<, vi.vi + vj.vj. Since the rows of D are distinct and the entries of D 
are nonnegative integers this implies that vi.vj ~< r - 1 for i :~ j, as required. 
Example 10. These matrices for the motivating examples are: 
1. For the Temperley-Lieb algebras these matrices are 
D= 1 0 ' 1 1 " 
2. For the Hecke algebras these matrices are 
o=('0' ') 1 , C= 2 " 
3. For the Birman-Wenzl algebras these matrices are 
( i  1 0 1 )  ( i  2 i )  D= 1 1 1 , C= 3 . 
0 0 1 1 
3. Markov  t races  
In this section we consider Markov traces on a tower of algebras which satisfies 
condition (1). This discussion is based on works of Jones [5, Theorem 5.1], and Birman 
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and Wenzl [3, Theorem 3.2]. The additional data that is used to construct a link invariant 
is a conditional expectation 
~.n : Hr~+l -+ Hn 
tor each r~ > 1 together with a linear functional 7-2 on Ha. Define linear functionals 7-,~ 
on H,~ for n > 2 inductively by 
T,~+ l = r,,c~,. (4) 
This data is required to satisfy the following conditions: 
(1) There is a constant 5 such that e~t,~ = 5. 
(2) There is a constant z such that, for all c~,/3 ~ H,~, e~,(c~a~l/3) = z:~lc~/3. 
(3) For each n, rn is a trace map. 
This data gives a link invariant by Markov's theorem. Let /3 be the link closure of 
~ B,,. Define L(~) by 
L(/)) = z-W~(J)T,~(/3) 
where wr(/~) is the writhe of the link f). Then L(¢)) is an invariant of the link ~. 
3. I. Conditional expectations 
In this subsection we discuss the construction of conditional expectations on a tower 
of algebras which satisfies (1). Let ~- be a linear functional on the finite dimensional 
space H2 and define linear maps 
c,~ :H~ ~) H2 ® H,~ -+ H ,  (5) 
for r~ > 1 by c~(c~ ® a ®/3) = ~-(b)c~/3. 
In order to define a link invariant we require that this map factor through H ,+ l ,  for 
all ~ > 2, where the map 
Hn @ H2 @ [In -+ H~+I (6) 
is given by c~ ® a ®/3 ~-+ cm./3. 
In this subsection we will consider linear combinations of words of various forms. 
The coefficients play no role and so these are suppressed from the notation. Instead of 
writing these coefficients explicitly we will simply write A with the understanding that 
this is a function of the summation variables. 
The condition we consider is the following. Every relation in H4 of the form 
Z Aula2b3c2v I = 0 (7) 
~t,a,b,c,v 
can be written as a linear combination of relations of the following two forms, 
u lv lb3wl  - ulb3VlWl -- O, ~_~ Aula2b3c2vl = 0 (8) 
a,b,c 
where ~a,b,,, Aalb2cl = 0 is a relation in H3. 
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In the remainder of this subsection we show that if c 2 factors through H3 and this 
condition holds then en factors through H,~+j for all n/> 2. 
Definition 11. Let K.+T C H~ ® H2 ® Hn be the linear span of all elements of the 
following two forms, 
• a /3®a®7-a®a®/37 where a, 7 E H,~ and/3 C H~_I; 
• Ea,b,c Aaan-1 ® b~ ® On-I~3, where Ea,b,c Aalb2c, = 0 is a relation in H3 and 
and let H~+ I be the quotient space 
g'+,  = (H,~ ® ~ ® H,d/K,~+l. 
Then it is clear that the map (5) factors through H~+ 1 to give ¢,~ :H~+ 1 -+ H,~ and 
that the map (6) also factors through H~+ l to give a surjective map of H~-bimodules 
H'~+ l --+ H~+,. 
Lemma 12. The multiplication map (6) induces an isomorphism H~ --+ Hn, for all 
n >~ 3, if and only if the condition in (7) and (8) holds. 
Proof. The condition in (7) and (8) is equivalent to the condition that the map H~ --+ H4 
is an isomorphism. The converse implication is proved by induction on n with this case 
as the basis of the induction. The inductive step is proved by showing that the map 
H'~+I --+ H~+l is a map of Hn+l-bimodules. 
Consider elements of H,,~ ® He ® Hn of the form 
ab,~-j3 O c ® 7 (9) 
where a,/3 E H~_ 1 and "7 E H~. Then choose an expression i  H3. 
a2blc2 Z ~ t t = Aatbzc~, 
a~,bt,ct 
and define 
Z Aaa~_, ® b'~ ® c'_1/3"/1 .
at,b~,# 
(10) 
This is a well-defined element of H~+ 1 since it is independent of the choice (10). 
The elements of the form (9) span Hn ® H2 ® H,~ and so it remains to show that this 
definition extends by linearity to a well-defined map. By the inductive hypothesis, it is 
sufficient o show that 
a~(K,~ ®c®7)  C K~+l. 
There are two cases to consider. The first case is 
an(a/3'bn-,/3 ® c ® 7 - ab,,-,/3'/3 ® c ® 7) 
where a,/3 E H,~-t and/3 ~ E Hn-2. This maps to 
[Z  (Aa/3'a~_, ®b~ ® c~_,/3 7 - Aaa~_ 1 ®b~ @ Ct 1/3'/3")0] 
at :b t~c  t 
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which is 0 in H~+l. The second case is 
2L, I ; , 'W 
~t ,a  / ~V ! ,C  ! ,*,17 
where a,/3 C IL~-l.  This is 0 in H~+ I by the condition in (7) and (8) which holds by 
assumption. [] 
Corol lary 13. If e~ factors through H3 and the condition in (7) and (8) holds then 
e,~ :Hn+l -~ I-In is well-defined for all n >~ 2. 
Proof. If e2 factors through H3 then e ,  : H~+j -4 Hn is well-defined for all n ~ 2. If 
the condition in (7) and (8) holds then H~,+l ~ H,~ for all n >/2. [] 
3.2. Markov traces 
In this subsection we assume the conditional expectations e~ : H,~+l --+ Hn are well- 
defined and address the question of when the sequence of linear functionals defined by 
(4) is a Markov trace on the tower of algebras. This sequence of linear functionals is a 
Markov trace if and only if each rn is a trace and ~- satisfies ~-(crf l) = 7(al)  -1. The 
following proposition gives a finite set of nonlinear equations which are satisfied if and 
only if ~-,~ is a trace map for all n > 1. These conditions can be regarded as a condition 
on the tensor 
~ : H2 ® H2 ® H2 ~ H2 
defined by e(a ® b ® c) = c2(a2blc2). 
Proposit ion 14. The linear functional 7"n is a trace map for all n > 1 if and only if 
¢ (a2c, s(b3dzf3)) = ¢ (¢(f3a2b3)c, d2) (11) 
for all a, b, c, d, f E H2. 
Proof. The proof is by induction on n. Assume Tn is a trace map. Now "/-,n+l is a trace 
map if and only if 
(ag)  = for all ct E H~+l and/3 E/4,. ,  
for all a E Hn+l and f E H2, 
= 
since H,~+l is generated as an algebra by H r~ and {f~: f ~/ /2} .  
For the first case: by Proposition 7, put a = ct~a,~cd ' where cd, ct" C H~ and a E/42. 
Then, from Definition 4 
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and these are equal by the inductive hypothesis. 
For the second case: by repeated use of Proposition 7, c~ can be written as a linear 
combination of words of the form 
O/an- 1 bncn- 2dn - 10ltt 
where cd, a"  E H,~_j and a, b, c, d E H2. Then, from Definition 4, 
7n+, (a 'an- lbncn-2dn- lau  fn) = "~n (a'an-,Cn-2e(bndn-,  fn )a" )  
: 7n-, (a 'c(an-,c~_2c(bndn_,f i~))a") ,  
while, on the other hand, 
7n+, (f~a' an - ,bnc~-zdn- la" )  = 7, (a' e ( fna , , - ,bn)cn-2dn- ,a" )  
= 7n-, (a '  ¢(e( fnan- ,bn)cn-2dn- , )a" ) .  
These are equal if and only if (11) holds. [] 
Note that putting c = 1 gives the conditions that <~ is a trace. If dim H2 = 2, then this 
is sufficient and this argument is given by Jones [5]. In general this is not sufficient; one 
way to see this is that it is shown by Birman and Menasco [2] that the braids cr~cr~a[(r2 i~ 
and a~rf'cr[c~ q represent the same knot and are not conjugate for IPl, Iq[, [rl > 1 and 
all distinct. Therefore a Markov trace must give the same values on these two elements 
although a trace need not. 
4. Conclusion 
In this section we discuss the construction of link invariants put forward in this paper. 
The construction starts with a finite set of finite dimensional irreducible representations 
of t33. This defines the inclusion of algebras H2 -+ H3. Then the method for checking 
condition (1) has two stages. The first stage is to check that the matrix D given in 
Definition 9 satisfies the condition that the diagonal entries of DD y are at most r and 
the off-diagonal entries are at most r - 1. If so, then the second stage is to check 
conditions (2). This amounts to computing the ranks of several small matrices. If these 
conditions are satisfied then the tower of algebras has been constructed. 
Then a Markov trace is determined by a linear functional on H2 which depends on a 
finite set of variables. An unwieldy but finite set of conditions which imply that a given 
linear functional,T, on //2 determines a Markov trace are the following: 
1. For all n ~> 2, the linear map (5) factors through Hn+l to give a conditional 
expectation. A finite set of equations which imply this is given in Corollary 13. 
2. The tensor e satisfies condition (11) which implies T,~ is a trace map for all n ~> 2. 
3. The linear functional 7 satisfies T(e~ -1) = T(crl) -1 which implies the Markov 
condition. 
This construction depends on a choice of a finite set of irreducible representations of 
B3, and this raises the problem of the classification of these representations. The finite 
B.W. Westbur 3,/ Topology and its Applications 78 (1997) 187-200 197 
dimensional irreducible representations of B3 are studied by Westbury [ 13]; and the main 
result of this paper is the following: 
Definition 15. For N > 1 a root of dimension N is a vector c~ = (rh, ~z2; rrh, rn2, rn,3) 
which satisfies the conditions 
r~l +rz2 =N,  rnt +m2+m3 =N,  
~i>lmj  fo r i=  1 ,2and j= l ,2 ,3 .  
Let [ct] be the orbit of c~ under the action of the cyclic group of order six generated by 
(n l ,  //'2;/T/I, m2,  m3) ~ (n2, nl  ; rrt3, ml ,  rr~2). 
Theorem 16. For N > 1 the set of equivalence classes of irreducible representations 
of B3 of dimension N over an algebraically closed field of characteristic greater than 
three is an algebraic varieD', .Ad(N'). The irreducible components of.M (N') are indexed 
by the orbits of roots of dimension N. The dimension of the component indexed by [ct], 
3//([c*]), is 
2 N 2 rz~- 7z~- r r~-  rr ,~- rn 3 + 2. (12) 
The dimension vector associated to an irreducible representation W is given by the 
following construction. The three string braid group can be defined by either of the 
following two finite presentations: 
= 0.20., 2t, = t3 ) .  
Inverse isomorphisms between these two groups are 
8 ~ 0.10.20.1~ (71 ~ ~--18~ ~: ~ O"10"2, 0" 2 ~ 8 1~2. 
The second presentation makes it clear that the centre of this group is infinite cyclic 
and is generated by the element s2 = t 3. The quotient by the centre is the free product 
Z2 * Z3. Given an irreducible representation W, then the central element s 2 = t 3 acts by a 
scalar, say A 6. Then s has eigenvalues iA  3 and ni is the dimension of the eigenspace of 
( -  1)i/~3 for i = 1,2: also rnj is the dimension of the eigenspace of cJ A 2 for j = 1,2, 3, 
where cJ is a primitive cube root of unity. This dimension vector, a, is not well-defined 
as there is a choice of A but the orbit [c~] is well-defined. 
The proof of Theorem 16 consists of first relating the representation theory of •2 * •3 
to the representation theory of any quiver obtained by orienting the edges of the complete 
bipartite graph K(2, 3). Then apply the results of Kac [7] and King [10] to this quiver. 
There is no general explicit description of the varieties A/l ([a]). This would constitute 
a classification of the finite dimensional irreducible representations of B3. However since 
the ring of scalars has been assumed to be the function field of an algebraic variety, the 
methods discussed in this paper depend only on the function fields of these varieties. It 
is well known that it is much easier to describe the function fields of these varieties than 
to describe the coordinate rings. 
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Let F be a field whose characteristic s not two or three and which contains a prim- 
itive cube root of unity, w. Then the following gives for each n ~> 1 a moduli space 
of dimension 2n of irreducible representations of B3 over the field IF whose root is 
(n, n; n, n - l, 1 ), and a moduli space of dimension 2n + 1 of irreducible representations 
of/33 over the field ~' whose root is (n + l, n; n, n, 1). This construction was explained 
to me by Michael Butler. 
Let n be a positive integer, and let N be either 2n or 2n + I. Let xl,  x2, • • •, xx  be 
indeterminates which are independent except for the one linear constraint 
N 
• i - l /w  
Then define a representation f dimension N of Z2 * Z3 by s ~-+ S and t ~-+ T where the 
matrix S is defined by 
0 i f i~ j ,  
S~j= 1 i f i= jand  I ~<i~<n, 
-1  if  i = j and n + l <~ i <~ N,  
and the matrix T is defined by: Tij = xi if i = j ;  for 1 ~< i ~< n + 1, 
x i - I  for 1 ~<j ~<i -1 ,  
Tij = xi - c~ for i + l <~ j <~ n, 
-x i+ l  fo rn+l<~j<~n+i ,  
-x i  + w for n + i + l <~ j <~ N,  
(where the case N -- 2n, i = n + 1 and j = n + i should be ignored) and for n + 1 ~< 
i<~ N,  
{ -x i+w for l< . j< . i -n -1 ,  Tij --- -x i  + l fo r i -n~<j~<n,  x i -w  fo rn+l<~j<~i -1 ,  
xi -1  for i + l <<. j <~ N.  
This gives a moduli space of dimension N - 1 of inequivalent representations of
Z2 * Z3. Let A be any nonzero scalar. Then each of these gives a one parameter moduli 
space of inequivalent representations of B3 by 
O" 1 w-> At -18 ,  0" 2 ~-+ As - l t  2. 
The parameter A is related to the trace of 0"10.2 by 
Tr(0.1o'2) = ,'~2(Tt -- 1)w. 
This gives a moduli space of dimension N of inequivalent representations of B3. The 
irreducible representations are a Zariski open subspace. It can be checked that at least one 
of the representations is irreducible. Therefore this gives a moduli space of dimension 
N of inequivalent irreducible representations of B3. 
For N = 2n, the root a is (n, n; n, n - 1, 1) and by (12), the dimension of .Ad([ct]) 
in this case is 2n. For N = 2n + 1, the root a is (n + 1 ,n ;n ,n ,  l) and by (12), the 
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dimension of Wi([c~l) in this case is 2z~ + 1. Hence for these roots the moduli spaces we 
have constructed have the same dimension as A/[([c~]). 
Next we give a result to support he suggestion that this construction can give link 
invariants which do not arise from the quantised enveloping algebras of complex semisim- 
pie Lie algebras. The towers of algebras that have applications in physics depend on a 
parameter which is a function of Planck's constant h; usually q = exp(ih); and these 
towers of algebras have a classical imit is the sense that for h = 0 the representation 
of the braid group factors through the symmetric group. The following argument shows 
that the dimension vectors of irreducible representations of 133 that can arise from any 
tower of algebras of this form is special. This includes the centraliser algebras of the 
tensor powers of a representation f a quantised enveloping algebra. 
Proposition 17. Let W be a continuous family of finite dimensional representations of 
133 such that, for  some member of this famil 3, the action of 133 factors through the 
symmetric group $3. Let the dimension vector of W be (Tzl, n2; rr~l, rr~2, m3). Then at 
least two of" the three integers" rr~L, ~2, ~3 are equal. 
Proof. First note that the dimension vector of W is well-defined since the dimension 
vectors of any two representation in the family are equal by continuity. The finite group 
Z3 has three irreducible representations of dimensions 1,2 and 1. Considering these as 
representations of B3 the dimension vectors are 
(0, 1; 1,0,0), (1, 1;0, 1, 1), (1,0; 1,0,0). 
A general linear combination of these has the form (b + e, a + b; a + e, b, b). In particular 
the three integers rrzl, m2, m3 are a + c, b, b and two of these are equal. [] 
In particular there are irreducible representations of B3 of dimension 6 and dimension 
vector (3, 3; 3, 2, 1) which cannot be constructed from any quantised enveloping algebra. 
Examples of such representations have been given above. 
Let H3 be a quotient of the group algebra of B3 which is semisimple. Then the dis- 
crete invariant associated to H3 is the matrix D defined in Definition 9 with the columns 
labelled by the dimension vectors of the irreducible representations. The following ob- 
servation shows that i f / /3 satisfies (1) then for a given r there are only a finite number 
of possibilities for this discrete invariant. The classification of all quotients H3 with this 
discrete invariant fixed requires an explicit description of the varieties .AA([c~]), for each 
[c~] which is a label of a column of D. Thus it is in principle possible to classify the 
towers of algebras which satisfy the conditions in Section 2.2 and the condition r ~< 5. 
Proposition 18. For each T > 0 the set of matrices D with nonnegative integer entries, 
with r rows and with no zero column that satisf3' 
(DDT) i J  <~ - 1 if i C j, 
is finite. 
