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Abstract 
A well-known structuring technique for a wide class of parallel applications is the bag of 
tasks, which allows a computation to be partitioned dynamically between a collection of con- 
current processes. This paper describes a fault-tolerant implementation of this structure using 
atomic actions (atomic transactions) to operate on persistent objects, which are accessed in 
a distributed setting via a Remote Procedure Call (RPC). The system developed is suited to 
parallel execution of data and compute intensive programs that require persistent storage and 
fault tolerance facilities. The suitability of the system is examined in the context of the mea- 
sured performance of three specific applications; ray tracing, matrix multiplication and Cholesky 
factorisation. The measured performance compares well with that predicted by analysis of the 
applications based on benchmark measurement of hardware parameters. The same analysis allows 
modelling of hardware upgrades. @ 1998-Elsevier Science B.V. All rights reserved 
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1. Introduction 
Many computations manipulate very large amounts of data. Matrix calculations rep- 
resent one example class. In a Massively Parallel Processor (MPP) such a vast data set 
is typically partitioned statically between the very many distributed processing elements 
and moved amongst them as necessary to perform the computation. Such an approach 
is exemplified in Cannon’s algorithm for matrix multiplication [16]. One suggestion 
is that a Network Of Workstations (NOW) be modelled on such an architecture [2]. 
Experiments have been performed to statically partition data intensive computations 
over a NOW, e.g. [4]. However, the size of the computation is bounded by aggregate 
memory of the machines. If the number of machines is not large, then possibly the 
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aggregate memory is also quite limited, yet it may still be desirable to perform a large 
data intensive computation. The approach described here provides for this need. 
As the scale of a distributed computation is increased, e.g. in its duration and or the 
number of machines participating, the possibility of a failure occurring which might 
affect the execution of the computation must increase. If it is not possible to tolerate 
such an event, it is necessary to restart the entire computation. It is possible to build 
fault-tolerance support into a programming infrastructure, e.g. [14, 171. However, a 
transparent scheme is unlikely to take advantage of points in an application where data 
to be saved is minimum, such as when data has just been written to disk for instance. 
One nontransparent scheme for the static partitioning approach [21] maintains a par- 
ity copy of distributed partitions of computation state and achieves a runtime of 1700s 
for a Cholesky factorisation of 5000 element square matrix employing 17 Spare-2 
machines. The implementation is bounded by total memory but in addition the per- 
formance reported here is superior and requires fewer machines yet is resilient to a 
greater number of failures. 
The bag of tasks structure [6] which is suited to a shared memory environment 
has the well known property of balancing load between an arbitrary collection of 
slave processes. Since the load balancing is dynamic, it can spread load successfully 
even if the computation does not partition into homogeneous tasks. This property is 
particularly desirable if slave failures are to be tolerated. The structure allows expression 
of both applications with no synchronisation requirements and recursive tree structured 
computations. However a single bag of tasks is insufficient to express more general 
structures such as where one task depends on more than one other. In such cases, one 
option is to employ an additional synchronisation mechanism. 
Support for a fault-tolerant bag of tasks structure has been considered before, but 
data has always been based in memory and either replicated on multiple machines 
[3,8] or checkpointed to disk [ 131. Structuring similar to the bag of tasks is often 
employed in practice, e.g. for ray tracing [ 151, seismic migration [ 1, 121 and materials 
science [25], but with limited provision for fault tolerance and for problems which are 
less intensive in data. 
The approach described here provides a solution for these problems by implementing 
a store on secondary storage which is shared between a collection of slaves. This shared 
storage is organised as a repository of objects and fault-tolerant access to it supported 
through atomic actions. The facilities described are supported through an established 
distributed system which runs on many versions of UNIX and C++, without alteration to 
either. Given that the system is attractive from the point of view of fault tolerance, it is 
important to consider what performance can be expected. The approach described here 
is to derive expressions for performance bounds on a per application basis in terms of 
primitive operations whose costs may be identified through benchmark measurements. 
This is demonstrated for the two matrix computations. Comparison between expected 
and measured performance supports the claim that performance is limited by hardware 
bandwidths. Furthermore, modelling expected hardware changes suggests that useful 
performance can be obtained. An earlier version of this paper appeared as [24]. 
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The paper continues with an overview of the fault-tolerant structure in Section 2. 
Section 3 describes a performance model for a bag of tasks computation and in- 
troduces two example applications. Implementation of these two examples and one 
other is described in Section 4 and their performance in Section 5. Finally Section 6 
summarises. 
2. Fault tolerant bag of tasks 
In a NOW a network failure may disrupt communication, e.g. leading to miss- 
ordering, duplication or corruption of messages. There are well known techniques using 
checksums and retries for dealing with such faults [26] which are assumed to be applied 
at the communications protocol level. 
At the application level failures are assumed to be of one or more machines. It is 
assumed here that a machine simply stops working, i.e. crashes [22]. It is further 
assumed that suitable timeouts may be chosen to allow detection of such crashes. 
When a machine fails it is assumed that data in volatile storage is lost, but that held 
on disk remains unaffected so that it becomes available again after the hosting machine 
is restored to operation. 
It is possible to replace an individual disk by a more reliable form of storage to 
tolerate media failures [7] but this need not impact at the application level except in 
terms of absolute performance. 
Atomic actions operating on persistent state provide a convenient framework for 
introducing fault tolerance [ 111. Atomic actions have the well-known properties of: 
serialisability, in that an execution consisting of multiple concurrent atomic actions 
which access shared state appears to execute according to some serial ordering of the 
atomic actions, 
failure atomicity, in that all effects of a computation contained within an atomic 
action are undone on failure of that action, 
permanence of efSect, such that once a state update is committed, it is not lost, 
barring catastrophic failure. 
A convenient model is for this state to be encapsulated in the instance variables of 
persistent objects and accessed through member functions. Within these functions the 
programmer places lock requests, e.g. read or write to suit the semantics of the opera- 
tion, and typically surrounds the code within the function by an atomic action, starting 
with begin and ending with commit or abort. Operations thus enclosed which can in- 
clude calls on other atomic objects are then perceived as a single atomic operation. The 
infrastructure manages the required access from and/or to disk based state, Such objects 
may be distributed on separate machines, e.g. for performance, and replicated to in- 
crease availability. Using such an object and action model, the following enhancements 
at the application level add fault tolerance to a bag of tasks application. 
(1) The slave begins an atomic action before fetching a task from the bag, and commits 
the action after writing the corresponding result. If the slave fails the action aborts, 
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Fig. 1. Possible distribution of objects in fault-tolerant bag of tasks computation. 
all work pertaining to the current task is recovered and the task itself becomes 
available again in the bag. 
The shared objects are replicated on at least k + 1 machines, so that the failure of 
up to k of these machines may be tolerated. 
A computation object contains a description of the computation and data objects 
and the computation’s completion status. This object may be queried at any time 
to determine the status of the computation and may be replicated for availability. 
It is a convenient interface for a process to be started on an arbitrary machine to 
join in an ongoing computation. 
A possible distribution of objects in a fault-tolerant parallel implementation of a bag 
of tasks computation is shown in Fig. 1. 
3. Modelling 
A collection of slaves is assumed to be allocated one to each of a collection of 
machines, which are connected by a network. Each slave has full utilisation of its 
machine and the collection of slaves have full utilisation of the communications network 
connecting the machines. The slaves execute concurrently but access main data objects 
and bag in a shared repository. All accesses to this shared store are serialised, such that 
any particular access may be delayed arbitrarily. This model is similar to that presented 
in [l], but emphasises the determination of minimum parallel time and extends the 
earlier work by showing how to compute bounds on this minimum time, both where 
there are no inter task dependencies and where there are dependencies. 
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Table 1 
Bag of tasks basic operations 
Name Time Description 
get 
compute 
Put 
Tget 
Tcomp 
Tput 
in which input data required to perform the task is read from shared storage 
in which computation entailed in the task is performed within the slave machine 
in which results computed by the task is written to shared storage 
(a) 
get 
compute 
e”t 
Time 
W 
Fig. 2. Example bag of tasks computation with 2 processes, showing variation in execution time through 
differing allocation patterns of the shared store. 
Each slave executes a single unique task at a time. The identity of the next task to 
perform may be regarded as part of the input at the start of a task, and the cost of its 
access assumed to be small compared to the cost of reading task input data. A task 
may entail reading and updating objects in shared store. 
It is assumed that each task comprises the three components described in Table 1. 
If there is more than one slave, the execution of the computation depends on the 
pattern of accesses to the shared store. While it is reasonable to assume that the longest 
waiting slave is served first, no such assumption can be made if two slaves requests 
are coincident. The overall duration of the computation may vary depending on the 
order in which slave requests are served. In Fig. 2 when the first machine finishes its 
first task, it competes with the second for access to the shared store. 
The task components described above may be of identical duration within different 
tasks or varied. In the simplest case, they may be contiguous. It is also likely for 
instance though that data is fetched as it is needed through the task computation rather 
than all at once, particularly if the data required is large. 
One could estimate the performance for any number of slaves, but to verify the 
implementation the points of interest are the performance of a single slave when all 
operations are serialised and the maximum parallel performance. The latter is certainly 
achieved when there is a separate slave computing each task, but may be achieved by 
a rather smaller number of slaves if there is some limiting effect. 
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Ideally all tasks are independent such that an object updated within one task is not 
read or updated within any other task. However, there may be occasions when it is 
desirable to incorporate synchronisation mechanisms such that an access to a dependent 
object is blocked until that object is output by a dependent task. 
If there is significant reuse of computation data, it may be possible to benefit 
through caching such data. Assuming that the shared object store is implemented above 
a general purpose filesystem some caching within the filesystem buffer space may be 
inevitable. 
3.1. Independent tasks 
First it is assumed that each task comprises get, compute and put components of 
identical duration and that these components are contiguous within the task. Subse- 
quently these restrictions are relaxed. 
If there are N similar tasks, a single remote slave performs the computation in time 
T, given by 
Tl = N(Tget + Tcomp + Tput). (1) 
Minimum parallel execution time Tw is observed when there is a separate slave 
processor allocated for each task. All these slaves attempt first to perform initial reads, 
then computation before writing results. The resultant overall elapsed time depends on 
the relative values of computation and communication times. 
At any point during execution of a task, a slave must be either computing, accessing 
the shared store or waiting for access to the shared store. Therefore it must be true 
that 
Tw G Tcomp + N( Tget + Tput). (2) 
Otherwise, there must be an interval during which a processor performing some task is 
neither computing nor accessing the shared store though the task remains uncompleted 
and access to the store is available. In practice T, is only equal to this upper limit 
for the trivial case where Tget = 0 and/or Tput = 0. 
Since all communications is serialised, a lower bound on T, is the sum of all 
communications. 
T, 2 N( Tget + Tput). 
This bound is approached when computation is dominated by communication; specifi- 
cally such that 
Tcomp<(N - 1)Tput and Tcomp<(N - l)Tget. 
A lower bound on T, is defined by the available parallelism, 
T, b Tl IN, (4) 
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i.e. 
T, 2 Tget + Tcomp + Tput. 
In general, object store accesses are fragmented through the duration of a task rather 
than taking place all either at the start or at the end. If the granularity remains the 
same and if the values Tget, Tput and Tcomp are the total times obtained by adding 
up those for all reads, writes and computation associated with a task then (2)-(4) are 
still valid. 
Combining (2)-(4): 
lwr{T,} <T, <upr{T,} 
where 
lwr{T,} = max{Tl/N,N(Tget + Tput)}, 
upr{ T,} = N( Tget + Tput) + Tcomp. 
(5) 
(6) 
If different tasks have different read, write and compute times then the minimum parallel 
time is determined by the duration of the longest task, thus 
T, >max{Ttusk(i)}. 
Similar relationships may be defined to those above. If Tget(i), Tput(i) and Tcomp(i) 
are the read, write and compute components for the ith task, and 
TGET = 5 Tget(i), TCOMP = 5 Tcomp(i), TPUT = ETput(i) 
i=l i=l i=l 
then 
TI = TGET + TCOMP + TPUT, 
lwr{T,} = max{max{Ttusk(i)}, TGET + TPUT}, 
(7) 
(8) 
upr{ T,} = TGET + TPUT + max{ Tcomp(i)}. (9) 
The quantities TGET, TPUT and TCOMP are the total read, write and compute 
times obtained by summing those for all tasks. 
In practice which task is longest may depend on hardware characteristics and can 
therefore be difficult to determine. This is so in the current work in particular where 
caching affects the communication costs associated with different tasks. However the 
duration of the longest task is bound to be greater than or equal to the average task 
duration. It is possible then to use the average task length in place of the maximum to 
determine a lower bound on parallel time. The consequence is that in (8) max{ T&d(i)} 
is replaced by Tl/N. 
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(a) Possible 
execution 
(b) Ignore 
(c) Simplified to 
barrier 
get 
compute 
Put 
Time 
b 
Fig. 3. Bounds on performance of parallel computation which has data dependencies. 
3.2. Inter task dependencies 
In general, the available parallelism in an application is not unbounded. In a simple 
example, a serial computation must precede work which may be executed in parallel. 
Alternatively, there may be many dependencies between components of work. It is 
possible to employ a synchronisation mechanism within shared data objects separate 
to the queue so that an access to a dependent object is blocked just until that object 
is ready. 
As where there are no dependencies it is not possible here to say for certain what 
the minimum parallel computation time T, will be, but it is again possible to identify 
bounds. A convenient simplification to obtain a lower bound is to ignore all dependen- 
cies such that any task may be executed in parallel with any other. One simplification 
which yields an upper bound may be obtained by tightening the dependencies such 
that rather than relating to data objects, they apply only to complete tasks. 
If it is not known how far into a dependent task the dependency occurs then the 
only sure upper bound is that obtained by assuming that the dependency occurs at the 
very start of the task. However, if the dependent task may be partitioned into two parts 
of known duration, preceding and following the point of dependency, then a tighter 
bound is possible. The approach is to pretend that there is a barrier at the point of 
synchronisation as illustrated in Fig. 3. 
In an actual execution the process updating the object depended upon would pro- 
ceed immediately to compute another task. Approximating the actual execution with a 
barrier construct implies pretending that the start of the process’s next task execution 
is delayed till after the synchronisation point but this has the benefit of partitioning the 
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Table 2 
Primitive matrix operations 
Name Operation time Description 
Put 
get 
multiply 
add 
subtract 
divide 
Cholesky 
factorisation 
tput 
tget 
tmult 
tadd 
tsub 
tdiv 
tchol 
A single block is written into shared store 
A single block is read from shared store 
a + = b. transpose( ) 
a+ =b 
a- =b 
In x * a = b, where a is lower triangular, x is found 
In g * g transpose( ) = a, a is overwritten by its Cholesky factor g 
computation into clearly defined phases. The total computation time is then determined 
simply by adding the computation time of each separate phase. Between barriers, the 
technique of Section 3.1 may be employed to bound performance of tasks execut- 
ing freely in parallel. This approach borrows to some extent from BSP [27] which 
prescribes a programming structure based on supersteps separated by barrier synchro- 
nisation for ease of performance prediction. 
3.3. Examples 
Two simple matrix examples are employed now to illustrate the preceding discussion. 
The first is matrix-matrix multiplication, which may be organised into a set of homo- 
geneous tasks, i.e. having equal computation, where there are no dependencies between 
tasks. In contrast, the second example is Cholesky factorisation which is partitioned 
into nonhomogeneous tasks which do have dependencies. 
In order to maximise locality and thereby gain greatest benefit from caching at 
higher levels of the memory hierarchy, it is common to layout matrices according to 
smaller blocks, or submatrices, and decompose an operation on the original matrix into 
a combination of operations on the constituent blocks [9]. 
The operand matrices reside in the shared store but since they can be of arbitrary 
size it is desirable that they be structured so as to facilitate access by blocks which 
may be accommodated in slave memory. In the example computations described here, 
the matrix objects are composed of square blocks so that identical data structures are 
employed for matrices which are accessed by block row and block column, respectively. 
It is assumed the operand matrices are square with n2 elements and are partitioned 
into p2 square blocks, each containing b2 elements. Table 2 lists primitive operations 
which are used in following definitions. Each operation is on one or more blocks, so 
implicitly depends on b. 
3.3.1. Matrix multiplication 
Conventional block oriented matrix multiplication is performed in which a convenient 
unit of work to allocate to a task is computation of a block of the result matrix. These 
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tasks may then all be computed in parallel. In the matrix multiplication, 
C=AB, 
if the p blocks in the 
and C similarly, then 
ith row of A are labelled ai 0, ai 1 . . . ai p_l, and the blocks in B 
P-1 
Cij= C llikbkj. 
k=O 
Computation of a single block of the result matrix entails performing the dot product 
of a block row with a block column from the input matrices. This entails 2p block gets 
and 1 block put. In a simple slave implementation, there are p block multiplications 
and additions. From (1 ), the value of Ti is obtained: 
The 
Ti = p2(2p tget + tput + p(tmult + tadd)). (10) 
bounds on T, corresponding to those defined in (5) and (6) are given below: 
lwr{T,} = max{ 5/p2, p2(2p tget + tput)} , (11) 
upr{T,} = p2(2p tget + tput) + p(tmuZt + tadd). (12) 
3.3.2. Cholesky factorisation 
From a single matrix Cholesky factorisation derives two triangular matrices which 
are transpose of each other and whose product is the original matrix; i.e. computing 
G, given A below. 
GG’=A. 
The algorithm employed here is taken directly from [lo, Section 6.3.81, and is de- 
signed specifically for factorisation of a dense matrix by “Pool-of-Tasks” organisation. 
As before computation of each block of the result matrix is assigned to a separate 
task. Within the lower triangle, slaves compute blocks of the result matrix in sequence 
down each column, starting with the diagonal block. 
Expressions for single slave time and bounds on minimum parallel time for Cholesky 
factorisation organised in this way are derived in Appendix A. Here the results are 
simply quoted. 
First the single slave time is derived, see Appendix A.l. for details. 
Zj = $(p + 1)(2p + 1)tget + $p + 1)tput 
+$(p’ - l)(tmuZt + tsub) + f(p - 1)tdiv + p tchol. (13) 
Bounds on the minimum parallel time T, are derived by simplifying the dependency 
model, following discussion in Section 3.2. 
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A lower bound lwr{T,} may be obtained by ignoring inter-task dependencies, i.e. 
by assuming that any task may be executed in parallel with any other constrained only 
by the serialisation of accesses to the shared store; see Appendix A.2.1 for details. 
Iwi{T,}=max 
{ 
$p+ 1)(2p+ l)tget+ $P+ l)WC 
2p tget + (p - 1 )( tmult + tsub) + tdiv + tput, 
p tget + (p - 1 )(tmuZt + tsub) + tchol + tput 
> 
. (14) 
An upper bound may be obtained by pretending that the phases of computation are 
separated by strict barrier synchronisation; see Appendix A.2.2 for details 
upr{T,} = $p + 1)(2p + 1)tget + f(p + 1)tput 
+ (p - I )(tmuZt + tsub + tdiv) + p tchol. (15) 
3.4. Cache effects 
So far, all data accesses by application slaves are assumed to be to the shared store, 
but it is possible to organise the overall computation to attempt to reuse data which 
has recently been used and may therefore be accessed more cheaply. It is possible to 
conceive of other levels of storage, but here a three level hierarchy is defined. 
(1) Slave memory. 
(2) Object server file system cache. 
(3) Disk. 
If it is assumed that all writes are to the shared disk store, then in order to predict 
performance, it is necessary to count the number of reads from each level in the 
hierarchy. 
In the experiments described here, caching at the level of slave memory is not imple- 
mented. Table 3 lists expressions for the total number of block reads from each level 
of the memory hierarchy for three example computation organisations. Appendix B 
describes these organisations and other possibilities are considered in [23]. 
The numbers of reads from the three levels of the memory hierarchy defined are 
labelled Nl, N2, N3. Similarly the cost of fetching an individual block from store is 
tget 1, tget2 and tget3 depending on which level of the memory hierarchy it is located 
in. The maximum size computation which may be performed is determined by the size 
of the lowest level memory, here disk. 
The performance measures for a complete matrix multiplication, i.e. the single slave 
time and bounds on minimum parallel time, (lo)-( 12) may now be redefined in terms 
of the values given in the table. 
Z = Nl tgetl + N2 tget2 + N3 tget3 + p2(tput + p(tmult + tadd)), (16) 
lwr{T,} = (q;lp2,N1 tgetl + N2 tget2 + N3 tget3 + p2tput}, (17) 
upr{ T,} = N 1 tget 1 + N2 tget2 + N3 tget3 + p2 tput + p( tmult + tadd). (18) 
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Table 3 
Cache performance 
Cache at server Accesses from { sewe~TJ~mov} i.e. { ii} 
Matrix multiplication Cholesky factorisation 
1 No blocks 
0 0 
2P3 (P/WP + 1)(2~ + 1) 
2 Block row P2(P 1) - (P/@(P~ - 1) 
P2(P + 1) (P/@(P + l)(p + 2) 
2P2(P 1) - 3 All blocks (P/3)(P2 - 1) 
2P2 (P/2)(P + 1) 
As for matrix multiplication, the performance predictors for Cholesky factorisation may, 
(13)-( 1.5) now be redefined in terms of the values given in the table above. However 
in view of the caching it is convenient here to employ the average task length rather 
than trying to identify the longest task. 
6 =Nl tgetl + N2 tget2 + N3 tget3 + f(p + 1)tput 
+ $(p’ - l)(tmuZt + tsub) + f(p - l)tdiu + p tchol, (19) 
lwr-tToo> = 
{ 
z 
gp + 1)’ Nl tgetl + N2 tget2 + N3 tget3 + $(p + 1)tput 
1 
, (20) 
upr{T,} =Nl tgetl + N2 tget2 + N3 tget3 + $p + 1)tput 
+ (p - l)(tmult + tsub + t&v) + p tchol. (21) 
The matrices used are partitioned into p2 blocks of size b2. If b is large, the various 
transfer costs may be assumed proportional to b2. For all of the cache configurations 
shown in the table it is seen that the total number of reads is proportional to p3. 
Since n = bp, the total cost of the reads is in each case proportional to p for fixed 
12. Thus both the single slave time T and minimum parallel time T, are proportional 
to p, i.e. l/b. Even aside from any request overhead associated with transfers it appears 
profitable for any particular computation organisation to select the largest possible block 
size. However, it is still necessary to select the optimal cache strategy for given matrix 
size, memory configuration and primitive costs. 
4. Implementation 
Three applications are implemented in the bag of tasks structure described above 
using the Arjuna tool kit [20], an object-oriented programming system that implements 
in C++ the object and action model described in Section 2. 
J. A. Smith, S.K Shrivastava I Theoretical Computer Science I96 (1998) 319-345 331 
The first is a port of a publicly available ray tracing package, rayshade [ 151. Input 
data comprises only scene description and output is a two-dimensional array of red- 
green-blue pixel values. A task is defined as computation of a number of rows of 
the output array. To display the output image, it is convenient to copy it to the file 
format used in the original package, Utah Raster RLE format. In this implementation, 
this operation is performed serially by the master process. A simple scene provided as 
an example in the package is traced for the purposes of the test. For comparison, the 
unaltered package is built and run as a sequential program on one of the workstations. 
The remaining applications are the two dense matrix computations described earlier, 
matrix multiplication and Cholesky factorisation. In the factorisation, the required inter 
task coordination is ultimately implemented through a two-dimensional array of flags 
which indicate whether corresponding blocks in the output matrix have been written 
or not. Concurrent operations on the flags are controlled through locks obtained within 
the scope of atomic actions and are therefore recoverable. A fuller description appears 
in [23]. 
Arjuna requires an underlying RPC to implement distribution and object server pro- 
cess management and accesses these services through certain interface classes. The 
RPC implementation employed here supports optional use of the TCP protocol with 
connection establishment on a per-call basis. Some optimisation of this RPC mech- 
anism has been performed to exploit homogeneity of machines. Normally the RPC 
creates a new server process for each client, but here the RPC supports reuse of an 
existing server process. This facility is exploited in service of the main shared data 
objects in order to minimise network contention. Effectively the main slave requests 
are serialised, just as assumed in the model. 
In each application, the main operands are managed as collections of smaller objects. 
Each task entails computation of some part of the result, which may be one or more 
of such objects. 
At the start of the computation, the shared objects are installed in the object repos- 
itory. In the fault-tolerant version, a fault-tolerant bag of tasks is created and all task 
descriptions stored in it. Then the chosen number of slaves is created on separate 
workstations. In the non fault-tolerant implementation, each slave is informed of a 
unique allocation of tasks to perform. In these initial experiments, a master process is 
employed to perform these functions and then wait for the completion of the slaves 
before performing any final processing to the output, such as converting to a desired 
file format, and finally reporting on the elapsed time. The master takes no active part 
during the main part of the application, so a shell script replacement is quite feasible. 
Also at this time the shared objects are not replicated. 
The fault-tolerant bag of tasks is implemented as a recoverable queue [5] which 
relaxes the usual FIFO ordering to suit its use in a transactional environment. If an 
element is dequeued within a transaction, then it is write-locked immediately, but only 
actually dequeued at the time the transaction commits. Since only the single element 
is locked, concurrent dequeues are supported. Similar use of recoverable queues in 
asynchronous transaction processing is described in [l 11. The dequeue operation returns 
332 J.A. Smith, S.K. Shrivastaval Theoretical Computer Science I96 (1998) 319-345 
a status which allows the caller to distinguish between the situation where the queue 
is empty and that where entries remain but are all locked by other users. 
In database terms, the slave is coordinator for the atomic action and the machines 
hosting shared objects are participants. The coordinator has responsibility for ensuring 
consistency between distributed state which is updated during the course of an atomic 
action. Through the well-known two-phase commit protocol [ 1 l] the coordinator can 
ensure that all distributed state is correctly updated eventually regardless of intervening 
participant failures. In this work however it is important to be able to tolerate failure of 
the coordinator, i.e. slave. In a simple database system tolerance to coordinator failure 
can be achieved through the coordinator writing locally a persistent record called an 
intentions list which details the updates to be committed. In the event of coordinator 
failure it is then possible to ensure that eventual commit is consistent with notification 
to a human operator, but such failure can lead to “blocking” such that the database 
items locked during that transaction remain unavailable until the failed coordinator is 
restored. The general problem of tolerating coordinator failure without the need for 
such blocking is addressed by nonblocking commit protocols [18]. Here however the 
application characteristics can be exploited so as to minimise the cost of tolerating 
coordinator failure without blocking. In the bag of tasks structure the user is concerned 
only with the outcome of the overall computation, not individual actions. A simple 
solution then is to always abort any incomplete work in the event of a slave failure 
and let an alternative slave redo the corresponding task. 
The correctness requirement is that each task description must remain in the bag 
until corresponding work is completed. Assuming each task entails computing from 
read only parameters, a unique output and then writing it, idempotency is guaranteed. 
Correctness may be ensured by careful ordering of updates during commit processing. 
In the applications reported here it is sufficient to commit objects in the reverse of the 
order in which they were touched within the action. By contrast in the case of the 
asynchronous transaction processing referred to earlier, the use of a response queue 
to reliably inform a human operator of completion status of each queued transaction 
ensures that operations are not idempotent. In such a case it is possible to use sequence 
numbers to avoid duplication of queue entries [5]. The RPC subsystem is responsible 
for detecting orphan processes and terminating them cleanly [ 191. 
5. Performance 
Each experiment is conducted during off peak time in a cluster of HP9000/710 
(HP710) machines each with 32Mbyte memory and 64Kbyte cache, connected by 
lOMbit/s Ethernet. A small number of HP9000/730 (HP730) machines with 64Mbyte 
memory and 256Kbyte cache have sizeable temporary disk space available. For the 
matrix computations a cluster containing a HP730 is used, and the shared objects 
located on it, but HP710 machines are used otherwise. In this way computations with 
data requirements of about 200Mbyte are performed. 
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Table 4 
Cost of employing queue in sequential multiplication of 3000 square matrices 
Execution timea Fault tolerance Cost 
Items of Block width Fault-tolerant Non fault-tolerant During queue After queue Total as % 
work creation creation of total time 
(elements) (s) (s) (s) (s) 
9 1000 2201 2152 6.5 41.5 2.2 
16 750 2254 2224 10.3 20.3 1.4 
25 600 2215 2171 15 29 2 
36 500 2313 2252 22 38.3 2.7 
144 250 3068 2917 93.8 58.1 5.2 
225 200 3579 3352 154 73.5 6.8 
a The times in columns 3 and 4 are averages rounded to integer values. 
5.1. Cost of queue access 
An indication of the failure free overhead cost may be obtained by comparing 
fault tolerant and nonfault tolerant sequential computations running within a single 
workstation. This is done for matrix multiplication by locating a single slave and the 
data objects on the same host, a HP730 machine. The measured results are shown in 
Table 4 for a range of task sizes. 
The fault-tolerance costs represent the following operations: 
l The cost of creating the queue and enqueueing one entry per block of the output 
matrix within a surrounding action, and committing that action. 
l The cost incurred by the slave of binding to the queue object, essentially server 
creation, and then dequeuing an entry describing each piece of work. 
The queue entries are simply small job descriptions and their size is independent of 
the data size so the cost of using the queue should be dependent on the number of 
tasks, rather than data size. Therefore percentage overheads should reduce for larger- 
scale computations, but even for the size of computation performed, fault tolerance 
does not appear to be the significant cost. 
The queue is implemented as a collection of separately lockable persistent objects, 
and some breakdown of the costs associated with the use of atomic actions on individual 
persistent objects is given in [20]. 
5.2. Parallel execution 
5.2.1. Measured performance 
The parallel performance of the applications is shown in Fig. 4. 
In the event of slave failure and immediate resumption, or replacement by a spare, 
the failure free execution time is increased by a recovery time due to the loss of aborted 
work. The effect on overall runtime may be mitigated to some extent if the total number 
of tasks is not a multiple of the number of slaves. However in the worst case where 
in a failure free execution all slaves would finish at nearly the same time, the recovery 
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Number of slaves 
fault-tolerant - 
non fault-tolerant ------- 
Fig. 4. Performance of parallel applications, comparing fault-tolerant and non faulttolerant versions for indi- 
cated task sizes. 
time is the cost of between zero and one task executions, the average recovery being 
half of the maximum. A computation with nonuniform tasks may still be characterised 
by a simple average recovery cost, though this may be misleading if the cost varies 
very considerably. If data are cached at a slave which fails, then the slave that takes 
over the aborted task incurs an extra cost in cache misses. If a slave fails and does 
not resume and there is no spare, then the increase in overall execution time depends 
on the exact point of failure, but may be regarded as comprising two components. 
First, there is the cost of redoing the failed task and secondly, the execution of the 
remaining tasks is slowed since there is then one less slave. The time to detect a fault 
depends on the interval between keep-alive probes and timeouts and is not included in 
this calculation as it is not particular to this fault-tolerance structure. 
Table 5 summarises the performance of the parallel implementations, showing for 
each application a measure of the performance achieved and estimate of the average 
recovery time. The table also indicates the total data: input (input), written (put) and 
read (get) collectively by slaves during the computation. 
The execution rate for matrix multiplication and Cholesky factorisation is taken as 
2n3/Tm and n3/3Tm 
with n being 3000 and 4800, respectively, and T, estimated by the lowest observed 
value. 
For all three experiments it is seen that increasing the task size improves the per- 
formance. In the matrix computations, the increase in total data read with decreasing 
block size seems to be the dominant effect. In the ray tracing example little data is 
read, but at 25 and 98Kbyte the task output is not so large as to be bandwidth limited 
and so the larger task is cheaper proportionally. 
Noting that the data format conversion for ray tracing mentioned earlier takes about 
23 and 13 s, respectively, for the task sizes 2 and 8, the performance of this easy 
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Table 5 
Fault-tolerant application parallel performance summa$ 
Ray tracing 
(512*) 
Matrix multiplication 
(30002) 
Cholesky factorisation 
(48002) 
Tasks 
Task size (elements) 
Data (Mbyte) input 
get 
Put 
Single slave time (s) 
Minimum time (s) 
Performance 
Average recovery (s) 
256 64 100 16 136 21 
2 x 512 8 x 512 3002 7502 3002 8002 
Small 144 98 108 
Small 1440 576 1077 466 
6.3 72 98 108 
1502 1237 4406 2928 3498 2528 
519 213 2250 1028 1907 993 
Absolute speedup Maximum execution rate (Mflop/s) 
2.2 5.3 24 53 19 37 
3.0 9.9 22 92 13 60 
a Element sizes are 24 bytes for ray tracing and 8 bytes for the matrix computations. 
application appears promising. The performance of the matrix computations is not 
exciting, though the out of core implementations do exceed the peak performance of the 
lower level in core operations measured at about 33 Mflop/s for matrix multiplication 
and 25 Mflop/s for Cholesky factorisation. 
There is clearly a trade-off between failure free overhead and recovery time. For 
sufficiently large granularity, the cost of fault-tolerance is small, yet gives a significant 
improvement in the event of a failure. 
5.2.2. Expected performance 
Use of the model described in Section 3 entails making appropriate low level 
benchmark measurements of computation, disk and communication primitives and then 
computing tput, etc. Verification of the model may be achieved by making such mea- 
surements for a range of block sizes, but to employ the model to predict the benefit 
achieved through hardware upgrades it is desirable to define an algebraic expression 
for each of the basic parameters. 
For block sizes above 250, the low level transfer rates for local memory to remote 
memory is found to be roughly constant at about 1 Mbyte/s. While not universally true 
it is found for the particular disks used that the cost of read and write access is nearly 
the same for similar block sizes, at about 1.6 Mbyte/s. The cost of accessing local file 
system cache is found to be small and therefore ignored. 
It is possible to estimate an average task computation time for the ray tracing ap- 
plication and thereby estimate performance limits but here attention is focused on the 
two matrix calculations. The computation rates vary for the different matrix primitives. 
In the overall computations however, matrix multiplication dominates and as tuned this 
primitive runs at between 29 and 30Mflop/s for a block size above about 30. For 
simplicity, the rate is assumed to be the same for all primitives and piecewise linear, 
being constant at 30Mflop/s for block sizes above 30 and proportional to the block 
size otherwise. 
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(a) Matrix multiplication (b) Cholesky factorisation 
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Fig. 5. Peak performance of matrix computations for varying block size, comparing measured and expected 
values. 
In summary, for the particular computations and experimental set-up the performance 
model is based on only three parameters. 
a Computation speed P = 30Mflop/s, 
l Network bandwidth C = 1 Mbyte/s, 
l Disk bandwidth D = 1.6Mbyte/s. 
Computation: 
2b3 
tmult = p, 
b3 
tdiv = p, 
b3 
tchol = + 
b2 
tadd = tsub = F. 
Data access: 
tget = tput = 8b2 
It is then possible to compute upper and lower bounds on the expected performance 
of matrix multiplication using (16)-(18) and Cholesky factorisation using (19)-(21). 
respectively. In Fig. 5 the expected peak execution rate is plotted against block size for 
the two matrix computations. Also shown for comparison is the measured performance 
of the non fault-tolerant implementation for a range of block sizes. 
In each of the two examples, the computation structure allows for all three patterns 
of cache reuse described earlier, restricted only by memory configuration. The mea- 
sured results are consistent with those predicted and suggest that some cache reuse is 
occurring. 
In practice the maximum achievable block size is dependent on the size of available 
memory. By deriving the block size in this way, it is possible to identify configurations 
which are likely to allow benefit from cache reuse. 
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It can be shown that perfotmance increases up to a limit for a given block size 
as the overall matrix size increases; intuitively the cost of block writes diminishes 
in significance. This limiting performance can be computed for each of the matrix 
computations. 
The distributed organisation allows considerable freedom in placement of compu- 
tation and storage. For larger-scale examples it is important to consider the use of 
higher bandwidth interconnects such as Fast Ethernet and ATM and the reorganisation 
of data, such as over RAID and or multiple server machines. The model parameters 
P, D and C are conveniently measured or estimated from technical specification for an 
upgraded component allowing performance prediction for the new configuration. For 
example, an upgrade to Fast Ethernet might enable a communications transfer rate of 
lOMbyte/s. If all else remained the same, the matrix multiplication with block size 
750 might achieve up to 160Mflop/s if a block row is cached at the server. If in 
addition, the disk bandwidth were only doubled to 3.2Mbyte/s, the same computa- 
tion might achieve up to 270 Mflop/s. Replacing the HP71 0 machines which host the 
slaves by the HP735 machines which are clocked at 1OOMHz rather than 50MHz may 
be translated to an increase in P from 30 to 60Mflop/s assuming no other architec- 
tural change. This would not affect the achievable execution rate, but would reduce 
the number of machines required. In the example computation, the maximum speed-up 
corresponding to the execution rate of 270Mflop/s falls from about 10 to about 5.5. 
The issues described in this section are more fully explored in [23]. 
6. Summary 
The work described here considers the implementation of certain large-scale com- 
putations each structured as a bag of tasks over a NOW employing persistent objects 
and atomic actions to support fault tolerance. The first application is a public domain 
ray tracing package with moderate demands for space. Experiment suggests that re- 
spectable performance can be achieved if a suitably large granularity is chosen. The 
other two applications are both dense matrix computations where the space requirement 
can exceed available memory. In such a case a model which employs a relatively small 
number of machines logically sharing large secondary storage space has some attrac- 
tion. For this type of execution, a realistic implementation has shown that the cost of 
introducing fault tolerance is small. 
The system described here provides a practical solution to the question as to how 
to exploit commonly available clusters of workstations for running compute and data 
intensive programs by providing much needed support for fault tolerance and moder- 
ate speedup. An approach to predicting limiting performance is demonstrated for the 
two matrix computations. Comparison between measured and expected performance 
suggests that hardware bandwidths limit performance in the existing configuration. 
Modelling hardware upgrades promises much improved performance. Since the toolkit 
developed here does not require any special hardware or software facilities other than 
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those already available, it can readily be adapted to exploit new generations of hard- 
ware. This is demonstrated by a recent implementation on a network of Pentium ma- 
chines connected by Fast Ethernet in [23]. 
The overall conclusion then is that objects and actions as employed in the compu- 
tations described seem to be a convenient way to express fault tolerance in parallel 
applications, and for appropriate scale of computation impose small cost. 
Appendix A. Cholesky factorisation performance 
Function cholesky in Fig. 6 is called by the slave to compute a single block of the 
result matrix. The particular block is identified by the parameters i and j. 
The approach to modelling the single queue configuration is to think of the com- 
putation as if there were a barrier at the point of output of a block on the diagonal 
and at the completion of each block column. Assuming full parallelism is reached, the 
2p - 1 steps are as follows. 
In the first step all processes read the appropriate block of the input matrix, aij and 
in addition, the first process computes Cholesky factor of block a00 and writes it 
out. This is referred to as the initialisation step. 
In the p - 1 even numbered steps starting with the second processes computing 
blocks in the same block column as the diagonal block output in the previous step 
read that diagonal block, perform the required division and output the result block. 
These are referred to as division steps. 
void cholesky (int i, int j) { 
s = A( i, j); 
for (int k=O; k<j; k++) { 
// wait for each block if necessary 
w = G(i, k); 
Y = Gb, k); 
w * = y.transpose(); 
S--W; 
1 
if (i == j) { 
// in place block cholesky 
s.chfactor(); 
} else { 
// wait for block if necessary 
diag = G(j, j); 
// in place block divide 
s.div(diag.transpose()); 
ii ‘t wry e result and mark output block complete 
G(i, j) = s; 
) 
Fig. 6. Function to perform a single task in Cholesky factoristion by bag of tasks. 
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Fig. 7. Data dependencies in Cholesky factorisation. 
l In the remaining p - 1 steps all processes which have not yet output a result, read 
blocks written during the previous step (one if on diagonal or two otherwise) and 
perform a multiplication and subtraction. In addition, one process computes Cholesky 
factor and writes out the result. These are referred to as factorisation steps. 
Fig. 7 shows the pattern of dependencies in this organisation of Cholesky factorisation. 
The computation steps described above for use in modelling the computation above 
are labelled “Init”, “Div” and “Fact”, respectively. 
A. 1. Single slave time 
Since there is no parallelism available, the duration of the first step is always 
Tinit, = f(p + 1)tget + tchol+ tput. (A-1) 
There are p - 1 division steps for columns j = 1 to p - 1. The step corresponding 
to column j entails p-j block divides. The serial time for the jth such step is 
Tdiv(j)l = (p - j)(tget + tdiv + tput) (A.2) 
and the total for all these steps 
P-l 
Tdivl = c Tdiv(j)l 
j=l 
P-l 
= ,g (p - j)(tget + tdiv + tput) 
= $(p - l)(tget + tdiv + tput). (A.3) 
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There are also p- 1 factorisation steps, but for columns j = 2 to p. In each of these 
steps a block multiplication and subtraction is performed for each active block and also 
a single Cholesky factorisation. 
In the step corresponding to column j there are a total of i(p-j+ l )(p-j+2) blocks 
of the output yet to be written. Of these (p - j + 1) lie on the diagonal and therefore 
require only a single block read during the step. The remaining i(p - j)(p - j + 1) 
require two block reads. The serial time for this step is 
T@ct(j)r = (p + 1 -j)2tget + $p + 1 -j)(p + 2 -j)(z~&t + tsub) 
+ tchol + tput 
and the total for all these steps 
Tfact, = 5 Tfact(j)l 
j=2 
(A.4) 
=,${(p+ 1 -j)2tget + $p+ 1 -j)(p+2-j)(tmult + tsub) 
+ tchol + tput} 
= $(p - l)(p - 2)tget + $(p2 - l)(tmult + tsub) 
+ (p - l)(tchoZ + tput). (A.5) 
By summing these three components (A.l), (AS), (A.3) it is possible to derive an 
estimate of the single slave time 
T, = Tinitl + Tdivl + Tfact, 
= $p + 1)tget + tchol + tput + $p - l)(tget + tdiv + tput) 
+ $(p - l)(p - 2)tget + $(p2 - l)(tmuZt + tsub) 
+(p - l)(tchoZ + tput) 
= $p + 1)(2p + 1)tget + $(p2 - l)(tmult + tsub) 
+$-(p - 1)tdiv + p tchol + $(p + 1)tput. 64.6) 
A.2. Minimum parallel time 
A.2.1. Lower bound 
One lower bound on the minimum parallel time is set by hardware bandwidths. 
Tcomm = {(p + 1)(2p + 1)tget + $p + 1)tput. 
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Another is determined by the longest duration task. This may be either the last task 
which computes the bottom right diagonal block or the previous task which computes 
the block just to the left in the same block row. 
T(p, p - 1) = 2p tget + (p - 1) (tmult + tsub) + tdiv + tput 
and 
T(p, p) = p tget + (p - 1 )(tmult + tsub) + tchol + tput. 
The latter is greatest if 
tchol > p tget + tdiv, 
but also trivially for p = 1 since it is then the only task. 
The required lower bound is then the maximum of these separate bounds. 
lwr{ Too} = max{ Tcomm, T(p, p - 1 ), T(p, P>}. 
An alternative lower bound may be defined based on the average task length for use 
when it is not obvious which task is actually longest. 
lwr{TM} = max Tcomm, (A.7) 
A.2.2. Upper bound 
An upper bound on the minimum parallel time may be obtained by pretending that 
there is a barrier after each of the computation steps described above and then summing 
the upper bound on the minimum parallel time for each step. 
The time taken to compute the initialisation step is Tinitl (A. 1). 
An upper bound on the minimum parallel time to compute the division step corre- 
sponding to column j is obtained from (A.2). 
upr{ TdivCj),} = (p - j)(tget + tput) + tdiv . 
An upper bound on the minimum time to compute all such division steps is 
upr{ Tdiv,} = C upr{ Tdiv(j),} 
j=l 
P--l 
= Jg {(P - _d(tget + tput) + tdiu) 
= f(p - l)(tget + tput) + (p - 1)tdiv. (A-8) 
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An upper bound on the minimum parallel time to compute the factorisation step cor- 
responding to column j is obtained from (A.4). 
upr{ Tfact(j)oo} = (p + 1 - j)2tget + tmult + tsub + tchol + tput. 
An upper bound on the minimum time to compute all such factorisation steps is 
upr{ Tfact,} = fl: upr{ Tfuct(&) 
j=2 
= $ {(p + 1 - j)2tget + tmdt + tsub + tchoE + tput} 
= $(p - 1)(2p - 1)tget 
+(p - l)(tmuZt + tsub + tchol + tput). (-4.9) 
Finally, the upper bound on T, is obtained by summing values from (A.l), (A.9), 
(A.8). 
upr{ Too} = Tinitl + upr{ T&v,} + upr{ Tfuct,} 
= ;(p + 1)tget + tchol + tput 
+$I - l)(tget + tput) + (p - 1)tdiu 
+ $(p - l)(@ - l)tget 
+(p - l)(tmuZt + tsub + tchol + tput) 
= $p + 1)(2p + 1)tget + (p - l)(tmuZt + tsub + t&v) 
+p tchol + $(p + 1)tput. (A.lO) 
Appendix B. Cache usage 
The following subsections examine three organisations which have different cache 
reuse patterns for matrix multiplication and Cholesky factorisation. 
B.1. Matrix multiplication 
(1) No attempt is made to benefit from block caching. The memory constraints are 
that a slave needs to perform an in place multiplication and retain a sum to compute 
a block dot product and server memory needs to allow transfer between disk and 
network. 
(2) If the slaves compute successive blocks within the same block row of C, but 
sufficient space exists within server memory, then the current row of blocks of A may 
be retained there through computation of a complete row of C 
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Computation of the first block of a result block row entails 2p disk reads, while 
computation of each of the remaining p - 1 blocks entails p block reads from disk 
and p block reads from server memory. 
Assuming the storage is actually in server file system cache which employs LRU 
replacement policy, it will not allow retention of the desired block row of A unless 
there is space for almost all of the block columns of B which are required by j 
concurrent slaves. The memory requirement is therefore for p(1 +j) blocks. 
However, if the caching were done at the application level, by specifically indicating 
which blocks to cache, the server would need sufficient memory to accommodate a 
single block row plus one block to allow access to blocks of B. 
(3) If the overall size of the operand matrices is small enough then both may be 
accommodated in server memory. 
The number of unique blocks, and therefore the number of block reads which must 
be from disk, is 2p2. The remainder 2p*(p - 1) must all be of already read, and 
therefore cached blocks. 
B.2. Cholesky factorisation 
(1) No attempt is made to benefit from block caching. The memory constraints are 
that a slave needs to perform an in place multiplication and retain an accumulator 
block and also to perform an in place block factorisation. Server memory needs to 
allow transfer between disk and network. 
(2) If the slaves compute successive blocks in the same block column, then they all 
read the block row which contains the active block on the diagonal. For the jth block 
column, there are j( 1 + 2(p - j)) total block reads, of which j(p - j) are repeats. If 
the appropriate number of blocks may be accommodated in server file system cache, 
then it is reasonable that they should be reused. 
The complication however is that the number of blocks which must be cached 
changes during the computation, as the active point moves along the diagonal to the 
bottom right of the matrix. Firstly the number of blocks in the row containing this point 
increases. Furthermore the number of entries in the corresponding column decreases so 
that if a constant number of slaves is working on the computation then eventually they 
will be working on more than one block column thus necessitating caching of more 
than one row. It is therefore not straight forward to determine the amount of memory 
required for this pattern of computation to be achieved, but it seems reasonable to 
assume that the space required will be substantially less than is required to retain the 
complete input data. 
For a given memory size it is quite possible that all required entries in a block row 
would be cached during early stages. Later as the computation progresses there may 
be insufficient space. 
(3) If the matrix is small enough, then it may all be accommodated in server file 
system cache and only the first read of any block accesses disk. If no caching is done 
by the slaves, then this scenario provides an upper bound on performance. The number 
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of disk reads is then equal to the number of unique blocks read, which is f(p + 1). 
All remaining reads may be assumed to be from server cache. The number of such 
reads is f(p + 1)(2p + 1) - $(p + 1) or f(p2 - 1). 
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