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 Wireless capsule endoscopy (WCE) is a state-of-the-art technology to receive images of 
human intestine for medical diagnostics. In WCE, the patient ingests a specially designed electronic 
capsule which has imaging and wireless transmission capabilities inside it. While the capsule travels 
through the gastrointestinal (GI) tract, it captures images and sends them wirelessly to an outside 
data logger unit. The data logger stores the image data and then they are transferred to a personal 
computer (PC) where the images are reconstructed and displayed for diagnosis. The key design 
challenge in WCE is to reduce the area and power consumption of the capsule while maintaining 
acceptable image reconstruction.  
 In this research, the unique properties of WCE images are identified by analyzing hundreds 
of endoscopic images and video frames, and then these properties are used to develop novel and 
low complexity compression algorithms tailored for capsule endoscopy. The proposed image 
compressor consists of a new YEF color space converter, lossless prediction coder, customizable 
chrominance sub-sampler and an efficient Golomb-Rice encoder. The scheme has both lossy and 
lossless modes and is further customized to work with two lighting modes – conventional white 
light imaging (WLI) and emerging narrow band imaging (NBI). The average compression ratio 
achieved using the proposed lossy compression algorithm is 80.4% for WBI and 79.2% for NBI 
with high reconstruction quality index for both bands. Two surveys have been conducted which 
show that the reconstructed images have high acceptability among medical imaging doctors and 
gastroenterologists. 
 The imaging algorithms have been realized in hardware description language (HDL) and 
their functionalities have been verified in field programmable gate array (FPGA) board. Later it was 
implemented in a 0.18 μm complementary metal oxide semiconductor (CMOS) technology and the 
chip was fabricated. Due to the low complexity of the core compressor, it consumes only 43 µW of 
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power and 0.032 mm2 of area. The compressor is designed to work with commercial low-power 
image sensor that outputs image pixels in raster scan fashion, eliminating the need of significant 
input buffer memory.  
 To demonstrate the advantage, a prototype of the complete WCE system including an 
FPGA based electronic capsule, a microcontroller based data logger unit and a Windows based 
image reconstruction software have been developed. The capsule contains the proposed  low 
complexity  image compressor and can generate both lossy and lossless compressed bit-stream. The 
capsule prototype also supports both white light imaging (WLI) and narrow band imaging (NBI) 
imaging modes and communicates with the data logger in full duplex fashion, which enables 
configuring the image size and imaging mode in real time during the examination. The developed 
data logger is portable and has a high data rate wireless connectivity including Bluetooth, graphical 
display for real time image viewing with state-of-the-art touch screen technology. The data are 
logged in micro SD cards and can be transferred to PC or Smartphone using card reader, USB 
interface, or Bluetooth wireless link. The workstation software can decompress and show the 
reconstructed images. The images can be navigated, marked, zoomed and can be played as video. 
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Chapter 1: Introduction 
1.1 Overview of Wireless Capsule Endoscopy 
The commonly used flexible endoscopes enable diagnosis inside esophagus, stomach and some part 
of small intestine, however, the largest portions of the small intestine are still difficult to reach. The 
pain and discomfort caused by the flexible endoscope reduces the interest of many patients to 
undergo for such a procedure.   
 The recently introduced  wireless capsule endoscopy (WCE) ) [1][2][3][4][5][6][7][8] 
technique has a major impact in the field of endoscopy as it can greatly reduce the level of patients 
discomfort and also can reach the small intestine of the gastrointestinal (GI) tract. Before the 
introduction of WCE, it was impossible for medical doctors (gastroenterologists) to examine tissues 
of the small intestine without performing a surgical operation.  
 In WCE, after several hours of fast, the patient ingests a vitamin-sized electronic pill, which 
passes through the GI tract by peristalsis. While travelling through the GI tract, the pill takes images 
and  transmits image data wirelessly to a portable data logger unit attached to a belt, around the 
patient‟s waist. During the procedure, patients are free to conduct their daily activities such as  
walking, sitting, driving etc. However, the patient should avoid strenuous physical activity, especially 
if it involves sweating, and should not bend or stoop during the procedure. After 8 - 10 hours, the 
battery life of the capsule runs out and the image data stored in the data logger are transferred to a 
workstation or a personal computer (PC) where the images are reconstructed and displayed for 
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medical diagnosis. Generally, the capsule comes out from the body naturally after two to three days 
[9]. The typical WCE system is shown in Figure 1.1. 
 
Figure 1.1 A typical wireless capsule endoscopy system 
 In some flexible wire endoscopy, several changeable light modes are used, such as white light 
imaging (WLI) and narrow band imaging (NBI). The WLI, where white light is used to illuminate 
the GI surface, is the most commonly used imaging mode. In the NBI mode, two discrete bands of 
lights are generally used – one blue and one green, with center wavelength at 415 nm and at 540 nm 
namely. Narrow band blue light displays superficial capillary networks, while green light displays the 
vessels and when combined, offer an extremely high contrast image of the tissue surface 
[10][11][12]. 
1.2 Motivation 
Our key focus in this research project is mainly on the design of the image compressor of the 
capsule. The capsule runs on button batteries that need to supply power for about 8-10 hours [1]. 
Without image compression, the radio frequency (RF) transmission generally consumes more than 
60% of the total power budget of the capsule [13]. An efficient image compressor can reduce the 
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amount of data that need to be sent and thus save the RF transmission power. However, the image 
compressor itself should be low-complexity hardware, so that it does not consume a significant 
amount of power and area. The smaller the area of the compressor, the smaller the size of the 
capsule can be made and small capsule is more comfortable for the patients to swallow. Saving 
power will also provide longer battery life, which helps to prevent incomplete examination [1] of the 
GI tract. Moreover, saving area and power will give the opportunity to add additional features (such 
as robotic capability [14][15][16][17][18], 3D imaging [19], multi-camera [20], increasing the captured 
image size and rate, etc.) to the capsules. This is why a low-cost (area and power) compressor is 
essential for endoscopic capsule.  
 To evaluate the performance of the compressor in a realistic scenario, animal testing of the 
capsule is required. For this reason, a working prototype of the capsule, (where the proposed 
compressor is implemented) is necessary. The complete WCE system will give the opportunity to 
examine the performance of different components of the system and understand their behaviour 
such as compatibility or any unknown issues. In this work, a prototype of the WCE system 
consisting of the electronic capsule, data logger unit and workstation software is developed and 
tested in animal intestine.  
1.3 Thesis Objective 
The key design challenge of endoscopy capsule is to reduce the area and power consumption of the 
hardware while maintaining acceptable image quality. The main goals in this research project are to 
develop low-complexity image compression algorithms on the basis of analyzing the unique 





Considering the existing literature and application need, the following research objectives are set. 
 To develop a compression algorithm that must be low complexity and should consume ultra 
low area and power as the battery life is limited.  
 To design a compression algorithm which must be able to reduce the data sufficiently in 
order to fit into the limited bandwidth of the RF transceiver and to save power.  
 To tune the compression algorithm to support both WLI and NBI imaging modes. 
 To design the image compressor that should be able to produce output bit stream in both 
lossy and lossless modes. 
 To measure the quality of the lossy reconstructed images using objective or mathematical 
methods [21] and they should have good quality indexes. Along with mathematical methods, 
the quality of the reconstructed images need to be assessed by professional medical imaging 
doctors visually for acceptability.  
 To develop a compete WCE system consisting of an electronic capsule, a data logger unit 
and a PC software in order to demonstrate the advantage of the system in real-world 
environment and also to test the system in animal intestine. 
 To investigate the performance of different components (such as image sensor, LED, RF 
transceiver, battery etc.) of the WCE system and to understand their behaviour such as 
compatibility, any unknown issues, etc.  
 
1.4 Thesis Organization 
The thesis is structured in five parts with nine chapters. A brief description of each of the parts and 





Part I: Preface includes: 
 Chapter 1: Introduction presents the overview of wireless capsule endoscopy system, the 
motivation of the thesis, thesis organization and contributions. 
 Chapter 2: Research Background discusses the related literature works on compressor design of 
endoscopy capsule and prototype development of different units of WCE system. 
 
From this point, the thesis presents the original research. 
Part II: Image Compressor Design for Capsule Endoscopy includes: 
 Chapter 3: Lossy Compressor Design analyses endoscopic images and proposes a novel color 
space for better WCE image compression. Then a lossy image compressor is proposed, its 
computational complexity and simulation results are presented and compared with other literature 
works. The results of two subjective evaluation surveys participated by several professional medical 
imaging doctors on the quality of the reconstructed images are also presented. The hardware 
architecture of the proposed compressor, its verification in FPGA board and its ASIC 
implementation results are also discussed in this chapter. 
 Chapter 4: Lossless Compressor Design discusses a lossless version of the proposed compressor. 
The complexity analysis, simulation results, and hardware architecture of the lossless compressor are 
also discussed.  
 
Part III: Prototype Design includes: 
 Chapter 5: Endoscopy Capsule discusses the complete design of a miniature FPGA based 
capsule prototype, where the proposed image compressors are implemented. The design criteria of 
the capsule, its architecture, and results are presented in this chapter.   
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 Chapter 6: Data Logger discuses the design of a data logger for WCE application. This 
chapter also discusses about the design criteria, the data logger's hardware and software architecture 
and results.  
 Chapter 7: Workstation Software presents the architecture of the PC software where the images 
are decoded and displayed as video. 
 Chapter 8: Animal Testing presents the experiments conducted in pig's intestine with the 
developed WCE prototype. The captured intestine images taken by the capsule prototype are also 
shown in this chapter. 
 
Part IV: Conclusion includes: 
 Chapter 9: Summary and Future Work presents the summary and discussion of this research 
and also points some related future works.  
1.5 Research Contribution 
In this research,  a low-complexity image compression algorithm for capsule endoscopy is 
developed. It consists of a novel color space, referred as YEF, and differential pulse coded 
modulation (DPCM) followed by optimized Golomb-Rice coding. Based on the nature of 
endoscopic images, several sub-sampling schemes on the chrominance components are applied. The 
proposed compressor is tuned to work with both white light imaging (WLI) and narrow band 
imaging (NBI). Both lossy and lossless version of the algorithm are presented. The average 
compression ratio achieved using the proposed lossy compression algorithm is 80.4% for WBI and 
79.2% for NBI with high reconstruction quality index for both bands. Two surveys have been 
conducted which show that the reconstructed images have high acceptability among medical 
imaging doctors and gastroenterologists. 
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 The imaging algorithms have been realized in hardware description language (HDL) and 
their functionalities have been verified in field programmable gate array (FPGA) board. Later it was 
implemented in a 0.18 μm complementary metal oxide semiconductor (CMOS) technology and the 
chip was fabricated. Due to the low complexity of the core compressor, it consumes only 43 µW of 
power and 0.032 mm2 of area. The compressor is designed to work with any commercial low-power 
image sensor that outputs image pixels in raster scan fashion, eliminating the need of significant 
input buffer memory.  
 A prototype of the complete WCE system including an FPGA based electronic capsule, a 
microcontroller based data logger unit and a Windows based image reconstruction software have 
been also been developed in this work. The capsule contains the proposed  low complexity  image 
compressor and can generate both lossy and lossless compressed bit-stream. The capsule prototype 
also supports both WLI and NBI modes and communicates with the data logger in full duplex 
fashion, which enables configuring the image size and imaging mode in real time during the 
examination. At the time of writing this thesis, the commercial capsules [22][23][24] does not 
support NBI mode and communicates with data logger in half duplex fashion (data transfer from 
capsule to data logger only), thus real time configuration of image size, mode, light intensity etc. by 
sending command to the capsule are not possible during examination. The developed data logger is 
portable and has a high data rate wireless connectivity including Bluetooth, graphical display for real 
time image viewing with state-of-the-art touch screen technology. The data are logged in micro SD 
cards and can be transferred to PC or Smartphone using card reader, USB interface, or Bluetooth 
wireless link. The workstation software can decompress and show the reconstructed images. The 
images can be navigated, marked, zoomed and can be played as video. Finally, ex-vivo testing of the 
WCE system has been done in pig's intestine and several images have been captured by the 
prototype system to validate its performance. 
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 A list of publications and patent applications is shown in Appendix A and B which are 







Chapter 2: Research Background  
The promise of WCE has sparked the interest among several industries and university research 
groups in order to advance the technology. The first commercial WCE system, PillCam, was 
developed by Given Imaging in the year 2000 [22].  It was approved by the Food and Drug 
Administration (FDA) [25] in 2001. For the detection of damage or disease in esophagus, small 
intestine and colon, Given Imaging introduced PillCam ESO, PillCam SB and PillCam COLON namely 
[22]. Several other products [23][24] also came to market recently.  
 
There have been significant amount of works reported on image compression algorithms for 
endoscopy capsule and on WCE prototype development. They are briefly discussed below. 
2.1 Compressor design 
In [26][27][28][29][30][31][32][33], Discrete Cosine Transform (DCT) based image compressors are 
proposed. In DCT based image compressors, 4 × 4 or 8 × 8 pixel blocks need to be accessed from 
the image sensor. However, commercial CMOS image sensors [34][35][36] send pixels in a row-by-
row (i.e., raster-scan) fashion and do not provide buffer memory. So, to implement these DCT-
based algorithms, buffer memory needs to be implemented inside the capsule to store an image 
frame. In order to start processing of the first 8 × 8 block of a 256 × 256 size image, the compressor 
has to wait until the first 8 × 8 block is available, that is 256 × 7 + 8 = 1800 pixels (assuming 
progressive scan). Hence, a 5.3 kB buffer memory may seem enough (assuming 24 bits per pixel for 
a color image). However, without the full size buffer memory (i.e., 192 kB), the image sensor needs 
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to be stopped (or paused) until the stored pixels are processed, as the image compressor would still 
be busy processing those pixels and there would be no additional memory available to store new 
pixels. The feature to pause in operation of sensors in the middle of a frame transmission is not 
commonly found in commercial image sensors. A possible solution to the problem is to use two 
buffer memory of size 5.3 kB, so that while the compressor works with pixels of one buffer, the new 
pixels continuously coming from the image sensor are stored in the other buffer. However, one 
needs to make sure that there is no timing violation between the compression time and input data-
rate. Besides, the buffer memory takes large area and consumes sufficient amount of power which 
can be a noticeable overhead. For instance, a 256 kB customer owned tooling (COT) memory 
consumes 60 mW of power [37]. Moreover, the computational cost associated in such transform 
coding (i.e., multiplications, additions, data scheduling, etc.) results in high area and power 
consumption.  
 Other compression algorithms such as LZW [38] need content addressable memory (CAM) to 
build, as well as store the coder dictionary [39]. In [40], the design of an image compressor based on 
prediction and Huffman coding is discussed. To implement Huffman compression algorithm, 
memory is also required for Huffman table [41]. In [42], a compressor based on compressed sensing 
theory is described, which is a subset of transform coding; as a result, the issues with transform 
coding still remain. In [43], a lossless electrocardiogram compressor based on prediction and 
Golomb-Rice [44] coding is described. In [45], a DPCM and Wavelet based compression algorithm 
is proposed. The Wavelet transform needs to access pixels in blocks, therefore the issue of buffer 
memory is there, and also Wavelet transform is computationally expensive for capsule endoscopy 
application. 
 Among many image compression standards, JPEG-LS [46][47] can be a good choice for 
compression for endoscopic capsule application, because it can work with pixels coming in raster-
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scan fashion, it does not need to buffer the whole image in memory and it is simpler to implement 
in hardware. In [13][48], design of image compressors based on JPEG-LS  algorithm are described. 
However, it needs memory to store at least one row of the image to support for various prediction 
modes. Besides, it needs approximately 1.9 kB register arrays to store other key control parameters 
and contexts of JPEG-LS [49][50]. 
 There are some commercial image sensors available which have built-in compression engine 
[51][52]. However, the physical size and power consumption of these products are still high. For 
instance, the typical current consumption of [51] and [52] are from 80 to 100 mA, which is 
extremely high for capsule endoscopy application. There are some commercially available ASICs 
[53] which supports compression engine. However, still they consume power in the range of 40 mW 
to 230 mW which is not good enough for capsule endoscopy application. Note that, for a capsule to 
run for 8 hours with 195 mAh button battery, the entire capsule hardware (which includes image 
sensor, compressor, control unit, LED, RF transceiver etc.) can maximum consume total 24 mA 
current. 
 From the above discussion, it is found that the compressors presented in the literature are 
still computationally expensive for capsule endoscopy application. In order to save area and power, 
research needs to conducted on designing a low complexity and ultra low power compressor which 
is customized for capsule endoscopy application.  
 
2.2 Prototype development 
A complete WCE system prototype consists of an endoscopic capsule, a data logger and 
workstation/PC software. The related works of these three units are briefly described below. 
13 
 
 Endoscopy capsule 2.2.1
In the literature, several capsule prototype works are reported based on field programmable gate 
array (FPGA) and application specific integrated circuit (ASIC) technology. The work in [54] 
presents a development system based on FPGA that was specifically designed for testing the entire 
electronics to be integrated in an endoscopic capsule. The implemented compressor is based on 
integer version of discrete cosine transform (DCT) and it needs the buffering of the entire image 
frame in an external SRAM which will consume significant amount of area and power in real world 
implementation. In [55], a demo prototype of a wired-endoscopy is developed using a commercial 
CMOS image sensor connected with a FPGA board by 1.5 meter cable. The prototype is then tested 
during ex-vivo and in-vivo experiments on a porcine model. A prototype with six cameras, FPGA and 
flash memory is presented in [20]. The captured image data are saved in the flash memory inside the 
capsule instead of being transmitted outside human body wirelessly. Storing image data inside 
capsule flash makes the system less attractive from practical implementation. The doctor needs to 
wait for an uncertain amount of time to get the image data. Capsule retention problem may cause 
even 15 days to evacuate the capsule naturally [56]. Moreover, the receiving of the capsule from 
human dropping is not a hygienic and efficient way. In [13], an ASIC based capsule prototype is 
discussed. However, the work does not provide any animal testing results to evaluate the actual 
performance of the prototype in the real world. In [57], an NBI image sensor for CE application is 
proposed. The work in [58] proposes a capsule prototype focusing on the design of a 20 Mbps RF 
transceiver.  
 Several capsule prototype works are also found based on commercial microcontrollers and 
other off-the-shelf components. The work in [59] discusses a basic level capsule prototype using 
CMOS analog video camera, a TV modulator IC, a helical antenna, and a lighting system with 4 
white LEDs. In [60], a wireless endoscope system is developed with embedded Linux technology 
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and the ARM microprocessors. A digital CCD image sensor (MT9D111) is used to acquire images, 
and  an image compressor (ADV202) is used to compress the acquired images to JPEG2000 format. 
In [32], a capsule prototype made of commercially available components such as CMOS image 
sensor with an integrated JPEG compression engine, ARM 32-bit Cortex™-M3 micro-controller, 
and an RF transceiver module is presented. In [61], a capsular endoscopy prototype with autofocus 
function is developed with a microcontroller (CC2430), a commercial camera (MO-S588) and IEEE 
802.15.4 compliant transceiver.  A liquid lens (ARCTIC 416) is used to adjust the overall focal 
length. However, these microcontroller based systems make the prototype bulky and power hungry, 
which does not meet the key design challenges of the capsule hardware.  
 At the time of writing this thesis, the commercial capsules [22][23][24] does not support NBI 
mode and communicates with data logger in half duplex fashion (data transfer from capsule to data 
logger only), thus real time configuration of image size, mode, light intensity etc. by sending 
command to the capsule are not possible during examination. 
 From the above discussion, it is found that there is lack of work on the design and 
development of capsule prototype, which is modular, programmable, small size and suitable for 
doing animal testing. So, research needs to be conducted on designing a fully functional prototype 
which is flexible in design so that various imaging algorithms can be tested, supports several imaging 
modes such as WBI and NBI, configurable during examination in real time, and can be tested in 
animal intestine to validate its performance. 
 Data logger 2.2.2
In the literature, several works are found related to data logging for medical applications. Many 
works are found for logging electrocardiogram (ECG) signals. In [62], the design of a data logger is 
discussed which converts the analog ECG signals to digital and stores them in 20 MB flash memory 
cards. An ECG signal data logger with custom designed ASIC controller for multimedia card 
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(MMC) is discussed in [63]. In [64], the design of a microcontroller based portable data-logger for 
medical application is described which contains three-electrode ECG circuit, three accelerometers, a 
pressure sensor and a temperature sensor. The module can store data in 4 Mbit flash memory in 
real-time or can send data to PC by a wired serial interface. A low power and small size design of an 
ECG signal recorder is described in [65] for the purpose of long-term portable recording. Data are 
stored in SD card and can be transferred to PC by an isolated RS232 interface. The work in [66] 
presents an IP core for FPGA-based ECG data transmission using wired telephone line through 
modem interface. Note that, the above discussed data loggers receive data from body sensors using 
wired connections which is not comfortable for patients. In [67], an ARM microcontroller based 
wearable heart rate monitor system is described. It gathers ECE data and sends the data to a nearby 
PC wirelessly using Bluetooth. It does not have internal storage memory and thus the patient's 
movements are restricted near the host PC. 
 In [68], a fetal and maternal heart beat signal recorder is discussed which detects signals 
using skin electrodes, converts them to digital and stores in temporary SRAM for later transfer to 
PC by RS232 interface. In [69], fetal movements are recorded continuously on several pregnant 
patients using fetal movement acceleration measurement (FMAM) recorder to study its suitability in 
long-term home monitoring application. 
 In [70], a data logger unit for storing galvanic skin response (GSR) for autistic patients is 
discussed. The data logger receives data using RS232 interface and stores it in 16 MB EEPROM. A 
portable data logger with three body-fixed inertial sensors for monitoring the physical activities of 
Parkinson‟s disease (PD) patients is proposed in [71]. In [72], a microcontroller based data-logger is 
implemented by using a four-channel ADC to measure sweat activity. Data are stored in an 
EEPROM with the capability of storing data for over two days when one measurement is taken per 
minute. An RF transceiver is used to export the data to a monitoring host PC. A wireless data logger 
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for recording human movements is discussed in [73]; however the data logger is not portable as it 
takes power from house AC line supply, thus restricts the patient‟s movement near to the data 
logger. In the work of [74], a Java2 based software for cell phone is developed to store laboratory 
data, such as blood pressure, BUN (blood urea nitrogen), creatinine, Hb A1c (glycosylated 
hemoglobin), and other pertinent comments, into a cell phone memory. However, the cell phone 
does not have any sensor connected with it for automatic data acquisition. 
 Most of the data loggers presented in the literature have wired connection with bio-sensors, 
which is not comfortable for patients. Moreover, due to absence of sufficient storage capacity, 
wireless link, and graphical display unit, these loggers cannot be efficiently used for logging data of 
wireless capsule endoscopy. So, there is a opportunity for doing research in designing data loggers 
for capsule endoscopy which should have all the necessary resources for such application.   
  
 Workstation software 2.2.3
After endoscopy image data are transferred to PC, then data are decoded and displayed. In [75][76], 
automatic segmentation and detection of endoscopic video is discussed. An image enhancement 
method, referred as Fuji Intelligent Color Enhancement (FICE) technology [77], decomposes 
images by wavelength, then directly produces enhanced and high contrast pseudo mucosal images.  
 The related works provide some algorithms for image segmentation and enhancement 
without providing a complete architecture of the workstation software. In this thesis, a software 
architecture for WCE system is proposed and developed. Further research on image segmentation 








Part II: Proposed Image Compression 





Chapter 3: Lossy Compression Algorithm 
3.1 Introduction 
The key design challenge in WCE is to reduce the area and power consumption of the capsule while 
maintaining acceptable reconstructed image quality. The main goal in this research is to construct 
low-complexity image compressors on the basis of analyzing the unique properties of endoscopic 
images. Based on the analysis, both lossless and lossy compression algorithms for capsule endoscopy 
have been introduced. In this chapter, the proposed lossy compression algorithm is discussed. 
3.2 Design requirements 
Considering the existing literature and the application need, in this work, the following design 
requirements for the compressor have been set: 
 The capsule must consume low power as the battery life is limited while it travels through the 
intestine. Hence, focus is made on compression algorithms with low complexity and low 
power. Saving power will also provide longer battery life, which helps to prevent incomplete 
examination [1] of the GI tract. Moreover, saving power will give the opportunity to increase 
the resolution of the image and the frame per second (FPS) of the sensor.  
 The area is a critical issue for the capsule. Memory consumes significant silicon area and 




 The compressor should be able to work with commercially available CMOS image sensors 
[34][35][36] which send data in raster-scan fashion.  
 For an accurate diagnosis, the quality of the reconstructed image is important. It has been 
reported that a minimum peak-signal to noise ratio (PSNR) of 35 dB in the reconstructed image 
quality is required for accurate diagnosis [78][79]. A new evaluation criterion, known as 
structural-similarity index (SSIM) [80], tells about the shape and has become popular in these 
days. Among other image quality assessment indexes, visual information fidelity (VIF) [81] and 
visual signal to noise ratio (VSNR) [82] are reported to have performed well in assessing 
texture[21]. Therefore, the image processing algorithm to be used in the capsule should be 
able to reconstruct images with high PSNR, SSIM, VIF, and VSNR indexes.  
 The reconstructed images should be considered acceptable when evaluated (visually) by 
professional medical imaging doctors.  
 The compression algorithm must be able to reduce the data to be sent by the transmitter in 
order to fit into the bandwidth of the transceiver and save power.  
 Finally, the compression algorithm should support both imaging modes – WLI and NBI, and 
equally produce high quality reconstruction with high degree of compression. 
3.3 Analysis of endoscopic images  
In order to develop an efficient and low-cost image compression algorithm tailored for capsule 
endoscopy, first investigate the unique properties of WCE images are investigated first. 100 WLI 
(taken from 20 different positions from larynx to anus of the GI tract) and 15 NBI endoscopic test 
images [83] have been analysed to find the properties of the images. Moreover, several video 
sequences [2] (consisting of total 1,698 frames) are also used in this study. The conclusions of the 




 Color space conversion 3.3.1
In this section, a novel color space, YEF, is introduced which is suitable for WCE image 
compression and efficient for hardware implementation. In YEF, the luminance is stored in Y 
component, E stores the difference between luminance and green component, and F stores the 
difference between luminance and blue component. The relationships are shown (3.1), (3.2) and 
(3.3).  
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 From (3.1), (3.2) and (3.3),  it is observed that the conversion between color spaces involves 
only a few additions and divisions by numbers which are powers of 2, which can be implemented by 
shift operations in digital hardware. In Figure 3.1, a typical WLI and a NBI endoscopic image are 
shown. In Figure 3.2, the 3D plots of all component values (i.e., red, green and blue) for different 
pixel positions of both the WLI and the NBI endoscopic images are shown. From the plots,  it can 
be seen that in RGB plane, the changes in pixel values are high, which means that there is more 
information contained in the three components. Figure 3.3 shows the intensity distribution after 
converting to YEF. It can be seen from Figure 3.3 that there is less change in pixel values in 
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Figure 3.3 Intensity distribution of Y, E, and F components: (a) WLI; (b) NBI 
  
 The motivation for the YEF color space comes from the fact that, endoscopic images 
generally exhibit dominance in red color with the absence of significant green and blue components. 
As it have been seen in our experiment that, in most cases, the intensity distribution of green in 
endoscopic images is very similar to that of blue component (as seen in Figure 3.2 ). The experiment 
has also shown that the intensity distribution of luminance (Y) has similar pattern of green and blue 
components (as seen in Figure 3.2 and Figure 3.3) – thus, subtracting green and blue components 
form the luminance will produce differential pixel values of almost equal numbers.  The minimum 






Table 3.1: YEF ranges 
 Min Max 
Y 0 
 
when R = 0, B = 0, G = 0 
255 
 








when R = 255, B = 0, G = 255 
F 64.25 
 




when R = 255, B = 255, G = 0 
  
 In Table 3.2, the average standard deviation and entropy [84] for both WLI and NBI 
endoscopic images for several color components are shown. 100 WLI and 15 NBI images have been 
used in this experiment. From Table 3.2, it is seen that the YEF color space has the lowest standard 
deviations and entropy in chrominance components which indicate that YEF color space is a strong 
candidate for the compression of WCE images. In Table 3.3, the average standard deviation and 
average entropy of YEF color components for several WCE video sequences (consisting of total 
1,698 frames) are shown; these results are similar to Table 3.2. 
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Table 3.2 Average standard deviation and entropy of color components 
 





WLI NBI WLI NBI 
RGB 
R 46.6 44.1 7.1 7.2 
G 39.4 39.6 7.0 7.0 
B 34.7 36.1 6.7 6.9 
YUV [86] 
Y 34.3 34.6 6.8 6.8 
U 7.0 3.0 4.4 3.2 
V 9.6 5.6 4.9 4.1 
YCoCg [87] 
Y 38.8 39.5 7.0 7.0 
Co 13.9 7.0 5.5 4.5 
Cg 5.3 3.3 4.1 3.6 
YEF 
Y 38.8 39.5 7.0 7.0 
E 2.7 1.7 3.2 2.6 
F 4.7 2.1 3.9 2.8 
 
Table 3.3: Average standard deviation and entropy of WCE video in YEF color components 
Mode Video Avg. StdDev Avg. Entropy 
(bits/pixel) 
Y E F Y E F 
WLI 
Video-1 (99 frames) 
30.4 1.7 3.3 6.8 2.7 3.6 
Video-2 (97 frames) 
22.7 1.1 3.2 6.5 2.2 3.6 
Video-3 (97 frames) 
25.4 1.5 3.3 6.5 2.5 3.6 
Video-4 (97 frames) 
21.7 1.3 2.6 6.3 2.4 3.3 
Video-5 (97 frames) 
27.1 2.4 4.2 6.6 3.1 3.9 
NBI 
Video-1 (889 frames) 
32.3 1.3 2.2 6.9 2.2 3.1 
Video-2 (322 frames) 
46.3 1.7 2.1 7.4 2.7 2.9 
  
Note that, the proposed color space does not neglect the chrominance information. The YEF color 
space is just another representation of the RGB color space which is more suitable for compression 
and theoretically lossless. YEF color components can be brought back to RGB color components 
using (3.4).  
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 When (3.1), (3.2) and (3.3) are implemented in digital hardware, minor variations in the pixel 
values may occur due to the rounding of fractions to integers. The YEF color space can be made 
fully reversible (i.e. reconstructed image is numerically identical with original image) by adding 3 
more extra bits for storing fraction along with the 8 bits for integer as shown in Table 3.4. Here 
overall PSNR is calculated using (3.15). 
Table 3.4: Average image quality index for different data bit length 










9 (8+1) 58.13 75.63 0.9932 0.9989 
10 (8+2) 98.60 97.83 0.9972 0.9997 
11 (8+3) ∞ ∞ 1.0000 1.0000 
 Sub-sampling 3.3.2
Next, the characteristics of both WLI and NBI endoscopic images have been analyzed so that the 
advantages of the unique features can be used and accordingly develop an efficient compression 
algorithm. For this purpose, three images of different types: a standard image (“mandrill”), a WLI 
endoscopic image and an NBI endoscopic image (as shown in Figure 3.1) are analyzed. The 
histograms are shown in Figure 3.4 and Figure 3.5.  Now, comparing Figure 3.4 with Figure 3.5 and 
also from the results of Table 3.2 and Table 3.3, it is seen that the variations of E and F components 
in endoscopic images are narrower than that of the standard image.  It is due to the color 
homogeneity of the endoscopic images. This observation leads to the choice of sub-sampling  
[88][89]. From this analysis, it is found that the E and F components can be heavily sub-sampled 
(e.g., YEF811, YEF812, etc.) for achieving higher compression ratio without losing the image 
quality. For example, YEF812 sub-sampling means that for every eight Y components, one E 
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component and two F components are sampled as shown in Figure 3.6. Sub-sampling is done in 
horizontal direction only. It should be noted that, sub-sampling to Y component would lead to 
heavy loss in the reconstruction of final image; hence Y is not sub-sampled in any stage of the 
algorithm. 
 

















Figure 3.6 YEF812 sub-sampling scheme 
 In addition, the endoscopic images are analyzed by human doctors visually. The human eye 
is very sensitive to small changes in brightness (Y) but not to small changes in color. Thus, losing 
information in the chrominance components compresses the image while introducing distortions to 
which the eye is not sensitive [85].  
 Differential pulse coded modulation (DPCM) 3.3.3
In endoscopic images, the component values change gradually and slowly. The difference between 
the component values of two consecutive pixels is generally small as sharp edges are rare in 
endoscopic images. The change in component values (dX) with respect to its adjacent left pixel in 
any row is given by (3.5):  
 
1,,.  crcrcr XXdX           (3.5) 
 
where, Xr,c is the pixel value at row r and column c, and Xr,c-1 is its adjacent left pixel value. X can 
represent Y, E, or F component values. Figure 3.7 shows the changes in dX for a standard image 
and as well as for an endoscopic image. From Figure 3.7, it is seen that small changes in pixels values 
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occur in endoscopic images. Here, the average absolute difference (AAD) is used as shown in (3.6) 




















              (3.6) 
 
where, M and N are the image width and height namely; x is the original component value. The 
average AAD for 100 test WCE images are also shown in Table 3.5. The results are consistent with 
Figure 3.7, as it is found that in general, the difference in pixel (dX) with respect to the adjacent left 
pixel is very small in endoscopic images compared to that of standard images. As a result, the 
DPCM is a good choice [85]. The block diagram of DPCM is shown in Figure 3.8. It should be 
noted that, DPCM (no quantization is used) is a lossless encoding scheme with little computational 





































Figure 3.8 Block diagram of DPCM (a) encoder; (b) decoder  
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Table 3.5: Avg. absolute difference in consecutive pixel values 
 WCE 
image #1 
Baboon Lena 100 WCE 
images 
dY 2.87 15.23 8.28 4.21 
dE 0.30 1.56 0.97 0.19 
dF 0.26 2.99 1.30 0.19 
 Variable length coding  3.3.4
The next step is to find a suitable variable-length encoding scheme which is efficient in coding and 
also less error-prone. For this purpose, the dX values of Y, E, and F components are analyzed. The 
histograms of dY, dE and dF of one WLI and one NBI endoscopic image are shown in Figure 3.9. 
These plots show a two sided geometric distribution. In the case of geometric distribution, the 







Figure 3.9 Histogram of dX for an endoscopic image: (a) WLI; (b) NBI 
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 The Golomb-Rice code is a simpler version of the Golomb code, which is easier to implement 
in hardware than the original version, but has similar compression efficiency [85]. Hence, it have 
been chosen to encode dX. Since, dX can be either positive or negative, and Golomb-Rice code can 
work only with positive integers, the field of positive dX are mapped to even integers and negative dX 
to odd integers using (3.7). 
2 , when 0
_







      (3.7) 
 
 More experiments have been conducted to further customize the encoding. The experiments 
show that the values of dY do not generally exceed the range from +127 to -128 due to the absence 
of sharp changes between two consecutive pixels in endoscopic images, whereas the dE and dF 
values vary in a narrower range. So, it can be assumed that, the mapped positive integers (m_dX) will 
range from 0 to 255, which can be expressed in binary using 8 bits. Our proposed optimized 
Golomb-Rice coding is as follows:  
 First define: 82 256I    
 M is a predefined integer and a power of 2 as expressed in (3.8) where k is a non negative 
integer. 
    kM 2               (3.8) 
 
 Then m_dX is divided by M as shown in (3.9) and (3.10): 









,    (3.9) 
 




 The quotient (q) is expressed in unary in q + 1 number of bits. Then the remainder (r) is 
concated with the unary code, and r is expressed in binary in k number of bits. It is desirable 
to limit the size of the Golomb-Rice code as it becomes very long for larger values. This is 
done by using a parameter named, glimit. If q >= j , as j is defined in (3.11), then the unary code 
of j is prepared. This acts as an escape code for the decoder and is followed by the binary 
representation of m_dX - j×M in log2I bits. 
 
 The maximum length of Golomb-Rice code (glimit) is chosen among the numbers that are 
multiple of 8 and it is chosen as 32 because it gives the best compression ratio when 
conducting simulations. The length of a Golomb-Rice code (gr_len) can be calculated using 
(3.11) and (3.12):  
   
2log 1limitj g I       (3.11) 
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 A flowchart of Golomb-Rice coding algorithm is shown in Figure 3.10. Figure 3.11 shows 
the length of Golomb-Rice code for different values of k. It has been noticed from Figure 3.9 that 
the most occurred value of dE and dF is zero and others are very close to zero. Hence, to get a good 
compression, smaller length codes for zero and near-zero values need to be assigned. So, k = 1 for 
encoding the mapped integers for dE and dF is chosen. For dY, a wider range of values occurs. So, k 
= 2 for encoding the mapped integers of dY is chosen. It has been noticed from Figure 3.9 (a) and 
(b), that dY generally spans wider in NBI images than WLI images due to the presence of sharper 
edges. To get the best compression ratio, the k parameters for the mapped dX are set as summarized 




dX < 0 
m_dX = 2 |dX| - 1 m_dX = 2dX
q = m_dX / M
r = m_dX mod M
 
where, M = 2 ^ k
q < (glimit – log2 I – 1)
where, I = 256
GolombCode, G, 
G = inUnary (q) & inBinary(r)
(code len = q + 1 + r)
GolombCode, G, 
G = inUnary (j) & inBinary(m_dX  – j x M)
where, j = glimit – log2 I – 1





Figure 3.10 Flowchart of Golomb coding algorithm 
 
 




Table 3.6: k parameter for WLI and NBI images 
Mode m_dY m_dE m_dF 
WLI  2 1 1 
NBI  3 1 1 
 Corner clipping 3.3.5
In wireless endoscopy, the corner areas in a captured image are blacked out in commercially 
available WCE images [2][22]. In this work, advantage is taken from this fact and add another level 
of compression by implementing a corner clipping algorithm. The image processor in the capsule 
may discard these corner pixels during compression and thus achieve higher compression ratio. 
From the implementation point of view, it is easier to cut the four corners diagonally instead of 
cutting the image in a circular fashion. Figure 3.12  (a) and (b) show a typical capsule endoscopy 
image [22] and the calculation of L respectively. For a square of length W, the maximum length (L) 
is calculated, where no pixels would be discarded inside the circle of maximum radius W/2. 




   , 
2
W





   
     
   
, L in terms of W (image width) is calculated as shown in (3.13). For example, 
the value of L is 75 for a 256 × 256 image.  
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    (3.13) 
 
 Once, L is determined, the clipping algorithm can be implemented  in hardware with few 
combinational logic blocks. As seen from the pseudo code as shown in Figure 3.13, the column and 
row pixel positions are checked to see whether they fall into the desired visual region; if the position 
is inside, it is sampled; if not, the pixel is ignored (i.e., not sampled). In Figure 3.13, cX and cY hold 
the column and row positions of the current pixel namely. 
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                                                    (a)                                                                     (b) 
Figure 3.12 (a) A typical endoscopy image (Pillcam SB, courtesy: Given Imaging); (b) Maximum length calculation 
  
 
Figure 3.13 Pseudo code for corner clipping algorithm 
 
3.4 Proposed lossy compression algorithm 
The block diagram of the lossy compression algorithm is shown in Figure 3.14. Note that, the loss 
mainly occurs due to sub-sampling and finite precision implementation of the color space 
conversion. The DPCM and Golomb-Rice encoder are lossless modules. The compressor accepts 
the original WCE image data in RGB format as input and reads the pixel in a raster-scan fashion. 
Then it compresses the data and generates the compressed bit-stream as output.  
 
1. Is_inside_visual_area := False 
2.  If ( cY < L )  {  
3.     If cX >=(L-cY) And cX <(W-(L-cY))   
4.         Is_inside_visual_area := True } 
5.  Else if cY >= (W - L) { 
6.     If cX >=((cY-(W-L))+1) And cX<(W-((cY-(W-L))+1)) 
7.         Is_inside_visual_area := True } 
8.  Else 



















Figure 3.14 Block diagram of the proposed lossy compression algorithm 
  
 In hardware implementation, the proposed dual-band compressor can be directly interfaced 
with any digital-video-port (DVP) compatible commercial RGB image sensors [34][35][36] that 
output pixels in a raster scan fashion, eliminating the need of significant buffer memory, as well as 
temporary storage.  
3.5 Complexity analysis of the proposed algorithm  
In Table 3.7, a comparison of the complexity of the proposed scheme with other works is shown. 
For an image of n pixels, the proposed algorithm has lowest computational complexity O(n), and 
does not need any memory buffer. On the other hand, the DCT-based algorithms 
[26][27][28][32][31][30]   have complexity of O( nn log ) and need memory buffer to store image 
frame. Compared with the JPEG-LS scheme in [13], the presented algorithm implements simpler 
prediction scheme and works on YEF plane that enables sub-sampling. There is no need to 
implement the “Run mode” due to fact that endoscopic images do not contain long runs. The work 
in [45] uses a wavelet-based coding; although the complexity of wavelet transform is O(n), the actual 
implementation takes more power and area than the proposed DPCM-based scheme. The work 






Table 3.7: Comparison of complexity with other works 











Chen et al. 
[13] 
JPEG-LS 
(with run mode) 
_ RGB Yes O(n) 
Wahid et al. 
[26] 
Transform 
coding  (DCT) 
4 × 4 RGB Yes O(n log n) 




4 × 4 YCbCr Yes O(n log n) 









4 × 4 RGB Yes O(n log n) 













8 × 8 YUV Yes O(n 3) 
 




4 × 4 RGB Yes O(n log n) 
Proposed Differential 
coding (DPCM) 






3.6 Simulation results 
In order to assess the image quality of the proposed scheme in YEF plane, the performance is 
measured in terms of SSIM [80], VIF [81], PSNR, and VSNR [82]. Table 3.8 and Table 3.9 show the 








Luminance (Y) Chrominance 





YEF888 0.999 0.988 57.3 58.0 60.2 60.5 
YEF422 
 
0.998 0.986 57.0 55.5 57.8 58.9 
YEF412 
 
0.998 0.984 56.5 54.7 54.6 58.8 
YEF814 
 
0.998 0.977 55.3 52.5 51.0 58.3 
YEF822 
 
0.998 0.978 55.9 53.2 54.6 55.0 
YEF812 
 
0.998 0.972 54.7 51.4 51.0 54.8 
YEF811 
 
0.998 0.957 53.6 46.1 51.0 50.4 
YEF16.1.2 
 
0.997 0.952 52.3 43.9 47.9 50.4 
 
 




Luminance (Y) Chrominance 





YEF888 0.998 0.989 57.1 69.2 60.7 60.0 
YEF422 0.998 0.989 57.1 66.2 58.3 59.2 
YEF412 0.998 0.988 57.0 66.2 55.1 59.2 
YEF814 0.998 0.987 56.9 66.2 51.8 59.1 
YEF822 0.998 0.986 56.7 66.4 55.1 56.7 
YEF812 0.998 0.985 56.8 66.5 51.8 56.7 
YEF811 0.998 0.980 56.5 59.4 51.8 53.5 
YEF16.1.2 0.998 0.978 56.5 59.3 49.4 53.5 
YEF16.1.1 0.998 0.973 56.2 52.1 49.4 50.9 
 
 It can be seen from Table 3.8 and Table 3.9 that YEF888 scheme yields the best 
performance as expected since no sub-sampling is performed. The YEF16.1.2 scheme (that means 
for every 16 Y components, one E and two F components are taken) produces the poorest result 
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since it is heavily sub-sampled. In case of NBI, it is YEF16.1.1 that exhibits poorest results. In this 
work, to support both band imaging, YEF812 have been chosen for the VLSI implementation. 
Table 3.10 shows the comparisons of compression ratio (CR) and overall PSNR with other related 
works. Here, the CR and the overall PSNR considering all three color components are calculated 
using (3.14) and (3.15) respectively: 
  Total Bits After Compression1 100
Total Bits Before Compression
CR
 
   

























                  (3.15) 
 
where, M and N are the image width and height namely. C represents the color components (red, 
green, and blue), x and x’ are the original and reconstructed component values namely. It should be 
noted that, all previously reported works so far are based on white light imaging (WLI). Hence, the 
results of WLI only are presented in Table 3.10 . Here, the CR is broken into three categories – sub-
sampling only, sub-sample with encoding, and sub-sample with encoding and clipping – for better 
assessment. For instance, when YEF812 scheme is used, the scheme achieves an average 
compression ratio of 80.4% (with sub-sampling + encoding + clipping) and average PSNR is 43.7 
dB. It can be seen that, with the addition of a simple clipping algorithm, the achieved CR is 
improved by around 4%. Note that the results shown here are the average CR of all 100 WLI 
images. The overall PSNR is calculated without clipping. The errors between original and 
reconstructed images are generated due to sub-sampling and color space transformation. Note that 
the encoding and decoding procedure are lossless. Clipping does not have any impact on the quality 
of the image in the visual region, and hence only affects the CR. 
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YEF888 0.00 62.9 69.2 51.3 
YEF422 33.3 71.2 76.1 49.3 
YEF412 41.7 73.3 77.8 47.3 
YEF814 45.8 74.4 78.7 41.4 
YEF822 50.0 75.4 79.5 45.9 
YEF812 54.2 76.5 80.4 43.7 
YEF811 58.3 77.5 81.3 42.2 
YEF16.1.2 60.4 78.2 81.8 40.4 
 X. Chen et al.[13]                                56.7 46.4 
 X. Xiang et al. [48]                                     72.7 46.8 
 K. Wahid et al. [26]                                    87.1 32.9 
 P. Turcza et al. [27]                                     32.0 36.5 
 M. Lin et al. [28]                                    79.6 32.5 
 JPEG-FP [32] 81.5 31.5 
 C. Hu et al. [45]                       72.0 39.6 
 J. Wu et al. [42]                                    50.0 31.0 
 L. Dung et al. [31]                                    82.0 36.2 
 J. Li et al. [33]                                     75.4 47.7 
 M. Lin et al. [30] 82.3 40.7 
SS – sub-sampling; G – Golomb encoding; C - clipping 
  
When compared with other existing works targeted towards capsule endoscopy (for WLI), the 
proposed scheme produces competitive CR with higher image reconstruction quality. The proposed 
algorithm for YEF812 sub-sampling outperforms in CR and competitive PSNR compared to 
[27][28][42][13][48][45] and[33]. Compared to the works from [26][32][31] and[30], the proposed 
algorithm has competitive CR and higher PSNR. It should be noted that these works use DCT-
based approach, which is computationally expensive. Moreover, the reconstructed images may 
contain blocking artifacts due to the inherent nature of DCT-based algorithms. Note that, our 
proposed algorithm does not produce any blocking artifacts in the reconstructed images. Thus, 
considering the compromise of CR and PSNR, the proposed algorithm outperforms all other 
schemes by a good margin. From Table 3.8, it is also seen that the reconstructed images of the 
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proposed algorithm have medically acceptable PSNR (over 35 dB) [79][78][90] in all schemes. In 
Figure 3.15, the original and reconstructed WLI images using the proposed algorithm for YEF814 







    PSNR = 48.3,  
CR = 78.2%           
 
(c) YEF812 
PSNR = 47.7,  
CR =80.3%                  
 
(d) YEF812 (clipped) 
PSNR = 47.7,  
CR = 82.0% 
        
Figure 3.15 Original WLI image (a) and reconstructed WLI images (b)-(d) 
 
 The results for NBI images are shown in Table 3.11. Due the presence of sharper edges in 
luminance component in NBI images, the compression ratio gets slightly less than WLI images. 
However, chrominance (E and F) components in NBI images vary less than WLI images (as shown 
earlier in Table 3.2), which enables heavily sub-sample (such as YEF16.1.1) color components 
without losing image quality. Figure 3.16 shows the original and reconstructed NBI images for 
YEF16.1.1 sub-sampling scheme.  
  
 The average compression ratio and image quality of several endoscopic video sequences for 
YEF812 sub-sampling scheme (both WLI and NBI) are shown in Table 3.12. The results in Table 






Table 3.11: Results for NBI endoscopic images 
SS 
Scheme 





SS + G SS + G + C 
YEF888 0.00 61.2 67.8 51.3 
YEF422 33.3 69.5 74.7 49.8 
YEF412 41.7 71.6 76.5 47.7 
YEF814 45.8 72.8 77.4 44.8 
YEF822 50.0 73.7 78.2 46.9 
YEF812 54.2 74.9 79.2 44.4 
YEF811 58.3 75.9 80.1 43.4 
YEF16.1.2 60.4 76.6 80.6 41.7 
YEF16.1.1 62.5 77.2 81.1 40.8 
SS – sub-sampling; G – Golomb encoding; C – clipping 
 
 
(a) Original WLI 
 
(b) Original NBI of (a) 
 
(c)  YEF16.1.1 
      PSNR = 40.8, 
      CR = 76.1% 
 
(d)  YEF16.1.1 (clipped) 
      PSNR = 40.8, 
      CR = 80.6% 
    











SSIM VIF VSNR 
 
WLI 
Video-1 (99 frames) 
86.1 47.2 0.9965 0.9551 44.2 
Video-2 (97 frames) 
86.0 47.6 0.9965 0.9527 41.8 
Video-3 (97 frames) 
85.6 47.5 0.9966 0.9510 43.8 
Video-4 (97 frames) 
86.1 47.6 0.9964 0.9441 40.9 
Video-5 (97 frames) 
85.7 46.4 0.9963 0.9592 44.6 
NBI 
Video-1 (889 frames) 
82.3 46.3 0.9972 0.9718 52.4 
Video-2 (322 frames) 
81.7 46.3 0.9977 0.9800 52.3 
 
 
 Images with different pathological conditions will show different texture; for example, a 
polyp aspect is different than a Crohn‟s disease. To evaluate the performance of our scheme for 
these cases, another simulation has been conducted where several GI images with known diseases 
(or conditions) were used. The results are summarized in Table 3.13. The achieved reconstruction 
quality is high (PSNR over 41 dB in all cases) which indicates that the proposed scheme is well able 
to reconstruct images of pathological importance. Some of the original and reconstructed images 







Table 3.13: Performance of images with disease / medical condition 









Polyps  10 81.7 42.9 
Crohn‟s disease 10 79.7 41.3 
Ulcer 10 82.4 42.9 




Barrets oesophagus 5 79.3 46.1 
Rectal benign tubular adenoma 1 74.5 40.4 
Oesophageal glycogenic 
acanthosis 
5 79.9 46.6 



































   WLI 
(Original at left, Reconstructed YEF812 at right) 
NBI 
(Original at left, Reconstructed YEF812 at right)             








CR: 78.70%, PSNR: 45.06 
Disease 2: A benign gastric ulcer at diaphragm level 
 
Disease 6: A large rectal benign tubular adenoma 
 




CR: 74.58%, PSNR: 40.42 








CR: 80.01%, PSNR: 46.97 








CR: 79.74%, PSNR: 45.61 
 




3.7 Subjective evaluation by medical doctors 
The diagnostic process of medical images involves two basic processes: visually inspecting the image 
(i.e., visual perception) and come up with an interpretation (i.e., cognition) [91][92]. In general, the 
most important factors contributing to medical image quality are contrast, spatial resolution, and 
noise. Ideally high contrast, high spatial resolution, and low noise are desirable; however, these are 
not independent factors, as they may affect each other in many ways[93]. As part of the visual 
perception, in this work, two surveys have been conducted. In the first survey, several original and 
reconstructed (for YEF812 sub-sampling case) image pairs were shown to four professional doctors 
in the field of medical imaging (names are mentioned in the Acknowledgement section) and were 
asked to provide numerical ratings on the quality of the reconstructed images by visually comparing 
with the original images. The survey questions and images are shown in Appendix C.1. The results 
of this survey is shown in Table 3.14. Every reconstructed image has passed the test of acceptability. 
The average Mean Opinion Score (MOS) [79] of all images is 2.10, which can be ranked as “highly 
acceptable”.   
Table 3.14: Results of the first survey by medical doctors 









Image #1 2 2 2 2 2.00 
Image #2 2 2 2 2 2.00 
Image #3 3 2 2 2 2.25 
Image #4 3 2 2 2 2.25 
Image #5 1 2 2 3 2.00 
Average Mean Opinion Score (MOS) 2.10 
Excellent (no visual difference) = 3,  Good (highly acceptable) = 2 
Average (marginally acceptable) = 1, Poor (not acceptable) = 0 
MOS = sum{S1:SM}/M,  M = 4 
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 In the second survey, several original images were used where diseases or conditions (such as 
polyp, cancer, etc.) were positively labeled (by Gastrolab [83]). The reconstructed images were 
generated using the proposed scheme (using YEF812 sub-sampling).  In this survey, seven 
gastroenterologists (names added in the Acknowledgment section) were shown both original (with a 
condition labeled) and the reconstructed images, and asked to provide opinion score on the ability to 
detect that particular condition. The survey questionnaire was formulated with consultation with 
these gastroenterologists. The survey questions and images are shown in Appendix C.2. and the 
results are summarized in Table 3.15. The average MOS is 1.43 (i.e., categorized as “Yes, sufficiently 
enough information”), which indicates that the proposed lossy compression scheme is able to retain 
enough information to easily identify those five conditions. 
Table 3.15: Results of the second survey by medical doctors 




















Image #1  
Disease: Hyperplastic 
polyps in the gastric body 
2 2 1 2 2 1 0 1.43 
Image #2  
Disease: Oesophageal 
lesion caused by a sharp 
chicken bone 
2 2 1 2 2 0 1 1.43 
Image #3  
Disease: Cancer in the 
Sigmoid Colon 




Image #4  
 Disease: Barrets 
oesophagus 
1 2 1 2 2 1 1 1.43 
Image #5  
 Disease: Oesophageal 
glycogenic acanthosis 
2 2 1 2 2 1 0 1.43 
Average Mean Opinion Score (MOS) 1.43 
Yes, no doubt = 2;  Yes, sufficiently enough information = 1; 
Neutral, unsure = 0; No, not enough information = -1; No, not at all = -2;  




 In this work, compression algorithm has been proposed for capsule endoscopy and done 
some initial assessments (both objective and subjective) which shows some positive and encouraging 
results. However, more exhaustive experimentation and clinical trials need to be done in future to 
draw a final conclusion. In order to strengthen the performance of visual assessment on clinical 
diagnostic‟s point of view, in the future, it is planned to conduct animal testing followed by a “task-
based” approach [94] where the doctors would attempt to perform a specific diagnosis and the 
accuracy of their decision would be measured using statistical tools (such as Receiver Operating 
Characteristics (ROC) analysis [95]).  
3.8 Hardware implementation  
From the results of Section 3.6, it is seen that the compression ratio and image quality are inversely 
proportional (i.e. if compression ratio is increased, then image quality is decreased and vise - versa) 
and a compromise need to be made between the two. Among them YEF812 scheme is chosen for 
conducting survey and for the hardware implementation of the compressor. The reason for 
choosing YEF812 is that it provides a good compression ratio, which will significantly reduce the 
bandwidth and power requirements of the RF transceiver. Moreover, the reconstructed image 
quality in YEF812 scheme is above the requirements for medically acceptable PSNR and the images 
also passes the subjective evaluation by professional medical doctors as discussed in Section 3.7. 
 Compressor architecture 3.8.1
The compression algorithm with YEF812 sub-sampling is implemented in Very high speed 
integrated circuits Hardware Description Language (VHDL) and the functionality is verified. The 
overall block diagram of the proposed image compressor is shown in Figure 3.18. Most commercial 
CMOS image sensors [34][35][36] send image data bytes in raster-scan fashion using a common 
Digital Video Port (DVP) parallel output interface[35]. The input lines of the proposed compressor 
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implements the DVP interface so that commercial CMOS image sensors can be directly interfaced 
with the proposed compressor. In a DVP interface, the VD (or VSYNC) and HD (or HSYNC) pins 
indicate the end of frame and end of row respectively. The image compressor samples the RGB pixel 
bytes from DATA_BUS(7:0) bus on each positive edge of DCLK and then generates the 
compressed variable length codes on the CODE_DATA(31:0) bus and its end bit index on 
CODE_LEN (4:0) bus within a single clock cycle (cc) of DCLK. Thus, the latency of the proposed 
design is 1 cc. Whenever a new code appears on the data bus, the IS_NEW_CODE signal goes from 



































Figure 3.18 Block diagram of the compressor 
The overall design is divided into three major components. The description of these components 
is given below.  
3.8.1.1 Color space converter 
This block converts the RGB pixel data to YEF according (3.1), (3.2) and (3.3). The image sensor 
sends the RGB data for a pixel in RGB565 format using 2 clock cycles; so a 16 bit (2 bytes) register 
is implemented to store the RGB data for one pixel. The RGB to YEF  block converts the data to 
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YEF422 format and the output is fed to the Code generator block. The VD, HD and DCLK signals are 
delayed 1 cc as the conversion from RGB to YEF is only possible from the second cycle. 
3.8.1.2 Code generator 
In the code generator block, the position registers such as the Col, Row, and ByteCount stores the 
column, row, and the byte-position in the row of the currently sampled pixel namely. From the Col 
and Row, the Clipper module decides whether clipping is necessary. If the pixel is inside the set visual 
region, the pixel byte-position is further checked by the Sub-sampler module where YEF812 scheme 
is implemented. The DPCM module calculates the change of pixel value with respect to its left pixel 
value. The Mapper maps the changes to non-negative integers and then the Golomb-Rice coder 
generates the variable length code on CODE_DATA bus along with its code length on 
CODE_LEN. The first pixel of the row is transmitted in raw 8-bit format. The compressor 
generates the variable length code in a single clock cycle, thus it can produce output at the same rate 
of the input pixels coming from the image sensor. So, it does not need any significant input buffer 
memory. After a complete frame is compressed, the FRM_COMPRESSED signal is asserted.  
3.8.1.3 Parallel to serial converter (P2S) 
A parallel to serial (P2S) converter, as shown in Figure 3.19, is needed to connect the compressor to 
RF  transceiver which accepts data serially using any serial protocol. Compressed output bit-stream 
is available for sampling at the SERIAL_DATA bus at each positive edge of SERIAL_CLK.  
 The P2S block samples the CODE_DATA and CODE_LEN buses at the low to high 
transition of the IS_NEW_CODE and then sends the CODE_LEN  number of bits serially 
(starting MSB first) using the SERIAL_DATA and the SERIAL_CLK pins. The DCLK_32 is the 
input clock signal for this module that has at least 32 times higher frequency than the DCLK 
frequency, so that in one clock cycle of DCLK, all the coded bits (which can be maximum 32) can be 
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safely transmitted serially. At each positive edge of SERIAL_CLK, the RF transceiver can sample 






















Figure 3.19 Block diagram of the parallel to serial converter (P2S) 
 Design verification in FPGA 3.8.2
The overall compression system as shown in Figure 3.18 is then verified in Altera DE2 board 
(having Cyclone II FPGA). The block diagram and the experimental setup are shown in Figure 3.20. 
A commercial image sensor [34] is used to capture images and it is connected with the DE2 board 
using GPIO ports. The compressor compresses the captured images and the compressed bit-stream 
is stored in the on-board SRAM of the DE2 board. Then the compressed bit-stream in the SRAM is 





FPGA Image Sensor 
                                            (a)                                                                                            (b) 
 
Figure 3.20 (a) FPGA verification diagram; (b) FPGA verification setup 
 
 ASIC chip fabrication of the compressor 3.8.3
 The proposed design (lossy compressor) is later synthesized using 0.18 μm CMOS 
technology using standard Artisan library cells. CMOS 0.18 μm technology (CMOSP18) is chosen 
because due to its availability in the lab. The compressor consumes 995 cells and 0.33 mW of power 
(estimated by simulation using Synopsys design analyzer) at 2 FPS. It should be noted that, the P2S 
block only helps to interface the compressor with serial RF transceiver and this block may not be 
considered as part of the compressor. The design without the P2S module consumes only 0.042 mW 
of power. The percentage area and power consumption of different blocks of the design (estimated 
by simulation using Synopsys design analyzer) is shown in Figure 3.21. The P2S module consumes the 
major portion of the power as it runs at 32 times higher clock frequency than the other modules. 
However, the color space converter (RGB2YEF) and the code generator block consumes very low 
power compared to P2S. This is due to the simplicity in the compression algorithm as described in 




                
                                      (a)                                                       (b) 
Figure 3.21 Chip details of different blocks: (a) area consumption; (b) power consumption 
  
 The image compressor including P2S unit (without RGB2YEF) is fabricated in silicon and 
the microphotograph of the chip is shown in Figure 3.22. For testing the chip, it is connected with 
an image sensor [34] and with Altera DE2 FPGA board similar with the diagram shown in Figure 
3.20, the difference is that the compressor chip is outside the FPGA board. The FPGA contains 
blocks for initializing the image sensor, transferring the bit-stream generated by the compressor chip 
to the DE2's on-board RAM, clock generator etc. The actual power consumption (measured) of the 
chip is 0.22 mW.  
 
Figure 3.22 Microphotograph of the lossy compressor chip  
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 The synthesized results are compared with other works and presented in Table 3.16. It 
should be noted that the results shown are only for WLI, since as of today, there is no existing work 
on image compression for NBI. From Table 3.16, it is seen that the proposed compressor occupies 
the least core area and hardware cost (i.e., gate count). It needs small size of buffer memory (only 5 
bytes), which can be considered negligible, and implemented using resisters. The power 
consumption of the compressor is also the lowest comparing with all other works.  
 



























O(n log n) 
-- 0.326 3,466 -- Yes 18 10.00 
[28] DCT and 
LZ77 
encoding 
1.25 × 1.25 0.384 -- 31K Yes -- 14.92 
[31] H.264 based 
DCT 
-- -- -- 60K Yes -- 0.92 
[30] DCT and 
LZ77 
encoding 





O(n) 0.67 × 0.71 0.032 736 2.5K 5 B 1 0.33 
1w=width of input frame; e.g., for a 256 × 256 image, the latency is 256; 
2includes other digital components, such as, microcontroller, I2C module, etc.; 
 
 The latency for [28] and [31] were not reported. However, these schemes use 2-D 8 × 8 
DCT coding that is similar to the DCT implementation presented in [96]; as a result, the latency for 
[28] and [31] is estimated to be 92. Compared to all these existing designs, the proposed scheme has 
a latency of 1 clock cycle (cc) which is the lowest. It is noted again that the design supports both 




 Therefore, the proposed algorithm meets all the design criteria set in Section 3.2 and 
presents itself as a strong candidate for power-efficient implantable image compressor for wireless 
endoscopic applications. 
3.9 Summary 
In this chapter, a lossy image compression algorithm is developed on the basis of analyzing the 
unique properties of endoscopic images. A novel and low complexity color space, YEF, has been 
proposed for better compression of endoscopic images. After converting the pixels from RGB color 
space to YEF, the proposed compressor calculates the difference of adjacent pixels using by DPCM 
and then encodes the differences in variable length Golomb-Rice coding. Based on the nature of 
endoscopic images, several sub-sampling schemes on the chrominance components are applied. The 
proposed compressor is tailored to work with both WLI and NBI. The compressor is designed to 
work with any commercial low-power image sensor that outputs image pixels in raster scan fashion, 
eliminating the need of memory buffer and temporary storage (as needed in transform coding 
schemes). An image corner clipping algorithm is also introduced.  
Compared to other designs targeted to video capsule endoscopy, the proposed scheme 
performs strongly with a compression ratio of 80.4% for WLI and 79.2% for NBI, and a high 
reconstruction peak-signal-to-noise-ratio (PSNR), over 43.7 dB for both bands. The reconstructed 
images have been verified by several medical imaging doctors for acceptability. 
 The proposed design is verified in field-programmable-gate-array (FPGA) board and then 
implemented in a 0.18 µm CMOS technology and the chip has been fabricated. Compared with 
other works, the proposed compressor consumes the least silicon area and power, which makes it a 




Chapter 4:  Lossless Compression Algorithm 
4.1 Introduction 
Lossy image compression algorithms produce some difference between the original and 
reconstructed images. For medical diagnostics, the distortion of the reconstructed image can lead to 
inaccurate diagnostics decisions. However, lossless compression algorithms produce identical 
reconstructed images compared with the original images without any distortion. In this chapter, the 
proposed low complexity lossless compression algorithm designed for WCE is discussed. 
4.2 Design requirements 
In this work, the following design requirements for the compressor have been set: 
 The capsule must consume low power as the battery life is limited while it travels through the 
intestine. Hence, focus is made on compression algorithms with low complexity and low 
power.  
 The area is a critical issue for the capsule. Memory consumes significant silicon area and 
power. Here, focus is made on algorithms that do not require buffering of the image in 
memory. 
 The compressor should be able to work with commercially available CMOS image sensors 
[34][35][36] which send data in raster-scan fashion.  
 For an accurate diagnosis, the quality of the reconstructed image is important. So, focus is 
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made on lossless image compression algorithms. 
 The compression algorithm must be able to reduce the data to be sent by the transmitter in 
order to fit into the bandwidth of the transceiver and save power.  
 Finally, the compression algorithm should support both imaging modes – WLI and NBI, and 
equally produce high quality reconstruction with high degree of compression. 
4.3 Analysis of endoscopic images  
In order to develop a low-cost and lossless image compression algorithm tailored for capsule 
endoscopy, 100 WLI (taken from 20 different positions from larynx to anus of the GI tract) and 15 
NBI endoscopic test images [83] have been analysed. Moreover, several video sequences [2] 
(consisting of total 1,698 frames) are also used in this study. The conclusions of the several analyses 
are drawn from the average results of the test images.  
 Color space conversion 4.3.1
The novel YEF color space is also used in this algorithm. A detailed discussion on converting RGB 
pixels to YEF can be found in Section 3.3.1. It should be noted that, YEF color space is reversible, 
thus pixels from YEF color space can be reverted back to RGB without any data loss. While 
reverting, a minor change in some pixel values may occur due to rounding of fractions to integer, 
which is negligible.   
 Differential pulse coded modulation (DPCM) 4.3.2
The DPCM block calculates the difference of consecutive pixel values, dX. It does not quantize the 




 Variable length coding 4.3.3
The difference of the consecutive pixels (dX) is then mapped to non negative integer using (3.7) and 
then they are encoded in variable length coding. 
4.3.3.1 Golomb-Rice coding for dY component 
The histograms of dY, dE and dF of one WLI and one NBI endoscopic image are shown in  
Figure 3.9. These plots show a two sided geometric distribution and in the case of geometric 
distribution, the Golomb-Rice code can give optimum compression. So, the difference in luminance 
is encoded using Golomb-Rice code.  
 The Golomb-Rice coding algorithm is similar to that is presented in Section 3.3.4. Figure 4.1 
shows the length of Golomb-Rice code for different values of k. It has been noticed from  
Figure 3.9 that the most occurred value of dE and dF is zero and others are very close to zero. For 
dY, a wider range of value occurs. So, k = 2 for encoding the mapped integers of dY for WLI images 
is chosen.  
 It has been noticed from Figure 3.9 (a) and (b), that dY generally spans wider in NBI images 
than WLI images due to the presence of sharper edges. To get the best compression ratio, k = 3 for 
encoding the mapped integers of dY for NBI images is set.  
 
Figure 4.1 Length of Golomb-Rice and unary code 
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4.3.3.2 Unary coding for dE and dF component 
The number of occurrence of dE = 0 and dF = 0 is very high as shown in Figure 3.9. In Golomb-
Rice code for k = 2, it needs 3 bits to represent „0‟. However, in unary coding, it only needs 1 bit to 
represent „0‟. Hence, to get a good compression, smaller length codes for zero and near-zero values 
need to be assigned. As dE and dF values are mostly zero (others are very near to zero), unary code 
can be used to get better compression. Unary code can be generated by setting k = 0 in the 
Golomb-Rice encoder. The maximum unary code length (ulimit) is set as 32 similar to glimit for 
Golomb-Rice code. It should be noted that, unary code gets very large for larger values as shown in 
Figure 4.1. dY has wider range of values than dE and dF as shown in Figure 3.9. So, unary coding of 
dY does not improve compression ratio.  
 Pseudo color NBI images are reconstructed by combining two grayscale images in the 
workstation software. One image is captured using green light and another using blue light. As the 
input images are grayscale,  only the luminance (Y) component is compressed and transmitted. The 
chrominance components are not sampled for NBI images. The coding scheme is summarized in 
Table 4.1. 
Table 4.1: k parameter for encoding component differences 












 Corner clipping 4.3.4
In wireless endoscopy, the corner areas in a captured image are blacked out. The pixels at corner 
areas of the image are discarded using the corner clipping algorithm as described in Section 3.3.5 to 
get better compression. 
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4.4 Proposed lossless compression algorithm 
The block diagram of the proposed lossless compression algorithm is shown in Figure 4.2. In 
contrast with the lossy compression algorithm, as proposed in Section 3.4, it does not sub-sample 














Figure 4.2 Block diagram of the proposed lossless compression algorithm 
 In the proposed algorithm, after converting RGB pixels to YEF color space,  the 
compressor takes the difference of consecutive pixels using differential pulse coded modulation 
(DPCM) and then encode the differences in variable length coding. The differences of luminance 
(dY) component are  encoded in Golomb-Rice code and the differences of chrominance (dE and dF) 
components are  encoded in unary code. A customized corner clipping scheme is also implemented 
to remove uninteresting corner area of the image to increase compression ratio. The proposed 
lossless algorithm works in raster scan fashion and can be directly interfaced with commercial image 
sensors [34][35][36], eliminating the need of input buffer memory.  
4.5 Complexity analysis of the proposed algorithm  
A comparison between the proposed lossless algorithm and a standard lossless algorithm, JPEG-LS 
[46][47], is shown in Table 4.2. Here, it is seen that the proposed algorithm has lower computational 
complexity (such as static prediction and static k parameter) and lower memory requirement. Similar 
to the discussion presented in Section 3.5, the proposed algorithm has lowest computational 
complexity O(n), and does not need any buffer memory. 
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Color space YEF RGB 
Prediction Static (left pixel) Dynamic (based on 
edge detection) 
Buffer memory required?  No Yes, memory to store 
one row of image pixel 
+ 1.9 kB for context 
register  
k - parameter Fixed Dynamically calculated 
based on context array 
Coding Golomb-Rice and 
Unary  
Golomb-Rice 
Run mode No (as long runs 
are rare in WCE 
images) 
Yes 
4.6 Simulation results 
As the proposed compressor is lossless, the reconstructed image is identical compared with the 
original image and there is no degradation in the image quality. The average compression ratio (CR) 
of several WLI endoscopic images and video frames taken from [83][2] are summarized in Table 4.3. 
From Table 4.3, the proposed lossless compression algorithm produces approximately 78% average 
compression ratio for different types of images. Also, the proposed compression algorithm 




Table 4.3: Simulation results of WLI images 












Images from 20 different 
positions (from Larynx to 




video frames  
Video -1   99 80.6 
Video -2   97 80.5 
Video -3   97 80.1 
Video -4 97 80.6 





Ulcer 10 76.7  




Cancer 10 73.8 
 
JPEG-LS 
Images from 20 different 
positions (from Larynx to 
Anus) of GI tract 
100 57.9 
 
The compression ratio of luminance component (without sampling the chrominance)  of several 
NBI images are shown in Table 4.4. 
Table 4.4: Simulation results of NBI images 




Images from different positions of GI tract  15 82.4 
Capsule endoscopy 
video frames  
Video -1   889 85.3 
Video -2   322 84.8 
Images containing 
disease condition  






 In order to demonstrate the effectiveness of the proposed compression algorithm in 
endoscopic images over standard images, the proposed algorithm is applied on two standard images 
[85] and the compression ratios are shown in Table 4.5. Here it is seen that the proposed 
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compression algorithm works much better on WCE images than standard images. It is due to the 
fact that there are relatively large variations in E and F component in non-endoscopic images than 
endoscopic images. As a result, dE and dF span in wider range in non-endoscopic images and the 
use of unary code cannot produce good compression ratio as unary code becomes very large for 
large values as shown in Figure 4.1. 
 
Table 4.5: Comparison of compression ratio between standard images and WCE images 
Image type Image name CR % 
Standard image Lena 62.6 
Mandrill 44.9 
WCE Images from different 
positions of GI tract 
74.7 
 
4.7 Hardware implementation 
The hardware architecture of the proposed lossless compressor is similar as described in Section 3.8 
except it does not require the sub-sampling block. Also, the Golomb-code generator uses different k 
parameters values as mentioned in Table 4.1. The hardware described in Section 3.8 can work as 
both lossy and lossless compressor. To get lossless compressed data, the sub-sampling block is 
disabled and the k parameter values are updated according to Table 4.1.   
 
4.8 Summary 
In this chapter, a lossless image compressor tailored towards WCE images is proposed. In the 
proposed algorithm, after converting RGB pixels to YEF color space,  the compressor takes the 
difference of consecutive pixels using differential pulse coded modulation (DPCM) and then 
encodes the differences in variable length coding. The differences of luminance (dY) component are  
encoded in Golomb-Rice code and the differences of chrominance (dE and dF) components are  
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encoded in unary code. A customized corner clipping scheme is also implemented to remove 
uninteresting corner area of the image to increase compression ratio. The compressor has a average 
compression ratio of 78% for endoscopic images and images can be reconstructed from the 
compressed bit stream without any data loss. The proposed compressor works in raster scan fashion 












Chapter 5: Electronic Capsule 
The state-of-the-art wireless capsule endoscopy (WCE) technology offers painless examination for 
the patients and the ability to examine the interior of the gastrointestinal tract by a non-invasive 
procedure for the gastroenterologists. In this part of the thesis, a modular and programmable WCE 
development system platform consisting of a miniature field programmable gate array (FPGA) based 
electronic capsule, a microcontroller based portable data logger unit and a workstation PC software 
are designed and developed. Due to the flexible and reprogrammable nature of the system, various 
image processing and compression algorithms can be tested in the design without any hardware 
change. The designed capsule prototype supports various imaging modes including white light 
imaging (WLI) and narrow band imaging (NBI), and communicates with the data logger in full 
duplex fashion, which enables configuring the image size and imaging mode in real time during the 
examination. A low complexity  image compressor based on a novel color space is implemented 
inside the capsule to reduce the amount of  RF transmission data. The data logger contains graphical 
LCD for real time image viewing and SD cards for storing image data. Data can be uploaded to a 
workstation PC or Smartphone by SD card, USB interface or by wireless Bluetooth link. The 
workstation software is developed to decompress and reconstruct images for diagnostics. 
5.1 The capsule endoscopy system architecture 
The overall architecture of the proposed capsule endoscopy system is shown in Figure 5.1. The 
system mainly consists of three major units - the capsule, the data logger and the workstation (such 
as PC or Smartphone). In order to receive an image frame from the capsule, a command is sent 
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wirelessly from the data logger unit to the capsule. The command contains the required image size, 
imaging mode, and light intensity information, which can be changed at anytime during data 
recording by the user through a graphical user interface (GUI) of the data logger. After receiving the 
command, the capsule configures its image sensor, compressor and lighting intensity levels based on 
the information in the command and  then starts to send data packets of an image frame in 
compressed form wirelessly. The data logger reads the packets, stores them in SD card and then 
optionally decompresses and displays images on its LCD in real-time. The end of a frame is detected 
by a special sequence of  bits (32 zero bits). The data logger then sends the wireless command again 
and it gets the next frame and so on. After data recording is completed, data from the data logger 
can be transferred to a PC or Smartphone using SD card, USB interface, or by Bluetooth link. In the 
PC or Smartphone software, the compressed image data are decompressed and displayed for 
medical diagnosis.  The architecture of three major units - the capsule, the data logger and the 
workstation (such as PC or Smartphone) are described in this part of this thesis. 
 Capsule (1),  Wearable data recorder (2), 
Data transfer by SD (3), USB (4) and Bluetooth (5), 









Figure 5.1 Capsule endoscopy system architecture 
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 In this chapter,  the design of a miniature FPGA based endoscopy capsule is discussed. The 
capsule hardware is designed in modular printed circuit boards (PCBs), thus any portion of the 
hardware can be replaced or modified without effecting the others boards. The developed capsule 
prototype supports various imaging modes including WLI and NBI, and communicates with the 
data logger in full duplex fashion, which enables configuring the image size and imaging mode in 
real time during the examination. The low complexity  image compressors as proposed in Chapter 3 
and Chapter 4 are implemented inside the capsule to reduce the amount of  RF transmission data. 
  
5.2 Design requirements of the capsule 
In order to design an electronic capsule, the following design requirements are set. 
 The capsule should be re-programmable, so that various image processing and compression 
algorithms (such as lossy and lossless) can be tested in order to find the most optimum 
solution, without any hardware change. 
  The image sensor and the RF transceiver in the capsule should have standard interfaces 
enabling to test different components from different vendors. 
 The capsule should support various lighting modes  (such as WLI and NBI) and several 
types of LEDs must be present with the ability to control their intensity. 
 The capsule should have an RF transceiver having sufficient bandwidth and error correction 
capability for proper transmission of the images. For example, for QVGA (320 × 240)  
resolution at 2 frames-per-second (FPS) and 80% compression ratio, the required application 
throughput of the wireless transceiver should be at least 722 kbps.  
  The power consumption of the capsule must be low and should be able to work for more 
than 8 hours. 
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 The hardware design of the capsule should be modular, thus one board can be modified 
without changing the other boards.  
 The size of the capsule should be small enough so that it can be swallowed in animal for in-
vivo or ex-vivo animal testing. 
 The capsule should communicate with the data-recorder in full-duplex fashion, so that the 
capsule can be configured in different settings by sending commands from the data-recorder 
wirelessly in real-time.  
5.3 Architecture of the capsule 
To make the hardware modular, the capsule is divided into four boards: Imaging board, FPGA board, 
RF board and Power board. The components were chosen considering performance, power 
requirement and physical size to fit into a miniature capsule prototype. The overall block diagram of 



















































Figure 5.2 Architecture of the capsule 
 Imaging board 5.3.1
A commercial CMOS image sensor [34] is used in the capsule for capturing images. The image 
sensor sends pixel data in raster-scan fashion through a standard digital video port (DVP) parallel 
output interface, enabling to change the sensor with other sensors from different vendors 
implementing DVP interface, without major change in the design.  It supports images of different 
size such as VGA (640 × 480), QVGA (320 × 240), QQVGA (160 × 120), subQCIF (128 × 96) etc. 
The sensor can be configured through two wire I2C interface [97]. The physical size of the sensor is 6 
× 6 × 4.5 mm and a lens with adjustable focal length is placed over the pixel array. 
  In order to support both WLI and NBI imaging modes, two white LEDs [98], one blue 
LED [99] having a peak wavelength of 405 - 410 nm and one green LED [100] having a peak 
wavelength of  520 nm are used in the design. The white LEDs are illuminated while capturing WLI 
images. While capturing NBI images, one frame is captured by illuminating the blue LED and 
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another frame is captured by illuminating the green LED, and later these two frames are combined 
in the PC software to generate a high contrast NBI image. LEDs intensity are controlled by pulse 
width modulation (PWM) signals, which are generated from the FPGA. 
   
 FPGA board 5.3.2
This board contains the FPGA and an RC reset circuit. The RC reset circuit generates an active low 
reset signal after power up for resetting the FPGA. The FPGA contains all the custom designed 
digital blocks needed for the capsule operation. The chosen FPGA in [101] has physical dimension 
of 8 × 8 × 1.23 mm and it contains 2112 lookup tables (LUTs), non-volatile RAM for storing 
configuration, built in clock generator, on-chip general purpose RAM blocks, 104 I/O lines etc. 
which makes it a suitable choice for miniature capsule endoscopy application. The board also 
contains JTAG interface for programming and debugging purpose. The digital blocks implemented 
inside the FPGA are briefly described below.  
5.3.2.1 Capsule control 
This block controls the overall capsule operation. An finite state machine (FSM) is implemented 
inside this block as shown in Figure 5.3. After getting reset signal, it initializes the RF transceiver 
parameters such as setting the data rate, channel frequency, packet size, auto-acknowledgment mode 
etc. The communication with the RF transceiver is done using the SPI interface block. Then it 
flashes the internal FIFO buffer of both the RF transceiver and the buffer of FIFO Control block and 
then sets the RF transceiver in RX (i.e. receiver) mode. The state machine then waits for a command 
to be sent by the data logger. After a command arrives, it reads the command from the RF 
transceiver and stores it in an internal register. The transceiver is then set in TX (i.e. transmitter) 
mode. Depending upon the command, the image sensor is then initialized with proper frame size by 
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the Sensor control block and  proper LEDs are turned on based on the imaging mode (such as WLI or 
NBI). A request signal is sent to the compressor block and the compressor starts to send compressed 
data bits of the captured image to the FIFO control block. The state machine then requests the FIFO 
control block to send a complete data-packet (consists of 256 bit) to the RF transmitter directly 
through the MuxMOSI/SCK multiplexer. After a data  packet is sent, it checks whether more 
packets needs to be sent for the current image frame or not. If more packets need to be sent, then it 
repeats the above procedure. When all packets for the current image frame are sent, then it turns off 
all the LEDs, flashes RF FIFO buffer, set the RF in RX mode and starts to wait for the next 






























Figure 5.3 FSM inside capsule control block 
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5.3.2.2 Image sensor control and I2C interface 
These blocks are used to configure different settings of the image sensor depending on the received 
command from the data-recorder unit. At the Init Image Sensor state as shown in Figure 5.3, the 
Capsule Control block requests Image Sensor Control block to set the internal configuration registers of 
the image sensor based on the received command. Image Sensor Control block communicates with the 
image sensor using the I2C Interface (master mode) [97] block. After the image sensor is configured, 
the clock input for these blocks are turned off by a glitch free clock gate [102] to save dynamic 
power.  
5.3.2.3 Pulse Width Modulation (PWM) for LEDs  
Three instances of PWM block are used in the design to adjust the light intensity of the white, blue 
and green LEDs. Each block takes a 3 bit intensity input from the Capsule Control block, giving the 
opportunity to control the light intensity at 8 different levels.  
5.3.2.4 Compressor 
The low complexity  image compressors as proposed in Chapter 3 and Chapter 4 are implemented 
inside the capsule to reduce the amount of  RF transmission data. The hardware architecture of the 
lossy and lossless compressors are described in Section 3.8 and Section 4.7 namely. In this 
prototype, the compressor hardware is implemented in such a way that it can reconfigure its 
parameters (depending on the wireless command received from the data logger) for both lossy and 
lossless compression and for both WLI and NBI modes. 
5.3.2.5 FIFO control and memory 
FIFO is used as buffering element or queuing element in a system when the rate of read operation is 
slower than the rate of write operation. The Compressor can produce bit-steam at a higher rate than 
the application throughput  of the RF transceiver, so a FIFO is needed in the system. The FIFO 
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Control block stores the compressed data bits generated by the Compressor block in FIFO memory 
and sends the data bits to RF transceiver in first-in-first-out fashion when requested by the Capsule 
Control block. The FIFO Memory is a dual-port memory having a word width of one bit. The memory 
is synthesized in the FPGA's embedded RAM blocks [101]. The exact required size of the FIFO 
memory depends on the data throughput of the RF transceiver (discussed in Section 5.4.3). 
5.3.2.6 Reset and clock generator  
A 14 MHz built-in clock inside the FPGA is used as the primary clock source in the design. The 
Clk_divider block generates one clock output at 14 MHz (same as the input clock), and another at 
777.76 kHz. The Rst_gen block is responsible for resetting the different blocks in the FPGA in 
proper order. The image sensor in [34] needs higher frequency clock input during initialization than 
the clock required for a low frame-per-second (FPS) capsule endoscopy application [103]. So, during 
initialization of the image sensor, the input clock frequency of the sensor is set with higher 
frequency clock and after the initialization is done, it is  set with lower frequency clock. This clock 
switching is done by the ClkMux which is controlled by the Capsule Control block. The ClkMux block 
contains mechanisms to switch between two related clock sources without introducing glitches at 
the output [104].  
 RF board 5.3.3
This board contains the RF transceiver with other necessary passive components. The medical 
implantable communication service (MICS) compatible RF transceiver, which works at 402-405 
MHz frequency, is the most suitable for transmitting data through the human body [105]. However, 
the MICS RF transceiver vendor [106] sells a low data-rate (effective data-rate around 500 kpbs 
[107]) transceiver (ZL70102) which is not sufficient even for 2 FPS capsule endoscopy application. 
A custom designed transceiver (ZL70081) having a data-rate of 2.7 Mbps, which is used in PillCam 
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[22], is not available for public purchase.  So, the RF transceiver by Nordic [108] is used, which 
works at 2.4 GHz frequency band and having a raw data-rate of 2 Mbps. However, the theoretical 
effective data rate with minimum header information is 1.68 Mbps. The works in [109] and [107] 
show that 2.4 GHz transceivers, such as Nordic, can be effectively used to get data wirelessly 
through animal body. 
 Nordic transceiver [108] contains cyclic redundancy check (CRC) based error detection and 
retry with auto acknowledgement  feature. In auto acknowledge mode, after receiving a data packet, 
the receiver checks the CRC bits and detects whether there was any error during the transmission of 
the packet. If there was any error, then it requests the transmitter to resend the data-packet again. 
This process goes on until the packet is transmitted successfully. So, in auto acknowledgement mode, 
generally no data loss happens, though the number of retries can decrease the overall application 
throughput. The transceiver communicates with the FPGA by SPI Interface [97] block. The physical 
size of the transceiver is 4 × 4 × 0.85 mm and it requires a 2.4 GHz chip antenna having a 
dimension of 6.5 × 2.2 × 1 mm. 
 Power board 5.3.4
As power source, three silver oxide button batteries [110], each having a rated voltage of 1.55 V and 
capacity of 195 mAh, are used in series in the design. The design requires 2.8 V and 1.5 V for image 
sensor, 1.2 V is for powering the FPGA core, and 3.3 V for RF transceiver and FPGA I/O power. 
These four DC voltage levels are generated using miniature low dropout regulators (LDO) [111]. A 
normally closed (N/C) magnetic reed switch [112] is placed between the batteries and the inputs of 
the power regulators in order to turn on and off power in the design from outside.  
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5.4 Results and discussion 
 The electronic capsule prototype 5.4.1
In first phase, the four boards, as outlined in Figure 5.2, are manufactured in circular PCBs each 
having a diameter of 43 mm as shown in Figure 5.4 for testing and troubleshooting. The PCBs are 











Figure 5.4 Photograph of the generation-1 capsule PCBs  
 
 In the second phase, the four PCBs are contracted out to third party for design[113], 
manufacturing and assembling [114] and the boards are manufactured in smaller size circular PCBs 
each having a diameter of 16 mm as shown in Figure 5.5. The PCBs are stacked on top of another 
using board-to-board connectors.  The developed capsule PCBs are put inside a cylindrical casing 
having a length of 6 cm and diameter of 2 cm. The weight of the prototype is 20 g with casing, 




RF boardFPGA board Power boardImaging board
 
                                             (a)                                                                                            (b) 
Figure 5.5 Photograph of (a) The generation-2 capsule PCBs; (b) PCB's stacked together; 
 It should be noted that, the prototypes do not contain the fabricated ASIC chip. The reason 
is that some of the features such as YEF color space and NBI mode came up later after the chip has 
been fabricated and so those features were not included in the chip. As the research is ongoing, the 
system is developed in flexible and programmable FPGA based platform so that design can be 
updated without going through the lengthy fabrication process of ASIC. 
 Resource and power consumption 5.4.2
The digital blocks discussed in Section 5.3.2, are modeled in VHDL and synthesized in the FPGA of 
the capsule prototype. The synthesis results generated by Lattice Diamond [115] are summarized in 
Table 5.1. 
Table 5.1 FPGA Synthesis results 
Resources Usage 
Number of registers 485 out of 2112 (23%) 
Number of LUT4s 957 out of 2112  (46%) 
Number of 9 Kbit block RAMs 8 out of 8 (100%) 
Number of PIO  25 out of 105 (24%) 
Max DCLK1 frequency  32.5 MHz 
Power consumption 
in FPGA at 2 FPS (Simulated) 
12.42 mW 
1clock output from image sensor fed to the FPGA 
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 The measured current consumption of the entire capsule prototype in different image sizes 
and modes are shown in Figure 5.6. 
 
Figure 5.6 Current consumption (measured) of the capsule in different image transmission modes 
For an average of 23 mA current consumption, the capsule can run for 8.5 hours with three 195 
mAh button batteries [110]. 
 Discussion on FPS and FIFO size 5.4.3
The FPS of the capsule is directly proportional to the frequency of the image sensor output clock, 
fDCLK, as expressed in (5.1). 
     
DCLKfFPS
N
     (5.1) 
where, N = Total number of DCLK cycle needed for one image frame = 410436 (for image sensor 
of [34], in QVGA full mode) 
 
From Table 5.1, it is seen that the maximum DCLK frequency the FPGA can support is 32.5 MHz. 




However, it should be noted that the bottle-neck of the system is the application throughput of the 
RF transceiver, RFAT, as expressed in (5.2). 
    1 % ATW H BPP CR FPS RF        (5.2) 
 
where, W = image width = 320 (for QVGA), H = image height = 240 (for QVGA), BPP = bit-per-
pixel = 24, CR = compression ratio = 80.4% (from Section 3.6). For 2 FPS image transmission rate, 
the minimum required application throughput  of the RF transceiver can be calculated from (5.2) as 
722.53 kbps.  
 There are several research works available in the literature about the design of low power 
and high data rate RF transceivers for capsule endoscopy. The work in [58] and [116] proposes 
design of a transmitter having data rate of 20 Mbps and 15 Mbps namely and [117], [118] and [119] 
proposes 2 Mbps transmitters. In [120], and ultra wide band communication channel for capsule 
endoscopy is proposed. For instance, if the transmitter of [116] is used in our design, then QVGA 
images can be sent at maximum 42 frames/second as calculated from (5.2). However, these 
transmitters are still in the research level and not available commercially. 
  
 The image compressor can produce bit-steam at a higher rate than the application 
throughput  of the RF transceiver, so a FIFO is implemented for proper transmission. The required 
size of the FIFO, FIFOSize, can be calculated from (3). 








     (5.3) 
 
where, B = data burst size = data size for one row of an image after compression = 
  1 %W BPP CR   = 1505 bits, 
Nr = Total number of DCLK cycle needed for one row = 1560 (for image sensor of [34]). 
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For two FPS image transmission and RFAT = 722.53 kbps, the FIFO size can be calculated from 
(5.3) as 8 KB.  
 Depending upon the environmental condition (such as wireless interference from nearby 
electronic devices, distance of transmission, signal attenuation due to obstruction, etc.), the RF 
transceivers application throughput can go much lower. Several experiments with commercial 
capsule in  [22] revealed the fact that image transmission were not at a smooth rate of 2 FPS, rather 
images were sometimes sent as low as 0.1 FPS due to error in transmission.  
 Comparison with other works 5.4.4
In Table 5.2, the proposed capsule prototype is compared with several other works. The work in 
[59] [32] and [121] proposes microcontroller based capsule architectures which consume significant 
amount of power. The battery life of these works are not mentioned in their papers. The work of 
[54] claims to have 19 frame/second referencing a research paper based RF transceiver (having data 
rate of 1.5 Mbps). However, the transceiver was not interfaced with their prototype for real-time 
experimentation and such high FPS will reduce the battery life of the system dramatically. The works 
in [57][58] are developed in ASIC platform disabling programmability and flexibility of the design. 
The proposed capsule prototype is programmable, modular and flexible, capable of capturing both 
WLI and NBI images, supports both lossy and lossless compression and real time configuration of 
image resolution and imaging modes through wireless commands, having a reasonable battery life of 
8.5 hours.  






Table 5.2: Comparison with other works 
 Design 
platform 









[54] FPGA 320 × 240 19 WLI No 1.72 
[32] MCU 160 × 160 2 WLI - - 
[121] MCU 640 × 480 0.5 WLI 
(grayscale) 
No - 





[59] MCU - - WLI No - 





QVGA (320 × 240), 
QQVGA (160 × 120), 













1For 800kbps application throughput of RF transceiver; 2assuming 195mAh battery; "-" not mentioned 
 
5.5 Summary 
In this chapter, a miniature field programmable gate array (FPGA) based electronic capsule is 
designed and developed. The capsule contains the proposed  low complexity  image compressor and 
can generate both lossy and lossless compressed bit-stream. The capsule prototype also supports 
both white light imaging (WLI) and narrow band imaging (NBI) imaging modes and communicates 
with the data logger in full duplex fashion, which enables configuring the image size and imaging 
mode in real time during the examination. The capsule prototype has 4 PCBs, each having a 





Chapter 6: Data Logger 
6.1 Introduction 
Recent advances in miniature and portable bio-sensors, embedded processors, and wireless 
technologies have caused a rapid growth in sensing and recording physiological signals for medical 
applications. Bio-sensors convert body signals such as temperature, blood pressure, breathing [122],  
heartbeat, electrocardiogram (ECG) [123], etc. to electrical signals to be processed, transmitted, and 
recorded in electronic devices [124]. Data coming from implanted or external body sensors can be 
transmitted wirelessly to a portable and wearable data logger unit, thus giving the patient the 
freedom to do household works during continuous data recording without the hassle of 
cumbersome wired devices. After logging is completed, the data are transferred to a personal 
computer (PC) or Smartphone which may be later examined by physicians. In this chapter, a 
portable, battery operated data logger unit having wireless connectivity with the bio-sensor is 
discussed. The design of the data logger is general and can be used for several medical applications.  
 In this chapter, the prototype is demonstrated for video wireless capsule endoscopy (WCE). 
The data logger presented in this work is portable and has high data rate of 2 Mbps wireless 
connectivity with implantable or externally attached body sensors which eliminated the need for 
wires. It also has high memory capacity of 4 GB micro secure digital (SD) card, graphical display for 
showing images, graphs, charts in real time, keypad and touch screen based user interface. After 
logging, the data can be transferred to PC using a SD card reader at a speed of up to 25 MB/sec or 
using an USB interface. Optionally, the data can also be transferred to PC or Smartphone wirelessly 
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using Bluetooth technology. An illustration of a wireless body sensor data logging system using the 
proposed data logger is shown in Figure 6.1. 
 
 
Figure 6.1  Illustration of a wireless body sensor data logging system 
6.2 Design requirements 
  In capsule endoscopy, images are generally transmitted in compressed form at 2 frames-per-
second for about 8 to 10 hours. The storage space required, S, for this application can be 
expressed using (6.1), where, W is the image width, H is the image height, BPP is the bits-
per-pixel, FPS is frames per second, CR is the compression ratio, and T is the duration of 
data logging in hour. 
(1 ) 3600S W H BPP CR FPS T          (6.1) 
 
In order to store color QVGA (320 × 240, 24 bits-per-pixel) images transmitted at 2 FPS 
having 80% compression ratio for 10 hours, at least 3.1 GB memory space is required.  
  The data rate of the wireless transceiver must be high enough to support the above 
mentioned transmission which is calculated as 720 kbps. 
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  It must consume low power so that battery is able to supply power continuously for at least 
10 hours. 
 The data logger should be able to communicate with the capsule in real-time during logging 
and control various features of the capsule, such as, changing image size, imaging mode (e.g., 
white light imaging, narrow band imaging), frame rate, etc. The interface used for this 
interactive control operation must be easy to use. 
 Real time viewing of the images, while the capsule is in operation and the data logging is in 
process, is another important feature. Using it, a physician can take decision to change 
imaging mode, image size, or frame rate of a certain region of the GI tract for better viewing. 
The data logger must have necessary hardware for displaying color images and firmware to 
decompress and display compressed image data. 
  After data logging is completed, there must be easy and fast way to transfer the data to 
workstation PC or Smartphone for diagnostics. 
 The physical size and weight of the data logger must be as less as possible.   
6.3 The data logger architecture 
The data logger is designed to have four layers as shown in Figure 6.2. Each layer completes its 
functionality by using the resources of its lower layers. By only changing the application layer 
firmware, the data logger can be used in several applications, without modifying the lower level 









Figure 6.2 Data logger design layers 
 Hardware 6.3.1
The overall block diagram of the hardware is shown in Figure 6.3. The design consists of a 
microcontroller (MCU) and several peripherals connected with it. Each major component of the 
design is briefly described below.  
Microcontroller





















Figure 6.3 Block diagram of the data logger hardware 
6.3.1.1 Microcontroller 
A microcontroller from the XMEGA-A1 [125] family is chosen for this design. To increase the data 
sample rate and writing speed in the storage device, a high speed MCU is required. Moreover, 
several peripherals need to be connected with the MCU using SPI and UART protocol. The 
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XMEGA microcontroller can work at 32 MHz clock and it has several hardware SPI and UART 
ports which works faster than software SPI or UART.  The chosen MCU also has 78 programmable 
I/O lines, 128 kB flash for program storage, 8 kB SRAM and 2 kB EEPROM to store user defined 
variables temporarily and permanently namely. 
6.3.1.2 Data storage device 
In Table 6.1, the comparisons of different permanent memory storage device [126] in a single chip 
are shown. Parallel EEPROMs need significant number of I/O lines to interface with MCU. Serial 
EEPROMs needs relatively lesser I/O lines, however their memory capacity is low and cascading 
several EEPROMs for increasing capacity, needs significant area and more I/O lines. MicroSD card 
[127] seems to be the best choice as it has high memory capacity and needs only few I/O lines. 
Moreover, its defect and error management unit promises reliable data read/write. In the data logger 
design, two 2 GB SD card is connected with the MCU using hardware SPI at 16 MHz clock speed. 
Note that, several SD cards may be connected as shown in Figure 6.4 and the storage capacity can 
be increased significantly. When one SD becomes full, data are written in another SD card 
automatically, and thus data logging can continue without the interruption of replacing SD card. 
Moreover, data can be transferred from SD card to PC using SD/MMC card reader at high speed 
such as 25 MB/sec.   
 
Table 6.1: Comparison of different permanent memory storage device 
 EEPROM  
Micro SD Parallel Serial 
I2C SPI 3 WIRE 
Capacity 512 kB 64 
kB 
64 kB 2 kB 2 GB1 
Clock (MHz) 5 0.4 20 2 252 
Pins required 30 2 4 4 4 
Error correction No No No No Yes 
1 Maximum capacity for FAT16 file-system for a single SD 

























Figure 6.4 SD card connection with MCU by SPI  
6.3.1.3 Graphical LCD with touch screen 
To enable real time viewing of images, graphs, charts, texts etc. during data logging, a 2.4'' graphical 
LCD [128] capable of displaying 320 × 240 pixels (QVGA) using 262,144 colors is chosen. The 
display also contains resistive touch area, enabling advanced and interactive user interface. The LCD 
connects with the MCU using hardware USART and it receives command from the MCU at a baud 
rate of 2 Mbps. 
6.3.1.4 Wireless transceiver 
The characteristics of several wireless transceiver units are shown in Table 6.2. The major challenge 
of any wireless link is the data corruption in the transmission channel. Nordic transceiver [108] 
contains cyclic redundancy check (CRC) based error detection and retry with auto acknowledgement  
(i.e. resend data packet until success) feature which makes the link promisingly reliable, though 
several retry may decrease the overall data transmission rate in a noisy environment [73]. Nordic is 





Table 6.2 Comparison of different wireless transceivers 










Frequency band 402 MHz 433 MHz 915 MHz 2.4 GHz 2.4 GHz 
Data rate 800 kbps 10 kbps 115 kbps 250 kbps 2 Mbps 
Retry and auto 
ack. 
Yes No No Yes Yes 
TX current (mA) 5 3.4 25 250 11.3 
RX current (mA) 5 5.2 13.5 55 13.5 
 
 
6.3.1.5 Bluetooth  
A Bluetooth transceiver [132] is also connected with the MCU using hardware USART at 230 kbps 
baud. Data transmitted from wireless body sensor can be captured either by Nordic or by Bluetooth 
in the data logger and then can be uploaded wirelessly to personal computer or Smartphone using 
Bluetooth.  
6.3.1.6 USB interface 
The design also contains an USB interface (as shown in Figure 6.5) that has 1 Mbps data rate to 
connect with PC using wired link. This wired interface can be optionally used to transfer data to 










Figure 6.5 USB interface to PC 
6.3.1.7 Analog interface 
Analog data can also be taken in the data logger using the wired analog interface. The analog 
interface consists of multiplexed 8 programmable analog to digital converter (ADC) channels, 8 
analog comparators, and 2 digital to analog converter (DAC) channels of the microcontroller. 
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Analog data such as body temperature, blood pressure can be taken using the ADC channels and 
then the data can be saved in SD card and its real time graphical plot can be displayed on LCD. 
6.3.1.8 Power supply 
As the power source of the data logger, three 3.7 V polymer lithium-ion batteries, each having 2000 
mAh rating are used in parallel, thus making total battery rating of 6000 mAh. The design also 
contains a 200 mA having 3.3 V output voltage boost converter [133] and an under voltage 
protection of 2.6 V. A 500 mA constant current battery charging circuit [134] using PC's USB port is 
also included in the design so that recharging can be done without removing the batteries from the 
hardware. To indicate and monitor the charging  level, the battery voltage is divided using two fixed 
resistors connected in series and the voltage of the common point of the resistors is fed to an analog 
to digital converter (ADC) channel of the microcontroller.  
6.3.1.9 Other peripherals 
To interact with the user, the design contains 4 push button switches. The button press is signalled 
to the MCU as interrupt. A buzzer is included in the design to generate small beep sounds.  
 Driver firmware and Disk Operating System 6.3.2
The driver layer consists of low level firmware routines for accessing different hardware peripherals 
such as graphical LCD, RF transceiver, SD, etc. A disk operating system (DOS) for embedded 
system [135] is implemented which handles file operations in SD card. The DOS implements 
FAT16 file system and the maximum writing speed in SD card is found to be 115 kB/s when the 
MCU is running at 32 MHz.   
 Application Firmware 6.3.3
This layer contains the firmware designed for a specific data logging application. The proposed data 
logger is generic that encompasses many different medical applications such as ECG, heartbeat, 
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capsule endoscopy, blood pressure etc. In this work, the firmware for capsule endoscopy application 
is implemented.   
6.3.3.1 Graphical User Interface 
In order to set different settings such as image size, imaging mode, enable/disable real time view, 
etc.; a menu based graphical user interface (GUI) is designed in the data logger as shown in Figure 
6.6. User can use either 4 keys (Up, Down, Enter and Escape) or touch to select different menu 
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Figure 6.6 Menu tree of the data logger 
6.3.3.2 Data logging 
In order to receive data from the capsule, a command is sent wirelessly to the capsule from the data 
logger containing information of required image size and imaging mode. After receiving command, 
the capsule starts to send the data packets of an image frame in compressed from. The data logger 
reads the packets and stores them in SD card. A timer is also used to add time stamp for each image 
frame. The end of a frame is detected by a pattern of consecutive 4 zero bytes. The overall data 
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Figure 6.7 Flowchart of the data logging procedure for capsule endoscopy 
6.3.3.3 Image decoding algorithm 
In capsule endoscopy, image data are transmitted wirelessly from the ingested capsule in compressed 
form. The proposed compression algorithm discussed in Section 3.4 is implemented in the capsule. 
In the data logger, the de-compressor or the decoder  for the proposed compression algorithm is 




















Figure 6.8 Block diagram of the image decoding algorithm 
In the compressed bit stream, the first pixel component is stored in raw 8 bit format. This is read in 
X, where X is the actual pixel value. In YEF color space, X corresponds to Y, E and F components. 
Xp is the next predicted pixel value. Initially,  
     Xp X    (6.2) 
Next define, 
     82 256I        (6.3) 
     
kM 2    (6.4) 
 where, k is a Golomb-Rice code parameter . The maximum length of Golomb-Rice code 
(glimit) is chosen as 32. The pseudo code for Golomb-Rice code decoder is shown in Figure 6.9. 
 
Figure 6.9 Pseudo code for Golomb-Rice decoder 
The decoded m_dx is then inverse mapped to signed integer as shown in the pseudo code in Figure 
6.10. 
 
Figure 6.10 Pseudo code for inverse mapping 
1.  q := the number of 0 in the code until a 1 is reached 
2.  if q < (glimit − log2 I − 1) then 
3.   r := next k bits in binary 
4. m_dx := q × M + r 
5. else 
6. m_dx := next 8 bits in binary +  (glimit − log2 I − 1) × M 
 
1. If m_dx mod 2 = 0 then 
2. dx := m_dx / 2 
3. else 




The differential pulse coded modulation (DPCM) decoder then calculates the next actual pixel value 
using (6.5) and sets the prediction for next pixel using (6.2). 
     X Xp dX      (6.5) 
After the actual component values of a pixel are calculated, they are converted to RGB color space 
using (3.4). Then the R, G, B pixels are sent to graphical LCD for displaying the image frame.  
 
6.3.3.4 Data uploading 
After data logging, data can be uploaded to PC or Smartphone using any of the following three 
methods: (a) by removing the SD cards from data logger, (b) using USB interface, and/or (c) using 
wireless Bluetooth link. When using USB or Bluetooth link, a file transfer protocol is implemented 
which sends at first the filename, then the file size, and then its data bytes. A PC software is 
developed to receive the data from the data logger by USB or by Bluetooth. After receiving 
compressed data, the PC software can decode and display the images as video at any given FPS.    
6.4 Results 
 Specification of data logger prototype 6.4.1
The proposed data logger for capsule endoscopy application is prototyped in our laboratory as 
shown in Figure 6.11. The size of the prototype is 10 × 10 × 2 cm. The weight of the PCB is 114 
gram; each battery weighs 37 gram, making the total weight of the prototype 151 gram with one 
battery. With three batteries, the total weight is 114 + 3 × 37 = 225 gram. Note that, for capsule 
endoscopy application, minimum 10 hours battery life is required. If one battery is used instead of 
three batteries then the hardware can run for 11.8 hours (calculated from Table 6.3 and Table 6.4), 
which meets the design requirement for capsule endoscopy application. As the design of the 
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proposed data logger is general, three batteries are used to meet other applications which may 
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a)                                                                                                                   (b) 
Figure 6.11 Photograph of the prototype (a) top view (compared with a Canadian $2 coin); (b) bottom view 
 
 Experimental results for RF channel selection 6.4.2
Experiments have been conducted to observe the interference of other frequencies (such as Wi-Fi, 
Smartphone, medical instruments etc.) in both hospital (Royal University Hospital, Saskatoon, SK, 
Canada) and home environment [73] on the Nordic transceiver in its different frequency channels. 
Several experiments showed that using duck antenna [136] instead of chip antenna improves the RF 
transmission quality. In Figure 6.12, the number of retry required by the transceiver to send 100 data 
packets (each packet contains 32 bytes) in different frequency channels in several environments 
using duck antenna is shown. As the data logger is wearable, the distance between the sensor and the 









Figure 6.12  Number of retry required in different frequency channels (a) in home environment; (b) in home 
environment  near Smartphone in use; (c) in hospital environment near medical imaging department; (d) in hospital 
environment near cancer department. 
From Figure 6.12, it is observed that several retries are required from 2.4 GHz to 2.48 GHz 
channels due to interference in different environments. So, decision have been made to operate the 
transceiver in a clear channel at 2.5 GHz which will cause minimum number of retries during data 
transmission. Note that, the Bluetooth device will not have any interference effect on Nordic 
transceiver as they work in a mutually exclusive way. 
 It is possible to select the best channel dynamically during data logging for ambulatory 
diagnostics. To do that, the data-logger will go to channel selection mode every after 30 minutes, or by 
user at anytime from selecting a menu option. The data logger will send a command to the capsule 
to set its transceiver at the first channel and the data logger will also set its transceiver to the first 
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channel. Then the data logger will send some data packets to the capsule and log the number of retry 
required for that channel. This step will be done for all the available channels. (In Nordic 
transceiver, total 126 channels starting from 2.4 GHz to 2.526 GHz are available). Then the channel 
which has minimum retries will be selected and the data logger will send a command containing the 
channel number to the capsule so that both data logger and capsule communicates at the same 
channel. The flow chart for this procedure is shown in Figure 6.13. 
 
Start
Send command to capsule to set its RF 
channel# to N
Set its (data logger) RF channel# to N 
Send dummy data packet to capsule
R[N] = number of retry for channel# N
N = N +1
Is N = MAX_CHANNEL ?
Ns = i, where R[i] is the minimum  
Send command to capsule to set its RF 
channel# to Ns





Figure 6.13 Flowchart for selecting best RF frequency channel 
 Power consumption 6.4.3
The power consumption of the data logger in different modes is shown in Table 6.3. When real time 
viewing (RTV) is disabled, the graphical LCD is taken to sleep mode to save power. In Figure 6.14, 
the percentage power consumption of different hardware components during data logging (using 
Nordic RF link, in RTV enabled mode) is shown. It is seen that, the LCD consumes the majority of 
power (54%) if the RTV is enabled. It should be noted that the RTV mode is not a normal mode of 
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operation, rather a special feature that a physician may use if desired. After the data logging is 
completed, it can be transferred to PC by removing the SD card, which costs no power for the data 
logger. When transferring data using Bluetooth, the LCD and Nordic RF are taken to sleep mode to 
save power. During data transfer by USB interface, the Bluetooth is also taken to sleep mode.    
 
Table 6.3 Power consumption in different modes 
Mode Current 
(mA) 
Power (mW) @ 3.3 V 
Display menu 160 528 
Data logging in 
SD card 
RTV enabled 170 561 
RTV disabled 90 297 
 
Data transfer to 
PC 
Using SD card 
reader 
0 0 
Bluetooth 140 462 




Figure 6.14 Percentage power consumption of different hardware components 
 Comparison with other works 6.4.4
The overall specification of the designed data logger and its comparison with other works are shown 
in Table 6.4. Comparing with other works on data loggers in the literature, the proposed data logger 
has high speed wireless connectivity including Bluetooth, contains graphical LCD for real time data 
viewing and touch screen.  The storage space is sufficient for many other medical applications; 
moreover, it can be increased easily by connecting more SD cards as shown in Figure 6.4 or 
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implementing FAT32 file system in the firmware which can support higher capacity SD card (8 GB 
or higher) than FAT16. The writing speed and RF bandwidth of the data logger is sufficiently high 
to capture and store data at high sampling rate. Thus the proposed data logger fulfills all the design 
requirements as discussed in Section 6.2 for capsule endoscopy application. From Table 6.4, it is  
also seen that the data loggers in other literature works are intended for different applications and 
they cannot be used for wireless capsule endoscopy application efficiently.  The proposed data 
logger is mainly designed for capturing capsule endoscopy images. However, because of using high 
capacity components (such as, 2 Mbps RF link, 4 GB storage space, graphical LCD, etc.), it can also 
be used in many other medical applications such as, monitoring and logging of heartbeat, blood 
pressure, body temperature, etc. 





























[62] ECG 20 MB 200 Hz No No No - 
[68] Fetal and 
maternal 
heart beat 
- 500 Hz No No No 24 
[63] ECG 512 MB 33 kS/s No No No 72 
[137] ECG 1 GB 250 Hz No No No 924 
[73] Human 
movements 

















Yes Yes 35.3 Yes 




In this chapter, the design of a data logger for capsule endoscopy application is discussed. The data 
logger is portable and its battery can supply power for more than 35 hours. It has high data rate 
wireless connectivity including Bluetooth, graphical display for real time data viewing with state-of-
the-art touch screen technology. The data are logged in micro SD cards and can be transferred to PC 
or Smartphone using card reader, USB interface, or Bluetooth wireless link. A fast and low cost 
image decoding algorithm for real time viewing of endoscopic images is also presented. Experiments 
have also done in both hospital and home environment for testing RF interference and an algorithm 






Chapter 7: Workstation Software 
7.1 Introduction 
In WCE, data are transferred from data logger unit to a workstation or PC, where the images are 
decoded, reconstructed and displayed for medical diagnostics. In this chapter, the design of a 
workstation or PC software for WCE system is discussed. 
7.2 Design requirements 
In a Windows based PC software, the following functionalities need to be implemented: 
 The software should be able to receive data from SD card, USB interface and also from 
wireless Bluetooth interface of the data logger. 
 The software should contain the decompression or the decoding algorithms (for both lossy 
and lossless) to reconstruct images from the compressed data for both WLI and NBI modes. 
 In NBI mode, the capsule prototype takes two grayscale images of the same location of the 
tissue. One image is captured using green light and other using blue light. The software 
should have the functionality to generate a single high contrast NBI image by combining the 
two grayscale images. 
 It should be able to store the reconstructed images in standard format, such as JPG or BMP.  
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 It should have a display interface, where the reconstructed images can be displayed, zoomed, 
marked, navigated to any frame, and  the sequence of images can be played as video at any 
given FPS. 
7.3 Architecture of the workstation software 
The overall architecture of the workstation software is shown in Figure 7.1. Its main components 












Figure 7.1 The architecture of the workstation software 
 Input interface 7.3.1
Compressed data files from the data logger are transferred to the workstation by SD card, USB 
interface, or by Bluetooth link. The software uses necessary driver routines for accessing USB and 
Bluetooth hardware of the PC. This unit implements a file transfer protocol (FTP) which at first 
requests the data logger to send the total number of files that need to be transferred, then the file 
name, size and the data bytes.  
 Image decoder 7.3.2
The Image decoder decodes or decompresses the compressed image data and stores the images as 
standard BMP files. The implemented decompression algorithm is similar to the image decoding 
algorithm implemented in the data logger as described in Section 6.3.3.3. In order to reconstruct a 
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combined NBI image from two grayscale images, the following steps are performed; (a) the 
grayscale images are sharpened by increasing the difference between the consecutive pixels, (b) two 
images are combined by choosing either the maximum, minimum or average value of the pixels of 
the two images, and then (c) pseudo color is added with the combine image.  Parameters for 
reconstructing NBI images can be set by the user in the decoder module.  
 Image viewer 7.3.3
The Image viewer displays the decoded images. It also contains frame navigation system, zoom in/out 
feature, marking pen for selecting and marking any special region of the image, and a video player 
which can display the image sequences as video at any given FPS.  
7.4 Results 
The software is developed using Microsoft Visual Studio and its operations have been tested. In 
Figure 7.2, a screenshot of the image viewer unit of the software is shown. 
 




In this chapter, the architecture of the workstation software for image decoding and viewing is 






Chapter 8: Animal Testing 
8.1 Introduction 
In order to validate the performance of the compressor and the developed WCE system in more 
realistic scenario, the WCE system have been tested in pig's intestine. Pigs intestine is chosen for 
experiment due to the following reasons.  
 Both the pig and the human are mammals. Though there are some differences, pig has 
relatively similar gastrointestinal functions in comparison to human [138].  
 Pigs are widely available from pork industry and animal research centers [139].  
 It is less expensive than dog or horse. 
 It can be mentioned here that, to perform tests in human patients is quite challenging. First 
of all, it is difficult to design and fabricate an electronic capsule that a human can swallow. A 
swallowable size capsule should be approximately 26 mm in length and 11 mm in diameter [22]. 
Miniature multilayer PCB design, fabrication, assembling, packaging processes take significant 
amount of time, money, and human resource. Secondly, approval from FDA [25] is needed to 
swallow the capsule in human patient. Getting approval from FDA is a lengthy and expensive 
process. Finally, it requires approval from hospital, managing a number of patients having 
gastrointestinal diseases, and involvement of medical stuffs and gastroenterologist to evaluate the 
performance [94] and measuring the accuracy of their decision (fraction of correct decisions, false 
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positives, false negatives, etc.) using statistical tools such as receiver operating characteristics (ROC) 
analysis [95]. All these tasks are beyond the scope of this thesis and left for future exploration. 
 
In this chapter, the experiments with pig's intestine are presented.  
8.2 Experiments with pig's intestine 
After getting the ethical permission from Animal Research Ethics Board (AREB) [140] for 
conducting tests involving animal, a portion of pig's small intestine has been collected from Prairie 
Swine Centre [139]. Two experiments with this tissue have been conducted in the anatomy lab of 
Western College of Veterinary Medicine [141]. The experiments are briefly described below: 
 Experiment with generation-1 capsule prototype 8.2.1
8.2.1.1 Objective 
The objective of the first experiment is to get an initial assessment on how the developed WCE 
system works when images of pig's intestine are taken. 
8.2.1.2 Method 
In this experiment, the generation-1 capsule prototype (PCB's shown in Figure 5.4), the developed 
data logger and the workstation software are used. Due to the relatively large diameter of the 
generation-1 capsule prototype, it is not been possible to insert the capsule inside the intestine. So, 
the intestine is cut open and expanded and then the capsule is placed over the tissue for capturing 







Figure 8.1 (a) Photograph of the generation-1 capsule prototype in casing and data logger;  (b) Pig's small intestine 
dissected and expanded; 
8.2.1.3 Results 
The capsule captured images of pig's intestine and sent the compressed data wirelessly to the data 
logger. The images are displayed in real time on the data logger‟s LCD. These images were later 
transferred and decoded in PC, an image is shown in Figure 8.2. 
 
 
Figure 8.2 A captured WLI image of pig's intestine 
8.2.1.4 Discussion 
In the experiment, images of intestine are successfully captured by the capsule and the data logger is 
able to store and show the images in real time. Also, real-time control of lighting mode from the 
data logger by sending wireless commands to the capsule is done successfully. It is found from the 
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experiment that the focal length of the  lens in front of the image sensor needs to be adjusted in 
order to get better quality images. Also, it is found that excessive lights can blur the images, so the 
intensity of the lights need to be controlled more precisely. 
 Experiment with generation-2 capsule prototype 8.2.2
8.2.2.1 Objective 
The objective of this experiment is to see the capsule's performance (such as image quality, RF 
transmission issues etc.) when it is inserted into the pig's small intestine. 
8.2.2.2 Method 
In this experiment, the generation-2 capsule prototype (PCB's shown in Figure 5.5), the developed 
data logger unit and the workstation software are used. Before the experiment, the focal length of 
the lens and light intensity of the capsule are carefully adjusted. In order to test the performance of 
the developed WCE system, the capsule prototype is inserted inside the pig's small intestine. The 





Figure 8.3  (a) Capsule PCBs put in casing and inserted inside pig's small intestine; (b) Experimental setup: capsule 




Images from the capsule are successfully transmitted to the data logger wirelessly through the pig's 
intestine. After the images are captured by the data logger, they are saved in SD card, decoded and 
shown in the LCD with time stamp. After capturing several images, the data stored in the SD card 
of the data logger are transferred to a PC. Using the PC software, the compressed data are decoded 
and the reconstructed images are saved in the PC. In Figure 8.4, several captured WLI images of 
QVGA size (320 × 240) using both lossy and lossless compression modes (mode and size selected 
by sending wireless command from the data logger to the capsule in real time) are shown with 
compression ratio (CR) mentioned. In Figure 8.5, captured WLI images of QQVGA size (160 × 




















Figure 8.4 Captured QVGA size WLI images from pig's intestine:  
(a) lossy compression mode, CR = 81.87%; (b) lossy compression mode, CR = 82.29%;  






Figure 8.5 Captured QQVGA size WLI images from pig's intestine:  















             
 Figure 8.6 Captured NBI images from pig's intestine: (a) grayscale image with green light only, CR = 84.31%; (b) 
grayscale image with blue light only, CR = 84.11%; (c) Combined pseudo color NBI image from (a) and (b); 
(d) grayscale image with green light only, CR = 83.95%; (e) grayscale image with blue light only, CR = 83.87%;   
(f) Combined pseudo color NBI image from (d) and (e) 
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 In the experiment, the capsule prototype is also covered by approximately 40 mm thickness 
of extra intestine in order to make the scenario of skin and flesh over the intestine. In this scenario, 
images are also successfully transmitted through the 40 mm thick tissues.  
 During the experiment, the distance between the capsule and the data logger is varied from 
0.3 m to 1 m and images are transmitted successfully. As the data logger is wearable and it is 
generally worn at one side of the belly, the distance between a swallowed capsule and data logger will 
be near 0.3 meter for human endoscopy.  
8.2.2.4 Discussion 
In this experiment, good quality images have been captured by the capsule. The detailed features of 
the mucosa are visible in both lossy and lossless images. The compression ratio of the images in the 
real experiments are similar (sometimes slightly higher) than the compression ratio estimated by 
simulations in Chapter 3 and in Chapter 4.  
 The hardware components selected for the capsule and data logger prototype worked as 
expected. However, there were several unknown issues that were identified during experimentation. 
It has been found that the RF transceiver's [108] application throughput can go low due to 
environmental condition which affects the FPS of the image transmission. Also, the image sensor in 
[34] is designed for 15-30 FPS application, however, in capsule endoscopy, 2-4 FPS is required. In 
order to get low FPS, the sensor is clocked with low frequency clock and for this reason, the 
captured images can become blured if the capsule is moving as the light exposure time of the image 
sensor is increased.   
8.3 Summary 
In this chapter, ex-vivo experiments with pig's small intestine is conducted to verify the performance 
of the developed WCE system. Good quality images are successfully captured and transmitted by 
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the capsule, which validates the proposed compressor's performance in realistic scenario. The 
developed WCE system components (the capsule, data logger and the workstation software) worked 









Part IV: Conclusion 
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Chapter 9: Summary and Conclusion 
9.1 Summary 
The works done in this thesis can be summarized as follows: 
 Low-complexity image compression algorithms have been developed for capsule endoscopy 
by identifying the unique properties of endoscopic images. The algorithm consists of a novel 
color space, referred as YEF,  and differential pulse coded modulation (DPCM) followed by 
optimized Golomb-Rice coding. Based on the nature of endoscopic images, several sub-
sampling schemes on the chrominance components are applied. A customized corner 
clipping algorithm has also been introduced.  
 The proposed compressor is tuned to work with both white light imaging (WLI) and narrow 
band imaging (NBI).  
 Both lossy and lossless version of the compression algorithm are constructed.  
 In order to visually evaluate the quality of the lossy reconstructed images, subjective 
evaluation by conducting two surveys among professional medical imaging doctors have 
been conducted. 
 The proposed image compressors have been modeled in HDL and verified in FPGA board. 
Later, it is implemented in a 0.18 µm CMOS technology and the chip has been fabricated. 
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 A complete WCE system prototype consisting of an FPGA based electronic capsule, a 
microcontroller based data logger unit and a Windows based image reconstruction software 
have been developed.  
 Ex-vivo testing in pig's intestine has been conducted to validate the performance of the 
developed WCE system prototype.  
  
9.2 Discussion and conclusion 
The proposed lossy compression algorithm, as discussed in Chapter 3, can produce an average 
compression ratio of more than 80% and the lossless compressor, as discussed in Chapter 4, can 
produce an average compression ratio of 75%. By using the proposed the compressors, only 1/5th 
to 1/4th of the total image data can be transmitted from the capsule, thus data can be fit in the 
limited bandwidth of the RF transceiver and also RF transmission power can be saved.  
 For the lossy image compressor, the reconstructed image quality have high PSNR index, 
over 43.7dB for both WLI and NBI. Moreover, the lossy reconstructed images have been visually 
verified by several medical imaging doctors and the images have been ranked as “highly acceptable”. 
For the  lossless compressor, the reconstructed image is identical with the original input image 
without any loss or distortion.  
 The compressor is implemented in hardware in such a way that a single hardware can be 
configured to produce both lossy and lossless compressed bit stream for both WLI and NBI modes. 
It can be directly interfaced with commercial image sensors that output pixels in raster scan fashion, 
eliminating the need of any input buffer memory. The compressor have been synthesized in FPGA 
board and successfully tested by connecting a commercial image sensor [34]. Due to the low 
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complexity of the core compressor, it consumes only 43 µW of power and 0.032 mm2 of area when 
implemented in 0.18µm CMOS technology.  
 A miniature field programmable gate array (FPGA) based electronic capsule is designed and 
developed as discussed in Chapter 5. The capsule contains the proposed  low complexity  image 
compressor and can generate both lossy and lossless compressed bit-stream. The capsule prototype 
also supports both WLI and NBI modes and communicates with the data logger in full duplex 
fashion, which enables configuring the image size and imaging mode, compression mode, in real 
time during the examination from the data logger. The capsule is prototype has 4 PCBs, each having 
a diameter of 16 mm and the prototype has battery life of 8.5 hours. 
 The data logger presented in Chapter 6 is portable, has high memory capacity of 4 GB micro 
secure digital (SD) card, graphical display for showing real time endoscopic images, keypad and 
touch screen based graphical user interface. After logging, the data can be transferred to PC using a 
SD card reader at a speed of up to 25 MB/sec or using an USB interface. Optionally, the data can 
also be transferred to PC or Smartphone wirelessly using Bluetooth technology. 
 The PC software, as described in Chapter 7 is able to decode and show the reinstructed 
images and can play them as video at any given FPS.  
 The developed WCE system has been tested in pig's intestine, as discussed in Chapter 8, and 
good quality images have been captured by the capsule prototype. The compression ratio estimated 
from simulation results in Chapter 3 and Chapter 4 matched with the real world implementation.  
 The hardware components selected for the capsule and data logger prototype worked as 
expected. However, there were several unknown issues that were identified during experimentation 
such as application throughput of the RF transceiver [108], blurring of images when the capsule 
moves fast due to lowering the input clock frequency of the image sensor [34], focal length 
adjustment of the lens, light intensity control etc.   
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  From the above discussion, it can be concluded that the thesis objectives mentioned in 
Section 1.3 are fulfilled and met.  
 
9.3 Future work 
There are several future works that can be done in order to take the research in the next level, they 
are listed below: 
 The size of the capsule can be reduced more to make it swallowable. The design challenges 
include miniature multilayer PCB design, fabrication, assembling, and packaging processes 
which take significant amount of time, money, and human resource. After making smaller 
size capsule prototypes, tests with several human patients need to be performed. 
 Dedicated low FPS image sensor and high application throughput RF transceiver for capsule 
endoscopy can be designed, fabricated and integrated with the existing design.  
 Several other bio-sensors such as temperature, pH, etc. can be integrated with the capsule 
and the data can be wirelessly transmitted and monitored in real time.    
 Works can be done on localization of the capsule. 
 Integrating hardware for robotic legs, drug delivery, tissue sampling  etc. with the capsule 
can be done. 
 Image enhancement and segmentation issues of the reconstructed images in the PC software 





Part V: Appendix  
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A. List of Publications 
A list of publications is shown below, according to the correspondence of the thesis chapters, which 
are generated from the research during my doctoral program. 
A.1 Published peer reviewed journals  
 Chapter 3: Lossy Compression Algorithm 
[J1] T. H. Khan and K. Wahid, “Low complexity color-space for capsule endoscopy image 
compression,” IET Electronics Letters, vol. 47, no. 22, pp. 1217-1218, doi: 
10.1049/el.2011.2211, 2011. 
[J2] T. H. Khan and K. Wahid, “Low power and low complexity compressor for video capsule 
endoscopy,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 21, no. 10, pp. 
1534-1546, doi: 10.1109/TCSVT.2011.2163985, 2011. 
[J3] T. H. Khan and K. Wahid, “Subsample-based image compression for capsule endoscopy,” 
Journal of Real-time Image Processing, Springer, doi: 10.1007/s11554-011-0208-7, 2011. 
 
Chapter 4: Lossless Compression Algorithm 
 
[J4] T. H. Khan and K. Wahid, “Lossless and low power image compressor for wireless 
capsule endoscopy,” VLSI Design, Hindawi Publishing Corporation, vol. 2011, Article ID 





Chapter 6: Data Logger 
[J5] T. H. Khan and K. Wahid, “An advanced physiological data logger for medical imaging 
applications,” EURASIP Journal on Embedded Systems, Springer, 2012:10, doi:10.1186/1687-
3963-2012-10, 2012. 
 
Below are some works published during the doctoral program which are not directly related 
with the thesis: 
[J6] T. H. Khan and K. Wahid, “A DVP-based bridge architecture to randomly access pixels 
of high speed image sensors,” EURASIP Journal on Embedded Systems, Hindawi Publishing 
Corporation, vol. 2011, Article ID 270908, New York, USA, 2011. 
[J7] T. H. Khan and K. Wahid, “Universal bridge interface for DVP-compatible image 
sensors,” Microprocessors and Microsystems, Elsevier, vol. 35, issue. 6, pp. 547-556, 2011. 
 
A.2 Published conference papers  
(* indicates related with this thesis) 
[C1] A. Mostafa, T. H. Khan, K. Wahid, and S. B. Ko, "Efficient color space-based 
compression scheme for endoscopic images," In Proc. International Conference on Information 
Sciences, Signal Processing and their Applications (ISSPA), pp. 83 - 86, Montreal, QC, Canada, 
July 2012. * 
[C2] T. H. Khan and K. Wahid, “Implantable narrow band image compressor for capsule 
endoscopy,” In Proc. IEEE International Symposium on Circuits and Systems (ISCAS), pp. 2203 
- 2206, Seoul, Korea, May 2012. * 
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[C3] T. H. Khan and K. Wahid, “Design of a DVP compatible bridge to randomly access 
pixels of high speed image sensors,” In Proc. IEEE International Conference on Consumer 
Electronics (ICCE), pp. 911-912, Las Vegas, USA, January 2011.   
[C4] T. H. Khan, G. M. Shahabuddin, and K. Wahid, “Design of a bridge to randomly access 
high speed image sensor pixels in embedded systems,” In Proc. International Conference on 
Electrical & Computer Engineering (ICECE), pp. 450-453, Dhaka, Bangladesh, December 
2010.   
[C5] T. H. Khan and K. Wahid, “Towards design of a bridge to enable high speed image 
sensors for random access,” In Proc IEEE International Conference on Microelectronics (ICM), 
pp. 431-434, Cairo, Egypt, December 2010.  
 
A.3 Published book chapters 
[B1] T. H. Khan and K. Wahid, "Low-cost VLSI architecture for random block-based access 
of pixels in modern image sensors", in Embedded Systems: Hardware, Design, and 




B. List of Patent Applications 
The following patent applications have been filed, among them [P1] is directly originated from the 
thesis and [P2] is not directly related with this thesis. 
[P1] T. H. Khan and K. Wahid, "Methods and apparatus for image processing in wireless 
capsule endoscopy," Canadian patent application no: 2,773,795 and US patent application no: 
13/444,222, filed on Apr 11th, 2012. 
[P2] T. H. Khan and K. Wahid, "Apparatus, methods and systems for randomly accessing pixel 
data from streaming image sensor data," Canadian patent application no: 2,762,356 and US 




C. Survey Questions and Images 
C.1 First survey  
The first survey contained the original and reconstructed image pairs as shown in Figure C.1 and the 
following multiple choice question was placed for each image pairs: 
 
Please provide your opinion on the quality of the reconstructed image: 
o Excellent (no visual difference)  
o Good (highly acceptable) 
o Average (marginally acceptable) 
































C.2 Second survey  
The second survey contained the original and reconstructed image pairs along with the disease or 
condition mentioned as shown in Figure C.2 and the following multiple choice question was placed 
for each image pairs: 
 
Does the reconstructed image (shown in the right) provides sufficient information to detect 
the above mentioned condition (disease)? 
o Yes, no doubt 
o Yes, sufficiently enough information 
o Neutral, unsure 
o No, not enough information 
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