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Abstract
Deployment strategies for a fleet of unmanned aerial
vehicles providing cellular and data services
By
Nima Mohseni
Dr. Ebrahim Saberinia, Examination Committee Chair
Professor, Department of Electrical and Computer Engineering
University of Nevada, Las Vegas
Wireless voice and data communications have become an essential part of our day to day lives.
In order to provide these services to as many people as possible, a great infrastructure has been put in
place over the last two decades throughout the world. The current infrastructure is mainly consists of
cellular towers with gateways to the telecommunication backbone. The wireless infrastructure is doing
an adequate job of providing voice and data services, getting more powerful and efficient every day.
However, because wireless infrastructure is mainly based on fixed cell towers, it lacks the flexibility and
dynamism that may be needed in several important scenarios. For example, a natural or man-made
disaster, like an earthquake or war, often results in partial or full destruction of power grids and cellular
infrastructure. Our current cellular system lacks the ability to restore the service in a timely manner in
these situations, when it is needed the most. Another scenario where a fixed cellular system can be
problematic is a metropolitan area where there is a great shift on the demand for services in specific
areas at specific times. A more dynamic and mobile system is desirable in such situations. Another
example can be a sports stadium or a big convention center that need to provide a large sum of users,
service during an event. There are many such examples. However, if we put several fixed towers
accommodating the need, they will be wasted the rest of the times.
The emergence of unmanned aerial system (UAS) to be used in commercial and civilian
applications provides a solution to add dynamism and flexibility to the current wireless infrastructure. In
particular, we are looking at a UAS mainly consisting of several low end unmanned aerial vehicles
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(UAVs). Each of these UAVs will act as a wireless service provider making up a network which covers a
specific area and route the communication through a ground station connected to the backbone or a
satellite link. Such a system is very flexible and dynamic. This system can be deployed in an efficient and
rapid manner when the need arises, such as a natural or man-made disaster. It can also be used as an
auxiliary part of a normal working fixed infrastructure to add dynamism and provide additional
temporary services in places and at times they are needed. These can be reused in other areas at other
times. UAV networks may vary in different aspects such the dynamism of the network and topology of
the network. If designed carefully, such a system not only can be lifesaving in a disaster relief, it can also
be cost-effective to be used to complement to the cellular infrastructure in normal situations.
Designing a UAS to provide wireless services requires a lot of interdisciplinary research from
designing the UAVs themselves to designing the payload that provides the wireless services and
accommodates wireless network interconnection to itself or to the ground station. In this thesis, we
consider the limitations of the elements making such a system and how they impact the coverage they
can provide in practical scenarios. We discuss systematic and physical attributes of UAVs and
mathematically model the limitation they put on the system performance. After establishing reasonable
restricting parameters, we define an optimization problem where for a given set of UAVs and a given
area to provide service for, we answer the question of how to deploy each UAV such that we have
maximum possible coverage. The idea of having a population map as an input to our optimization
problem and how to obtain an approximate map has been discuss. Then, several sub-optimal solutions
for the optimization problem are discussed, simulated and compared for some typical population maps.
We also consider what changes when we apply the same approaches to larger areas and introduce the
concept of reconfiguration as important part of the system in these cases. We then introduce different
approaches for reconfiguration discussing their benefits and shortcomings. Our simulation results show
that in order to have practical systems in large areas, either the number of UAVs should significantly
increase, or one need to design very powerful payload providing higher capacity for individual UAV.
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1. Introduction
Cell phones have become a necessity for many people throughout the world. The ability to keep in
touch with family, business associates, and access to email are only a few of the reasons for the
increasing importance of cell phones. Today's technically advanced cell phones are capable of not only
receiving and placing phone calls, but storing data, taking pictures, and can even be used as walkie
talkies, to name just a few” [1]. Cell phones are the perfect way to stay connected with others and they
provide users with a sense of security [1]. There are many more functions that cell phones play in our
lives. As an example, in the event of an emergency, having a cell phone can allow help to reach you
quickly, put others at ease about your safety and could possibly save lives. However, the importance of
cell phones goes way beyond this example [1]. Modern cell phones are capable of internet access,
sending and receiving photos and files which can provide work functionality or many other
functionalities and some cell phones are equipped with GPS technology, allowing the cell phone to be
found or the user located in the event of an emergency most locations around the world [1].
Communication benefits of cell phones can be applied for disaster relief. When war or a natural
disaster cause’s havoc around the world and millions of people are displaced or rendered injured one of
the most important aspects of disaster aid is to provide some means of communication for emergency
teams such as medical care providers. However, often times such disasters will destroy the power grids
and cellular infrastructure. In such times, we can usually provide a number of satellite connection sites
or other gateway cellular infrastructure pieces but the question of how to distribute the connectivity in
such terrains and how to provide the basic functions needed remains. Keep in mind many of these
functions like GPS [2] can save lives.
In another note, in day to day lives of communication companies, the dynamic nature of demand
and the ever changing location of this demand have made these companies invest a large sum of money
in communications equipment. A large portion of this money is spent on towers and other
communication equipment because the rise of demand has made many of currently deployed towers
incapable of servicing that many users. Keep in mind that many of these demands are dynamic in nature
and change by time in an hourly basis so, to keep up with these demands, the companies need to have
the capability to answer all the demands of the customers in any given time. This is achieved by
designing their networks in a worst case scenario mindset. This is not only costing these companies a
large sum of money but also the sheer pressure on networks in some points makes the network
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topologies deployed, go to extreme and more times than none this will result in unreliable
communication.
In both of these problems, use of a UAV based network will offer a great solution for the problems.
UAV networks may vary from slow dynamic to very dynamic; have intermittent links and different
topologies. With these capabilities, the advantages of using such networks are obvious. As stated in [3]
the reports suggest many promising uses for drones in disaster relief. At the same time, based on the in
depth cost calculation of cellular networks and basic drone network economics which [4] explains, it is
obvious that use of these networks will not only be crucial some times in accuracy constraint situations,
but also, its cost-effective for many others. However because of some difficulties in network topology
and deployment of these networks, they are still not used in a generalized manner [5].
Research of UAS networks shows promise in many aspects. High dynamicity and reusability of these
systems can be useful in many situations. However, despite the promise of the UASs, there are many
issues that we need to solve before full realization of a UAS network. Effective use of UASs depends on
many aspects. Design, implementation and configuration are among the important parts of any UAS.
There is research in many areas of UAS design. In [5] authors try to classify different UASs based on their
attributes. They talk about many features of UAV networks and answer some key questions in regard to
the appropriateness of use of UASs in different scenarios. They talk about different approaches we have
in front of us in regard to UAS networking as well. Here are some of the approaches we need to consider
before any attempt of implementation:


Infrastructure-based or ad hoc network



Each UAV as a Server or a client



Star or Mesh network topology for inter UAV connections and connection to base station



Delays and Disruptions in UAV networks

They further advance into routing problems that a UAV based network will face. They compare the
differences in Static Routing Protocols, Proactive routing protocols, Reactive routing protocols and
Hybrid routing protocols. The routing protocol is one of the key issues in network with such a high
dynamism. They go through each of the following general routing methods and compare their results.


Deterministic routing



Stochastic routing
2



o

Epidemic routing based approach

o

Estimation based approach

o

Node movement control based approach

o

Coding based approach

Social networks based approach

In the end they talk about hand over of in UAV networks and its challenges. In their own words:
“UAV networks are growing in importance and general interest for civil applications. Providing good
inter-UAV connectivity and links to the users and any ground station is quite challenging. Research
relating to mobile ad hoc mesh networks is being applied to the UAV networks, but even the former is
an evolving area. Additionally, a number of features like dynamicity of nodes, fluid topology,
intermittent links, power and bandwidth constraints set UAV networks apart from any other that have
been researched before. Some researchers believe that there is need to re-build everything ground up.
This includes features in the physical layer, data link layer, network layer and the transport layer.” There
is more research that tries to solve the basic design problems in UASs. However, there is still more work
to be done.
Beside the design issues in UASs, another topic that we need to focus on is the current state of
commercially available UAVs. In [6] the authors are assessing the feasibility of UAVs with civilian
application for aerial imaging. They state that “According to a report by an independent business
information provider for defense industry, global spending in 2009 on unmanned aerial vehicles (U A V)
reaches $5.1billion. Over the forecast period of 2010-2020, the cumulative UAV market will total nearly
USD 71 billion. Estimated revenues over the period of 2010 - 2015 are estimated to be USD 62 billion
with calculated USD 5.5 billion spent globally in 2010 alone.” It is apparent that by grow in demand; we
will see a rise in commercial space UAVs. However, as we can see in their survey of civil and military
UAVs, there is a large gap between UAVs developed for military purposes and commercial applications.
They state that there is a gap to be filled for current low cost civilian UAV demand. They even propose a
UAV design to fill in the gap. “We have successfully identified the current existing gap in civilian UAV,
mainly used of aerial photographing activity. While military UAVs represent a solution to current
commercial demand, high acquisition cost has discouraged such approach.” This gap in between the
currently available commercial UAVs and the military grade UAVs is another obstacle for implementing
UASs for different purposes such as the cellular and data service providing UAS.
3

Even if all problems stated above could be solved there still remains the problem of deployment
and reconfiguration. In many cases, the position of UAVs should reflect some parameter of the
environment. If we are tracking wild life in a jungle, the UAVs should position themselves to monitor as
many animals as possible. If we are providing cellular and data services in an area, the UAVs should
position themselves to provide as many users service as possible. In [7] the authors try to solve the
problem of positioning with a UAS consisting of a small number of communications-equipped, Medium
Altitude Long Endurance (MALE) UAVs. They put forward two possible solutions based on evolutionary
approach and game theory. They define their parameters as shown in the table below and go on to
implement these approaches and compare their flying behaviors and their performance.
Parameter
Scenario area
Ground Elevation angle
Initial UAV altitude
Average UAV speed
Frequency band
Antenna
UAV to UAV data rate
Mobile downlink data rate
Number of mobiles
Average mobile speed

Value
100*100 km
10 degree
15000 ft.
270 Km/h
5 GHz
Conical horn
20 Mbit/s
2 Mbit/s
200
15 m/s

Table 1.1: Parameters of the problem in [7]

Although their approach may be viable for some UASs and some missions, there are many more
limitations that we need to consider when designing the UAS. The UAVs they consider for this project
are high end UAVs as is apparent from the table above, which may not be wildly accessible for many
commercial applications. There are many more limitations such as UAV to UAV connection distance
limitation and footprint of each UAV that change the problem drastically.
As we have seen in these reviews, there are many parts to this problem. For realizing a UAS that
can provide cellular and data service in an area, we first need to have a UAV physically capable of
handling the task. This entails a UAV that can support the payload needed for the mission and one with
enough flying time. We then need to solve the problem of deployment and reconfiguration of the
system. Afterward the question remaining is the network configuration of the system. As is apparent
from these papers, there is still a long road ahead of us before we can fully realize such a system. In this
thesis we will face these problems and solve them in a more methodic manner, so it would be applicable
to different scenarios and environments.

4

2. System Components and Their Limitations
2.1.

Introduction

In this chapter, we discuss individual elements that make a cellular service providing UAV system.
We start with a categorization of UAVs with a brief survey of the current commercially available UAVs.
Then we will talk about system hardware and software of a UAS consisting of Medium Altitude Long
Endurance Unmanned Aerial Vehicles (MALE UAVs). The goal of this system is to provide
communicational and probing services in different scenarios. Then we will focus on the hardware that is
available for such projects and the payload for UAVs. Then we will talk about the ground station and the
limitations we face in that regards. Lastly we will go through a few examples to further specify the
differences between these scenarios, and the type of approaches appropriate for them.

2.2.

Unmanned aerial vehicles

Typically a Fleet of unmanned aerial vehicles providing communicational and probing services
consists of multiple types of UAV that have different roles such as providing coverage, providing
intersystem communication and geo location scanning. While there are more roles and more complex
systems than the one mentioned above, we will explain the most basic system and most important roles
in this chapter. We will mention some base stations that are gateways between the system and
communication backbone. The software part of such systems includes approaches that determine the
location, and configuration of UAVs and base stations in a given situation. In this section, we will first lay
out the common coverage problem for UAV networks and overview different available UAVs for the
problem and roles needed in a basic UAV system. We will talk about the communication payload needed
for different aspects of UAV systems, and hypothesize a suited UAV for the task. Then, we will introduce
types of base stations, specifically ground stations, and overview some commercial products in this
category. We will then hypothesize a suitable base station as well, based on the overviewed products.

2.2.1. Coverage problem in UAV networks and its unique attributes
We will get into our main topic in this section about types of UAVs and UAV based systems by
introducing the basic problem, any UAV system is trying to solve, area of coverage problem. This
problem is usually defined as a problem of how well the UAV networks are able to monitor the given
space, and how well the UAVs inside a network are able to cooperate with each other [8]. The area
5

coverage problem in cooperative UAV networks is the very basis of many applications such as the
application we have in this thesis. The area coverage problem is a classical problem in a wireless sensor
network where already, extensive investigation has been done and lots of approaches have been put
forward. UAVs can take along a wireless sensor while carrying out missions, so solutions of coverage
problems in wireless sensor networks sometimes can also fit in UAV networks. However, a UAV network
has its own features and that leads to many new solutions. Firstly, mobility is the most obvious feature
of UAVs, and that makes the coverage approaches become very complicated because the existing
coverage approaches in wireless sensor network mostly are static coverage. Secondly, many constraints
such as short battery lifetime, limited communications, and obstacles inside the monitor area need to be
considered when developing coverage approaches. Thirdly, robustness and delay of coverage
approaches are important factors which must be considered. Even though the area coverage problem
has been studied deeply in wireless sensor networks, research of the same problem in UAV networks is
still on the way [8]. Before getting into the types of UAVs and why their attributes make the coverage
problem unique to UAVs, let us first talk about the type of coverage UAVs can provide.

2.2.1.1.

Type of coverage

“Different coverage types depend on different UAV motions. A UAV has different motion types,
such as hover, stall, fly and so on. If a UAV keeps hovering during all the mission time, we could regard it
as a static node, and the coverage problem now is called static coverage. Then the UAV coverage
problem becomes the wireless sensor network coverage problem, which has been researched deeply”
[8]. In [9], the authors have an outstanding summary about this problem in wireless networks with
sensory missions. “This discussion is also appropriate for static UAV coverage problem. As mentioned
before, mobility is the most important feature of UAVs. If an UAV keeps flying during all the mission
time, we call it a dynamic coverage. To a same size field, dynamic coverage needs less UAVs but will
have worse coverage precision than static coverage obviously” [8]. As is apparent, the type of coverage
depends on the motion of the UAVs that are providing the service. In Figure one ad two we show case
the difference in types of coverage. This is one of many questions each UAS need to answer prior to
deployment and the answer is dependent to the mission objectives and environment.

6

Figure 2.1: Static coverage

Figure 2.2: Dynamic coverage

7

2.2.2. Unique attributes of a UAV system
Now that we talked about the types of coverage a UAV network can provide, it is time to go
more in depth to understand the characteristics of UAV systems and their attributes. In short, we want
to explain what makes one UAV system different than any other UAV system. We will try to go through
each of these attributes and have a brief explanation of each.

2.2.2.1.

Number of UAVs in a system:

For any given problem there is always the option of choosing one UAV or a combination of
multiple UAVs. There are different problems that could arise from this decision which is why it is
important to consider the situation before choosing one over the other. We will go through some of
these features to determine which type of system would be better fitted for our problem. Let us start
with scalability of the system. If we have one UAV, we will not have any Scalability in system and we
cannot dynamically reevaluate the problem and its scale. It is important to note that however, using a
single UAV no matter how powerful it may be will result in a limited scalability in the system. Impact of
failure is another problem with one UAV systems. In case of failure, the whole system is down. However,
in a multi UAV system, we can reconfigure the system and still have a suboptimal solution. Speed of the
system in a single UAV system depends on the UAV speed, but at any given time we will only have one
speed, which may not be suited for all the different roles the UAV will play. In a multi UAV system we
can have different speeds for different roles depending on hardware limitations and system capabilities.
The last matter that we will take into consideration is the cost of the system. For the same problem
using multiple smaller UAVs will cost less than using a high end UAV with the capacity for all of the roles.
Based on this discussion, we have determined that using a multi UAV system will suit the problem of this
thesis more than the use of a single UAV.

2.2.2.2.

UAV configuration

Now that we determined we will have multiple UAVs in the system, we need to talk about the
communication they will have with themselves and the ground station. There are different ways to look
at a system of UAVs, each with their own applications, but for the scope of this thesis we need to
determine what sort of configuration we will want for the UAVs. As stated in [5], “most of the available
literature treats UAV networks as ad hoc networks. Research on MANETs and VANETs are often cited
with reference to UAV networks but they do not completely address the unique characteristics of the
UAV networks. Depending on the application, the UAV network could have stationary, slow moving or
8

highly mobile nodes. Many applications require UAV nodes to act as base stations in the sky to provide
communication coverage to an area. Unlike MANET and VANET ad hoc networks, the UAV networks
could behave more like infrastructure based networks for these applications. These would have UAVs
communicating with each other and also with the control center”.
Such a network would resemble the fixed wireless network with UAVs as base stations except
that they are aerial. There is a class of applications where the nodes would be highly mobile and would
communicate, cooperate and establish the network dynamically in an ad hoc manner. In such a case the
topology may be determined, and the nodes involved in forwarding data decided, dynamically. There
are many issues that affect both UAV infrastructure based and UAV ad hoc networks. For example,
replacing nodes with new nodes when they fail or their power gets exhausted. Another point of
distinction is whether the node acts as a server or a client. In vehicular networks they are usually clients,
in mobile ad hoc networks most of the time they would be clients and may also provide forwarding
services to other clients’ data. In UAV networks, the UAVs usually have the role of either routing packets
for clients or relaying sensor data to control centers. Architecture of UAV networks for communication
applications is an understudied area. The simplest configuration is a single UAV connected to a ground
based command and control center. In a multi-UAV setting, the common topologies that can be realized
are: Star, Multi-Star, Mesh and Hierarchical Mesh. In the case of star topology all UAVs would be
connected directly to one or more ground nodes and all communication among UAVs would be routed
through the ground nodes. This may result in blockage of links, higher latency and requirement of more
expensive high bandwidth downlinks [5].
In figure 2.3 we show case the basic concepts of (a) star configuration, (b) multi-star configuration, (c)
flay mesh networks and (d) hierarchical mesh networks. As you can see in the figure, the type of
network affects the ground station connection to UAV network as well as the type of connections the
UAVs have with each other. This in turn will result in different over heads and responses to events in the
system.
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Figure 2.3: (a) Star configuration, (b) Multi-star configuration, (c) Flat mesh network, (d) Hierarchical mesh network

Star configurations suffer from high latency as the downlink length is longer than inter-UAV distance
and all communication must pass through the ground control center. Also, if the ground center fails
there is no inter-UAV communication. In most civilian applications, however, normal operation does not
require communication among UAVs to be routed through the ground node. An architecture that
supports this would result in reduced downlink bandwidth requirement and improved latency because
of shorter links among UAVs. In case of mesh networks the UAVs are interconnected and a small
number of UAVs may connect to the control center [5]. Figure 2.3(c) and 2.3(d) show flat and
hierarchical mesh networks.
As stated in [5], some authors believe that conventional network technologies cannot meet the
needs of UAV networks. Related literature points to the applicability of mesh networks for civilian
applications. There are usually multiple links on one or more radios, interference between channels,
changes in transmitted power due to power constraints, changes in number of nodes, changes in
topology, terrain and weather effects. In ad hoc networks the nodes may move away, formations may
break, and therefore, the links may be intermittent. Wireless mesh networks, adapted suitably, may
take care of some of these problems. To tackle these issues the network has to be self-healing with
continuous connection and reconfiguration around a broken path. As compared to star networks, mesh
networks are flexible, reliable, and offer better performance characteristics. In a wireless mesh network,
nodes are interconnected and can usually communicate directly on more than one link. A packet can
pass through intermediate nodes and find its way from any source to any destination in multiple hops.
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Fully connected wireless networks have the advantages of security and reliability. Such a network can
use routing or flooding technique to send messages. The routing protocol should ensure delivery of
packets from source to destination through intermediate nodes. There are multiple routes and the
routing protocol should select the one that meet the given objectives. The routing devices can organize
themselves to create an ad hoc backbone mesh infrastructure that can carry users’ messages over the
coverage area through multiple hops. Moreover, they can also route packets originated from the
command and control center and directed to emergency operators or people and vice-versa. The control
center can process data to extract information for the support of decisions during emergency. Due to
unique features of UAV nodes described above, sometimes the existing networks routing approaches,
which have been designed for mobile ad hoc networks (MANETs), such as BABEL or the Optimized
Link-State Routing (OLSR) protocol, fail to provide reliable communications. We shall provide more
details about routing in the next section. All wireless mobile networks are prone to link disruptions. The
UAV networks are no exception. The extent of disruption depends on how mobile the UAVs are, the
power transmitted, inter-UAV distances and extraneous noise. In the applications where UAVs provide
communication coverage to an area, the UAVs are hovering and, therefore, probability of disruptions
would be low. On the other hand, in applications requiring fast UAV mobility, there is a higher likelihood
of disruptions. Delays in transmitting data could be because of poor link quality or because one or more
UAV nodes storing the data because of end-to-end path not being available.

2.2.2.3.

UAV categorization

We can categorize UAVs based on their mission type as well. The mission type of a UAV
determines many of its key properties and we can generalize some of the other properties based on the
general direction used. In the table below we can see the three main mission types for UAVs and some
of the inherited properties for each of these types.
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Property

Internet and Cellular
Delivery

Sensing

Attack

General UAV position
during mission

Fixed position and
slow change

Low to high change,
coordinated movement
depending on the
environment

frequent change of
position

Mobility

~0 miles/Hour

<10 miles/Hour

>10 miles/Hour

Type of network
supporting the system

Ground based or
flying communication
infrastructure

Ground based
communication
infrastructure

Ground based or
flying communication
infrastructure /
infrastructure less
system with self
sustain
communication

General topology used

Star / Mesh

Mesh

Mesh

General type of control
system

Centralized

Centralized

Distributed

Other viable applications

Disaster Relief
communication,
Dynamic urban and
suburban service

Reconnaissance, border
patrols, track and alert
such as wild life tracking
and forest fire alert

Other military
applications

Table 2.1: UAV categorization by mission type

2.2.3. Unique physical attributes of a UAV
After the last section where we talked about UAV systems as a whole and some of the most
important factors that define a UAV system, in this section we will talk about what makes one UAV
different from another. There are a number of factors to consider when you want to describe one UAV,
from the size and the wing span to the manufacturing company. We will not categorize by
manufacturing companies here but we will name one UAV of each class in every attribute to showcase
some of available UAVs in the market, as well as to give a better understanding of that class. Another
thing to note is that the purpose of this thesis is not to survey the characteristics of the current
technologies used in UAVs or its history. As such we will try not to go in depth in every attribute. Some
of the attributes mentioned here are directly or indirectly interrelated. For example if we have a very
large fixed wing UAV, in turn this UAV will need a longer wing span to take off and will probably offer
more payload for different purposes, so we need to note that we may not be able to choose any of
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these attributes without considering others first. As an example, we cannot have a UAV with 300 kg
payload and wingspan of two M.

2.2.3.1.

Size

As is apparent the most obvious of a UAV attributes is its size. We can classify the size of a UAV
based on [10]. We showcase this classification below. This classification is not scientific and does not
have any exact line between its members however we determine a maximum diameter for each to put
them into perspective.


Very small UAVs :less than 50 CM UAV diameter
o

Micro or Nano UAVs : less than 10 CM UAV diameter

Figure 2.4: RC micro drone, an example of micro UAVs [11]

As an example of a micro drone we show case RC Micro Drone by sharper Image. This drone
with the size of 4.57 CM* 4.57 CM*2.54 CM, weight of 63 gram, 2.4GHz twin stick
transmitter and a 4.5 channel radio control Flies forward, backward, up, down, side-to-side
and rotates. Although this drone does not offer any payload, it is a prime example of a micro
drone.
o

Mini UAVs: less than 50 CM UAV diameter
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Figure 2.5: Parrot swing, an example of mini UAVs [12]

As an example of a mini UAV we show case Parrot swing by parrot. This drone with
the size of 32.5 CM* 12.6 CM*12.1 CM, weight of 73 gram, Bluetooth V4.0 BLE
connection and range of up to 60M offers up to 8.5 Min fly. This drone offers a
limited payload for a small camera however due to its light weight that is expected.


Small UAVs: less than 2.5 M UAV diameter

Figure 2.6: Typhoon, an example of small UAVs [13]

As an example of a small UAV we show case Typhoon H by Yuneec electric aviation. This drone
with the size of 52CM* 45 CM*31 CM, weight of 1695 gram, ST16 ground station and range of
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more than 122 M offers up to 25 Min fly. With maximum speed of 19.4 M/S and a payload of
250 grams this UAV can be used for many different uses.


Medium UAVs: less than 10 M UAV diameter

Figure 2.7: SVU-200, an example of medium UAVs [14]

As an example of a medium UAV we show case SVU-200 by sunward. This drone with the size of 5.71 M*
4.57 M*1.68 M, weight of 198 KG and range of more than 460 M offers up to 2.6 H fly. With maximum
speed of 209 KM/H and a payload of 120 KG this UAV can be used for many different uses that require
higher fly time and speed or payload. We want to note here that as you can see with the UAVs so far, a
larger size can be translated to higher range, speed, fly time and payload.
●

Large UAVs: less than 25 M UAV diameter
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Figure 2.8: Predator XP, an example of large UAVs [15]

As an example of a large UAV we show case predator XP by General Atomics. This drone with the size of
17 M* 8 M*, weight of 1010 KG, C-band for Line Of Sight (LOS) link and Ku-band for over the horizon link
and maximum altitude of 7620 M offers up to 35 H fly. With maximum speed of 120 KTAS and a pay load
of 147 KG this UAV is one of the best in class with specific features for military missions.
●

Very Large UAVs: more than 25 M UAV diameter

Figure 2.9: RQ-4, an example of very large UAVs [16]

As an example of a very large UAV we show case RQ-4 Block 30 Global Hawk by Northrop Grumman.
This drone with the size of 40 M* 14.5 M*4.7 M, weight of 13,268 KG maximum altitude of 18.3 KM and
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range of 22,780 KM offers up to 32 H fly. With maximum speed of 310 KTAS and a pay load of 1360 KG
this UAV is one of the biggest and most technologically advanced UAVs in the world.
As you see we usually categorize the UAVs not by size but by Maximum Gross Takeoff Weight (MGTW)
which is more scientific however there is a direct relationship between the size of the UAV and MGTW
and even when we want to categorize them by size we use the longest diameter of the UAV.

2.2.3.2.

Maximum Gross Takeoff Weight (MGTW)

U.S. Department of Defense classifies UAVs into five categories based on their MGTW [17]. We
took the liberty of trying to pair each of these groups with a size class for ease of understanding. As you
can see we grouped the very small UAVs and small UAVs together. We will also showcase one UAV
named by DOD as the current UAS in operation for each of these classes. This categorization helps us
understand the sizing of UAVs, with more than just the diameter but also, by the weight it can carry. In
the FAA's Handbook of Aeronautical Knowledge, Maximum Takeoff Weight is defined as the "maximum
allowable weight for takeoff." The maximum takeoff weight is a limitation placed on the aircraft by the
aircraft manufacturer during the design and testing process [18]. As such, not only does this
categorization represent the payload of a UAV but also because of the correlation between the payload
and UAV weight itself, it represents a good measure for UAVs.
Category Size

Maximum Gross Takeoff Weight
(MGTW) (lbs)

Normal Operating
Altitude (ft)

Group 1
Group 2
Group 3
Group 4
Group 5

0-20
21-55
<1320
>1320
>1320

<1,200 AGL
<3,500
<18,000 MSL
<18,000 MSL
>18,000

Small
Medium
Large
Larger
Very Large

Airspeed
(knots)
<100
<250
<250
Any airspeed
Any airspeed

Table 2.2: UAVs classification according to the US Department of Defense (DoD) (AGL=Above Ground Level, MSL Mean Sea
Level)

●

Group one can be represented by RQ-11 Raven by Aeroviroment.
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Figure 2.10: RQ-11, an example of group one UAVs [19]

This 137 Cm*91 CM drone with 1.9 KG weight and 30KM/H speed has a range of 10 KM and endurance
of up to 90 Min. we will not get into specific use of each of these UAVs and the design however for more
information you can visit the manufacturer’s website.
●

Group two does not have any representation in the DOD list. However, we can look at the previous
section medium class example as a representation of this group.

●

Group three can be represented by RQ-7 Shadow by AAI Co.
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Figure 2.11: RQ-7 shadow, an example of group three UAVs [20]

This 4.3 M*3.4 M*1 M drone with 84 KG weight, MGTW of 170 KG and 204 KM/H speed has a range of
109 KM and endurance of up to 9 H.


Group four can be represented by MQ-5B Hunter by Northrop Grumman.
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Figure 2.12: MQ-5B hunter, an example of group four UAVs [21]

This 10.44 M*7.01 M drone with MGTW of 884.5 KG and total payload of 226.8 KG has a speed of 120
KTAS and endurance of up to 21 H.
●

Group five does not have any representation in the DOD list however we can look at the previous
section very large class example as a representation of this group.

2.2.3.3.

Range/ endurance

Another important attribute that we should consider for UAVs is their range. The range of a UAV
is defined as the maximum distance between the UAV and its command center while they can
communicate without any errors. As is apparent, this attribute is related to the UAV communication
system and that of the base station. The UAV communication system itself is related to the size and in
turn MGTW. If the UAV can have a larger payload we can mount a higher end, more advanced and
usually heavier communication system on it, which will result in higher range. We will talk in detail
about the base stations in the next sections. Endurance is another important factor in UAVs and like
range, it is dependent on the size of the UAV. With larger MGTW we can have more room for fuel or
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battery hence we can increase the endurance of UAVs. Given a specific payload for UAVs there is always
a tradeoff between range, endurance and the mission payload. This tradeoff will be explained in detail in
the subsequent sections. We now will classify UAVs based on their range and endurance. This
classification is not based on any specific agreement and as such, it may have different meaning in
different literature. We tried to simplify an intuitive classification for ease of use in this thesis close to
the categorization in [10].

Very close range UAVs
We classify UAVs that have a range of less than 10 m and endurance time of less than one hour in this
category. They are usually used for recreational purposes and do not have any commercial use. An
example of such UAV can be Aero M.

Figure 2.13: Aero M, an example of very close range UAVs [22]

This light weighted, fixed winged drone can fly up to 40 min with the speed of minimum 9.8 m/s and
payload of 500 gram. The range of this drone is up to 1KM. you should note that the endurance and the
range of a UAV is subject to environmental characteristics of the mission such as wind speed, humidity
and many other factors. What we are talking about is an approximation in close to perfect environment
which may not be the case in many applications. The same applies to other UAVs in this section.
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Close range UAVs
We classify UAVs that have a range of 50 m and endurance time of one to six hours in this category.
They are usually used for reconnaissance and surveillance tasks in the military or commercial use. An
example of such UAV can be Matrix-I from Turbo Ace.

Figure 2.14: Matrix-I, an example of close range UAVs [23]

This lightweight UAV offers up to four Kg of payload which can be used to increase the battery size or
mount communication devices. This UAV supports 1.3 Kg of payload plus added battery to fly for one
hour in the range of 37 KM.
Short range UAVs
We classify UAVs that have a range of 150 m or longer and endurance times of 8 to 12 hours in this
class. Like the close range UAV, they are mainly utilized for reconnaissance and surveillance purposes in
the military or high end commercial use. An example of such UAVs can be H2 from EnergyOr.
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Figure 2.15:H2, an example of short range UAVs [24]

This 3.3 M*1.2M UAV offers up to 10 hour of fly time. With MTOW of 10 kg, payload of up to one Kg and
airspeed of 60-100 Km/h this is UAV is a prime example of this category.

Mid-range UAVs
The mid-range class includes UAVs that have super high speed and a working radius of 650 m. They are
also used for reconnaissance and surveillance purposes in addition to gathering meteorological data. An
example of such UAV can be EADS 3 Sigma by Greek 3 sigma.
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Figure 2.16: EADS 3 sigma, an example of mid-range UAVs [25]

This 5.1 M*3.95 M*1.15 M UAV offers up to 18 Kg of payload with a MGTW of 110 Kg and empty weight
of 60 Kg. This UAVs speed can reach 220 Km/h and its endurance is up to 12 hours. This is a prime
example of this class.

Endurance UAVs
The endurance class includes UAVs that have an endurance of 36 hours and a working radius of 300 km.
This class of UAVs can operate at altitudes of 30,000 feet. They are also used for reconnaissance and
surveillance purposes. An example of such UAV can be ADCOM Systems United 40 UAV.
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Figure 2.17: United 40 UAV, an example of endurance UAVs [26]

This 521 Kg UAV with MGTW of 1496 Kg offers up to 120 hours flight time and speed of up to 200 Km/h.
The range of this UAV varies depending on the base station used. This is a military grade example of
endurance class UAVs.

2.2.3.4.

Rotary and fixed wing UAV

Last but not least we need to talk about the rotary or fixed wing attribute of UAV. Let us first
have a brief description of the two based on [27]:
Fixed-Wing Aircraft: Fixed-wing aircraft use a set of stationary wings to generate lift and achieve flight.
These wings are manufactured in the shape of an airfoil, which provide the lift needed when the aircraft
reaches a certain speed. A fixed-wing aircraft may either glide on moving air (such as a kite or glider) or
gain thrust via a propeller or engine (such as a jet). The term “fixed-wing” is slightly misleading—
variable-sweep wing aircraft and those that use wing warping are also considered fixed-wing aircraft.
Rotary Wing Aircraft: Rotary-wing aircraft utilize a different method to achieve flight. The most
commonly-known type of rotary-wing aircraft is a helicopter. Other rotary-wing aircraft include
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cyclocopters, autogyros, and gyrodynes. These aircraft obtain lift via a motor-generated set of wings,
called rotor blades. The rotor blades are attached to a central mast that revolves many times per
minute; as the blades spin, they create lift that allows the aircraft to fly. Rotor blades may be airfoilshaped, or they may have a flatter slope. The entire assembly of rotor blades and mast is called a rotor,
and the number of rotor blades and rotors on a given aircraft may vary. In some cases, an additional
engine is used either for upward lift or forward thrust to reach greater heights and speeds. We already
have seen examples of both of these types in this chapter.

2.2.4. Payload
As we talked about before, payload is an important part of any system. For a system providing
communicational and probing function with UAVs, the payload of a UAV is divided into two separate
systems itself. The first system would be the communication system between UAVs themselves and
base station. The second system would be the system that provides communication to the cell phones
requesting service. Both of these systems are competing for payload and as such, there is tradeoff
between them. We can have a system with long range communication between UAVs that will provide
fewer channels per UAV than another system that has lower range for communication between UAVs
and higher channel capacity for each UAV.

2.2.5. Hypothesized UAV
Based on all the UAVs that we have seen in the previous section and their attributes, in this section
we will talk about the UAV that will be best suited for our purpose. As we have seen in the previous
sections, there is a gap between low end UAVs and the high end UAVs usually used by the military.
Because of this gap we could not find the perfect commercially available UAV for the purposes of this
thesis. However, because the technology is developed and showcased in military grade UAVs, we try to
proportionately downgrade their system to achieve a feasible low cost UAV that can be used for this
thesis. The UAV that we are considering in this thesis is a rotary UAV that can support the basic
communicational devices to provide coverage. To this end and because of the tradeoff that we talked
about between endurance, range and coverage, we assume that the UAV is limited on channel capacity
and range equally but less limited on endurance. Because the UAV price is an important factor in
obtaining such a fleet, we decided to choose medium class UAVs that can fly in medium altitude and are
long endurance (within the window of deployment does not need refueling).Inter UAV connections need
to be within the acceptable bit error rate. Flying height and the quality of the connections is a factor in
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UAV prices so we can assume the UAVs are flying in low to medium altitude. We can then assume that
two UAVs can have 600 connections in between each other if the distance of two UAVs is less than 1Km,
and after that error rate is unacceptable, so there will not be any connection. Furthermore, the UAVs
that we are considering are small to mid-range UAVs because of the price advantage, ease of
deployment and access in disaster scenarios, so we will assume that based on the average payload size
of the UAVs, each UAV can service 200 mobile device connections within its 400 m footprint. This
assumption is based on the fact that the class of UAVs we are considering cannot fly very high and there
are lowest safe flying heights in many areas. These two bounds usually are so close that we can assume
the flying height is constant. Even if this is not the case, the closer the UAVs are to the ground, the more
coverage area we have, so we can safely assume that we want all the UAVs to fly in the lowest safe
height possible. We will take it upon ourselves to do the scanning of the area with the same type of
UAVs explained above. Although it would be better to have a different type of UAVs such as some of the
fixed wing UAVs mentioned above to do the mapping, we do not want to put this as part of our
anticipation in this Thesis.

2.3.

Base station

There are many possibilities as to how we can connect the UAVs to the communication
backbone. The most important decision that we need to make in base station is to decide how we want
to provide channels to the base station. Choosing a ground base station with satellite capacity, laying
down fiber optics, and starting system based on cellular towers or a high end UAV base station is some
of our options.

2.3.1. Flying station
Flying stations offer a more dynamic base station and with this characteristic comes many
benefits. A simple example can be to add more ground stations as needed with different specs and have
a more environmentally oriented solution. However, this option as a whole will increase the cost of the
system significantly. Here we will take a look at two examples of such base stations. As you will see in
the examples, these types of UAVs are more than adequate when providing cellular service. Let us show
case the first example.
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Figure 2.18: Global observer, an example of flying station [28]

This drone is made by US air force and flies at 19,812m altitude. With a large payload and a new
technology for power supply this drone is ideal both as the gate for communication infrastructure and
geo location mapping of the area. Due to the huge payload capacity of the drone we can hypothesize
that this drone is capable of handling all the tasks above plus it can handle thermal and infrared
picturing of the area as well which we will talk about later on. This will give the first responders an
accurate idea of the situation, people that may need help and other important information such as the
terrain of the area. The second example can be the below UAV.

Figure 2.19: Phantom eye, another example of flying station [29]
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This giant UAV can fly for four days at 19,800 m. This UAV can handle all the tasks explained above with
ease and can mount a giant antenna to reach a specific area easily. Although the reach of the antenna is
dependent on many factors such as size of the antenna and even the weather, we can easily assume
that for many situations deployment of such UAV would be more than adequate.

2.3.2. Ground station
Another Idea is to lay down a fiber optic network from the closest backbone gate, which is
expensive, time consuming, and does not provide great communication links. The usual industrial
answer to this problem is a mobile ground station with satellite communication capability. There are
many companies that offer such devices with acceptable prices and high mobility. Whether its mounted
on a truck or moved by a chopper, the basis of the service they provide is the same. The difference is
usually the capacity for service and mobility of the device. We will go through a few examples of ground
base stations and then hypothesize our ground station based on these devices. Let us begin by show
casing the first example.

Figure 2.20: AT&T remote mobility zone, an example of ground station [30]

This device offers cell phone coverage at 1900MHZ spectrum, can handle up to 100 concurrent calls and
up to 2.2 MBPS data. Of course such a device will not be appropriate for a disaster area due to the small
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number of concurrent calls but within the same category of devices we have far stronger models that
can be deployed with the same principles and restrictions but with more capacity. This model is
appropriate when we want to deploy many small base stations all through the disaster area. The next
example is P Com ® XL.

Figure 2.21: P Com ® XL, another example of ground station [31]
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This device was built to be able to connect to satellite infrastructure on its own without any help. This is
one of the cheapest and most reliable ground station solutions commercially available. More cellular
service and power management are the two key benefits of this product. Now that we show cased
examples of base station, because of the price, ease of access and variety of models we decide to base
the design on ground base stations. In the next section we will talk more in depth about the
specifications of the base station.

2.3.3. Hypothesized ground station
The devices mentioned above each have their own strength and weaknesses. Most of the available
ground stations are meant to work concurrently with communication infrastructure to provide better
service but not as a sole mean of communication. However, based on the same technologies, we can
assume that it would be feasible to build a communication base station with the required elements.
Although it would be easier to use a UAV as a base station because of the mobility but due to the price,
fueling and configuration problems we will base this thesis on a ground base station. Depending on what
type of disaster area we are talking about, the mobility of these devices may be minimal. As an example,
in a flooded city the places we can access and deploy the ground stations are limited. In these situations,
there may be no certainty as to where the ground station can reside. The best course of action is based
on the judgment of the operators. Because in the first three chapters of this thesis, we are designing the
system to provide coverage for a small area, we assume that there is only one ground station and it will
not be moved after deployment. There are many places that the ground station may be deployed at
such as the edges of the area or the center of the area. We will talk about the best location of base
station in chapter four. On the technical side of the base stations, as we explain later due to the small
number of people we want to cover until chapter four, we assume that there are no limitations to how
many connections it can handle in the first three chapters. It is obvious that if the bottleneck is the
communication node, physical upgrade of ground station is necessary and the designs of such upgrades
are beyond the purposes of this thesis. There are many competing factors in a base station so we
assume that the base station will not be able to provide coverage by itself.

2.4.

Coverage area

The scenario we are expanding on is a disaster scenario in which the communication infrastructure
is damaged and the connection is lost or a suburban area in need of more communication
infrastructure. This area may have different layouts and sizes. Many of the factors regarding the
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deployment, depends on these properties of the area we want to cover. Disaster areas usually are very
large in size, so the best coverage plan for the whole area may prove difficult to construct all at once.
The same can be said for many other systems. As a result, we start this thesis by establishing coverage in
a small area. Later on we will use this as a building block to cover larger areas. We start with a small area
because it will give us the opportunity to setup the approach without being concerned about the
number of relaying UAVs. In chapter four, we will expand on the idea of such scenarios and introduce a
network configuration to cover larger areas. For the purposes of the first three chapters, we will assume
we are to cover a three KM by three KM area. Independent from the area and the system itself we still
need to have at least one communication link to communication backbone. For example, a satellite
connection node that acts as our touch point (delivery point) for all the connections. For the purposes of
this section we can assume that the base station is our communication link and there will only be one
base station (because of the size of the area, it is unlikely that we will need or we can afford more than
one base station) as explained. Later on we will build on this concept and further develop the approach
so that it works with more than one base station in larger areas or with base stations that do not
provide backbone connection.

2.4.1. Call request, dropped calls and our main constraint
We need to talk about the Erlang theorem to further specify the problem. For the ease of all
calculations we will assume that every cell phone within the range is trying to make a call at all-times
and any given time. Of course for realization of this system, we need to conduct more research about
the probability of calls in disaster areas. Then we can discuss the drop rate acceptable in such situations
and replace these numbers in the approaches proposed. Due to lack of information in regards to these
two areas, we decided to take these parameters out of the equation by assuming one as probability of
call, so we can focus on the goal of this thesis. As we discussed before, the assumed UAV size will not be
able to support large hardware payload which means lower processing power in every unit and as a
whole in the system after deployment. Thus, it is safe to assume, the most challenging constraint we will
face is processing power, which we will try to consider through this thesis.

2.5.

Population map

The best case for us to calculate the position of UAVs is based on exact information about the
population map. Population map is the map of the area and the location of every device asking for
service. In fact in the next chapter, we will talk about how to acquire the population map, the accuracy
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of the population map, and how the population map will change with time due to the dynamic nature of
the environment. The importance of the population map comes from the statistical probability of
service request positions and how they behave with time. If we do not have such a map (which is most
likely the case) and we do not go through a process of obtaining one, all the decisions that we will make
are without any statistical accuracy. Simply put, if we do not know the geo-location of the cell phones
we are trying to provide service for and we do not have any prior knowledge of the area such as where
the residential areas are; the probability of a cell phone being in any point in the area is uniformly
distributed through the area. As the direction of movements of people is usually random in such
situations and the layout of the area may have changed due to a number of different causes, we cannot
prioritize any location over any other except the positions which we have direct view of (The circles of
200m diameter which is UAVs footprint). The rest of the area is always equally probable to hold the rest
of the users which means the probability of a call request for service is uniformly distributed over the
area. This will result in undesired ambiguity in the decision making process and we can never decide on
how good the current situation is or how we can improve it. On the other hand, the positive effect of
having a population map is that we can assume (because the speed of change in the map is usually much
lower than the speed of UAVs) that the map is static within the period of time we are constructing it.
The population map will usually not be an actual presentation of the area in a point in time but a
combination of instances of the population map in small areas grouped together. However, because of
the slow speed of pedestrians who make up the service requests in such scenarios, we can conclude that
the actual population map is close to the population map we have (with some error). we can use to
more reliable and accurate methods to predict the location of every person considering the average
speed of a human being and the starting point if we knew where every cell phone was, At some given
point in time. Furthermore, with additional tools, we can detect the direction of movement which we do
not consider in this thesis but this can give us even more accuracy in prediction of the population map.
Additionally, these tools will be helpful for developing a position prediction method that will run
concurrently to this approach. For the consistency of service and to move toward the ideal scenario, we
need to always move toward a better coverage rate or at least retain the same rate of coverage. This
will be close to impossible without a guideline for our approaches. The sheer uncertainty without a base
point will make any approach not consistent in converging toward better coverage in most scenarios,
which is why we will talk about approaches that we can use to obtain population map and start our
coverage at the same time in the next chapter.
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To further develop these approaches, in chapter four, we will discuss mapping drones and a fleet of
drones but, because it is not always feasible to have such an advance group of UAVs, we will not base
this thesis on this assumption. Rather, we will discuss ways that we can build this map ourselves as part
of deployment. Now that we talked about the assumptions that will guide this thesis, we will discuss the
direction of the project. There are two directions that we can take in regards to the project. First, we can
assume that the number of service requests is lower than the number of services the UAVs can provide;
the other direction is that we can assume that we lack enough UAVs to service all users and the UAVs
are the scarce resource in the problem. As it is more important to discuss the latter and because it is
very easy to apply the findings from the latter assumptions to the first, we will take the latter route in
this thesis. To make the problem more quantified we will assume that the number of service required
cell phones are at least the same as the number of services we can provide. We will not make any
assumptions about the distribution of cell phones, however because it is dependent on the area we are
trying to service, as much as it is beneficial especially because of our processing constraints, we rather
have a more global solution.

34

3. UAV Deployment Approaches for Maximum Coverage
3.1.

Introduction

In this chapter, we focus on solving the deployment problem in a small area. The UAV fleet is
composed of 10 aircrafts to cover an area of three kilometer by three kilometer with limitations of UAV
and base station as stated in the previous chapter. We assume total service request of two thousand in
the area to be covered. Furthermore, we assume that the base station is in the center of the target area.
The deployment consists of three phases: initial population map acquisition, initial deployment and
reconfiguration. We will talk about the first two parts in this chapter.
a) Initial population map acquisition:
At this stage, the UAV fleet will sweep the area because of our needs to obtain the initial
population map. We explain three different approaches in this section and their
appropriateness for different scenarios.
b) Initial deployment:
At this stage, we first start by digitizing the map and talking about the importance of the
resolution of the digitized map. We then introduce and calculate the initial position for each
UAV, using different approaches based on the population map. Afterward we will go
through advantages and disadvantages of each of these approaches and we compare the
result of each of these approaches in different scenarios.
c) Conclusion:
In this section we will talk about the results of different approaches, reasons why they are
behaving the way they are, and later we will talk about the fittest approach for different
types of problems.
In the following sections we describe each phase mentioned above in detail and provide simulations
of example scenarios for each phase to facilitate comprehension. We will discuss what happens if the
parameters of the problem changes within its respected section. At the end of the chapter, we will talk
more about parameters and how they affect the performance of any UAS.
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3.2.

Mapping of the area

The assumption that we know the layout of the population map before starting is sometimes an
unrealistic assumption. This depends on having access to high speed scouting drones as showcased in
the previous chapter which may not be the case all the time. Especially in disaster areas as stated in [32]
mapping is critical to guiding evacuees to safety and aiding responders in decision-making. During
disasters however, Cloud-based mapping services cannot be relied upon, because network
infrastructures may have been damaged. As is the case most of the times, when a disaster occurs we can
assume that we do not know any statistics about the distribution of people in the area. We have limited
options in such cases. We will now talk about three solutions to obtain the population map as part of
deployment with the use of UAVs we hypothesized for providing service. In this section we assume that
every UAV has a memory capable of recording the location of every service request with an acceptable
error rate. We also explain how we can use cell phones beaconing to our advantage toward finding the
location of each cell phone without using triangulation and signal tracking capabilities in the UAVs. Each
of these approaches may be more suited for specific scenarios, which we will talk about as well.

3.2.1. Circular mapping
If we have a three Km by three Km area and the ground station is located at the center, we can have
an 8 km line by having the UAVs standing next to each other all in one line. The UAVs sight is a circle
with 400 m radius (footprint) so we can put them next to each other each with 800 m distance and have
every point on the line within reach of one drone. The first drone can be 400 m from the ground station
horizontally. In a three kilometer by three kilometer square, the maximum distance of a point from the
center is 2.1213 Km so a line of eight kilometer going in a circular motion around the ground station is
more than enough to scan the area. The last drone needs to be at most 2.1213 Km away from the base
station for us to be able to detect the whole area. We can achieve this by using only four UAVs standing
in a line as explained before. The last drone going circularly will travel the circumference of a circle with
radius of two kilometer which is 12.56 Km. Assuming that the speed of the drone is 20m/s it is going to
take 10:28 minutes for the scan to be completed during which at any given point, we are still servicing
some part of the area and the remaining 6 UAVs beside the ones that we use for scanning can be used
to provide service to predetermined locations. This tactic is most suited for situations where we want to
service part of the map specifically and obtain the population map at the same time. This will later give
the system the advantage of not only keep servicing the parts of the map we predetermined but also
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position the UAVs in a way that we can offer better coverage rate to everyone else as well. To this end
we are not using the shortest time scan but a scan that supports up to 600 connections while scanning
and the remainder of UAVs can provide service in specific areas which will result in everyone having a
chance for at least a short connection.

Figure 3.1: Circular mapping for a 3 by 3 km area using 3 UAVs with 400 m footprint

This option is viable, when we can have a slower best coverage response time while we want service
in some prioritized locations with addition of everyone to get an initial service so that they can contact
their loved ones. 10:28 minutes is an acceptable time for scenarios where the danger is not imminent
anymore and the advantage of this approach is that immediately after the initial phase, the UAVs can
form the best coverage plan, starting a rather accurate service while during the scanning phase we
provide service in the prioritized location and everyone else gets an initial service. On the other hand,
given the dynamicity of the map coming from people’s movement in addition to the average delay
between scanning and service being 5.14 minutes plus deployment time, the error rate of the
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population map, we are starting our coverage based on, is higher than the other options. If we assume
mapping and deployment takes 15 minutes in total, the average speed of a human being is three m/s
(which is a generous assumption) and the direction is random the number of people still in the assumed
area is a probabilistic function which is not ideal in such scenarios. Another good thing about this
approach is its tolerance of UAV failure while scanning. Simply by adding another UAV from the servicing
UAVs and filling out the space of failed UAV, we can still finish the scanning phase without loss of
information. For any failure of more than one UAV and if we cannot spare any more than one UAV from
the service providing UAV group, we can still gather information to the extent of our reach with the
remaining UAVs within one iteration and for the areas remaining we may want to deploy another UAV
to scan while we scatter the others to form the partially accurate coverage system. This approach
depends on how much of the population is missing from the partial population map and how good is the
performance of the system revised with the information at hand. In some cases, the first responder’s
teams will value the data about the location of the cell phones more than actual coverage. This is based
on the fact that the probability of a human being next to a cell phone is really high. By locating every cell
phone in an area, we can check the wellbeing status of that person and have a more utilized the search
and rescue effort. In such cases this is not the best approach to use due to the long time for scanning.

3.2.2. Box mapping
Another way is to scan the area, with less regards to having a connection and some service,
while scanning and focusing more on the scanning time. We simply make a line of 3.2 km by using four
UAVs back to back each with 800 m distance from the previous. We have 10 UAVs so we can have two
of these lines, one line on each of the two opposite sides of the area moving toward the center. The two
remaining UAVs can each start from the middle of the other sides of the area and move toward the
center as well. We show this movement in figure 3.2. The UAVs in the middle travel 1.5 km which with
the speed of 20 m/s will take them 1:15 minutes. Each of the lines will travel half the area minus the
parts that middle UAVs will cover. They travel 1.1 Km which will take them only 55 seconds. As you can
see we can start partial deployment at 55 second mark and by 1:15 minutes we can start a full
deployment with all the information of a full population map. This approach has the advantage that
after about two minute which is scanning time plus traveling time to determined locations, a close to
accurate coverage will merge. Not only like the previous option, it will continue to converge toward
better coverage as the map changes, but because the time difference between the scanning and
formation of the system is not as high, the accuracy of the map at the deployment time will be higher
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than the previous approach. The disadvantage of this method is that within the scanning time there is
service in a short duration until the system is formed. There will only be service when UAVs are within
the vicinity of the ground station. This is for majority of the scan time because of the size of the area we
are covering however, if the area we are scanning is larger, this will become a problem. Upside of this
scanning tactic besides the scanning time is that the failure of up to four UAVs can be tolerated easily. If
the failed UAV is one of the middle UAVs we can keep the lines till the middle line of the area. If the
failed UAV is from one of the line we can move the middle UAV to end position of the Failed UAV and
have it reverse the path of the Failed UAV. The UAV can then join the UAVs in the center and we will
have a partial map in the meantime.

Figure 3.2: Box mapping for a 3 by 3 Km area using 10 UAVs with 400 m footprint

39

3.2.3. Priority mapping
There is a third option that we can consider, which comes into play when there is priority of service.
Suppose that there is a team of firefighters in the area we want to cover at all times and the service to
them take priority over the service to anyone else. In such a scenario, the approach should be different
than that of servicing any one with the same priority. In such cases, having knowledge of the population
map loses its value to a certain degree. Instead, what we have are cell phones that we have to cover.
This systems limitation would then be physical limitations of the UAVs. We can assume that we know
the position of the team and we can have the unique identifier (UID) of every communication device
that they will be using. With such assumption, we can run the approach for developing the system, only
based on these users. If the connection limitation allows, we can service others but the priority would
be these UIDs. In these scenarios, we can have a direct line to the fire fighters however, we can also use
the remainder (if any) of UAVs to cover low priority users as well. We can divide our UAVs with some
handling the priority services and the remaining scanning the map in any manner appropriate. In this
scenario the dynamicity of the map loses value because, only the movement of the priority users is
important. We can then, at any given point based on the speed and the general directions of the team
members, adjust the location of the UAVs. If we have remaining UAVs, we can use one of the mapping
approaches above to obtain a population map and one of the deployment approaches to add coverage
to low priority requests.

3.2.4. Fixed wing scanner
The simplest way to scan any area would be to use specific purpose, scanning UAV. These UAVs
as we talked about in the previous chapter are usually fast, fixed wings, high altitude and medium
endurance UAVs that are specifically designed for scanning purposes. They can scan the area we are
trying to cover in seconds due to the small size of the area and are still viable for larger areas. We did
not want to assume that we possess such UAVs in the UAS, nonetheless these UAVs are the most
suitable solution to scanning problems. They can even be used as a refresher over the map so that we
can have an accurate map every minute which will annihilate the need for UAVs reconfiguration and
they can just keep redeploying themselves based on the new map. An example of these UAVs is shown
below. These UAVs can be deployed very fast and on the ground. They usually can have flight time of a
few hours and because they are not service providing UAVs in our system, we can refuel them whenever
there is a need.
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Figure 3.3: Example of fixed wing, high speed scouting UAV

3.3.

Initial calculation

For the deployment phase, we assume based on any methods mentioned in the previous section
that we have the population map. Timely deployment is of value to us at this stage. We will propose a
few solutions for coverage problem in this chapter. Depending on the type of the population map, we
may need to modify these approaches or choose one over the other. Let us explain with two extreme
examples. Suppose that the area we are trying to cover is a suburban area with population uniformly
distributed over the area. In this scenario we can use a greedy approach to choose the best option at
every step within the vicinity of the nodes we have chosen so far and the performance will not drop
dramatically because of the type of the map. This approach may result in the UAVs never reaching the
edges of the area which will not be an issue due to the type of map; however such an approach saves us
a lot of calculation and in turn allows for a faster deployment. On the other hand, suppose that there is
small area on the edge of the map we are trying to cover that has the majority of service requests. In
such case, if we do not thoroughly go through all the possible solutions or at least look at all the
population map when choosing the locations, we may never reach that high demand portion. As you can
see, the type of the map is important to our goal of giving as much coverage as possible. Here we start
this discussion by talking about digitizing the map and how we can transform a continuous map into a
discrete map to perform calculations based on. Finally, we will start going through some approaches for
deployment, explaining the situations these approaches are viable and we will compare the results of
each in different scenarios.

3.3.1. Digitization
The area we are trying to provide service to is a continuous area and as such we will not be able
to process it and determine UAV locations in a discrete manner. To solve this problem we will talk about
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how to digitize the map to suit our needs and on different resolutions. We will first choose a circular
area around the base station with one kilometer diameter. Any UAV stationed within this area can
connect to the base station itself without any intermediary UAV which will give this area priority over
any other area. This means if there is a positions within one kilometer distance of the ground station
that have 200 (our UAV limit) service requesters which can be covered with a UAV, we will always
choose this area for deploying a UAV from the start. We then divide this circle into five circles each with
200m more diameter than the previous one. We will then have five circles with diameters from 200 m to
one kilometer as shown below.

Figure 3.4: Dividing the central part of the area

For each of these circles we choose to calculate the number of service requesters within the
range of one UAV using every five degree of the environment of the circles as a possible UAV positions.
The possible positions are shown with red dots in the graph below.

Figure 3.4: Digitizing the central part of the area

In the last circle the distance of the two locations we calculate for population is 87.239. These
will give 360 possible locations based on the population map. As is apparent here, the more possible
node locations you have, the better accuracy you can get as a result. This area due to its relative priority
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needs to have the highest resolution we can afford, however this resolution may not be affordable
because of processing constraints. There are many other ways we can digitize this area or even use the
same digitization as other parts of the map depending on our situation. The important take here is that
how we digitize the map is independent from our approaches so the general rule is the better resolution
you have, the better accuracy the approaches will give you. The next part is to digitize every other part
of the map. We make a hexagon map based on the population map with Radius of 200 m and a hexagon
in the center of the map as shown below.

Figure 3.5: Digitizing the remainder of the area

Any hexagon center even those hexagons within the circles of the previous step will be counted
as possible location. Weight of every possible location being the number of services a UAV will provide if
put there which will be calculated based on the population map. For more resolution on the map we can
add more hexagons and calculate the configurations based on the new possible positions. We should
add as much resolution as our processing power allows. For example, an easy change would be to
increase the number of nodes six fold. We take each one hexagon from the original plan and add each of
the edges endpoints to the pool of possible locations as shown in the picture below.
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Figure 3.6: Increasing the resolution of digitalized map

This approach will give us more resolution on the map. The picture below shows the area after the
increased resolution.

Figure 3.7: Digitized area with increased resolution

Another point to keep in mind is that we do not calculate the population based on the area of the
hexagon but in a circle of 200m radius centering in a location from our possible location pool. We just
create the pool based on hexagons for ease of comprehension.
After we add the new possible positions, we have roughly seven times the number of possible
positions we can choose from, so the resolution of every part of the map except the center will increase
dramatically. Another point to consider is that every time a position is chosen for deployment, the value
of other positions may change due to having a common area with the chosen position. So after each
positioning, we update the value of the available positions. Now that we explained the basis for this part
let us move to the centers that have more than 200 members. What we will do in such situation is
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simple. We will make them into more than one possible position each with 200 weights until the last
one which will weigh less than 200. In any of our approaches if there is any nodes within the one
kilometer vicinity of the center which weighs 200 we will choose this node to deploy a UAV to without
any concern to the approach and then start the approach with less number of UAVs and updated
position values. The logic behind this action is that there will never be a better option than this position
for an additional UAV at any point. This UAV will have the maximum capacity as throughput and it will
not need any relay.

3.3.2. Approaches for deciding UAV locations
Now that we discussed scanning and digitization of map, we will discuss the approaches
themselves and how the restrictions we assume will come into play as variables in each one. We will
first start with the brute force approach and give a general discussion as to why this approach is not
viable for many cases. We will then introduce a greedy approach and in turn talk about look-ahead
approaches in general. Lastly we will introduce an optimized greedy approach that will take the entire
map into consideration at any point. At each of these sections, we will talk about the appropriate type of
population map for the approach, processing order of magnitude of the approach and its translation to
deployment time. We will introduce example scenarios that will exploit each approaches weakness as
well.

3.3.2.1.

Brute force approach

There are two possible ways to approach a brute force solution for this problem. We will explain
each one and the difference between them. We will try to give a general estimation of the process
needed for each as well and talk about each approach. In general brute force approaches which
demands a high processing power is wildly used for a variety of tasks such as [33].
The first approach for a brute force solution would be to construct every possible solution based
on the number of UAVs available to us which is 10 for this UAS. We will have close to (456*4) ^10
possible solutions. The uncertainty is caused by additional nodes that may be added to transforms
nodes with weight of more than 200 to nodes weighing less than 200. Keep in mind for each possible
node in the digitized map we will have four possible positions in the possible position pool. This is due to
the fact that if the connection in each edge reaches 600, we need to be able to deploy more than one
UAV in the same position to support the number of connections. This number will change with different
variables in the input. This number is reflecting the maximum number of UAVs needed to relay all the
45

connections: Here we have a maximum of 2000 connections (10 UAVs * 200 connections each) and each
UAV can relay up to 600 connections. The 2000/600 will give us the capacity for UAV at each possible
position. After constructing each configuration of UAS, we will go through a process of validating the
configuration.
●

We first validate that each UAV is within one Km distance of at least one other UAV.

●

We check the connections relay value to see none of them reach 601.

If the UAS configuration follows these rules, it is an acceptable system and we save it. After processing
all of the possible configurations and calculating acceptable ones, we will choose the one with the most
serviced connections. This approach as stated before requires a huge amount of processing power.
There are many enhancements that we can do for this approach and we will attempt to do some in the
next approach but by nature any brute force approach is heavily process dependent.
In the second approach, we will try to eliminate configurations as we go through the possible
configurations. The possible positions pool is the same as the previous approach with 360 possible
positions from the center digitization plus 96 possible positions from the Hexagons. We start with the
center.
We add all the nodes with 200 values and less than one km distance from the center to the end
configuration. Then we start a recursive process for the remaining UAVs. At each step:
We look at the positions that are within distance of maximum one kilometer from one of UAVs in the
configuration so far or the center. This will give us possible positions for the current UAV. We will
calculate if we deploy this UAV will any of the edges become more than 600. If so we add UAVs in the
appropriate location to support relay of more than 600 connections and change the number of
remaining UAVs. We will then call the same function with the new configuration for every possible node
at this state. We keep doing this until the configuration reaches 10 UAVs. Then we will return the
configuration as an acceptable configuration.
Let us go through an example. Suppose that we do not have any possible positions within one kilometer
distance of the center with value (service request) of 200 or more. We then start with the center itself.
Any of the possible positions in figure 3.4 is a possible position for the first UAV. For each one of them
we recall the function. Suppose that we chose one within the one kilometer distance of the center
(green line in figure 3.8) as shown in the figure below.

46

Figure 3.8: First step in second approach of brute force approach

At the next step, we can choose any possible positions within the one kilometer distance of the center
or the first UAV as shown with green lines in figure 3.9. We can choose another position for UAV
deployment as shown below and we keep repeating this approach for all the UAVs and all the possible
positions.

Figure 3.9: Second step in second approach of brute force approach

Suppose that after a few moves we reach the state of below figure. After adding the 6th UAV to
the configuration the connection between the first node and the center has more than 600 connections.
We then add another UAV in the same place as the first node to support the number of connections we
are trying to relay. We then continue as usual calling the function for each possible position however
instead of calling them with a configuration consisting of 6 UAVs we now call it with a configuration of
seven UAVs.
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Figure 3.10: Example of adding relaying UAV in brute force approaches

This approach will remove the need for validation of the configuration and we can simply choose the
configuration with the highest services requests as the best scenario.
Both of the approaches that we talked about are going to result in the best configuration based
on the current population map. However, they are both very time consuming. The later with many
optimizations takes approximately one hour to run with five UAVs on a personal computer. Below is an
example of such:

Figure 3.11: Brute force approach result for a uniform map with 5 UAVs
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Any approach that will try to run such an approach will have high deployment time so although this will
always be the best approach performance wise because of the high deployment time we will introduce
other approaches for this task. This approach will not be dependent to the type of the map as well.

3.3.2.2.

Greedy approach and look-ahead

In this section, we will first talk about a greedy approach for solving this problem and give an
example of how this approach works. We will then explain the types of map this approach is suited for
and pros and cons of this approach. Afterward we will talk about look-ahead approaches as a whole and
explain the processing requirement for these approaches. We will talk about look-ahead approaches in
the context of our problem and try to explain which degree of look-ahead best suits our need.
In this part, we will solve the problem using a greedy approach and talk about the solution and its fitness
for different problems. We will use the same digitization as we used in previous sections. A greedy
approach is an algorithmic paradigm that obtains an optimal solution to a problem by making a
sequence of choices. For each decision point in the algorithm, the choice that seems best at the moment
is chosen [34]. There are different implementations of greedy approach for different problems such as
[35]. The translation of this paradigm in our problem would be to choose a UAV that gives the maximum
coverage within the 1Km distances of current UAVs and do this until we reach the limit for the number
of UAVs we have. Based on this paradigm we will approach the problem as follows:
●

Get the configuration so far and if the number of UAVs in it is less than 10 continue. If the
number of UAVs are 10 then the configuration is the result of the greedy approach.

●

For every node in the configuration so far and the center add all the possible positions that are
within the distance of 1km of at least one of the UAVs in the configuration or the base station to
a temporary possible position pool.

●

Amongst all the nodes in the temporary pool choose the one with the most service requests.

●

If the adding of the node makes a UAV relay more than 600 connections, add the necessary
UAVs to support the number of connections and change the value of position to the service
requests over the number of UAVs used. Look back at the temporary pool, if the node is still
maximum value and the UAVs needed, will not make the configuration go over 10 UAVs, choose
the position for UAV deployment and add the entire required UAVs into configuration.

●

If the node is not maximum value any more do this until you decide a position.
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Let us go through this approach with an example. The first step is shown in figure 3.12. This will be the
first iteration of our approach. We look at all the possible positions within the one kilometer distance of
the center which is shown in the figure by the green circle. We then choose the one with the highest
service requests.

Figure 3.12: Greedy approach first step

For the next iteration we will consider all the nodes within the distance of one kilometer of both the
center and the first UAV which is shown in the figure 3.13 with the green circles. We will then choose
the node that has the most requests for service.
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Figure 3.13: Greedy approach second step

In the third iteration we will look at the three circles around the UAVs and the base station for the
maximum service requests as shown in figure 3.14.
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Figure 3.14: Greedy approach second step

The same goes for the next steps as well until we reach the number of UAVs available. Now suppose
that we are choosing our 6th position for UAVs and we chose a position that makes one of our UAVs
relaying more than 600 connections. We will then add a UAV at the same place as the UAV with more
than 600 relaying connections and change the value of the position node to half. We then go back to the
pool to see if there are any other positions with higher value than this position. If so, we exchange the
node we chose to the new one and do this until we reach a position. An example of the complete
configuration will be as shown in figure 3.15.
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Figure 3.15: An example of greedy approach complete configuration

Now that we understand the approach let us talk about the situations in which this approach may be
appropriate. First let us assume that we want to solve the problem with a population map as shown
below.
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Figure 3.16: An example of a population map with four normal distributions

The greedy approach will follow the best choice at any given step. So the approach may follow one of
the population centers and after reaching there, it may never look at the other two centers one of which
may contain more population. An extreme case to show case this flaw is as follows. Suppose that we
have one subscriber each 100 m from the center to the right and then after we reach the edge of the
map we have one subscriber at the right edge of the map every 100 m. This way we have 45 service
requests and then we have 1955 subscribers in the top left side of the map and we only have four UAVs.
The approach will choose to move right at every step because in the vicinity of the center and the UAVs
it chooses, there are no better options. However the approach will never look at the population center
with the most population. As you can conclude, this approach is not suited for all types of population
maps. We suggest using this approach, if we can data mine the map and conclude that the map is a
uniform map. If we use this in any other type, we will not be able to guarantee that the configuration
based on the local maximum will converge to ideal configuration. However this approach will always
have a linear calculation time and it only depends on the resolution with correlation dependency of less
than 1. As is apparent, this approach has the lowest deployment time however may not be suited for all
types of population map. We can determine this by determining the type of the population map.
After talking about greedy approach we now need to talk about look –ahead approaches as a
whole. Look-ahead is the generic term for an approach that attempts to foresee the effects of choosing
a branching variable to evaluate its values. The two main aims of look-ahead are to choose a variable to
evaluate next and the order of values to assign to it [36]. The look-ahead approach with the look-ahead
of ‘K’ in this problem is as follows. For choosing a position at any step we will look at all the positions
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possible to assign to the configuration. For each one we will see all the configurations including this
position and k-1 positions beside this one that are acceptable with our limitations. We then see which of
these configurations have the most value which is the number of users serviced and assign that value to
the position. Now from all the values we have available at each step we will choose the one with highest
value and we keep doing so until we do not have any more UAVs. We then choose all the positions
based on the configuration that gave us the highest value and we will have the best possible
configuration for K UAVs. As you can see a look -head is the middle ground between brute force and
greedy approach. A greedy approach can be looked at as a look-ahead of one and a brute force
approach can be looked at as a look-ahead of the number of UAVs available. There are different ways to
approach a look-ahead. Some of these approaches may be more process heavy than the others. One of
the more process heavy approaches was the one that we explain above. The other approaches would
be, when we chose the node with the highest value we add the whole configuration that resulted in that
value as well. A look-ahead of K approach will be of time complexity of K which sometimes may be a
viable approach. To choose an optimum K that gives us the best coverage and have the lowest
deployment time we need to go back to the map. How we can calculate the optimum K is as follows: the
maximum distance from the center in the map which is 2121 m minus the distance a UAV can connect
to the ground station which is 1000 m in this example over the maximum distance two UAVs can
connect over which is 1000 m in this example. So we have (2121 -1000)/1000 which we the round it up
to 2.this number will give you how many UAVs we need to reach the most distant part of the map. Any
approach with look-ahead of two will be able to reach the most distant part of the map from the center
so the result would be a global maximum instead of a local maximum. As you saw this number varies by
the inputs of the problem however any look-ahead with more than this number will yield the same
results. For our specific problem an approach of time complexity of N^2 may not be suited for many
scenarios because of deployment time, however, if we can afford the deployment time this approach
will always result the same configuration as the brute force approach mentioned in previous section.
This approach is suited for any type of population map.

3.3.2.3.

Distribution approach

In this section we will talk about a distribution approach for solving this problem and give an
example of how this approach works. We will then explain time complexity of the approach, the types of
map this approach is suited for and discuss pros and cons of this approach.
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In this approach we will not bound ourselves to one UAV at each step. We will look at all the possible
positions we can deploy a UAV. We are still using the same digitization of the map in this approach as
well. The approach is as follows:
●

If the configuration does not have 10 UAVs keep doing the following

●

For every possible position for UAVs evaluate the value based on the below formula
o

To evaluate a possible position we draw a line between that point and all the points of
the configuration or the center to that point and choose the one based on the highest
value

o

For every 1000 meter of distance we assume that we put a UAV exactly at 1000 m from
the previous point and add the services these UAVs will provide

o

We add the value of the end location to the values of the connection nodes

o

We see if the configuration after attachment needs more UAV so that no relay is more
than 600

o

We divide the value by the number of relaying UAVs and connection UAVs and assign
this number to the possible position

●

We choose the position with highest value that will not exceed the available UAVs.

●

If we still have UAVs, we go back to the start

Let us review an example. As shown in the figure below we will calculate the value for all the possible
positions based on the distance from the center. We will then choose the one with the maximum value
which is shown with red circle within one km vicinity of the center so there will not be any relays. This
position has a value of 662. This means that we have we deploy three UAVs to support this position
before going through the process.
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Figure 3.17: Distributed approach first step

After choosing the first three positions we will reevaluate the possible positions. This time for each
possible position, we will see if the position will have more value calculated based on the center or the
first position. We then add the values of the relay position and the end node and divide it by the UAVs
we will be using to reach that node. As shown in the figure below, this time the value of the position in
left 292. We decide to put one UAV in that position.
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Figure 3.18: Distributed approach second step

This time we will look at the map and see the population center on the right which has the value of 507.
We see if we put a relaying UAV close to the center, we can support 6 users on the ground and have a
relay UAV for reaching the center. We then add 507 and 6 and divide it by the number of UAVs which is
three (two for service and one for relay). The answer is 171 which is the largest number we have at this
step. We then draw the line and assign the UAVs as shown in the figure below.
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Figure 3.19: Distributed approach third step

The same goes for the next steps as well until we reach the number of UAVs available.
Now that we have a better understanding of the approach, let us talk about a few changes we can
make to optimize the result. The first thing we should note is that we are digitizing every time that we
make relay positions and as such the more resolution we have, the more precise results we can expect.
Suppose that we have a line of 2500m. In the explained approach we choose the connection nodes as
follows: first node with 1000 meter from the one of the UAVs in the configuration. The second position
will be 2000 m from the same UAV in the configuration and the third one at the end of the line. We can
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change that so that we can see which position is the best option for relay within that line. A simple
solution is to calculate the value for three different options. The first one would be the same position as
mentioned above. For the second one we choose the opposite of the above, the first relay UAV with
500 m distance, the second UAV with 1500 m distance and the last UAV with 2500 m distance. As the
third option we can evaluate equal distance of 833.33 m for all UAVs. We then see which one gives the
highest services and choose that one as the value for the possible position. There are many other ways
we can do this however more resolution means higher deployment time. Here, we need to make a
tradeoff between accuracy and deployment time.
This approach will work for all types of population map, as it will never ignore any part of the map.
However, it will never reach the accuracy of a look-ahead approach with enough K to support the map.
A simple example to show you the difference would be as follows: suppose we have a map that the
value of every possible node is 50 however the value at any connection node is 0. We have an
exceptional area on the top right side with one position with 100 service requests. In such a situation
every time the approach iterates, it will decide on one off the 50 valued nodes that are within the one
km vicinity of the configuration and may never reach the 100 value node. However at each step we can
get closer to the node and before running out of UAVs we can reach that node. This is a simple example
of how this approach may lose some opportunities for optimizing the end result, however, in
comparison to greedy approach the range of lose is dramatically lower. In the same example if instead
of 50 service requests each node had 49 the approach would find its way toward the better position.
This approach results are still acceptable in many cases especially because this approach time
complexity is linear, the same as greedy. The downside of this approach is that it will not respond to
small differences and will only respond to differences proportionately comparable to the distance.

3.3.3. Comparison of approaches
Now that we understood all the approaches above, here we compare the performance of these
approaches in different types of population maps. Keep in mind these are sample scenarios and the
precise performance is dependent to the population map, different approaches in approach and the
implementation. However, this comparison is meant to give a general idea about the performance of
the approaches and is not meant to exploit any of the flaws we mentioned in previous sections. We will
not include the brute force approach to our comparison due to proceeding constraints for simulation.
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3.3.3.1.

Uniform

The first type of map that we will look at, will be uniform maps. A sample of a uniform map and
the performance of the greedy and distribution approach are shown in the figures below:

Figure 3.20: Distributed approach in a uniform map with 1122 services
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Figure 3.21: Greedy approach in a uniform map with 1033 services

As you can see the number of serviced users is very close between two approaches on a uniform
population map. On average if we choose randomly, 10 UAVs should service 1116 users but as you can
see distributed approach has higher result than average. The distribution map will always have an equal
or higher performance than greedy approach because greedy is part of the distributed system. If we do
not check the value of every possible position at any step and instead only check the value of positions
around the UAVs so far, the distribution approach will become the greedy approach. The greedy
approach however has a fraction of processes needed compared to distribution approach. As is
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apparent if the type of map is uniform we can use either of the two and it only depends on our
acceptable performance and deployment time.

3.3.3.2.

Normal with one center and low deviance

The second type of map that we will look at will be a normal map with low deviance. A sample
of such normal map and the performance of the greedy and distribution approach are shown in the
figures below:

Figure 3.22: Distributed approach in a normal map with low deviance, 1400 services
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Figure 3.23: Greedy approach in a normal map with low deviance, 200 services

As it is shown above the two approaches are performing very differently. In the greedy
approach, the approach tries to fill out the parts of the map without any service requests in its vicinity. It
then tries to explore the top left side of the population map. It will then move further to the right still
without any service. After eight UAVs and exploring the top side of the map, it will move toward the
bottom right side of the map. Here, it discovers a part of the map with service requests, however, there
is only one UAV left for providing service. On the other hand, the distributed approach looks at the map
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and finds out a possible position with 2000 service requests, it then chooses three relaying UAVs to
accommodate seven service providing UAVs.

3.3.3.3.

Normal with one center and high deviance

The third type of map that we will look at will be a normal map with one center close to the
ground station and high deviance. A sample of such normal map and the performance of the greedy and
distribution approach are shown in the figures below:

Figure 3.24: Distributed approach in a normal map with high deviance, 1392 services
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Figure 3.25: Greedy approach in a normal map with high deviance, 1392 services

As you can see above the map represents a uniform population map very closely. As is expected
of such a map both approaches are performing exactly the same way. With this example, we showed
that the greedy approach will usually perform just as strongly as the distribution approach if population
map do not exploit any of its weaknesses. Keep in mind in the last map which was a normal map with
low variance if the center would have been closer to the center, the two approaches would have
performed exactly the same way.
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3.3.3.4.

Normal with three center and different deviances

The fourth and last type of map that we will look at will be a normal map with more than one
center and different deviances. A sample of such normal map and the performance of the greedy and
distribution approach are shown in the figures below:

Figure 3.26: Distribution approach in a normal map with three centers and low deviance, 1576 services
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Figure 3.27: Greedy approach in a normal map with three centers and low deviance, 1576 services

In this map both approach exploit the population center close to ground station in identical manners.
However, if we change the scenario by moving the high density center to the left, the approaches would
react very differently. After servicing the first center with medium density, the greedy approach gets
distracted by the less valued parts of the map and the distribution approach tries to reach the third
center with higher concentration and value. This can show the difference between the approach and
their behavior. The greedy approach by nature will get distracted rather easily.
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3.4.

Conclusion

As we saw in the comparisons above, and explained in the approaches themselves, no matter
the type of the map, if we can afford the calculations in the system, it is always better to choose a
distribution approach. The only possible scenario that justifies the use of greedy approach is the
scenarios in which we are heavily constrained on processing power. Both of these approaches have a
linear time complexity and they will both run on a personal computer in a matter of seconds, however, if
we do not have any processing unit on UAVs and we want this to be a quick process guided by an
external unit, greedy approach may be a suited approach. The look-ahead of K approach and in turn
brute force approaches are simply too complex for the scenarios and limitations we are taking into
consideration. There may be justifications for doing these approaches if population map is a static one
or when we are planning on using the same configuration for long periods of time which is rarely the
case. This approach will always yield equal or better results than distribution approach however the
deployment time would increase so drastically that we cannot justify the use of these approaches in this
problem. As we saw in the approaches explanations part, many of the characteristics of the map are
simply inputs for the approaches so we can use the same approach for a map of any size with UAVs of
any specification. The optimizations in this chapter mainly come from our hardware, accessibility and
UAVs we have available which is suited for the problem. We do not recommend running any of these
approaches in large areas because in larger areas, relaying UAVs and distance to center will get
increased importance and many of our current concerns will lose value in face of the new relaying
problem.
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4. Reconfiguration and Expansion to Larger Areas
4.1.

Introduction

In this chapter, we focus on system reconfiguration in response to changes in the map and solving
the deployment problem in larger areas. We will take into account that the UAV fleet can be composed
of many aircrafts and a number of base stations to cover a large area.
1. Changing variables of the problem
In this section we will talk about changing the variables of the problem we solved, in the
previous chapter. We show case a new set of variables and run the approaches discussed in the
previous chapter based on these variables and discuss their results. We then talk about the
expansion to larger area and if it is appropriate to only change the variables of the problem.
2. Dynamic reconfiguration:
After first deployment the UAVs must continuously change their location based on some
instructions to compensate for any errors in initial population map or any changes to the map
due to movement of users. We start explaining both of these errors in detail. We then explain
the reconfiguration based on these assumptions. Lastly, we explain the extremes and bounds of
this reconfiguration.
3. Base stations in larger areas and fleet of UAV:
We first, discuss the base stations and how we can efficiently use as many base stations as we
have. We will discuss the benefits and difficulties of multi base station systems and separated
silos for each base station systems. We then discuss the assignment of base stations. Next we
move on to introducing a fleet of UAVs consist of multiple types of UAVs and we go through
benefits of such a fleet if accessible. We then suggest specific type of UAVs that benefits our
systems.
4. Hierarchy of subsystems:
At this section, we look at each sub system with only one base station and discuss the hierarchy
and data transfer between different layers and how we layer them to best fit our needs. The
relaying needs of the system will be discussed and we will introduce some options for relaying
configuration and evaluate each.
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5. Sub system interactions:
At the end, we will discuss the movement of the system as a whole and how each subsystem
may reach another and how these interacts will work. We will go through different examples
and different situations and discuss the benefits and downsides of each response to
interactions.
In the following sections we describe each phase mentioned above in detail and provide example
scenarios for each part to facilitate comprehension. We will discuss what happens if the parameters of
the problem changes within each section explaining that parameter.

4.2.

Changing variables of the problem

A simple solution for expanding the area we are covering would be to expand the number of UAVs
and the area of coverage in the problem we solved in the previous chapter. However, simply changing
the variables may have more than just higher configuration time implications. If the area of coverage is
proportionately larger than the footprint of the UAVs and the UAVs have even more limited inter UAV
connections, the UAS main problem shifts from converging toward the ideal scenario to solving relay
problems. To show case this aspect of the problem and how the approaches would react in the extreme
cases, in this section we would change the variables of the problem mentioned in the previous chapter
and simulate the reaction of the approaches to the new variables.

4.2.1. The new problem
To fully understand the impact of the variables in an approach, we need to use that approach in extreme
scenarios. This means to starve the UAS not only by the number of UAVs but also by footprint, relay
capacity and coverage area. We will achieve this goal by changing the parameters we simulated in the
previous chapter. In this section and for the new set of simulations, we assume that the UAS still
consists of 10 UAVs however, the UAS needs to cover an area of five Km by 5Km instead of an area of
three Km by 3Km. we further restrict the UAS by changing the UAVs limitations. The new UAVs have a
footprint of 100 m circle, can only service 100 users at a time and can relay up to 300 connections to
another UAV. We also assume that the area contains 5000 users with the same call rate discussed in
chapter two. As you can see, with the new limitations, the maximum service we can possibly provide is
20% of the users requesting service. This set of variables will give us better understanding of not only
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the approaches but also how they would react in extreme scenarios and how expanding them to larger
areas would impact their performance. We will go through two sets of map which will exploit the
differences of the approaches here to deepen our understanding of their behaviors. The two maps that
we will go through would be a uniform map and a normally distributed map with three centers and
different deviances.

4.2.1.1.

The second set of variables in a uniform map

The first that we will look at will be uniform maps. A sample of a uniform map and the performance of
the greedy and distribution approach with the new variables are shown in the figures below:

Figure 4.1: Distributed approach in a uniform map with the new variables, 359 services
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Figure 4.2: Greedy approach in a uniform map with the new variables, 352 services

4.2.1.2.

The second set of variables in a normal map

The second map that we will look at will be normal map with multiple centers and deviances. The
performances of the greedy and distribution approach with the new variables are shown in the figures
below:
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Figure 4.3: Distributed approach in a normal map with the new variables, 1000 services
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Figure 4.4: Greedy approach in a normal map with the new variables, 885 services

4.2.2. The behavior of the approaches in face of larger coverage area
There are two important conclusions we can draw from the new simulations. The first would be that the
distribution approach is still out performing the greedy approach. This proves that as the limitations of
the problem gets more restricted, the greedy approach gets more easily distracted however, the
distribution approach will still manage the area wisely by looking at the whole area. On the downside of
the same conclusion, the greedy approach time complexity is not correlated to the area of coverage
however as the area of coverage grows, the distributed approaches time complexity grows
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proportionately. Another conclusion we can draw here is as the area grows if the distance of the
population centers remain the same, the area will not impact the performance however, if the centers
distance to the ground station grows, the weight of relaying UAVs on the UAS will greatly impact the
UAS performance due to need for reaching the edges map. This increases the value of the areas close to
the ground station more and more which results in UAS forming close to the ground station and not
reaching edges of the coverage area.

4.3.

Dynamic reconfiguration

After explaining the limitations of the approaches in chapter three, here we will talk about the
movement of the UAVs and how they impact performance. Based on the assumptions we made about
the UAV type we are considering for this project it is likely that the UAVs are slow moving (less than 20
m/s) so the need to recalculation comes from the speed of the people moving and the response is a
slow time response. Furthermore the UAVs for the purposes of this thesis need to be tolerant to failure
and based on the tolerance they need to use a distributed system between each other capable of failure
recovery. We will be looking at each instance of system as a cluster of UAVs and reactions are developed
and deployed within the cluster. We will divide this section into failure recovery and map recovery
which corresponds to the reasons we talked about in order. Keep in mind, in case that both of these
happen at the same time each sub system of the UAS will try first to solve the failure problem then
system as a whole will response to map recovery.

4.3.1. Failure recovery
Let us first talk about failure recovery in UASs. If a UAV loses power or due to some unforeseen
technical problems fails, the system parameter changes and the UAS needs to respond accordingly. The
detection of this fault is beyond the scope of this thesis but there many research being done on the
issue such as [37]. First the system data within each UAV need to be shared to the other UAVs within the
UAS for most redundancy and recovery. We will assume that the data transfer between each UAV
follows the same rule as service transfer between them with 1000 m limit and it will not take any
connection capacity (usually UAVs use a different broadcasting system for inter UAS connections). Based
on these assumptions, it is safe to say that every UAV has a base figure of the UAS (location of UAVs and
connections) that gets updated based on the inter UAS connection limit. We exclude the base station
node failure from the discussion because if the base station node fails there is no other communication
purpose for UAV system. The failure of base station can be detected from the satellite side instead. And
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if we have more than one base station, based on the hierarchical method provided in the next sections,
the UAVs need to keep data about the location of other base stations as well. This way, after failure,
each UAV can head to a new cluster and become part of that cluster. As we know, each system is
capable of reconfiguration with the new number of UAVs so this action will not pose a problem to the
new system. If that is not the case, we may want to have a hard coded part in the system that will be
invoked if such a case arises. This function will guide the UAVs to land after certain circumstance is
detected or take some other appropriate actions.
If a UAV fails there are two possible situations, the failed UAV is a leaf or not. In case the UAV
was a leaf, we can continue the service without disruption to any other UAV however, if the UAV is not a
leaf the connections of other UAVs may be disrupted (if there is no other UAV that they can connect
with) or the inter connection between some UAVs may over flow. In such cases, the most important part
is to reach a stable and working situation based on the information we have available of the current
state of the system. We explain this by show casing failure in figure 4.5. Suppose that the UAV one in the
system shown below fails. Now, the connection of all the UAVs on the left side of the system fails. In
such situation, we can solve the problem in different ways. We already talked about the case when a
leaf fails (a leaf is a UAV with no relaying role in the UAS). Another case maybe when a UAV fails but
other parts of the system are still connected and there is no dividing to isolated sub systems as the
result of the failure. In such situations, if the system is still working properly without any overflow we
can keep the configuration until the next iteration of reconfiguration. Otherwise, the system is failing
due to some UAV getting overpopulated with relay connections. There are two different ways we can
approach the reconfiguration. If the overhead of reconfiguration is small and we reconfigure every few
minutes, we can initiate a reconfiguration and this will correct the system. However we may be
deploying UAVs based on a brute force approach and the cost of reconfiguration may be so high that we
would rather not do initiate a reconfiguration. What we suggest in this situation is when a UAV fails each
node goes through the last configuration of the system location that they recorded UAV by UAV from
the base station toward the UAV that failed and afterward until they reach the least service providing
leaf. For the purposes of doing so we can look at the UAS lime a tree construction as shown in figure 4.5.
At each level after the failed UAV, the UAS will check to see if there is only one branch from the previous
UAV or more. If there is only one that node will start moving to reach the position of the failed UAV,
otherwise between all the branches we will move the UAV belonging to the branch that is providing the
least services and we keep on doing this until we reach the leaf. In the example below after the UAV one
fails every node thereafter will recalculate the UAS as follows. First, UAV three and four will see which
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one provides less service in their branch which will be the UAV 4. Then UAV four moves toward reaching
the position of UAV one before the failure. The next step would be to determine which branch provides
the most service between UAV 7, 8 and 3. In case of UAV 3, we count the service it provides away from
the base station so the values will be 80, 100 and 400. Based on these values, we will move the UAV 7
toward the UAV four position and. Here we reached a leaf by reaching the UAV 7 so the UAVs now know
where and if they need to move and after they reach those positions the new configuration would be a
viable configuration.

78

Figure 4.5: An example of failure recovery in the UAS

Sometimes before the UAV reaches the position of assigned to it in failure recovery, the inter
UAS connection becomes available depending on the distance between the UAVs. If such a case occurs,
we will decide to position the UAV based on the services the failed was providing before the failure and
the service requests along the moving path of the UAV. We decide this by simply moving the UAV after
having a working system until we reach better coverage than the previous position or reaching the end
position. Another case is that there are no leafs in the system. In such case the system is at least partially
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a loop .we then proceed to check which UAV that is not essential to relays (there is always such a node)
is providing the least amount of service and we initiate another approach close to the one mentioned
above to swap that UAV with the failed UAV.
The last possible scenario would be that the failed UAV was the only node that was connecting
two or more subsystems each with at least one UAV. In such a case, we need to decide if we want to
move one UAV or if we want to reconfigure the whole system. This decision mainly relies on the system
environment, rate of change in the system and other systematic factors. We leave this decision to the
system designer however as a suggestion, if the reconfiguration time is low, change rate is low, we have
more than just two subsystems and there are no more constraints, it is obvious that it is more beneficial
to trigger a reconfiguration. However, if we decided to move a UAV, each sub system should be aware of
the other sub systems performance and positions. We then calculate the least beneficial UAV in all the
subsystems. Then in that subsystem with the chosen UAV, we move all the UAVs. The closest UAV to the
failed UAV position and the least service UAV and every UAV in between will shift.

4.3.2. Map reconfiguration
Now that we talked about failure and different deployment scenarios based on our
environment, we can focus our attention toward the changes of the population map. The necessity of
system reconfiguration comes from the dynamic nature of many environments. Users may move,
priorities can change or even the system itself may have changes such as added UAVs. To talk about the
reconfiguration of the system, we need more specific data about the changes that may occur. We can
assume that the system physical attribute will only change by the number of UAVs available. We can
further assume that the people will be moving with speed of 5Km/h at most. One of the most important
information that will help us during this reconfiguration would be to have some known behavioral
knowledge about the movement habits of the users or use a learning approach for predicting such
habits. There are many publications that overtake this challenge however for the sake of generality we
can assume that we do not have any such information and our processing and physical constraints will
not allow for such learning approach. The benefits of such information are apparent but it is outside the
scope of this thesis. In a dynamic population map, the population of the sections getting service by UAVs
change and we only have limited knowledge of the map rest of the map. This knowledge would be from
the original population map and the parts of map being serviced by UAVs. The first thing to note is that
at any given time, the system is holding only one population map which is the original population map
with the periodic corrections made by the UAVs and as such the system is memory less. We know the
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population map in circle with 400 m diameter around each UAV at this point, we know the direction and
speed of each individual leaving the service location and we know the original population map. Because
of the slow speed of humans in comparison to the UAVs and the need to digitize an ever changing map
we break down the reconfiguration into periodic discrete iterations. The input then would be periodic
static population maps in each iteration that we need to adjust ourselves to provide service for.
Furthermore, as we stated before we are under the assumption that the system cannot process the
information at real time and will need this time period to devise and implement the new configuration.
Basically, the system decides the changes needed in one period based on the population map of that
period and by the next period the UAS is in the new position however we have the new population map
to response to. We will now offer three different reconfiguration methods and discuss each of them
separately. Keep in mind that we can deploy all of these methods simultaneously depending on the
application and the environmental behaviors of the problem.

4.3.2.1.

Distribution method

We talked about the distribution method in chapter three for first deployment. Here we will
apply the same method for reconfiguration. The first obstacle we face is that the population map is out
dated. In chapter three, we based the distribution method on scanning of the area, and a rather
updated map. If the system has UAVs assigned to scanning, we can redo the distribution method based
on each updated population map. Because of the slow speed of pedestrians in comparison to UAVs, we
can conclude that the system will always be close to ideal. For example, if one scan is done every 15
minutes, the system can reconfigure itself based on the updated population map. In the period between
this scan and the next, most likely the pedestrians will still be in the same vicinity and can be serviced by
the UAV assigned to the specific location. Of course, this method will never achieve ideal configuration
because even if the scan rate is high, the reconfiguration time of the system which is the time it takes
for the UAS to determine the new locations and the UAVs to travel to the new positions will change the
population map. However, because of the slow speed of the users we can assume this method will
always be close to ideal with the distortion coming from the movement of users in the scanning time
and system reconfiguration time. We can apply this concept without scanning as well. We initially have a
population map. We can update the map based on the footprints of the UAVs and choose a new
configuration based on the updated map. This method is incorporating scanning and reconfiguration in a
cyclic movement. After first deployment, we keep the position of highest request service without an
assigned UAV in system. We keep recalculating this based on the foot prints of UAVs as they move. Also,
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we keep the number of services each UAV is providing in the system. After we lose enough users in the
system that the next configuration based on the current population map is justified, we can reconfigure
the system to the new position. It is apparent, that this approach is not guaranteed to converge to ideal
scenario. Here is an example that this system will fail to update itself. Suppose that after the first
deployment every user in the area moves toward a certain point in the area. After some time the system
will reconfigure itself but, if the population center is not in the footprint of the new configuration or any
of the UAVs pathway, we completely lost sight of the population behavior. The error of the population
map in these scenarios is so high that we cannot make any meaningful move. Eventually the UAS will
catch up to the center however, because the center may be moving as well, we can lose coverage for all
the users and may not regain any. Although these scenarios are highly unlikely, to make sure that these
situations do not happen, we can divide the UAVs into coverage and scanning roles. This way we can
always have a population map with lower refresh rate. Depending on the scan, we can still face the
same problem but the probability of this problem is lowered. The positive aspect of this method is its
time complexity. As we discussed in chapter three, time complexity of calculation of UAV configuration
based on distribution method is linear. In other words, the time it takes for reconfiguration of the
system is low. Thus, the responsiveness of the system is high which is useful when facing certain
scenarios. This method is appropriate for environments with low dynamicity. We define low dynamicity
in this case as the speed of change in the population map is far lower than the speed of the UAVs and
the reconfiguration rate.

4.3.2.2.

Cooperative game theory

Let us start by defining game theory. Game theory is the study of conflict and cooperation within a
competitive situation [38]. In some respects, game theory is the science of strategy, or at least the
optimal decision-making of independent and competing actors in a strategic setting. In recent years,
game theory has been applied to many problems from economy and biology to communication
problems. In any content, a game compromises of three elements:


A set of players that are actors of the problem



A set of actions for each player that are all the possible actions the actor can do



A set of payoffs which is the benefit for each action of each player

Games can be broken down into two main categories based on the communication between players
[39]:
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1. Cooperative games:
In this set of games, we abstract from individual players strategies and instead focus on the
coalitions players may form. We assume each coalition may attain some payoffs which they can
distribute between themselves, and then we try to predict which coalitions will form and the
payoffs gained by the coalitions. Under cooperative games, players can coordinate their
strategies and share the payoff.
2. non cooperative games:
In this set of games, we focus on the individual player strategy instead of coalitions. Each player
gain payoff through its own action, and then we try to predict which action each player will take.
Under non cooperative games, players cannot coordinate their strategies and share the payoff
instead they each will take the best action without consideration to other player’s situation.
After understanding game theory and two general categories of game theory we now need to
know the definition of Nash equilibrium. Nash equilibrium is a set of actions that our players take with
the property that no player can gain more payoffs by choosing an action different from the set, given
that every other player did the action in the set [40]. There are two important aspects of Nash
equilibrium that we need to keep in mind. First, if whenever the game is played, the action set is the
same as Nash equilibrium, then no player has a reason to choose any action different from the
component of the set; there is no pressure on the set to change. The second aspect of the theory of
Nash equilibrium is that the players’ beliefs about each other’s actions are correct. This implies, in
particular, that two players’ beliefs about a third player’s action are the same. For this reason, the
condition is sometimes said to be that the players’ “expectations are coordinated”. In game theory, the
best action for any given player depends, on the other players’ actions. So when choosing an action, a
player must have in mind the actions the other players will choose. That is, the player must form a belief
about the other players’ actions.
Now that we talked about the game theory let us apply these principals to our problem. We can
look at each instance of the population map as a game. The players would be the UAVs providing
service. Keep in mind other UAVs with different roles will not be part of the game. The actions each UAV
can take are the position it can be deployed in, and the payoff for each of these actions would be the
number of services being provided by the UAVs. As you can see, because our map is ever-changing we
need to incorporate the dynamicity of the map into the game. We can do this, with approaching the
game differently. First, we can look at the map in discrete time periods. Each of these time periods is for
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one action for each of the players. This will result in a continuous game. The payoff of the actions will
change in each period as well which incorporates the dynamicity of the map into the game. Suppose
that the first player is the first UAV deployed. The set of actions here is not every possible position we
digitized from the map but the positions within the one Km vicinity of the base station and so on. If we
did not have the limitations of the one kilometer connection between UAVs and base station, the
system rationally would choose the best possible position in the map in each action. This will result in
the Nash equilibrium of the map which is the ideal configuration. This result is when we assume the
UAVs can travel through the map instantaneously or with high speed and have full knowledge of the
map. With the limitations however, logical decision making would result in the same configuration as
the greedy approach. The main concept that we need to face here is how to adjust the game to look at
the whole map. If we have scanning capabilities in the system, this task will translate to changing the
parameters of the game so that we consider the whole map for making any decision. Let us first solve
this problem before moving on to the other possibility. After every scan of the population map, the
game is to determine the new configuration for the system. The players would be the UAVs, the moves
would be every possible location of the map that supports our limitations and the payoff would be the
number of serviced users. Because of the limitation in the connection distance and relay, we cannot look
at this problem in a non cooperative way. If we do, the results will have the same problems as the
greedy approach which we explained in chapter three. However, if we look at this problem as a
cooperative game, the coalitions are capable of reaching the edges of the map so the system will be able
to reach ideal configuration. This is a different approach to the problem which will have a time
complexity comparable to brute force approach, explained in chapter three. The advantage of such
approach is ease of implementation and dynamic variables based on the limitations. As we talked about
in chapter three, this time complexity may not be desirable for many scenarios. For these scenarios, we
can transform the game even further to reach linear time complexity. We do so, by adding a few rules to
the game. The first player will choose a location normally wherever it wants throughout the map. If the
player one location is consistent with our limitations, the consequent player will choose the same way. If
not, the consequent player will see what limitations the player is not following. If it is the limitation of
the number of connections, the player will choose from the locations that will also provide additional
connections to the player. If it is the distance limitation, we calculate two lines between the player one
and the base station. The first line is the strait line between player one and the base station. The second
line is a curve between the two where all the players’ position is exactly one Km from the previous. The
curve with 7 players and the straight line with three UAVs are shown in picture below.
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Figure 4.6: Cooperative game theory concept with linear time complexity for reconfiguration

The significance of the area is that we can choose any lines or curves that connect the player
one and the base station with curvature lower than the curvature of the curve and still have connection
in the UAV at the end of the line. We digitize these curves afterward. There are many methods for
digitizing this area but dividing the area in 200 curves and one straight line is acceptable for this map.
We then calculate the maximum number of services we can provide on each of these lines. This needs
further digitization of each line. We can divide these lines very 100m and achieve a more than
acceptable resolution. For every line there is a minimum number of UAVs needed that can provide the
connection to the end UAV. The maximum number to use for the line would be the number of UAVs
available in the system at the time. For each line we calculate the highest users serviced over the
number of UAVs used and assign the number to the curve. We then choose the curve we will use based
on that number. We keep doing this until there are no more UAVs left. Two concepts to note here is that
after the first iteration, we calculate the curvatures based on the new player and the closest UAV or
base station to it. Additionally, if we do not have enough UAVs to commit to a certain point which
means the straight line between the location and closest UAV or base station is longer than the number
of UAVs remaining, the location is unacceptable. As you may have noticed, this approach is close to
distributed approach however, we added additional conditions and more discoveries. This was made
possible because of the cooperative game theory concepts we used. So far we talked about the problem
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when we have scanning capabilities in the UAS and explained a cooperative game for the
reconfiguration. In the next section we will further this concept by removing the constraint of scanning
capability and introduce an extended cooperative game for this problem.

4.3.2.3.

Extended cooperative game theory

As we talked about in previous section, the design introduced is only viable when we assign
specific UAVs to scanning. In many instances, the UAS may not have UAVs with scanning capabilities and
the service providing UAVs may not be a viable option for scanning purposes. In these situations we still
need to reconfigure the system and we do not want to spend time scanning as we did in chapter three.
Here we will solve this problem by a game theory based on local maximums. Let us explain the
approach. The first change is to limit the distance acceptable between two UAVs. For example, if we
have one Km of acceptable distance we deploy the UAVs for first deployment based on the 900 m
acceptable distance. Now, every UAV can move at least 100 m without breaking up the system. Now the
UAVs starting from the closest UAV to the base station move around in the environment close to them.
The second UAV will have more room for scanning relative to the first UAV because we can push the
first node closer to the position of the second UAV. As we go on in the system we achieve more room to
scan the area. After reaching all the UAVs we do a reverse of the same approach. This time, the end
UAVs will move closer to the base station and so on. For some UAVs this motion may be restricted due
to connection to multiple UAVs in opposite directions. We show case this motion with three UAVs in
figure 4.7. As you can see, the first UAV will scan the area around it shown with the orange arrow and
then move on toward the second UAV. Then, the second UAV searches the area around it however, this
area will be more toward the third UAV because the third UAV is standing still. Lastly we reach the third
UAV and this UAV can scan an even larger area. We then reverse the same motion back toward the first
UAV so the first UAV can scan the area even more.
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Figure 4.7: Sensing motion in extended game theory approach for reconfiguration

This motion is meant to give a local vision toward the UAS position and indicated the moves. After
running this approach once the UAS as a coalition will decide on a new local position for each UAV. As
we already discussed, the speed of UAVs are dramatically higher than the speed of the map. This means
that if the map is converging toward a certain position, we can detect the direction of population
centers and move with the users. This of course is relying on the high speed response of the UAVs and
reconfiguration time. This approach may not be suited for many situations such as any situation in which
the UAS configuration is complicated and UAVs have many connections toward each other. In such
situations the best and only option is to incorporate scanning UAVs into our UAS. If the behavior of the
population in the UAS footprint after each iteration of the approach is not significantly different from
the behavior of the other parts of the map this approach will result in acceptable coverage. There are
many instances that this approach will not give acceptable performance especially in large areas with
large number of UAVs. However, given the situation we explained for this section, this is one of the best
performing approaches with behavioral response to the map. Now that we talked about reconfiguration
and saw the result of deployment approaches in larger areas, the necessity of more than one base
station and larger number of UAVs is apparent. From here we move on to the problem of configuration
of the system with multiple base stations and large number of UAVs.

87

4.4.

Base stations and fleet of multi type UAVs

4.4.1. Base stations
There are many types of base stations as we talked about in chapter two. Some types of base
stations may be more suited to specific scenarios than the others. The scenario we are facing not only
dictates the most suited base station, but also the mobility and availability of those base stations is part
of the problem. A simple example of dependency of the base station to the type of disaster can be a
flooded city. As you know, we cannot deploy a ground base station in flooded areas and high ground to
deploy them may be scarce. Another problem will be the movement of the ground station to that
specific area. When we look at the whole given area that we need to cover, we need to determine how
many ground stations we could afford and how to deploy that number. It is apparent that the more
ground stations we have; the better we can devise a solution. In turn this decision will be dependent on
many factors, Accessibility of different parts of the area, the population and concentration of people in
that area, the priority of service among those people and most importantly our number of base stations.
In this section we will first talk about how to distribute the number of ground stations that we have and
although it is always better to have more base stations, we will give recommendations on how many
base stations is essential. Then we will talk about the configuration of the system with given base
stations and how we distribute UAVs and configure each separate sub system. We then talk about
benefits and downsides of having a silo configuration versus having a system consisting of multiple
subsystems.

4.4.1.1.

Distribution

The most important factor in base station distribution is the information we have over the area.
There are two possible scenarios in regard to information about the deployment area either we have
some information or we do not have any information about the area. In the case that we do not have
any information about the area and there is no easy way to get the information we cannot do any
optimization in regard to the position of base stations. In such cases, we recommend distributing the
base stations evenly throughout the area and later based on the information they gathered if possible,
move them to better locations. In the case that we have some information, the level of information and
accuracy of that information becomes important. There is different information that may help us in this
task. We may only know the layout of the area however even that information can guide our
deployment. If we know that the area is a city and the deployment time is in working hours, we can
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calculate the relative probability of pedestrian presence and give that much more priority to office
blocks. The most accurate information that we can have however is an accurate and recent population
map of the area plus the places we can deploy a ground station that can be obtained through a simple
mapping of the whole area by a high speed scanning drone. This is the case that we will discuss here.
Although it may not be general this is the only case, we can devise a solution plan. To solve this problem
we first digitize that whole map. We can use the same digitization used in chapter three for a small area.
For a base station the diameter of the hexagons do not need to be as small. A good digitization would be
to average the number of UAVs over the number of base stations and use that number multiply by the
visibility diameter of each UAV as a base and then use that as the higher cap for the length. For example,
in the example in chapter three, we have 10 UAV multiply by 400m visibility diameter equals to four
kilometer. We should have a diameter less than four Km and more than 400m. After digitizing the map,
we eliminate the locations that we cannot deploy the base stations to and evaluate the population
contained in each hexagon. We then look at the adjacent hexagons and add their population with lower
priority. The priority comes from the distance and the number of UAVs it will take to give any one in that
area service. This priority has dependency to the distance two UAVs can connect to each other and as
such a good diameter for hexagons would be 1KM. We continue this for as many level of adjacency as
possible and choose the positions that are the most valuable. Another approach would be to try to
determine the centers of concentration using any number of regression approaches. This is the more
process heavy but accurate method. After finding these centers of concentration we can prioritize them
by population over variance and assign base stations to them base on that priority. Another benefit of
having these concentration centers is that we can assume that after assigning a base station to all of
them there will not be need for any more base stations. As you probably noticed, such an approach will
not work for a uniformly distributed map. In such a case we can assign a base station to every hexagon
however that would require many base stations. In this case, we suggest that break the area into smaller
pieces such as the one mentioned in chapter three and only prioritize them by population and then
assign as many base stations as we have over to the sub sections.

4.4.1.2.

Configuration of base stations

Now that we have the position of base stations available we need to assign the UAVs we have to
each sub system. If there is no proceeding limitation at this stage we can extend the distributed
methodology described in chapter three to this problem. We first divide the area into smaller areas each
with a base station at the center. The shapes of these areas will not affect the approach. We then
89

calculate the distribution value as mentioned in chapter three for all the base stations. We then assign a
UAV to that position and recalculate the value for only that base station. As we go forward and assign
UAVs we always have the whole map in mind and this is close to the ideal scenario as described in
chapter three. This method would have all the benefits mentioned in chapter three including linear
complexity, simple implementation and similarity to ideal scenario. We can also extend other methods
to work for this problem with multiple UAVs however as the map is considered larger that the map in
chapter three, the complexity of approaches with more than linear complexity will be become very
costly. We still can use the look-ahead of one approach for this problem however as shown in chapter
three, that approach may not be close to ideal solution. Another solution which may not be the best is
to distribute the UAVs proportionally to the population of the area over the area size. This method may
be the easiest and fastest but it lacks in actual coverage accuracy. These are some of the options that we
have, to assign UAVs to each sub system but after this assignment we need to talk about each sub
system and how they interact with each other on a system level.
Now that each of these sub system are allocated and defined, we need to discuss them in more
detail. The first thing that needs to be mentioned here is that there may be different set of base stations
with different functionalities. As an example, a base station can be a high end UAV that sends the
channels over to another base station or may have some limitations in number of channels it can handle
or many other differences. These differences come into account into assignment of UAVs and should be
dealt with in deployment however the discussion about various base stations and their combination is
beyond the scope of this thesis. Here we do not need to concentrate on these situations. In this section
we concentrate on the configuration of the system, more specifically, if we want each system to be a
separate system versus a system consisting of multiple sub systems each with its own base station.
A. Multi-sub systems
In a multi-sub system, after assigning the UAVs to the base stations we look at each base station
and the UAVs assigned to it as a sub-system and we share the information of all the subsystems with
each other through the infrastructure side of communication system. We will share some of this
information as well with the UAVs but the limit of the shared information should depend on the capacity
of the UAVs we are deploying. A simple benefit of this configuration would be to direct UAVs that loose
connection with a faulty base station to another close by base station. Another key benefit is that when
we are calculating the population map for reconfiguration, we can use the data from other base stations
to devise better actions. Let us talk through one of these scenarios. After a certain amount of time, the
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users in the map may make their way to a specific location of the map that was not very busy prior to
this. This is called dynamic migration of population map which is a common occurrence in disaster areas.
In such cases if the base stations are connected, we can detach some of the UAVs from various base
stations and send them to the closest base station to the migration center however without this
configuration the UAVs service rate will drop considerably. The downside to this configuration is the
internal communication overhead it puts on the system which may be considerable as it is proportionate
to the number of base stations and UAVs in the system.
B. Silos systems:
In a silo based system, each of the subsystem we deployed would be a separate system working
without any communication with each other. As is apparent there are many downfalls with this strategy.
As an example lack of communication means that we cannot use the information about the other parts
of the map in our calculation toward a better coverage. Another important consequence would be when
an error occurs in one of the base stations. In such a configuration, all the UAVs belonging to the failed
base station will be of no use any more. The only benefit to this configuration is low overhead in
communication because base station communication will use the same infrastructure we use for cellular
service. This overhead will be noticeable when the number of base stations are so large that the
information sharing and the refresh rate of internal system configuration will interfere with service
capacity. Even in such scenarios, we still suggest using small blocks of system in geographical vicinity of
each other or reducing the refresh rate. As explained before the benefits of using a multi-sub system is
far greater than the overhead it puts on the system.

4.4.2. Fleet of UAVs
There are many variations of UASs that we can talk about however as mentioned before, one of
the most important attributes of a UAS is the UAVs used in them. As we have seen in chapter two, there
are various types of UAVs suited for various tasks in a UAS. We talked about UAVs that are supposed to
provide cellular service to users in chapter two. In this section we go through some more roles that are
helpful to the UAS with the missions we explained and try to give reason as to why these UAVs would be
beneficial and what guidelines we can use to choose these UAVs. We start by talking about scouting
UAVs and why they are important. We then move to relaying UAVs and how the use of such UAVs can
change our system. Lastly we would talk about other special use UAVs that can help us in the scenarios
we have talked about.
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4.4.2.1.

Scouting UAVs

As we have seen all through this thesis, the addition of scouting UAVs to the UAS can be of great
value. We already talked about the ambiguity of the map after the first population map accumulation.
By simply having a scouting UAV that can sense the map for first deployment and later reconfiguration,
we will have a much more efficient system. We talked about many methods for reconfiguration but as
explained, with a help of scouting UAVs we can use the deployment method many time and ensure that
the system is always responsive to change as we desire. These changes were explained in
reconfiguration section of this chapter however the question of what type of UAV would be useful still
remains. Depending on the payload and accuracy of the scouting UAVs internal systems we would have
a refresh rate of the population map as a result. This refresh rate should align with the reconfiguration
rate at which we are changing the UAV positions. Any more than that would be a waste because system
cannot be responsive, any less and system is reconfigured based on data that is not recent. The
reconfiguration rate of the system arises from physical restrictions and the dynamicity of the map itself.
As such, the refresh rate of scouting map is dependent on the same parameters. As an example for
designing the addition of scouting UAVs to the system, suppose that we have a system with refresh rate
of 10 times per hour. This is an indication that we need a refresh rate of 10 times on our scouting system
as well. If we have access to scouting UAVs with refresh rate of five times the map size per hour, then
we would need two such UAVs to keep up with the system. There are different approaches for use of
scouting UAVs many of which tackle the sensing application of UAVs we encourage the user to read for
further information. Simple mapping approaches of chapter three however are still viable and simple to
implement for such system as well. The most valuable attributes of a scouting UAV is the scan speed,
accuracy and reliability. Because of scan speed, we recommend using fixed wing, high altitude and long
endurance UAVs with enough payload for the sensing the users’. Of course, we can use medium
endurance UAVs as well if the refresh rate allows for the recharge period between scans. Another
compromise would be to choose a medium altitude UAV for this task. Although this option may be more
financially beneficial, there is a downside to scan rate as a result. These information is meant to guide
design of the system however because specific cases are beyond the scope of this thesis, we leave the
details to the implementation.

4.4.2.2.

Relaying UAVs

Relaying UAVs are especially useful in scenarios where the coverage area is large and we cannot
deploy many base stations. The relaying UAV here means a UAV that can connect to UAVs or base
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station from a greater distance than normal UAVs in the UAS with high or no limitation to the number of
channels it can relay. As such, this type of UAV can be any number of high end commercially available
UAVs with long endurance and high payload. As we saw in chapter three, in a system with one base
station, the correlation of cost of giving service to distance is polynomial. This will result in bad
performance of such system in large areas. The usefulness of such UAV is that it will give a UAS with one
base station more efficiency in providing service and we will not face as many problems for relocation as
adding a ground station. High dynamicity of such system is apparent. Although, many systems may not
need this level of dynamicity and this type of UAV may not be financially achievable, there are many
instances that use of these types of UAVs may result in much more efficient system. If we decide to add
such UAV to the system we can use the base information of the problem for determining the
characteristics of the UAV. Here is an example of such. Suppose that we want to give coverage to an
area with the size of 10KM by 10KM. we have one base station which we assume is in the center. We
want to add four relaying UAVs to support the system. We have 50 service providing UAV to support this
area and we do not have any further information about the area. In such a case on average each
relaying UAV and the base station will have 10 service providing UAV in their sub-system. If the
diameters of visibility for the UAVs are 200M, the UAVs can support a two KM line if put next to each
other. If we assume that the population distribution is uniformly distributed or a combination of
multiple normal distributions, we can deduce that depending on the variance of the distributions the
effective distance a base station can provide coverage would be close to one KM. by the area we are to
cover, the longest distance is close to 7Km minus the one KM supported we can assume we need
relaying UAVs that can relay up to 6KM. if the population of the map is 50,000 people, we can further
deduce the probability of a center with more than 20,000 people in its coverage vicinity is very small so
we can use 20,000 people as capacity for the relaying UAV. As you see, the more information we have
about the area, the more accurate we can design the system however this may not be possible in many
scenarios. we have shown examples of UAVs capable of such tasks in chapter two.

4.4.2.3.

Special use UAVs

In the last part of this section we want to talk about other roles UAVs can take in a UAS system
that may prove very use full and even life saving. The first role that we want to talk about is thermo
scanning. There are thermo scanners commercially available that can penetrate the ground up to certain
extend and we can use such scanner in a UAV to scan for people in disaster areas. This may prove life
saving. We can use such technology to data mine the pictures taken by the scanner and give useful
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information about the situation of the area to first responders. Keep in mind, body heat fluctuate in
specific ways in different situations, this may even result in being able to give information about the
type of injury just by scanning the area. In the same scenarios, low end, light carrying UAVs may prove
critical in search and rescue missions conducted at nights. There are many more use full UAVs that can
be determined useful in different missions for the UAS however the discussion about these uses are
beyond the scope of this thesis. We just wanted to suggest that there may be more types of useful UAVs
we can add to the UAS than what we talked about here.

4.5.

Hierarchy of the sub system

As we explained in previous sections, there may be more than one sub system in the UAS. These
subsystems may have dependencies upon each other. For example, a relaying UAV that is supporting a
sub system but itself relaying the channels to a base station is dependent to that base station. We
designed this thesis to be based on a distributed agile system however in many cases some of the sub
systems may have access to more resources such as processing power than others. This may be viewed
as ground for a hierarchical system design based on resources and dependencies that can be used
through a series of master slave connections. Although this may be accurate for large systems with
hundreds of UAVs and tens of subsystems the benefits of a distributed system in smaller UASs outweigh
the benefits of simple hierarchical system. We did not talk about the system configuration of the
subsystems in this thesis as this subject is very dependent to the environment, the type of service and
many more variables however here we want to introduce a replacement for the normal hierarchical
system based on combination of hierarchical mesh network and multi star networks. The dependent sub
systems here will form a multi star configuration. Basically each base station and its entire dependent
UAVs will form a multi star network in which base station is connected to the dependent main UAV and
its own subsystem. Each of the subsystems will form their own mesh network depending on the
configuration of the sub-system. We can use a start configuration here as well but the additional
connectivity may prove useful in distributing the connection overhead and the channels. Now the base
stations of all these systems will form a mesh system on the backbone infrastructure side to distribute
information about their system and the map. We show case this in figure 4.8. The subsystems whether
they are a normal system or with a relaying UAV working as their base station will have a mesh
configuration. The base station themselves have star configuration and the base stations are connected
to each other through communication backbone.
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Figure 4.8: System configuration of the UAS

If two sub systems come into contact they can form a mesh communication as well depending
on the communication resource availability and the cost of transferring this information through the
roots. This will give a close approximation of a flat system because the roots are all in the same level, the
subsystems are all in the same level and other UAVs are all in the third level. This system is more
responsive to failure in any position than most hybrid or pure hierarchical systems. This system
configuration also supports the subsystem interactions we will talk about in the next section. Other
UAVs such as scanning UAVs can also be added to any level depending on the path and role they are to
carry and we can have more reliability from such UAVs by having them at different levels. With this
section we bring this chapter to an end.
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5. Conclusion
5.1.

Results

In this thesis, we considered putting together a fleet of UAVs to provide wireless communication
services when needed with fast deployment and optimal coverage. We surveyed commercially available
components as well as what is expected to be available in near future and discussed the limitation each
component put on the whole system and its mission. In particular, we discussed individual UAVs, the
communication payload to equip them with, and the base stations to provide the connection to the
backbone.
Then with a set of realistic limitations, we formulated a problem to provide maximum coverage in a
small area with ten UAVs and one base station. Three approaches to deploy UAVs were introduced and
simulated for different population map samples using a brute force approach, a greedy approach (lookahead) and a distributed approach for initial deployment. We talked about how brute force approach
despite being the best solution is usually not realizable due to the heavy processing power it would
require and how greedy approach may not result in convergence to ideal configuration due to lack of
foresight. We then discussed other look-ahead approaches and determined how many look-ahead steps
we would require for convergence of configuration to ideal configuration. We then explained that such
an approach, although less power hungry, still requires a lot of processing power. Therefore, we
proposed a similar approach based on distribution of the map that will converge to ideal scenario and its
complexity will be linear. We compared coverage of these approaches in different types of population
maps such as uniformly distributed map, normally distributed map with one or more centers and
showed that the distributed approach will be close to ideal scenario and will not require high complexity
for the sake of deployment and reconfiguration time.
Later, we tested the behavior of deployment approaches in larger areas and in extreme scenarios
and introduced failure recovery of the system and system reconfiguration. Different approaches for
reconfiguration were studied and compared in terms of complexity and performance. We then moved
on to coverage in larger areas, and used the system developed till this point as a building block for larger
areas. We explained a multi base-station system with capacity only limited by the number of UAVs. We
talked about the distribution of base stations in such system and the configuration of the system with
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many base stations. We further advanced the system by adding additional roles for UAVs in the UAS to
fill and explained how these roles will fit into the design of the system.

5.2.

Future work

Utilizing UASs for adding dynamicity to systems or replacing the static system we currently use,
makes the current communication infrastructure more reliable and responsive in many cases.
Consequently this will result in better coverage, lower cost and availability in situations where we do not
have any other options. The low deployment time and responsiveness of such systems shows great
promise in many scenarios. There are many enhancements that can be done to further realize such
systems and bring them closer to reality. The most important one would be implementation and
comparison of currently available reconfiguration approaches with realistic variables. Another important
subject would be to further investigate the benefits of system configurations such as multi star systems
and mesh systems in specific scenarios and investigate the communication need of the system within
itself and the amount of overhead these system configurations will put on the system which will result in
higher accuracy design. In the hardware side, more commercial UAVs to fill the gap between military
grade UAVs and hobby UAVs will help realization of these systems with actual commercial value.
On a different note, there are some details in the configuration design that can be implemented and
compared. In the design mentioned in chapter four, the sub system interactions still need some
research. These interactions can be categorized into three different types of interaction.
A) Special UAV interactions:
In special UAV interactions we need to design a way for interaction between UAVs with different
roles other than providing service and sub systems to transfer data. As an example of such
interaction, a scouting UAV that has the role of scanning the half of the area needs to transfer
the scan data into the system. This may be done by first finishing the scan and then relaying it to
one or more roots in a cycle. However we may be in range of sub systems during the scanning as
well. Should we relay part of the information as we are passing by or wait to be in range for a
root? Should we pass on the information to one root and let that root synchronize the
information on the other roots or should we service the root by the scanning UAV? Which
design would result in less overhead and more reliability in case of failure? As you see, there are
many questions in this area that needs extensive design implementation and comparison.
B) Sub system meeting:
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The subsystems may sometimes be in the proximity of each other on the service providing UAV
side. Do we want to establish connection if such a situation accrues? If so, do we want one UAV
to be able to be part of two or more subsystems at the same time or do we want these nodes to
act as communication nodes for Meta data of the sub system? What overhead would these
designs add the system and how would they compare against each other? What would failure of
these nodes mean in such systems? As you see, the work here is implementing these systems in
various environments and comparing them against each other in efficiency, overhead and
failure tolerance.
C) Borrowing
There are many instances that subsystems will benefit from borrowing concept. For example if a
subsystem is facing high demand and another subsystem has UAVs with lower service rate we
should be able to transfer the UAV from one system to another. First the question is how we
want to calculate the need. Do we want to always have the best service rate with one additional
UAV and lowest service provided in each sub system available and compare them in each
reconfiguration or do we want to put more variables such as the distance between two
subsystems considered as well? After deciding the transfer how would each subsystem
reconfigure itself and where would the new UAV be added? Would it substitute the closest UAV
and the whole system shifts itself or do we send it to the new position? Can subsystems borrow
processing power from each other and act as a multi core processor and how much overhead
would such a design put on the system.
These are some of the detailed ideas in design that need more investigation and result for us to be able
to further solidify answers suited to the problem and environment we are facing and tailor better
solutions. The quantity of work in these areas are substantially low especially those that use UAS as their
main subject and as mentioned in chapter one and two, UASs show different behaviors than other
systems.
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