Particle swam optimization (PSO) is a popular stochastic optimization method that has found wide applications in diverse fields. However, PSO suffers from high computational complexity and slow convergence speed. High computational complexity hinders its use in applications that have limited power resources while slow convergence speed makes it unsuitable for time critical applications. In this paper, we propose two techniques to overcome these limitations. The first technique reduces the computational complexity of PSO while the second technique speeds up its convergence. These techniques can be applied, either separately or in conjunction, to any existing PSO variant.
MIMO receivers [12] , adaptive beamforming [13] and economic dispatch problems [14] [15] [16] [17] [18] [19] . PSO also found use in several antenna applications [20] such as the design of phased arrays [21] - [22] and broadband antenna design [23] .
Other applications in which the PSO algorithm was successfully implemented include controller design [24] [25] [26] , power systems [27] , biometrics [28] , distribution networks [29] , electromagnetics [30] , robotics [31] , gaming [32] and data clustering [33] , [34] , [35] . A detailed survey of PSO applications can be found in [36] - [37] .
Despite the popularity of PSO, it suffers from the issues of high computational complexity and considerable convergence time. This hinders its use in applications that require fast convergence or have power/computational constraints.
In this work, we propose two new techniques aimed at reducing computational complexity as well as improving the speed of convergence of the PSO algorithm. An event-triggering-based approach reduces the number of computations for an acceptable degradation in performance. This is followed by a dimension-wise cost function evaluation technique that increases the speed of convergence as well as improving overall performance. The techniques can be applied to any existing PSO variant either exclusively, or in conjunction.
The paper is arranged as follows. In Section II, we take a look at some of the important variants of PSO and assess in detail the merits and costs of each algorithm. In Section III we present an event-triggering-based approach to reduce the computational complexity of the particle swarm search algorithm. Section IV takes a look at the dimension-wise search for particle position, aimed at obtaining faster convergence towards optimal solutions. Section V discusses how the two approaches can be combined for optimum results. Section VI discusses the experimental results while Section VII presents the conclusion.
II. THE PARTICLE SWARM OPTIMIZER AND ITS VARIANTS
We start with a brief recap of the working of the PSO algorithm and then discuss some of its variants. The PSO algorithm is a population based optimization method that imitates swarm behavior observed in a herd of animals or a school of fish. The swarm consists of particles representing the set of optimization parameters. Each particle searches for a potential solution in a multi-dimensional search space. The aim of the algorithm is to converge to where d = 1, · · · , D denotes the particle's dimension index and k = 1, · · · , N is the particle index. The constants c 1 and c 2 are called the cognitive and social parameters, and are responsible for defining a particle's affinity towards its own best and the global best solutions, respectively. The variables v Of the earliest variants to the original algorithm, Eberhart and Shi proposed an inertia-weight model [38] , which multiplies the velocity of the current iteration with a factor known as the inertia weight
The inertia weight, w ∈ [0, 1], ensures convergence and controls the momentum of the particle. If w is too small, very little momentum is preserved from the previous iteration and thus quick changes of direction are possible. If w = 0, the particle moves without knowledge of the past velocity profile. On the other hand, a very high value of inertia weight means that the particles can hardly change their direction, which translates into more exploration and slow convergence. Maurice and Clerc later introduced a constriction-factor [39] to constrict the velocity by multiplying it with this factor before updating the position of the particle. The constriction factor model has the same effect as the inertia weight model, except for the fact that it scales the contributions from both the local and global best solutions, thus limiting the search space. Low values facilitate rapid convergence but at the cost of smaller exploration space and vice versa.
This initial model of the PSO optimizer is very efficient in converging to near-optimal solutions for uni-modal problems, i.e. problems that do not have local minima. The algorithm therefore converges quickly to optimal or nearoptimal solution. However, when the problem is multi-modal, then too fast a convergence often leads to entrapment of the algorithm in a local optimum. The algorithm must explore different solution areas in such a case before converging in order to avoid getting stuck in a sub-optimal region.
Shortly after the first few PSO variants appeared in literature, significant progress was made towards solving multi-modal problems with the development of neighborhood topologies. It was suggested that instead of each population will fail to explore outside of locally optimal regions.
The ring topology known as "local best" is the slowest and most indirect communication pattern and a solution found by a particle moves very slowly around the ring. However, this ensures proper exploration which is desirable in multi-modal complex problems. One variant, proposed by Peram et. al., is known as fitness-distance-ratio (FDR) PSO, with near neighbor interactions [41] . The FDR-PSO selects one other particle having higher fitness value near the particle being updated, in the velocity updating equation. Other variants which used multi-swarm [42] or subpopulation [43] are also generally included under LPSOs since the sub-groups are treated as special neighborhood structures.
Similar conclusions were derived by Liang and Suganthan who proposed a dynamic multi-swarm particle swarm (DMS-PSO) [44] . It can be said that in topology-based LPSO algorithms, a trade-off between the speed of exploration and depth of exploration hinges upon the "granularity" of the neighborhood used. Liang and Suganthan showed with simulations that on uni-modal benchmark functions like the sphere function, all algorithms perform almost equally well.
Mendes et al. proposed a fully informed particle swarm (FIPS) [45] , in which all the neighborhood is a source of influence rather than just one particle. Chatterjee and Siarry [46] presented a modified version of the PSO algorithm where they proposed a nonlinear variation of inertia weight along with a particle's old velocity in order to speed up the convergence as well as fine tune the search in the multi-dimensional space. Hu and Eberhart [47] used a dynamic neighborhood where closest particles in the search space are selected to be a particle's new neighborhood in each generation. Parsopoulos and Vrahatis combined the global version and local version together and constructed a unified particle swarm optimizer UPSO [48] .
There have been several efforts in investigating hybridization by combining PSO with other search techniques to improve the performance of the PSO. Evolutionary operators such as selection, crossover, and mutation were used in PSO to keep the best particles [49] , to increase the diversity of the population, and avoid entrapment in a local minimum [43] . The use of mutation operators was explored to mutate parameters like inertia weight [50] .
Relocation of particles was used in [51] . In [52] collision-avoiding mechanisms were introduced to prevent particles from moving too close to each other. This, according to the authors, helps maintain the diversity in the swarm and helps to escape local optima. In [53] , deflection, stretching, and repulsion techniques were used to find maximum possible minima by preventing particles from moving to a previously discovered minimal region. An orthogonal learning technique combined with orthogonal experimental design were used to enhance performance in orthogonal PSO (OPSO) [54] and orthogonal learning PSO (OLPSO) [55] , although at the cost of very high computational complexity.
A cooperative particle swarm optimizer (CPSO) was proposed in [56] . The CPSO uses one-dimensional swarms and searches each of them separately, so as to avoid the "curse of dimensionality" that plagues most stochastic optimization algorithms including PSO and genetic algorithms. These separate searches are then integrated together by a global swarm. This results in significant improvement over the performance of the standard PSO algorithm when solving multimodal problems albeit at a much higher computational cost.
DRAFT Ratnaweera et al. suggested a self-organizing hierarchical PSO (HPSO) algorithm with time-varying acceleration coefficients [57] . The inertia weight term is removed with the idea that only the acceleration coefficients should guide the movement of the particle towards the optimum solution. Both the acceleration coefficients vary linearly with time. If the velocity goes to zero at some point, the particle is re-initialized using a predefined starting velocity.
Due to this self-organizing and self-restarting property, the HPSO algorithm achieves outstanding results.
The comprehensive learning PSO (CLPSO) algorithm of [58] provides the best performance-complexity trade-off among all existing PSO variants. It divides the unknown estimate into sub-vectors. A particle chooses two random neighbor particles for each sub-vector, and chooses a sub-vector as an exemplar based on the best fitness value for that particular sub-vector. The combined result of all sub-vectors gives the overall best vector, which is then used to perform the update. If the particle stops improving for a certain number of iterations, then the neighbor particles for the sub-vectors are changed. The success of this technique may be attributed to its exploitation of the "best information" profile (or trend) of all other particles in updating the velocity equation, as this rich historical information will help improve the predictive power of the velocity equation. The authors claimed that although their variant did not perform well on uni-modal problems, it outdid most variants on multi-modal problems. When solving real-world problems, one usually does not know the shape of the fitness landscape. Hence, the authors concluded that, in such cases, it is advisable to use an algorithm that performs well on multimodal problems.
However, it is our humble opinion that the algorithms presented in literature, despite their accurate performances, are still slow in convergence and far computationally complex for time-critical and power-limited applications.
Keeping in mind all of these very important works, our aim in this paper is to propose an algorithm that emphasizes on quick convergence and low-complexity while still maintaining significant accuracy acceptable to real world problems.
III. EVENT-TRIGGERING IN PARTICLE SWARM OPTIMIZATION
The first technique is aimed at reducing the number of computations of the PSO algorithm. We begin by first analyzing the complexity of the standard PSO algorithm and then we derive a motivation for our approach.
A. Complexity of the Standard PSO Algorithm
The number of computations required for a complete run of the PSO algorithm are the sum of the computations required to calculate the cost of a candidate solution (based on current position of the particles) and the computations required to update each particle's position (2) and velocity (3) . Both of these are directly proportional to the number of iterations.
The computational complexity of evaluating the cost function depends on the particular cost function under consideration. For example, the sphere function (see Table I ) requires D multiplications per particle per iteration, resulting in a total of DN multiplications for cost function evaluation per iteration. Similarly, the Rosenbrock function (see Table I ) requires 4DN multiplications. These computations need to be performed at every iteration for all PSO variants and cannot be reduced.
DRAFT
For the second set of computations (i.e., the ones required for the update equations), the standard PSO algorithm requires 5DN multiplications per iteration. This number is 5 times the number of multiplications required for the sphere function and 1.25 times that required by the Rosenbrock function. This shows that the cost associated with the update equations makes a significant contribution to the total computational cost of the PSO algorithm.
B. Motivation
It is observed that many PSO variants tend to achieve accuracy levels that are not required in most practical applications. For example, OLPSO and CPSO are able to give solutions that have an error range of about 1e−200 or 1e−300 [55] , [56] . Both these algorithms achieve this high degree of accuracy at the cost of significant computational overhead. We also note that in many applications, such high level of accuracy is generally not required as i) they operate in noisy environment and have a bound on accuracy due to the noise floor ii) a solution within a certain error margin would be considered sufficiently accurate and a lower error margin would result in minimal improvement in system performance.
Such a scenario frequently occurs in devices that have limited computational power (where finite machine precision would impose a limit on the level of accuracy that can be achieved) or limited power budget (for instance battery operated devices where it is desirable to minimize power consumption by performing only the necessary required computations). Similarly, many scenarios only require the estimate or solution to be accurate to a particular degree and a more accurate solution will not necessarily yield performance gain. For example, if the problem is to find the optimal weights of a neural network or optimal filter weights for an estimation problem or optimal distance calculations, then in engineering terms, a solution that has an accuracy of 1e−5 might be as good as one that has an accuracy of 1e−30.
Based on the analysis in the previous subsection, we compute the number of multiplications that would typically be needed by the standard PSO in a given scenario. For a typical swarm of 40 particles optimizing a problem with say 30 dimensions, a total of 5 × 40 × 30 = 6, 000 multiplications need to be performed per iteration for the update equations (2) and (3). Even if the PSO algorithm runs for only 100 iterations, then 6, 000 × 100 = 600, 000 multiplications need to be performed just for the update equations. Note that this number does not include the number of multiplications required for calculating the cost function for each particle at each iteration.
With this in view, we propose reducing the number of computations at the cost of acceptable performance degradation (we show in Section VI that using our two proposed techniques, the performance degradation is negligible for all practical purposes). To this end, we propose an event-triggering-based approach described below in detail.
C. The Event-Triggering Approach
We rewrite (3) as
DRAFT where α(i) and β(i) represent the cognitive and social terms respectively. We note that the cognitive term consists of a constant c 1 , random variable (drawn from a uniform distribution over the interval [0, 1] ) and the distance between the particle's current position and the local best position. This distance acts like a scaling factor that sets an upper limit on the maximum value of the cognitive term. The distance between the d-th dimension of the global best and the particle's current position has a similar role for the social term.
We define the particle's local distance for its d-th dimension as the absolute difference between the particle's current position and its local best position. The particle's global distance is defined in a similar fashion as the absolute difference between the particle's current position and its global best position, i.e.,
If the local distance is smaller than a certain preset threshold, denoted by γ, then the cognitive term in (4) is set to zero, i.e., it is not involved in the update process. The value of γ is usually small. Mathematically
The idea here is that if the d-th dimension of the particle is very close to the d-th dimension of its local best, the contribution of the cognitive term of (4) will be very small, and hence can be ignored with negligible effect on the value of v d k (i + 1). The velocity of the particle for the d-th dimension would still be updated on the basis of its inertia weight term and the social term, β.
Similarly, if the d-th dimension of the particle is very close to the d-th dimension of the global best of the swarm then the contribution of the social term in the update of (4) would be negligible and can be ignored. That is
Thus, the cognitive and social terms of the update equation for the d-th dimension will not be calculated if the particle's current position is within γ distance of its local best position and the swarm's global best position, respectively. Note that these terms can be ignored in such a case owing to their negligible contributions to the update equation for this particular dimension. This can be viewed as an event-triggering approach. The particle's velocity in the d-th dimension is still updated due to the inertia weight term. Note that the proposed technique does not hinder the exploration by the particle in other dimensions. The technique merely avoids calculating those terms 
IV. EXPLOITING SEPARABILITY AND DIMENSION-WISE SEARCH
In this section, we present the second proposed technique which aims to speed up the convergence.
A. Motivation
It is known that PSO suffers from the so called "two steps forward, one step backward" phenomenon [56] as explained by the following example. Consider a 3-dimensional sphere function with cost given as f (x) =
. Let the k-th particle's local best position be p k = [7, 5, −1] with cost 75 and the position after the velocity update be x k = [6, 4, −3] with cost 61. This would cause the k-th particle to update its local best position to p k = [6, 4, −3] even though the third dimension of the old local best vector was better than the third dimension of the new local best vector. This happens because the increased cost of the third dimension of x k is compensated by the gains of the first and the second dimensions; resulting in an overall lower cost of x k . Although the overall cost has reduced, the third dimension is now further away from its optimal position. This motivates us to find an update rule that can avoid this "two steps forward, one step backward" phenomenon and somehow retain the "good" dimension during particle updates.
Another motivation for this approach is the simple fact that it is easier to deal with one dimension at a time; akin to the divide and conquer strategy. For problems with separable cost functions (discussed in the next subsection), each dimension can be optimized independently of the others. Although not true for every problem, it turns out that many important real-life problems have separable cost functions. This motivates us to investigate if separability can be exploited to aid the PSO algorithm for problems with separable cost functions.
Many time-critical applications require fast convergence. As such, the third motivation for this approach is to find a way to speed up the convergence of the PSO algorithm.
B. Separable Cost Functions
The cost functions in which each term depends on only a single dimension are termed as separable cost functions such as Sphere, Rastrigin and Sum-of-Powers functions. Thus, a D-dimensional Sphere function, given by f (x) = include adaptive routing in mobile ad hoc networks [3] , adaptive channel equalization [5] [6] [7] , multiuser detection [8] , [9] , adaptive beamforming [12] , [13] , economic dispatch [14] [15] [16] [17] [18] [19] , biometrics [28] , robotics [31] , and data clustering [34] , [35] .
C. Behavior of Standard PSO Algorithm
In addition to the "two steps forward, one step backward" phenomenon, the characteristic behavior of the PSO algorithm also manifests itself in another way. Consider a standard PSO algorithm optimizing a D-dimensional problem. The update mechanism of the standard PSO updates the particle position vectors according to (2) . The new particle position of the k-th particle, x k , is compared to the particles local best, p k . If the former has lower DRAFT cost, x k becomes the new value of particle's local best while if the cost of the latter is less than that of the former, the current local best is retained. Similarly, the local best solution with the least cost among all particles is chosen as the global best solution.
These comparisons are based on the aggregate total cost calculations and are oblivious to the rich information contained by the particles on the single-dimension level. The cost associated with a particle might be lower for a solution p1 as compared to solution p2 and yet on the single-dimensional level, we may find that p2 has some values for certain dimensions that are more fit than their counter parts in solution p1. This happens because the normal update rule seeks to minimize the overall cost of the particle position vector and ignores the picture on the single-dimensional level. The idea is best explained by the following example.
We consider a 3-dimensional sphere function with cost given as f (x) = x . The corresponding costs are 58, 81 and 56. As the updated position of the particle has a higher cost, 81, than the particle's local best, 58, the conventional total cost based update rule would retain the current local best. Also, the current local best vector of the k-th particle has a higher cost, 58, than the global best vector, 56, and thus, it will not effect the update of the global best vector. Thus, the particle will not learn anything new from x k in this generation.
However, if we observe carefully, both p k and x k contain useful information. The best vector that can be generated by combining components of p k and x k is [0, 4, −1] which has a cost of 17. The cost of this new vector is lower than the current particle best and hence it would become the new particle best. For simplicity, even if we neglect the particle best of all other particles and compare the global best only with the k-th particle's updated local best, we see that the optimum vector that can be formed by picking individual components of these solutions is [0, 2, −1] which yields a minimum cost of 5. Thus the standard PSO fails to use this rich information contained in individual dimensions.
D. The Dimension-wise Approach
One strategy to find the optimal local best can be to run a brute force exhaustive search to test all possible vectors that can be formed by combining the individual vector components of p k and x k . Similarly, the strategy for the global best can be to run a similar exhaustive search over all local bests to find the global best vector. While this may be possible for the scenario when both the problem dimension, D, and the swarm size, K, are small, the strategy is utterly unfeasible for scenarios with large values of D and K. It is worth mentioning here that the typical swarm size (K = 40) is much too large to entertain the exhaustive search strategy. Interestingly, it turns out that if we focus on the class of problems that have separable cost functions, the optimum local/global best vector can be found at the same computational complexity as the standard PSO.
The dimension-wise cost evaluation strategy works as follows: Divide the swarm into D 1-dimensional swarms.
Each swarm optimizes a single dimension. Run the regular PSO update equations (2) 
we have
We further explain the idea with the example of a 3-dimensional sphere function, f (x) . Notice that in doing so, we did not incur any additional computational cost as the conventional method of calculating cost also calculates these component-cost terms and sums them together to find the final function-cost. It is also easy to see that the proposed approach not only avoids the "two step forward, one step backward" problem but also converges to the optimum solution much faster than PSO variants that use the conventional method for cost calculation. Thus, instead of performing an exhaustive search to find the optimum vector that can be generated from the given p k , x k and g vectors, the proposed approach allows us to find the same optimum vector at the same computational complexity as that of the standard PSO. A simple intelligent rearrangement of the intermediate calculations along with the separability constraint of the cost function allows us to greatly improve the performance of the PSO algorithm. Like the event-triggering approach, almost all of the existing PSO variants can benefit from this dimension-wise approach. Moreover, where almost all PSO variants suffer from the "curse of dimensionality", our proposed technique is very robust to the number of dimensions of the cost function. This is due to the divide and conquer nature of the proposed technique where each dimension is optimized individually.
It is important to point out the difference between the proposed approach and the approach in [56] . At first glance, the two approaches might seem similar but both treat the problem in separate ways. The method of [56] Whereas our proposed method tests the cost function on a single dimension-wise basis by exploiting the dimension separability and performs only N cost function evaluations per iteration. Although the approach in [56] does have the advantage that it is not limited to problems with separable cost functions, our proposed method requires far less computations while achieving similar results in similar number of iterations. This means that although the particle's position is updated the same number of times, the function evaluations for our proposed method are much lesser than that of the method in [56] .
V. A DIMENSION-WISE EVENT-TRIGGERING PSO ALGORITHM
The previous two sections explained in detail the two proposed techniques. This section shows how the two proposed techniques can be combined to make the PSO algorithm computationally less complex as well as converge faster. We term the modified PSO algorithm as a dimension-wise event-triggered PSO (PSO-DE) algorithm.
The event-triggering approach applied threshold values on the two distances given by (5) The threshold parameter, γ, is set to 1e−7 for the proposed event-triggering approach. Several performance measures
The Dimension-Wise Event-Triggering PSO
Step 1. Divide the swarm into D one-dimensional swarms.
Step 2. Evaluate the local and global distances for each dimension of each particle using (5) and (6).
Step 3. Update the dimensional velocity of each particle subject to (7) and (8).
Step 4. Evaluate the test function for each particle and store the component-cost (corresponding to each dimension).
Step 5. Update the local best value for each particle in each swarm based on component-wise (dimensional) comparison.
Step 6. Update the global best value for the swarm based on component-wise (dimensional) comparison.
Step 8. Stop if iteration limit is reached, otherwise go to step 2.
Algorithm 1: The proposed PSO-DE algorithm.
DRAFT

Function names Function equations Search range Initialization range Accept
D=30 D=60
1. Sphere (the accept value for each test function is given in Table I ). We define the success rate (SR) of an algorithm as the percentage of runs that converged successfully.
Specifically, we applied the proposed techniques to the standard PSO, DMSPSO [44] , CLPSO [58] and HPSO [57] algorithms and compared the performance of these modified variants with the original algorithms. These algorithms are chosen as an example and the proposed techniques can be applied to other PSO algorithms in literature.
A. Test Functions
The test functions used in our experiments are given in Table I . We use test functions of varying complexity in the experiments in order to test the robustness of the proposed techniques. An important point to note is that all test functions chosen here are either completely separable or "almost" separable. The focus here is on separable functions as many important problems have cost functions that are separable (as detailed in Section IV).
Function f 1 is unimodal while f 2 , f 3 , f 4 and f 5 are multimodal. Note that the Rosenbrock function can be treated as a multimodal function in high-dimensions [59] . Table I also gives the accept values for these functions. If the solution returned by an algorithm is higher than the accept value, the algorithm is considered to have failed to converge. PSO-DE is the combination of both the proposed techniques with the standard PSO algorithm. The row labeled "Mean" shows the mean value of the function evaluated over successful runs (a run is deemed successful if the algorithm achieves the "accept" value for the function given in Table I ). The label "Iters." stands for the number of iterations required by the algorithm to converge to its mean value. The label "Comp." shows the computational complexity. It is measured in terms of the computational complexity of the base algorithm to which the proposed techniques are applied. For Table II , the base algorithm is the standard PSO algorithm. Thus, if Table II has an entry for an algorithm with a computational complexity of 100%, it means the algorithm in question performs the same number of computations as the base algorithm. Similarly, a value of 60% means the number of calculation performed by this algorithm is 60% of that performed by the base algorithm. The label "SR" gives the success rate,
B. Modified PSO Algorithm
i.e., the percentage of runs for which the algorithm achieves the "accept" value. of each algorithm with respect to power consumption (measured by computational complexity), accuracy (measured by mean value) and convergence (measured by success rate)?
Considering the results for the 30-D case in Table II Table III shows the 30-D and 60-D results when the proposed techniques are applied to the DMSPSO algorithm [44] . In this table, the computational complexity is calculated with respect to the original DMSPSO algorithm.
C. A Modified DMSPSO Algorithm
We observe similar trends as in the case of the standard PSO algorithm. The DMS-D algorithm has a much improved mean performance as compared to the DMSPSO algorithm as well as much faster convergence. The DMS-E algorithm offers some reduction in the computational complexity (approximately 3% to 9%) at the cost of degraded performance. The DMS-DE algorithm, however, offer much faster convergence (2 to 4 times faster) and much lower mean performance (except for f 5 ) at only about half the computational cost. The mean performance of the PSO-DE algorithm is particularly significant for f 2 and f 3 as these two functions are considered very hard to optimize. For the DE variant, the mean performance of the DMS algorithm is improved from 24.2 and 16.8 to 2.55e − 13 and 0 for these two functions, respectively.
In the 60-D case, the DMS-E algorithm has a SR of 90% and 78% for Rosenbrock (f 2 ) and Sum of Powers (f 5 ) functions respectively. The reason behind this is that the event-triggering approach, in order to save computations, skips calculating the cognitive and social terms if the particle's current position is close to its local or global best respectively. As a result, its mean performance will be less accurate than the base algorithm. The DMS algorithm itself has a mean error performance of 64.4 for the Rosenbrock function so it is expected that the DMS-E will have lower mean performance than the DMSPSO algorithm. Similarly, the Sum of Powers function is known to be difficult to optimize. High dimensionality coupled with the highly complex nature of these functions are the cause of less than 100% SR of the DMS-E algorithm.
The DMS-DE variant, however, performs very well for all functions including the Rosenbrock and Sum of Powers. It gives a much better mean performance than the DMS algorithm for almost all test cases; with less than half the computations and significant reduction (2 − 4 times) in convergence time. Table IV shows the results obtained by applying the two techniques to the CLPSO algorithm [58] . We note that the CLPSO has been shown to have remarkable performance. The CLPSO-E variant offers saving in computational complexity (the computational complexity is measured relative to the original CLPSO algorithm) at the cost of lower mean performance. learns from different particles for its different dimensions resulting in superior performance and compared to other PSO algorithms.
D. A Modified CLPSO Algorithm
E. A Modified HPSO Algorithm
Next we take a look at the effect of the techniques on the HPSO algorithm [57] . The results are tabulated in cases, the result is the opposite in case of HPSO. As shown in Table V , the computational cost of the HPSO-DE algorithm is about 90% of the HPSO algorithm for all functions. The reason behind this is the behavior of the HPSO algorithm. If the velocity of any of the particles goes to zero, the algorithm re-initializes the particle so that it keeps moving until the experiment ends. Therefore, we go one step further in the case of HPSO and propose that the random re-initialization step be performed only if the particle has stopped of its own accord rather than being forced to stop by our techniques. We call this as the HPSO-DE2 variant. As a result of this extra step, we achieve remarkable results for HPSO. The results show that for the HPSO-DE2 algorithm, the computations reduce to between 1% − 20% of the HPSO algorithm whereas for the HPSO-DE the computations are in the range of 90%.
These results showcase the remarkable potential of the proposed techniques.
F. Comparison of Convergence Times
The time required by an algorithm to reach a specified error threshold is of particular interest for time-critical and power-limited applications. Here we present a comparative analysis of the speed of convergence of the various algorithms to a specified error threshold. We compare the standard PSO, DMSPSO, CLPSO and HPSO along with their respective DE variants. Note that we use the HPOS-DE2 variant as it is more computationally efficient. We present results for two error thresholds, 1e − 10 and 1e − 15. these algorithms to reach the specified error thresholds. These results are averaged over 50 runs. For algorithms that do not reach the specified error threshold for all 50 runs, the unsuccessful runs are excluded when calculating the convergence speed. For such cases, the value in bracket indicates the percentage of successful runs. An '×'
indicates that the algorithm failed to meet the error threshold for all 50 runs. remarkably fast time, i.e., 2 − 3 iterations.
CLPSO is faster as compared to the standard PSO algorithm and generally has better performance. The modified PSO-DE not only outperforms the standard PSO but even the CLPSO algorithm in terms of convergence time to reach the set thresholds as shown in Table VI . The results show that the proposed techniques improved the convergence times of all the PSO algorithms tested in this study, thereby increasing their scope for time critical applications. Figure 1 shows the mean performance of various algorithms compared with their DE versions against the number of dimensions of the optimization problem. The figure shows that the mean performance of the DE technique is very robust to the increase in the number of dimensions of the problem. This is a very unique feature specific to the proposed D and DE techniques as nearly all PSO variants in literature suffer from the curse of dimensionality.
G. Robustness to Dimensionality
Intuitively, this result makes sense as the dimension-wise approach takes care of the "two step forward, one step backward" problem and allows the particles to retain the best dimensions of a particular solution. This experiment shows the prowess of the proposed techniques, particularly in time-critical situations.
VII. CONCLUSION
The paper proposes two techniques for the PSO family of algorithms. The first technique reduces computations while the second technique increases speed of convergence. The event-triggering approach sacrifices performance for reduction in computational complexity. The strategy is to calculate the cognitive term of the update equation for the d-th dimension of a particle only if the distance between this dimension of the particle's current position and its local best is larger than a predefined threshold. Similarly, the social term is calculated only if the distance between the particle's current position in the d-th dimension and the d-th dimension of its global best exceeds a threshold.
The dimension-wise technique allows the PSO algorithm to learn from the rich information contained in the various dimensions of the current positions, and local best positions of its particles. The technique works for separable functions and minimizes each term of the cost function independently resulting in a much faster convergence. This does not incur any extra computations as compared to the standard function evaluation procedure. The proposed techniques can be applied separately or in conjunction to other PSO algorithms presented in literature. Simulation results show that the application of the proposed techniques to PSO variants improve their convergence speeds and reduce their computational complexities while still maintaining an acceptable error performance; features that are desirable for time-critical applications as well as those with power constraints.
