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ABSTRACT
Music emotion computing is a complex problem of emotion representation，which has multi-level and
multi-dimensional structure． Its characteristics of fuzziness， subtleness and diversity result in the
inefficiency of traditional methods． In order to improve recognition accuracy，firstly，the non-linear
mapping of Gaussian radial basis function is used to identify，extract and magnify more details． Then，six
key emotional features are extracted，by analyzing Chinese Guqin music in depth，and the fuzzy
classification model for music emotion is constructed based on kernel clustering evolutionary algorithm．
Moreover，aiming at the shortcoming of setting uniform cluster radius threshold in algorithm， the
corresponding optimization strategy is proposed based on ACO． Finally，the optimized model is compared
with Beyes classification model，and the experimental results show that the proposed method is effective．
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Classification Model Basing Evolving Kernel Cluste-









Fig． 1 Flowchart of constructing classification model
假设模式可被分为 M 个类别，Cm ( m = 1，2，…，
46 模式识别与人工智能 25 卷
M) 表示第 m 类，每一类随训练模式的增加，通过进
化式聚类算法被分成簇，Cmj ( j = 1，2，…) 表示第 m
类中的第 j簇． 当一个簇的训练模式数目达到预定值
时，将产生如下模糊 IF-THEN 分类规则:
Rmj : IF Φ( x) is around Cmj，
THEN x∈ Cm with CF = amj，
其中，Rmj 表示规则的标志，由第 m 类中的第 j 簇产
生; CF 表示模式 Φ( x) 属于该规则的程度，amj ∈
［0，1］，用隶属度函数 μmj ( Φ( x) ) 定义如下:
μmj［Φ( x) ］ = exp{ － h
2
mj［Φ( x) ］} ，




d2mj［Φ( x) ］ = ‖Φ( x) － Φ( ccmj ) ‖
2
= K( x，x) － 2K( x，ccmj ) + K( ccmj，ccmj ) ，
其中，Φ( ccmj ) ( ccmj∈R
n ) 表示第m类第 j簇的簇中
心，hmj ( x) 称为调整距离，dmj［Φ( x) ］表示特征空间
中模式 Φ( x) 与第 m 类第 j 簇的簇中心之间的欧氏
距离，δmj 为调节参数． 对于一个待分类的输入模式
Φ( x) ，计算它相对于每个规则的 CF 值，如果规则





现． 该算法在特征空间 F 上，扫描一次训练模式便能
将同类别的训练模式分成不同的簇，算法流程图如
图 2 所示． 如果输入模式是第 m( m = 1，2，…，M) 类
的第一个训练模式 C0m1，则将它作为簇 m1 的中心
Φ( cc0m1 ) ，半径 Ru
0
m1 = 0． 001，并将该模式 Φ( xi ) 作
为支持向量; 计算 Φ( xi ) 与第 m 类己创立的各簇中
心距离
dmj，i = ‖Φ( xi ) － Φ( ccmj ) ‖，j = 1，2，…，cnm，
cnm 表示到目前为止，第 m 类己创建的簇数目． 而
d2mj，i ( xi ) = ‖Φ( xi ) － Φ( ccmj ) ‖
2
= K( xi，xi ) － 2∑
Nmj_sv
s = 1




βsβs'K( xs，xs' ) ，
其中，Nmj_sv 表示簇 Cmj 的支持向量个数，Nmj_sv≤Nmj ．
如果存在一个 Cmg 簇( 1 ≤ g≤ cnm ) ，满足
dmg，i = ‖Φ( xi ) － Φ( ccmg ) ‖
= min ( ‖Φ( xi ) － Φ( ccmj ) ‖) ，
且 dmj，i ≤ Rumj 成立，j = 1，2，…，cnm，则将 Φ( xi ) 归
为 Cmg 簇． 否则，在第m类己创立的 cnm 个簇中，找一
个与 Φ( xi ) 最相近的族 Cma，计算
Smj，i = dmj，i + Rumj，j = 1，2，…，cnm．
Rumj 可通过
Ru2mj ( xk ) =
K( xk，xk ) － 2∑
Nmj_sv
s = 1




计算得到 xk 为簇 Cmj 中的支持向量． 可根据 Smj，i 选
择 Cma，
Sma，i = dma，i + Ruma = min{ Smj，i} ，j = 1，2，…，cnm．
如果 Sma，i ＞ 2dthm，表明 Φ( xi ) 不属于任何己创建
的簇，则创建一个新的簇． 否则，通过对该簇拥有的
训练模式用二次规划求最优的方法来刷新 Cma 簇半
径 Ruma 和支持向量． 如果所有的训练模式都已处理
完毕，则输出各簇半径及支持向量．
图 2 核聚类进化算法流程图






IF-THEN 规则数目的多少． 定义 R 为簇半径的初始
值，然后确定一个常数 rd，0≤ rd≤1，将每个类别在
特征空间的簇半径阈值定义为 dth = R /rd，这样使
dth 取值的上限有了依据，实验中通过不断调整参数
rd 的值来改变簇半径的阈值，进而达到不同的聚类






因此，本文在调整 rd 值确定 dth 取值上限的条件下，
又进一 步 利 用 蚁 群 算 法 对 各 类 别 的 簇 进 行 优 化
调整．
2． 4 基于蚁群算法的调整策略





蚂蚁的转移，τkmj ( t) 表示蚂蚁 k 在 t 时刻属于第 m 类
第 j 簇的程度，τmj ( 0) = μmj ( Φ( x) ) ． 在 t 时刻，蚂蚁
k 从簇 i 转移到簇 j 的概率:
Pkij ( t) =




τkms ( t) NRms
，
其中，NRmj 表示被规则 Rmj 正确分类的训练模式数
目． 经过 n 个时刻，蚂蚁完成一次循环后，如果规则
Rmj 满足
ACC( Rmj ) =
Trnumcorr ( Rmj )
Trnumall ( Rmj )
＞ kn，
则相 应 的 信 息 素 被 增 强，否 则 被 减 弱，其 中
ACC( Rmj ) 表示被规则 Rmj 分类的准确度( 相对训练
模式) ，Trnumcorr ( Rmj ) 表示被规则Rmj 分类正确的训
练模式数目，Trnumall ( Rmj ) 表示被规则Rmj 分类的训
练模式总数，kn 根据具体情况取值，一般为 0． 6 ～
0． 9． 信息素更新则采用




进行，其中 Δτsij 表示第 s 只蚂蚁在本次循环中从簇 i
转移到簇 j 留下的信息量 .
在规则进化过程中，每个规则对减弱的信息维
持一个计数，用 nfc( Rmj ) 表示，同时设定域值 NFC，
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表 1 调式的色彩划分
Table 1 Color classification of melody
调式 一弦 二弦 三弦 四弦 五弦 六弦 七弦 音阶 中邻音 距离 色彩
正调 下徵 下羽 宫 商 角 徵 羽 2 3 2 2 3 2 混合色彩
慢角调 宫 商 角 徵 羽 少宫 少商 2 2 3 2 3 2 最暗淡
清商调 下羽 宫 商 角 徵 羽 少宫 3 2 2 3 2 3 较明亮
慢宫调 下角 下徵 下羽 宫 商 角 徵 3 2 3 2 2 3 较暗淡
蕤宾调 下商 下角 徵 羽 宫 商 角 2 3 2 3 2 2 最明亮
慢商调 下徵 下徵 宫 商 角 徵 羽 0 5 2 2 3 2 暗淡













Fig． 3 Affective features from Guqin notation
4 实验及结果分析
4． 1 优化的 FCMBEKC 模型实验结果及分析
古琴曲数据集中有 126 组数据，每组有 6 个输
入属性，共分为 8 个类别，选用其中的 84 组数据作
为训练模式集，42 个数据作为测试模式集，利用高
斯径向基函数
K( x，z) = exp( － q‖x － z‖2 ) ，q ＞ 0
作为核函数将输入模式空间映射到高维特征空间，
其中参数 q = 1 /2σ2，σ 代表方差，参数 δmj 的初值设
为簇的半径，取 0． 001，簇半径阈值 dth 取值的大小
决定簇数目的多少，随着 dth 取值的减小，簇数目则
相应增多．
表 2 中，当参数 rd = 0． 001，dth = 1 时的聚类情
况，识 别 率 为 87． 8% ． 调 整 rd 的 值，当 rd =
0． 001 25，dth = 0． 8 时，各类别的簇数目相应增多，
同时识别率也提高到 90． 2% ． 进一步提高 rd 的取
值，当 rd = 0． 001 5，dth = 0． 667，各类别的簇半径
相应减小，簇数目明显增多，而识别率非但没有增
加，反而下降到 82． 92% ． 继续增加 rd 的值，当 rd =
0． 001 75，dth = 0． 571 时，各类别的簇变的更加小而
繁多，而且识别率也急剧降至 78． 04% ．
综上可看出，rd 取值的增大，即簇半径阈值的










= 0． 001 25，dth = 0． 8 时生成的聚类结果采用蚁群
算法进行优化调整，其中信息素蒸发参数 ρ = 0． 1，
优化后生成表 3 的结果． 可看出，各类别的小簇被合
并到临近的簇中，随着簇数目的减少各簇半径随之
增大，生成规则的泛化能力也相应增强，同时识别率
提高到 92． 7% ． 进一步将蚁群算法优化后的实验结
果 ( d = 0． 001 5，dth = 0． 667) 刻画为超球面空间
示意图，如图 4 所示，其中类别 2 中包括 C21、C22、C23
三个超球 ( 簇) ，类别 5 中包含 C51、C52 两个超球
( 簇) ．
761 期 吕兰兰 等: 基于核聚类进化算法的音乐情感模糊计算模型
表 2 参数不同时 FCMBEKC 模型实验结果
Table 2 Experimental results of FCMBEKC under different situations
类别 簇数目 各簇半径
rd = 0． 001
dth = 1
类 1 3 0． 50195、0． 20394、0． 001
类 2 4 0． 71145、0． 19343、0． 0578、0． 001
类 3 1 0． 6647
类 4 2 0． 51358、0． 03627
类 5 3 0． 73366、0． 23871、0． 001
类 6 3 0． 56537、0． 1579、0． 001
类 7 2 0． 6277、0． 03657
类 8 2 0． 72906、0． 05487
rd = 0． 00125
dth = 0． 8
类 1 3 0． 50195、0． 20394、0． 001
类 2 6 0． 62683、0． 09241、0． 001、0． 001、0． 001、0． 001
类 3 2 0． 56391、0． 001
类 4 2 0． 51358、0． 03627
类 5 3 0． 73366、0． 23871、0． 001
类 6 4 0． 56537、0． 001、0． 001、0． 001
类 7 3 0． 51095、0． 036579、0． 001
类 8 2 0． 72906、0． 05487
rd = 0． 0015
dth = 0． 667
类 1 3 0． 50195、0． 20394、0． 001
类 2 8 0． 5876、0． 25267、0． 09241、0． 001、0． 001、0． 001、0． 001、0． 001
类 3 5 0． 4115、0． 03976、0． 001、0． 001、0． 001
类 4 2 0． 51358、0． 03627
类 5 5 0． 6079、0． 2316、0． 15612、0． 0253、0． 001
类 6 5 0． 3599、0． 001、0． 001、0． 001、0． 001
类 7 4 0． 51095、0． 006579、0． 001、0． 001
类 8 6 0． 4678、0． 02566、0． 07433、0． 001、0． 001、0． 001
rd = 0． 00175
dth = 0． 571
类 1 5 0． 50195、0． 20394、0． 001
类 2 12 0． 4076、0． 2177、0． 09241、0． 001、0． 001、0． 001、0． 001、0． 001、0． 001、0． 001、0． 001、0． 001
类 3 5 0． 4115、0． 0969、0． 001、0． 001、0． 001、0． 001
类 4 4 0． 2548、0． 2231、0． 03627、0． 001
类 5 8 0． 3079、0． 1633、0． 15612、0． 0253、0． 001、0． 001、0． 001、0． 001
类 6 5 0． 3599、0． 001、0． 001、0． 001、0． 001
类 7 5 0． 4951、0． 006579、0． 001、0． 001、0． 001
类 8 6 0． 4678、0． 02566、0． 07433、0． 001、0． 001、0． 001
表 3 蚁群优化后 FCMBEKC 模型实验结果( rd =0． 001 25，
dth =0． 8)
Table 3 Experimental results of FCMBEKC after ACO ( rd =
0． 001 25，dth = 0． 8)
类别 簇数目 各簇半径
类 1 1 0． 99923
类 2 3 1． 9717、0． 2784、0． 4221
类 3 1 1． 1268
类 4 1 1． 0186
类 5 2 1． 4331、0． 5117
类 6 1 1． 1297
类 7 1 1． 0209
类 8 1 1． 1361
图 4 超球面空间示意图( 古琴曲数据集)
Fig． 4 Space view of hyperball ( Guqin dataset)
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表 4 古琴曲数据集的 Beyes 模型分类结果
Table 4 Experimental results of Beyes Classifier on Gugin dataset
调式 大跳音程 节奏 滑音 复合指法 音色 划分到的类别 正确类别
5 0． 319767 0． 000000 0． 097701 0． 011494 0． 114943 1 1
4 0． 158192 0． 006244 0． 332986 0． 032258 0． 077523 1 1
4 0． 182674 0． 000000 0． 184158 0． 067987 0． 062046 1 1
7 0． 345277 0． 003058 0． 162080 0． 155963 － 0． 006116 2 2
6 0． 142298 － 0． 011749 0． 219321 0． 022193 0． 077023 2 2
1 0． 131902 － 0． 008571 0． 454286 0． 008571 － 0． 011429 7 7
3 0． 154018 0． 010896 0． 360775 0． 104116 0． 094431 7 7
5 0． 324324 0． 000000 0． 079787 0． 010638 0． 117021 1 1
9 0． 277286 － 0． 000762 0． 184311 0． 066261 0． 062452 1 1
2 0． 355814 0． 009029 0． 074492 0． 015801 0． 058690 1 1
0 0． 272853 － 0． 001335 0． 226969 0． 030708 0． 154873 5 5
0 0． 283019 － 0． 015408 0． 180277 0． 006163 0． 110940 7 2
8 0． 100000 0． 014986 0． 320163 0． 036785 0． 083106 6 6
0 0． 125475 0． 000000 0． 044280 0． 003690 － 0． 036900 7 7
0 0． 158184 － 0． 000925 0． 291397 0． 008326 0． 065680 6 7
0 0． 173278 － 0． 006313 0． 265152 0． 070707 0． 063131 6 6
1 0． 131902 － 0． 008571 0． 454286 0． 008571 － 0． 011429 7 2
3 0． 154018 0． 010896 0． 360775 0． 104116 0． 094431 7 7
0 0． 205780 0． 000000 0． 107038 0． 017229 0． 037757 6 6
0 0． 214286 － 0． 007463 0． 365672 0． 007463 － 0． 022388 3 3
0 0． 232484 － 0． 005935 0． 424332 0． 008902 － 0． 017804 1 1
0 0． 213542 0． 000000 0． 329016 0． 025907 0． 054404 3 3
0 0． 259740 0． 014925 0． 460554 0． 023454 0． 061833 3 3
0 0． 177632 － 0． 001089 0． 225490 0． 009804 0． 083878 6 7
0 0． 183932 － 0． 010588 0． 221176 0． 061177 0． 054118 6 6
0 0． 204545 0． 007246 0． 263285 0． 019324 0． 062802 3 3
0 0． 203540 0． 009234 0． 112650 0． 036934 － 0． 030471 7 7
0 0． 204023 0． 028656 0． 212451 0． 026680 0． 027668 2 2
0 0． 209125 － 0． 007643 0． 178344 0． 011465 0． 098089 6 6
4 0． 057471 － 0． 003265 0． 332090 0． 030317 0． 075093 1 1
4 0． 148148 0． 000929 0． 145775 0． 069638 0． 055710 1 1
0 0． 213592 0． 011846 0． 269497 0． 008885 0． 088845 3 3
1 0． 062323 － 0． 016667 0． 085714 0． 278571 0． 080952 7 7
1 0． 098361 － 0． 013333 0． 090667 0． 336000 0． 085333 7 7
1 0． 118457 － 0． 027972 0． 121212 0． 310023 0． 072261 7 7
0 0． 081281 0． 011111 0． 306667 0． 017778 0． 057778 4 3
0 0． 089613 0． 012987 0． 368421 0． 038961 0． 036227 4 4
0 0． 116379 － 0． 009103 0． 261378 0． 071522 0． 062419 6 6
0 0． 118812 － 0． 006757 0． 398649 0． 006757 0． 067568 4 4
0 0． 125326 0． 001458 0． 385568 0． 045918 0． 075073 4 4
0 0． 129562 0． 022375 0． 282272 0． 060241 0． 129088 5 6






问题描述如下: 设每个数据样本用一个 6 维特
征向量来描述 6 个属性值，即: X = { x1，x2，…，x6 } ，
情感类别有 8 个类，分别用 C1，C2，…，C8 表示． 给定
一个未知的数据样本 X ( 即没有类标号) ，如果将 X
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分配给类 Ci，则一定是 P( Ci | X) ＞ P( Ck | X) ，1
≤ k≤8 且 i≠ k． 变量定义如下: TotalNum为总样本
数; ClassNumi 为第 i 类的样本个数; AttriClassNumij
为第 j 个属性的取值在类别 i 中的样本个数．
基于古琴数据的训练模式集，求得先验概率值:
P( Ci ) =
ClassNumi





P( Ci | xj ) =




P( Ci ) P( x j | Ci )
，
可得到第 j 个属性值属于第 i 类的后验概率，最终未
知样本 X 的类别划分则可由
P( Ci | X) = arg maxi ∏
6
j = 1
P( Ci | xj ) ，i = 1，2，…，8
得到，实验结果如表 4 所示，正确率达 85． 36% ．
5 结 束 语
本文从古琴指法谱的角度出发，提出琴曲情感
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