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Noncentrosymmetric metals such as Li2(Pd1−xPtx)3B have different Fermi surface topology below
and above the band touching point where spin-degeneracy is not lifted by the spin-orbit coupling.
We investigate thermoelectric and optical response as probes for this Fermi surface topology change.
We show that the chemical potential displays a dimensional crossover from a three-dimensional to
one-dimensional characteristics as the descending Fermi energy crosses the band touching point.
This dimensional crossover is due to the existence of different Fermi surface topology above and
below the band touching point. We obtain an exact expression of relaxation time due to short-range
scatterer by solving Boltzmann transport equations self-consistently. The thermoelctric power and
figure of merit are significantly enhanced as the Fermi energy goes below the band touching point
owing to the underlying one-dimensional-like nature of noncentrosymmteric bulk metals. The value
of thermoelectric figure of merit goes beyond two as the Fermi energy approaches to the van Hove
singularity for lower spin-orbit coupling. Similarly, the studies of the zero-frequency and finite-
frequency optical conductivities in the zero-momentum limit reflect the nature of topological change
of the Fermi surface. The Hall coefficient and optical absorption width exhibit distinct signatures
in response to the changes in Fermi surface topology.
PACS numbers:
I. INTRODUCTION
Breaking of inversion symmetry has far reaching con-
sequences in condensed matter physics. It gives rise to
spin-orbit interaction (SOI), which itself serves as the
backbone of the rich fast-growing field of spintronics1–3.
At the interface of semiconductor heterostructures, the
inversion symmetry is broken due to the band mis-
match/external electric field, thus giving rise to a par-
ticular type of SOI known as Rashba spin-orbit interac-
tion (RSOI)4,5. Besides the breaking of inversion symme-
try in bulk semiconductors having zinc blende structures
causes Dresselhaus spin-orbit interaction6. The RSOI
has potential applications in developing spintronic de-
vices as its strength is externally tunable7 and there-
fore it is mostly studied. It is revealed that the RSOI
can host a plethora of exotic phenomena such as dissipa-
tionless spin current8,9, spin Hall effect10–15, spin-orbit
torque15,16 and spin galvanic effect15,17.
Angle resolved photo emission spectroscopy has con-
firmed the existence of large spin splitting in several
systems such as Bi/Ag(111) surface alloy18, topologi-
cal insulators like Bi2Se3 etc.19,20. The spin-orbit cou-
pling strength found in these systems are larger in mag-
nitude at least by two orders than that found in con-
ventional semiconductor heterostructures. The recent
discovery of giant RSOI21–25 in three-dimensional (3D)
polar semiconductor BiTeX (X=Cl, Br, I) has trig-
gered immense investigations in the field of spintron-
ics both theoretically and experimentally. The sur-
face states of BiTeX exhibit large Rashba splitting as
a result of surface-induced asymmetry. The origin of
giant RSOI in the bulk of such materials has been
unveiled by k · p perturbation analysis22 and is at-
tributed to the distinct crystal structure of BiTeX and
large SOI of Bi. Itinerant electrons also experience
strong RSOI in B20 compounds26 and noncentrosym-
metric metals such as Li2(Pd1−xPtx)3B27. The ma-
terial Li2(Pd1−xPtx)3B exhibits superconductivity28,29
as result of inversion symmetry breaking, whereas B20
compounds30–33 host nontrivial spin textures includ-
ing spin helix and magnetic skyrmions. The spin-
momentum locking in Li2(Pd1−xPtx)3B has distinct
structure than that in the BiTeX family. Therefore,
this noncentrosymmetric material has drawn immense in-
terest from the perspective of superconductivity34, Kerr
rotation27,35, spin susceptibility,36 and Ruderman-Kittel-
Kasuya-Yosida interaction37.
To probe electronic states in BiTeX materials var-
ious investigations have been performed recently in
the context of transport38–44, thermoelectric45,46, and
optical40,47–49 response. In addition there have also been
theoretical and experimental studies50,51 where magnetic
susceptibility of these systems changes its nature from
paramagnetic to diamagnetic as Fermi energy crosses the
band touching point from below. However, such studies
are still missing in the case of spin-orbit coupled noncen-
trosymmetric metal like Li2(Pd1−xPtx)3B, which has dif-
ferent Fermi surface topology below and above the band
touching point. This lack of information motivates us to
address the issue that whether the thermoelectric and op-
tical probes can be used to extract the information about
the topology of the Fermi surface in noncentrosymmetric
metals like Li2(Pd1−xPtx)3B.
Transport properties of spin-orbit coupled condensed
matter systems at low temperature is of great interest for
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2various reasons. It is of primary interest to reduce the
thermal conductivity to obtain high thermoelectric figure
of merit being inversely proportional to the thermal con-
ductivity. The thermal energy is transported by the elec-
trons as well as phonons. At temperatures much smaller
than the Debye temperature θD, number of phonons par-
ticipating in thermal transport will be very small and
electronic thermal conductivity will dominate over the
lattice counterparts. For instance, in B20 compounds like
Fe1−xCoxSi52 θD is around 350 K and in MnGe, CoGe53
θD is about (269–281) K. Therefore, in this work we con-
sider the temperature around (5–20) K which is much
smaller than θD. Moreover, it is essential to have low
temperature of the system so that thermal energy is al-
ways less than the spin splitting energy which is required
to control spin of a charge carrier for spintronic device
applications.
In this work, we provide a systematic study of ther-
moelectric transport coefficients and optical responses in
noncentrosymmetric metals. We find that the chemical
potential exhibits a dimensional crossover from a 3D- to
1D-like characteristics as the Fermi energy goes below the
band touching point (BTP). This feature is attributed to
the existence of different Fermi surface topology above
and below the BTP. We obtain exact expression of relax-
ation time assuming short-range electron-impurity scat-
tering, by solving the Boltzmann transport equations in-
cluding interband scattering self-consistently. We pro-
vide results of all thermoelectric transport coefficients.
The thermoelectric power and figure of merit are sig-
nificantly enhanced below BTP owing to the underly-
ing 1D-like nature of this system as a consequence of
change in Fermi surface topology. We obtain a remark-
able value, more than 2 of thermoelectric figure of merit
for α = 0.2 eV-nm at low density below BTP. Similarly,
the studies of the zero-frequency and finite-frequency op-
tical conductivities shed some light on the nature of spin-
split energy gap and would help to extract the spin-orbit
coupling strength. We find that Hall coefficient and op-
tical absorption width respond differently to the change
in the Fermi surface topology.
This paper is organized as follows. In Sec. II, we pro-
vide a discussion on the ground state properties of the
physical system considered. In Sec. III, we discuss var-
ious thermoelectric properties. Sec. IV includes infor-
mation of the Drude weight, Hall coefficient, and finite-
frequency optical conductivity. We summarize our main
results in Sec. V.
II. GROUND STATE PROPERTIES
We consider conduction electrons in a 3D noncen-
trosymmetric metal. As mentioned in the introduction,
the usual examples of noncentrosymmetric metals are
Li2(Pd3−xPtx)B and B20 compounds. All these materi-
als possess cubic crystal structure. In this particular lat-
tice geometry, the low-energy conduction electrons can be
effectively described by the following Hamiltonian based
on symmetry analysis26,34:
H = ~
2k2
2m∗ σ0 + α σ · k, (1)
where m∗ is the effective mass of electron, σ0 is 2 × 2
identity matrix, σ = {σx, σy, σz} is Pauli spin matrix,
k = {kx, ky, kz} with k =
√
k2x + k2y + k2z is the elec-
tron’s wavevector, and α is the strength of the RSOI.
The RSOI term in Eq. (1) has the form σ · k in which
kx, ky, and kz are intertwined with σx, σy, and σz, re-
spectively. This distinct spin-momentum locking is ab-
sent in 2D Rashba systems and 3D Rashba semiconduc-
tors such as BiTeX and therefore gives rise to particu-
lar Fermi surface topology, different than other Rashba
systems, which will be discussed shortly. Note that the
Hamiltonian commutes with the helicity operator k ·σ/k
so that its eigenvalues ±1 are good quantum numbers.
Thus, the eigenstates of the above Hamiltonian can be
obtained as eigenstates of the helicity operator modu-
lated by a plane wave like ψλk(r) = φλkeik·r/
√
V , where
V is volume of the system, λ = ± represents two op-
posite helicity, and φλk is helicity eigenstate which takes
the following forms: φ+k = [cos(θ/2) eiφ sin(θ/2)]T for
λ = + and φ−k = [sin(θ/2) − eiφ cos(θ/2)]T for λ = −,
with T being the transpose operation. Here, θ and φ are
the polar and azimuthal angle, respectively, which repre-
sent the orientation of k. The energy dispersion consists
of two spin-split bands corresponding to λ = ± having
the structure Ekλ = ~2k2/(2m∗) + λαk. This dispersion
is depicted in Fig. 1(a). The full bandstructure calcu-
lations in Li2Pd3B54 shows that the low-energy bands
around the Γ point with spin-orbit coupling are similar
to Fig. 1(a). Comparing with the band structure calcu-
lations, the model Hamiltonian appears to be valid for
−30 meV < E < 0.1 eV with a typical value of α = 0.1
eV nm.
The band Ek− has a nonmonotonous behavior for
E < 0 and attains a minimum value Emin = −Eα =
−~2k2α/(2m∗) at k = kα = m∗α/~2. In Figs. 1(b)
and 1(c), constant energy surfaces are shown for E > 0
and E < 0, respectively. The wavevectors corresponding
to E > 0 are given by kλ = −λkα +
√
k2α + 2m∗E/~2.
Here, k± represent the radii of the two concentric spher-
ical constant energy surfaces as shown in Fig. 1(b). For
E > 0, the topology of the Fermi surface has convex-
convex shape on λ = + and λ = − bands, respectively.
The corresponding density of states for λ = ± bands are
given as
D>λ (E) =
1
4pi2
(2m∗
~2
) 3
2
[
E + 2Eα√
E + Eα
− λ
√
4Eα
]
. (2)
On contrary for E < 0, there exists only one energy band
E−k and the topology of energy surface changes com-
pletely as compared to E > 0. For E < 0, the topol-
ogy of the Fermi surface has concave-convex shape on
3the inner and outer branches, respectively. The cross-
section of the Fermi surface for E < 0 is shown in Fig.
1(c). This is characterized by the following wave vectors
kη = kα − (−1)η−1
√
k2α + 2m∗E/~2, η = 1, 2. It is wor-
thy to mention that 0 ≤ k1 ≤ kα and kα ≤ k2 ≤ 2kα.
The region between two concentric spherical shells with
the inner radius k1 and outer radius k2 contains the fol-
lowing available density of states
D<η (E) =
1
4pi2
(2m∗
~2
) 3
2
[
E + 2Eα√
E + Eα
− (−1)η−1
√
4Eα
]
.(3)
FIG. 1: (a) Spin-split energy bands of the noncentrosymmet-
ric metals: The two bands touch at k = 0 which is known as
band touching point (BTP). (b) Cross-sections of the Fermi
surfaces for EF > 0 and EF < 0. The Fermi surface topol-
ogy has convex-convex shape and concave-convex shape for
EF > 0 and EF < 0, respectively. The Fermi surface topol-
ogy changes at band touching point (at EF = 0).
It is interesting to note that there is an inverse square-
root divergence of D<η (E) as E → −Eα, similar to
the van Hove singularity in conventional one-dimensional
systems as well as in 2D Rashba systems. The large
DOS in the very low-density (E → −Eα) limit is due
to the nonvanishing spherical energy surfaces with the
radii k1,2 approach to kα, and vanishing velocity as
v(k) = (1/~)∇kEk− ∝
√
E + Eα.
For a given electron density ne, the chemical potential
µ at temperature T can be obtained from the normaliza-
tion condition,
ne =
∑
η
∫ 0
−Eα
f(Eη)D<η (E)dE +
∑
λ
∫ ∞
0
f(Eλ)D>λ (E)dE,(4)
where f(E) = [e(E−µ)/(kBT ) + 1]−1 is the Fermi-Dirac
distribution function. In the T → 0 limit, we obtain Eq.
(4) in the following form to extract Fermi energy EF
3pi2ne =
√
k2α +
2m∗EF
~2
[
4k2α +
2m∗EF
~2
]
. (5)
Note that with α = 0 Eq. (5) correctly reproduces the
known result of the Fermi energy for conventional 3DEG:
E0F = ~
2
2m∗ (3pi2ne)2/3. The topology of the Fermi surface
changes at ne = nt with nt = 4k3α/3pi2. For a given α,
EF < 0 when ne < nt and EF > 0 when ne > nt. At
finite temperature, we obtain the chemical potential µ by
solving Eq. (4) numerically for α = 0.1 eV-nm. For three
different temperatures, namely, T = 5, 10, and 20 K, the
difference between the chemical potential and Fermi en-
ergy is shown in Fig. 2. We find that µ − EF exhibits
a dimensional crossover as the Fermi energy changes its
sign. For instance, µ−EF is negative when EF > 0. This
feature corresponds to the nature of chemical potential
in 3D case. On the contrary, for EF < 0, µ−EF is posi-
tive. This behavior is clearly a hallmark of µ in 1D case.
However, this indirect signature of dimensional crossover
is not clearly seen from the structures of the density of
states corresponding to EF > 0 and EF < 0.
FIG. 2: Difference between µ and EF as a function of EF at a
fixed α = 10−10 eV m for T = 5, 10, and 20 K. The change in
sign of µ− EF at EF = 0 implies the dimensional crossover.
III. THERMOELECTRIC TRANSPORT
A. General formalism
We consider the physical system is subjected to a spa-
tially uniform electric field Ξ and a temperature gradi-
ent∇T . The magnitude of the external electric field and
temperature gradient are chosen in such a way that the
linear response theory holds.
The electronic and thermal current densities are given
by j = −e∑ξ vξfξ and jth = ∑ξ(Eξ − µ)vξfξ, respec-
tively. Here, ξ defines the set of all quantum numbers,
i.e., ξ ≡ (λ, η, k), and vξ is the group velocity of the
electron in the quantum state ξ. Within the context of
linear response theory, the nonequilibrium distribution
4function fξ is given by
fξ = f0ξ + τξ
(
− ∂f
0
ξ
∂Eξ
)
vξ ·
[
− eΞ∗ + Eξ − µ
kBT
(−∇T )
]
, (6)
where f0ξ =
[
e(Eξ−µ)/(kBT ) + 1
]−1
is the Fermi-Dirac
distribution function at equilibrium, τξ ≡ τ(Eξ) is the
energy dependent relaxation time, and Ξ∗ = Ξ +∇µ/e
is the effective electric field.
The current densities can be found together in the fol-
lowing form55:(
j
jth
)
=
(
L11 L12
L21 L22
)(
Ξ∗
−∇T
)
, (7)
where Lpq’s are defined as L11 = L(0), L21 = TL12 =
−L(1)/e, and L22 = L(2)/(e2T ) with
L(r)νν′ = e2
∑
ξ
τξvν(ξ)vν′(ξ)(Eξ − µ)r
(
− ∂f
0
ξ
∂Eξ
)
, (8)
with ν, ν′ = x, y, z. Note that different combinations
of Lpq can be used to define the thermoelectric coeffi-
cients like electrical conductivity, thermopower, and ther-
mal conductivity. For instance, L11 can be identified as
the electrical conductivity, whereas the thermopower and
the thermal conductivity are defined as S = L21/L11 and
κ = L22 − L21(L11)−1L12, respectively. We are going to
determine L(r)νν′ in a more explicit way, relevant for the
present scenario. Let us now restrict ourselves to consider
that the scattering mechanisms, responsible for thermo-
electric transport, are due to the presence of weak spin-
independent disorders distributed throughout the sample
with an average density nimp. The short-range disorder
potential is given by U(r) = U0
∑
i δ(r− ri), where U0 is
the strength of the potential having dimension of energy
times volume and ri is the position of the i-th scatterer.
Note that the present situation is an example of isotropic
case since the energy spectrum depends only on the mag-
nitude of k. In this case, L(r)νν′ = L(r)νν δνν′ ≡ L(r). Also
the expectation value of vˆν(k) with respect to the state λ
is 〈vˆν(k)〉λ = ~kνm∗ +λα~ kνk . Equation (8) can be rewritten
further as
L(r) = e
2
(2pi)3
∑
λ=±
∫
µ>0
d3k τ
λ
(Ekλ)〈vˆν(k)〉2λ(Ekλ − µ)r
(
− ∂f
0
kλ
∂Ekλ
)
+ e
2
(2pi)3
∑
η=1,2
∫
µ<0
d3k τ
η
(Ek−)〈vˆν(k)〉2−(Ek− − µ)r
(
− ∂f
0
k−
∂Ek−
)
. (9)
The relaxation time τ
λ(η) in Eq. (9) can be deter-
mined using the framework of semiclassical Boltzmann
transport theory including interband scattering for multi-
band system. When Fermi energy lies below the BTP,
an unusual intraband scattering (interbranch and in-
trabranch scatterings) arises due to the concave-convex
shaped Fermi surface topology as shown in Fig. 1(c). For
the present case, we solve the Boltzmann transport equa-
tion including the interband/interbranch scattering term
self-consistently (see the Appendix for detail derivation)
to find
τλ(E) =
~
pinimpU20
[
D>λ (E)
[D>T (E)]2
+ 12D>T (E)
]
(10)
for E > 0 and
τη(E) =
~
pinimpU20
[
D<η (E)
[D<T (E)]2
+ 12D<T (E)
]
(11)
for E < 0. Here, D>T (E) = D>+(E) + D>−(E) and
D<T (E) = D<1 (E)+D<2 (E) are the total density of states
for E > 0 and −Eα < E < 0, respectively. Note that the
expressions of τ(E) for E > 0 and E < 0 share the same
mathematical structures. This help us to find L(r) in a
more compact form,
L(r) = 43
e2
hl0
(kBT )rXr, (12)
where l0 = m∗nimpU20 /(~2kBT ), Xr =
∫∞
−xα L(x)(x −
µ˜)rdx, with x = E/(kBT ) and µ˜ = µ/(kBT ). Here L(x)
is given by
L(x) = fx(1− fx)(x+ xα)
[
1 + 2xα(x+ xα)(x+ 2xα)2
]
, (13)
with fx = [ex−µ˜ + 1]−1 and xα = Eα/(kBT ).
B. Results
Here we discuss the behavior of different thermoelec-
tric coefficients obtained via the numerical solution of Eq.
5(12). For numerical calculation we consider following ma-
terial parameters : effective mass of electronm∗ = 0.5me,
me is the free electron mass and α0 = 10−10eVm.
Let us begin with the behavior of the electrical con-
ductivity σ = L11 = L(0). From Eq. (12), we explicitly
have σ = 4e2X0/(3hl0). Figure 3(a) depicts the variation
of σ with chemical potential for α = 0.2α0, 0.5α0, and
α0 at T = 5 K. The conductivity increases monotonically
with µ. For higher values of α, the enhancement of σ is
significant. In the T → 0 limit, we obtain the following
analytical expression of σ as (see the Appendix for detail
derivation)
σ = e
2
h
2~2(Eα + EF )
m∗nimpU20
[
1− E
2
F
3(2Eα + EF )2
]
, (14)
which shows that the zero temperature conductivity in-
creases linearly with the Fermi energy. Note that the
characteristics of σ with EF in the EF > 0 and EF < 0
are the same. This is different from the behavior of σ
with EF in 2D Rashba systems56 in which it was found
that the zero temperature conductivity depends on the
Fermi energy in linear (quadratic) fashion for EF > 0
(EF < 0). This feature was attributed to the fact that
σ(E) cannot be continuously differentiated at EF = 0.
In that 2D Rashba system density of states of individual
bands/branches depends linearly on wave vector, which
immediately implies that total density of states below
and above BTP have different energy dependence. So re-
laxation time having similar structures below and above
the BTP will have different energy dependence. As a re-
sult of this the electrical conductivity being proportional
to the relaxation time shows different energy dependence
below and above BTP. However, in the present context,
Eq. (14) clearly demonstrates that σ(E) is a continu-
ously differentiable function at EF = 0. This fact helped
us to find same analytical structures of σ(EF ) in both
EF > 0 and EF < 0 regions. From Eq. (14) it is evident
that σ ∝ Eα at EF = 0. The signature of this feature is
also reflected in Fig. 3(a). The reason of not seeing the
direct indication of change in Fermi surface topology in
electrical conductivity in our case is that the density of
states depends on square of the wave vector as a conse-
quence of the 3D system. It implies that the form of total
density of states, and hence relaxation time will have the
same energy dependence below and above the BTP (see
the Appendix for more details).
The thermal conductivity κ is obtained as κ =
(4/pi2)κ0κI , where κ0 = e2L0T/(hl0), with L0 =
(pi2/3)(kB/e)2 as the Lorentz number for 3D electron gas
and κI = X2 − X21/X0. The variation of the thermal
conductivity with the chemical potential is depicted in
Fig. 3(b). The thermal conductivity behaves with the
chemical potential in a similar fashion as the electrical
conductivity.
We obtain the thermopower through explicit calcula-
tion as S = −(kB/e)SI , where SI = X1/X0. In Fig. 4,
we show the dependence of S on µ for α = 0.2α0, 0.5α0,
and α0. The thermopower is large at lower values of α
FIG. 3: Plots of (a) electrical conductivity σ and (b) ther-
mal conductivity κ as a function of chemical potential µ at
temperature T = 5 K for three different values of α.
as compared to higher α. In the region below EF = 0
magnitude of thermopower changes rapidly with µ. For
EF > 0 the rate of change of S with µ is slow compared
to the previous case. Moreover, for higher α, the ther-
mopower attains a saturation value when µ > 0.5Eα. In
the |EF |  kBT limit, using the Mott relation55
SMott = −pi
2k2BT
3e
dlnσ(E)
dE
∣∣∣
E=EF
, (15)
one may obtain the following expression of thermoelectric
power:
SMott = − pi
2kBT
3e(EF + Eα)
[
1− 2EFEα(EF + Eα)(EF + 2Eα)ξF
]
, (16)
where ξF = E2F + 6EαEF + 6E2α. The inset of Fig. 4
shows the variation of S/SMott as a function of chemical
potential for different values of α at T = 5 K. For lower
values of α, namely, α = 0.2α0, the Mott relation is valid
only when µ > 0.5Eα. The degree of validity of the Mott
relation increases with α. For α = α0, the Mott formula
is satisfied almost in the entire range of the chemical
potential considered. It is known55,56 that the validity of
Mott relation or the Sommerfeld expansion depends on
the following simultaneous conditions: (1) T  TF where
TF = EF /kB is the Fermi temperature and (2) whether
the Taylor expansion of σ(E) about E = µ is possible or
not. In our case, Condition (2) is satisfied always because
σ(E) is a continuously differentiable function. Therefore,
we attribute the breakdown of Mott relation (as shown
in Fig. 4) to the breakdown of the validity of Condition
(1).
The thermoelectric figure of merit is a dimension-
less number which measures the efficiency of the ther-
moelectric performance of a material. It is defined as
ZT = S2σT/κ. In general, the symbol κ used in the def-
inition of ZT stands for the total thermal conductivity
which is a sum of electronic and phononic contribution.
But, in the temperature regime we are focusing on now,
the electronic thermal conductivity dominates over the
thermal counterparts. Therefore, we neglect lattice con-
tribution to the thermal conductivity and proceed with
the electronic counterpart for the subsequent calculation
of ZT . A good thermoelectric material needs to possess
6FIG. 4: Plots of the thermopower S as a function of chemical
potential µ at temperature T = 5 K for three different values
of α.
FIG. 5: Plots of the thermoelectric figure of merit ZT as a
function of chemical potential µ at temperature T = 5 K for
three different values of α.
following properties : large electrical conductivity, high
thermopower, and low thermal conductivity. For the cur-
rent scenario, we obtain ZT explicitly as ZT = S2IX0/κI .
In Fig. 5 we show the dependence of ZT on the chem-
ical potential at T = 5 K for three different values of
α, namely, α = 0.2α0, 0.5α0, and α0. It is clear that
ZT behaves as a monotonically decreasing function of µ
for each α. The value of ZT is higher at lower α. This
is obvious because the order of magnitude of σ and κ
are almost same for each α whereas the thermopower is
large at lower α. In other words, the thermopower alone
determines the behavior of ZT .
Note that for α = 0.2α0, ZT attains a remarkable
value greater than 2 when the chemical potential lies far
below the BTP. To explain this feature explicitly, in Fig.
6 we plot D(E), D(E)(−∂f0/∂E), and the integrand of
L(1) (which is proportional to S) as a function of energy
for a particular α, namely, α = α0. We consider two dif-
ferent densities, namely, n(1)e and n(2)e which in turn cor-
respond to chemical potential µ1 and µ2, respectively, at
some constant temperature T . The chemical potential µ1
lies above the band touching point whereas µ2 falls well
below of it. As expected the function D(E)(−∂f0/∂E)
exhibit a peak whenever the energy matches with the
chemical potential. For ne = n(1)e , as expected the inte-
grand of L(1) changes sign when the energy crosses µ1 and
exhibits a structure as shown by the shaded portion. It is
hard to differentiate between the areas under the curves
(shaded region in Fig. 6) below and above µ1. Therefore,
when summed up it gives rise to negligible contribution
to the thermoelectric power which is reflected in Fig. 4.
When ne = n(2)e , the asymmetry between the magni-
tudes of L(1) below and above µ2 can be visible. This in-
crement in the asymmetry is responsible for the enhance-
ment of thermopower below BTP. The amount of asym-
metry increases as the chemical potential approaches
−Eα. As we tune the chemical potential from positive
to negative value the amount of asymmetry increases
due to the dimensional crossover from 3D to 1D, which
leads to an increase of thermopower as well as thermo-
electric figure of merit. There have been several studies
before57,58, where it has been shown that the low dimen-
sional systems lead to larger asymmetry in the density
of states about the chemical potential, which give rise
to larger thermopower and thermoelectric figure of merit
and hence can be used for good thermoelectric device
applications. Our result is consistent with these obser-
vations as we obtain larger value of figure of merit below
the BTP due to the underlying 1D-like characteristics of
our bulk 3D system. It can be verified that the amount
of asymmetry will become more prominent for the cases
of lower α. This asymmetry explains the higher values
of ZT obtained for low α. Therefore, one has to struggle
to fix both α and ne at reasonable values to use 3D non-
centrosymmetric metal for good thermoelectric devices.
Also the thermopower S and figure of merit ZT tend to
diverge as µ approaches −Eα. This fact is attributed
to the presence of the van Hove singularity in the band
structure, similar to quasi-1D systems58.
FIG. 6: Plots ofD(E), D(E)(−∂f0/∂E), and the integrand of
L(1) as a function of E for α = α0. For a better visualization
we consider T = 20 K.
7We emphasize here that at very low density (as EF →
−Eα), the singularity in the density of states may be
broadened by disorder due to finite-band effects59. Such
quantum effects must be considered using the Kubo
formula60, rather than semiclassical Boltzmann transport
theory.
IV. ZERO-MOMENTUM OPTICAL
CONDUCTIVITY
In this section, we present optical signature of a
change in the Fermi surface topology in noncentrosym-
metric metals at T = 0. The zero-frequency and finite-
frequency optical conductivities are the manifestations
of the intra-band and interband optical transitions, re-
spectively. Consider the noncentrosymmetric metal is
irradiated by a weak and spatially homogeneous elec-
tric field E = E0eiωtνˆ oscillating with the frequency ω
and amplitude E0. The absorptive part of the charge
optical conductivity tensor is given by Re Σνν′(ω) =
δ(ω)Dνν′w + Re σνν′(ω), where ν, ν′ = x, y, z and Dνν
′
w
is the Drude weight (charge stiffness). The semiclassical
expression of the Drude weight55 is given by
Dνν
′
w = pie2
∑
λ
∫
d3k
(2pi)3 〈vˆν〉λ〈vˆν′〉λδ(Eλ(k)− EF ).(17)
This semiclassical expression has been successfully used
in 2DEG with linear spin-orbit interaction as well as in
2D hole gas with k-cubic spin-orbit interaction61. The
exact analytical expression of the Drude weight is ob-
tained as
Dνν
′
w =
pie2ne
m∗
[EF + 2Eα
EF + 4Eα
]
δνν′θ(EF + Eα). (18)
The longitudinal Drude weight is isotropic, i.e., Dxxw =
Dyyw = Dzzw = Dw and the off-diagonal Drude weight van-
ishes exactly. Setting α = 0 in the above equation, we get
the standard result of the Drude weight for 3DEG, i.e.,
D0w = pinee2/m∗. It shows that the spin-orbit coupling
reduces the Drude weight as compared to the conven-
tional 3DEG without spin-orbit coupling and further an
increase in α decreases it more as shown in Fig. 7(a). We
also see in Fig. 7(a) that similar to Drude conductivity,
Drude weight also shows no signature of change in Fermi
surface topology.
It has been shown62,63 that the Hall coefficient RH
can be obtained from the Drude weight using the general
expression
RH = − 1
eDw
∂Dw
∂ne
.
This expression has been successfully used to calculate
the Hall coefficient in various systems62–64. For the
present system, the exact Hall coefficient is given by
RH = R0H
[
1 + 2Eα(Eα + EF )3(2Eα + EF )2
]
θ(EF + Eα), (19)
FIG. 7: Plots of the Drude weight Dνν′w (a) and the Hall
coefficient RH (b) as a function of carrier density ne for two
different values of α. Here n(i=1,2)t = 4kαi/(3pi2) (with i =
1, 2) is the density at which EF changes its sign, i.e., the
topology of the Fermi surface changes at nt.
where R0H = −1/(ene) is the Hall coefficient for α = 0
case. Equation (19) clearly shows the Hall coefficient is
enhanced due to the presence of the spin-orbit coupling.
In the low-density limit, EF is comparable to Eα and
therefore pronounced effect of the spin-orbit coupling can
be realized when EF < 0 as seen in Fig. 7(b). It is inter-
esting to notice here that Hall coefficient responds to the
change in the Fermi surface topology. As shown in Fig.
7(b), it first rises sharply until nt where transition occurs
and then starts decreasing with further increase in den-
sity. The peak in RH/R0H at the BTP is the signature of
the change in the Fermi surface topology. Generally we
estimate carrier concentration from the Hall coefficient
measurement. It is interesting to note that for noncen-
trosymmetric metals we can also estimate the strength
of RSOI from this measurement by noting the transition
density nt which depends on α.
The finite-frequency optical conductivity σνν′(ω) is
arising due to the transitions between the spin-split
states. Within the linear response Kubo formalism, the
frequency-dependent optical conductivity is given by
σνν′(ω) =
1
~(ω + i0+)
∫ ∞
0
dtei(ω+i0
+)t〈[jˆν(t), jˆν′(0)]〉.
Here jˆν = evˆν are the components of the charge current
density operator,
〈[jˆν(t), jˆν′(0)]〉 =
∑
λ
∫
d3k〈λk|[jˆν(t), jˆν′(0)]|λk〉f(Ekλ)
denotes the quantum and thermal average in the inter-
action picture, 〈r|λk〉 = ψλk(r) and f(Ekλ) is the Fermi-
Dirac distribution function.
After some straight forward calculation, the real part
of charge optical conductivity is given by
Re σνν′(ω) =
e2
8pi2ω
∫
d3k[f(Ek−)− f(Ek+)]v−+ν (k)
× v+−ν′ (k)δ(Ek+ − Ek− − ~ω), (20)
8FIG. 8: (a) Plots of the Re σνν as a function of ~ω for EF < 0.
Solid and dashed curves corresponds to same α but different
density and have optical absorption widths ∆−1 and ∆−2 , re-
spectively. Here ∆(1)− < ∆
(2)
− as n
(1)
e < n
(2)
e , so ∆ depends
on density as mentioned in the text. Dotted-dashed curve
corresponds to different values of α and ne, here ∆ becomes
more narrow because of the smaller value of α. (b) Plots of
the Re σνν as a function of ~ω for EF > 0. Solid and dashed
curves corresponds to same α but different densities and have
optical absorption widths ∆(1)+ and ∆
(2)
+ , respectively. Here
∆(1)+ = ∆
(2)
+ but n
(1)
e < n
(2)
e , so ∆ is independent of carrier
density as mentioned in the text. Dotted-dashed curve corre-
sponds to different values of α and ne, here ∆ becomes more
narrow because of the smaller value of α. The dotted thin
line in both the parts shows the finite temperature behavior
of the optical conductivity for α1 and n(1)e .
where
v+−x (k) =
α
~
[e−2iφ sin2(θ/2)− cos2(θ/2)], (21)
v+−y (k) =
iα
~
[e−2iφ sin2(θ/2) + cos2(θ/2)], (22)
v+−z (k) =
α
~
e−iφ sin θ, (23)
and v−+ν (k) = [v+−ν (k)]∗. The only root of the equation
Ek+ −Ek− − ~ω = 0 is kω = ~ω/2α. Using the result of
the following angular integrations,∫ pi
0
∫ 2pi
0
v+−ν (k)v−+ν′ (k) sin θdθdφ =
8piα2
3~2 δνν
′ , (24)
the final expression of real part of the optical conductivity
at T = 0 is given by,
Re σνν′(ω) =
e2
h
kω
3
[
θ(2αk−F − ~ω)θ(~ω − 2αk+F )θ(EF )
+ θ(2αk2 − ~ω)θ(~ω − 2αk1)
× θ(−EF )θ(EF + Eα)
]
δνν′ . (25)
Equation (25) shows the isotropic nature of the longi-
tudinal optical conductivities: Re σxx(ω) = Re σyy(ω) =
Re σzz(ω) ≡ Re σ(ω) and absence of the off-diagonal con-
ductivities: Re σνν′(ω) = 0 for ν 6= ν′.
For EF ≥ 0, the interband optical transitions would
occur when the photon energy (~ω) obeys the inequality
2αkF+ ≤ ~ω ≤ 2αkF− at T = 0. However, for EF ≤ 0, the
interband optical transitions take place when the photon
energy satisfies the inequality 2αkF1 ≤ ~ω ≤ 2αkF2 at
T = 0. The optical absorption width, the region where
Re σ(ω) remains nonzero, is ∆+ = 8Eα for EF ≥ 0 and
∆− = 8
√
E2α + EαEF for EF ≤ 0. Interesting to note
that ∆+ is independent of the carrier density, whereas
∆− depends on the both carrier density as well as Rashba
energy Eα as shown in Fig. 8. The density dependence of
∆− is attributed to the topological change in the Fermi
surface. So the optical conductivity shows a distinct re-
sponse to the change in the Fermi surface topology. The
absorption widths can be used to determine the value
of α experimentally. The magnitude of the optical con-
ductivity at the left and right edges, respectively, are
σ+L/R =
e2kF−/+
3~ for EF ≥ 0 and σ−L/R =
e2kF2/1
3~ for EF ≤ 0.
We observe that σ+L < σ
+
R and σ
−
L < σ
−
R which is also
clear from Fig. 8.
It is interesting to note that the spin-split energy gap
is of the order of 0.1 eV for the carrier density ne = 1025
m−3 and α = 1.0 × 10−10 eV-m. This energy scale is
comparable to the electromagnetic radiation with very
high frequency ω ∼ 1014 Hz. The high-frequency radia-
tion would flip the spin in a very short time. The non-
centrosymmetric semiconductors can be used for high-
speed spintronic devices. It should be emphasized here
that the spin-orbit coupling locks electron’s spin with its
momentum which changes due to scattering from impu-
rities. Hence the charge carrier’s spin can flip due to
strong spin-orbit coupling. Typically, the spin scatter-
ing rate for Elliot-Yafet and Dykonov-Perev mechanisms
are65 τ/τEYs ∼ (∆so/EF )2 and 1/τDPs ∼ τEαEF /~2, re-
spectively. Here ∆so = αkF and τ being the momentum
scattering time. Therefore, the spin-flip scattering rate
can be reduced for suitable choice of moderate density
and weak spin-orbit coupling, which will be the criteria
for this system to use it for good spintronic device appli-
cations at low temperature.
V. SUMMARY AND CONCLUSIONS
In summary, we have theoretically studied signatures
of the Fermi surface topology change in thermoelectric
and optical properties of noncentrosymmetric metals.
The noncentrosymmetric metals possess distinct Fermi
surface topology which depends on the sign of the Fermi
energy. As a result of this, the chemical potential is found
to exhibit a dimensional crossover from 3D to 1D-like be-
havior as the Fermi energy switches its sign from positive
to negative one. It is shown that the electrical conduc-
tivity is continuously differentiable at the band touching
point, as opposed to 2D Rashba systems. There is a
significant enhancement of thermopower in the low den-
sity regime which is responsible to obtain a remarkable
thermoelectric figure of merit with value more than 2.
However the figure of merit is found to decrease with
9the increase of the strength of the Rashba spin-orbit in-
teraction. This feature is explained qualitatively. It is
shown that the Hall coefficient first rises sharply until
BTP and then starts decreasing with further increase
in density. The absorption width above the BTP de-
pends solely on the spin-orbit coupling strength. Hence
Hall coeffiecient and optical conductivity measurements
can be used to extract α experimentally. However, the
absorption width below the BTP depends on both the
density and α. The spin-split energy gap is compara-
ble to the electromagnetic radiation with high frequency
ω ∼ 10−100 THz. The corresponding spin-flip time scale
will be very small. Therefore, noncentrosymmetric bulk
materials can be used for good thermoelectric as well as
spintronics devices with appropriate system parameters
at low temperatures.
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Appendix A
1. Calculation of the relaxation time
Relaxation time approximation for multiband systems: In this Appendix, we present calculation of the
relaxation time by solving the Boltzmann transport equation including the interband scattering for E > 0 and
interbranch scattering for E < 0 self-consistently. We consider electrons in noncentrosymmetric semiconductors
with spin-independent short-range scatterer. This system is subjected to a spatially uniform electric field Ξ and
temperature gradient ∇T . The effective electric field due to charge redistribution results from Ξ is given by Ξeff =
Ξ − (∇µ)/e. We now linearize the Fermi-Dirac distribution function fξ(Eξ) = f0ξ (Eξ) + δfξ around the equilibrium
solution f0ξ (Eξ). Here ξ ≡ (λ,k) for E ≥ 0 and ξ ≡ (η,k) for −Eα ≤ E ≤ 0 is the eigenstate index; and δfξ is
the out-of-equilibrium deviation which is linear in the external electric field. In nonequilibrium steady states, the
linearized Boltzmann transport equation66 for the charge carriers is
Fξ · vξ ∂f
0
∂Eξ
= −
∑
ξ′
Wξ′,ξ(δfξ − δfξ′). (A1)
Here the generalized force acting on the state ξ is
Fξ = − (Eξ − µ)
T
∇T + eΞeff , (A2)
and vξ is the group velocity of the state ξ. Also, Wξ′,ξ is the transition rate from the state ξ to the state ξ′. We have
used the fact that Wξ′,ξ = Wξ,ξ′ in the Boltzmann transport equation. Within the lowest-order Born approximation,
the intra-band transition rate between the states ξ and ξ′ is
Wξ′ξ =
2piNimp
~
∣∣〈φξ′(k′)∣∣U(r)∣∣φξ(k)〉∣∣2δ(Eξ − Eξ′).
Here, Nimp is the number of δ-scatterer randomly distributed in the system at various locations ri. The corresponding
spin-independent impurity potential produced by the δ-scatterer is given by U(r) = U0
∑Nimp
i=1 δ(r−ri). Here U0 being
the strength of the impurity potential, whose dimension is energy times volume. The Fourier transform of the potential
U(r) is U(q) = U0. Upon simplification, the transition rates are obtained as
Wλ′λ =
1
u0V
(1 + λλ′ cos θ)δ(Eλ − Eλ′); E ≥ 0, (A3)
Wη′η =
1
u0V
(1 + cos θ)δ(Eη − Eη′); −Eα ≤ E ≤ 0, (A4)
where 1/u0 = pinimpU20 /~ with nimp being the impurity density.
We need to solve the Boltzmann transport equation separately for E ≥ 0 and −Eα ≤ E ≤ 0. This is because
the intraband and interband transitions take place when E ≥ 0. Whereas intrabranch and interbranch transition
occurs within the band λ = −. We are able to obtain exact analytical expression of the scattering time even if we
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keep the interband/interbranch contribution in the Boltzmann transport equation. Assuming the out-of-equilibrium
distribution function is of the following form:
δfξ(E,v(Eξ, θ, φ)) = −∂f
0(E)
∂E
Fξ · vξ(E, θ, φ)τξ(E). (A5)
Substituting Eq. (A5) into Eq. (A1), the self-consistent equation for the relaxation time τξ(E) is
1
τξ(E)
= V4pi
∑
ξ′
∫
dEξ′Dξ′(Eξ′) sin θ′dθ′dφ′Wξξ′(Eξ, Eξ′)
[
1− FEξ′ · v(Eξ
′ , θ′, φ′)
FEξ · v(Eξ, θ, φ)
τξ′(Eξ′)
τξ(Eξ)
]
. (A6)
First we consider E ≥ 0 case. After some straightforward calculation, we get the following self-consistent equation
for the relaxation time τλ(E):
1
τλ(E)
=
∑
λ′
Dλ′(E)
2u0
∫
dθ′ sin θ′(1 + λλ′ cos θ′)
[
1− cos θ′ τλ′(E)
τλ(E)
]
. (A7)
Performing the integrals and summation, the above equation reduces to
1
τ±(E)
= 2D±(E)3u0
+ D∓(E)
u0
[
1 + τ∓(E)3τ±(E)
]
. (A8)
On solving the above coupled algebraic equations, the relaxation times of the two bands for E ≥ 0 are obtained as
τλ(E) = u0
[ Dλ(E)
(D>T (E))2
+ 12D>T (E)
]
. (A9)
For −Eα < E < 0, the self-consistent equations for the relaxation time τη(E) are
1
τη(E)
=
∑
η′
Dη′(E)
2u0
∫
dθ′ sin θ′(1 + cos θ′)
[
1− (−1)η′−η cos θ′ τη′(E)
τη(E)
]
. (A10)
The solutions for the relaxation times are obtained as
τη(E) = u0
[ Dη(E)
(D<T (E))2
+ 12D<T (E)
]
. (A11)
In our case, total density of states for E ≥ 0 and E < 0 have the same form,
D>T (E) ≡ D<T (E) =
1
2pi2
(2m∗
~2
) 3
2
[ E + 2Eα√
E + Eα
]
. (A12)
As a consequence of the same energy dependence of the total density of states below and above the BTP, we also
have the same form of the relaxation time for E ≥ 0,
τλ(E) = 2pi2u0
( ~2
2m∗
) 3
2
(√E + Eα
E + 2Eα
)[
1− λ
√
4Eα(E + Eα)
(E + 2Eα)
]
, (A13)
and for E < 0,
τη(E) = 2pi2u0
( ~2
2m∗
) 3
2
(√E + Eα
E + 2Eα
)[
1− (−1)η−1
√
4Eα(E + Eα)
(E + 2Eα)
]
. (A14)
2. The electrical conductivity at T = 0
Within the semiclassical Boltzmann transport theory55, the general expression of the electrical conductivity at
T = 0 for E ≥ 0 is given by
σ>νν =
e2
4pi
∑
λ=±1
∫ ∞
0
dE (−∂Ef0(E))
∫ pi
0
∫ 2pi
0
sin θdθdφDλ(E)〈vˆν(E, θ, φ)〉2λτλ(E), (A15)
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where ν = x, y, z and vˆν(E, θ, φ) is the ν-component of the velocity operator and τλ(E) is the relaxation time. The
expectation values of the velocity operator vˆµ with respect to the λ = ±1 states are 〈vˆx(E, θ, φ)〉λ =
(
~kλ(E)
m∗ +
λα
~
)
sin θ cosφ and so on. As we have already seen that τλ(E) is independent of angular variables, so using∫ pi
0
∫ 2pi
0
〈vˆν(E, θ, φ)〉2λ sin θdθdφ =
4pi
3
(~kλ(E)
m∗
+ λα
~
)2
, (A16)
which exhibits isotropic nature of the electrical conductivity: σxx = σyy = σzz = σ. Using the forms of density of
states and Eq. (A13), we get
σ> = e
2
h
2~2
m∗nimpU20
[
1− E
2
F
3(2Eα + EF )2
]
(Eα + EF ). (A17)
Similarly for E < 0, the electrical conductivity becomes
σ< = e
2
4pi
∑
η=1,2
∫ 0
−Eα
dE (−∂Ef0(E))
∫ pi
0
∫ 2pi
0
sin θdθdφDη(E)〈vˆν(E, θ, φ)〉2ητη(E),
= e
2
h
2~2
m∗nimpU20
[
1− E
2
F
3(2Eα + EF )2
]
(Eα + EF ). (A18)
It is clear from Eqs. (A17) and (A18) that electrical conductivity has same form below (EF < 0) and above EF ≥ 0
the BTP. It is also clear from Fig. 3 that electrical conductivity has the same kind of energy dependence below and
above the BTP. So in our case electrical conductivity will be continuously differentiable at the BTP.
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