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Data professionals are among the most sought-out professionals in today’s industry. Although the 
skillsets and training can vary among these professionals, there is some consensus that a combination 
of technical and analytical skills is necessary. In fact, a growing number of dedicated undergraduate, 
graduate, and certificate programs are now offering such core skills to train modern data 
professionals. Despite the rapid growth of the data profession, we have few insights into what it is 
like to be a data professional on-the-job beyond having specific technical and analytical skills. We 
used the Knowledge Discovery Process (KDP) as a framework to understand the sociotechnical and 
collaborative challenges that data professionals face. We carried out 20 semi-structured interviews 
with data professionals across seven different domains. Our results indicate that KDP in practice is 
highly social, collaborative, and dependent on domain knowledge. To address the sociotechnical gap, 
the need for a translator within the KDP has emerged. The main contribution of this thesis is in 
providing empirical insights into the work of data professionals, highlighting the sociotechnical 
challenges that they face on the job. Also, we propose a new analytic approach to combine thematic 
analysis and cognitive work analysis (CWA) on the same dataset. Implications of this research will 
improve the productivity of data professionals and will have implications for designing future tools 
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Data analysts, data scientists, and data engineers (henceforth, data professionals) are among the most 
sought-out professionals in today’s industry [21]. Although the skill sets and training can vary among 
data professionals [15,27], there is some consensus that a combination of technical and analytical 
skills is necessary (e.g., machine learning, operations research, programming, statistics, and business 
knowledge) [36]. In fact, a growing number of dedicated undergraduate, graduate, and certificate 
programs are now offering such core skills to train modern data professionals. 
Despite the rapid growth of the data profession, we have few insights into what it is like to be a 
data professional on-the-job, beyond having specific technical and analytical skills [70]. Models such 
as the knowledge discovery process (KDP) propose that to derive insights, professionals have to 
understand the problem at hand, acquire the necessary data, validate the data, and visualize and 
communicate results. We believe that many of the current challenges for data professionals are not 
strictly technical. Each of these stages can potentially present unique sociotechnical and collaboration 
challenges. For example, Ackerman’s lens of the sociotechnical gap [1] points out that a potential 
divide can occur when there is difference between what people want compared to what is technically 
possible within the complex interactions that take place between individuals, groups, and technical 
systems. Although Human Factors (HF), Human-Computer Interaction (HCI) and Computer-
Supported Collaborative Work (CSCW) have a long history of focus on data visualization and 
communication [41], the other phases of the KDP have surprisingly received less attention, even 
though they are critical to the modern data professional.  
In this thesis, we investigate the day-to-day work of data professionals from a sociotechnical 
perspective [1,69]. We consider two key research questions:  
1. What are the day-to-day sociotechnical challenges that data professionals face across the 
different stages of the KDP?  
2. How do data professionals currently cope with these challenges?  
We carried out 20 semi-structured interviews with data professionals across seven different 
domains, including healthcare, geography, corporate, consulting, education, finance, and technology. 
The interviews focused on eliciting and understanding the collaborations that exist throughout the 
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discovery process. Each of the seven domains represents sectors in which data professionals are most 
sought after and present unique data analysis challenges. 
For our analysis, we used two different lenses to explore the interview data. First, we conducted a 
thematic analysis [9] to study the data from a bottom-up approach. Next, we looked at the data 
through cognitive work analysis (CWA), a work-centered theoretical framework used to analyze the 
cognitive work that occurs within a system. The CWA complemented the thematic analysis by 
providing a top-down lens, allowing us to further understand the environmental constraints. The 
combination of the two analytical techniques allowed for multiple perspectives to become salient in 
our analysis. 
Our key results show that although data professionals have to constantly adapt their technical and 
statistical skills to solve a new problem, they also  spend a significant amount of time to talk to other 
team members, clients, or domain experts. These conversations occur not only in communicating 
results, but throughout the process of knowledge discovery, suggesting that the KDP in practice is 
highly social, collaborative, and dependent on domain knowledge. In addition to being experts in data 
manipulation and analysis, data professionals indicated that they must be well-versed in conversing 
with different players from the problem inception stage to the presentation of the results. 
The main contribution of this thesis is in providing empirical insights into the work of data 
professionals, highlighting sociotechnical challenges that they face on the job. One implication of our 
results is that there is need to design data acquisition, analysis, and communication tools that consider 
the social and domain-specific aspects of the KDP. There is also need to further investigate how 
future data professionals can be trained so they can better adapt to not only the technical demands of 
the job, but also cope with sociotechnical challenges.  
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1.1 Thesis organization 
The thesis is organized into the following chapters: 
Table 1: Thesis organization 
Chapter Description of the Chapter 
1.  Introduction Introduction contains the motivation, main research question, 
and the organization of the thesis  
2.  Literature review Literature review contains a detailed survey of relevant 
literature, including the KDP, common ground, and studies 
about modern data professionals 
3.  Method Method describes the 20 semi-structured interviews that were 
conducted including the sampling technique and interview 
guide 
4.  Thematic analysis Thematic analysis outlines the first analytical approach to our 
collected data. This chapter also presents the results of the 
analysis.  
5.  Cognitive work analysis  CWA outlines the second structured method of analyzing the 
data. This chapter presents two models. 
6.  Discussion In this chapter, we describe the implications for design future 
tools and training future data professionals. We will also 
outline the limitations of the current study and the learnings 
from using two different analytical methods.  
7. Conclusion The conclusion summarizes the main findings of the thesis 






This thesis makes the following main contributions: 
1. Establishes an empirical understanding of the human aspect of the KDP, highlighting the 
sociotechnical gap in each of the phases. 
2. Illustrates the emerging need of the translator within the KDP 
3. Understands the role of domain knowledge within the KDP 
4. Applies CWA to describe the data profession as a complex sociotechnical system 
5. Compares two analytical techniques: thematic analysis and CWA on the same dataset by 
applying both a constructivist and ecological approach  
6. Highlights the design opportunities that exist in building the next generation of tools for data 
professionals to consider the social and domain-specific aspects of the KDP 
7. Illustrates the implications for training the next generation of data professionals so that they 
can cope with the sociotechnical challenges 
Insights from this thesis will be beneficial for 1) designers inventing new tools for data professionals; 
2) data professionals trying to improve their workflows; 3) researchers seeking to reduce and 
understand barriers within the KDP; 4) educators designing new training programs for the next 





Data science has become a popular topic in recent years, as companies and industries have recognized 
the value of data to improve business processes. Data has already been used to revolutionize medical 
practice, modernize public policy, and inform business decisions [49]. The role of the data scientist 
has even been labeled as “the sexiest job of the 21st century” [21]. Despite the enthusiasm around data 
science, research focused on understanding the role of data professionals and their day-to-day 
challenges is only beginning to emerge. 
The demand for data science and data technology within the industry is growing faster than the 
supply of talent. McKinsey stated: “By 2018, the United States alone could face a shortage of 140,000 
to 190,000 people with deep analytical skills as well as 1.5 million managers and analysts with the 
know-how to use the analysis of big data to make effective decisions.” [40]. In another perspective, 
the demand for data professionals will exceed the supply by 50- 60% [40].  
This chapter reviews the related literature and discussions relevant to our thesis topic and highlights 
how this thesis provides a novel contribution to the field of HCI and HF. We will first discuss related 
research on data professionals and their proposed workflows, such as the KDP. Next, we will describe 
the sociotechnical lens which we use to understand the challenges that exist within data professionals’ 
workflows. Specifically, we will describe Ackerman’s lens of the sociotechnical gap used to 
understand the sociotechnical challenges that data professionals face. Finally, we will review the 
combined used of thematic analysis and CWA.  
2.1 Study of Data Professionals 
Data professionals are high-ranking professionals with the skill and curiosity to observe patterns in 
the world of big data. The job title has only been around for a few years, coined in 2008 by D.J Patil 
and Jeff Hammerbacher [21]. The increased demand for data professionals within the industry reflects 
the increased need for companies to understand information in varieties and volumes never 
encountered before.  
The academic community is only beginning to understand the work practices of modern data 
professionals. We have few insights into the data professional’s challenges. In this section, we will 
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discuss key findings on 1) skill sets and the types of a modern data professionals, 2) how data 
professionals work in organizations, and 3) impact of domain knowledge on data science. 
2.2 Data Professional Skills  
Harris et al. [36], surveyed 250+ data professionals to understand their skills and experiences. Harris 
et al., explore a more precise vocabulary for describing the work, based on how data scientists work 
and describe themselves and their skills. They describe four different types of data scientists: Data 
Businesspeople, Data Creatives, Data Developers and Data Researchers. Harris et al. focused on 
understanding the various kinds of technical skills needed for each type of data scientist such as 
Bayesian statistics, product development, and visualization. Their study highlighted the need for “T-
shaped” data professionals, who have a breadth of skills with depth in a single skill area. Harris et al. 
focus on evaluating only the technical expertise required to be a data professional. The study did not 
describe the types of work and changes that data professional’s face on the job.  
A small number of studies have systematically focused on how data professionals are embedded in 
a company. Fisher et al. [30] interviewed sixteen data analysts at Microsoft to identify pain points 
regarding specific data analysis tools. Fisher et al. uncovered issues with tools for specific cloud-
based scenarios such as data integration, cost estimation problems from cloud computing, shaping 
data in a cloud computing platform and the need for fast iterations on analysis results. Even though 
Fisher et al. studied data professionals within an organization, they did not describe the roles the data 
professionals play within a team, nor do they describe the sociotechnical challenges that they may 
face. Our findings are complementary to Fisher et al. as they add a comprehensive perspective of the 
data professional’s technical and non-technical challenges. 
2.3 The role of domain knowledge  
Data science is a combination of processes and tools made relevant by domain knowledge. Without 
domain knowledge, the output of data science is not meaningful. The role of the domain expert and 
domain knowledge with the modern data professional has been given little attention so far. 
Researchers have admitted the need for domain knowledge to lead the KDP [45,70]. Others have 
suggested the use of domain knowledge as a method to help with constraining the KDP and to avoid 
over-fitting of data algorithms [22]. Yoon et al. [72] describe domain knowledge as a tool to describe 
relationships among data attributes. Most of the existing studies concentrated on the use of domain 
knowledge within the data analysis phase. Only Kopanas et al. [45] has explored the role of domain 
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knowledge through the various stages of a large scale data mining project. Our results complement 
those of Kopanas et al. by describing how data professionals obtain domain knowledge in non-data 
mining projects. In this thesis, we attempt to explore the role of domain knowledge within the 
different phases of the KDP.  
2.4 Knowledge Discovery Process 
Most studies in HCI and CSCW to date have focused on specific aspects of the data professional 
workflow like data analysis and visualization. We found only a small number of studies that 
systematically explore the end-to-end workflow of data professionals. Even though the workflow 
models focused on heavily on technical and data mining aspects of the workflow process, the models 
provide a foundation to understand the workflow of modern data professionals.  
Most discussions of data science workflows are derived from the data mining literature. Simply 
understanding the algorithms used for data analysis is not sufficient for a successful KDP project. In 
the data mining literature, the standardized process model for extracting useful knowledge from data 
is known as the KDP. The KDP process describes the nontrivial process of identifying, novel, 
potentially useful, and ultimately understandable patterns in data. The model can help organizations 
better plan and execute a project.  
Since the 1990s, several different KDP models have been developed by academia (Fayyad et al. 
[27], Anand & Buchner [3]), industry (Cabena et al. [13]) and both (Cios et al. [18]). The main 
differences between each model are in the number and scope of each step of the model [19]. KDP 
models range from the tasks to understand the domain, data preparation and analysis, to evaluation 
and application of generated knowledge. It is important to note that KDP is iterative including many 
feedback loops and repetition [19]. A common feature of all models are the inputs and outputs. 
Typical inputs into the KDP include data of different formats such as numbers, videos, and images, 
while the output generated is new knowledge in the form of rules, patterns, models, and trends. 
In this section, we will describe the two workflow models from the data mining literature. We will 
first describe the original academic KDP model as developed by Fayyad et al. [27]. The original 
model built the foundation for future KDP. Next, we will describe the knowledge discovery model 
that will be used as a framework of this thesis. The model helps us understand and frame the “typical” 
data science workflows.  
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2.5 Academic Knowledge Discovery Process model  
The first KDP model is Knowledge Discovery in Databases (KDD), one of the most popular 
academic models. KDD is a nine-step model by Fayyad et al. [26–28]. The model was used to guide 
users of data mining tools through knowledge discovery. The main emphasis is to help provide a 
sequence of steps to execute knowledge discovery in any domain.  
The KDD comes from the lens of data miners and academia, focused heavily on data model and 
data mining tools. The nine steps outlined by Fayyad et al. are: 
1. Developing an understanding of the application domain and relevant prior knowledge: 
Learning and understanding the relevant knowledge and identify the goal of the KDP.  
2. Create a target data set: Selecting a data set to perform the discovery task. This step often 
includes querying existing data to select the desired subset. 
3. Data cleaning and preprocessing: Operations are performed to remove noise, dealing with 
noise and missing data. 
4. Data reduction and projection: With dimensionality reduction or transformation methods, 
the number of variables in the data set can be reduced.  
5. Choosing the appropriate data mining task: Matching the goal of the KDP to a data 
mining method such as classification, regression, and decision trees.  
6. Exploration analysis, model and thesis selection: In this step, the data mining algorithm(s) 
and methods are selected 
7. Data mining: This step generates patterns into a particular representation such as 
classification rules, regression models, and decision trees. 
8. Interpreting mined patterns: This step involves visualization of extracted patterns and 
models.  
9. Consolidating discovered knowledge: The final step of the process is to incorporate the 
knowledge discovered into another system for future action, or report the knowledge to the 
stakeholders.  
The KDD is an iterative process; however, the authors of the model do not describe the relationship 
between any two steps. The model provides a detailed technical description with respect to data 
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mining and data analytics, but lacks descriptions of the humanistic aspects and business aspects of the 
process. Also, KDD is process heavy, focused on the data mining task in academia. Such model may 
not be appropriate for describing the modern data professional’s workflow.  
 
Figure 1: Overview of steps in Knowledge Discovery in Databases (KDD) [28] 
2.6 Hybrid Knowledge Discovery Process model  
In our study, we attempt to understand the interactions between different roles throughout the hybrid 
KDP. The hybrid model combines both the KDD as described in the previous chapter and the Cross-
Industry Standard Process for Data Mining (CRISP-DM) [66]. The development of academic and 
industrial models has led to the development of hybrid models which combine aspects of both. The 
main difference of these models, provided a more general research oriented description of each step 
as well as introduce a data analysis step instead of modelling. Moving forward the hybrid KDP will 
just be called the KDP. The discovery process concerns the entire knowledge extraction process, 
including how data is stored, accessed, how to efficiently use algorithms to analyze data sets, how to 
interpret and visualize the results and how to model and support the interaction between human and 
the machine. We present an adapted version of Cios’s hybrid model in Figure 2. Specifically, in the 




Figure 2: Stages of the Knowledge Discovery Process 
2.6.1.1 Business/ Problem Understanding 
Understanding the problem and business is an initial step that involves working closely with 
stakeholders to define a problem and determine problem goals, terminology, questions and identify 




2.6.1.2 Data acquisition and understanding 
Data acquisition and understanding is the second step. This step often includes data collection and 
familiarization of the data and deciding what tools and methods should be used to solve the problem. 
Very often there is a feedback loop into this phase, as there is a need for additional domain 
knowledge to understand the data. After collecting the data, data professionals must understand the 
data that they have collected: what do the values mean? This phase can be broken down into four 
main steps: 1) collection of data, 2) description of data, 3) exploration of data and 4) verification of 
data quality [66]. 
2.6.1.3 Data validation  
Data verification can be broken into its own step. Data are checked for completeness, redundancy and 
missing values. One of the most important aspects of this is to verify the usefulness of the data and 
data patterns with respect to the initial problem.  
2.6.1.4 Data analysis  
Finally, data analysis occurs with the acquired data. In this step, data professionals are required to 
find patterns within the dataset. Evaluation includes understanding patterns, validating the patterns 
and interpreting the patterns. Each data professional may analyze their data differently. In some cases, 
it might be data mining or data modeling. After a pattern is established, the results must be checked to 
see whether the insights are novel and interesting to the original goal.  
2.6.1.5 Data visualization and knowledge communication 
Once results are interpreted, the results are communicated back to the stakeholders. This is a critical 
step in the KDP, as this phase is how data professionals are able to provide value to their 
organizations. In this step, data patterns must be turned into actionable insights. Many companies 
struggle to make sense of their data and create value with their data insights [23]. Forrester reports 
74% of firms want to make data-driven decisions, but only 29% are successful at connecting analytics 
into action. 
2.6.2 Challenges within the Knowledge Discovery Process  
Challenges within the KDP have mainly been presented by studying analysts working on specific 
problems, such as within intelligence analysis [16,25,42,43]. Researchers have mainly focused on 
understanding the process and technical challenges within the process, as well as understanding 
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common issues with different data analytic tools [29,46,65]. Although there is overlap in the high-
level analytic process of intelligence analyst and the modern data professional, intelligence analysts 
often work with different dataset. Modern data professionals often work with large data sets than 
documents and emails. Intelligence analysts have different goals, and consequently perform different 
task throughout the process.  
Other researchers have solely focused on understanding the technical challenges and tasks that are 
needed within the data analysis and data visualization phases [2,39,46,63,65]. Researchers like Amar 
et al. [2] focus on describing the specific task that data professionals need to complete in data 
visualization. In contrast, we focus on describing the challenges rather than the specific tasks that data 
professionals perform throughout the process. Russell et al. [63] focus on characterizing high-level 
sense-making activities that are required when analysing data. Our study extended the study by 
describing how data professionals leverage these sense-making activities. Kwon and Fisher [46] 
discuss challenges novice experience when using visualization tools. In our study, we focus on 
understanding the sociotechnical challenges rather than understanding the technical difficulties. Even 
though many researchers have solely focused on understanding the challenges and tasks that exist 
within data analysis and data visualization, few have outlined the sociotechnical challenges that may 
exist within the discovery process.  
Other researchers have focused on the importance of capturing data provenance—the  
documentation of inputs, systems, and processes that influence data—throughout the KDP [14,31,34]. 
Systems proposed include automatically logging data interactions and manual annotations. Our 
results complement these results, but discussing tracking data provenance as a method of building the 
trust that data professionals have with their data.  
Kandel et al. [41] provide some insight into the sociotechnical challenges of enterprise analysts by 
presenting analysis of 35 interviews with analysts in healthcare, retail, and finance. Kandel et al. 
characterize the process of data analysis and touch upon how the organizational structure may impact 
an analyst, particularly in the context of adopting visual analytic tools. In contrast, we focus on 
understanding the impact of the organizational structure throughout the KDP as well as describing the 
challenges from a sociotechnical perspective. We also describe the environmental constraints that 
may impact a data professional and how they overcome such constraints.  
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2.7 Sociotechnical system 
Throughout this thesis, we apply a unique lens to the data profession, viewing the domain a 
sociotechnical system. A sociotechnical system contains both social (human-related) and 
technological (non-human) aspects that interact together to pursue a common goal [61]. In other 
words, humans within a system must interact with each other through technology. This introduces a 
social dimension in a technical system. A sociotechnical system has the following four features [69]: 
1. Work is in a physical environment but also in a social environment  
2. Work includes the communication of data, information, and knowledge 
3. Work is often performed collaboratively and cooperatively  
4. Social interaction adapts and self-evolves through work.  
2.7.1 Sociotechnical gap 
Within a sociotechnical system, the social dimension influences the technical dimension. This 
interaction between a user within a system creates different social needs that the technical dimensions 
must need. If the social needs are not met, there is a discrepancy between the social and technical 
dimensions. This is also known as the sociotechnical gap. Ackerman defines the sociotechnical gap as 
“the divide between what we know we must support socially and what we can support technically” 
[1]. The sociotechnical gap has been used to understand challenges in a variety of different domains 
such as software development [68], social media [50], decision support systems [62], and location-
aware computing [32]. In our study, we explore the social technical gap within the data profession.  
2.7.2 Sociotechnical gap and Computer-Supported Collaborative Work 
The sociotechnical gap is the fundamental problem within CSCW. Ackerman [1] argues that 
understanding and reducing the sociotechnical gap is the reason for CSCW’s existence. CSCW is 
uniquely positioned to address this gap, as CSCW exists at the intersection of technology and social 
settings. Throughout this thesis, we aim to identify the sociotechnical challenges that exist throughout 
the KDP, which could have arisen from the gap. By understanding the sociotechnical gap, the CSCW 
community can address the gap through technology. By understanding and addressing the 
sociotechnical gap, we might be able to reduce the sociotechnical gap through improved technology 
and improved data professional training.  
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Throughout the thesis, we focus on understanding the sociotechnical gap within the KDP from the 
organizational perspective. Unlike previous researchers [2,39,46,63,65], we analyze KDP from a 
system-wide process, rather than only at the individual or small group level. Gurdin’s conceptual 
framework of CSCW helps understand how to better design for working together [35]. It is important 
study the systems developed to support organizational goals as they act through individuals, groups, 
and projects [35]. 
 





2.8 Combining the use of thematic analysis and cognitive work analysis 
In this thesis, we combined the use of two different analytical techniques: thematic analysis and 
CWA. Thematic analysis is a widely used qualitative analytic method in social sciences to identify, 
analyze and report themes within a dataset to answer a research question. In contrast, CWA is a 
structured framework used to analyze complex sociotechnical systems. Few researchers have 
combined these two analytic techniques together. In this section, we will describe how other 
researchers have used a hybrid of these two methods.  
When researchers leverage CWA, they often do so to understand the environmental constraints and 
use thematic analysis as a method of identifying and summarize the environmental constraints. Effken 
et al., [24] used CWA as a method to fit decision support tools to nurse managers’ workflow and the 
constraints were identified using thematic analysis. CWA was a method to constraint and frame the 
thematic analysis. Naweed [52] leveraged CWA and thematic analysis to investigate the skills of 
modern and traditional train drivers. Their approach was to first explore the domain, its task and 
strategies, and used thematic analysis as a tool to repack the findings into a conceptual model to be 
easily explained.  
In contrast, we use thematic analysis as a method to first freely explore the data, before leveraging 
CWA to understand the specific domain constraints that impact data professionals. In doing so, we 
can approach the data from both an ecological (top-down) and cognitivist (bottom-up) perspective.  
2.9 Chapter Summary 
This chapter reviews relevant background literature about data professionals and their proposed 
workflows. We describe the KDP as a framework in which this thesis will use to describe 
sociotechnical challenges in the data profession. This chapter also reviews the Ackerman’s lens of the 
sociotechnical gap used to understand the sociotechnical challenges that data professionals face. The 





This chapter describes the process by which the interviews were conducted to investigate the 
sociotechnical challenges that data professionals face. The sampling strategy and recruitment are first 
described followed by a description of the interviewees, and the interview procedure.  
3.1 Sampling and recruitment 
With this research study, we aimed to reflect the diversity within a given population, rather than 
create statistical generalizability. A purposive sampling strategy was used to generate insights by 
“selecting information-rich cases strategically and purposefully” [54]. With purposeful sampling, we 
deliberately seek to include outliers to understand more about the topic, rather than to attempt to 
generalize from our sample to the general population. This allows for deviant scenarios to be 
illuminated through the findings. Participants were selected based on three criteria: 
1. Self-identification as a “data professional”  
2. Stored, manipulated, or obtained insights from data  
3. Collaborate with multiple teams or team members. 
Also, a maximum variation sampling strategy, a subset of purposive sampling strategy, was used to 
select our participants [53]. The goal of maximum variation sampling aims to sample for 
heterogeneity and select a small number of cases that maximize the diversity relevant to the research 
question. The participants were recruited for diverse industries, experience, job functions, and 
educational background from North America and Europe.  
The sample size was guided based on the concept of theoretical saturation [33]. “As a study goes 
on, more data does not necessarily lead to more information” [48]. Theoretical data saturation is 
reached when sampling more data will not result in new information related to the research question 
[64]. In other words, when the interviews illustrate similar instances repeatedly, themes and theories 




A total of twenty participants were recruited using two specific methods: 
1. Twelve participants were directly contacted through email or LinkedIn and selected through 
the maximum variation sampling technique. The participants had job functions which fit the 
data professional description such as data engineer, data scientist, and data analyst.  
2. Finally, using a quasi-snowball sampling technique [67], the final six participants were 
recruited based on the recommendation of other participants. Often, the recommendations 
were colleagues of the participants who helped complete the story. For example, a data 
analyst would recommend a data engineer to be part of the study. We filtered the 
recommendations from the participants based on the maximum variation sampling procedure.  
All procedures obtained clearance from the University of Waterloo Office of Research Ethics (ORE) 
under the project 21312, titled “Understanding and Supporting Data Professionals In Complex 
Domains.” 
3.2 Interview procedure 
The interviews were conducted between March and April 2016. When possible, interviews were 
carried out in person at the participants’ workplace in a meeting room. All audio was recorded using 
QuickTime. Interviews P4, P14, and P17 were performed over Skype due to distance limitations. The 
interviews lasted between 45 and 90 minutes and were audio recorded and later, transcribed using a 
transcription service.  
3.3 Interview questions 
A semi-structured interview protocol, combining a predetermined set of open questions with freeform 
questions, was used to address the research questions. A structured list of eighteen questions was 
used. The researcher probed into interesting responses through an unstructured conversation. The 
interview had three main sections: background information, a walkthrough of two projects, and 
understanding the effects of domain knowledge on the KDP. 
During the interview, we first asked interviewees to describe their educational background, age, 
experience, their current role, their team, and their typical day. 
We next asked participants to describe in detail a specific project in which they had to ask and 
answer a question using data. We focused on eliciting and understanding the collaborations that 
existed throughout the project. Next, we introduced the KDP to the interviewees. We presented the 
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process using a diagram and a verbal one sentence description of each phase. The interviewees were 
asked to comment on the process and walk through a second project in detail using the KDP as a 
framework. The interviewees were asked about the difficulties they faced in each phase of the KDP. 
We probed into the strategies the interviewees used to cope with the challenges in each phase.  
The rest of the interview focused on understanding the effects of a domain on the KDP as well as 
different methods of communication. Time was left at the end for an open discussion to allow 
interviewees to share anything else that they think would help us understand their work and their 
process. Finally, interviewees were asked to share names of colleagues that they think would be 
potential participants. 
The interview data were later analyzed using two methods, thematic analysis and CWA. The results 
from both analyses are presented in the following two chapters. 
3.4 Participants 
The study consisted of twenty semi-structured interviews from 14 companies, spanning over 45 to 
90 minutes. Table 2 below outlines all 20 participants. 14 were male, and 6 were female from the ages 
from 22 to 55. The participants had a diverse set of job titles such as data engineer, data scientist, data 
analyst, consultant, and quality improvement specialist. They varied in seniority from 1 to 20 years 
and worked in organizations of different sizes, from start-ups to multi-national companies. Their 
educational backgrounds ranged from some high school to a PhD degree (with most participants 
having some form of higher education). Most of our participants had formal training in finance, 
engineering, and statistics. Our participants worked from companies distributed across Waterloo 
(ON), Toronto (ON), Seattle (WA), and Copenhagen (DK). A diverse set of participants ensured that 
a diverse set of insights could be extracted. For example, we explicitly included data professionals 




Table 2: Participant background 
Participant  Job Title 
Education 
Background 
Experience  Industry 












PhD 10 Geography 
P5 
Data Analytics and 
Reporting 
Bachelors 7 Corporate 
P6 Data Scientist Bachelors 1 Technology 
P7 Data Engineer High school 6 Consulting 







P10 PhD Student Masters 4 Healthcare 
P11 Planning –Evaluate Bachelors 10 Corporate 
P12 Institutional Analyst Bachelors 18 Corporate 
P13 CEO  Bachelors 2 Technology 
P14 Game Consultant PhD 20 Gaming 
P15 Consultant PhD 10 Healthcare 





Participant  Job Title 
Education 
Background 
Experience  Industry 




Bachelors 1 Healthcare 
P19 Data Scientist Bachelors 10 Technology 





3.5 Chapter summary 
Twenty data professionals from fourteen companies participated in 45 to 90 minutes semi-structured 
interviews. The interview probed into the collaboration and communication challenges and coping 
methods that the data professionals used. The analysis and findings are presented in the following two 





The purpose of the chapter is to describe the first lens of our analysis using thematic analysis. First, 
we will describe the method and then, walk through the findings using the KDP as an organizational 
structure. Our results illustrate the complexity of the KDP and highlighting the sociotechnical 
challenges that a data professional may face. 
4.1 Method 
Thematic analysis is a widely used qualitative analytic method used in social, behavioral, and applied 
sciences. The goal of thematic analysis is to identify, analyze, and report patterns (themes) across a 
dataset to answer a research question [9]. Patterns are often identified through a rigorous process of 
data familiarizing, data coding, and theme development. Based on Braun et al. [9], thematic analysis 
consists of six phases:  
Table 3: Six phases of thematic analysis 
Phase Description of the process 
1. Familiarization with the data Transcribing data (if necessary), reading and re-reading the 
data, noting down initial ideas. 
2. Generating initial codes Coding interesting features of the data in a systematic fashion 
across the entire dataset, collating data relevant to each code. 
3. Searching for themes Collating codes into potential themes, gathering all data 
relevant to each potential theme. 
4. Reviewing themes Checking in the themes work about the coded extracts (Level 
1) and the entire data set (Level 2), generating a thematic 
“map” of the analysis. 
5. Defining and naming themes Ongoing analysis to refine the specifics of each theme and 
the overall story the analysis tells; generating clear 
definitions and names for each theme. 
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Phase Description of the process 
6. Producing the report The final opportunity for analysis. Selection of vivid, 
compelling extract examples, final analysis of selected 
extracts, relating back to the analysis to the research question 
and literature, producing a scholarly report of the analysis. 
 
Even though the phases are listed sequentially and build on previous steps; thematic analysis is 
typically a recursive process.  
4.1.1 Thematic analysis approaches  
There are many different approaches to generate the codes and themes for thematic analysis. 
• Inductive “bottom-up”: Coding and themes are directed by the content of the data  
• Theoretical “top-down”: Coding and themes are directed by existing concepts or ideas  
• Semantic: Coding and themes reflect the explicit content of the data  
• Latent: Coding and themes reflect the concepts and assumptions behind the data  
• Realist: Focuses on reporting an assumed reality as described in the data  
• Constructionist: Focuses on reporting on how a certain reality is created by the data  
It is common that more inductive, semantic, and realist approaches are clustered together, whereas 
deductive, latent and constructionist approaches are clustered together. The specific approach that a 
researcher takes is not as important as the analysis being theoretically consistent and coherent.  
The two primary methods that themes can be identified are: inductive and theoretical. An inductive 
approach refers to themes are strongly linked to the data and is similar to grounded theory. The 
themes emerge may have little to no relationship to the specific questions asked of the participants. 
An inductive approach does not consider any pre-existing framework or researcher’s preconception. 
On the other hand, a theoretical analysis is driven by a theory and a researcher’s research questions.  
4.1.2 What is a theme? 
A theme represents an important aspect of the data in relation to the research question and “represents 
some level of patterned response or meaning within the data set” [9]. It is important to note that more 
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instances of a theme do not necessarily mean the theme is more crucial than another [9]. In addition, 
there is no cutoff on how prevalent a theme is. For example, it is not the case that a theme is only a 
theme if it is present within 50% of one’s data and not a theme if it only appeared 40% of the time. It 
is up to the researcher to determine what a theme is.  
4.1.3 Multiple coders  
A range of technical fixes including purposive sampling, grounded theory, multiple coding, inter-
reliability score has been used in the past to confer rigor [5]. Many researchers such as Barbour [5] 
and Barry [6] believe that coding data with multiple researchers does not result in better coding or 
more accurate results. Multiple coders only result in different coding. The need for multiple coders 
and inter-rater reliability assumes that there is an accurate reality within the data that can be captured 
through the thematic analysis. Instead, thematic analysis is flexible and organic, with the themes 
evolving through the coding process, with no one accurate method to code the data. Inter-rater 
reliability scores can only illustrate that two researchers have been trained to code data identically, 
rather than their codes and analyses are “accurate.” 
For example, Armstrong et al. had six experienced researchers who independently coded one focus 
group transcript and it illustrated substantial deviations between how each researcher coded the data 
[4]. Some researchers argue that this is not surprising given the complexity of qualitative data and the 
range of backgrounds of the researchers [5].  
The degree of concordance is not important; the value is within the disagreements and discussion 
used to refine the coding. The great benefit of having multiple coders is the ability to explore 
alternative interpretations. In other words, multiple coders allow for one to act as the “devil’s 
advocate,” and provide different perspectives. This specific exercise is used to encourage 
thoroughness within the analysis. Whether the analysis is carried out by a sole researcher or by a 
team, is irrelevant. Instead, ensuring the analysis follows a systematic process and is transparent 




4.1.4 Quantifying qualitative data 
Within a qualitative study, we do not quantify our results. Pratt [56] describe five dangers of 
quantifying qualitative data: 
1. It may trigger a quantitative/ deductive mindset among reviewers  
2. It may be misleading (small changes in response corresponds to large changes in percentage 
counts) 
3. It may overlook “taken for granted meanings” 
4. It may do “violence to experience,” inadequately representing the voices of the individuals 
studied  
5. It may simply create the “worst of all worlds”: not enough of a sample for a statistically 
significant test, and too anemic a representation to adequately represent rich data 
In addition, other researchers like Pyett [57] argue that “counting responses is missing the point of 
qualitative research, as frequency does not determine value”. Quantifying responses from semi-
structured interviews may not practical. During semi-structured interviews, the same questions are not 
always asked to obtain the same insightful stories. Even if the same questions are asked, they are 
often not asked in the same verbiage or order. Semi-structured interviews are analyzed through 
thematic analysis to answer what, how, and why questions. In comparison, research methods such as 
structured interviews and surveys are more appropriate to answer how frequent and how prevalent 
questions.  
Measuring prevalence is not crucial to thematic analysis. Part of the flexibility of thematic analysis 
is it allows the researcher to determine the themes and prevalence in a variety of ways. What is most 
important is that the results are presented in a consistent method. Within this thesis, we adopt 
conventions for representing prevalence using descriptions such as “the majority of participants” [9] 
and “a number of participants” [10].  
4.2 Data analysis  
The interview data collected using the method as described in Chapter 3 – Approach, served as the 
foundation of the thematic analysis and inductive analysis [20]. To facilitate the in-depth analysis, the 
interviews were all transcribed using a transcription service. Each transcript was reviewed and 
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corrected for inaudible sections. By reading and re-reading the transcriptions, we became more 
familiar with the data and jotted down initial thoughts.  
After the transcripts, had been corrected and reviewed, the transcripts were imported into Atlas.ti, a 
robust qualitative data analysis software for large bodies of textual, audio, and video data. Atlas.ti is a 
tool used by many institutions and corporations such as Harvard University, Google, and Microsoft. 
Atlas.ti allows researchers to explore transcripts in a systematic manner enabling open coding to be 
conducted. The software enables researchers to evaluate quotes side-by-side and established 
relationships between codes to create themes.   
The thematic analysis began with a line-by-line coding of the transcripts, also known as 
microanalysis [20]. In the beginning, the goal of microanalysis of the process was to discover 
categories and to uncover relationship among different concepts. After the categories were 
established, the analysis focused on validating the themes and verifying relationships [20]. The 
coding process focused on first understanding the sociotechnical challenges and coping strategies. 
The phases of the KDP were used as initial codes [55]. Following the process as outlined by Hsieh & 
Shannon [38], any quotes that were not categorized that did not belong to the initial coding scheme 
were given a new code. The new codes were used to keep track of new concepts and themes that 
emerged from the transcript.  
It is important to highlight that microanalysis does not mean that every single word was coded. 
Rather, we scanned the transcript for relevant material and quotes. When a section of the transcript 
was identified as being potentially useful, a line-by-line procedure was used to assign and code the 
relevant sections. 
After the microanalysis was conducted, the codes were reviewed and grouped into potential 
themes. The themes were checked in relation to the codes. Next, using the generated themes as codes, 
a second pass of the data was conducted to validate the themes, verify relationships and strengthen 
each theme. The themes were checked against the related literature to evaluate the novelty of the 
findings. Each theme was also discussed within the research team as themes emerged. Discussions 
within the research teams were used to evaluate the strength and gaps within the themes.  
As thematic analysis is an iterative process, it was carried out in parallel with the interview process. 





We now report our main findings of illustrating the sociotechnical challenges experienced by data 
professionals in the context of the different phases of the KDP. Our results validate and extend the 
KDP as a framework to describe data professionals’ workflow. Specifically, we will discuss the 
challenges faced by data professionals and the coping strategies used in each stage of the knowledge 
discovery process.  
We have organized our primary results on the sociotechnical challenges that data professionals face 
around the critical phases of the KDP described above: 1) business/problem understanding; 2) data 
acquisition; 3) data validation and analysis; 4) data visualization and communication. We will 
illustrate how the underlying organization and domain create friction throughout a data professional’s 
workflow. Finally, we will describe the emerging need of the translator throughout the process. 
Recognizing and identifying these challenges is the initial step in addressing the challenges. It is 
important to note that the prevalence and severity of each challenge are unique per data professional 
based on different factors such as the domain and the organization. 
4.3.1 Problem understanding 
Problem understanding is the initial step in the discovery process. To fully understand the problem, 
data professionals are required to understand the domain, business, and problem space. Two main 
challenges exist within this phase: 1) Data professionals are often presented with lofty goals, 2) Data 
professionals have difficulty obtaining knowledge about the problem space. 
Within the problem understanding phase, data professionals need to understand the problem before 
moving to the other phases of the KDP. A data professional consultant described understanding the 
problem and business needs as a method of informing the solution. He explained that the technical 
aspects of the discovery process follow a similar basic framework in that he must understand the 
business requirements and apply them to the technological framework: 
The majority of my time personally is spent in probably split between these [problem and 
business understanding] and making sure that the customers and people that we're 
working with understand what they're building and why… it was still the same basic 




However, achieving understanding of what stakeholders needed was difficult. Organizations and 
stakeholders did not have a clear question that can be addressed using data. Questions to which 
stakeholders wanted the answer may require metrics that were not collected or metrics that could not 
be measured. The lack of clarity resulted in ill-defined questions or lofty goals, as described by a 
participant working in higher education:  
[Stakeholders] have kind of grand ideas of what they want. But trying to narrow them 
down to say “ok you need one number or trend line to measure what you’re trying to 
show” [P5]  
In fact, stakeholders or clients often did not appear to know what they actually wanted with data:  
…the product team may have their request and sometimes they don't even know what 
they exactly want. It's that I want this, but it's like Henry Ford. When everyone was 
asking for a faster horse but Henry Ford knows what they actually want is a car. 
Sometimes they will submit their requests, we have a backlog system, we can't trash 
those requests, but sometimes you have to be careful with those requests. [P17] 
Next, we highlight different methods in which data professionals attempted to define the problem 
space in collaboration with stakeholders. The first method was to understand the problem domain. 
Regardless of the complexity of the domain, data professionals needed to understand the domain and 
the goals of stakeholders to refine the problem. In other words, by understanding the problem domain, 
data professionals could understand the context and goal of the stakeholders. Understanding the 
problem domain was difficult as it often required learning from domain experts, whom have limited 
amounts of time. Domain experts differed in each problem space, but ranged from product owners, 
doctors, accountants, to developers. A data professional within the finance industry highlighted the 
need of using domain knowledge as a method to refine the ill-defined problem: 
The first thing we will walk through what is your motivation. Why do you want to solve 
this problem? Then we will ask them what kind of decisions are you trying to make based 
on the results and what kind of actions are you planning to take based on the results? 
How much business impact can this give us? Then the next question once we figure out 




Across most of our interviews, we saw data professionals seeking answers from domain experts in 
different faces of the KDP. Questions were often used to understand the functional purpose of an 
organization or problem space. For example, a data professional within the technology sector 
consulted a business owner to refine the problem space: 
First I think you yourself have to understand what that business does, how that business 
functions. For instance, what is the value proposition of that group? What kind of value 
are they trying to drive for the business? How are they making money? What expenses 
are they looking at? And then what the bottom line, for me just coming from an 
accountant background that's one big thing I need to understand, how they generate 
revenue and then second, what other maybe not so tangible success factors are they 
looking at right and how do they add to the company and then from there you can say, 
"How can I add to help them? How can I drive value to help them accomplish their 
goals? [P9] 
Helping stakeholders understand what can be measured was the second strategy data professionals 
used to redefine a lofty goal. One data professional in higher education explained the need to 
understand what can be measured when presented with a problem. For example, stakeholders may 
want to understand why students succeed in certain courses or programs. However, a data 
professional must understand how success can be operationalized and measured in this context:  
The first question is how do we measure something like this. Can we even measure what 
you’re trying to look for? If the question is what makes students most successful? How 
do we measure success? [P5] 
A data professional from the games industry also described a similar strategy to help define lofty 
goals. Stakeholders often want to understand why something is happening, yet data can only track 
what people are doing:  
An analyst can go to a designer asking them what types of behaviors are in you 
interested in having tracked. The designer will often ask them questions, give them 
behaviors that we cannot track. For example, what is the motivation of the player? 
Which for a designer is incredibly interesting? They want to know how people respond 
to their art and craft. If you then go to a back-end engineer saying, "Track the 
motivations of the players." They're like, "How exactly do you want to do that? Because, 
all I can track is what people do not why." [P14] 
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An extra challenge with lofty goals was that data professionals experience frequent project 
requirements changes. The project requirements frequently change as problem understanding 
improves for both stakeholders and data professionals:  
[Understanding what the business wants is] the biggest piece right and a lot of the times 
businesses may think they want one thing but then as you dig deeper you realize that that 
want something else [P9] 
4.3.1.1 Problem understanding is “social” 
It is important to highlight that problem understanding and definition is not done in silos. Data 
professionals often sit together with the experts to determine details of a research question. The 
frequency of these interactions varies from constant side-by-side to monthly communication: 
I have one on one's with the director of that business group on a weekly basis and that 
really helps me to understand what the group is trying to do, what is it that they're really 
trying to achieve and that really helps me do a lot and can make better decisions when I 
do my analysis. Bringing data points that they may not have asked for but I think is 
actually useful to them [P9] 
As the team has a variety of different skills and experiences, the problem of achieving common 
ground can be seen. One specific challenge with asking questions is knowing how to frame and ask 
the questions. A novice data professional working within the medical field illustrates this issue:  
I never know how to frame it into the right question, so I just ask a question and then I 
ask another question afterward, if I'm not getting the answers I'm looking for. Sometimes 
I might be completely down the wrong track and you don’t' realize it until you notice that 
there's a hole somewhere inside your data analysis. It takes a lot of sort of thinking 
about the problem. And I have a lot of time to think about it. So you find a lot of holes 
[P10]. 
Overall, we found that problem understanding was a collaborative process, with data professionals 
challenged with lofty goals from stakeholders, requiring significant effort and time to understand the 
underlying problem.  
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4.3.2 Data acquisition and understanding 
Once data professionals understand the problem, as per the KDP, they need to acquire the appropriate 
data. Although several streams of research are focused on the technical challenges of data acquisition 
such as data storage, data cleaning, and data management [2,39,46,63,65], we focused on our analysis 
on uncovering the sociotechnical roadblocks that prevent a data professional from acquiring and 
understanding data. Within this phase, participants described two main challenges: 1) Difficulty 
knowing what data is available and its source, 2) Trusting and understanding the data extracted.  
It is important to point out that data acquisition and understanding can only occur if a data 
professional understands the domain. 
4.3.2.1 What data is available?  
Once a problem has been clearly defined, data professionals must understand to what data is available 
and what they can actually access. Only once data professionals understand what data is available and 
accessible, can they create a plan to extract data from the databases, validate the data and analyze it. 
This step of understanding the data often includes understanding the business processes that lead to 
the creation of data within a system. By understanding the origin of a data point, data professionals 
can validate and comprehend the meaning behind each data point. A data professional from an 
educational institution explained: 
There are business processes that lead to that data in the system. So we try to 
understand how does this come to be, what is this number mean, why is there, and how 
does it represent the world. Once we answer that, we give them a sample set to say 
here’s a preliminary look at what the data looks. [P5] 
While business processes define what data can be available, environmental constraints may have an 
effect on what data can be stored. An interviewee explained how environmental constraints of the oil 
and gas sector can affect the data that can be collected:  
In oil and gas has a situation where they've got oil rigs and those oil rigs get 
disconnected from the internet all the time because of weather or solar flares. That 
means that their data acquisition policies and processes have to be different from the 
fact that they lose connection to the rest of the world for 2, 3 days at a time. That 
changes the technology implementation such that you have to have a data acquisition 
process on the rig itself and then a process to pull that back to a centralized location on 
a schedule [P7] 
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In comparison, the same interviewee described how legal and regulations restrict the amount of 
data to which a data professional could access:  
[In finance], their regulations affect what data we can use. For example, financial 
information in Brazil for example is not allowed to leave the country at all, flat out. You 
cannot have any personal information about any financial transaction leave that country 
[P7]. 
Third-party data sources can also affect the type of data that is available for analysis. Third-party 
data sources included any data sets that is not collected by the organization itself. A data professional 
working with third-party data sources explained the struggles with such data, as he was unable to trust 
the origin of each data point: 
It started off with getting raw data, ensuring that it's correct. We had raw data coming 
from a third-party tool, so we get the raw JSON coming in on a scheduled basis. There 
were tons of issues in terms of the API, that they were not sending the right data. Turns 
out there were rows that were deleted that they didn't tell us were deleted, so we were 
just assuming that they existed… When they were sending us the data, they weren't 
sending us the history. They were just sending us this one attribute at this point in time. 
[P16] 
The lack of trust within extracted data extend beyond third-party data. This trust could be 
established by keeping track of data provenance (i.e. the origin of the data and whether it is still 
updated): 
What's really interesting about this type of analysis, especially when it's passing hands 
or even within an organization where the project may span multiple years, typically the 
person who’s coded the database is not the person who’s looking at the data afterward. 
[Name] had to spend a lot of time creating a legend trying to clearly identify what the 
database variables were, how he’s coded them either by using ranges or whatever it may 
be, like time periods to silo out the data. He created a big legend for that which took 
most of the time I would say really because cleaning the data is the big pain. It was 
definitely not instinctual to just get into the data and start to look at it. We definitely had 
to clean it and make sense of it first [P20].  
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4.3.2.2 What does the data mean?  
The challenges that data professionals described were not limited to extracting data—in fact, a 
common problem that data professionals faced was the capacity to understand the extracted data as 
well as the source. Data professionals described how they were required to understand how data 
extracted is a representation of the world. A participant working in higher education, explains that 
even though he could extract the data and see the data, he did not understand what the data described:  
When I first started, I had a real problem looking… I can see all the data that's coming 
out, but not understand what I should be pulling. You may have several measures that 
are named slightly differently… An example of that would be the count of students can 
be slightly different depending on what you're looking for... If you're picking the wrong 
one you're going to get vastly different results…Based on the question you may have 
you'll know what you should be picking. Initially, I had an issue because I didn't know 
where to get that context [P19] 
All our participants regardless of the domain described similar scenarios of not being able to 
comprehend extracted data. A data professional in finance recalled misunderstanding the origin and 
the meaning of two data points labeled in a similar manner:  
[When] I first came here there was a lot of data points, and honestly there would be like 
current partnership type and then just a partnership type and there's tables that have the 
same name except four letter difference [P9]. 
The problem appeared to compound as a misunderstanding of terminology often occurred within 
teams. One of the participants’ narrative highlights this frequent pain point of understanding data: 
It's more a misunderstanding of what terms mean. Team A may be defining a merchant 
as a billing relationship, but somebody in Team B may be looking at it as "one shop is a 
merchant." It depends on how the terms are defined, and then that will give you a very 
different understanding. When you're calculating some value, especially money-related, 
anything finance related, it has to be very clear what that value is or how you're 
calculating it and at what point that data is valid and when it is not valid. [P16] 
Once data professionals understand the data, problems often emerge. The root causes for 
discrepancies and anomalies within the data must be understood and addressed before the data 
analysis can be conducted. Without addressing and understanding the data discrepancies, data 
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professionals may observe misleading patterns. However, one data professional describes the 
importance of choosing the appropriate method of dealing with the problem. The method of 
addressing issues between colleagues and external partners differed: 
There is a difference between saying, "Your data is wrong and I don't understand your 
data. Somebody [in the] presentation, said, "Saw some data, didn't like the number, 
you've got a mistake in a number, that number's wrong." What happened after that, in 
the hallway, was a confrontation between the 2 parties... There was heated discussion 
and raising of voices and defensiveness. It wasn't very collegial. [The] whole thing could 
have been avoided, if proper tact had been applied. Even though we might think that we 
understand our data 100% we should assume that something is missing and I am still 
wrong. [P11] 
4.3.3 Data validation and analysis 
Our interviewees described that there were two kinds of validation activities that they normally 
participated in: 1) validating analysis results using common sense and basic statistical skills, and 2) 
validating results using the domain and context specific knowledge. While mastery of statistical 
concepts was important among our interviewees, it was often not enough to adequately validate the 
data thoroughly:  
Even when you know the data type, and expected values, and their relationship, we still 
get questions [P11] 
All participants mentioned using common sense data validations techniques have been used to 
conduct sanity checks on the data set. For example: “Is there are a date where a gender male or 
female value should be?”:  
"You told me that age has expected value between 20 and 99. Why am I seeing A in the 
age column?" The data type has to be numerical, because it's a percentage of something. 




However, common sense cannot be used to validate every scenario. Without the use of domain 
knowledge to validate the data, problems could never be detected and ultimately lead to a misleading 
result and decision: 
For example, we know students couldn’t take 50 classes in a term. So we see outliers or 
see something. That’s a really simple example. But in other cases where it’s not so easy, 
we may never know. Until a power user or someone says “chemistry students can’t take 
ECON 101 how do you have ECON 101 there? [P5] 
The use of domain knowledge to validate data was difficult as data professionals often did not have 
the necessary domain knowledge. For example, a data professional working in healthcare was trying 
to analyze blood pressure data from an application to make recommendations. She was unable to 
validate this data as she lacked the domain knowledge. To do so, she needed to collaborate with 
clinicians: 
Sometimes I would have to ask them [clinicians] is this a valid answer? Does this 
average blood pressure look right? When it comes to analyzing the data set ... does this 
relative risk look okay, or is this way out of bounds of what you would have expected? 
[P15]. 
When analyzing the results, data professionals often notice unusual trends within the results. On 
investigation, issues may arise because of an error in the code or an error with the initial data. This 
often requires a data professional to re-analyze and review the data:   
It would be something along the lines of you're evaluating the result of your experiment, 
your model or something, and you're looking at new data and you see something that 
doesn't fit into your preconceived notions of how the system could work and then that 
raises a red flag in your brain. You go, and you look at the data more closely and you 
realize there is some data that you missed in your validation phase [P5].  
4.3.4 Data visualization and knowledge communication 
The final step of the KDP is data validation and communication. As discussed previously, HCI has a 
long history of developing effective visualization and communications. Our results illustrate the phase 
as highly social with the need of domain knowledge to provide context to the data patterns. This 
phase is also the most critical, as without proper communication of actionable insights, data 
professionals are not able to provide value to stakeholders and their organizations. This is essential as 
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74% of firms want to be data driven, but only 29% can act on the insights [23]. Our results illustrate 
that data visualization does not only serve as a vehicle for communication knowledge, but also as an 
intermediate step to understand the data.  
The importance of data visualization and communication can be reflected in the time spent on this 
phase. A data professional from a large technology firm describes:  
If I have to divide my time then I will spend 30% of the time to acquire the data, to 
validate the data. Then 30% of the time to do the real work, to do the data analysis, 
monitoring and etc, then 40% of the time to prepare for the presentation [P17]. 
The challenges within knowledge communication are the ability to tell a story and to create 
actionable insights which impact the business. There were two aspects of data visualization that 
interviewees described: 1) using visualization techniques to enhance their understanding of the data 
and 2) presenting their findings to clients and other team members. One data scientist at a large 
technology company explained how visualization could also be used as an intermediate step in the 
analysis process to get feedback, and not solely for communication: 
I will grab someone, another data scientist from my team and just go through the slides 
with him or her before the meeting and I'm just going to monitor how he or she is going 
to react. Then he or she needs to actually understand the graphs. If so that means 
perhaps I don't need to make some changes to my slide X [P17]. 
One of the most challenging aspects of data visualization was communicating the results to an 
audience in an unfamiliar domain. For example, a data professional working in producing video 
games different data visualizations are required for different stakeholders:  
Let's say that I am showing a spreadsheet built in Excel that showcases a variety of 
different indications about the behaviors of players in a game. You can then show such a 
spreadsheet, filled with numbers, to a level designer, who's used to thinking of terms of 
height and textures and lighting. They will look at the numbers and they won't 
understand anything. If I show them a heat map, if I show them, here is your game level 
and here is where people die, here is where people pick up weapons, here's where 
people encounter and talk to NPCs. That is more in their language, right? This is how 




Data professionals not only need to figure out how to communicate the knowledge, but also what to 
communicate. There are often privacy issues that cannot be shared or reported. A data professional 
working in healthcare describes this problem: 
It’d be very dangerous to just leave them into a space where they can see anything 
especially when it’s dealing with health data. People can see very personalized health 
information and we don’t want that [P13] 
Privacy concerns or personally identifiable data occur across different sectors other than health. 
Similarly, a data professional working in higher education explained that there are some data points 
which cannot be shared:   
Usually, the conversation, manager level wise, has to happen when you're talking about 
permissions. "Are we allowed to report this data," or "This is the level that we're being 
... The U15 is asking us for this level of data that includes student information, they want 
record level student information." We have to go through the Registrar's Office, and we 
also go through the ethics, same thing that you've done. [P12] 
When communicating data to stakeholders, novice data professionals struggle to focus on the 
communicating key findings and not on the details:  
It took me a long time to get out of specifics and into the general. When you are in 
school you are taught to look at the specifics… When you’re in a work environment they 
don’t care about the specifics unless something goes wrong, only if something goes 
wrong you’ll want to go in the specifics.  [P1] 
The goal of data communication or knowledge dissemination is critical to provide impact within an 
organization. This phase is how data professionals can provide value. One important aspect of data 
communication is the ability for a data professional to defend their methods and choices to gain 
credibility and trust from the team: 
They may ask you, they may argue. Have you thought about other methods? Have you 




4.3.5 Summary of challenges in the Knowledge Discovery Process 
Our results indicate that the KDP as highly social, collaborative and dependent on domain 
knowledge. By understanding the sociotechnical aspects of the KDP, we became aware of many 
challenges data professionals faced in every stage of the workflow. We highlighted five key themes 
related to these challenges:  
1. Dealing with lofty goals, resulting in frequently changing project requirements that often 
affect the purpose and scope of the project.  
2. Understanding the problem domain 
3. Trusting and understanding acquired data 
4. Unable to fully validate data and results 
5. Understanding how and what to communicate 
A summary of the challenges can be viewed in Figure 4. 
 




4.4 Data made relevant by domain knowledge  
The underlying need for domain knowledge is apparent throughout the KDP. Domain knowledge can 
be used to make sense and refine a goal, validate and identify data anomalies, as well as convert data 
patterns into actionable knowledge. Given the importance of domain knowledge, we observed that 
data professionals exhibit multiple efforts to obtain domain knowledge. One of the most common 
initiatives our participants described was using web searches to gain a basic understanding of the 
terminology need to ask the correct questions and achieve common ground with different 
stakeholders: 
If you're walking into something blind, then Google search is better than nothing… 
There's a discovery process in every single one of these meetings. Generally, what 
happens is I'll walk in and I'll say I talked to the sales team, I talked to the account team, 
I talked to X, Y, and Z. This is what they told me, this is what I understand, help me fill in 
the gaps [P7]. 
Even though data professionals took the initiative to understand the domain, it was insufficient for 
understanding the nuances and organization specific details. Data professionals relied heavily on 
domain experts to learn and clarify details. The strategies in which data professionals attempted to 
understand a domain differ according to the domain. A consultant described some strategies he used 
to build his domain expertise before meeting a client:  
It depends on the domain. In a lot of times it's basically just talking to the customers, the 
businesses have problems. They know they have problems, they know what the problems 
are, but they don't necessarily know have a methodology for addressing those 
problems… In the case of oil and gas, you tend to learn a lot more from talking to people 
in the industry than you do from Google searches. If you're walking into something 




Other interviewees went as far as integrating themselves into the domain to understand exactly how 
domain experts worked and functioned. A data professional working in healthcare transportation 
described the need of being in the field to understand the work processes. This type of work required 
additional effort beyond their expected duties and day job:  
In the beginning, I spent a lot of time understanding the field… So understanding how 
the processes work. So I’m trying to analyze medical transfers, right? So I know how the 
transfers are supposed to be done. I’ve watched dispatchers do multiple transfers. I’ve 
talked to the doctors on how they use this data to change their transfers. So I’ve done a 
lot of observation studies to understand the process…you have to gain enough domain 
expertise that you can at least ask the right questions a lot of the time. If I had a specific 
question I had, I would go and maybe I would conduct another study to understand that 
question element [P10]. 
However, there was a saturation point in which understanding more about a domain may not help a 
data professional understand more about a problem and data set. A data professional consultant 
explained this further:   
At a certain point, the problem understanding [and] domain understanding is useful for 
relevance and useful for understanding a set of requirements but after that it doesn't 
necessarily impact what you're doing with the data. [P7] 




Table 4: Overview of the use of domain knowledge in the Knowledge Discovery Process 
Phase Impact Role of domain knowledge 
Problem Understanding High 
Domain knowledge is used to refine ill-
defined problems and the provide context to 
the problem space. 
Data acquisition and 
understanding Medium 
Business processes can be used to help data 
professionals understand the origin and 
relationships between data points.  
Data validation 
High 
Domain knowledge is used to validate the 
data set and any data patterns.  
Data Analysis Low  
Data visualization and 
knowledge communication High 
Domain knowledge is needed to convert data 
patterns into actionable insights that be used 
by an organization  
4.5 Organizational structure 
In this section, we outline challenges that the organization may impose on the data professionals. We 
highlight communication issues and technological constraints that can occur based on the 
organization process and structure.  
Many participants described how organizational hierarchy sometimes resulted in a game of “broken 
telephone” where different pieces of information were lost when moving up and down an 
organizational hierarchy. In this scenario, a game of “broken telephone” occurs between a data 
analyst and a manager between two stages of the KDP process: problem understanding and data 
acquisition. One of the issues highlighted by the participants, was the need to understand the problem 
“up” the reporting chain and conveying the same message “down” the reporting chain. This often 




There might be a question that came from up top and by the time it gets four levels down, 
it’s like broken telephone, something changes along the way. [Data analyst] are trying 
to pull something but because they haven't been involved in the full context of all the 
discussions and we [managers] don’t necessarily want them to be there because it could 
be months of meeting before we arrive at something. But because they don’t know all the 
discussion, the barriers and all the things we kind of had to break through to arrive at 
that question. To them providing a data point is easy but may not tell the whole thing. 
That might be the wrong data point or it could be one of many issues... I think the 
biggest challenge is working up to the hierarchy and then working back down and think 
getting lost in translation. [P5].  
Similarly, this issue can be seen when organizations separate each phase of the KDP into specific 
roles. A data professional who has 5 years of experience of working in both a financial and 
technological domain, compares two different organizational structures. In finance, the data 
professional worked in silos, resulting in an assembly line behavior and messages being “lost in 
translation”. The interviewee described the organization structure as: 
 [In my previous financial organization] It's almost like assembly line, and when you do 
assembly line people just get really good at what they do and therefore it's like, "I'm the 
BA I can do really great requirements, I'll throw it to you and you can translate it really 
well to the technology team". Then it's almost like a segmentation of duties... We use to 
play broken telephone and they don't have a good understanding of what the business 
looks for, like the business wants a Honda and they're giving them a Ferrari right, like 
things like that I've seen many time where a lot of projects even failed because it was not 
what the business was looking for. Then there's misinterpretation of business 
requirements. [P9]   
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In contrast, the interviewee described the technological organization as a collaborative 
organization, where she could see the value of her work and understand the context of each problem 
better. Most of our data professionals that worked in a collaborative environment described similar 
experiences: 
Here you have to understand everything so I think it is harder to maybe hire for 
somebody who really has that full stack understanding from understanding the problem 
to do all that and getting the data piece in as well and on top of that it takes more time in 
terms of, you have to do all this, as opposed to, "Here you're only doing up to here and 
then you're done and you're going onto your next project", whereas here you're doing 
the whole thing so it would take longer to really get that whole project done. When I was 
in [my previous organization], I would probably work on five projects at a time. Here I 
probably working on two big projects right now but the thing is I think my understanding 
of it is so much better, so I feel like the results of it will be that much better. I feel like I 
can see the value of my work here. [P9] 
On top of the effect of the organization structure on a data professional’s role, the organization may 
constrain the type of technologies available to a data professional. Organizations have limited 
resources to purchase software licenses, which may restrict and redirect the work that data 
professional can complete. A data professional in the education industry illustrated that the 
organization only had Microsoft-based tools and was not allowed to use any open-source software 
like R. This organization constraint limits the type of work that data professionals could conduct:  
[In this organization], I use Microsoft-based solutions; Microsoft Office, SharePoint, 
Tableau. That's our set of tools... Based on where I came from and what tools I used to 
have, Sequel Server, the Microsoft Stack, all these web-based solutions; I really had 
everything at my fingertips. Now I've come here and I've been told, "We use Excel and 
Database Access."... I don't know if you've watched or know of MacGyver where he's 
given very little tools and has to build something. [P19] 
4.6 Data professionals as translators 
Establishing common ground between stakeholders and data professionals is a challenge throughout 
the KDP. To compensate, the need for a “translator” has emerged within the KDP to assist with 
establishing common ground. Evidence of the need for translators exists within our interviews. The 
KDP is comprised of multiple stakeholders with different backgrounds and experiences.  
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In this section, we describe the two different types of translators we identified in participant 
interviews. These types are not intended to provide an exhaustive taxonomy of the different 
translators that exist. Rather, the intent is to provide characteristics of the kinds of translators that 
arose from our interviews. The two different types of translators that our participants described are 1) 
human as a translator and 2) artifacts as a translator. In this section, we will outline the scenarios in 
which each type of translator is useful. In the discussion chapter, we will further reflect on the 
implications of the role of the translator on education, and the KDP.  
4.6.1 Human as a translator 
The first type of translator is a human throughout the KDP. Within our interview, the data 
professional assumed the role of a translator. The role of the translator is to facilitate a two-way 
conversation between the data and stakeholder. The translator is needed most to convert business 
requirements into data requirements and well as convert data insights into actionable business 
insights. In a sense, a translator converts concepts in one language to equivalent concepts in a target 
language. In our interview, this unique role is often taken up by the data professional. The translator 
is needed most in the problem definition and problem understanding and the knowledge 
communication stages of the discovery process.  
The different languages that various stakeholders speak throughout the KDP is described by a 
participant in the games industry who described his experience conversing with a designer: 
A very common problem is that you have different languages, different types of training 
between the different types of stakeholders. That can put a barrier for communication 
because an analyst can go to a designer asking them what types of behaviors are you 
interested in having tracked. The designer will often ask them questions, give them 
behaviors that we cannot track. [P14] 
Most our participants exhibited the need to translate data, concepts, and requirements throughout 
their job. One data professional working in higher education expressed the need to translate all the 
business requirements into data requirements:  
Everything was business and they didn't have anyone quantitative, so numbers. So they 




Another data professional in technology went as far as describing being a translator was his 
primarily job function:  
The thing is, my job is primarily to facilitate taking the idea from the client who’s 
usually not very tech-savvy and converting it to what tech-savvy people know. When you 
try to bring the tech-savvy language into the client space, it does one of 2 things. Either 
it confuses them really badly and that’s never a good thing because if they get confused, 
then they start getting emotional about. Because they’ll say, “Oh, I should understand 
this.” They start freaking out about things even though it’s not a problem. [P13] 
A translator is most needed within the problem understanding phase to convert business 
requirements into data requirements. These translations are not straightforward, as translators must be 
able to stitch together the appropriate data. For example, a data professional described the need to 
understand the technology as a method to comprehend what business requirements were feasible:  
They [stakeholders] start putting new things or making suggestions about what we 
should do and it totally screws things up. Because if you have to include things that they 
don’t understand, then it ends up breaking the [technological] architecture pretty badly. 
[P13] 
4.6.2 Artifacts as translators 
The second type of translator is an artifact often created by data professionals. These artifacts were 
often used for documentation to translate and describe the attributes of data. One interviewee in 
education, who worked with multiple clients created a “data dictionary.” A “data dictionary” is a 
created artifact used to describe in detail the data set, assumptions, and results in the discovery 
process. Artifacts are powerful in outlining the details and technical aspects of the discovery process. 
These artifacts are most important within the data analysis and verification stages of the discovery 
process to help data professionals understand how a dataset may represent the world. A data 
professional described a data dictionary as: 
 [Data dictionary is] a template that we’ve created that has the title, description, what 
their research question was that led to that data, and have the technical conclusion and 
any notes that we did [P15]. 
Our interviewees created different variations of a data dictionary. Each artifact created was used to 
communicate to stakeholders about the specific data attributes and details. A data professional and 
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accountant described spending a full year to convert accounting logic and terminology into technical 
terms in which a database could understand: 
It was a pain in the XXX to do once, now this is quantified. The rules are set, but what 
we had to do is translate the world of accounting into a structure so that we could 
organize the database the way we want it, so that I could pull the data out in any way I 
want it [P8]. 
The use of spreadsheets as a translation tool was a common theme between our data professionals. 
Another data professional at a technology company mentioned the use of Microsoft Excel as a 
method to convert technical database columns to business terms: 
The finance guys organize it like this in the spreadsheet and explain it to the technical 
guys. Then the technical guys go, of course, that makes sense and they go do 
it…Mapping those relationships, the other spreadsheet ... All of that had to be organized 
first because it's not arbitrary and the rules are not ours. They're accounting rules. So 
we didn't make them, we had to translate them into the system. That's what I meant by it 
was a pain in the ass, because that wasn't fun to do. [P7]. 
One of the drawbacks with artifacts is that they often become stale and out of date. However, the 
type of organization affects the usefulness of documentation as described by a data professional who 
worked in an e-commerce company and a finance company: 
Here [at an e-commerce tech company] we're growing so fast, we can document 
something and then in six months’ time it's out of date, whereas with banking because 
it's been going on for so many years, once you document it the changes aren't 
significant, so that even if you were to take a document from five years ago there might 
be changes but it's still usable [P9].  
Another issue with documentation, as described by one interviewee, was that documentation was 
scattered in across multiple places: 
Initially, I had an issue because I didn't know where to get that context. Sometimes 
people had it within some Word document that they have sitting somewhere. Sometimes 
it's in an e-mail; someone has a really great e-mail description of it [P19]. 
Through the examples, we can see artifacts are often used to be translators to communicate 
concrete information about the data.  
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4.6.3 Evidence of the translator throughout our participants 
The need and the role of the translator are displayed throughout our interviews. In this section, we 
will describe the type of translations that were conducted per participants and any artifacts they 
created.  
Table 5: Participant description 
Participant Job Title Type of Translations 
P1 Corporate Strategy 
• P1 acted as the middleman between the business 
and the data engineers 
• Translating business requirements into data needs 





• Embedded himself into the medical field to “learn 
their language” and become the translator between 
the hospital and the research team 
• Leverages Microsoft Excel as a means to 





• Required to convert his team’s design needs into a 
machine learning team 
• Translates results from the machine learning team 




• Understands the need of his clients to suggest the 
appropriate data sets and resources 
P5 
Data Analytics and 
Reporting 
• “I’m more of the middle man between business 
and technical.” 
• Creates a data dictionary to communicate research 
question, data set and data insights 
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Participant Job Title Type of Translations 
P6 Data Scientist • N/A 
P7 Data Engineer 
• Learns about a domain through internet searches 
before meeting clients to understand the business 
requirements and suggest a technological solution 
P8 CEO 





• Converts business requirements into technological 
requirements – “I would say probably the middle 
man between technology [and the business], I 
guess I have a better understanding of the business 
but can also do some of the tech work, but I'm not 
so deep into it, so I don't really have that much 
stats that I understand, I understand the top stack 
[P9]” 
P10 PhD Student 
• Translates data results into actionable design 
decisions 
• P10 embedded himself into the domain to 
understand the domain better 
P11 Planning – Evaluate 
• Converts data results and insights into a report that 
all stakeholders will understand 
P12 Institutional Analyst • N/A 
P13 CEO • Describes his primary job function is a translator 
P14 Game Consultant 
• Describes the importance of being able to 




Participant Job Title Type of Translations 
P15 Consultant 
• Understands the need of her clients to suggest the 
appropriate data sets and resources 
P16 Data Engineering 
• As an engineer, his focus is to translate data sets 
into business knowledge 
P17 Data Scientist 
• Converts data insights into business insights that 




• “I would be translating that analysis into terms our 
stakeholders would understand. The analysis, they 
perform the analysis but then I have always had 
roles where we are taking the analysis and 
creating, writing the story that explains with how” 
P19 Data Scientist 
• Prepares a data dictionary to communicate 
research question, data set and data insights 
P20 Data Engineer 
• Translates data insights into actionable insights 





4.7 Chapter summary 
In this chapter, we analyze our data using thematic analysis. We highlight the sociotechnical 
challenges within each of the stages of the KDP. Our results indicate that the process as a highly 
social, collaborative and dependent on domain knowledge. We highlighted five key themes related to 
these challenges:  
1. Dealing with lofty goals, resulting in frequently changing project requirements that often 
affect the purpose and scope of the project.  
2. Understanding the problem domain 
3. Trusting and understanding acquired data 
4. Unable to fully validate data and results 
5. Understanding how and what to communicate 
Next, we highlight the role of the organization and domain knowledge within discovery process. 
Finally, we reflect upon the two types of translators that emerged from our interviews 1) humans as a 






Cognitive Work Analysis 
The chapter introduces CWA as a second lens to analyze the data professional’s sociotechnical 
challenges within their workflow. To do so, we follow a systematic approach to evaluate the impact 
of the work domain and organization on a data professional’s workflow. First, we will describe CWA, 
a framework consisting of 5 phases:  
1. Work domain analysis (WDA) 
2. Control task analysis (ConTA) 
3. Strategies analysis 
4. Social organizational and cooperation analysis 
5. Worker competencies analysis.  
Next, we will conduct the first two phases of CWA to uncover the constraints and task within the 
KDP. The goal of CWA is to discover the constraints that shape the workflow and behavior of data 
professionals.  
5.1 Method 
CWA is a framework developed by Kim Vicente to design “safe, productive and healthy computer-
based work” [69]. CWA focuses on analyzing complex sociotechnical systems or “systems containing 
social, psychology and technical elements” [69]. CWA is based on an ecological approach, which 
suggests that human behavior cannot be predicted unless one understands the situation or context or 
environment the actor was in. From this perspective, it is most important to identify the constraints 
that the environment imposes on user’s actions [69]. This is contrary to the dominant cognitivist 
perspective in psychology, and HCI, which suggest that the human cognitive system constrains the 
environment [71]. From this perspective, it is most important to identify a user’s mental model of the 
work domain and then design solutions for the work domain. In other words, CWA considers people 
as actors involved in their work-related actions, as supposed to users of the system.  
CWA focuses on categorizing constraints and describing how these constraints shape the work 
domain. CWA consists of 5 phases. Table 6 describe each phase of the analysis and the question it 
seeks to answer.  
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Table 6: Description of the five phases of CWA 
Phase Purpose 
Work Domain Analysis Identify a fundamental set of constraints on the actions of any actor  
Control Task Analysis Identify the constraints on what needs to be done 
Strategies Analysis Identify how it can be done 
Social Organization and 
Cooperation Analysis 
Identify how social and technical factors build on and inherits the 
constraints identified in the first three phases 
Worker Competencies 
Analysis  
Identify how the constraints in the first four phases influence the 
competencies of the actors needed to function effectively in the 
domain  
 
There are three different types of work analysis approaches. Normative approaches describe how a 
system should behave. Descriptive approaches describe how a system behaves in practice. Formative 
approaches specify the requirements that must be satisfied so that a system could behave in a desired 
way [69]. 
In the following sections, the first two phases of a WDA and ConTA will be described and 
conducted. A formative approach was taken for throughout our analysis. 
5.1.1 Phase 1: Work Domain Analysis  
WDA is the first stage of CWA, and it is used to examine the fundamental constraints that a user 
wants to control or have information about. A work domain is “the system being controlled, 
independent of any particular worker, automation, event, task or interface” [69]. 
Introduced by Rasmussen et al. [60], the abstraction hierarchy (AH) is the primary tool used to 
analyze work domain constraints. The AH has five levels: 1) functional purpose, 2) abstract function, 
3) generalized function, 4) physical function, and 5) physical form. Each level represents a different 
abstraction of the system. Using how and why relationships the different levels of the AH can be 
linked together. An AH illustrates the system constraints needed to achieve a work domain’s purpose, 




Figure 5: The five levels of the abstraction hierarchy and their connections (Adapted from 
Burns and Hajdukiewicz [12]) 
The top level of the AH focuses on defining the purpose and goals of the system whereas the 
lowest level focuses on the physical components of the system. Each level in the AH is a unique 
perspective of the work domain.  
Various types of data collection methods can be used when performing WDA. In the past, field 
observations [59], document analysis [7], and interviews with subject matter experts [51] have been 
used for WDA. 
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5.1.2 Phase 2: Control Task Analysis   
The second phase of CWA is ConTA, which explores the actions involved to achieve the domain’s 
functional purpose. Unlike in Phase 1 of CWA, the focus of the analysis changes from the thing being 
controlled (the work domain) to the requirements associated with effective control (control task). The 
output of this phase describes in detail what tasks must be performed within a domain. However, 
ConTA does not describe how the task should be performed nor who should perform the task. These 
aspects are the focus of strategies analysis, social organization and co-operation analysis, and worker 
competencies analysis. The basic relationship between the control task and the work domain can be 
seen in Figure 6. 
 
Figure 6: Basic relationship between the control task and work domain (Adapted from Vicente 
[69]) 
A decision ladder (DL) is used to support to ConTA. A DL is a tool for describing what task must 
be done to achieve the functional purpose. DLs are comprised of information-processing activities 
and states of knowledge. Information-processing activities are cognitive or computational activities in 
which an actor must engage to complete a task (depicted as boxes). States of knowledge are the 
products of the activities (depicted as circles). In this model, multiple steps are involved in decision-
making, transforming one state of knowledge into another. While actors may follow a linear sequence 
between different stages of the DL, expert actors are likely to take shortcuts known as shunts and 
leaps [60]. Shunts connect activities to their output states of knowledge, and leaps present a link 
between two states of knowledge through association.  
It important to highlight that the constructs identified on the DL can be associated with any actors, 
human or machine automation. This is possible as in this analysis, what needs to be done and who 
should do it is decoupled.  
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Similar to WDA, research suggests empirical research methods for performing ConTA. In the past, 
field research, task analysis methods, and surveys [59] were used to inform the ConTA.  
5.2 Analysis  
CWA is a framework for analyzing complex sociotechnical systems. A sociotechnical system is one 
that relies heavily on its overall function on social processes of communication. Vicente [69], 
describe different types of complexity in a sociotechnical system as 1) large problem space, 2) social, 
3) heterogeneous perspectives, 4) distributed, 5) dynamic, 6) potentially high hazards, 7) many 
coupled subsystems, 8) automated, 9) uncertain data, 10) mediated interactions via computers, and 
11) disturbances. 
To begin the analysis, we examine the nature of data professionals and their organizations by using 
the two of the most apparent complex system characteristics within the data profession. The analysis 
helps outline the fit and the use of CWA within this domain.  
Social: KDP is highly social process, requiring multiple stakeholders with different perspectives to 
work together as a team. As seen in Chapter 3, data professionals are required to communicate with 
various stakeholders throughout the process from understanding the problem and the domain to 
communicating the results. 
Uncertainty: Data professionals encounter uncertainty within data daily. Boukhelifa et al. describe 
five different types of uncertainty: 1) errors, 2) imprecise or inaccurate data, 3) inconsistency, 4) 
missing or unknown data, and 5) vagueness, ambiguity, and fuzziness [8]. The 5 types of uncertainty 
can be reflected within our participants. For example, uncertainty may be introduced through errors in 
capturing data where the data may not reflect the ground truth or through imprecise measurements 
due to sensor error.  
CWA is an appropriate analytical method due to the complexity of the work domain of data 
professionals. Specifically, we took a formative approach to WDA, seeking to describe the constraints 
of the work at a perspective of abstraction that was independent of the work of any one data analyst in 
any one context. This is a challenging approach, but allows for a more insightful look at the cognitive 
work which was occurring in the domain. In particular, WDA investigates the constraints that drive 
the sense-making function in which data professionals engage.  
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5.3 Phase 1: Work Domain Analysis 
In the first analytical phase, we conducted two WDAs using the interview data collected as described 
in Chapter 3. Separated AHs of the data professional and the problem space were created. The goal of 
the WDA is to understand:  
1. What was the goal of the data professional and how is it achieved?  
2. What is the relationship between the constraints and the achievement of higher-order 
purposes?  
3. Observe how the problem being analyzed impacted and constrained the work of the data 
professional.  
The AH is used as the output of phase one of the analysis as well as structured analytical activities. 
To start, we identified the Functional Purpose (Goal) and the Physical Functions of the work domain. 
Next, we progressed inwards from the top and bottom of the AH by analyzing the why and how 
relationships to populate the Abstract and Generalized Functions. This specific approach to the WDA 
was informed by existing WDA examples [69]. The accuracy and completeness of the WDA were 
evaluated by probing why and how questions while traversing through the AH.  
5.3.1 Data professional Work Domain Analysis  
In the first WDA, we focus on understanding the work domain of data professionals. This sets up a 





Figure 7: Data Professional abstraction hierarchy  
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5.3.1.1 Functional purpose 
The functional purpose illustrates the objective of the data professional’s task. The purpose of the 
KDP is to find meaningful patterns in a resource-efficient manner. (Figure 7, Level 1). The purpose 
can be separated into two different segments: meaningful and efficient. The goal of KDP is to extract 
patterns from data that can be acted upon. This first aspect of the functional purpose is critical, as 
only 29% of organizations are successful at connecting analytics into action [23]. Meaningful patterns 
are necessary for organizations to make data-driven decisions. The second aspect of the functional 
purpose is efficiency. Data professionals have limited time and monetary resources. If insights are not 
timely, the patterns may become too stale for stakeholders to act on. For example, if a business 
decision needs to be made by the end of week, a data professional cannot provide insights the 
following week.  
5.3.1.2 Abstract function 
The abstract function defines the principles, priorities, and values constraining how the functional 
purpose can be achieved. We identified six main abstract functions: 
• Alignment: When a pattern is tied closely towards business goals and strategy, the more 
likely the pattern will lead to action. For example, patterns that impact businesses’ key 
performance indicators (KPIs) such as engagement will inherently create a sense of 
urgency. 
• Accuracy: As a priority, patterns that are found should be an accurate representation of 
the world.  
• Information Flow: The principle of information flow governs how data is transferred, 
manipulated, and analyzed. 
• Relevance: As a priority, patterns that are discovered must be relevant to the research 
question and goal. The same knowledge may be relevant for a set of stakeholders and 
irrelevant to others.  
• Impact: Patterns that are discovered are only as valuable as the impact that the insight 
can have on an organization. This is a principle that data professionals must follow in 
order to achieve the functional purpose. 
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• Law, regulations, and policies: The laws, regulations, and policies of the domain affect 
the type of data to which a data professional may have access, limiting the types of 
questions and analysis that can be conducted.  
Each of the abstract functions feeds into the generalized function to ensure that insights are 
actionable. 
5.3.1.3 Generalized function 
At the generalized function level, the five step KDP as illustrated in Figure 2 describes the main 
processes within the domain (Figure 7, Level 3). The specific functions are: 1) problem 
understanding, 2) data acquisition and understanding, 3) data validation, 4) data analysis, and 5) data 
visualization and communication. Using the CWA as a visualization tool, the constraints and potential 
sociotechnical challenges that exist within each phase can be highlighted. For example, we can 
observe the impact in which the abstract function affects and constrains each phase of the KDP.  
5.3.1.4 Physical function 
The physical function shows the physical components within the domain. Data is the main physical 
function (Figure 7, Level 4).  
5.3.1.5 Physical form 
At bottom level of the AH is the physical form, illustrating the operational conditions or attributes. 
There are two main categories of data: 
1. Structured: Data that has a high degree of relationship, such as the use of relational 
databases. Structured data has specific characteristics such that each row has similar attributes 
or columns that make it easily searchable.  
2. Unstructured: Data that has no identifiable or pre-defined structure and has no value until 
identified and stored in an organized fashion. Unstructured data accounts for 80% of 
information that is used to make business decisions [37]. An example of unstructured data is 
a customer review or call center conversations.  
Each data set consists of multiple data points, each with different attributes such as origin, source, 




5.3.2 Problem space Work Domain Analysis  
Each data professional works in a unique problem space and domain, and are presented with their 
own set of unique constraints and processes. The interconnected relationship between the problem 
space and the data professional should be explored. The model represents the problem space within 
which the data professionals are working. The objective of the problem space model was not to model 
a specific problem space, but to take a formative approach and examine the sense-making problem 
that data analysts face. With this approach, the work of data analysts can be understood without 
reference to the descriptive contexts in which they work. This follows a similar approach that Burns 
et al. [11] used to model the problem-solving task that frigate commanders needed to conduct in naval 
command and control scenarios. Commanders must evaluate based on specific criteria whether 
another ship is friendly or enemy. This sense-making task was described in their WDA formatively 
using an AH of sense-making functions that are used by the frigate commanders to understand the 
nature of the contacts within their control space. A similar approach has been taken to formatively 
look at the sense-making task of data analysts by modeling the functions that data analysts must 
satisfy to understand their data problem space appropriately. 
To create the second model, the system boundary of the problem space was established. The 
system boundary was set to focus on the constraints and functions that the data analyst must learn 
about and satisfy to have a strong understanding of the problem. This boundary could be small or 
large, depending on the scope of the problem space in which the data analyst must work. The AH is a 
model of sense-making queries and functions of the things the data analyst must learn about and 
understand to be able to understand the data problem properly. By completing this AH, the analyst 
solves the data problem they are solving. Being formative, this model extends across different 
contexts. 
In this chapter, we will provide examples of a hospital CWA based on the work of Chow [17], and 
interview data we collected as described in Chapter 3. Each level of the AH focuses on uncovering 
the questions that are needed to be answered to help a data professional understand the problem space 





Table 7: Problem space work domain analysis 
Phase  Description 
Functional Purpose  
What is the purpose of the 
organization? 
The fundamental purpose of the organization or team becomes 
the functional purpose. In the majority of businesses, the 
purpose will be to increase revenue. From Chow [17], in a 
hospital setting, the functional purpose maybe to improve 
patient safety and reduce readmission rates 
Abstract Function 
What are the values and 
priorities of the organization? 
In a hospital, the priorities may be quality of care, time to 
treatment, and number of patients treated. 
Generalized Function 
What are the standardized 
procedures of the business to 
achieve the priorities? 
In a hospital, the functions may be to admit, treat, and release 
patients.  
 
Physical Function  
What are the resources involved 
to complete the processes? 
In a hospital setting, the availability and state of the facilities 
and personnel are a constraint within the system.  
 
Physical Form  
What are the attributes of the 
resources involved in the 
process? 
In a hospital setting, the location and hours of the facilities, ER, 






The generic model illustrates the problem space data professionals are trying to understand, using 
the data available to them and the KDP. In the following section, we will describe how the model can 
be used by data professionals. The analogy is similar to how in Burns et al [11], frigate commanders 
used an undefined model that the commanders “fill out” as they evaluate whether another ship is 
friendly. In parallel, data professionals “fill out” the model as they learn about the domain of analysis.  
5.3.3 CWA and the Knowledge Discovery Process 
The CWA presents a unique systems-based approach on the KDP. In this section, we will describe the 
relationship between the two created models (Figure 7 and Table 7) and the discovery process. 
Traditionally, literature on the KDP has focused on the activities that are executed at each of the 
phases. The results of the CWA provide insights to the following questions about the KDP and data 
professionals: 
• What is the purpose of the KDP? 
• What information is required for data professionals to achieve their goal? 
• What environmental factors impact the KDP? 
Through the WDA (Figure 7), we can clearly model and outline the constraints that may impede a 
data professional at a specific phase of the discovery process. In Figure 7, Level 2, we outline the 
priorities, value and principle that influence each phase of the data professional’s workflow. For 
instance, the importance of discovering meaningful patterns that drive data-driven decisions through 
the principles of alignment, accuracy, and impact. One data professional described the impact of these 
principles are used to help refine and determining a problem: 
The first thing we will walk through what is your motivation. Why do you want to solve 
this problem? Then we will ask them what kind of decisions are you trying to make based 
on the results and what kind of actions are you planning to take based on the results? 
How much business impact can this give us? Then the next question once we figure out 
that is what data do we have today? What do we need in order to answer those 
questions? [P17] 
However, when structure of the organization prevents data professionals from establishing these 
principles and values, data professionals are not only unable to properly conduct data analysis and 
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answer the most impactful questions, but are instead demotivated. One data professional in a 
hierarchical organization described: 
You always want to be connected to what the outcome and the direction. If you’re so far 
disconnected from kind of the strategic part, you never see the result of what your work 
is. You need to know what your work is impacting. So aside from the data analysis and 
getting things right and the context, it’s maybe not being as motivated because you’re 
not close [P5] 
It is important to note that the model complements our findings from our previous chapter, by 
highlighting the sociotechnical constraints that influence each phase of the data professional’s 
workflow.  
5.3.4 The relationship between the data professional and the problem space  
Through the two CWA models, the data professional WDA (Figure 7) and the problem space WDA 
(Table 7), we can recognize the relationship and the constraints between the models. The goal of the 
data professional is to understand and find patterns within the organization using data. As discussed 
in the previous chapter, data professionals need to domain knowledge to generate insightful 
conclusions. The problem space AH (Table 7) is an opened and undefined model that data 
professionals can “fill-out” as they learn about the problem space, also known as domain knowledge.  
The domain knowledge that data professionals require can be broken down into 5 different types of 
domain constraints: functional purpose, abstract function, generalized function, physical function, and 
physical form. A data professional working in finance described the need to understand different 
constraints of the domain and organization during the problem understanding and data acquisition 
phases of the KDP. By understanding the constraints, the data professionals “fill-out” the AH of the 
problem space. 
Fundamentally, it is important for data professionals to understand the purpose of the domain: 
First, I think you yourself have to understand what that business does [P9] 
After understanding the purpose, data professionals described the need to understand the values and 
priorities of the business—the abstract function of the domain:  
What kind of value are they trying to drive for the business? How are they making 
money? What expenses are they looking at? [P9] 
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Next, data professionals explained the need to understand the business processes: 
 Next you have to understand, how that business functions? what is the value 
proposition of that group? [P9] 
The need to understand business processes could assist with understanding the original source of 
the data: 
So we try to find that information and try to understand the structure, the technical side 
of it. Because there are business processes that lead to that data in the system. So we try 
to understand how does this come to be, what is this number mean, why is there, and 
how does it connect to a student. Those sort of really technical questions [from] a 
database perspective in which we get requests. And then once we answer that, we give 
them a sample set to say here’s a preliminary look at what the data looks. [P5] 
Finally, data professionals must understand the general function and form. Documentation is often 
used to communicate the general function and form. For instance, a company spent a year creating a 
“data dictionary” converting accounting terms into technical terms. By understanding the general 
function and form, data professionals could interpret the data to view the world through the lens of 
data: 
We took a year to map out the relationships on this spreadsheet. We converted the 
technical terms in this Column A into accounting terms in Column C [P18] 
Using CWA, we observe the types of domain knowledge that data professionals need to obtain and 
the reasons why. The types of domain knowledge that data professionals need to obtain can be 
categorized into the five levels of the AH. The need for data professionals to understand each of the 
five different types of domain constraints results in the need for translators. Higher levels of 
abstraction are often understood by data professionals through stakeholders and conversations, 
whereas lower levels of abstractions are often conveyed using documentation. As seen in the previous 
chapter, documentation focuses on conveying the nuances within data.  
By understanding the types of domain knowledge that is necessary, we are able to uncover what the 
“saturation point” in which understanding more about a domain may not help a data professional 




At a certain point, the problem understanding [and] domain understanding is useful for 
relevance and useful for understanding a set of requirements but after that it doesn't 
necessarily impact what you're doing with the data. [P7] 
By understanding the types of domain knowledge that is required, it may help explain why data 
analysts spend a significant amount of time learning this information. With the amount of investment 
needed to learn about a domain, most of our participants agreed that once embedded into a domain, it 
is unlikely that they would switch domains. 
5.4 Phase 2: Control Task Analysis  
A ConTA was conducted next to understand what specific task needs to be conducted to achieve the 
functional purpose of finding patterns. The goals of the ConTA are 1) map out how the KDP can be 
described as a DL, and 2) explore bottlenecks and design opportunities within the DL. 
The ConTA was informed by publicly accessible knowledge and case studies of the KDP. 
Interview data collected, as described in Chapter 3, was the second source used to inform the ConTA. 
During the interview, each participant was asked to describe two projects. The projects described by 
the participants were used to help develop the ConTA. Finally, a literature review was performed to 
evaluate and inform the ConTA. 
In Figure 8, we present a DL from the initiation of human activity to the execution of a task as 
described by Rasmussen [58]. The DL is divided into five regions, representing the stages of the 
KDP. The following subsections will describe each stage in detail. It is important to note that each 









The goal of the discovery process is often derived from the problem understanding phase. The goal is 
collaboratively derived from the data professional and stakeholders.  
5.4.2 Interpret, evaluate, and (re-)interpret 
Data professionals are required to interpret the problem statement in order narrow down the 
feasibility and scope of the problem. The human decision-making process is a “complex mental 
process that requires a high-level of abstraction of the domain knowledge” [58]. This often takes 
multiple iterations and dialog between the data professional and stakeholder. In this phase, 
experienced data professionals can effectively communicate and ask targeted questions to evaluate 
and select an appropriate goal. Experienced data professionals are able to also have a clear view of 
the available and feasible options. In contrast, if the goal is unique or there is a novice data 
professional, the data professional must spend longer in this phase to evaluate the possible options 
and solutions. The output of this phase is the Goal State.  
5.4.3 Define task, formulate procedure, and execute 
The right-hand side of the DL describes the actions [58]. Expert data professionals within a specific 
domain will be able to define the task and formulate an action plan quickly by understanding the 
types of data that is required to perform the KDP.  
5.4.4 Observe 
Once the data is acquired, data professionals are required to understand the acquired data by getting to 
know the data and validate the data. Often preliminary analysis is conducted to allow for a data 
professional to understand the data. Novice data professionals that may not understand the 
terminology may spend longer in this phase to get acquainted with the data through the assistance of 
documentation or stakeholders. 
5.4.5 Identify 
Data professional review observed information to discover about the underlying system state [58]. In 
doing so, data professionals may model the data or apply machine learning techniques on the data in 
order make sense and establish an understanding of the system state. The output of this model may 
include parameter and a rationale for their choices.  
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5.4.6 Interpret, evaluate, and (re-)interpret 
In completing the DL, data professionals must interpret the system state and present the options and 
recommendations to stakeholders. To present the results in a succulent manner, data professionals 
must translate the findings to the stakeholders. At this point, the data patterns may reveal more 
questions that need to be answered.  
5.4.7 Results of DL analysis 
The ConTA demonstrates how the KDP can be mapped onto a DL. This is likely not a surprising 
mapping, given that a DL is an information processing model and the KDP is also an information 
processing model.  
In many cases, there may be more intricate processing steps that could be explored within each of 
the steps in the KDP. The interviews held for this work did not go deeply enough to explore these 
issues. It would be interesting for future work to open these sections of the KDP and look for finer 
processing steps with the DL. This exercise could be quite helpful in determining where software 
support, intelligence, or decision-making support could be added to help data professionals. 
5.5 Chapter summary 
In this chapter, we analyzed our data through an ecological approach by observing how the work 
domain can impose certain constraints and demands on data professionals. The constraints and 
demands inherently create challenges for data professionals with which they need to cope. We 
conducted the first two phases of CWA: WDA and ConTA. The two types of analyses uncovered why 
domain knowledge is needed and what types of domain knowledge is needed in the KDP. Data 
professionals need to understand all aspects of the work domain of the organization before identifying 




This thesis investigated the challenges and coping strategies of modern data professionals. The results 
from our exploratory study illustrate the complexity of the KDP and the importance of sociotechnical 
skills and domain knowledge throughout the workflow of the modern data professional. There are 
several implications of these findings for improving the current practice of data professionals. We 
revolve our discussion on how we can reduce the sociotechnical gap by addressing the challenges that 
may exist within the KDP. We first discuss the emerging need for a translator. Subsequently, we will 
discuss the opportunity for tool design as well as the opportunity to educate future data professionals 
to reduce the sociotechnical gap and support the need of the translator role. We reflect on the ideas of 
combining domain and data expertise to augment the education of data professionals for helping data 
professionals succeed in the modern age of data. We will describe the benefits of conducting a CWA 
and thematic analysis on the same dataset. Finally, we will conclude by discussing the limitations of 
the study. 
6.1 The need for a translator 
The results from our study illustrate the need for translations throughout the KDP and the importance 
of communication. The role of the translator emerges to reduce the sociotechnical gap. As discussed 
in our findings, there are two types of translators that were observed in our interviews: 1) human as a 
translator, and 2) artifacts as a translator.  
Figure 9 below illustrates the relationship between the environment, data, data professionals, and 
stakeholders. Both the data and the stakeholders function as the windows of data professionals into 
understanding the problem space. This results in two types of translations that need to occur: 1) 
between data and the data professional, and 2) between the stakeholder and data professional. By 
looking at this relationship, the data professional becomes a natural bridge and translator between the 
data and an organization. Data professionals must be able to translate business requirement into data 
requirements, and convert data patterns into actionable insights. If a data professional does not 
understand the business, they will be unable to identify and convert patterns into insights.  
To become an effective translator, data professionals must understand the problem domain. 
Through the problem space WDA (Table 7), we can observe the 5 different types of domain 
knowledge that a data professional will need: 1) the functional purpose, 2) abstract function, 3) 
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generalized function, 4) physical function, and 5) physical form. In the following sections, we will 
discuss the opportunities of tool design to support these translators and opportunities to augmenting 
the education of data professionals to focus on developing the skills needed to become a translator. 
 
 
Figure 9: Communication structure 
6.2 Design Implications 
In this section, we discuss four design implications for future tools to data professionals based on the 
results found in our thematic analysis (Chapter 4) and CWA (Chapter 5). 
6.2.1 Tools to support data professionals to “fill-in” the problem space WDA 
Our study illustrates that data professionals must “fill-in” the problem space WDA (Table 7) to 
effectively navigate the different stages of the KDP. There is a need for tools that may assist data 
professionals to understand the functional purpose, abstract function, generalized function, physical 
function, and the physical form of a domain. When data professionals can fully understand the 
problem space, data professionals are better equipped to tackle two challenges that emerged from the 
thematic analysis: 1) dealing with lofty goals and 2) being unable to fully validate the data and the 
results. By understanding the functional purpose, data professionals will be able to help refine the 
problem space. Moreover, by understanding the functional purpose and physical form, data 
professionals will be better equipped to validate the data and the results. In particular, there should be 
a priority to help data professionals understand the higher-level functions (functional purpose) before 
the lower-level functions (physical form) because higher-level functions are the foundation for all 
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decisions made throughout the KDP. By understanding the higher-level functions, data professionals 
can act as better translators.  
6.2.2 Developing structured ways to translate through artifacts  
We found that data professionals often create artifacts to communicate data details. In our interviews, 
data professionals often create “data dictionaries” to convert data terminology into lay terms. In 
addition, artifacts often become stale and require time to create. One way to address this issue is to 
standardize these translation artifacts so that they can easily be created and understood by both data 
professionals and stakeholders. Standardized templates may potentially reduce the amount of time 
needed for data professionals to create these artifacts. Templates may also reduce the friction for data 
professionals and stakeholders to understand how a specific piece of data may represent the world. 
There is also a need for these artifacts to be constantly updated.  
6.2.3 Capturing data provenance 
Aligned with previous researchers [14,31,34], it is important to capture data provenance within a 
workflow. There is a need for tools to be created to capture data provenance. By capturing 
provenance, it will help data professional understand the origin each data point within a data set. 
Understanding the origin of a data point will help data professionals comprehend how a piece of data 
represents the world as well as increases their trust in the acquired data. This is critical as data 
professionals must trust their data before generating any insights. This further explains why data 
professionals need to understand the business processes, or the generalized function, in the problem 
space WDA (Table 7). 
6.3 Augmenting data professional education 
While tools can be created to assist with data communication and knowledge communication, 
augmenting the education of data professionals is the most effective way to teach data professionals 
to become a translator that understands stakeholders and the data at hand. By working with 
stakeholders, data professionals will be able to learn how to ask the right questions. 
To cope with the lack of domain knowledge, we saw data professionals enroll in domain-specific 
training programs or embed themselves within the domain. The participants described that the need to 
understand the intricacies of a domain and the need to be a clear communicator as key attributes of a 
successful data professional. However, the combination of statistical skills, domain knowledge, and 
communication skills was rare. One method of approaching this problem is to augment the education 
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of data professionals by training data professionals to specialize in particular domains during their 
formal education. A second approach is to train data professionals to ask precise questions in order 
for them to “fill out” the problem space WDA (Table 7). The more information a data professional is 
able to “fill out” in the WDA, the more efficient a data professional will be as a translator and 
throughout the KDP. One method to train future data professionals is through practice and school 
projects.  
Apart from training data professionals to be both data experts and domain experts, we reflect on 
current data professional training programs. We informally surveyed current training programs in top 
universities across the United States as well as training programs from the community such as the 
Microsoft Professional Program. These programs follow a general pattern of training future data 
professionals in statistics and computing skills. Only a small number of programs touch upon the 
legal, policy, and ethical implications of data as well as the social aspects of data science.  
What is missing currently from the curriculum is emphasis on developing skills for working in 
specific domains and multidisciplinary teams. Students from these programs may be graduating with 
an extensive repertoire of data mining and machine learning methods, but they may not have enough 
exposure to examples from domains and working in a cross-functional team, where they need to 
translate discovered knowledge to stakeholders. Our participants stressed the importance of domain 
knowledge and effective communication in data professionals. Hence, training future data 
professionals with the appropriate communication skills and specific domain knowledge is a 
necessity, not just an enhancement to their training.  
To experience and make effective use of partnerships, educational programs should place students’ 
environments where they work in interdisciplinary teams focused on learning how to ask the right 
questions, learn about a specific domain, and communicate constraints and discovered knowledge. By 
learning domain knowledge and how to make effective use of partnerships, data professionals will be 
armed with the necessary tools to become translators within the discovery process. 
6.4 Combining thematic analysis and cognitive work analysis 
In this section, we will discuss the benefits of conducting thematic analysis and CWA on the same 
dataset. We compare these two approaches in terms of their methodological procedure and potential 
contribution to system design and evaluation. It is important to note that both types of analyses can be 
considered different methods of knowledge organization. 
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Fundamentally, the two types of analysis conducted: thematic analysis and CWA, approaches the 
analysis from two different perspectives. Thematic analysis focused on understanding the user from a 
cognitivist approach. On the other hand, CWA provided an ecological approach to the problem. In 
short, the thematic analysis approached the analysis from a user-first perspective, whereas CWA 
approached the problem from an environment-first perspective. In addition, thematic analysis focused 
on a descriptive analytical approach while CWA was formative.  
As the approaches differed, the goals of the analyses differed as well. The goal of thematic analysis 
was to highlight the sociotechnical challenges and coping strategies of the KDP. Comparatively, the 
goal of CWA was to shed light on the constraints that affect data professionals from achieving their 
end goal. 
Thematic analysis is a flexible method that allows for themes and results to inductively emerge 
with no pre-existing framework. Through its theoretical freedom, the method can still provide a rich 
and detailed account of the data [9]. One of the most time-consuming aspects of thematic analysis is 
the transcription and coding of the data set. The analysis can be used to generate unanticipated 
insights. One limitation is that thematic analysis has limited interpretative power beyond being 
descriptive, especially if it is not used within an existing framework that grounds the claims made [9]. 
The CWA framework shifted the focus from understanding collaborative aspects to understanding 
the environmental constraints that directed the behaviors of data professionals. CWA is a primarily a 
framework used to analyze complex sociotechnical systems by understanding the constraints that 
affect the who, what, when, where, and why of the system and activity.  
There are a few studies that have leveraged both analytic techniques, CWA and thematic analysis. 
In previous studies, thematic analysis was most often used as a tool to identify and summarize the 
constraints at each level of CWA [24]. In comparison, CWA and thematic analysis are considered as 
two distinct analytical techniques within this study. Thematic analysis was independently applied first 
to the data set so the CWA framework would not interfere with the thematic analysis. By doing so, 
themes not related to environmental constraints could emerge from the data set.  
CWA has a strong underlying framework of deductive reasoning. This is a strength, when 
analyzing domains where deductive reasoning is prevalent, such as data science. As the underlying 
framework of CWA is based on deductive reasoning, it does not presuppose themes or patterns in the 
domain. Therefore, similar themes emerged from CWA and thematic analysis. High-level themes 
such as the KDP and the need for domain knowledge emerged and is represented in both analyses. 
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The CWA, however, imposes a reasoning structure which uncovers each theme in a systematic 
manner.  
Thematic analysis and CWA are highly complementary and provide valuable insights. Thematic 
analysis is used to describe specific activities that data professionals conducted. In contrast, CWA 
provided a systematic understanding of the domain in which the activities are embedded. For 
example, CWA provided a framework for understanding how the problem space may affect data 
professionals as seen in Table 7. In contrast, thematic analysis was focused on uncovering specific 
problems pertaining to each phase of the KDP. This is not surprising as the discovery process acted as 
the initial codes. Even though CWA may be a more efficient method of searching for workplace 
constraints, thematic analysis provided a method for a researcher to learn about a new environment 
without prior judgments. 
However, by conducting both sets of analyses, limitations of CWA may be mitigated by the 




Table 8: Comparison between cognitive work analysis and thematic analysis 
 CWA Thematic analysis 





Cognitive Engineering Psychology, sociology 
Key Elements 1. Work domain analysis 
2. Control task analysis  
3. Strategies analysis 
4. Social-organizational analysis 
5. Worker competencies analysis 
1. Familiarization with the data 
2. Generating initial codes 
3. Searching for themes 
4. Reviewing themes 
5. Defining and naming themes 
6. Producing the report 
View Macro Micro 
Strengths 1. Systems perspective  
2. Looking at problems where 
deductive reasoning is 
prevalent  
3. Equipment with tools to model 
different organization aspects  
1. Flexibility 
2. Relativity easy and quick 
method to learn 
3. Accessible to researchers with 
little to no experience  
4. Useful to summarize key 
features of large body of data 
5. Generate unanticipated insights 






 CWA Thematic analysis 
Limitations 1. Lack of tools to describe 
specific, contextualized actions 
2. Artificially separating activity 
from its actor, context, and tool 
1. May have limited 
interpretative power beyond 
being descriptive, especially if 
it is not used within an existing 
framework that grounds the 
claims made 
6.5 Study limitations 
We generalize our results with some caution because of some limitations described in this section. 
When possible, the limitations were mitigated. 
The study is limited by the chosen methodological approach. In this study, participants were asked 
to recall previous projects and describe complex interactions and tasks. Due to the complexity of the 
tasks, participants’ recall of the actions may be inaccurate due to memory bias. Previous research has 
demonstrated that people remember pieces of an event without being able to remember the details 
[44]. However, consistency of challenges and coping strategies recalled across participants provides 
support for the validity of the findings. 
Even though collaboration a large aspect of the KDP, the need to uphold confidentiality prevented 
the researcher from conducting any observations and viewing any conversations that participants 
described during the interviews. In addition, we were unable to obtain any documentation to analyze 
the content to observe how data was translated and relayed.  
Another limitation of the qualitative interviews is the ability to qualify but not the prevalence of the 
challenges throughout the discovery process. The goal of the study was to understand what, how, and 
why, rather than how much, how often, and how many. As such, it was difficult to access the 
prevalence of the challenges. Also, we used a maximum variation sampling strategy to select a small 
number of cases that maximum the diversity relevant to the research question. Thus, our sample may 




6.6 Chapter summary 
This chapter discussed the findings presented in Chapter 4 and 5. The chapter discussed the 
implications of our key findings to the design of future tools and educational programs for data 
professionals. We also discussed the need for a translator throughout the workflow of data 
professionals. A comparison between thematic analysis and CWA illustrated the benefits of 







In today’s data-centric world, data professionals are among the most sought-out role. Research has 
focused on understanding the technical challenges and skills that data professionals need and face 
throughout their workflows. However, little is known about understanding the sociotechnical 
challenges and skills that data professionals face. In this thesis, we conducted 20 semi-structured 
interviews with data professionals to understand the challenges that exist within the KDP. We 
conducted both a thematic analysis and a CWA on the data set. There are five challenges that 
emerged from our interviews:  
1. Dealing with lofty goals, resulting in frequently changing project requirements that often 
affect the purpose and scope of the project.  
2. Understanding the problem domain 
3. Trusting and understanding acquired data 
4. Unable to fully validate data and results 
5. Understanding how and what to communicate 
We also highlighted how the domain knowledge and organization can affect data professionals. We 
describe the five different types of domain knowledge that a data professional needs to obtain to 
seamlessly conduct the KDP. In addition, to address to sociotechnical gap within the KDP, the role of 
the translator, both humans and artifacts as translators, have emerged. Implications of this research 
will improve the productivity of data professionals through design recommendations for future tools 
and will have implications for training the next generation of data professionals.  
7.1 Future work 
This research suggests several opportunities for further investigation based on the insights gained 
from this initial exploration study, including future work to address the limitations of this thesis. 
 Future work may investigate into the prevalence of the challenges and the effectiveness of the 
coping strategies as discovered throughout this thesis. To measure the prevalence, a survey can be 
distributed amongst data professionals. This would allow us to understand the prevalence of the 
translator role. 
This research employed semi-structured interviews as its main method of gathering data. As 
mentioned in the previous chapter, one limitation of this type of interview the reliance of accurate 
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recall of events. An observational study of data professionals may provide more depth into the minute 
conversations and challenges that data professionals may face. This would not only provide more 
accurate data than self-recall, but it may be possible to further study the interactions of data 
professionals. An observational study may answer what types of questions that data professionals ask, 
and what length of time data professionals spend in each phase of the discovery process.  
As mentioned previously, future work can unpackage each phase of the KDP to help illustrate the 
finer processing steps within the decision ladder (DL). An expanding model can be helpful to 
determine where software support or decision-making support systems could be added to assist data 
professionals.  
Our long-term research goal is to bring together different perspectives of various stakeholders 
throughout the discovery process. With a broader view of the challenges that modern data 
professionals face, the HCI and data professional communities can be better equipped to tackle the 
challenges and train the next generations of data professionals. 
7.2 Contributions 
As mentioned in Chapter 1, this thesis makes the following contributions:  
1. Establishes an empirical understanding of the human aspect of the KDP, highlighting the 
sociotechnical gap in each of the phases. 
2. Illustrates the emerging need of the translator within the KDP 
3. Understands the role of domain knowledge within the KDP 
4. Applies CWA to describe the data profession as a complex sociotechnical system 
5. Compares two analytical techniques: thematic analysis and CWA on the same dataset by 
applying both a constructivist and ecological approach  
6. Highlights the design opportunities that exist in building the next generation of tools for data 
professionals to consider the social and domain-specific aspects of the KDP 
7. Illustrates the implications for training the next generation of data professionals so that they 
can cope with the sociotechnical challenges 
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Appendix A  
Recruitment material 





My name is Anson Ho a Master’s student at the University of Waterloo and this letter is an invitation 
to consider participating in a study I am conducting on how data professionals and domain experts 
perform work in complex domains. I would like to provide you with more information about this 
project and what your involvement would entail if you decide to take part. Please note that 
participation in this study is voluntary. 
The overall goal of this research is to explore solutions to improve productivity of data professionals 
working in complex domains. To inform the design of these tools, we must first understand how 
domain complexity affects data professionals. To understand this, we will first be carrying out an 
interview study with both data professionals and domain experts. We will be investigating (1) the 
skill sets and training of data professionals, (2) the communication between data professionals and 
domain experts, and (3) facets of current data analysis tools that may help or hinder this 
communication.  
As part of this research, I am interested in talking to data professionals who have had some 
experience working in a complex domain, such as health care, finance, bioinformatics, quantum 
computing, supply chain management, software development, among others. Data professionals 
include individuals who are manipulating and obtaining insights from data. Data professionals job 
titles may include but not limited to data scientist, data analyst, and data engineer. 
This study will involve an interview session in which we will ask you questions related to your job 
and your interactions with your team members and/or domain experts. You will receive an Amazon 
gift certificate for $15 for your participation. (The amount received is taxable. It is your responsibility 
to report this amount for income tax purposes.) 
Participation in this study is voluntary. It will involve an interview of approximately 45-60 minutes in 
length to take place in a mutually agreed upon suitably private location. You may decline to answer 
any of the interview questions if you so wish. Further, you may decide to withdraw from this study at 
any time without any negative consequences by advising the researcher. With your permission, the 
interview will be audio recorded to facilitate collection of information, and later transcribed for 
analysis. All information you provide is considered completely confidential. Your name will not 
appear in any thesis or report resulting from this study, however, with your permission anonymous 
quotations may be used. Please note that the employer will not know who participated in the project 
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and that data from each participant will not be provided to the employer. Data collected during this 
study will be retained for 7 years on a secure server at the University of Waterloo only in a de-
identified electronic format. Only researchers associated with this project will have access. There are 
no known or anticipated risks to you as a participant in this study. 
If you have any questions regarding this study, or would like additional information to assist you in 
reaching a decision about participation, please contact Anson by email ah3ho@uwaterloo.ca or my 
supervisor Parmit Chilana by email pchilana@uwaterloo.ca or Professor Catherine Burns by email 
c4burns@uwaterloo.ca. 
I would like to assure you that this study has been reviewed and received ethics clearance through a 
University of Waterloo Research Ethics Committee. However, the final decision about participation is 
yours. If you have any comments or concerns resulting from your participation in this study, please 
contact Dr. Maureen Nummelin in the Office of Research Ethics at 1-519-888-4567, Ext. 36005 or 
maureen.nummelin@uwaterloo.ca. 
I look forward to speaking with you and thank you in advance for your assistance in this project. 
Yours Sincerely, 
Anson Ho 
Department of Systems Design Engineering 
University of Waterloo 






By signing this consent form, you are not waiving your legal rights or releasing the investigator(s) or 
involved institution(s) from their legal and professional responsibilities.  
_____________________________________________________________________ 
I have read the information presented in the information letter about a study being conducted Anson 
Ho of the Department of Systems Design Engineering at the University of Waterloo. I have had the 
opportunity to ask any questions related to this study, to receive satisfactory answers to my questions, 
and any additional details I wanted. 
I am aware that I have the option of allowing my interview to be audio recorded to ensure an accurate 
recording of my responses (if I feel uncomfortable, I will let the researcher know in advance). I am 
also aware that excerpts from the interview may be included in a thesis and/or publications to come 
from this research, with the understanding that the quotations will be anonymous.  
I was informed that I may withdraw my consent at any time without penalty by advising the 
researcher. 
This project has been reviewed by, and received ethics clearance through a University of Waterloo 
Research Ethics Committee.  I was informed that if I have any comments or concerns resulting from 
my participation in this study, I may contact the Director, Office of Research Ethics at 519-888-4567 
ext. 36005.  
With full knowledge of all foregoing, I agree, of my own free will, to participate in this study. 
YES   NO   
I agree to have my interview audio recorded. 
YES   NO   
I agree to the use of anonymous quotations in any thesis or publication that comes of this research. 
YES   NO 
Participant Name: ____________________________ (Please print)   
Participant Signature: ____________________________  
Witness Name: ________________________________ (Please print) 
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Student Investigator:  Anson Ho, ah3ho@uwaterloo.ca  
Faculty Supervisor:  Professor Parmit Chilina, pchilina@uwaterloo.ca 
   Professor Catherine Burns, catherine.burns@uwaterloo.ca  
We appreciate your participation in our study, and thank you for spending the time helping us with 
our research!  
The overall goal of this research is to explore solutions to improve productivity of data professionals 
working in complex domains. To inform the design of these tools, we must first understand how 
domain complexity affects data professionals. To understand this, we will first be carrying out an 
interview study with both data professionals and domain experts. We will be investigating (1) the 
skill sets and training of data professionals, (2) the communication between data professionals and 
domain experts, and (3) facets of current data analysis tools that may help or hinder this 
communication.  
All information you provided is considered completely confidential; indeed, your name will not be 
included or in any other way associated, with the data collected in the study. Furthermore, because the 
interest of this study is in the average responses of the entire group of participants, you will not be 
identified individually in any way in any written reports of this research. De-identified electronic data 
and audio recordings will be kept indefinitely on a secure password-protected server for 3 years, to 
which only researchers associated with this study have access. All identifying information will be 
removed from the records prior to storage. 
This project has been reviewed by, and received ethics clearance through a University of Waterloo 
Research Ethics Committee. In the event, you have any comments or concerns resulting from your 
participation in this study, please contact Dr. Maureen Nummelin, the Director, Office of Research 
Ethics, at 1-519-888-4567, Ext. 36005 or maureen.nummelin@uwaterloo.ca.  
If you think of some other questions regarding this study, please contact Anson by email 
ah3ho@uwaterloo.ca or my supervisor Parmit Chilana by email pchilana@uwaterloo.ca or Professor 
Catherine Burns by email c4burns@uwaterloo.ca. 




Appendix B  
Interview questions 
The following are the interview questions used the semi-structured interviews as described in Chapter 
3. 
Study Instrument: Sample Data Professional Interview Questions 
Background Questions (ask via a printed questionnaire): 
1. What is your current position? 
2. What domain/ industry are you currently working in? (E.g., high-tech, biomedical, finance, 
etc.) 
3. How much experience do you have in data analysis?  
4. What relevant formal education/training do you have related to data analysis (if any)?  
5. How many projects do you typically work on at a given time?  
6. List some of the data analysis software tools and programming languages you currently use.  
Main Interview Questions: 
1. Describe your typical work day in your current role. 
2. Please describe a data analysis project from a domain that required significant expertise 
which you did not have? [We will refer to this example (‘X’) in subsequent questions.] 
(a) What was your role?  
(b) How did you complete the project?  
3. Describe how your process for analyzing data differs in a complex domain vs. working in a 
non-expert or familiar domain?  
4. What would you say is the most difficult aspect of analyzing data for a complex domain (‘X’) 
system? Why?   
5. How much time do you approximately spend on learning about the domain for a familiar 
(non-expert) problem? How does this change working with a complex domain (‘X’)?  
6. How is your team structured?   
(a) Describe your typical communication with other team members. Is this different 
when working in a complex domain (‘X’)?   
(b) Describe your typical communication with domain experts. Is this different when 
working in a complex domain (‘X’)?  
7. In your current role and team set-up, who is typically responsible for generating a data-related 
research question? 
(a) If you are responsible for generating questions, describe the process in which you 
generate and answer a research question in a complex domain (‘X’).  




8. Do you think there is any need to change the collaborative aspect of doing data analysis in 
complex domains vs. non-complex domains? In what way? 
9. Have you ever faced any credibility issues due to your level of complex domain knowledge in 
(‘X’)?  Please describe.   
10. Have you tried to enroll in any specialized training related to the complex domain (‘X’)?  If 
yes, can you describe how this was or was not helpful? 
11. What kind of resources do you access to learn about a domain on your own? (i.e., search 
Google, Wikipedia, books, talk to experts?) 
12. Can you share anything else from your experience which would help us better understand 
your work in complex domains? 
 
