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The iPETS model used in NCAR’s Integrated Assessment Modeling (IAM) group includes an energy-
economic model of the global economy linked to a demographic model and a simple climate model. The 
energy-economic model is the PET (Population-Economy-Technology) model, a multi-region, multi-
sector computable general equilibrium (CGE) model (see ipetsmodel.com for complete documentation). 
The PET model as used in several applications so far is written in fortran (e.g., O’Neill et al., 2010; 
O’Neill, Ren, Jiang, & Dalton, 2012; Ren et al., 2016; 2018). This paper describes the model’s alternative 
implementation in the General Algebraic Modeling System (GAMS), a higher level programing language. 
We make use of an extension of GAMS called the mathematical programming system for general 
equilibrium analysis (MPSGE), which allows solving Arrow-Debreu equilibrium models as a mixed 
complementary problem (Rutherford, 1999). GAMS/MPSGE has a number of advantages for economic 
modelling and is the preferred programming environment for many economists. 
GAMS has become a standard tool for computational economics and brings along  a number of 
advantages as a modeling and data management language, and it is linked to the most advanced 
solution algorithms. In particular, GAMS separates model development and model solution into logically 
separate activities, which means a model is formulated in the code, but then passed on to advanced 
solvers for the respective problem class. This allows fast model formulation independent of data, the 
solution algorithm, and the computing platform, and thus allows the model developer to spend more 
time on improving the science of the model rather than the software engineering to solve the model.  
Using the GAMS subsystem MPSGE, CGE models can be set up relatively easily based on flexible 
production and demand blocks (plus additional constraints). MPSGE automatically generates cost 
functions to derive zero profit conditions, demand functions to derive market clearance conditions and 
income balances for regional households and governments (including tax payments). The numeric 
problem is then passed to GAMS and solved with the PATH solver. The researcher can focus on the 
economic structure and only has limited direct interaction with the solution algorithm. 
There is increased flexibility in adding or changing sectors and in region aggregations in the GAMS 
version, and the nesting structure of production functions can be easily adjusted in MPSGE. MPSGE also 
allows for making the model flexible by easily allowing the use of flags to turn on or off specific features. 
The structure of the standard model can thus be transformed into a model of different flavor relatively 
easily. Finally, the model code of the new model allows for scripting, e.g. to run several solves with 
different input parameters to perform an automatic calibration to an exogenous baseline. Key features 
of the GAMS version of the model are described in Section 2 of this paper. 
The goal of the development of the GAMS/MPSGE version of the model was to produce a version of the 
PET model that is easier to use particularly for model development. For this purpose, we wanted to start 
with a GAMS version that is as close as possible to the fortran version in terms of the underlying 
economic structure (expressed as e.g. household’s preferences or industries’ technologies). Some of this 
document is therefore devoted to demonstrating that the two versions of the model are functionally 
equivalent; that is, when running the same experiment, with the same inputs, they produce identical or 




At the same time, we also wanted to take advantage of the opportunity of coding a new model from 
scratch to introduce some differences in the GAMS version in order to improve on some features of the 
fortran version and its calibration procedure. For the most important of these differences, in order to 
make sure the models were still equivalent, we added options to one or the other model so that they 
could be run with comparable features (typically by allowing a particular feature to be turned on or off). 
Another part of this document is therefore devoted to describing differences between the models, and 
tests that demonstrate that they are still fundamentally compatible, isolating the effects of particular 
features on outcomes. 
Key features of the GAMS version that differ from the fortran version of the model are described in 
Section 2. Section 3 shows how model equality was established despite these differences. For several 
cases, this was done by activating (or deactivating) specific options in the GAMS or fortran model, 
respectively. Section 4 discusses differences between the models in the calibration to a baseline and 
section 5 concludes.  
2 Overview of the PET model and GAMS/fortran version 
differences 
The structure of the GAMS version of the PET model was intended to be the same as (or as similar as 
possible to) the current implementation in fortran. The PET model structure consists, in each region, of a 
household sector that consumes goods and makes investments, industries that produce goods, and a 
government sector that collects taxes and makes transfers to households. Between regions, trade in 
intermediate goods occurs and is modeled following the Armington (1969) assumption. Households earn 
income from labor and capital, as well as from government transfers, and make decisions about how 
much of their income to save versus how much of it to spend on consumption goods. The model 
assumes forward-looking behavior, i.e. households have perfect foresight about future prices, and make 
optimal decisions according to a household utility function, taking these prices as given. Industries make 
decisions about how much of their good to produce, and how to produce it (that is, through which mix 
of labor, capital, and intermediate inputs such as energy or materials). They make decisions in order to 
maximize profits, given a set of prices for inputs and outputs. For typical regional and sectoral 
aggregations see the appendix, and for the explicit nesting of production and consumption functions, 
see the iPETS documentation wiki1. 
Differences between the PET model implementations in GAMS and fortran can be categorized as 
structural differences (the economic equations that model economic behavior by households or 
industries differ, section 2.1) and model solution differences (the algorithm to solve for economic 
behavior differs, section 2.2). With regard to structural differences, the intertemporal optimization of 
agents differs. While both the fortran and GAMS versions implement forward looking behavior, the 
agent’s option to achieve an intertemporal optimum is restricted in the fortran version to the 
consumption-investment choice. The GAMS formulation is more general such that forward looking 
behavior can extend to intertemporal optimization of trade, as well (section 2.1.1). The more general 
                                                             




implementation of intertemporal optimization in the GAMS version can be restricted to resemble the 
fortran version (section 3.6).  
With regard to differences in sectoral aggregation, sections 2.1.2 and 2.1.3 describe structural 
differences in the modeling of energy and land-using sectors, respectively. It is obvious that these 
structural differences will directly affect model behavior as the underlying economic optimization 
problem is different. For comparison of different sectoral aggregation, we adjust the input data, e.g. by 
not breaking out the land-using sectors to demonstrate equivalence. 
To solve the model, the GAMS implementation formulates the economic problem as a mixed 
complementarity problem (section 2.2.1). This has modeling advantages (e.g. modeling of inactive 
technologies or linking variables with equations). In practical terms, this mainly affects the 
implementation of capital dynamics (section 2.2.2) which also has to be formulated within the mixed 
complementarity framework. As mentioned above, the fortran version is limited to one dynamic state 
variable (the capital stock, governed by consumption-investment choices). The intratemporal and 
intertemporal problems can therefore be separated. The more general implementation in GAMS allows 
for more than one state variable, however, making separation into intratemporal and intertemporal 
problems infeasible. Hence the capital dynamics in the GAMS model are solved using a different 
method. Note, however, that despite the different formulation the results are very similar or even 
identical in the absence of international trade (section 3). 
As the GAMS model is formulated in MPSGE, the representation of all production and consumption 
functions has to follow its special form to represent CES functions. For features of the PET model that 
are not standard in many typical CGE models, this requires a translation of the equations into 
GAMS/MPSGE code. In particular, this applies for the dynamic accounting of the capital stock and the 
intertemporal optimization (section 2.2.2) and the utility function that features (intertemporal) 
maximization of per capita utility as well as changing preferences over time (section 2.2.3). 
Further modeling differences exist related to the terminal condition, but because this affects only the 
final years we did not observe any meaningful difference in the time horizon of interest (section 2.2.4). 
Finally, the GAMS model allows for running the model at a reduced temporal resolution (section 2.2.5), 
which greatly affects the solution time (section 3.8), which is particularly useful at the stage of model 
development and enhancement. 
Differences in the calibration to a baseline are described in section 4. Differences between the models 
exist in the calibration to energy consumption (section 4.2). Further, the GAMS model allows for 






2.1 Structural differences between model versions 
2.1.1 Intertemporal optimization and trade 
A key structural difference between the GAMS and fortran versions is the balance of payments 
treatment, which influences intertemporal behavior through adjustments in international trade. The 
fortran version has a period-by-period balance-of-payments constraint. The GAMS version has an 
intertemporal balance-of-payments constraint.   
In the fortran version, each time period t is solved as a separate sub-problem, and a budget over final 
demand equation holds in each period. In this balance, for each region r (index omitted) expenditures 
for consumption (𝑝𝑗𝑡
𝐶 𝐶𝑗𝑡 representing the expenditures for individual good j) and investment (𝑝𝑡
𝐼𝐼𝑡) are 
equal to net of tax income from labor ((1 − 𝜏𝑡
𝐿 )𝑝𝑡
𝐿𝐿𝑡 ) and capital ((1 − 𝜏𝑡
𝐾)𝑟𝑡
𝐾𝐾𝑡), government transfers 
GT and the net trade surplus (BOP) expressed in US dollars (𝑝𝑈𝑆𝐴,𝑡
𝑐 ): 
∑ 𝑝𝑗𝑡
𝐶 𝐶𝑗𝑡 + 𝑝𝑡
𝐼𝐼𝑡
𝑗
= (1 − 𝜏𝑡
𝐿 )𝑝𝑡
𝐿𝐿𝑡 + (1 − 𝜏𝑡
𝐾)𝑟𝑡
𝐾𝐾𝑡 + 𝐺𝑇𝑡 − 𝑝𝑈𝑆𝐴,𝑡
𝑐 𝐵𝑂𝑃𝑡 . 
The net trade positions are transfers between the different regions in the model; a net trade surplus 
means that the region exports more than it imports and that it obtains a claim on future net imports.  
The exogenous BOP term implies that the balance of trade in each region is fixed at an exogenous value 
in each year. Convenient choices for this balance of trade value start with the observed base year value, 
but in principle this is an exogenous choice of the modeler.2 The formulation with a fixed BOP in each 
time period allows the economic problem of the agent to be divided into a dynamic problem (with one 
state variable, i.e. optimizing the intertemporal investment decision affecting the capital stock, which 
links periods) and static problems for each period. This leads to computational advantages, e.g. being 
able to parallelize the fortran model (see section 3.8 below).  
In the GAMS version, however, the budget over final demand for region r (index omitted) is formulated 
over the entire model horizon 
∑ (∑ 𝑝𝑗𝑡






= ∑ ((1 − 𝜏𝑡
𝐿 )𝑝𝑡
𝐿𝐿𝑡 + (1 − 𝜏𝑡





Because there is no budget constraint for each period, the fortran budget equation (i.e. balancing the 
budget in each period) does not necessarily hold in the GAMS model. Instead, the net balance of trade 
between a region and the rest of the world is specified as a sum over the entire model horizon. In 
particular, regions can adjust net trade intertemporally, thus allowing changes in intertemporal 
lending/borrowing across countries, which is a real feature of the global economy.3  
                                                             
2 Note that for the initial dynamic steady state (section 2.2.2), this value has to grow at the same rate as all other 
quantities in the model. This can then be adjusted later during calibration. 
3 For example, net exports can be seen as a form of lending to the rest of the world as it constitutes a claim on 
future net imports. In a case without trade, this intertemporal borrowing or lending will not occur because 




This feature essentially gives the GAMS version of the model an additional dimension of intertemporal 
behavior (beyond forward-looking household savings decisions). This implies more flexibility compared 
to the fortran version as intertemporal borrowing/lending can be used to shift consumption and 
investment between time periods. All markets still have to be balanced at each time period, so actors in 
the model cannot consume goods that were never produced, which is ensured by the market clearance 
equations in the model. This also implies that (net) trade has to be balanced globally in any given model 
period, because each imported good was produced as an export good in another region. 
To establish model equivalence with regard to budget balance and intertemporal trade behavior, an 
additional constraint can be added to the GAMS version to resemble the (implicit) constrained of the 
fortran version. Specifically, an additional balance of trade constraint can be added to the GAMS version 
in each period so that its time path is the same between models. This forces the balance of trade in each 
period to an exogenous value which is the same as the one implemented in the fortran version. The 
constraint consists of endogenous tariffs on imports and exports of all but one region. 4 If in a region 
exports are too high or imports too low to achieve the exogenous balance of trade constraint, exports 
will be taxed and imports subsidized until the constraint is achieved. The tax and subsidy instruments 
are counteracting such that no or little net government revenue is realized. Alternatively, the 
instruments could therefore be interpreted as import/export productivity adjustments.  
Adding this constraint to the GAMS version is important to reproduce the outcomes of the fortran 
model. The effect of a shock can be quite different between model versions when using the default 
version of the GAMS model. For a set of simple shocks, it can be demonstrated that a sudden shock is 
smoothed out in the GAMS version, having prolonged consequences due to intertemporal adjustments 
in the balance of trade.  
When the constraint is added to the GAMS version, the resulting (endogenous) tariffs and subsidies 
need to be taken into account to properly compare relative prices between regions, as these are the 
interregional prices that agents are faced with in the model. For example, to compare a price ratio 











where PA and PB are two prices in regions A and B and τA and τB are the endogenous tariff/subsidy rates. 
This also has implications for comparing GDP or other derived values. Instead of using e.g. PB as a 
numeraire, the numeraire has to include the adjustment term, i.e. be defined as PB(1+τB)/ (1+τA).  
 
                                                                                                                                                                                                    
all expenditures and all factor payments. Hence the budget equation holds for each year and there is no net 
borrowing or lending. 
4 If all but one region achieves the balance of trade constraint, the remaining region will also achieve the constraint 




2.1.2 Energy sectors 
The energy sectors explicitly modeled in GAMS and fortran are the same with the exception of 
renewable energy, which is not explicitly treated in the fortran version. In the fortran version, input 
from the electricity sector into the electricity sector is interpreted as renewable or carbon-free 
(including nuclear) electricity generation. It can thus be explicitly reported as a separate generation 
type. While it is advantageous to have the ability to report carbon-free electricity, the fortran version 
approach also has some shortcomings, such as unrealistic shares of carbon-free electricity in a climate 
policy run, driven by an economic response that shifts the input structure towards capital input rather 
than electricity under a carbon price. This can lead to unrealistic conversion efficiencies in policy 
scenarios given the modeling scheme implemented in the fortran version. 
Given these potential shortcomings and that it might be more promising to completely update the 
modeling of energy conversion sectors in the future,   we decided to not explicitly model carbon-free 
electricity in the GAMS version. That means that the electricity sector is modeled just as in the fortran 
version, however, no special meaning is attached to the input of electricity to the electricity sector.  
Due to these differences, no comparison runs were made for renewable energy targets or reported 
renewable energy. 
2.1.3 Land using sectors 
The fortran version includes three land-using sectors (crops, animal products, forestry), while these 
sectors are currently not included in the GAMS version (see the documentation wiki for implementation 
details). Versions of the fortran implementation without land use were used for this comparison. An 
experimental GAMS version with land use has been developed, but has not yet been explicitly compared 
with the fortran version. This is mainly due to the fact that additional sectors and factors lead to 
increased complexity. These additional sectors, which often are relatively small relative to the rest of the 
economy, can easily induce numeric issues and the additional equations and variables lead to further 
increases in computation time to solve the model. The experimental GAMS version with land has only 
been run at a lower temporal resolution (see section 2.2.5 below) which is not directly comparable with 
the fortran version due to differences in time steps. For the calibration of land using sectors to a 
baseline scenario, the experimental GAMS version uses the same approach as in the energy calibration 
(and is therefore different from the fortran version in this respect, as well).  
2.2 Model solution differences 
2.2.1 Solving the model as a mixed complementarity problem 
The GAMS model is formulated and solved as a mixed complementarity problem (MCP). Conventional 
CGE modelling (including the fortran version of the PET model) relies on a system of equations. In 
contrast, a MCP formulation links functional equations and variables through weak inequalities. This 
allows for activities to become "slack" (i.e., inactive). The explicit link between equations and variables 
has some advantage for model development and debugging and can also convey an economic meaning. 
For example, industry production becomes "slack" if cost exceeds prices. The complementary weak-




 Market clearance conditions indicate no excess supply exists as long as the price of the 
respective goods or factor market is positive. Mathematically, in equilibrium supply−demand ≥ 0 
⊥ price ≥ 0. The ⊥ symbol indicates complementarity, meaning that one of the conditions has to 
hold with equality in equilibrium, i.e. price∗(supply−demand)=0. This implies that with excess 
supply, the price in this market falls to zero. 
 Zero profit conditions indicate that no production makes a positive profit; perfect competition is 
assumed to dissipate all excess profits. However, when cost exceeds revenues, then no 
production activity will take place in this market. Mathematically, cost−revenue ≥ 0 ⊥ activity 
level ≥ 0, or equivalently activity level∗(cost−revenue)=0. 
 Household budget balance is achieved by linking income to the budget constraint: 
income−expenditure ≥ 0 ⊥ income ≥ 0, or equivalently income∗ (income-expenditure)=0. For 
any active household, the balancing condition holds with equality.  
While this modeling technique has some advantages, for the translation of the PET model into GAMS, 
they are not required and the same solution can be obtained using the solution algorithm of the fortran 
model. In practical terms, this mainly affects the implementation of capital dynamics (section 2.2.2) 
which also has to be formulated within the mixed complementarity framework. This implies that the 
intertemporal capital dynamics have to be formulated as market clearance and zero profit conditions, 
which might be a less intuitive, but elegant way to re-formulate the problem, as we will show in the next 
sub-section. This also means that the intertemporal problem is an integral part of the overall MCP 
problem and that the intertemporal as well as the intra-temporal problems faced by agents are solved 
simultaneously. In contrast, the fortran formulation of the model separates these two problems and 
finds solutions by iterating between them until convergence is achieved.5 The non-linear system of 
model equations is solved for in a single shot, using a call to the PATH (Newton type algorithm) solver 
(Ferris & Munson, 2000). In the resulting solution, all activities and relative present-value prices are 
simultaneously consistent with the formulated equilibrium.  
Solving the model for the entire time horizon at once enables the modeler to keep track of more than 
one state variable. In the fortran model there is one state variable (capital) that is governed by an 
intertemporal decision. In the standard GAMS model (without additional constraints to induce behavior 
as in the fortran model as discussed in section 3.6), the balance of trade is also a state variable that is 
governed by an intertemporal decision, allowing for a more flexible treatment of trade dynamics. Rather 
than having a budget equation for each time step (as in the fortran version), the agents in the GAMS 
version are faced with a single budget equation over the entire model horizon, and the balance of trade 
therefore evolves endogenously over the time horizon. Another potential intertemporal state variable 
that could be tackled with this modeling approach would be emissions budgets, i.e. achieving a 
cumulative emissions budget with intertemporally optimal abatement choices.  
While it is convenient to only have a single solve and no other solution algorithm required, the 
formulation of the model in present value (i.e. discounted) prices may cause numerical scaling problems, 
since these prices tend to be very small at the end of the model horizon while quantities tend to be very 
                                                             




large.  In addition, solving for all prices and quantities in all time periods increases the computational 
burden, although the number of variables can be reduced by not solving the model at annual time steps 
but rather by making the length of a time step a choice of the modeler (see also 2.2.5).  
In the fortran model, as each time step is solved individually, there is a numeraire in each time. In the 
GAMS model which formulates the entire problem as a single problem, only one numeraire is present in 
the model.  
2.2.2 Capital dynamics 
While computationally challenging, the treatment of capital dynamics in the GAMS version can be 
greatly simplified in comparison with the fortran version, both in terms of the algebra required as well 
as the lines of code that handle capital dynamics.  
Capital dynamics and intertemporally consistent forward looking behavior are implemented in 
GAMS/MPSGE as discussed in Paltsev (2004).6 Because we use the GAMS/MPSGE framework, we have 
to bring the capital dynamics into the form of production activities which can then be represented easily 
in GAMS/MPSGE to generate zero profit and market clearance conditions (see section 2.2.1). 
Specifically, we define an investment good activity and a capital preserving activity in GAMS/MPSGE. 
The respective market clearance and zero profit conditions then characterize optimal 
consumption/investment decisions by agents. Hence, no specific algorithm is needed to inform 
consumption-investment trade-offs in any given period, as all future returns to investment are already 
integrated into the problem.  
The investment good activity governs the production of investment, or new capital to be added to the 
capital stock. This activity's zero profit condition ensures that the production cost of one unit of the 
investment good is equal to the price of capital that it generates. The capital preserving (accounting) 
activity keeps track of the capital stock by taking current available capital as an input and producing 
capital that can be rented by producers in this period and future capital (subject to depreciation). The 
capital preserving (accounting) activity’s zero profit condition ensures that the price of capital reflects all 
future rental returns (subject to depreciation). For practical implementation, two (related) prices for 
capital are used in the model. The price of a unit of capital PK reflects the cost to produce this unit of 
capital. The rental rate RK is the price that a producer pays to the owner of the capital in order to use it 
for one period. 
In addition, there are market clearing conditions that determine the rental price of capital RK(r,t), the 
unit price of capital PK(r,t), and the price of investment PI(r,t). The market clearing condition of the 
investment good activity ensures that the investment good increases the capital stock (as long as PI(r,t) 
is positive, otherwise there will be no investment activity). The market clearing condition of the capital 
preserving activity ensures that the entire capital stock is rented out to industry (as long as RK(r,t) is 
positive), and that no capital is "lost" after accounting for depreciation when going from one period to 
the next (as long as PK(r,t), is positive).  
                                                             




2.2.3 Utility function 
The PET model is designed to reflect the effects of changes in the projected composition of the 
population over time according to various demographic characteristics. The utility function in the PET 
model takes into account per capita utility as well as preference changes over time. As it is non-standard 
for CGE models (the most common CES utility function used in CGE models aggregates overall total 
consumption), we will first describe how this function was implemented within the GAMS/MPSGE 
framework. As the experiments in sections 3.2 and 3.3 will show, GAMS and fortran model behave 
identically.  
The PET model uses a form in which per capita consumption enters the intertemporal utility function 
and total population nt is included as follows 





with 𝛽𝑡 representing the discount factor at time t, 𝑐𝑡 per capita consumption of an aggregate 
consumption good, and 𝜌𝑈 the intertemporal substitution parameter. 
If population is constant over time, this formulation is equal to the total consumption form as in this 
case nt= n0, which can be taken outside of the summation. For the GAMS/MPSGE version, translating 
this utility function is not straightforward because it has to fit into the structure of a “standard” CES 
function and total consumption has to be used as an input in the consumption function. This is achieved 
by modifying the equation above and expressing population relative to base year population n0  







This normalizes population to n0, as n0 /𝜌𝑈can be taken out of the utility maximization without changing 
the results. In MPSGE this is achieved by adding the term pop(r,t)/pop(r,"2000")) with a base year 20007, 
into the function description for the aggregation of intertemporal consumption: 
$prod:W(r) s:tsig 
        o:PW(r)  q:(sum(t,vc(r)*qref(t)*pref(t))) 
        i:P(r,t)     q:(vc(r)*qref(t)*pop(r,t)/sum(tf,pop(r,tf)) p:(pref(t)) 
The formulation can thus be interpreted as adjustment parameters that shift the weights of the 
individual years in the intertemporal utility function towards years with higher population.  
The implementation of changes in preference parameters for consumption within a time period is more 
difficult in the GAMS version because the utility function in MPSGE is generated from the calibrated 
share form, which has different parameters than the “standard” formulation of the CES function. The 
preference parameters used in the fortran model, therefore cannot directly be entered into the GAMS 
                                                             
7 To be flexible in the code with respect to the base year, we use sum(tf,pop(r,tf)), where tf is a set including only 
the first year of the model horizon. The summation over this one element set thus returns the value of the base 




version. Instead, we use changes in preferences from in expenditure shares relative to the base year. 
Under a Cobb Douglas utility function, the exogenous expenditure shares will always be the same as in 
the model solution. For a CES utility function as used in the fortran model to implement preference 
changes this is generally not the case.  
In MPSGE, the adjustment parameter mucpr(cg,r,t) in the CES consumption function is added as follows: 
$Prod:C(r,t) s:csig 
        o:P(r,t)        q:(vc(r)) 
        i:PJ(cg,r,t)   q:(vfd(cg,r)*mucpr(cg,r,t)) p:(pref(t)) 
Initially, mucpr is set to unity to have constant preferences for the for steady state growth. Starting from 
there, the parameter is adjusted by 
mucpr(cg,r,t)=tgtexpsh(r,t,cg)/expsh(r,t,cg); 
where expsh is the share of expenditure within the consumption goods observed in the base year data 
(and maintained in the steady state growth path) and tgtexpsh is the target expenditure share that 
would follow differences in preferences under unchanged prices. Note that endogenous price changes in 
response to the shock (or any other shock) might lead to expenditure shares in the model different from 
those target shares depending on the elasticity of substitution csig between consumption goods.  
2.2.4 Terminal condition  
The GAMS version uses an implementation of terminal conditions to approximate an infinite horizon 
which does not require the specification of an ex ante growth rate in the final period T (Lau, Pahlke, & 
Rutherford, 2002). The condition imposed in the model requires that investment grows at the same rate 







The terminal condition in the fortran model varies from this condition as it explicitly specifies the 
required demand for the terminal capital stock. However, this demand is adjusted iteratively for each 
shoot during the solution iteration and hence constitutes a reasonable approximation. 8 Both conditions 
yield the same result in "steady state runs" where the growth rate of consumption and investment are 
equal for the entire time horizon by definition. 
From the comparison exercises in section 3, we can conclude that the differences in terminal conditions 
do not play a role for comparing results in a relevant time frame. Specific to our analysis, this did not 
affect any of the comparisons between versions for model outcomes prior to 2100. In the years to about 
2120 (with the exact year slightly varying for different model versions), differences in some cases 
become significant but are not relevant to the targeted time horizon for analyses.  
                                                             
8 See for http://ipetsmodel.com/index.php?title=Solution_approach_and_computational_procedure more details 




2.2.5 Variable temporal resolution 
The fortran version of the PET model runs with 1 year time steps. When the fortran version is solved in 
parallel (Melnikov et al., 2016; Gruzdev et al., submitted), the number of years to solve are of lesser 
importance, because the intertemporal problem can be separated from the static equilibrium problem 
for each model year.  In the GAMS formulation, this separation is not possible. Therefore, the 
computational burden in the GAMS version can be drastically reduced by reducing the temporal 
dimension of the model, i.e. not explicitly simulating every year, but only every 5 or 10 years. However, 
the reduced temporal dimension is only an approximation of the investment behavior in which capital 
becomes available the year after it is created. In this approximation for 5- or 10-year time steps, part of 
the investment matures immediately and directly adds to the capital stock. In section 3.7, we explore 
how this approximation affects the results of model runs. In section 3.8, we compare the computational 
differences between the GAMS and fortran versions, taking into account the option to parallelize the 
fortran version and to reduce the time dimension of the GAMS model. 
3 Establishing comparability with the fortran version 
In this section, we discuss comparability between the GAMS and fortran versions for key features of the 
PET model. As mentioned above, we strive for models with an economic structure as similar as possible 
while maintaining the option to implement additional features in either version. As there are structural 
differences between the model version (section 2.1), we would expect the default model to differ in 
response to an economic shock. We therefore need to find adjustments to differences in the treatment 
of intertemporal trade optimization as well as differences in energy and land using sectors. 
Since the GAMS version does not include land use, while Ren et al (2016) does, we use an earlier set of 
input data that does not disaggregate agricultural (land-using) sectors, from either O’Neill et al. (2010)9 
or O’Neill et al. (2012), and adjust the fortran model accordingly. Since zero carbon electricity is not 
subject to specific treatment in the GAMS version, we exclude this from the comparison. With regard to 
differences in the intertemporal treatment of trade, the comparison is done in one of two ways. 10 For 
most comparisons, where trade is not important (e.g. changes in preferences or population), an input 
data set without trade can be used, in which case trade is excluded from both models. To implement 
this, we modified the O’Neill et al. (2010) input data to exclude trade between the regions in the model. 
This avoids confounding effects and as a side effect achieves faster solution times by solving a smaller 
equilibrium problem in each region rather than one integrated equilibrium problem across regions. 
Since the regions and thus their prices are completely separate, it requires setting a numeraire in each 
region. To compare responses in trade to shocks in the model versions a more sophisticated strategy is 
required. Specifically, we add an additional constraint on the balance of trade through endogenous 
                                                             
9 This version of data allowed for easier removal of international trade and was hence used in model runs without 
international trade. Note that this model also has a different energy structure by combining oil and gas sectors and 
an earlier start year (2000). 
10 In principle, the GAMS version could have been built to solve the model in a structure that looped over a 
recursive model with adjustments to the consumption-savings trade off just as in the fortran version. However, we 
felt that the current state of implementing forward-looking models requires solving the model at a single shot. The 
models thus differ in this central aspect which affects model behavior. The GAMS version was therefore adjusted 




tariffs, which is (almost) equivalent to implementing a budget balance as in the fortran version. The 
details are described in section 3.6. 
For this comparison, we use version 2.0 of the fortran model code (as used in Ren et al., 2016, however 
with fixes of minor errors). However, we use a different method of initial steady state calibration from 
Ren et al. (2016), in particular a different method to reconcile base year data on rental payments to 
capital and investment with (exogenous) parameters of time preference and depreciation rates. Here, 
we use a tax on rental capital to achieve this reconciliation, as described in Balistreri (1997). The GAMS 
model is used with annual time steps in this exercise and usually run from 2004 (or 2000) to the year 
2124 (or 2120, respectively). 
The comparison consisted of several steps and roughly follows the order of a typical calibration of the 
GAMS version. First, we implement a steady state growth path (with or without a steady state growth 
larger than zero) to confirm that the steady state growth path is identical in the two models (section 
3.1).11 Then, the various components of comparison where carried out by shocking the model with 
changes in population size (section 3.2), preferences (section 3.3), and labor productivity (section 3.4). 
We also tested shocks to the initial capital stocks in both models (section 3.5), as this is one of the 
options to reconcile initial investment/GDP ratios (section 4.5). The different sections below list the 
experiments carried out and the results. While results often were not identical due to the numerics, 
they proved to be close enough to conclude that the models behave the same (i.e. differences of <0.1%).   
In order to increase harmonization between the models and locate initial differences the following 
technique proved to be helpful. Starting from the same steady state pathway in both models, a shock 
was applied to both models. The price and quantity variables from the fortran model were then 
exported to a file and imported into GAMS. Re-running the GAMS model with the iterlim=0 option (i.e. 
only perform an evaluation of all model equations with the variable values of the fortran model without 
an actual optimization) then points directly to equations that include differences. In other words, this 
method plugs in the values of a fortran solution into the GAMS equations to see which ones are 
violated. This method therefore allows a stepwise check for quantities (of specific or all sectors), prices 
and other variables in the model (e.g. transfers to the government).12  
                                                             
11 This step was also crucial to fix a mistake in the trade code in the fortran model, as old versions had small 
deviations already in the steady state growth path. 
12 This required some modifications to the GAMS version to make some variables comparable to the fortran 
version of the model. In particular, the scaling of the rental price for capital and the associated quantity had to be 
changed in GAMS, since the variable is defined as the time preference plus the depreciation rate in fortran, 
whereas it is normalized to unity in the GAMS version. In addition, the investment price is a variable in fortran, but 
not in the standard GAMS version. In GAMS, the investment price cancels out as two conditions are merged into 
one single production block: (1) zero profit in the production of the investment good (the sum of cost of inputs to 
produce one unit of the investment good has to equal the price of investment) and (2) the zero profit condition in 
the investment allocation to the capital stock (the price of investment has to equal all future rental returns to this 





3.1 Steady State growth path 
For an initial set-up, we construct a balanced steady state growth path. A tax on rental capital is 
implemented to reconcile observations of rental payments to capital with investment levels, given 
parameter choices of time preferences and the steady state growth rate (Balistreri, 1997). In the Fortran 
version, the capital taxes are levied on consumers, rather than producers as in the GAMS version. This 
difference results in different capital tax rates but the same market outcome (payment volumes). The 
capital tax rate calculation is added in the fortran model13 for this comparison exercise and will be used 
as default feature for the model in the future.  
For the steady state runs without supplementary shocks, identical absolute prices in both models were 
obtained. In the fortran model, each time step is solved individually, hence there is a numeraire in each 
time step and hence absolute price levels differ between the models (as prices are discounted in GAMS 
but not in fortran). In practice, we followed an approach that left price levels in the fortran model 
unchanged inside the model (with a numeraire for each time step) and post-processed the fortran prices 
by multiplying with the discount factor.14  
In all further experiments below this convenient property does not hold. Once a shock is added to the 
model, it is difficult to convert prices obtained from the GAMS model solution into prices equivalent to 
those from the fortran version.15 A shock can change the relative contribution of different time periods 
to the overall price index used in the GAMS model, and hence absolute prices in each time period that 
are equivalent to those in the fortran version can no longer be easily calculated by multiplying with a 
discount factor. Therefore, relative prices within each time step were compared instead, as these are 
consistent in both model versions. 
Using relative rather than absolute prices, the model versions produce identical outcomes to a number 
of shocks starting from steady state baselines with various growth rates (tested with 0% or 2%). 
3.2 Changes in population size 
The PET model is designed to reflect the effects of changes in the projected size and composition of the 
population over time according to various demographic characteristics. In this section, we analyze 
changes in population size. In the next section, experiments are run that deal with preference changes 
which can be induced by changes in the demographic composition. Population size enters the utility 
function which is represented in per capita terms (see section 2.2.3) as well as (effective) labor supply. 
For this experiment, we isolated the effect that population size has on the economy through the 
                                                             
13 Specifically, this is added to the CalPet part of the fortran model code, see 
http://ipetsmodel.com/index.php?title=Obtaining_and_running_the_model . 
14 All  prices in the model depend only on the time preference rss and the time step t, p t = 1/(1+rss)
t. 
15 In the version without trade, the labor price of each region is set to unity in each time step in the fortran model. 
In GAMS, the labor price in the first simulation year is set to unity and decays over time. As in the GAMS model all 
model periods are explicitly l inked via a single income balance constraint, relative prices exist not only within one 
simulation year but also between simulation years. For simple cases (e.g. single region or single good models), the 
price conversion factors can be explicitly derived, however, it was not possible to derive a formula algebraically for 




representation of utility in per capita terms; changes in labor supply were analyzed separately (see 
section 3.4). 
In our population experiments, we shocked both the fortran and the GAMS model versions that were 
calibrated to a steady state growth with several population trajectories. We performed the following 
experiments related to the population size: 
 Constant base year population size in all regions 
 A 10% change in a single region (China) for a single year (2020) 
 Calibration of a single region (China) to the population trajectory in SSP2 
 Calibration in all regions to the population trajectory in SSP2 
In all cases, we could confirm that the model versions behaved identically. 
3.3 Preference changes 
Changes in the composition of population as well as in per capita income lead to changes in preferences 
for different consumption goods. Section 2.2.3 described how the consumption function in 
GAMS/MPSGE was implemented to account for these changes in preferences. To check whether 
changes in the preference parameters had identical effects on model behavior, we ran several 
experiments: 
 Constant preferences (i.e. preferences as in the base year) 
 Preference changes in line with SSP2 due to changes in population composition and income (as 
in Ren et al., 2018) in a single region (China) 
 Preference changes in line with SSP2 (as above) in all region 
In all cases, we observed identical model outcomes. As both population and preference changes enter 
the utility function, we ensured that also joint shocks to population and preferences were reproduced in 
both model versions. In particular, we combined the most complex shocks (i.e. the last item in the 
respective lists) from sections 3.2 and 3.3. In addition, we also ensured that the results hold under 
additional shock from labor productivity (section 3.4) 
3.4 Labor productivity changes 
It is important to establish equal model behavior in response to changes in labor productivity because 
this is the adjustment made to calibrate to an exogenous GDP pathway in the PET model. In addition, 
changes in labor supply are also a result of demographic changes.  Once potential differences in trade 
were accounted for (see below), changes in labor productivity induced the same change in GDP in both 
model versions. This was established by running various scenarios with and without trade, starting from 
steady state pathways and adding labor productivity shocks: 
 An 10% increase of labor productivity in a single region (China) a single year (2020) 
 Introducing additional labor productivity growth of 1% in a single region (China) or all regions 
 Replacing the labor supply from growing at a steady state growth rate with labor supply 




In all cases, we could confirm that the model versions behaved identically. 
3.5 Capital dynamics 
To confirm that capital dynamics in both model versions are the same and that both models behave 
identically to an exogenous shock to (initial) capital endowments, we increased or decreased the capital 
endowment that was prescribed for a dynamic steady state run. This is important, because the 
adjustment of initial capital can serve as an option to reconcile observed investment to GDP ratios after 
calibration (see section 4.5). As the capital stock of an economy is observed only with a large 
uncertainty, this is a reasonable way to bring another model outcome towards observations (investment 
to GDP ratios are observed with less uncertainty).  
The experiment to confirm confirmed identical responses to adjustments in initial capital endowment 
reduced or increased capital endowment in a single region (China) or all regions by 10%. We could 
observe that all price and quantity variables responded identically in the GAMS and fortran versions, 
including an identical adjustment of the investment rate in the initial year.  
3.6 Trade 
Starting from a steady state growth of 2% (with international trade between all model regions), 
additional labor productivity increases of 1% per year occur in China for three decades. 16 Figure 1 shows 
simple example runs to demonstrate the role of different trade treatments. The figure analyzes relative 
prices within regions (panel (a)), quantities (panel (b)), and relative prices between regions (panel (c)). 
In panel (a), relative prices within regions, the price levels of composite consumption (which also serves 
as an indicator of the overall price level) in China and the USA are expressed as a ratio relative to the 
labor price level of the respective region, i.e. P/PL. It can be seen that the unconstrained GAMS model 
(labeled “nofix”) deviates quite substantially from the fortran model’s outcome and that the constrained 
GAMS model (labled “bopfix”) resembles the fortran version much better. In panel (b), quantity changes 
in the aggregate consumption bundle are shown. Again, once the GAMS model is constrained (“bopfix”), 
it matches the fortran version well. In panel (c), relative prices between regions are shown. The left sub-
panel shows the ratio between consumption prices (or overall price levels) between the US and China, 
and the right sub-panel shows relative labor prices after the shock. Here, the GAMS prices in “bopfix” do 
not correspond to the ones in the fortran version, but this difference is removed when the correction 
factor described in section 2.1.1 is applied (“bopfix-corr”), to account for the price differences between 
regions that arise from the tariff/subsidy resulting from the balance of trade constraint.  
From Figure 1, it can be seen that without the additional “bopfix” constraint, an immediate adjustment 
reaction takes place in the year 2000 in the US (i.e. the region not directly affected by the shock) and 
that the real effect in China is dampened over time (see panel (b)). This is driven by consumption 
smoothing in China, i.e. a reduction in the intertemporal changes of consumption. As this leads to 
increased demand in early years from additional consumption, other regions such as the US are willing 
to react to this by reducing their consumption and increasing exports to China, although the change is  
                                                             





Figure 1. Responses under different trade settings. (a) Relative prices within China and USA, (b) changes 
in aggregate consumption relative to the steady state, (c) relative between China and USA.  
 
much smaller than the one observed in China. It can also be seen that in this simulation small 
differences remain between the bopfix GAMS version and the fortran version (in this case, best visible in 
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tariffs, which lead to changes in the terms of trade and thus secondary effects in the countries 
involved.17 
3.7 Temporal resolution 
As described in section 2.2.5, the GAMS model can be solved in different temporal resolutions. A 
reduced temporal resolution lowers the number of variables and hence the resolution time. While a 
choice of annual time steps is equivalent to the fortran version of the model, a reduced temporal 
resolution will lead to differences. This follows from when investment matures and contributes to the 
capital stock (see section 2.2.5). As a consequence, the tax rate on capital required to reconcile 
observed investment and returns to capital with assumptions about the growth and discount rates (see 
section 3.1) depends on the choice of the time step. With data from O’Neill et al. (2010), capital tax 
rates in the dynamic steady state are 20% for annual time steps, 26.7% for 5-year time steps, and 33.4% 
for 10-year time steps. 
 
Figure 2. Investment (left panel) and Capital stock (right panel) in China in the 5 and 10 year runs relative 
to levels in model run with annual time steps. 
To test the effect on model outcomes of the choice of time resolution, we run the following experiment 
with different time steps (1 year, 5 years, 10 years). We calibrate preference changes, adjust GDP to 
reach the SSP2 pathway, and free up the capital stock (we omit the energy calibration in this experiment 
because it has fewer dynamic implications for capital stock, the main variable affected by the choice of 
time steps). While the GDP outcome from the calibration is the same across versions with different time 
steps, some differences exist for the level of investment activity and the capital stock. Figure 2 shows 
the relative difference in capital stock and investment for the 5 year and 10 year time step runs 
compared to a model run with annual resolution. A value of 1 implies that the value exactly corresponds 
to the value observed in the run with annual time steps. There are several observations to make. First, 
there is a strong initial difference in the first simulation year (2000), but differences decline over time. 
                                                             
17 These effects are more prominent when a region has a net trade surplus or deficit over the model horizon, as in 






























Part of the reason for this initial difference is that the capital stock in the base year is fixed in the annual 
run but adjusts in the runs with lower temporal resolution, because part of the investment in the first 
year directly affects the capital stock. Also, note that the 5 year time step run generally is closer to the 
annual time step run than the run with 10 year time steps. The sign of the deviation differs between the 
5- and 10-year resolution runs only for the initial investment. The changes caused by capital dynamics 
are also reflected in patterns of consumption and production (not shown). As GDP is identical across all 
runs, consumption is a mirror image of investment. Production in different sectors differs depending on 
how intensively it is used as input to consumption or investment, respectively. 
Next, we add a shock to the baseline, as in most analyses we are primarily interested in the differences 
between a baseline and a counterfactual scenario. In this case, the shock implemented is rather large, a 
25% tax of all non-factor (i.e., material and energy) inputs in China. Figure 3 shows the difference 
between the scenario with the shock and the baseline. Again, initial differences are strong, but diminish 
over time. As the capital stock in the base year is fixed in the annual time steps run, no change can occur 
here. Changes in consumption are also reflected in intertemporal welfare changes, shown in Figure 4 In 
general, the results are quite comparable between different runs with different temporal resolution. For 
all regions, the welfare impact is larger under a higher temporal resolution, probably due to the fact that 
the initial capital stock cannot be adjusted as much as in the approximation with lower temporal 
resolution. 
 
Figure 3. Consumption (left panel) and capital stock (right panel) relative to baseline after a tax shock. 
In general, consumption and welfare results point to similar results, especially in the longer run that is of 
interest to long terms scenarios (for shorter term simulations, higher time steps might be advisable to 
capture a better initial investment/consumption response). The comparison of welfare results also 
showed that the ordering is consistent and the differences in the magnitude lie within other 
uncertainties of the model. For most applications focusing on the long term, a temporal resolut ion of 5 


























Figure 4. Welfare change in different regions due to a tax shock. 
3.8 Computational aspects 
The solution speed of the fortran version has been improved recently by several factors. This includes 
using the Nitsol solver (Pernice & Walker, 1998) which improves the solution speed compared to the 
previously used, simpler Newton solver by up to 90%. The fortran model also has been parallelized 
which is feasible due to the design of the solution algorithm, which splits the problem into an 
intertemporal and static problems (Melnikov et al., 2016; Gruzdev et al., submitted). 18 Further, the 
model initialization was improved by loading variable values from a previous model solve which 
increases the ability to find a solution as well as time to reach the solution, especially if the difference to 
a previous solve is only a relatively minor perturbation. This last feature is similar to the GAMS model, 
where subsequent model solves are initialized with the variable values from a previous solve by default.  
The closest comparison of the runtime needed by the GAMS and fortran versions to solve the model 
consists of using a single core model run. Starting with a solution from a previous run, two cases are 
assessed. The first case starts with a (relatively small) preference shock on a prior labor productivity 
shock on the dynamic steady state (Figure 5, top panel). The GAMS version is run as a default version, as 
well as a version that imposes a specific balance of trade in each period (bopfix=yes) and a version that 
does not include trade (and therefore solves nine individual regions)19. Results show that adding the 
additional trade constraint increases the complexity of the model and therefore leads to a longer solve 
time. The second case reverses the order of the shocks, i.e. puts a larger shock on top of a smaller shock 
(bottom panel). This increases the overall solution time for all runs, but does not change the general 
picture. In both cases, the fortran model (using the Nitsol solver) took about 6 times as long to find a 
solution as the default GAMS model. In this comparison, options to help the solver were passed to the 
                                                             
18 See also http://ipetsmodel.com/index.php?title=Solution_approach_and_computational_procedure for the 
solution approach and details on the parallelization. 
19 The fortran version was also run without trade, but runtime was very similar to the version with trade or even 
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PATH solver. In calibrating the model, these options are often helpful to find a solution and are relatively 
consistent when applying similar shocks (e.g. changes in labor productivity during the GDP calibration) 
and can be obtained from the log output of successful or failed solves.  
 
Figure 5. Comparison of solution time in seconds on NCAR’s CGD server “burnt” (Intel(R) Xeon(R) CPU E5-
4640 v4 processors with 2.10GHz). The top panel shows the solution time after imposing a preference 
shock on the previous solution which was based on a labor productivity shock on the dynamic steady 
state. The bottom panel reverses the order of the shocks. Note that in the bottom panel the fortran 
model performed better when not starting from the previous solution, but with an initialization of the 
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As noted above, the fortran version can be solved with parallel processors and time to find a solution 
can be reduced substantially. The model scales quite well, i.e. the solution time can be decreased 
efficiently by adding additional cores (Melnikov, Gruzdev, Dalton, & O’Neill, 2016). In order to achieve 
the same solution time as the GAMS model, about 6-8 cores would be required. 
 
Figure 6. Solving time and speed-up by reducing the number of time steps explicitly modeled (speed-up is 
relative to the solution time with annual time steps). 
As discussed above, the GAMS version formulates the dynamic and static problems as single problem to 
solve and hence cannot be parallelized in the same way as the fortran model. It therefore forgoes the 
ability to split the problem into smaller, parallelizable problems.20 However, the current GAMS 
formulation has the advantage that it allows for treating more than one state variable.  
In the GAMS version, it is possible to speed up the solution time by limiting the number of time steps to 
explicitly solve for, as described above. Figure 6 shows the solution time and the speed-up that can be 
gained from reducing the number of time steps. For development and debugging purposes, the 10 year 
time steps solve the model in less than 5 seconds and offer more than a 50 fold increase in speed, and 5 
year time steps which are usually sufficient for work on long term scenarios solve the model in less than 
half a minute and offer a speed-up by a factor of 10-20 compared to annual time steps at only small loss 
of precision. 
                                                             
20 It would in principle be possible to use MPSGE problem for the static problems only and solve the intertemporal 
























































4 Differences in calibration to a baseline 
Independent of similarities in model structure described above is the strategy to calibrate to a baseline 
scenario that serves as a starting point for economic analysis. The baseline is a plausible representation 
of the future and hence differs from the stylized steady state path that was the starting point for the 
experiments performed to demonstrate equivalence between both model versions. This is done by 
adjusting parameters, productivities or preferences. 
While both model versions generally use the same parameters to reach a given calibration target, the 
actual implementation is different between versions. This is due to certain approaches to calibration 
being easier in either the fortran or GAMS versions. For example, both models adjust labor productivity 
to target exogenous GDP values. However, the algorithm that formalizes the process of updating labor 
productivity differs (section 4.1). As shocks to labor productivity lead to identical model outcomes (as 
we established in section 3.4), including GDP, it does not matter what specific rule is chosen to update 
labor productivity. 
For other calibration targets, most notably energy quantities (section 4.2), productivity parameters are 
adjusted in both model versions to achieve the same energy targets. In this case, however, the default 
approach for the GAMS version differs from the fortran model, as different productivity parameters are 
adjusted. In principle, the method applied in the fortran model could be used, but we found the default 
implementation in the GAMS model to be quite robust. In addition, implementing the fortran model 
approach in GAMS might not be straightforward, as the model parameters are not exactly the same in 
both models but are related through algebraic manipulation of the underlying CES production functions. 
This is due to the GAMS model being written in MPSGE (which itself is a simplification of the CES 
functions written in calibrated share form; see Böhringer et al. (2003) for details), while fortran adheres 
to the more “conventional” functional form of the CES functions. Using different parameters to reach a 
target leads to different states of the economy despite both reaching the same targets. Hence model 
response in a counterfactual scenario will be different as well. There exists a model version of the 
fortran implementation that uses the calibration used in the GAMS version of the model, under which 
the two baselines will reach the same state to meet the quantity targets.  
There are also additional calibration options in the GAMS version that go beyond the calibration options 
implemented in the fortran version of the model. As these are optional, to achieve identical calibration 
behavior, they could be switched off. As these options improve the characteristics of the calibrated 
baseline, it might be beneficial to incorporate these into the fortran model, as well. This already has 
happened for the adjustment of investment to GDP ratios. 
There are some considerations to be made when calibrating to a baseline with the GAMS version of the 
model. The PATH solver is powerful when the solution is not too far away from initial conditions. We 
therefore need to specify variable values that are close to a final solution. The calibration to any baseline 
scenario in the GAMS model therefore starts with a known solution of the multiple-region, multiple-
sector model and then adds desired features like region-specific development in terms of GDP and 
energy growth as well as energy prices. Specifically, the model starts with a static equilibrium based on 




with an equal growth rate for all regions. That is, the static model version is projected to initially be 
unchanged in relative terms; future prices are however discounted as the model is formulated in 
present value terms. Since the initial balanced growth path of a dynamic steady state can be calculated, 
it provides a solution that can be passed on to the solver (see section 3.1). This initial model solve also 
serves the purpose of checking whether the model is formulated correctly, i.e. whether the initial inputs 
are a solution to the model equations ("replication check").  
We can then move the model away from this steady state pathway towards a baseline scenario of 
interest, which is typically characterized by regionally differentiated growth rates, changes in energy use 
and consumption patterns over time. We split the adjustments required to move the model solution 
from its balanced growth path to the baseline scenario into a series of changes small enough to allow 
the PATH solver to converge quickly to a solution based on a previous solution. Typically, the following 
modifications are made to the steady state path to obtain a calibrated baseline scenario: 
1. Adjust preferences to a utility function maximizing per capita consumption and adjust 
preferences for changes over time (see section 2.2.3). 
2. Calibrate energy prices (see section 4.3). 
3. Calibrate GDP (see section 4.1). 
4. Calibrate investment to GDP ratios (see sections 4.4 and 4.5). 
5. Adjust the terminal condition, i.e. freeing up the fixed capital stock that is used when setting up 
the steady state run (see section 2.2.4). 
6. Calibrate energy use (see section 4.2). 
7. Add emissions to the model as additional variables, based on calibrated energy flows and 
exogenous emission factors. 
Other orders to these steps are possible, but this sequence has proven relatively robust. Some 
calibration steps in this list are optional and can be skipped. The GAMS files that contain the respective 
calibration steps can be run with a batch or shell script, using the restart option in GAMS.21 
4.1 GDP growth 
While the response to an exogenous input of labor productivity change is identical in the fortran and 
GAMS versions, the method of calibrating to an exogenous GDP target is not.22 In the fortran version, a 
Newton algorithm automatically searches for labor productivity increases that are consistent with GDP 
values in key years (usually 5-7 time points along the entire model horizon) and interpolates labor 
productivity in the years in between. In the GAMS version, labor productivity of each year is adjusted 
directly based on the deviation between the current calculated GDP in the model and the targeted GDP. 
For example, if the current calculated GDP value is half of the GDP target, then labor productivity in this 
given year is doubled. In order to avoid overly large changes in the parameters and thus difficulties in 
solving the model, the size of the shock is capped. The updating formula (time and region indices 
                                                             
21 See https://www.gams.com/24.8/docs/userguides/userguide/_u_g__save_restart.html  





omitted) applied to labor productivity ladj (an adjustment multiplier on the initial guess for labor 
productivity) to derive an updated guess of ladj’ is as follows 




In this equation, GDPtarg is the target to achieve in the calibration, GDPcalc is the GDP calculated from 
the last model run and 𝜑 is a scaling parameter (0<𝜑<1) to avoid large changes. 
4.2 Energy consumption 
Several methods exist to calibrate to energy targets. In the fortran version, productivity parameters in 
the CES production function are adjusted by a Newton algorithm until energy targets are met. 23 This 
approach is depicted in Figure 7 which shows a stylized isocost line (indicating all input combinations 
with the same cost, with the slope expressing the relative prices of inputs) and the isoquant curves 
(indicating all production combinations to produce the same quantity) of the original equilibrium (blue 
star) with energy inputs E and other inputs Oth.24 Now assume that energy use in this equilibrium 
exceeds the exogenous target. The calibration procedure will seek to reduce the energy input E in all 
sectors by making the use of E more efficient (i.e. to produce on unit of output, fewer E will be needed); 
note that input of Other is unchanged. The result (red star) is a shift of the equilibrium solution to a 
lower isocost curve; i.e. the same output at a lower cost. This approach has repercussions in the rest of 
the economy, because lower unit costs of energy using translate to increases in competitiveness; ceteris 
paribus, demand for goods produced by energy using sectors will increase. This effect will offset part of 
the reduction in energy demand induced by the efficiency increase, because increased output will 
require more inputs (rebound effect). In extreme cases, energy use in the economy could even increase 
as a response to increased efficiency.25 Furthermore, the Newton method’s automatic search for 
parameters to achieve all energy targets might lead to questionable results in which a primary sector 
becomes very efficient (inefficient) and an energy conversion sector very inefficient (efficient) to offset 
the change that a final energy consumer experiences.  
The GAMS model has a different method of calibrating to exogenous energy targets, depicted in Figure 
8. As above, energy input E is reduced. However, in addition, inputs of other goods are increased to 
offset the reduction in costs due to lower energy input. This induces a shift along the same isocost line. 
As the good produced in this sector does not change its cost, there will be no change in demand for this 
good, and repercussions for the rest of the economy are greatly reduced compared to the fortran 
version’s method. There can still be general equilibrium effects caused by reduced demand for energy 
(and increased demand for other goods), which will change the relative prices of these goods and 
therefore have further effects on consumption. These effects might lead to the energy target(s) being 
                                                             
23 In particular, total and partial factor productivity parameters of energy goods are adjusted. For details, see 
http://ipetsmodel.com/index.php?title=Model_calibration_to_a_baseline. 
24 In the model, other inputs refer to all other intermediate and energy inputs as well as value added inputs. To 
simplify the representation in figures and in the text, we abstract to the use of only two inputs. 
25 Usually this is not the case for the global economy, but is more likely to happen when several energy goods are 




missed in the first pass, therefore the procedure of adjusting inputs (while holding costs constant) is 
repeated until the targets are reached with a pre-defined level of precision. Note that the initial isocost 
line is held constant throughout this process, even though the general equilibrium effects move relative 
prices and hence the slope of the isocost line. If the isocost line were adjusted, the choice of the step 
size could then influence the exact outcome. 
 
Figure 7. Adjusting factor productivities to reach energy targets in the fortran version of the model. The 
isocost lines are the linear lines of the equal costs from input combinations of E and Oth. The isoquant 
curves describe all combinations of inputs that yield the same level of output. In the initial situation, the 
blue star is the production option that represents cost minimal production. Adjusting energy 
productivity only leads to the situation depicted with the red star, i.e. a lower isocost curve and a 
different isoquant.  
Using the different calibration approaches will lead to different baselines, despite reaching the same 
energy targets. This implies that the two versions of the model would then react differently to a policy 
applied to the two baselines, because they are staring in different states. It depends on the underlying 
storyline of the baseline scenario to decide which approach is more suitable for calibration. To compare 
the models and establish that we can reproduce results, we modified the fortran version rather than the 
GAMS version in this case. Specifically, we added the option to update input shares in a cost-preserving 
manner in the fortran version. The changes are implemented in the SimPet component of the code. 26 
SimPet uses the share parameters as direct inputs. The share parameters are then converted into input 
shares and the input shares are modified so the production costs are preserved. The modified input 
shares are then converted back to share parameters to solve the system.  
                                                             





Figure 8. Shifting input shares to reach energy targets in the GAMS version of the model. The isocost lines 
are the linear lines of the equal costs from input combinations of E and Oth. The isoquant curves describe 
all combinations of inputs that yield the same level of output. In the initial situation, the blue star is the 
production option that represents cost minimal production. Adjusting productivities leads to a shift along 
the initial isocost line. The new production point (i.e. a point along the new isoquant curve) is 
represented by the red star.  
An experiment was carried out to test whether the energy calibrations in the two models produced the 
same results, after this fortran version modification. The experiment was designed to adjust the shares 
to achieve a specific target in a given energy type, we implemented this for the coal use target in China 
taken from an SSP2 scenario to demonstrate equivalence between the GAMS and the modified fortran 
versions. Identical share adjustments were used in both the GAMS and the fortran versions and the 
same model state characterized by all model quantities and prices was obtained from both models. In 
future applications of the fortran version of the model, choices will have to made regarding which 
method of calibrating to energy targets should be used and how the final consumption sectors should 
be treated (they were excluded from the comparison experiment).  
The implementation in GAMS/MPSGE is as follows. In the production block for the stylized example from 
above, mu parameters are introduced to shift inputs in the production function, which are initialized at 
unity. The MPSGE code below contains the nested production function Y to produce good g in region r 
at time t. To produce output PG, intermediate inputs PA and factor inputs PL and RK are required. Note 
that in MPSGE, these variables (PG, PA, PL, RK) represent price values. The input quantities indicated in 
the q: fields are calibrated quantities that result from an initial calibration to a GDP pathway, 





$Prod:Y(g,r,t) s:klemsig   t:0   e(ss):eesig 
+            mat(ss):0 oil(e):0 gas(e):0 col(e):0 elc(e):0 ref(e):0 l(ss):0 k(ss):0 
        o:PG(g,r,t)   q:vy(g,r) a:gov(r,t) t:rto(g,r) 
        i:PA(i,r,t)   q:(mu(i,g,r,t)*y1_dpa(i,g,r,t))   p:(pa1(i,r,t)*(1+rfi(g,r))) a:gov(r,t) t:rfi(g,r)  i.tl: 
        i:PL(r,t)     q:(mu("va",g,r,t)*y1_dpl(g,r,t))  p:pl1(r,t) l: 
        i:RK(r,t)     q:(mu("va",g,r,t)*y1_drk(g,r,t))  p:rk1(r,t) a:gov(r,t) t:trk(r,t) a:gov(r,t)  
After each model solve, first the mu parameters for energy goods are adjusted according to the relative 
difference between model results and targets (prperreng) for energy goods eng 
mu(eng,g,r,t)$y1_dpa(eng,g,r,t)         = prperreng(r,eng,t)*mu(eng,g,r,t); 
If energy use in a particular model run is half of what it should be according to the exogenous target, 
then the mu parameter will be set to 2 in this equation.27 For the non-energy intermediate inputs, mu 
parameters are calculated as follows: 
mu(i,g,r,t)$(not eng(i)) 
           =(PG1(g,r,t)*y1(g,r,t)*(1-rto(g,r)) 
              - sum(eng,PA1(eng,r,t)*(1+rfi(g,r))*mu(eng,g,r,t)*y1_dpa(eng,g,r,t))) 
              /(sum(ii$(not eng(ii)) ,PA1(ii ,r,t)*(1+rfi(g,r))*y1_dpa(ii ,g,r,t)) 
               +PL1(r,t)    *y1_dpl(g,r,t) 
               +RK1(r,t)    *y1_drk(g,r,t)  ); 
The intuition behind this calculation is to keep total cost (PG1(g,r,t)*y1(g,r,t)*(1-rto(g,r)) constant. 
Taking cost for exogenous energy inputs as given, the input quantity of other inputs is then adjusted 
accordingly. Multipliers for factor inputs (i.e. mu("va",g,r,t) above) are adjusted equivalently. As 
mentioned above, in further iterations towards energy targets, prices from prior to the energy 
calibration (PA1, RK1, PL1) are used. 
Note that this adjustment method does not respect the CES nesting of the PET model in this step, i.e. 
the nesting structure is collapsed into a single nest to update the mu parameters. When making 
adjustments affecting the choice of consumption goods (e.g. energy goods vs. other goods), parameter 
adjustments are made in a similar fashion. This procedure has the option to "overrule" the initial 
preference parameters because they might be incompatible with other model targets. 
4.3 Energy supply response and energy price calibration 
The GAMS model version is set up to not only calibrate energy demand to exogenous values, but also to 
match exogenous energy prices for coal, gas and (crude) oil. The realization of endogenous energy prices 
is achieved by including a sector-specific factor and endogenously rationing the available quantity of 
that factor. The sector-specific factor is a common tool in CGE modeling of upward sloping demand 
curves; if placed in the top nest of a CES production function, the elasticity of substitution between this 
                                                             
27 Note that in the actual implementation, prperreng is not strictly the relative deviation as large changes to the mu 




factor and other inputs can be chosen such that it resembles the supply elasticity for this sector (Boeters 
& Bollen, 2012). Since the payment to this factor is not initially present in the data, we split capital input 
into the respective sectors into input of the sector-specific factor and (remaining) capital input28, 
similarly to the treatment of land supply in the fortran version of the model (see documentation wiki). 
The sector specific factor can be interpreted as rent from resource extraction from scarce primary 
energy goods. 
This setup can then be used to target primary energy prices at the calibration stage. For this purpose, 
the available quantity of the specific factor is rationed endogenously to match exogenous fossil fuel 
prices. This will lead to some endogenous price response, e.g. reduced demand for oil under a scenario 
with rising oil prices or increased demand for natural gas in a scenario with low gas prices. Any further 
calibration to exogenous energy targets is then done after this initial endogenous response, using the 
method described in section 4.2 above. After the full calibration to a baseline, the endogenous 
adjustment of the available sector specific factor is frozen and the price made variable. This allows for a 
price response in any counterfactual scenario. 
Depending on the choice of the fossil fuel elasticities, the response e.g. to the introduction of a carbon 
tax will differ. In general, a lower supply elasticity will induce higher welfare costs for energy exporting 
countries as they are not able to capitalize on their fossil fuel resources, and therefore climate policies 
restricting the use of fossil fuels will be more consequential. Without activating this calibration option 
(or in the fortran version, where this option is not available) there is no sector specific capital. As 
without this calibration option, the capital employed in primary energy sectors in the baseline can be 
freely shifted to other sectors in a policy scenario, the cost of emission reduction is generally lower in 
energy producing countries or regions. With the option activated, the sector specific capital cannot be 
used in other sectors. Instead, the value of resources drops and the income of resource owners is 
reduced.  
Figure 9 illustrates this by showing welfare impacts from a carbon policy. Two versions of the GAMS 
model version (differing only in the modeling of fossil fuel resources, i.e. with and without resource 
rents represented) were calibrated to the data and B2 baseline from O’Neill et al. (2010). To calibrate 
the resource endowments, fossil fuel prices are assumed to be increasing at an annual rate of ca. 1%. 29 
Then, emissions in each region were reduced by similar percentages below the baseline to roughly 
follow the global emissions trajectory of RCP 4.5. When resource rents are explicitly modeled, costs for 
large exporters of fossil fuel (Transition Countries, tc; and to some extent Other Developing Countries, 
odc) suffered more from climate policy because of reduced fossil fuel prices. Note that this also leads to 
higher global welfare costs because fossil fuel resources are a resource that has less value – in the 
standard model version, the capital stock could shift to other sectors relatively easily. The difference in 
                                                             
28 While the resources are separate from return to capital in the GTAP database, the current data processing 
routines merge these two elements before generating the input files used by the iPETS model. For simplicity, it is 
assumed that 65% of the payments to capital are resource rents. 
29 This leads to much higher energy prices compared to the standard fortran version. Whereas in the standard 
model, energy prices in the calibrated baseline change at a rate similar to the regional price level, they get more 




modeling assumptions is also reflected in changes in the energy price. For example, in this simulation 
the output price for oil and gas (ong) in the Transition Countries is reduced by less than 1% in the 
standard model, but by up to 40% in the model with resource rents. This price drop can be beneficial for 
resource importers. For example, China (chn) and India (ind) even have some small welfare gains under 
the model with explicit fossil resources which is not the case in the standard model where all regions 
suffer at least some small welfare losses (see also Peterson & Weitzel, 2016 for a more detailed analysis 
on the role of international energy price repercussions on regional welfare). 
 
Figure 9. Welfare changes under different modeling assumption for fossil fuels. “Fossil resources” models 
sector a sector specific factor for primary fossil fuels and calibrates to exogenous fuel prices. In all other 
aspects, calibration to the baseline and policy scenarios are the same. 
4.4 Ability to calibrate for long term investment/GDP ratios 
Initial calibration to a typical GDP pathway often yields unreasonable investment to GDP ratios for some 
regions, due to persistence of base year data in the dynamic calibration and the fact that GDP 
calibration is only achieved through changes in labor productivity. While the base year data is a good 
representation of the current situation, it is very likely for e.g. China to experience a lower savings rate 
over the coming decades and converge towards saving rates of other developed economies in the long 
term. To mitigate the persistence to base year data, an optional feature was introduced into the GAMS 
model to allow targeting reasonable long-term investment rates. Two adjustments are made to remedy 
unreasonable investment-GDP ratios that result from calibration of GDP to an SSP2 scenario (Figure 10). 
First, the tax on the rental rate of capital introduced in the steady state set-up (see section 3.1) is 
adjusted to converge to a rate of 20% by the end of the century. 30 In addition, the investment 
productivity is adjusted to bring investment to GDP ratios to reasonable ranges. A common choice 
                                                             
30 The 20% rate is chosen as a reasonable (marginal) tax rate on capital observed in developed countries. Also note 
that the initial rate from which conversion starts can be an instrument to adjust initial investment to GDP ratios in 
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would be adjusting productivity until investment ratios converge at a level close to current observed 
levels in developed countries (see Figure 11). 
 
Figure 10. Investment to GDP ratios after GDP calibration to SSP2. Note the 40% savings rate for China in 
2100. Results past 2100 are only in the model to approach a steady state path in the terminal period and 
are not interpreted in a typical model application. 
 
Figure 11. Investment to GDP ratios after long-term adjustments. Note that the adjustments have 
implications for investment to GDP ratios even early in the simulation, as can be seen in this example for 




4.5 Calibration of initial investment/GDP ratio 
Due to forward looking behavior of the PET model, incentives to invest in the base year change during 
calibration. This is at odds with the data fed into the model and several options exist to reconcile the 
model with observed investment/GDP ratios. The two methods implemented in the GAMS model are (1) 
adjustment of the tax rate on rental capital and (2) adjustment of the initial capital stock.  There are 
several options to remedy this feature in the fortran version of the model; in a recent application, an 
adjustment to regional discount rates was used (Ren et al., 2016). 
Adjusting the tax rate on rental capital influences the marginal consumption-investment choice and 
investment can be increased or decreased to obtain observed investment rates. 31 This introduces an 
additional equation (i.e., setting the investment/GDP ratio in the base year to the value observed in the 
input data) to the model; the associated additional variable introduced to the model is an endogenous 
tax rate on top of the tax rate on rental return to capital. This method adjusts the regionally 
differentiated tax rates on rental return to capital that were introduced to reconcile initial investment 
behavior as explained in section 3.1. 
An alternative method for adjustment introduces the same additional constraint but adjusts the initial 
capital stock endowment, hence making capital more or less scarce and triggering an adjustment in 
investment rates. The additional variable added to the model in this case is a multiplier on the initial 
capital endowment. 
4.6 Government purchases 
Further options in the GAMS model include the treatment of taxes and the constraint that determines 
the size of the government. While sector-specific taxes are reported in the data defining the base year 
IO table, these are not associated with specific inputs or outputs. Hence, it is possible to allocate the 
taxes in various ways that all conform to the initial IO table. The fortran version levies a sector’s taxes on 
all intermediate inputs at the same rate, but not on factor inputs. This option is implemented in the 
GAMS model as well. However, the GAMS version can also be run with taxes levied on the output of 
goods (which is equivalent to taxing all inputs, including factor inputs, at the same rate).  
In the fortran version, the purchase of government goods is exogenously determined by the growth in 
population and labor productivity. This feature is motivated by the desire to have the size of the 
government grow approximately at the rate of GDP. For impact or policy analysis, this approach also 
ensures a constant purchase of government goods, when comparing a baseline scenario with a 
counterfactual scenario.32 When the price of labor declines faster than the price of the government 
good in calibration, this formulation leads to an increasing share of government expenditures in GDP. 
The GAMS version therefore also has an option available that accounts for price changes, setting 
government expenditures as a ratio of GDP.  
                                                             
31 A similar feature is also implemented in the fortran version, although not with an automated search. 





This paper describes the GAMS implementation of the PET model, especially in comparison to the 
fortran version. In terms of the model structure, both model versions are identical for the majority of 
structural equations. This has been demonstrated by model runs targeted at changes in population, 
preferences, labor productivity, capital endowment as well as factor productivity changes (as part of 
calibration). While the implementation design in the GAMS version differs from the fortran version by 
formulating the problem as a mixed complementarity problem and using MPSGE to describe production 
structure as well as capital dynamics, identical or very similar outcomes are achieved in both model 
versions. 
A key difference between the model versions is the balance of payments constraint, which in the GAMS 
version is implemented as intertemporal constraint, while in the fortran model it is specified period-by-
period. This has implications in the intertemporal adjustment through international trade. The default 
GAMS model allows agents to shift trade surpluses or deficits intertemporally and hence results 
between the model versions differ. However, to achieve very similar behavior, it is possible to add an 
additional balance of trade constraint in the GAMS model. This constraint then leads to behavior in the 
GAMS version which is almost identical to that of the fortran version. For runs without international 
trade and regions being completely independent, completely identical behavior was observed for shocks 
to labor productivity, changes to the initial capital stock, population or preferences. Further structural 
differences (i.e. those that result in different model outcomes) in the latest model versions are the 
missing land use sectors in the GAMS implementation and the absence of a special treatment of zero 
carbon electricity in the GAMS version. 
In terms of implementation differences, the integration of the intertemporal and intratemporal problem 
into a single economic problem in the GAMS version sets it apart from the fortran version. In the fortran 
version, intertemporal and intratemporal problems can be separated and parallelization can be 
effectively used to achieve reasonable model runtime. Due to its modeling approach, the GAMS version 
can however easily been extended to dynamic variables beyond capital dynamics. This is already done 
by default with intertemporal optimization of trade. To make up for the inability to run the model in 
parallel and still reach a reasonable solution time, the GAMS model code is set up to allow for a 
reduction of the number of time steps that are solved explicitly. 
We therefore conclude that this new implementation of the model is largely the same as the fortran 
model (or can be made the almost same with using specific options). In addition, there are options in 
both the fortran and GAMS models that can be turned on to move the model away from the specific 
model configuration in which both models behave very similarly.  Additional options in the GAMS version 
are mainly targeted at a better implementation of a baseline scenario, e.g. to improve the investment to 
GDP ratio to more reasonable rates or to target energy prices in additional to energy quantities. An 
additional difference in the default calibration is related to the calibration of energy quantities, which 
might prove more robust than the standard approach used in the fortran version. This approach is 




Beyond establishing comparability between the fortran and the GAMS versions of the iPETS model, the 
work behind this model comparison has allowed for a better understanding of the model’s behavior. We 
were able to find small bugs in both the fortran and the GAMS version of the code that would most 
likely have gone unnoticed without this comparison. The comparison has also contributed to scrutinizing 
existing features of both model versions and thoughts about implementing it in the respective other 
model version. Currently, this is done mainly through optional switches, i.e. it is possible to maintain the 
default model version or resemble the respective other model version. In general, the close inspection 
of various parts of the models will be useful for future applications and development work. 
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Current sectoral structure of the iPETS model (GAMS version) 
Intermediate Goods Final Goods 
Energy 
 Coal 
 (Crude) Oil 
 Natural Gas 
 Electricity 
 Refined Fuels 











Current regional aggregation of the iPETS model (GAMS version) 
 
