Ultrasound (US) imaging offers significant potential in diagnosis of plantar fascia (PF) injury and monitoring treatment. In particular US imaging has been shown to be reliable in foot and ankle assessment and offers a real-time effective imaging technique that is able to reliably confirm structural changes, such as thickening, and identify changes in the internal echo structure associated with diseased or damaged tissue. Despite the advantages of US imaging, images are difficult to interpret during medical assessment. This is partly due to the size and position of the PF in relation to the adjacent tissues. It is therefore a requirement to devise a system that allows better and easier interpretation of PF ultrasound images during diagnosis. This study proposes an automatic segmentation approach which for the first time extracts ultrasound data to estimate size across three sections of the PF (rearfoot, midfoot and forefoot). This segmentation method uses artificial neural network module (ANN) in order to classify small overlapping patches as belonging or not-belonging to the region of interest (ROI) of the PF tissue. Features ranking and selection techniques were performed as a post-processing step for features extraction to reduce the dimension and number of the extracted features. The trained ANN classifies the image overlapping patches into PF and non-PF tissue, and then it is used to segment the desired PF region. The PF thickness was calculated using two different methods: distance transformation and area-length calculation algorithms. This new approach is capable of accurately segmenting the PF region, differentiating it from surrounding tissues and estimating its thickness.
Introduction
The plantar fascia (PF) or plantar aponeurosis is an aponeurotic thick, fibrous and strong connective tissue that provides stability to the medial longitudinal arch of the foot (Huang et al., 1993) . It originates at the medial calcaneal tuberosity and extends toward the digits in three different structural bands: medial, central, and lateral (Chang, 2010) (Fig. 1) . The central area is the largest, most affected by disease and most susceptible to deformities (Kwong et al., 1988; Kelikian, 2012) . The PF plays an important role in stabilizing the foot during walking and running. However, a commonly encountered condition is foot pain due to overuse. The assessment of foot pain typically involves clinical examination and diagnostic imaging Park et al. (2014) . The role of diagnostic imaging is to pro-vide objective information which significantly then informs clinical decisions on treatment options. Ultrasound (US) imaging is a realtime imaging technique used in the diagnosis of the PF, which is readily available, fast, causes no radiation exposure, portable, accurate, and cost-effective (Pope, 1999; Szabo, 2013) . Moreover, it is considered highly reliable and favourable in the diagnosis of diabetic foot with plantar fasciitis, ankle infections and damaged soft tissue Angin et al., 2014; Szabo, 2013; Akfirat et al., 2003) . Although US imaging offers many advantages in the diagnosis of PF conditions, it is often considered operator dependent when used by non-experts. In addition, the quality of images may be affected by the presence of speckle noise (Ganzalez and Woods, 2002) which may diffuse the image edges, making medical interpretation and biometric measurements challenging, and therefore impacting the accuracy of diagnosis.
Research has reported thickening and hypoechoic deformities of the PF as part of the diagnostic criteria and PF characteristic features (Park et al., 2014) . Increased PF thickness of >4 mm and decreased PF echogenicity are considered symptomatic (Fabrikant and Park, 2011; Wearing et al., 2007; Saber et al., 2012) . Different protocols are used in the literature to manually measure PF thickness: (1) PF measurement has primarily been limited to thickness at the insertion of the calcaneus with either inter-or intra-rater reliability (Cheng et al., 2012) ; (2) average bias of repeated PF measurements (Wearing et al., 2004) ; (3) recent work has shown that the PF thickness varies along its length. Therefore, a reliable means of quantifying PF thickness in different sites (rearfoot, midfoot and forefoot) is advantageous (Fig. 2) .
Automatic segmentation is one of the most critical tasks in medical image analysis; it is mainly used to locate region of interest (ROI) objects and boundaries in images. It is considered the most challenging task in medical US imaging compared to other imaging modalities, such as CT and MRI due to attenuation, speckles, shadows, signal loss and drop-out.
Furthermore, there is no commonly accepted method for US image segmentation because segmentation techniques vary widely according to the specific problem, application, imaging modality, human interaction, the homogeneity of images, spatial characteristics of images, continuity, texture and image content (Noble and Boukerroui, 2006; Rueda et al., 2014) . Although many segmentation methods and techniques of US images exist, there is little literature on the segmentation process of the plantar fascia in US images of the foot. The only previous work found in relation to PF tissue US images is that reported in (Deshpande et al., 2013) using the ChanVese active contour segmentation method (Chan and Vese, 2001 ). The Chan-Vese model is based on the variational information in grayscale intensities of the image. This proposed technique was effective in the detection of bones and in segmenting the soft tissue layers between the bone and the skin in US images of the foot. However, this method is used for segmenting the whole plantar tissue without defining different plantar tissue areas. Most active contour methods used in US images suffer from the following shortcomings that seriously affect the segmentation results : (1) these methods are sensitive to the edge gradient; (2) they need a clear definition of the initial contour mask; (3) they depend on the number of iterations which may affect segmentation accuracy; and (4) they suffer from a high level of computational complexity. Many researchers have made various improvements to the standard active contour, but the disadvantages of this method are still not fundamentally overcome.
Artificial neural network (ANN) techniques have attracted considerable attention in medical imaging due to its intelligence and learning capabilities of performing complicated tasks such as US segmentation and classification. Previous studies Noble and Boukerroui, 2006) have shown that integration of ANN can facilitate and improve the segmentation process. Fig. 3 illustrates how ANNs can be used to segment the ROI of US images. In general, ANNs supervised segmentation approaches consist of following steps: (1) the input images are divided into different overlapping patches; (2) different sets of features are calculated on these image patches and then selected to reduce their redundancy; (3) the selected feature vectors are then presented as input vectors to the trained ANN (trained previously with a set of ground truth segmentation, performed manually by experts) where the image patches are classified as a part of either the background or the ROI; (4) the results of the image patches classification are then combined and merged into a region mask (in black and white colour for background and ROI, respectively); (5) region mask labelling and superposing.
The manual segmentation and analysis of the large PF US datasets is a tedious, time-consuming and complex task for physicians and clinicians, who have to manually select the ROIs and extract useful diagnostic information. This analysis will lead to inter-or intra-operator variability errors. Motivated by the advantages offered by ANN approaches, we propose a general segmentation ANN-based approach that uses the Radial Basic Function Neural Network (RBF-NN) classifier (Ham and Kostanic, 2000) to automatically segment, estimate PF thickness, to improve PF US data analysis and to assist doctors in qualitative diagnosis. Six different textual feature sets extracted from the ROI are used to train the RBF-NN. The trained RBF-NN classifies PF patches into PF ROIs and background (non-PF), and then is used to segment the PF region. PF thickness is calculated using two different approaches: distance transformation and area-length calculation. This is, to our knowledge, the first segmentation method in the plantar fascia US imaging field. Therefore, accuracy of the technique at this stage is an important step to facilitate the success of the classification process during clinical diagnosis.
Proposed plantar fascia segmentation and thickness estimation model
The proposed model consists of the following steps as illustrated in Fig. 4: (1) preprocessing: during this stage, speckle noise reduction and enhancement filters are applied, then images are divided into small overlapping patches; (2) feature extraction, ranking and selection (feature analysis): in this stage, 32 different features are extracted from the ROIs training dataset and analysed so that they are more prominent and suitable for RBF-NN classifier using feature ranking and selection techniques; (3) training and testing RBF-NN: the RBF neural network classifier is trained using the selected training dataset and classifies the overlapping patches to PF and non-PF regions; (4) PF segmentation and thickness estimation: segmentation is carried out using the trained RBF-NN and PF thickness is calculated using two methods; (a) distance transformation with 
PF US image acquisition and tools
Different plantar fascia US images, scanned from a patient's footprint area (in the prone position) were used in this study (Fig. 5) ; 150 different real US images were collected from 25 patients to compare the presented methods (6 PF US images per patient for different PF structures rearfoot, midfoot and forefoot sections) with 256 gray levels, a size dimension of 600 × 655 pixels and a resolution of 28.35 pixels/centimeter. All the proposed method stages were implemented using Matlab R2016a (The MathWorks Inc., Natwick, USA).
These images were obtained from the Health Sciences Department, University of Salford, acquired by two expert clinicians according to a precise protocol using a portable Venue 40 musculoskeletal US system (GE Healthcare, UK) with a 5 − 13 MHz wideband linear array probe (12.7 mm × 47.1 mm). The thickness of the PF was measured manually (Fig. 6 ) at three different sites: rearfoot, midfoot and forefoot sections.
Preprocessing
The presence of speckle noise in medical US images is a very common, undesirable feature as it significantly degrades image quality, thereby decreasing the efficiency and reliability of medical image processing tasks, such segmentation and feature extraction. Thus, despeckling and enhancement preprocessing steps are employed to reduce noise and improve the visual quality of the acquired PF images, followed by dividing the images into overlapping patches. Preprocessing steps are described in more detail in the following sub-sections.
Dual-tree complex wavelet transform (DT-CWT) filter
Motivated by the advantages of DT-CWT (Kingsbury, 1998) , a dual tree complex wavelet transform filter was applied before the CLAHE algorithm to reduce speckle noise, enhance PF images and avoid noise amplification in US images. This filter integrates homomorphic transformation and multi-scale DT-CWT to reduce speckle noise in US images. Implementation details of the DT-CWT can be found in (Kingsbury, 1998 (Kingsbury, , 1999 Selesnick et al., 2005) . The despeckling filter consists of the following steps: (a) homomorphic transformation; (b) DT-CWT image decomposition; (c) threshold estimation, modification and suppression of noisy coefficients using BayesShrink thresholding rule (Chang et al., 2000) and bivariate function (Sendur and Selesnick, 2002) ; (d) application of inverse DT-CWT for signal composition; and (e) exponential transformation to obtain despeckled signal.
Image enhancement using contrast-limited adaptive histogram equalization (CLAHE)
In medical imaging, CLAHE (Zuiderveld, 1994) is advantageous in enhancement of low-contrast images when compared to standard adaptive histogram equalization (AHE) (Pizer et al., 1987) ; where the histogram is calculated for the contextual region of a pixel. In this work, the CLAHE enhancement was performed to adjust the intensity of the PF region using different steps as described in Zuiderveld (1994) .
Feature extraction
PF area has a reasonably defined structure, with the most common characteristic being its thickness and texture; therefore, features extracted in this work were used to define the shape of the PF region precisely. A total of 6 different texture feature sets were extracted from the overlapping patches (32 features for each): (i) Histogram features (Umbaugh, 2005) : (1) mean, (2) standard deviation, 3) skewness, (4) energy, and (5) entropy. (ii) Haar wavelet features (Wen et al., 2007) : (1) mean and (2) variance haar wavelet features (Gonzalez and Woods, 2011) of the low-low (LL) frequency sub-band. (iii) Block-difference of inverse probabilities feature (BDIP): to assess variations in local brightness (Chun et al., 2003 ). (iv) Gray level difference statistics (GLDS) (Weszka et al., 1976) : (1) contrast, (2) angular second moment, (3) entropy, and (4) mean. In this work, GLDS were computed for the following displacements: ı = (0, 1), (1, 1), (1, 0), (1, − 1), where ı ≡ ( x, y) and their average values were calculated. (v) Haralick spatial gray level dependence matrices (SGLDM) (Haralick et al., 1973) : (1) angular second moment, (2) contrast, (3) correlation, (4) sum of squares, (5) variance, (6) inverse difference moment (InvDiffMoment), (7) sum average, (8) sum variance, (9) sum entropy, (10) entropy, (11) difference variance, (12) difference entropy, and (13) (2) perimeter, (3) major axis length, (4) minor axis length, (5) equivalent diameter, (6) extent, and (7) convex area.
Feature ranking and selection
A common problem in most classification processes is the large number of extracted features compared to the number of observations, leading to over-fitting. There were 32 features extracted from each PF patch, some of which may be correlated, redundant or not useful. Therefore, a feature ranking and selection technique was used to reduce correlated measurements and to select the most discriminating parameters; an unsupervised filter-based feature (Infinity feature) selection method (Roffo et al., 2015) . Only 15 features were chosen as reported in Section 4.1.
Radial basis function neural network (RBF-NN)
RBF-NN (Broomhead and Lowe, 1988; Moody and Darken, 1989) has been widely used in the field of pattern recognition and digital image processing due to its simplicity, functional approximation, interpolation and generalization capabilities (Borş and Pitas, 1999) . The RFB-NN was designed as a three-layer feed-forward neural network topology: an input layer feeding the feature vectors into the RBF-NN; a hidden layer with radial basis function as activation function and high dimensionality structure; and an output layer where all the adjacent layer nodes were fully connected and the linear combination of the hidden weighted radial basis functions was calculated Orr (1996) . In the PF segmentation process, the selected features of overlapping patches were applied to the previously trained RBF-NN as input vectors in order to classify the PF images into PF and non-PF regions. The architecture of RBF-NN model is graphically illustrated in Fig. 7 .
The output of a RBF-NN model can be calculated by the following equation:
where x ∈ R n is an input feature vector, h j (x) is the basis function of the network from R n to R, m is the number of hidden units in the hidden layer, and w j values are weights of the network, B k and W k are the unit positive bias and weight from the bias neuron, respectively (an extra basis function whose output is fixed at 1 serves as the bias for each output unit). A Gaussian function Borş and Pitas (1996) and Stochastic gradient-based supervised learning strategy were used to update all parameters of RBF-NN, including the radial basis function centers, the widths of the Gaussian radial basis functions, and the output weights. The error cost on the input/output pattern of the RBF feed-forward neural networks can be calculated using the following equation:
where x ∈ R n is an input vector, t (x) ∈ 0, 1 is the corresponding target output, f (x) is the actual output defined by equation (1).
Training and testing the RBF neural network
The RBF-NN was created as one-hidden-layer feed-forward neural network topology with 20 hidden nodes determined experimentally based on the minimum mean square error, with radial basis function as activation function, and one output layer. The proposed RBF-NN segmentation method was applied on all PF ultrasound images. The PF images were divided into small overlapping patches of size 9 × 9 and overlap of 4.5 pixels, where their features were extracted. The selected feature vectors were regarded as the input vectors of the RBF-NN classifier. In the classification process, the convergence conditions of the RBF-NN were set to 10 4 for maximum progress epochs and less than 10 −5 for the correction value of synaptic weights. When one of these conditions was satisfied, the training process was terminated. The neural network model was tuned using the k-fold with 'leave-one-out' cross-validation approach where k is equal to the total number of selected features (Bishop, 2006) , and the input and target vectors is automatically split into training, validation, and testing samples. For the training record, we used 60% for training, 20% for testing, and 20% for validation. A total of 300 training patterns (150 PF and 150 non-PF region textures) extracted by experienced physicians were used to train the RBF-NN. The training process continued until validation improvement was achieved. The testing data provided a separate measure of RBF-NN accuracy. 60 PF US images were used to create the testing dataset.
Segmentation of plantar fascia region using RBF
The next step was to analyse and trace the PF region of the US images using the connected component labeling algorithm presented in (Di Stefano and Bulgarelli, 1999; Gonzalez et al., 2010) . This algorithm is used to assign or divide each PF component based on the image boundaries function using 4 or 8-connectivity; 8-connected neighbourhood connectivity was used to trace and label the PF region. The largest connected components extracted from the classified PF US image were considered as a part of the PF area. In the labeling algorithm process, seed equivalences were processed directly in the initial scan so that classes sharing the same set of intensity values were always sorted and updated at once during the first scan. This is maintained by assigning a unique new label to each new equivalence class and merging the corresponding classes as soon as a new equivalence is determined. 
PF thickness measurement and estimation
The PF thickness estimation process is summarized in the following methods: (a) Thick 1 method: (1) distance transformation was applied to the segmented PF US image using Euclidean distance metric (Shih, 2009) , so that all background pixels were set to 0 and all foreground pixels were set to the distance from the background; (2) the local maxima pixel set points (spot centers) of the distance transformed segmented PF image were found (i.e. distances from the background). These local maxima points are also known as skeleton centered points (ridges) (Blum, 1967) with respect to the shape boundary (Telea, 2014) ; and (3) the thickness was computed as the median of the local maxima pixel set points. (b) Thick 2 method: For each PF US segment, we computed the following parameters using property measures of the PF region and morphological operations (Ganzalez and Woods, 2002) : (1) the area as the total number of pixels in the PF binary image region; (2) the length of the PF using morphological operations on the PF binary region, such as remove and skeleton; and (3) the mean PF thickness was computed as PF area divided by PF length.
The calculated PF thickness using Thick 1 and Thick 2 methods was compared against manual clinical measurements to assess the performance of the developed methods. All thickness measurements were reported in millimetres (mm). All the images used were 3 cm deep, which translated to a conversion of 1 cm for 156 pixels.
Alternative methods used for performance comparisons
Due to the absence of different automatic segmentation methods in the PF US imaging field, the proposed method was compared with only two different region based active contour segmentation Kass et al. (1988) , incorporating different active contour energy factors; and (2) automated localizing region based active contour method by Lankton and Tannenbaum (2008) . Both methods are based on the variational information of grayscale intensities of the image, and they performed poorly when there was no much difference between the foreground and background means, especially in PF US images. In order to increase the variation information of the grayscale intensities in the US images, we introduced two different stages to tune and initialize the parameters of the images: (1) preprocessing was performed using (a) contrast limited adaptive histogram equalization (CLAHE), (b) manual and automatic initial contour mask initialization; and (c) definition of the number of iterations; (2) applying morphological operations (Ganzalez and Woods, 2002) , such as (a) opening, closing, thresholding, in order to remove falsely identified small segments (usually due to image speckle noise and small variation in image intensities), (b) region filling and labeling, where the final segmented area was filled and labeled. For the first method (semi-automatic), the initial contour mask was defined manually by selecting a random set of points near PF ROIs which were later interpolated into a contour. The iteration number was set experimentally to 100, and images were resized to 1/2 the original size for fast computation. In the second method, the active contour was automatically initialized using a predefined initial mask (4-element vector) for different PF US images and the iteration number was set experimentally to 800.
Performance evaluation protocol

Classification evaluation
Different performance metrics were used to evaluate the performance of the RBF-NN classifier: accuracy, true negative rate (TNR) (Sokolova and Lapalme, 2009) , and cross-entropy error (CE) (Rubinstein, 1997) . These measures are defined as follows: where TP and TN represent true positive and true negative values, respectively, calculated from a confusion matrix, N is the total number of all values in the confusion matrix classes including: TP, TN, FP (false positive), and FN (false negative). TNR represents specificity (the probability of the correctly classified non-positive elements as predicted negative). X = x (1) , . . ., x (n) is the set of input selected features in the training dataset, and Y = y (1) , . . ., y (n) is the set of corresponding labels for input features. The a(x) represents the output of the neural network for the given input feature set x.
Segmentation evaluation
Two different quantitative evaluation metrics found in the literature were considered to evaluate the segmentation method including region-based metrics (area overlap measures) (Udupa et al., 2006) and distance based metrics (Heimann et al., 2009) . Their mathematical representations are summarized below.
Region based metrics
Region based performance metrics Udupa et al. (2006) , Rueda et al. (2014) are used to calculate precision, Dice similarity Dice (1945) and accuracy (using sensitivity and specificity) of the proposed segmentation method. These metrics are defined as follows:
where S r denotes the segmented results, R gt represents the reference ground truth image defined by experts, |.| denotes the magnitude, ∩ denotes the intersection (the number of common pixels in both segmented results and ground truth), and ∪ is the union (the number of all ground truth pixels defined by expert and the segmented results).
Distance based metrics
Different distance-based metrics Heimann et al. (2009 ), Rueda et al. (2014 were applied including Hausdorff and mean sum of square distance (MSSD) metrics. These metrics are defined as follows:
(1) Hausdorff distance, also known as maximum symmetric contour distance (MSD), is defined as:
where C R gt and C Sr denote the reference ground truth contour and segmented result contour of R gt and S r , respectively. D 1 (C R gt , C Sr ) and D 1 (C Sr , C R gt ) can be calculated using Euclidean distance as follows:
where x 1 , x 2 denote the contour elements of C Sr and R gt , respectively, and . represents the Euclidean distance.
(2) The MSSD is defined by:
where N denotes the size of the segmented result contour, C R gt and C Sr represent the reference ground truth contour and segmented result contour of R gt and S r , respectively. D 2 (C R gt , C Sr ) can be calculated using: where x, y denote the contour elements of C Sr and C R gt , respectively, and · represents the Euclidean distance.
Establishing the ground truth inter-operator variability
Two medical experts, with different levels of experience (3-5 years), performed independent manual segmentation of the plantar fascia region (Fig. 6 ) and measured the thickness independently using each image. The datasets generated by the two experts were used to establish the ground truth values of the plantar fascia region thickness. Intra-and inter-operator variability was assessed using several metrics as presented in Table 1 , with the two operators presenting very close results for all segmentation metrics used. Inter-operator variability of the PF thickness measurements was also assessed using a t-test and linear regression analysis, as reported in Table 1 , indicating consistent reproducibility (Fig. 8) .
Statistical comparison between manual and automatic segmentation
Three different statistical tests were performed to assess the validity of automatic segmentation methods in relation to manual measurements, including multiple regression analysis, repeated ANOVA test and post-hoc paired t-test in order to analyse the pairing between the PF thickness taken manually and the estimation methods, and to demonstrate that PF thickness varies along the sites of measurement. The alpha value for statistical significance was set at 0.025 based on a Bonferroni correction. All the statistical analyses were computed using GraphPad Prism Software version 7.01 (GraphPad Software, CA, USA).
Experimental results and discussion
Different experiments were performed to prove the capability of the proposed supervised ANN segmentation method including the preprocessing stage. Fig. 9 shows the results of applying the preprocessing methods using DT-CWT and CLAHE filters for despeckling and enhancement operations.
Feature selection and classification results
Feature selection analysis results of the 15 highest ranked predictors computed from 150 PF US images are shown in Table 2 and Fig. 10 . For each feature, the weight predictor was computed and the features were assigned a rank order according to their predictor weights. The reason for feature ranking and selection analysis is to determine the best discriminatory features that define PF area and to eliminate similar or highly co-dependant features. It is clearly evident, from feature selection analysis results (Table 2 and Fig. 10) , that the best 15 features were the ones with the highest ranked predictors (based on their importance weights) and which gave the best classification results. The main features included contrast, sum average, sum of squares and difference variance. The best result for RBF-NN classifier was also achieved with the best 15 selected feature set compared to other sets. The percentage of correctly classified PF segments was 98.80%. The performance measures of the RBF-NN classifier are shown in Table 3 . The best result for RBF-NN classifier was achieved with the selected 15 feature set with a high mean accuracy of 98.75%, high mean TNR of 99.37% and low mean CE of 0.0182.
Segmentation results
The segmentation results are shown in Figs. 11-13 , and tabulated in Tables 4 and 5 . Fig. 11 shows the segmented PF region results outlined manually by a physician (red contours) for different PF sites (Forefoot, Midfoor and Rearfoot sections), the segmentation results of the proposed method (green contours) using the RBF-NN classifier, and the binary mask of segmented PF region results. Fig. 12 shows the segmentation results (binary mask of segmented PF region) of the semi-automatic region based active contour (snakes) method (Kass et al., 1988) , and Fig. 13 shows the segmentation results of localizing region based active contour (fully-automated) method (Lankton and Tannenbaum, 2008) , as described previously. The segmentation results shown in Figs. 11-13 demonstrate that the proposed method correctly and Table 4 Quantitative segmentation evaluation of the proposed method (Mean ± STD).
US images
Region precisely segments the PF area in all different structures compared to the selected active contour based methods. Table 4 summarizes the quantitative segmentation results (mean ± STD) of the proposed method. The results of six different PF US image sets (25 US images per set) show that all obtained values were close to the ground truth values for both region based metrics and distance metrics (reported only in the PF US images where there were no failures). The ranges of overall means were 96-98% for precision, 96-99% for Dice similarity, 98-100% for sensitivity, 97-99% for specificity, 1 mm-2 mm for Hausdorff and 0.1 mm-0.2 mm for MSSD, with low standard deviation values, indicating better segmentation in terms of precision, Dice similarity, sensitivity and specificity (closer to 100% in similarity criteria), and low Hausdorff and MSSD values (closer to zero in similarity criteria) in the range 0 mm-15 mm and 0 mm-5 mm, respectively for effective segmentation results. Table 5 compares the performance of the proposed method with the selected active contour based methods. From these results, it is evident that the proposed method exhibits the best performance in terms of all calculated segmentation metrics, with high mean values equal to 97.15% for precision, 97.60% for Dice similarity, 98.77% for sensitivity and 98.38% for specificity, and low mean values equal to 1.6 mm for Hausdorff distance and 0.2 mm for MSSD, with low standard deviation values. These results demonstrate the effectiveness of the proposed segmentation approach, with advantages over other methods. The active contour methods used in the evaluation and testing relied on variation information of edge intensity, and in most cases they are likely to miss certain parts of the PF region during the active contour segmentation process, leading to false segmentation of other objects in the image with similar intensity values to the PF region. This would require more processing steps, including despeckling, enhancement and morphological operations, such as opening, closing and filling (as shown in Figs. 12 and 13 ). Table 6 shows the automatic thickness estimation results using the two proposed methods (Thick 1 and Thick 2) for all different PF structures compared with manual measurements (established in Section 3.3). To demonstrate the significant positive relationship between the manual thickness measurements and the two automatic methods and that the thickness of the PF varies along its length, regression analysis, ANOVA and post-hoc t-test statistics were carried out. The results are presented in Tables 7 and 8 . The regression analysis presented in Table 7 revealed a significant positive pairing between manual measurement and the automatic Thick 2 method for all PF measurement sites (R 2 = 0.995, R 2 = 0.952 and R 2 = 0.960 for rearfoot, midfoot and forefoot, respectively, p < 0.0001). However, there was no significant positive relationship between manual measurement and Thick 1 method (p > 0.05).
Thickness estimation results
The results of the ANOVA test presented in Table 8 distinguished between different PF sites using the three different methods; F = 189.5 was obtained for manual measurements, and 159.7 for Thick 2, showing comparable results. All three approaches distinguished between the different sites, p < 0.0001. The repeated paired post-hoc t-test revealed a significant difference between different PF sites in all thickness calculation methods (manual, Thick 1 and Thick 2), p < 0.0001. The results presented here show that thickness values obtained using the second automatic method (Thick 2) were closer to the ground truth thickness values than the first method (Thick 1). In addition, the statistical analysis showed that the PF thickness varies along its length. The overall estimated PF thickness using the second method ranged from approximately 1.94 mm-3.56 mm for the rearfoot section, 1.57 mm-2.01 mm for the midfoot section, and 1.11 mm-1.57 mm for the forefoot section. Thus, the proposed method is advantageous and reliable in quantifying PF thickness in different structures anatomically located in the rearfoot, midfoot and forefoot sections.
Conclusion
It can be argued that while general methods for US image segmentation are lacking, segmentation processes tend to be application dependent. In the field of PF segmentation, no automatic segmentation methods have been developed to date, and this makes the task of segmenting PF US images in the clinic more challenging; however, this also presents an opportunity for developing novel methods to facilitate this task for clinicians. The method presented in this study used a segmentation approach with feature extraction, ranking, selection analysis and RBF-NN classifier to automatically segment the PF area and estimate its thickness. The proposed segmentation method obtained favourable results compared to other active contour methods reported in the literature. Performance evaluation showed that the proposed automatic method can successfully segment the PF region and estimate the PF thickness from US images. Such a segmentation application is not only able to significantly reduce the time required by physicians for PF pathology diagnosis, but can also reduce the subjectivity that accompanies manual delineations and thickness measurements, further assisting pathologists by facilitating early diagnosis. It is evident from the statistical analysis that the second method (Thick 2) outperforms the first method (Thick 1) in terms of significant positive pairing between the manual and automatic assessment. In addition, the findings indicate a significant difference between PF structures, strongly suggesting that the thickness of the PF varies along the length of the foot. The effectiveness of the proposed method supports the potential of its use in US imaging. However, further investigation is required to (i) evaluate the performance of the proposed model in a larger dataset of normal and abnormal US images against measurements by a larger number of experts, (ii) analyse its impact on medical applications by using different ultrasound machines with advanced specifications, and (iii) improve the segmentation process such that it can classify different PF US images into normal, medium and abnormal sets.
