In this paper, we address the problem of computational audi tory scene recognition and describe methods to classifY auditory scenes into predefined classes. By auditory scene recognition we mean recognition of an environment using audio infonnation only.
INTRODUCTION
This paper concerns the problem of computational auditory scene recognition (CASR), which is closely related to computational auditory scene analysis (CASA) [I, 2] . CASA refers to the com putational analysis of an acoustic environment and the recognition of distinct sound events in it. However, in CASR, the focus is in recognizing the context, or environment, instead of analyzing and interpreting discrete sound events.
Practical applications of CASR include wearable devices that sense the environment of their users at a given time. Information about the environment enables the device to provide better service to users' needs, e.g. by adjusting the mode of operation according to the context For example , a modem hearing-aid may choose an appropriate equalization filter automatically, instead of the user having to switch it manually.
CASR has been studied very little compared to speech recog nition, for example. However, there are many research fields re lated to CASR that have been studied to varying extent. The re lated research comprises different audio classification problems, such as speechlmusic discrimination [3] , sound source classifica tion [4] , noise classification [5] , content-based audio classification [6] , and classification of general audio [7] . We managed to find only a few classifi cation systems that have been proposed to rec ognize auditory scenes. Clarkson and his col\eagues proposed a system in which an auditory scene is recognized by classifYing a temporal sequence of detected and identified sound events [8] .
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The study described in this paper concerns three main issues.
First, we compare the discrimination ability of several different features by applying two standard classification procedures, k nearest neighbors (k-NN) classifier and Gaussian mixture models (GMM). Second, the recognition accuracy as a function of the test sequence length is studied using several selected features, and fi nally, a short experiment of recognizing more general classes is described
DATA COLLECTION
Real-world recordings from a variety of different auditory scenes were made. In Table I , the different scenes and number of record ings from each scene are listed. The recordings are categorized into six more general classes according to common characteristics of the scenes (outdoors, vehicles, public, offices, home, and re verberant places). The categorization of the scenes was somewhat ambiguous; some of the recordings can be associated with more than one higher-level class.
A total of 226 measurements were recorded using two dif ferent configurations. The first configuration consisted of a bin aural setup (Brilel&Kjzr 4128 head and torso simulator), stereo setup (AKG C460B microphones), and B-format setup (Sound Field MkV microphone). The acoustic material was recorded into a digital multitrack recorder in 16-bit and 48kHz sampling rate format. 55 recordings were made with this setup.
The remaining 171 measurements were made with a stereo setup (AKG C460B). The recordings were stored using a Sony (TeD-OlD) digital audio tape recorder in 16-bit and 48kHz sam pling rate format. All tested scenes, except bus and subway train, included recordings made using the both setups.
FEATURES
Ten fundamental acoustic features were investigated for classifica tion of auditory scenes. In addition, the variance and delta fea tures of the basic features were also studied. We provide here a very short description of each feature, more detailed descriptions can be found in [9] . The features are grouped into three categories according to their processing domain.
Time-domain features
• Zero-crossing rate (ZCR) is defined as the number of zero volt age crossings within a frame.
• Short-time average energy is the energy of a frame.
Frequency-domain features
Let Xi(n) be the nth frequency sample of the discrete Fourier transform of ith time frame. Total 226
• Band-energy ratio is the ratio of the energy in a certain frequency-band to the total energy. The band-energy ratio of the nt h subband is calculated as the sum of power spectra samples Xi(n) belonging to that subband divided by the total energy. In this work. we used 4 and 10 logarithmically divided subbands. The boundaries of the 4 subbands were 0, 3, 6,12, and 24kHz, and of the 10 subbands 0.023, 0.046, 0.093, 0.187, 0.375, 0.750, l.5,3, 6, 12,and 24kHz for sampling rate of 48kHz.
• Spectral centroid represents the balancing point of the spectral power distribution. It is calculated as the sum of the frequencies weighted by the amplitudes, divided by the sum of the amplitudes, which is the lot moment of spectrum with respect to frequency.
.
• Bandwidth is defined as the width of the range of frequencies that the signal occupies. In this work, bandwidth is calculated as
where se is the spectral centroid and N is the index of highest frequency sample.
• Spectral roll-off point measures the frequency below which a certain amount of the power spectrum resides. It is calculated by summing up the power spectrum samples until the desired percent age (threshold) of the total energy is reached. The threshold in our experiments was 0.93.
• Spectralflux measures the change in the shape of the power spec trum by calculating the difference between power spectra of suc cessive frames.
Linear prediction and cepstral features. These features are used for estimating the rough shBpe of the spectrum of a signal.
• Linear prediction coefficients (LPC) were extracted using the au tocorrelation method.
• Cepstral coeffic ients were derived from the LPC.
• Mel-frequency cepstral coefficients (MFCC) were extracted ap plying the discrete cosine transform to the log-energy outputs of mel-scaling filter-bank. The analysis window length for all features was 30 ms and the used windowing function was bannin g. The overlap between successive frames was 50% of the frame length. Based on prelim inary experiments, we noticed that varying the short-time signal processing parameters had only minor effect on the performance.
CLASSIFICATION FRAMEWORKS AND FEATURE VECTOR FORMATION
l\vo different classification frameworks were examined: one based on a k-NN classifier and the other on a GMM. The k-NN classifier performs a class vote among the k nearest neighbors to a point to be classified. In our implementation, the distance between the points was measured using the Mahalanobis distance metric with equal covariance matrix for all classes. The GMMs model the proba bility density function (pdt) of the data of each class as a mixture of several Gaussian pdfs. A GMM is completely represented with three parameters: mean vectors, covariance matrices, and the mix ture weights. The parameters are estimated with the well-known
Expectation Maximization (EM) algorithm [10] . The classification is done by estimatin g the probability of each class given the obser vation, and the class that gives the highest probability is chosen as the classification result.
In the k-NN classification method, we estimated the mean and standard deviation (std) of the features over one second windows
with an intention to model the slow-changing attributes of the au ditory scenes such as finite-length acoustic events. These values were used as new feature vectors and each one-second frame was classified using a I-NN classifier. For clips longer than one sec ond, the final result was chosen by the majority rule. We tried sev eral window lengths for estimating the mean and std (0.05, 0.125, 0.25, 0.5, I, 2, 4. and 8 seconds). The best result was obtained using a one second window, although there was no great differ ence to window lengths of 0.25 and 0.5 seconds. Increasing the number of neighbors had only a minor effect on the performance; the mean difference of the recognition rate between I-NN and 5-NN was -0.39% (variance 2.35%), between I-NN and II-NN it was -0.69% (5.30%), and between I-NN and 2S-NN it was 1.75% (4.88%). The mean difference was calculated using band-energy ratio features and a test sequence length of 160 seconds. The second classification approach was based on the GMM classifier. In this case, we used the feature vectors in each time frame as such without any manipulation. We tested the GMM with varying number of Gaussians, and found that the optimal order for the given amount of data was five. The number of iterations of the EM algorithm was fixed to 40.
S. EXPERIMENTAL SETUP
The training set included all the recorded audio material (26 differ ent scenes, 226 samples), among which 17 scenes were classified.
The subset of the scenes included in the test set is highlighted in Table l . The classified scenes were chosen according to the cri terion that each of them had to have at least five samples from ��,, � �x �, , ,�� � , "q, � � different recording sessions. We did not allow multiple class la bels for one recording. For example, a recording from a restaurant car of a train was labeled as train, although, it could be labeled as well as restaurant.
The classification performance was evaluated using leave-one out cross-validation, where a classifier is trained with all instances except the one that is left out for classification. In this way, the training data is maximally utilized, but the system has never heard that particular recording before. The overall recognition rates were calculated as the sample mean of the recognition rates of the indi vidual scenes.
PERFORMANCE EVALUATION

Comparison of different features
The recognition rates obtained for the 17 scenes using individual features with the two classification methods (I-NN and GMM) are shown in Figure 1 . The test sequence duration was 30 seconds and the duration of each training instance was 160 seconds for all the cases. The number of trained scenes was 26, which gives an approximate random guess rate of 4% (indicated with dash line in the figure). From Figure I , we notice that I-NN (mean+std) clas sification method performs on the average better than the GMM.
We also see that the temporal and spectral features having only one coefficient do not perform very well. With 12 MFCC features, we obtained a recognition accuracy of 63.4% using the GMM clas sifier, and with 10 band-energy features the recognition accuracy was 61.5% using the I-NN classifier.
The basic difference between the band-energy ratio and the MFCC features is that each MFCC feature encodes the shape of the overall spectrum, thus being suitable for modeling single sound sources, whereas band-energy ratio features represent sep arate subbands, and are to represent, to some accuracy, different sound events occur ri ng on different frequency ranges.
We examined only a few combinations of the presented fea tures, and did not fully explore the optimal subset of the features due to the required computation time. A recognition accuracy of ing a feature vector consisting of band -energy (10), flux, roll-off, centroid, and ZCR classified using the I-NN (mean+std) method. Based on preliminary experiments, the delta features did not perform very well. For example, the accuracy rate obtained for the delta of the band-energy (10) was 48% and the accuracy rate obtained for the band-energy combined with its delta was 59.5%.
Recognition rate as a function of test sequence length
In Figure 2 , the recognition rates of several features are presented as a function of test sequence length. We calculated the recogni tion rates for three features (band-energy ratio (10), LP-cepstra (12), and bandwidth) using the I-NN (mean+std) classification method and for the MFCCs using the GMM classifier. The maxi mum length of test sequence was 160 seconds.
As expected, increasing the length of test sequence improves the overall recognition rate. The trend of all curves is ascending on average. An interesting observation is that the curves resemble the human response time as described in [I I].
Overall recognition accuracy and confusions
The confusion matrix for 17 classified scenes using MFCC of or der 12 and GMM with 5 Gaussians is presented in Table 2 . The average recognition rate was 63.4 % and the analysis duration was 30 seconds. The rectangular boxes enclose the more general con texts as presented in Ta ble I. The recognition accur acy of indi vidual scenes rarlged from 43% (subway station) to iOO % (road).
Restaurant was the most common target for misclassifications.
Recognition of metaclasses
We did an experiment of recognizing more general classes using the described I-NN classification method. The test sequence du ration was 30 seconds and the feature vector used consisted of 10 band-energy features. All the recordings were included both in the test and training sets. The evaluation was done using the leave one-out testing method. The first partition of the scenes consisted of the six main contexts shown in Table I . The recognition rate Table 2 . Confusion matrix for 17 scenes classified using MFCC (order 12) and the GMM (5 Gaussians). The average recognition rate was 63.4 % for analysis duration of 30 s. The entires are percentages and the boxes enclose more general classes (see Table 1 ). 
Comparison to human performance
In [11] , a listening test studying the human abilities in recognizing auditory scenes was described. Although the set of 25 scenes used in the listening test is not identical to that of our experiment, they are very similar. The average recognition rate for 19 subjects was 70% and the average response time was 20 seconds.
These results provide a baseline for evaluating the perfor mance of an automatic recognition system. However, a list ofpos sible answers (the trained scenes in our case) was not provided to the subjects, which may have introduced a negative bias to the per formance and we suppose that the true base-line is considerably higher.
CONCLUSIONS
In this paper, we have addressed the problem of computational auditory scene recognition and described a classification system which is able to classify 17 scenes out of 26 with the accuracy of 68.4 % using a feature vector consisting of multiple features. The recognition accuracy is approximately 18 times better than the random guess rate.
There are many interesting directions in which to continue the research. The listening test described in [11] suggests us that the focus in the recognition process should be put on modeling dis tinct sound events. More research is needed also on understanding how humans solve these sort of classification problems, and how to implement them in CASR systems.
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