Abstract. This paper establishes bounds on norms of all orders for solutions on the global attractor of the 2D Navier-Stokes equations, complexified in time. Specifically, for periodic boundary conditions on [0, L] 2 , and a force
Introduction
It has been known for nearly half a century that all solutions in the global attractor A of the incompressible 2D Navier-Stokes equations (NSE) can be extended to analytic functions in a uniform strip S straddling the real axis in the complexified time plane (e.g. [3, 13, 17, 18, 21] ). Moreover, these solutions are uniformly bounded in the norm A ⋅ , where A is the Stokes operator, ⋅ = ⋅ L 2 (Ω) , and Ω = [0, L] 2 is the spatial domain, with periodic boundary conditions. This is so, at least if the external force g in the equation is complex-analytic in such a strip. On the other hand, as remarked in [4] , if 0 ∈ A, then by inserting 0 into the NSE, one sees that g must be in the domain D(A), so that in fact the solution is in D(A Analyticity in time has a number of applications. It allows for the use of the Cauchy integral formula in deriving bounds. It offers a route to proving backward uniqueness (see [16, 23] for compressible flow, and [6] for an application in 3D). The width of the strip of analyticity affects the approximation of the global attractor by various purely algebraic methods [8, 10, 14] .
In this paper we carry out rather intensive estimates during the inductive process described in the opening paragraph to establish uniform bounds in A α ⋅ on a strip S of a specific width δ for all α ∈ N. This implies that if 0 ∈ A, then all elements in A, as well as g, are in C ∞ (Ω). We show that the bounds in A α ⋅ can be sharpened to some extent, by reducing the width of the strip according to δ α+1 = δ α 2. Moreover, we prove the following "all for one, one for all" law [19] : It is expected that this law is somewhat universal in that it would hold for a variety of subsets of H, the natural phase space for the NSE (see (2.1)). We explore a particular family of function classes C(σ) ⊂ C ∞ (Ω) for which all functions u satisfy sup α∈N A α 2 u exp(−σα 2 2) < ∞. Indeed, we show in Section 11 that the "all for one, one for all" law holds for ⋃ σ>0 C(σ). These classes are shown to be truly hierarchal: C(σ 1 ) ⫋ C(σ 2 ) and moreover ⋃ σ>0 C(σ) ⫋ C ∞ (Ω).
The distinction of the zero element in H for a non-zero force g is intriguing. It is clear from the discussion in the opening paragraph that if g ∉ D(A), then 0 ∉ A. In addition, we have a lower bound on u for u ∈ A in the case g ∈ D(A α ) which is valid for forces heavily weighted in the higher Fourier modes (see Theorem 12.2 in [4] ). The higher modes in the force must be more heavily weighted as the Grashof number G (see (3.4) ) is increased. Due to its connection to the dissipation length scale, G must be large for a 2D flow to be turbulent [12] . It is unknown whether there exists any nonzero force for which 0 ∈ A. In this paper we find a particular value σ * , such that if 0 ∈ A, then g ∈ C(σ *
. This narrows somewhat the search for such a special force.
Main results
We consider the Navier-Stokes equations (NSEs) on Ω = [0, L] is the kinematic viscosity of the fluid, L > 0 is the period, p is the pressure, and F is the "body" force as in [21] [3] [22] . We introduce the phase space H as the subspace of L with associated norm u = (u, u)
2 be the orthogonal projection (called the HelmholtzLeray projection) with range H, and define the Stokes operator as A = −P∆ (= −∆, under periodic boundary conditions), which is positive, self-adjoint with a compact inverse. As a consequence, the space H has an orthonormal basis {w j } ∞ j=1
of eigenfunctions of A, namely, Aw j = λ j w j , with 0 < λ 1 = (2π L) 2 ≤ λ 2 ≤ λ 3 ≤ ⋯ TIME ANALYTICITY WITH HIGHER NORM ESTIMATES FOR THE 2D NSE 3 (cf. [3] , [22] ). The powers A σ are defined by
where (⋅, ⋅) is the L 2 −scalar product. The domain of A σ is denoted D(A σ ).
The NSEs can be written as a differential equation (which will be referred to as the NSE) in the real Hilbert space H in the following form (2.3) du dt + νAu + B(u, u) = g, u ∈ H, where the bilinear operator B and the driving force g are defined as B(u, v) = P((u ⋅ ∇)v) and g = PF.
We recall that the global attractor A of the NSE is the collection of all elements u 0 in H for which there exists a solution u(t) of NSE, for all t ∈ R, such that u(0) = u 0 and sup t∈R u(t) < ∞.
To give another definition of A, we need to recall several concepts. First, as is well-known, for any u 0 , f ∈ H, there exists a unique continuous function u from [0, ∞) to H such that u(0) = u 0 , u(t) ∈ D(A), t ∈ (0, ∞), and u satisfies the NSE for all t ∈ (0, ∞). Therefore, one can define the map S(t) ∶ H → H by
S(t)u 0 = u(t)
where u(⋅) is as above. Since S(t 1 )S(t 2 ) = S(t 1 + t 2 ), the family S(t) t≥0 is called the "solution" semigroup. Furthermore, a compact set B is called absorbing if for any bounded setB ⊂ H there is a timet ≥ 0 such that S(t)B ⊂ B for all t ≥t. The attractor can be now defined by the formula
where B is any absorbing compact subset of H.
Let H C be the complex Hilbert space H ⊗ C = H + iH (see discussion following (3.17) for more details). Similarly, for any linear subspace D of H we denote D ⊗ C by D C . For δ > 0 we define the strip The proof of Theorem 2.1 will provide specific estimates for δ andR α , (see Remark 6.6).
The next result does not assume 0 ∈ A, but rather, that g is smooth to a certain extent.
and any solution u(⋅) in A can be extended in the strip S(δ α ), where δ α > 0 depends on g and α, to a D(A where m α is a non-dimensional parameter which, along with δ α , depends only on g and α.
The utility of the above proposition lies in the explicit estimates for the coefficients δ α and m α . Its proof is given in Section 8.
In fact, by using the techniques in the proof of Theorem 2.1 and Proposition 2.3 we will obtain the following generalization of Theorem 2.1
).
Preliminary material
Under periodic boundary conditions, we may express an element u ∈ H as a Fourier series expansion
as well as
The following inequalities will be repeatedly used in this paper
known respectively as the Poincaré, Ladyzhenskaya and Agmon inequalities. Both c L and c A are absolute constants. By Theorem 9.2 and 9.3 in [9] , we have that
In fact, (3.3) can be given in the following stronger form We stress that our estimates will depend on the generalized Grashof number
L then A contains only one point u 0 ∈ D(A) which satisfies νAu 0 + B(u 0 , u 0 ) = g (see Proposition 2.1 in [4] ). Note that in this case both Theorem 2.2 and 2.1 are trivially valid. Therefore, throughout this paper we will assume that G satisfies
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We recall the following algebraic properties of the bilinear operator B(u, v) where u, v, w ∈ D(A) from [4] (B(u, v), w) = −(B(u, w), v),
From (3.8) and (3.9), it easily follows that if u ∈ D(A If we multiply (2.3) by u and Au, respectively, integrate over Ω, and apply the relations (3.6) and (3.7), then we have the following inequalities
(3.11) and (3.12) are called the balance equations for the energy and enstrophy, respectively. Applying Gronwall's lemma to (3.11) and (3.12) we obtain, for all t ≥ t 0 , that
From (3.14) we see that the closed ball B of radius 2νκ 0 G in D(A ), by the Sobolev embedding theorem, is an absorbing set in H. Therefore, we can define the global attractor A as in (2) .
In the next lemma, we list several necessary estimates involving B(⋅, ⋅).
Lemma 3.1. The following hold in the appropriate space,
Relations (3.15) and (3.16) are straightforward applications of the Ladyzhenskaya and Agmon's inequalities. Now we consider the NSE with complexified time and the corresponding solutions in H C as in [7] and [10] . We recall that (3.17)
and that H C is a Hilbert space with respect to the following inner product
where u, u ′ , v, v ′ ∈ H. The extension A C of A is given by
We should note that (3.6)-(3.10) do not hold in the complex case.
The Navier-Stokes equations with complex time are defined as
where ζ ∈ S(δ) (see (2.4)), u(ζ) ∈ H C , and du(ζ) dζ denotes the derivative of H C -valued analytic functions u(ζ).
For notational simplicity, in the following considerations we drop the subscript C for the inner products, norms, and the operators just defined.
Supplementary estimates
We now obtain estimates for the nonlinear terms with complexified time, observing that neither relation (3.7) nor Lemma 3.1 hold in this case. We will use the Ladyzhenskaya and Agmon inequalities as described before, noting the additional factor 2.
In the present complex case, the analogue of Lemma 3.1 is
Proof. To obtain the first inequality, use (4.1) for the first two terms and the L 2 norm for the third term. For the second inequality, we use integration by parts to get
Using (4.1) and (4.2), we have 
TIME ANALYTICITY WITH HIGHER NORM ESTIMATES FOR THE 2D NSE 7
For the last inequality, we use the same method as above. Integrating by parts, using (4.1) and (4.2), and then interpolating, we have
thus obtaining (4.5).
Concerning the existence of D(A 1 2 ) C -valued analytic extensions of the solutions of the NSE, one can consult Section 7 in Part I of [21] and Chapter 12 in [3] . However, for our work, we need the following observations. 
where Φ(u) and Ψ(u) are explicit functions of u in a specified subspace of H. Often the definition of Ψ(u) involves many terms. Therefore in the sequel we will make the following abuse of notation ) C -valued analytic function (equivalently, A α 2 u(ζ) is H C -valued analytic), the proof for the case α = 1 presented in [21] and [3] shows that it suffices to establish the following fact:
] and solution u(ζ) of the equation (3.18) in S(δ α ), the solution of the equation
the following conditions
2 ) C , and sup A α+1 2 u(t 0 + ρe iθ ) is finite and independent of t 0 , ρ and θ.
This can be rigorously established with "the Galerkin approximation, for which analyticity in time is trivial because it is a finite-dimensional system with a polynomial nonlinearity. The crucial part, then, is to obtain suitable a priori estimates for the solution in a complex time region that is independent of the Galerkin approximation."(see [11] Chapter II, Section 8, Page 63). The justification for this procedure is given in the Appendix.
Using the procedure described in Remark 4.3, we will prove Theorem 2.1 by induction on α. In order to start a uniform recurrent process we need α ≥ 3. In the following Lemmas 4.4, 4.8 and 4.9 we obtain the necessary estimates for α = 1, 2, 3. We stress that the case α = 1 was treated in Theorem 12.1 in [3] , while the cases α = 1, 2 were already established in [4] , Theorem 11.1, although with different estimates. 
where
(ii) Moreover, defining
Proof. First, according to Remark 4.3 to prove the statement (i) it is sufficient to establish the estimates (4.11) and (4.12) for δ 1 chosen as in (4.10) .
Taking the inner product of both sides in (4.9) with Au(t 0 + ρe iθ ), we obtain 1 2
Using the Cauchy-Schwarz inequality and then the Young's inequality ab ≤ a p p+ bwith p = q = 2, for the term g Au , we obtain
We use Lemma 4.1 for the bilinear term in the above relation to get the following inequality , and hence,
From (3.1) and (4.15), we obtain
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The above inequality has the form
Integrating (4.16), we obtain
≤ ρ, and hence
1 }, it satisfies the mean value property
from which we deduce
In order to exploit the estimate (4.20), we replace the disk D(t 0 , δ 1 ) by the polygon abcdef as shown in the figure below. Then, by using Schwarz reflection principle, we obtain
, that is
. This completes the proof of the statement (ii) and Lemma 4.4.
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Corollary 4.5. For all u 0 ∈ A, we have
0 ∈ A and denote by u(t), t ∈ R, the solution of the NSE satisfying u(0) = u 0 . Then, according to Lemma 4.4, (4.14) holds; in particular, for t = 0. This yields (4.22) . The estimate (4.21) follows from (3.14) with t = 0 and t 0 → −∞.
Remark 4.6. It is worth comparing (4.14) with Proof. Let u(t), t ∈ R, be a solution of NSE such that u(0) = 0. According to Theorem 11.1 in [4] , if 0 ∈ A, then g ∈ D(A). We evaluate the NSE at t 0 = 0 and
2 ), and then from
We will now establish estimates for the case α = 2.
Lemma 4.8. If 0 ∈ A and if u(t), t ∈ R is any solution of the NSE in A, then u(t) can be extended to a D(A) C -valued analytic function u(ζ), for ζ ∈ S(δ 2 ), where
and δ 1 ,R 1 and R 2 are defined in (4.10), (4.12) and (4.13), respectively. Furthermore,
Proof. Applying again the short procedure in Remark 4.3, we take the inner product of the NSE with the function A 2 u(t 0 + ρe iθ ) and obtain
Proceeding as in the proof of Lemma 4.4, we obtain 1 2
We use Lemma 4.1 to obtain
Using Young's inequality again, we obtain
Using Poincaré's inequality and the bound on A 
As before, we ignore the term containing A 3 2 u 2 to get the inequality
From (4.30), we obtain the analogue of the relation (4.17), namely 2
We observe that if ρ < 1
and hence,
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By (4.14), we obtain
Thus, if we define δ 2 by (4.26) andR 2 by (4.28), then we obtain (4.27).
We now consider the case α = 3 after which we can proceed by induction for all α > 3. Let δ 3 = δ 2 2, where δ 2 is defined as in Lemma 4.8 and let r = (2 √ Using (4.29) and the notation from (4.30) we obtain, for
Using the mean value theorem for the analytic function A 3 2 u(ζ) (as we did before for Au(ζ)) in D(ζ, r) we obtain
Now to obtain for A
3
In this manner, we obtain
and
We sum up the results obtained above in the following Lemma 4.9. If 0 ∈ A and if u(t), t ∈ R is any solution of the NSE in A, then u(t) can be extended to a D(A 2 ) C -valued analytic function u(ζ), for ζ ∈ S(δ 3 ), where
and δ 2 is defined as in (4.26), for which the following estimates holds
and N 2 is defined in (4.32).
Moreover, u(t) satisfies the relation (4.33).
Remark 4.10. Lemmas 4.4, 4.8 and 4.9 establish the validity of Theorem 2.1 for the case α ∈ {1, 2, 3}.
Two more Estimates
In this section we present an extension of the estimates given in Lemma 3.1 and Lemma 4.1 to the powers A α (α ∈ Z, α > 3) of A using the method of Constantin (see [2] ), but with ln(κ
, and α > 3, then
Proof. Fix α > 3. To simplify the exposition, we denoteũ ∶= A 
Then for any
where the notation is self-explanatory. For I 1 , since ln( h + j ) − ln h − ln j is decreasing with respect to j , we have
By estimating I 2 in a same way, we obtain
We define the auxiliary functions U andŨ by U ∶= ∑ k∈Z 2 ∖{0} û(k) e iκ0k⋅x and
û (k) e iκ0k⋅x and in a similar way, the functions V,Ṽ , W,W .Then we have that 
The proof of Lemma 5.2 is omitted since it is similar to the one above, and the only difference is in the constant.
Induction
The standing assumption in this section is that 0 ∈ A. Under this assumption we will obtain, for all α > 3 and for any solution u(t), t ∈ R, in A, estimates of the form
, for t ∈ R, and for its analytic extension
Note that (6.1), (6.2) were already established for α = 1, 2, 3 in Section 5. For the values of R α ,R α see (4.12), (4.13), (4.28), (4.34), (4.35). Therefore we will assume that (6.1) and (6.2) are valid for some α ∈ N, α ≥ 3 and prove by induction (starting with α = 3) that they are also valid for α + 1. For this we need the following Lemma 6. , and since u(ζ) satisfies (6.2) for t ∈ R, also that
Lemma 6.2. Let u(t), t ∈ R be any solution of the NSE in A. If u(t) satisfies (6.1), and its analytic extension satisfies (6.2) for some α ≥ 3, then (6.1) also holds for α + 1, i.e.
and Γ α is defined in (6.7) and (6.9). Moreover, we have R
Proof. Let t 0 ∈ R be arbitrary and ρ ∈ [0, √ 2δ). Once again, we follow the procedure outlined in Remark 4.3. So, taking inner product in both sides of (4.9) with A α u, we get
we have
and consequently
It follows that 1 2
For α > 3, by Young's inequality and Lemma 5.2, we obtain
It is not hard to prove that Γ α ≥ 1 for all α ≥ 3.
, for θ ∈ [−π 4, π 4], we obtain 1 2
, we obtain (as we have done in the proof of Lemma 4.4) the following successive relations
that is, using (6.3),
It is easy to check that R α+1 >R α . We conclude the proof by observing that t 0 ∈ R is arbitrary.
We next extend the result in Lemma 6.2 to the strip S(δ α ). Lemma 6.3. If 0 ∈ A and if the solution u(t), t ∈ R of the NSE in A satisfies (6.1), (6.2) for α, then u(ζ) is a D(A α+1 2 ) C -valued analytic function, and (6.2) also holds for α + 1. In particular, we have
, where 
, and Γ α is defined in (6.9). Moreover, the following inequality holds
Proof. Let t 0 ∈ R be arbitrary and ρ ∈ [0, √
2δ). By virtue of Remarks 4.3 and A.4, we can assume that u(ζ) is D(A α+1
2 ) C -valued analytic. Taking the inner product of (3.18) with A α+1 u, as in the proof of Lemma 6.2, we get
where the Lemma 6.1 is used. It follows that
Since ρ ∈ [0, √ 2δ), we have, by (6.3),
While (6.13) shows thatR α increases with α, the next result provides an explicit upper bound.
2 γ+2 c AR1R2 ,
Due to the definition of Γ α in (6.9), we have 
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It follows from the recursion relation (6.13) that
Remark 6.5. Theorem 2.1 is now a direct consequence of Lemmas 4.4, 4.8, 4.9, 6.3 and Proposition 6.4.
Remark 6.6. The explicit upper bound ofR α given in Proposition 6.4 provides information about the possible dependence ofR α upon α; On the other hand, δ α = δ 3 , for all α > 3.
The Class C(σ)
The estimates for { A α 2 u(t) , t ∈ R} can be slightly improved by shrinking the width δ α of the strip S(δ α ) in the induction argument for α > 3.
Theorem 7.1. Let 0 ∈ A and let δ α+1 ∶= δ α 2 for α ∈ N, α ≥ 3. Then for any solution in u(t) ∈ A, t ∈ R, one has
, for all α ≥ 3, where the constantsR α+1 , α ≥ 3, are redefined in the following way
Furthermore, we have the following estimate
, where (1 + ξ γ ).
Proof. As done in the proof of Lemma 4.9, we can easily prove that under the new definition (7.2), the relation (7.1) is true.
Then, we obtain (as in the proof of Proposition 6.4)
The estimates in Theorem 7.1 identify the role of the subset of
Remark 7.3. The main conclusion of Theorem 7.1 can be given in the following succinct formulation 0 ∈ A ⇒ A ⊂ C( 3 2 ln β 3 ).
Remark 7.
4. An equivalent definition of the class C(σ) is
It is easy to check that u ↦ u Cσ is a norm on C(σ). Obviously, C(σ) equipped with this norm is a Banach space.
Moreover, Theorem 7.1 has the following corollary Indeed, noting the following relation
we obtain that
. and (7.5) follows from Definition 7.2.
Proof Of Proposition 2.3
In this section we will use the short procedure given in Remark 4.3 (see also Remark A.4). Namely, we assume that the solution u(t) and its analytic extension u(ζ) exists and then establish the necessary a priori estimates. In addition, for simplicity, we use the following notation
where For β = 2, we will need a supplementary estimate for the term (B(u, u), A 2 u). Integrating by parts we have
Using interpolation ( Au ≤ A 3 ), we infer that
Using (8.3), we obtain 1 2
. By Lemmas A.1 and A.3, for all ζ ∈ S(t 0 , ρ 2 ), we have A 
that is,
) and 
For any ζ = t 0 + ρe iθ , θ < π 4
and 0 < ρ < ρ 2 , we can choose r > 0 such that
From (8.6), by the same method used in the proof of Lemma 4.4, we obtain that
2 ) C -valued analytic function in the interior of the sector S(t 0 , ρ 2 ).
For β = 3, from (6.6) we proceed as in the case β = 2 to obtain
) and
Furthermore, the case β = 3 can be treated as the previous case β = 2 by deducing from (8.9) and (8.10) the sequence of relations analogous to the sequence of (8.6), (8.7) and (8.8) . We obtain that u(ζ) is a D(A) C -valued analytic function in the interior of the sector S(t 0 , ρ 3 ).
For the cases β > 3, by Lemma 5.2, we have
It follows that for any ζ ∈ S(t 0 , ρ β ), we have
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Therefore, we obtain 1 2
Furthermore, using the same method as in the case β = 2 or 3, we can deduce that u(ζ) is a D(A 2 ) C -valued analytic function in the strip S(δ α ) such that
The estimate in (8.13) is in particular valid for t ∈ R. Therefore, applying Proposition 8.2 for β = α + 1 and each t 0 ∈ R, we obtain by defining
2 ) C -valued analytic function in the strip S(δ α+1 ) and relation (8.14) holds. Thus the proof is completed by induction. 
9.
The "All for one, one for all" law Proposition 9.1. Let α ∈ N be fixed. Then
Proof. Note that the case α = 1, 2 are trivially true. We now consider the case α = 3.
Let
2 ) and let u(t) denote the solution of the NSE such that u(0) = u 0 . We already know that this solution extends to a
we obtain
.
we get that
2 . Thus from (9.1) and (9.2) we infer that
Proposition 2.3 now yields
and that there exists a δ 3 ∈ (0, δ 2 ) such that any solution u(t), t ∈ R in A extends to a D(A 3 2 ) C -valued analytic function in the strip S(δ 3 ) ∶= {ζ ∈ C ∶ I(ζ) < δ 3 }. We will proceed now by induction on α; the induction assumption will be that for some α ≥ 3
Assume that there exists a u 
2 ).
Thus we have that g ∈ D(A α−1
2 ). Using Proposition 2.3 we finally obtain that (9.3) also holds for α + 1. This completes the proof.
Observe that since
Theorem 2.4 is a direct consequence of Proposition 9.1.
Remark 9.2. Proposition 9.1 and Theorem 2.4 assert that if there is one point in the attractor A belonging to a certain class (namely
) then all points of A belong to this class. We will show that for the class defined in Definition 7.2 the "All for one, one for all" law is also valid. Moreover, we expect that this law is "almost" universal, in that it holds for a variety of subsets of H.
A natural question one may ask regarding the newly defined classes C(σ), σ > 0, is: will the union of all the classes C(σ) for σ ranging in (0, ∞) actually be the same as the family of C ∞ functions in H? The answer is no.
To prove this theorem, we assume that
) ∩ H and we will arrive at a contradiction. To this end, we need the following observation:
Proposition 10.2. There exists a 1-1 correspondence betweenĊ
In the above proposition,Ċ
Proof. Let ψ be any given element inĊ
, then one immediately sees that u 1 , u 2 both belong to
2 ; R), and ∇ ⋅ u = 0, thus we get an element
(We recall that ψ is called the stream function corresponding to u = (u 1 , u 2 )).
; R) and ∇ ⋅ u = 0, we will get the stream function ψ by uniquely solving
From the above equation, we have ∂u1 ∂x2
= ∆ψ. When we express this equality in the form of Fourier series expansion, we uniquely determine the coefficientψ(k) for ψ expressed in terms of the coefficients of u 1 , u 2 as follows:
and hence the stream function corresponding to the function u = (u 1 , u 2 ) is
Therefore, the one-to-one correspondence between these two families is established.
Proof of Theorem 10.
) ∩ H, suppose that u ∈ C(σ), for some σ > 0. Let ψ be the corresponding stream function, invoking the relation (10.1), one can show that
0 , where the constant c 0 is from the definition of the class. Equivalently,
It follows from the above inequality and the Sobolev embedding theorem that,
The one-to-one correspondence in Proposition 10.2 and the inequality given above imply that, for any ψ ∈Ċ . Now the function η has coefficients in its Taylor expansion which contradict the estimates in (10.2). Hence, the assumption
) ∩ H is not true, and the theorem is proved.
A second question regarding the classes defined in this paper concerns the possibility that C(σ 1 ) = C(σ 2 ), for some σ 1 < σ 2 . Equivalently, does the family of the classes {C(σ)} σ>0 form an increasing (or decreasing) family? We answer this question by proving the following proposition. Proposition 10.3. For the family of classes {C(σ)} σ>0 , we have,
Proof. We assume by contradiction that
for some σ 1 < σ 2 . Since both C(σ 1 ) and C(σ 2 ) are Banach spaces, if it happens that these two are the same, then their norms are comparable; i.e., there exist m > 0, M > 0 such that
holds for all u, where ⋅ Cσ is defined in (7.4) . Initially, in the definition of the class C(σ), we allow only α ∈ N; however, we are going to show that we could actually extend this definition by taking α ∈ R. Indeed, for any α < β < α + 1, by interpolation we have
One could easily obtain, using the estimate A Assuming that such a modification in our definition of the class C(σ) has been made, we take in particular the function u(x) = ∑ {k∶κ 2 0 k 2 =Λ}û (k)e iκ0k⋅x , for some fixed Λ. After a direct calculation, one gets
As Λ → ∞, we have that
Thus, we see that the constant M > 0 in (10.3) cannot exist.
11. "One for all and all for one" law for ⋃ σ>0 C(σ)
The main result in this section is simple to state.
The proof is a consequence of the following three lemmas.
Lemma 11.2. Let u(t), t ∈ R be any solution of the NSE in A.
In particular, for α ≥ 3, we can choose
to obtain that
), using the same argument as in the proof of Lemma 4.4, Lemma 4.8 and Lemma 4.9, we know that for α = 1, 2, 3, there exist δ α and
2 ) C -valued analytic in the strip S(δ α ) and satisfies the following estimate A
The only difference is that δ 2 , M 2 , and M 3 depend on G 1 .
For α ≥ 3, we have the following inequality (6.10)
where Γ α is defined as in the Lemma 6.2, and the only difference is that it depends on M α , notR α , see (11.4) . It follows that
0 . Proceeding as in the proof of Theorem 7.1, i.e. choosing δ α+1 as in (11.1), we obtain that for ∀ ζ ∈ S(δ α+1 ), there is a disk D(ζ, δ α+1 ) contained in S(δ α ). It follows that
Remark 11.3. Notice that M α depends only on g.
) and G α defined in (11.3) satisfies the following estimate
and γ 2 , σ 2 , c 4 are defined in (11.11), (11.12), (11.9).
Proof. Let u 0 ∈ A ∩ C(σ) and u(t) be the solution of the NSE with u(0) = u 0 . By Proposition 9.1, we infer that
). Then applying Lemma 11.2, we know that u is a D(A α 2 ) C -valued analytic function in the strip S(δ α ) and satisfies
Since u 0 ∈ C(σ), we obtain that there exists c 0 such that
That is
where 2 ) .
Using Lemma 5.2, we have
From (11.5), (11.6), (11.7), we obtain that
where c 3 ∶= c 1 + c 2 .
It follows that Therefore, by (11.8), we infer that for α ≥ α 1 , G α satisfies for t ≥ t 0 . In addition, it is not hard to prove that
The complexified version of (A.1) and (A.2) has the following form
). We will study the initial value problem for this equation. The classical form of Cauchy's existence theorem (e.g. see [5] Chapter 11, Section 5) ensures that the complex differential system (A.5) has a unique analytic solution V (ζ) defined in some neighborhood {ζ ∈ C ∶ ζ − t 0 < ǫ 0 } of t 0 satisfying the condition (A.6).
To extend the domain of existence for V (ζ) we proceed in the following manner (see also [3] , [13] ); from (A.5) we obtain
where it is convenient to take θ ≤ π 4
. Then proceeding as in the proof of Lemma 4.4, we obtain that if ] is arbitrary, we obtain an analytic extension of V (ζ) to the whole interior of the sector (A.8)
Thus we obtain the following.
Lemma A.1. The solution V (ζ) of (A.5) satisfying (A.6) exists, is D(A We conclude our consideration by presenting the justification of the Remark 4.3. For this purpose we need the following Lemma A.3. Let α ∈ N and N α be a domain containing an interval (t 0 , t α ) ⊂ R. Furthermore, let u κ (ζ) be the (complex) Galerkin approximation of solution u(t) on [t 0 , +∞) of the NSE satisfying u(t 0 ) = u 0 . If each u κ is P κ H C -valued analytic in N α such that . Proof. Note that lim κ→∞ u κ (t) − u(t) = 0 for all t ≥ t 0 . Therefore, for any h ∈ H C , (u κ (t), h) → (u(t), h) for every t ≥ t 0 . Applying Vitali's theorem and using (A. 12) we obtain that (u κ (ζ), h) is converging to a C-valued analytic function u h (ζ). It is easy to show that u(ζ, h) is antilinear in h and that u(ζ, h) ≤ M α ν h , ∀ h ∈ H C . Therefore the Riesz-Fréchet theorem yields V (ζ) ∈ H C such that u(ζ, h) = (V (ζ), h), ∀ h ∈ H C , ∀ ζ ∈ N α . This shows that V (ζ) is weakly analytic in N α and therefore is also strongly analytic (i.e. V (ζ) is a H C -valued analytic function) (e.g. see page 377, 399 [1] ; page 93 [15] ). Moreover for h ∈ D(A α 2 ) C and ζ ∈ N α , we have that (V (ζ), A 
and hence (B(V (ζ), V (ζ)), h) is analytic. But for ζ = t ∈ (t 0 , t α ), V (t) = u(t), so the following equation
holds for t ∈ (t 0 , t α ) and hence it holds for ζ ∈ N α by analyticity. Now it follows that V (ζ) satisfies the complexified NSE (3.18) in N α . We obtain, in particular, V (ζ) = u(ζ) for all ζ ∈ N α . 2 , where u κ (ζ) is the solution of (A.5) satisfying (A.2). These estimates and the classical form of Cauchy's existence theorem imply the existence of u κ (ζ) as well as the estimates given in the Proposition 8.1 and 8.2. Thus, due to the considerations already made in this Appendix, the latter estimates imply both the existence of u(ζ) and the estimates of A α+1 2 u(ζ) obtained by using the short procedure given in Remark 4.3. Because of this fact, the latter estimates are usually referred as "a priori estimates" (e.g. see [21] , [3] ).
