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LATTICE PATHS INSIDE A TABLE: ROWS AND COLUMNS
LINEAR COMBINATIONS
M. FARROKHI D. G.
Abstract. A lattice path inside the m × n table T is a sequence ν1, . . . , νk
of cells such that νj+1 − νj ∈ {(1,−1), (1, 0), (1, 1)} for all j = 1, . . . , k − 1.
The number of lattice paths in T from the first column to the (x, y)-cell is
written into that cell. We present a precise description of the minimal linear
recurrences among rows, columns, and columns sums. As a result, we obtain
several formulas for the number of all lattice paths from the first column to
the last column of T , that is, the nth column sum. Our methods are based on
three classes of operators, which will also be studied independently.
1. Introduction
A path through the points of a set U ⊆ Zd is known as a lattice path, where by
a path we mean a sequence of points. In particular, for a set S ⊆ Zd of steps, an
S-lattice path inside U is a sequence ν1, . . . , νn ∈ U of points such that every step
νi+1 − νi belongs to S, for all i = 1, . . . , n − 1. Lattice paths are studied from a
general (analytical) point of view by various authors where they investigate analytic
behavior of complex generating functions of paths, estimations of the number of
paths of given lengths, etc. (see [1, 2]). However, a large variety of S-lattice paths
inside a set U of points are studied in the literature too, for instance Dyke paths,
Schro¨der paths, Delannoy paths, Motkzin paths, Narayana paths etc. Motzkin
paths, the most related lattice paths to ours, are well studied in [3, 4, 6].
Every rectangular subset U of Z2 can be considered as a table T whose cells are
correspond to the points of U . For a given m ×∞ table Tm, we may consider S-
lattice paths, where S = {(1,−1), (1, 0), (1, 1)}. In particular, lattice paths starting
from a cell in the first column are of special interest. The number of all S-lattice
paths from the first column to the (x, y)-cell is denoted by Cm(x, y), or simply by
C(x, y) if there is no confusion. We usually write the number C(x, y) inside the
(x, y)-cell for convenience (see Figure 1). Assuming C(x, 0) = C(x,m + 1) = 0 for
all x > 1, we observe that
C(x+ 1, y) = C(x, y − 1) + C(x, y) + C(x, y + 1)
for all x > 1 and y = 1, . . . ,m. The number of lattice paths from the first column
to the nth column is denoted by Im(n). It is evident that
Im(n) = C(n, 1) + · · ·+ C(n,m).
Lattice paths inside a table are studied in [8, 9] in several special cases, say when
m = 1, 2, 3, 4, and some formulas for C(x, y) and Im(n) are derived. It is shown that
the number of paths from the first column to the cell (n, 1) or (n, n) in an square
2010 Mathematics Subject Classification. Primary 05A15; Secondary 11B37, 11B83.
Key words and phrases. Lattice paths, recurrence relation, linear combination, operator.
1
2 M. FARROKHI D. G.
1
1
2
3
5
8
13
1
1
1
2
3
3
5
8
9
13
22
35 x
y
z
w
x+ y
x+ y + z
y + z + w
x
...
...
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
Figure 1. The m×∞ table
n×n table, namely C(n, 1) = C(n, n), counts the number of directed animals of size
n. Directed animals appear frequently in physics in study of thermodynamic models
for critical phenomena, phase transitions, statistical physics, lattice gas models with
extended hard-cores, river networks, etc (see [7] and reference therein). Most results
there are deal with exact formulas or asymptotic results for the number of various
kinds of directed animals in d-dimensional spaces. For instance, it is known that
a
1/n
n tends to a constant in many cases, where an denotes the number of directed
animals of size n.
Recently, determinants of some Hankel matrices involving the numbers Cm(x, y)
and their (weighted) generalizations are also computed in [5].
The aim of this paper is to study linear combination of rows and columns of the
table and obtain recurrence relations of minimum degrees for C(x, y) and Im(n).
We note that the degree of a linear recurrence relation
a(n+ k) = α0a(n) + · · ·+ αk−1a(n+ k − 1),
a sequence {a(n)} satisfies is the number k provided that α0 6= 0. Indeed, k is the
degree of the associated polynomial of the corresponding recurrence relation.
Our results uses three classes of operators, denoted byMo,Me, andM
′, defined
recursively. In section 2, the main results (say, Theorem 2.1, and Theorem 2.8 and
subsequent corollaries) are proved. Theorem 2.1 determines under which conditions
a linear combination of rows (or rows entries) is a constant. Theorem 2.8 gives
the recurrence relations of minimum degrees to which columns and columns sums
satisfy. Since our methods make use of the operators Mo, Me, and M
′ heavily,
in the last section, we shall also describe their properties as well as giving precise
formulas of them.
2. Linear recurrences among rows, columns, and columns sums
We begin this section with analyzing linear combinations of rows. Since the rows
in an m×∞ table are symmetric, we always have equations of the form
α1C(n, 1) + · · ·+ αmC(n,m) = 0,
where αi + αm+1−i = 0 for all i = 0, . . . ,m. Such a linear combination of columns
entries (or rows), appearing in left hand side of the above equation, are called trivial
linear combinations.
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Theorem 2.1. Inside the m×∞ table, a nontrivial linear combination of columns
entries is a constant if and only if m ≡ 1 (mod 4), and the equation is given by
α1C(n, 1) + α3C(n, 3) + · · ·+ αm−2C(n,m− 2) + αmC(n,m) = λ
for all n > 1, where λ 6= 0 is a fixed number and α2i+1 + αm−2i = (−1)
i2λ, for all
i = 0, . . . , (m− 1)/4.
Proof. Suppose
(1) α1C(n, 1) + · · ·+ αmC(n,m) = c
is a constant for all n > 1. We know that
C(n+ 1, i) =


C(n, i) + C(n, i+ 1), i = 1,
C(n, i− 1) + C(n, i) + C(n, i+ 1), 1 < i < m,
C(n, i− 1) + C(n, i), i = m
for all 1 < i < m. Now from
α1C(n+ 1, 1) + · · ·+ αmC(n+ 1,m) = c
we get
(2) (α1 + α2)C(n, 1) +
m−1∑
i=2
(αi−1 + αi + αi+1)C(n, i) + (αm−1 + αm)C(n,m) = c.
Combining (1) and (2) yields
(3) α2C(n, 1) +
m−1∑
i=2
(αi−1 + αi+1)C(n, i) + αm−1C(n,m) = 0
for all n > 1. Let β1 = α2, βm = αm−1, and βi = αi−1 + αi+1 for all 1 < i < m.
Then
β1C(n, 1) + · · ·+ βmC(n,m) = 0
for all n > 1. We show that βi + βm+1−i = 0 for all i 6 m/2. The cases n = 1 and
n = 2 yield
∑m
i=1 βi = 3
∑m
i=1 βi − (β1 + βm) = 0, which imply that β1 + βm = 0.
Now assume that βi + βm+1−i = 0 for all i = 1, . . . , k < m/2. Then
(4) βk+1C(n, k + 1) + · · ·+ βm−kC(n,m− k) = 0
for all n > 1. Considering the equation (3) as a transformation of (1) with c = 0,
and applying it k times to the equation (4), we obtain the equation
βk+1C(n, 1) + β
′
2C(n, 2) + · · ·+ β
′
m−1C(n,m− 1) + βm−kC(n,m) = 0
for some β′2, . . . , β
′
m−1 and all n > 1. Proceeding the same argument as above, we
get βk+1 + βm−k = 0. Hence, we have shown that βi+ βm+1−i = 0 for all i 6 m/2.
Therefore, {
α2 + αm−1 = 0,
αi + αi+2 + αm−1−i + αm+1−i = 0, 1 6 i 6 m/2.
If either m is even or m ≡ 3 (mod 4), then we get αi+αm+1−i = 0 for all i 6 m/2,
which results in a trivial equation with zero constant. Now assume that m ≡ 1
(mod 4) is odd. Then α2i+αm+1−2i = 0, for i = 1, . . . , (m− 1)/4, and there exists
a number λ such that α2i+1 + αm−2i = (−1)
i2λ for all i = 0, . . . , (m− 1)/4. Since
λ = 0 yields a trivial equation, we must have λ 6= 0, as required.
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To prove the converse, let λ 6= 0 be any number and assume α2i+1 + αm−2i =
(−1)i2λ for all i = 0, . . . , (m− 1)/4. Clearly, the equation
α1C(n, 1) + α3C(n, 3) + · · ·+ αm−2C(n,m− 2) + αmC(n,m) = λ
holds for n = 1. Now a simple inductive argument on n in conjunction with (2)
shows that the equation holds for all n > 1. The proof is complete. 
The rest of this section is devoted to the study of linear combination of rows
entries. In order to do this, we define three classes of operators and apply them
to find the linear recurrences among rows entries, columns and columns sums. Let
Mm :=Mm(∆) be the multiplier function defined as
Mm(0) =
{
2, m is odd,
1, m is even,
Mm(1) = ∆− 2+Mm(0), andMm(n+2) = ∆Mm(n+1)−Mm(n) for all n > 0,
where ∆ is the difference operator defined as ∆a(n) = a(n + 1) − a(n) for any
sequence {a(n)} of numbers. For convenience, we set Mo := M1 and Me := M2
as Mm depends only on the parity of m.
In what follows, we shall use the multipliersMm, acting on the second argument
of C(n, i), to obtain relations for columns entries and apply them to derive formulas
for Im(n) as a function of a column entry.
Lemma 2.2. Inside the m×∞ table, we have
Mm(k − b)C(n, a) =Mm(k − a)C(n, b)
for all a, b = 1, . . . , k, where k = ⌈m/2⌉.
Proof. Let k = ⌈m/2⌉. First we show that
Mm(a)C(n, k) =Mm(0)C(n, k − a)
for all a = 0, . . . , k − 1. We know from the definition that
∆C(n, a) = C(n, a− 1) + C(n, a+ 1)
for all 1 < a < m. We have two cases:
(1) m is odd. Then m = 2k + 1. We have
Mm(1)C(n, k) = C(n, k − 1) + C(n, k + 1) = 2C(n, k − 1).
Also, ∆Mm(1) = 2C(n, k − 2) + 2C(n, k), which implies that
Mm(2)C(n, k) = 2C(n, k − 2).
Now if the result holds for some 2 6 a < k, then Mm(a)C(n, k) = 2C(n, k − a),
from which it follows that
∆Mm(a)C(n, k) =2C(n, k − (a+ 1)) + 2C(n, k − (a− 1))
=Mm(a− 1)C(n, k) + 2C(n, k − (a+ 1)).
Thus,
Mm(a+ 1)C(n, k) = 2C(n, k − (a+ 1)),
and the result follows.
(2) m is even. Then m = 2k. In this case
∆C(n, k) = C(n, k − 1) + C(n, k + 1) = C(n, k − 1) + C(n, k),
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that is,
Mm(1)C(n, k) = C(n, k − 1).
Also, ∆Mm(1)C(n, k) = C(n, k − 2) + C(n, k) so that
Mm(2)C(n, k) = C(n, k − 2).
The rest of proof is similar to (1) and we are done.
Now let 0 6 a, b 6 k − 1. Then
Mm(a)C(n, k) =Mm(0)C(n, k − a)
and
Mm(b)C(n, k) =Mm(0)C(n, k − b)
Therefore,
Mm(0)Mm(b)C(n, k − a) =Mm(a)Mm(b)C(n, k)
=Mm(0)Mm(a)C(n, k − b),
from which, by substituting a 7→ k − a and b 7→ k − b, the result follows. 
Corollary 2.3. Inside the m×∞ table, we have
Mm(k − a)Im(n) = 2(Mm(k − 1) + · · ·+Mm(1) + 1)C(n, a)
for all a = 1, . . . , k and n > 1, where k = ⌈m/2⌉. In particular, for a = k, we have
Im(n) =
2
Mm(0)
(Mm(k − 1) + · · ·+Mm(1) + 1)C(n, k)
for all n > 1.
Proof. We know that Mm(k− a)C(n, b) =Mm(k− b)C(n, a) for all b = 1, . . . , k. If
m is odd, then
Mm(k − a)Im(n) =Mm(k − a)(2C(n, 1) + · · ·+ 2C(n, k − 1) + C(n, k))
= (2Mm(k − 1) + · · ·+ 2Mm(1) +Mm(0))C(n, a)
= 2(Mm(k − 1) + · · ·+Mm(1) + 1)C(n, a).
Also, if m is even, then
Mm(k − a)Im(n) =Mm(k − a)(2C(n, 1) + · · ·+ 2C(n, k − 1) + 2C(n, k))
= (2Mm(k − 1) + · · ·+ 2Mm(1) + 2Mm(0))C(n, a)
= 2(Mm(k − 1) + · · ·+Mm(1) + 1)C(n, a).
The proof is complete. 
Analogous to the multipliersMm, we may define the multipliersM
′ asM′(0) =
1, M′(1) = ∆, and M′(n+ 2) = ∆M′(n+ 1)−M′(n) for all n > 0.
Lemma 2.4. Inside the m×∞ table, we have
M′(b− 1)C(n, a) =M′(a− 1)C(n, b)
for all a, b = 1, . . . , k, where k = ⌈m/2⌉.
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Proof. Let k = ⌈m/2⌉. First we show that
M′(a− 1)C(n, 1) = C(n, a)
for all i = 1, . . . , k. Clearly, M′(0)C(n, 1) = C(n, 1). Also, ∆C(n, 1) = C(n, 2), that
is, M′(1)C(n, 1) = C(n, 2). Now assume a < k and M′(b − 1)C(n, 1) = C(n, b) for
all 1 6 b 6 a. Then
∆M′(a− 1)C(n, 1) = ∆C(n, a)
= C(n, a− 1) + C(n, a+ 1)
=M′(a− 2)C(n, 1) + C(n, a+ 1),
from which it follows that M′(a)C(n, 1) = C(n, a+ 1).
Now let 1 6 a, b 6 k. Then
M′(a− 1)C(n, 1) = C(n, a)
and
M′(b− 1)C(n, 1) = C(n, b).
Therefore,
M′(b− 1)C(n, a) =M′(a− 1)M′(b− 1)C(n, 1) =M′(a− 1)C(n, b),
as required. 
Corollary 2.5. Inside the m×∞ table, we have
M′(a− 1)Im(n) = 2
(
M′(k − 1)
Mm(0)
+M′(k − 2) + · · ·+M′(0)
)
C(n, a)
for all a = 1, . . . , k and n > 1, where k = ⌈m/2⌉. In particular, for a = 1, we have
Im(n) = 2
(
M′(k − 1)
Mm(0)
+M′(k − 2) + · · ·+M′(0)
)
C(n, 1)
for all n > 1.
Proof. We know that M′(a − 1)C(n, b) = M′(b − 1)C(n, a) for all b = 1, . . . , k. If
m is odd, then
M′(a− 1)Im(n) =M
′(a− 1)(2C(n, 1) + · · ·+ 2C(n, k − 1) + C(n, k))
= (2M′(0) + · · ·+ 2M′(k − 2) +M′(k − 1))C(n, a)
= 2(M′(0) + · · ·+M′(k − 2) +M′(k − 1)Mm(0)
−1)C(n, a).
Also, if m is even, then
M′(a)Im(n) =M
′(a)(2C(n, 1) + · · ·+ 2C(n, k − 1) + 2C(n, k))
= (2M′(0) + · · ·+ 2M′(k − 2) + 2M′(k − 1))C(n, a)
= 2(M′(0) + · · ·+M′(k − 2) +M′(k − 1)Mm(0)
−1)C(n, a).
The proof is complete. 
In order to find the recurrence relation of minimum degree among columns, we
must to analyze the matrices formed by columns of the tables. The matrix of the
m ×∞ table is Tm, which is the tridiagonal matrix with diagonal, superdiagonal,
and subdiagonal entries are equal to 1. Clearly, TmCm(n) = Cm(n+1) for all n > 1,
where Cm(n) denotes the n
th column. However, since the rows are symmetric, we
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can restrict ourself to the first ⌈m/2⌉ rows. For this we define the following matrices
according to the parity of m. Let
O1 = [1], O2 =
[
1 1
2 1
]
, Ok =


1 1 0 · · · 0 0 0
1 1 1 · · · 0 0 0
...
. . .
...
0 0 0 · · · 1 1 1
0 0 0 · · · 0 2 1

 (k > 3),
and
E1 = [2], E2 =
[
1 1
1 2
]
, Ek =


1 1 0 · · · 0 0 0
1 1 1 · · · 0 0 0
...
. . .
...
0 0 0 · · · 1 1 1
0 0 0 · · · 0 1 2

 (k > 3).
Also, let
T ∗m =
{
O⌈m2 ⌉
, m is odd,
E⌈m2 ⌉
, m is even
be the reduced matrix of the m×∞ table for all m > 1.
Assume C∗m(n) is the reduced n
th column in the m×∞ table including entries in
the rows 1, . . . , ⌈m/2⌉. From the definition, it follows that T ∗mC
∗
m(n) = C
∗
m(n+ 1)
for all n > 1.
Lemma 2.6. For every m > 1, we have
det T ∗m =


(−1)
⌊
⌈m2 ⌉+1
3
⌋
2χ3Z(⌈
m
2 ⌉), m is odd,
(−1)
⌊
⌈m2 ⌉
3
⌋
2χ3Z+1(⌈
m
2 ⌉), m is even,
where χ denotes the characteristic function.
Proof. Expanding the determinants on the first row and then on the second row
yields
det(Ok) = det(Ok−1)− det(Ok−2) and det(Ek) = det(Ek−1)− det(Ek−2)
for all k > 3. A simple verification shows that the sequences {det(Ok)} and
{det(Ek)} are periodic of length 6 and begin with
1,−1,−2,−1, 1, 2 and 2, 1,−1,−2,−1, 1,
respectively. Hence, the result follows. 
Corollary 2.7. Let k = ⌈m/2⌉. Then
det([C∗m(n+ 1) · · ·C
∗
m(n+ k)]) = det(T
∗
m)
n
for all n > 0.
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Proof. It is not difficult to see, say by using induction on columns, that
[C∗m(1) · · ·C
∗
m(k)] =


1 2 ∗ · · · ∗
1 3 8 · · · ∗
...
...
...
. . .
...
1 3 9 · · · 3k − 1
1 3 9 · · · 3k


is a matrix whose ijth entry is 3j−1 if i > j, and it is 3j−1 − 1 if j = i + 1.
Subtracting (r − 1)th row from rth for r = k, k − 1, . . . , 2, respectively, we reach
to an upper-triangular matrix with diagonal including of only 1’s. This shows that
det([C∗m(1) · · ·C
∗
m(k)]) = 1. Therefore,
det([C∗m(n+ 1) · · ·C
∗
m(n+ k)]) = det(T
∗
m
n[C∗m(1) · · ·C
∗
m(k)]) = det(T
∗
m)
n,
as required. 
Utilizing Lemma 2.6, we obtain the following result for linear combinations of
columns immediately.
Theorem 2.8. Let k = ⌈m/2⌉ and [α1 · · ·αk]
T be the solution to the matrix equa-
tion
[C∗m(1) · · ·C
∗
m(k)][α1 · · ·αk]
T = [C∗m(k + 1)]
inside the m×∞ table. Then
(5) C(n+ k, i) = α1C(n, i) + · · ·+ αkC(n+ k − 1, i)
for all 1 6 i 6 m and n > 1. As a result,
(6) Im(n+ k) = α1Im(n) + · · ·+ αkIm(n+ k − 1)
for all n > 1. Moreover, these recurrence relations are of the minimum degree k,
that is, all other recurrence relations for columns entries and columns sums can be
derived from these recurrence relations.
Proof. The equality of (5) follows that of Corollary 2.6, and the equality (6) is a
consequence of (5).
Now, we show that the recurrence relations (5) and (6) have minimum degree.
The fact that the recurrence relation (5) has minimum degree is obvious since
the matrices [C∗m(n) · · ·C
∗
m(n+ k− 1)] are invertible and their columns are linearly
independent. We use this fact to show that the recurrence relation (6) has minimum
degree too. First observe that 3Im(n) = Im(n+1)+2C(n, 1) so that (2−∆)Im(n) =
2C(n, 1). If there exists a recurrence relation of degree k′ < k for Im(n), then the
same recurrence relation holds for (2−∆)Im(n) and hence C(n, 1) (and consequently
C(n, i) for all 1 6 i 6 m by Lemma 2.4) satisfies the same recurrence relation of
degree k′, which is a contradiction. The proof is complete. 
Corollary 2.9. For every m > 1, the following polynomials are equal:
(1) det(xI − T ∗m);
(2) Mm(k)(x − 1);
(3) xk − [1 · · ·xk−1][C∗m(1) · · ·C
∗
m(k)]
−1[C∗m(k + 1)],
where k = ⌈m/2⌉.
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Proof. First we prove the equality of (1) and (2). Analogous to Lemma 2.6, one
can easily show that
det(xI −Ok) = (x− 1) det(xI −Ok−1)− det(xI −Ok−2)
and
det(xI − Ek) = (x− 1) det(xI − Ek−1)− det(xI − Ek−2)
for all k > 3. Since det(xI − O1) = x − 1 = Mo(1)(x − 1), det(xI − O2) =
(x−1)2−2 =Mo(2)(x−1), det(xI−E1) = x−2 =Me(1)(x−1), and det(xI−O2) =
(x− 1)2− (x− 1)− 1 =Me(2)(x− 1), it follows that det(xI −Ok) =Mo(k)(x− 1)
and det(xI − Ek) =Me(k)(x− 1) for all k > 1. Thus,
det(xI − T ∗m) =Mm(k)(x − 1)
for all m > 1.
Now, we show the equality of (1) and (3). Since T ∗mC
∗
m(n) = C
∗
m(n+ 1) and T
∗
m
satisfies its characteristic polynomial det(xI − T ∗m) = 0, it follows that det((∆ +
1)I−T ∗m)C
∗
m(n) = 0, where ∆+1 is the shift operator sending C
∗
m(n) to C
∗
m(n+1).
Thus, C∗m(n) satisfies the recurrence relation det((∆+1)I−T
∗
m)C
∗
m(n) = 0 of degree
k. On the other hand, by Theorem 2.8, C∗m(n) satisfies the recurrence relation
((∆ + 1)k − [1 · · · (∆ + 1)k−1][C∗m(1) · · ·C
∗
m(k)]
−1[C∗m(k + 1)])C
∗
m(n) = 0
of minimum degree k arising from the polynomial in (3). Hence, the two recurrence
relations, having the same degrees and leading coefficients, must be identical, which
implies that the polynomials (1) and (3) must be equal. The proof is complete. 
Corollary 2.10. The recurrence relations (5) and (6) are given by any of the
formulas
det((∆ + 1)I − T ∗m)C(n, i) = 0 or Mm(k)C(n, i) = 0
and
det((∆ + 1)I − T ∗m)Im(n) = 0 or Mm(k)Im(n) = 0,
respectively, for all i = 1, . . . ,m and n > 1, where k = ⌈m/2⌉.
3. The multipliers Mm and M
′
This section is devoted to the study of the multipliersMm and M
′. As we shall
see in the sequel, the multiplies Mm and M
′ on the values a+ b and ab (a, b > 1)
can be obtain by their values on a and b, respectively. These results will be applied
to show that these multipliers admit a factorization property like natural numbers.
Theorem 3.1. For any m, k > 1 and 1 6 a 6 k, we have
M′(a− 1)Mm(k − 1) ≡Mm(k − a) (mod Mm(k)).
Proof. Let m > 1. The result for k = ⌈m/2⌉ follows from the facts that
M′(a− 1)C(n, 1) = C(n, a), Mm(k − a)C(n, 1) =M(k − 1)C(n, a),
and Mm(k) is the polynomial of minimum degree satisfying Mm(k)C(n, 1) = 0
by Corollary 2.10. Since Mm depends only on the parity of m, and k takes any
number as long as m takes all odd or even numbers, the result holds for any choice
of m and k. 
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Theorem 3.2. For any m > 1 and a, b > 1, we have
Mm(a+ b) =M
′(a)Mm(b)−M
′(a− 1)Mm(b − 1)
and
M′(a+ b) =M′(a)M′(b)−M′(a− 1)M′(b − 1).
Proof. The result follows by induction on a. 
Utilizing the same techniques used in the proof of Lemma 2.2, one can show the
following general result.
Lemma 3.3. Let m > 1, k = ⌈m/2⌉, 0 6 a 6 k, and 0 6 b 6 min{a, k− a}. Then
Mo(b)C(n, a) = C(n, a− b) + C(n, a+ b).
Theorem 3.4. For any m > 1 and a > b > 0, we have
Mo(b)Mm(a) =Mm(a+ b) +Mm(a− b)
and
Mo(b)M
′(a) =M′(a+ b) +M′(a− b).
Proof. We prove only the first equality for the second equality follows analogously.
Since Mm depends only on the parity of m, one can choose m such that k :=
⌈m/2⌉ > a+ b. By Lemma 2.2,
Mm(a)C(n, k) =M(0)C(n, k − a).
Now since b 6 min{a, k − a}, Lemma 3.3 yields
Mo(b)Mm(a)C(n, k) =M(0)Mo(b)C(n, k − a)
=M(0)(C(n, k − a− b) + C(n, k − a+ b)).
On the other hand,
(Mm(a+ b) +Mm(a− b))C(n, k) =M(0)(C(n, k − a− b) + C(n, k − a+ b))
by Lemma 2.2. Thus,
(Mo(b)Mm(a)−Mm(a+ b)−Mm(a− b))C(n, k) = 0.
Since Mm(k) is the polynomial of minimum degree satisfying Mm(k)C(n, k) = 0
and Mo(b)Mm(a) −Mm(a+ b)−Mm(a− b) is a polynomial of degree less than
k, it follows that
Mo(b)Mm(a)−Mm(a+ b)−Mm(a− b) = 0,
as required. 
Extending M′ on negative numbers yields M′(−1) = 0. Using this fact, we can
prove the following result.
Theorem 3.5. For any a, b > 1 we have
Mm(ab) =M
′(a− 1) (Mo(b))Mm(b)−M
′(a− 2) (Mo(b))Mm(0)
and
M′(ab) =M′(a− 1) (Mo(b))M
′(b)−M′(a− 2) (Mo(b))M
′(0).
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Proof. We prove only the first equality since the the proof of the second equality is
similar. For a = 1, we have
Mm(b) = 1 · Mm(b)− 0 · Mm(0)
=M′(0) (Mo(b))Mm(b)−M
′(−1) (Mo(b))Mm(0).
Also, for a = 2, we obtain
Mm(2b) +Mm(0) =Mo(b)Mm(b)
by Theorem 3.4, that is,
Mm(2b) =M
′(1) (Mo(b))Mo(b)−M
′(0) (Mo(b))Mm(0).
Now assume that a > 2 and the result holds for a and a−1. Applying the multiplier
Mo(b) on both sides of
Mm(ab) =M
′(a− 1) (Mo(b))Mm(b)−M
′(a− 2) (Mo(b))Mm(0)
in conjunction with Theorem 3.4 yields
Mm((a+ 1)b) +Mm((a− 1)b) =Mo(b)Mm(ab)
=Mo(b)M
′(a− 1) (Mo(b))Mm(b)−Mo(b)M
′(a− 2) (Mo(b))Mm(0).
Since
Mm((a− 1)b) =M
′(a− 2) (Mo(b))Mm(b)−M
′(a− 3) (Mo(b))Mm(0),
it follows that
Mm((a+ 1)b) =(∆M
′(a− 1)−M′(a− 2)) (Mo(b))Mm(b)
− (∆M′(a− 2)−M′(a− 3)) (Mo(b))Mm(0)
=M′(a) (Mo(b))Mm(b)−M
′(a− 1) (Mo(b))Mm(0),
which is the result for a+ 1. The proof is complete. 
The above theorem results in a nice factorization formula for Mo.
Theorem 3.6. (Factorization theorem for Mo) For all a, b > 1, we have
Mo(ab) =Mo(a) ◦Mo(b) =Mo(b) ◦Mo(a).
As a result, if n = pa11 . . . p
ak
k is the canonical factorization of n into distinct primes
p1, . . . , pk, then
Mo(n) =Mo(p1)
a1 . . .Mo(pk)
ak ,
where all the products are the combination of functions.
Proof. Utilizing Theorems 3.5 and 3.2, one observes that
Mo(ab) =M
′(a− 1) (Mo(b))Mo(b)−M
′(a− 2) (Mo(b))Mo(0)
= (M′(a− 1)Mo(1)−M
′(a− 2)Mo(0)) (Mo(b))
=Mo(a)(Mo(b)) =Mo(a) ◦Mo(b),
from which the first equality follows. The second equality follows that of the first
one by using induction on n. 
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The multipliers Me and M
′ are neither factorisable nor commuting as Mo was
in the above theorem. However, a little modification of the argument gives uniform
factorization formulas for all multipliers Mm and M
′ as follows: For any m > 1
and prime p we define the prime functions Fm,p and F
′
p on the set of multipliers
{Mm(n)} and {M
′(n)}, respectively, as
Fm,p(Mm(n)) =M
′(p− 1)(Me(n))Mm(n)−M
′(p− 2)(Me(n))Mm(0)
and
F ′p(M
′(n)) =M′(p− 1)(Me(n))M
′(n)−M′(p− 2)(Me(n))M
′(0)
for all n > 1. Using Theorem 3.5, we can give a factorization of the multipliers
Mm(n) and M
′(n) into suitable prime functions.
Theorem 3.7. (Uniform factorization theorem) Let n = pa11 . . . p
ak
k be the canonical
factorization of n into distinct primes p1, . . . , pk. Then
Mm(n) = F
a1
m,p1 . . .F
ak
m,pkMm(1)
and
M′(n) = F ′
a1
p1 . . .F
′ak
pk
M′(1),
where all the products are the combination of functions.
Proof. By Theorem 3.5, we have
Mm(pn) =M
′(p− 1)(Me(n))Mm(n)−M
′(p− 2)(Me(n))Mm(0)
= Fm,p(Mm(n))
and
M′(pn) =M′(p− 1)(Me(n))M
′(n)−M′(p− 2)(Me(n))M
′(0)
= F ′p(M
′(n))
for all n > 1 and primes p. Hence, the result follows by induction on n. 
One notes that the multipliers Mm can be derived from M
′, which when com-
bined with previous results, gives further properties of M′.
Lemma 3.8. For all n > 1, we have
Me(n) =M
′(n)−M′(n− 1)
and
Mo(n) =Me(n) +Me(n− 1) =M
′(n)−M′(n− 2).
The above lemma can be used to simplify Corollary 2.3.
Corollary 3.9. For all n > 1, we have
1 +Mm(1) + · · ·+Mm(n) =M
′(n) + (Mm(0)− 1)M
′(n− 1).
Proof. LetM∗m(n) := 1+Mm(1)+· · ·+Mm(n). SinceMe(n) =M
′(n)−M′(n−1)
by Lemma 3.8, it follows immediately thatM∗e(n) =M
′(n). Using Lemma 3.8 once
more, we get Mo(n) =Me(n) +Me(n− 1) so that
M∗o(n) = 1 +Mo(1) + · · ·+Mo(n)
= (1 +Me(1) + · · ·+Me(n)) + (Me(0) +Me(1) + · · ·+Me(n− 1))
=M∗e(n) +M
∗
e(n− 1)
=M′(n) +M′(n− 1),
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as required. 
Corollary 3.10. Inside the m×∞ table, we have
Mm(k − a)Im(n) = 2(M
′(k − 1) + (Mm(0)− 1)M
′(k − 2))C(n, a)
for all a = 1, . . . , k and n > 1, where k = ⌈m/2⌉.
We conclude this section with providing the precise formulas for the multipliers
Mm and M
′.
Theorem 3.11. For all n > 1, we have
Mo(n) =
⌊n2 ⌋∑
i=0
(−1)i
[(
n+ 1− i
i
)
−
(
n− 1− i
i− 2
)]
∆n−2i,
Me(n) =
n∑
i=0
(−1)⌈
i
2⌉
(
n−
⌈
i
2
⌉⌊
i
2
⌋ )∆n−i,
M′(n) =
⌊n2 ⌋∑
i=0
(−1)i
(
n− i
i
)
∆n−2i.
It is worthwhile to mention that the polynomials (1/2)Mo(n)(2x) coincide with
the Chebyshev polynomials of the first kind, and that the polynomials obtained
from substituting coefficients of Me(n)(x) and M
′(n)(x) by their absolute values
are indeed the Fibonacci polynomials Fn+1(x) and Lucas polynomials Ln+1(x),
respectively.
4. Singer cycles
Cyclic subgroups of GL(n, q) of order qn − 1 are known as Singer cycles, where
GL(n, q) denotes the group of all invertible n× n matrices over the field Fq with q
elements. While it is easy to show the existence of Singer cycles, there is no direct
formula to generate them. Our computations show that some of the invertible
matrices En and On, regarded as matrices with entries in GF (q), have orders q
n−1
giving rise to Singer cycles in GL(n, q). So the following question and conjectures
arise naturally:
Question. For which values of n and q the invertible matrix En ∈ GLn(q) has
order qn − 1?
Conjecture 4.1. The matrix En ∈ GLn(q) has order q
n − 1 only if q = 2 or 3.
The following table shows all n 6 500 for which En has order q
n − 1 when q = 2
or 3.
Values of n (6 500) for which En has order q
n − 1
q n
2 2, 3, 5, 9, 11, 14, 23, 26, 29, 35, 39, 41, 53, 65, 69, 74, 81, 83, 86, 89, 95,
105, 113, 119, 131, 146, 155, 158, 173, 179, 189, 191, 209, 221, 230, 231,
233, 239, 243, 251, 254, 281, 293, 299, 303, 323, 326, 329, 359, 371, 375,
386, 398, 411, 413, 419, 429, 431, 443, 453, 470, 473, 491
3 3, 5, 9, 11, 23, 29, 35, 39, 41, 53, 65, 69, 81, 83, 89, 95, 99, 105, 113, 119,
131, 155, 173, 179, 189, 191, 209, 221, 231, 233, 239, 243, 251, 281, 293,
299, 303, 323, 329, 359, 371, 375, 411, 413, 419, 429, 431, 443, 453, 491
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For matrices On we pose the following conjecture determining all those matrices
giving rise to Singer cycles.
Conjecture 4.2. The matrix On ∈ GLn(q) is invertible of order q
n−1 if and only
if q = 3 and n is a power of two.
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