Abstract-The first result concerns whether the capacity of a static multi-channel multi-radio wireless network is equal to the sum of the capacities of the corresponding single-channel singleradio wireless networks. For the Arbitrary Network model, the former in general is not equal to the latter, i.e., the network capacity is not separable in channels. However, if the number of radio interfaces at each node is equal to the number of channels, the separability property holds provided that the time under consideration is sufficiently long. For the Random Network model, the separability property holds under the same condition. The second result concerns the impact of multi-channel routing (i.e., routing a fixed bit through multiple channels as opposed to a single channel) on the network capacity. For both network models, if again the number of radio interfaces at each node is equal to the number of channels, multi-channel routing does not improve network capacity, but yields the same network capacity as single-channel routing.
I. INTRODUCTION
It is well known that the joint capacity of independent parallel Gaussian channels with a total power constraint is equal to the sum of the capacities of the individual channels [1] . Therefore, to find the joint capacity of the parallel channels, we can find the capacities of the individual channels separately, and then sum them up. We call such property separability in channels. More precisely, consider K independent parallel channels: Y i = X i + Z i , i = 1, ..., K, where X i is the channel input, Y i is the channel output, and Z i is the Gaussian noise, which is independent from channel to channel. The capacity of the K independent parallel channels satisfy
where C ′ i is the capacity of channel i when channel coding is done for channel i as if other K − 1 channels did not exist. The separability property in (1) looks trivial but is not. In fact, when the noise Z i is colored, i.e., dependent from channel to channel, (1) in general does not hold [1] .
In this paper, we first examine the above separability property in the context of static multi-channel multi-radio wireless networks. Given a multi-channel multi-radio network, we
This work was supported in part by NSF grant CNS-0721230. define a set of single-channel single-radio wireless networks. We study the relationship between the capacity of the multichannel multi-radio network and the sum of the capacities of the single-channel single-radio networks. Two network models are considered: Arbitrary Network and Random Network [2] .
We then consider the impact of multi-channel routing on the network capacity. In a multi-channel multi-radio network, two routing schemes can be used: routing a given bit either (1) on multiple channels, or (2) on only one channel while different bits can be routed through different channels. We refer to the first scheme as multi-channel routing, and the second as singlechannel routing. As an example, consider the routing of bit b from its source to its destination, and suppose it takes 3 hops with each routing scheme. When multi-channel routing is used, the route may look like:
where the text inside each pair of parentheses indicates on which channel the numbered hop of transmission occurs, and the arrows signify the chronological order of the transmissions. In contrast, when single-channel routing is used, the route may look like:
Note that by definition multi-channel routing includes singlechannel routing as a special case.
The main results are as follows, where we assume that each node has m radio interfaces, and there are c orthogonal channels available: 1) For the Arbitrary Network model, the separability property of network capacity in general does not hold. But if m = c, the separability property holds. For the Random Network model, it is still unknown whether the separability property holds in the general case. But if m = c, the separability property again holds. 2) For both network models, if m = c, multi-channel routing does not improve network capacity, but yields the same network capacity as single-channel routing. Our results are generally applicable. They do not rely on the exact expressions of the network capacity. This is good, because, to the best of our knowledge, only bounds [2] [3] [4] [5] [6] , not exact expressions, have been found.
As another contribution, the method used in this paper, i.e., simulation, can be used to compare the capacities of different network systems.
The remainder of this paper is organized as follows. Section II gives some notations, Section III and Section IV present the results for Arbitrary Networks and Random Networks respectively, and Section V concludes the paper.
II. NOTATIONS
A multi-channel multi-radio network N is a 4-tuple (U, H, σ, η), where
• U := {u i |i = 1, ..., n} is a set of n nodes, where each node u i has m radio interfaces, • H := {h i |i = 1, ..., c} is a set of c channels, where channel h i supports a fixed data rate of w i bits/sec, • σ is the region in which the nodes are located, and • η is the interference model. A channel assignment distributes the mn radio interfaces onto c channels. Let I i be the set of radio interfaces of N assigned to channel i, i = 1, ...c. For the network N defined above, we define c corresponding single-channel single-radio networks
consists of the radio interfaces assigned to channel h i , and they can communicate only on channel h i .
A network can be configured in different ways, resulting in different data delivery capabilities. Define a network configuration G as a 5-tuple (X, I, F, R, P) for network N , where
is the locations of the nodes. Here, X i is the location of node u i .
• I = (I 1 , ..., I c ) denotes the channel assignment.
• F = (F 1 , ..., F n ) denotes the traffic pattern. Here, F i specifies a traffic flow for the source-destination pair
, where u i is the source node and d(u i ) is the destination node.
• R denotes the routing scheme, specifying the route for any source-destination pair.
• P = (P ij ), i = 1, ...n, j = 1, 2, ... is the transmission power matrix. Here, P ij is the transmission power of the jth transmission at node i. Note that when m = c, the optimal channel assignment I is simple: a 1-1 mapping between a node's interfaces and the channels.
III. RESULTS FOR ARBITRARY NETWORKS
In the Arbitrary Network model [2] , node locations are arbitrary, each node arbitrarily chooses a destination, and the power level of each transmission is set arbitrarily. The network capacity is measured by transport capacity [2] . Following the convention in the communication theory that the term "capacity" refers to the supremum of a set of achievable "rates", we define transport capacity as the supremum of achievable transport rates.
The unicast transport rate of network N under configuration G during time interval T is defined as
with unit bit-meters per second. Here, l b (G) is the distance (magnitude of the displacement) that bit b travels under configuration G, and T is the set of bits delivered in T . It is reasonable to assume that the diameter of the region σ and the data rates w i are bounded. Then, transport rate R(G, T ) is also bounded and has a unique supremum, which we define as the unicast transport capacity
Likewise, we define the unicast transport capacity for a single-channel single-radio network
where the subscript i in configuration
operates on channel i only.
A few more definitions:
• A tick τ i is the time required to transmit 1 bit by one hop on channel i, i.e.,
, where q i (t) enumerates all bits currently queued at node i in the order they were queued.
• Network N a is said to simulate network N b , if there is a way for N a to replicate the delivery of all the bits delivered by N b . Specifically, if N b delivers bit b from the source at X b1 to the destination at X b2 , network N a will accomplish the same delivery. The technique of simulation has been used in other places such as proving the equivalence of the Deterministic Finite Automaton (DFA) and the Nondeterministic Finite Automaton (NFA) [7] . We should distinguish the simulation here from what is performed by the network simulators such as the Network Simulator-2 (NS-2) [8] . With NS-2, a single computer simulates the events that occurred in a computer network, but it does not replicate real communication.
Theorem III.1. For an Arbitrary Network, the transport capacity in general is not separable in channels, i.e., C(T
We prove it by showing that there exists a network N whose transport capacity
The network region σ is the closure of a 1 meter × 1 meter square, n = 4, m = 2, c = 3, w i = 1 bit-meters/sec ∀i, and the interference model η is the Protocol Model [2] , which says that a transmission from node i to node j over some channel is successful if |X k − X i | ≥ (1 + ∆)|X i − X j | for any other node k that simultaneously transmits on the same channel.
The optimal channel assignment assigns 4 interfaces to one channel, and 2 interfaces to each of the other channels. Otherwise, network N can only support a smaller number of simultaneous transmissions. Without loss of generality, let the optimal channel assignment I * = ({1, 2, 3, 4}, {1, 2}, {3, 4}). The optimal configuration G * is work-conservative, i.e., no radio interface is idle unless interference dictates otherwise.
Under G * , there will be either 3 or 4 transmissions in network N in any tick. Otherwise, there will be 2 or fewer transmissions, and we can schedule additional transmissions in the same tick and obtain a new configuration, resulting in a higher transport rate. That contradicts with the fact that G * is the optimal configuration. With G * , there are 1 or 2 simultaneous transmissions on channel 1 depending on the value of ∆ in the Protocol Model, and 1 transmission on channel 2 and channel 3 each.
Given any location X, the optimal routing R * will be such that each flow consists of only one hop. This way, each transmission is fully accounted in the transport rate while the maximum number of simultaneous transmissions can be maintained. Other routing schemes will not result in a higher transport rate. Now set X = X * . Then,
with T, h i defined as the set of bits delivered on channel h i in T . Since the part of G * relevant to channel h i can be viewed as a configuration of network
, and hence
Now consider the optimal configurations G Set
The interfaces in N assigned to channels 2 and 3 must be at the corners (±0.5, ±0.5). Because these interfaces come from all four nodes, the remaining interfaces, which are on channel 1, will also be at the corners under G * . If ∆ is large enough, G ′ * 1 allows for only one simultaneous transmission on network N ′ 1 . Choose ∆ > 0 for which G ′ * 1 schedules two simultaneous transmissions. In this case, placing all nodes at the corners (±0.5, ±0.5) violates the distance constraints imposed by the Protocol Model, and thus the optimal interface location configuration is different from the one generated by
Example: For the above network, we can formulate the optimization problem for channel 1 as a convex program:
For ∆ = 0.2, numerical analysis gives a capacity C ′ 1 (T ) = 2.0688 bit-meters/sec. One optimal solution is shown in Fig. 1(a) , and, by symmetry, there are 7 others, all yielding the same network capacity. Fig. 1(b)(c) Fig. 1(a)(b) do not overlap. In fact, no combination of optimal solutions satisfies the constraint that the interfaces of the same node should be the same, making combined configuration 
Theorem III.2. For an Arbitrary Network with m = c, the transport capacity is separable in channels over a sufficiently long period of time, i.e., C(T
. At first glance, it seems that any combined configuration G s(t) = (q 1 (t), q 2 (t), ..., q n (t)), the queue configuration at all nodes at time t. For the simulations to be exact, networks N ′ j must first replicate the states s(t There is a dependence among the STS's of network N . An STS carries a set of bits from some old locations to a set of new locations, and that the bits were in the old locations depends on the previous STS's. To preserve this dependence, N ′ j schedules the STS's in the same order in which they were completed in network N in T j . This is illustrated in Fig. 2 . In network N during T 1 , 4 STS's (numbered 1, 3, 5, 7) occurred on channel 1, 1 STS (numbered 4) on channel 2, and 2 STS's (numbered 2, 6) on channel 3. The numeric order sequences the time instants at which the STS's were completed on network N . N ′ 1 simulates all 7 STS's according to the numeric order. This way, N ′ 1 delivers whatever bits that were delivered by network N during T 1 . In general, the schedule is obtained as follows. Define L ij := ⌈T j /τ i ⌉, the number of STS's completed on channel i during T j . Define
That is, S j includes all the time instants at which the STS's were completed on network N during T j . Sorting S j in ascending order forms the schedule for network N ′ j . To simulate the deliveries in
where (9) follows from (6) and that τ i = 1/w i . Considering the setup time of network state s(t B j ), we obtain the following bounds on the total time t j needed by N ′ j for the simulation T ≤ t j < T + (c + n(n − 1)Q)τ j .
DefineT := max j {t j }. Then T ≤T < T + (c + n(n − 1)Q) max j {τ j }. At timeT , a bit-meters of
by networks N ′ j , and the resulting transport rate iŝ
On the other hand,
where (15) follows from the definition of C ′ j (T ). Combining (15) and (12) gives
and hence, by the definition of C(T ),
By (a) and (b), C(T ) = j C ′ j (T ), as T → ∞. So far, we have considered c + 1 networks: a multichannel multi-radio network, and c single-channel singleradio networks. We next consider only one network: a multichannel multi-radio network, but consider two different routing schemes. Proof: Here C mr (T ) is the same as the unrestricted C(T ) defined in (3). Since single-channel routing is a special case of multi-channel routing, we have C mr (T ) ≥ C sr (T ).
Now if m = c, we view all the interfaces on channel j as a single-channel single-radio network N j . Then, by following part (b) of the proof of Theorem III.2, the transmissions under multi-channel routing can be simulated by the c networks N j in parallel. Thus, C mr (T ) ≤ c j=1 C j (T ) = C sr (T ), as T → ∞, which together with C mr (T ) ≥ C sr (T ) completes the proof. Remark: Theorem III.3 states that if m = c, multi-channel routing has no advantage over single-channel routing in terms of network capacity. This should not be confused with the fact that multiple-channel routing can improve the transport rate of a subset of flows, which we illustrate in Fig. 3 . The line has length 1 meter, with 5 equal-distant nodes, and the data rates w 1 = w 2 = 1 bits/sec. With multi-channel routing, both channels are reserved for flow 1 → 5, and Fig. 3(a)(b) show the STS's in odd and even time ticks, respectively. Using two channels, flow 1 → 5 achieves a maximum transport rate of 1 bit-meters/sec. With single-channel routing, the two channels are shared by flows 1 → 5, 3 → 1 and 3 → 5, which achieve 0.5, 0.25, 0.25 bit-meters/sec, respectively. Fig. 3(c)(d) show the STS's in odd and even time ticks respectively. The transport rate achieved by flow 1 → 5 with multi-channel routing is higher than that achieved with single-channel routing. But more flows are carried with singlechannel routing, and in fact both routing schemes achieve the same network capacity.
IV. RESULTS FOR RANDOM NETWORKS
In a Random Network, nodes are randomly located in a region, and each node randomly chooses another node as its destination. Therefore, there are n traffic flows in the network. The measure of capacity is the throughput capacity [2] . Precisely, we consider a time interval T and define the throughput of a flow originating from node j as
with unit bits/second, where \ means "omit" such that G = (G\(x, f ), x, f ). Here, N j (G\(x, f ), x, f , T ) is the number of bits delivered by flow j in T , x is the node locations, and f is the traffic flow configuration. The throughput rate of a realization of the random network is defined as
and the throughput capacity is defined as
where p(x) is the probability density of x, p(f ) is the probability of f , and both distributions are uniform in their respective domains. As in Section III, the corresponding single-channel single-radio networks N Proof: Define the throughput capacity of network N conditioned on fixed node locations x and flow configuration f as
(a) Fix x and f for both the multi-channel multi-radio network N and the corresponding single-channel single-radio networks N ′ j . Then, the combined configuration G 
Proof:
The proof is similar to that of Theorem III.3. Because single-channel routing is a special case of multi-channel routing, we have C mr (T ) ≥ C sr (T ).
Now if m = c, we view all the interfaces on channel j as a single-channel single-radio network N j . Fix x and f . By following part (b) of the proof of Theorem IV.1, multichannel routing can be simulated by c networks N j in parallel. Thus, C mr (x, f , T ) ≤ c j=1 C j (x, f , T ) = C sr (x, f , T ), as T → ∞. Taking the expectation of x and f gives C mr (T ) ≤ C sr (T ), which combining C mr (T ) ≥ C sr (T ) completes the proof.
V. CONCLUSIONS
This paper presents two results on the network capacity of static multi-channel multi-radio wireless networks. The first result concerns whether the capacity is separable in channels. We show that for the Arbitrary Network model, the separability property does not hold in general. But, if the number of radio interfaces at a node is equal to the number of channels, the separability property holds. Under the same conditions, the separability holds for the Random Network model. The second result is on the impact of multi-channel routing on the network capacity. We show that when the number of radio interfaces at a node is equal to the number of channels, multi-channel routing yields the same network capacity as single-channel routing.
