Dimension and measure theory of self-similar structures with no separation condition by Farkas, Ábel
04617<487 .70 61.<>;1 =318;@ 82 <152!<4645.;
<=;>/=>;1< ?4=3 78 <19.;.=487 /8704=487
ZBEK 2APJAQ
. =HEQIQ <SBLIRRED FNP RHE 0EGPEE NF 9H0
AR RHE
>MITEPQIRW NF <R .MDPEUQ
&$%)
2SKK LERADARA FNP RHIQ IREL IQ ATAIKABKE IM
;EQEAPCH-<R.MDPEUQ,2SKK=EVR
AR,
HRRO,##PEQEAPCH!PEONQIRNPW"QR!AMDPEUQ"AC"SJ#
9KEAQE SQE RHIQ IDEMRIFIEP RN CIRE NP KIMJ RN RHIQ IREL,
HRRO,##HDK"HAMDKE"MER#%$$&'#*+)(
=HIQ IREL IQ OPNRECRED BW NPIGIMAK CNOWPIGHR
Dimension and measure theory of self-similar
structures with no separation condition
Ábel Farkas
This thesis is submitted in partial fulﬁlment for the degree of PhD at the University of
St Andrews
May 2015
Acknowledgements
I can never be grateful enough to Kenneth Falconer for all his help, guidance and
mentoring. I am also very grateful to my friend and co-author, Jonathan Fraser, for all
his help and patience with my English and all the useful and useless chats we had. I
thank the EPSRC for a doctoral training grant and the University of St Andrews for
providing me with full ﬁnancial support. I also would like to thank to the uncountable
number of friends I made during my stay at St Andrews for making my time there such
an amazing journey. Finally, I would like to thank my family and friends from home for
the encouragement I received to get where I am.
i
Declaration
I, Ábel Farkas, hereby certify that this thesis, which is approximately 22000 words in
length, has been written by me, and that it is the record of work carried out by me, or
principally by myself in collaboration with others as acknowledged, and that it has not
been submitted in any previous application for a higher degree.
I was admitted as a research student in September 2011 and as a candidate for the
degree of Doctor of Philosophy in September 2011; the higher study for which this is a
record was carried out in the University of St Andrews between 2011 and 2015.
Date: ......................... Signature of Candidate: ..........................................................
I hereby certify that the candidate has fulﬁlled the conditions of the Resolution and
Regulations appropriate for the degree of Doctor of Philosophy in the University of St
Andrews and that the candidate is qualiﬁed to submit this thesis in application for that
degree.
Date: ......................... Signature of Supervisor: .......................................................
In submitting this thesis to the University of St Andrews I understand that I am giv-
ing permission for it to be made available for use in accordance with the regulations of
the University Library for the time being in force, subject to any copyright vested in the
work not being aﬀected thereby. I also understand that the title and the abstract will be
published, and that a copy of the work may be made and supplied to any bona ﬁde library
or research worker, that my thesis will be electronically accessible for personal or research
use unless exempt by award of an embargo as requested below, and that the library has
the right to migrate my thesis into new electronic forms as required to ensure continued
access to the thesis. I have obtained any third-party copyright permissions that may be
required in order to allow such access and migration, or have requested the appropriate
embargo below.
The following is an agreed request by candidate and supervisor regarding the public-
ation of this thesis:
No embargo on print copy.
No embargo on electronic copy
The copyright of this thesis rests with the author. Any information derived from it should
be acknowledged.
Date: ......................... Signature of Candidate: .........................................................
Date: ......................... Signature of Supervisor: ........................................................
ii
Abstract
We introduce methods to cope with self-similar sets when we do not assume
any separation condition. For a self similar set K ⊆ Rd we establish a similarity
dimension-like formula for Hausdorﬀ dimension regardless of any separation condi-
tion. By the application of this result we deduce that the Hausdorﬀ measure and
Hausdorﬀ content of K are equal, which implies that K is Ahlfors regular if and
only if Ht(K) > 0 where t = dimH K. We further show that if t = dimH K < 1
then Ht(K) > 0 is also equivalent to the weak separation property. Regarding Haus-
dorﬀ dimension, we give a dimension approximation method that provides a tool to
generalise results on non-overlapping self-similar sets to overlapping self-similar sets.
We investigate how the Hausdorﬀ dimension and measure of a self-similar set
K ⊆ Rd behave under linear mappings. This depends on the nature of the group T
generated by the orthogonal parts of the deﬁning maps of K. We show that if T is
ﬁnite then every linear image of K is a graph directed attractor and there exists at
least one projection ofK such that the dimension drops under projection. In general,
with no restrictions on T we establish that Ht (L ◦O(K)) = Ht (L(K)) for every el-
ement O of the closure of T , where L is a linear map and t = dimH K. We also prove
that for disjoint subsets A andB ofK we have thatHt (L(A) ∩ L(B)) = 0. Hochman
and Shmerkin showed that if T is dense in SO(d,R) and the strong separation
condition is satisﬁed then dimH (g(K)) = min {dimH K, l} for every continuously
diﬀerentiable map g of rank l. We deduce the same result without any separation
condition and we generalize a result of Erog˘lu by obtaining that Ht(g(K)) = 0.
We show that for the attractor (K1, . . . ,Kq) of a graph directed iterated function
system, for each 1 ≤ j ≤ q and ε > 0 there exists a self-similar set K ⊆ Kj that
satisﬁes the strong separation condition and dimH Kj − ε < dimH K. We show that
we can further assume convenient conditions on the orthogonal parts and similarity
ratios of the deﬁning similarities of K. Using this property we obtain results on a
range of topics including on dimensions of projections, intersections, distance sets
and sums and products of sets.
We study the situations where the Hausdorﬀ measure and Hausdorﬀ content of a
set are equal in the critical dimension. Our main result here shows that this equality
holds for any subset of a set corresponding to a nontrivial cylinder of an irreducible
subshift of ﬁnite type, and thus also for any self-similar or graph directed self-similar
set, regardless of separation conditions. The main tool in the proof is an exhaustion
lemma for Hausdorﬀ measure based on the Vitali's Covering Theorem. We also give
several examples showing that one cannot hope for the equality to hold in general if
one moves in a number of the natural directions away from `self-similar'. Finally we
consider an analogous version of the problem for packing measure. In this case we
need the strong separation condition and can only prove that the packing measure
and δ-approximate packing pre-measure coincide for suﬃciently small δ > 0.
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1 Introduction
Fractals are usually considered highly irregular objects, nevertheless, there is no exact
deﬁnition of fractals. Imagine you hold a head of broccoli in your hand and you pick a
little piece of it. If you imagine that it becomes bigger then it would look roughly similar to
the original head of broccoli (see the pictuere below, self-similarity in romanesco broccoli
[Photo courtesy PDPhoto.org, public domain at http://pdphoto.org/PictureDetail.php?
mat=pdef&pg=8232]). That is one sort of typical fractal feature, that the object exhibits
similar structure at every scale. This similarity does not have to be deterministic, it can
be just similar in behaviour. For instance imagine the graph of a stock price. You would
see a very irregular curve and if you just zoom into a small part of it than you would ﬁnd a
similarly irregular curve (see the picture below, graph of a Brownian motion [Photo cour-
tesy Edwin Grappin at http://probaperception.blogspot.co.uk/2012/10/generate-stock-
option-prices-how-to.html]).
Fractal Geometry develops tools to study these rough objects for which the classical
tools of Geometry fail to apply. One of the most important notions of the ﬁeld is the
dimension of these fractal objects, which somehow tries to estimate how much the set
ﬁlls up the space. If you consider a line segment and compare its length to a twice as
long line segment's then the ratio of their length is obviously 2. If you consider a square
and compare its area to a square's area with side length double as much then the ratio of
their areas is 2 · 2 = 22, i.e. the ratio of their area is the square of the ratio of their side
length. If you consider a cube and compare its volume to that of another cube of double
that long diameter then the ratio of their volume is 2 · 2 · 2 = 23, i.e. the cube of the ratio
of their diameter. So the quantity in the power represents the dimension. Following this
argument we try to capture the meaning of the dimension of an object by considering
what is the growth rate of their `measure' as you change the scale at which the object is
viewed. This was introduced by Felix Hausdorﬀ in 1918 [38]. Studying these notions one
can ﬁnd that in fact, the dimension is not necessarily a whole number, the power in the
growth rate does not need to be an integer. Beniot B. Mandelbrot termed such objects
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`fractals', from the Latin word `fractus' meaninig broken. Mandelbrot popularised fractals
by indicating their occurrence in nature [48, 49].
One of the most common examples of a fractal is the middle-third Cantor set (see Fig-
ure A). Take the unit interval [0, 1], then remove the middle-third open interval (1/3, 2/3),
so we end up with two intervals of length 1/3. Then we delete the middle third open in-
terval of these intervals to gain four intervals of length 1/9. We continue this process
inﬁnitely many times and by the Cantor axiom the remaining set is not empty but is
what we call the middle-third Cantor set. Observe that the middle-third Cantor set is
built up as the union of two disjoint scaled down copies of itself and the scaling ratio is 1/3.
Hence by using the growth rate property of the dimension the `measure' µ of the middle-
third Cantor set is two times the `measure' of its scaled down copy, i.e. µ = 2 · (1/3)s · µ
where s is the dimension of the middle-third Cantor set. Thus by solving the equation we
get that s = log 2/ log 3, so the dimension of the middle-third Cantor set is not a whole
number. When a set is built up as the union of the scaled down copies of itself then we
call such a set a `self-similar' set.
Figure A. Figure B.
Another well-known example of a self-similar set is the Sierpinski triangle (see Figure
B) which we construct by taking an equilateral triangle and subdividing into four triangles
and deleting the middle triangle, then repeating the process with all the triangles again
and again in inﬁnitely many steps. The Sierpinski triangle is the union of three scaled
down copies of itself and the scaling ratio is 1/2. However, in this case the scaled down
copies are not completely disjoint. The corners of scaled down triangles touch. On the
other hand, this is only a mild overlapping because the overlap is a single point for each
pair of triangles. So the `measure' of these mild overlaps is zero, thus the `measure' of the
Sierpinski triangle still can be expressed as the sum of the `measure' of the scaled down
pieces. So we can again calculate the dimension: µ = 3 · (1/2)s · µ, thus the dimension
is s = log 3/ log 2. The reason that the overlaps are not signiﬁcant is that the scaled
down pieces are `nicely separated'. In these `nicely separated' situations analysis of the
fractals is much simpler but when we have no `nice separation' then the study of these
sets becomes notoriously diﬃcult. In this work our aim is to develop tools and methods
treating the general case when we do not assume `nice separation'.
This study is structured as follows. Chapter 2 contains three main sections. Sec-
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tion 2.1 introduces the formal deﬁnitions of dimension and summarises their important
properties. In Section 2.2 we deﬁne the main families of set that we investigate in this
study. The three main classes are `self-similar sets', `attractors of graph directed iterated
function systems' and `subshifts of ﬁnite type'. In Section 2.3 we collect some important
properties of orthogonal transformations. It turns out that many geometric properties of
the self-similar structures depend on the orthogonal part of their deﬁning maps. Chapter
3 provides methods and tools to treat the lack of separation conditions in the proofs.
We draw a few interesting conclusions as a consequence of these methods including the
equality of Hausdorﬀ content and Hausdorﬀ measure for self-similar sets and an inter-
esting characterisation of the `weak separation property' for sets of Hausdorﬀ dimension
strictly less than 1. Most of this work was done in [25, 26]. In Chapter 4 we study how
self-similar sets behave under projections and linear mappings. In particular, we invest-
igate the Hausdorﬀ dimension and Hausdorﬀ measure of these projections. This chapter
contains work from [25]. Chapter 5 gives us tools to generalise results about self-similar
sets to attractors of graph directed iterated function systems and subshifts of ﬁnite type.
This material can be found in [24]. In Chapter 6 we discuss the situations where the
Hausdorﬀ content and the Hausdorﬀ measure agree for subshifts of ﬁnite type and for
graph directed iterated function systems. We study an analogous question for packing
measure. These are joint results with Fraser [26].
3
2 Preliminary deﬁnitions and results
In this chapter we introduce the basic notions of fractal geometry such as dimensions and
measures and establish the notation that we shall use. Then we deﬁne the fractal objects
that we study. The objects we investigate all exhibit some sort of self-similarity. Finally,
we state some useful results about orthogonal transformations that we use in the latter
chapters.
2.1 Dimensions and measures
In this section we deﬁne the most common notions of measures and dimensions. These
quantities determine the size of a set in the sense that how much it ﬁlls up the space. We
also summarise their most important basic properties.
2.1.1 Hausdorﬀ dimension
Hausdorﬀ measure and dimension were introduced by Hausdorﬀ [38]. Let H ⊆ Rd, s ∈
[0,∞) and δ > 0, then the s-dimensional δ-approximate Hausdorﬀ pre-measure of H is
Hsδ(H) = inf
{ ∞∑
n=1
diam(Hn)
s : H ⊆
∞⋃
n=1
Hn, diam(Hn) ≤ δ
}
,
the s-dimensional Hausdorﬀ content of H is
Hs∞(H) = inf
{ ∞∑
n=1
diam(Hn)
s : H ⊆
∞⋃
n=1
Hn
}
and the s-dimensional Hausdorﬀ outer measure of H is
Hs(H) = sup
δ>0
Hsδ(H) = lim
δ→0
Hsδ(H).
It follows from the deﬁnitions that for every δ > 0
Hs∞(H) ≤ Hsδ(H) ≤ Hs(H). (2.1)
In case of zero measure we have equality, Hs∞(H) = 0 if and only if Hs(H) = 0. We say
that an M ⊆ Rd is Hs-measurable if
Hs(H) = Hs(H ∩M) +Hs(H \M) (2.2)
for every H ⊆ Rd and we say that the Hausdorﬀ measure of M is Hs(M). Let M(Hs)
denote the set of all Hs-measurable sets of Rd, let B(Rd) be the set of all Borel sets of Rd
and P(Rd) be the set of all subsets Rd.
Theorem 2.1. We have thatM(Hs) is a σ-algebra, B(Rd) ⊆M(Hs) ⊆ P(Rd), Hs is an
outer measure on P(Rd) and Hs is a measure onM(Hs).
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For the proof see [52, Theorem 4.2] and [68, Theorem 3].
Lemma 2.2. Let H ⊆ Rd be such that Hs∞(H) = Hs(H) <∞ where s = dimH F . Then
for every Hs-measurable subset A ⊆ H we also have Hs∞(A) = Hs(A).
Proof. It follows by (2.2) that
Hs(H) = Hs(A) +Hs(H \ A)
thus using (2.1) it follows that
Hs(H) = Hs(A) +Hs(H \ A) ≥ Hs∞(A) +Hs∞(H \ A) ≥ Hs∞(H) = Hs(H)
so we must have Hs(A) = Hs∞(A).
For an arbitrary set A ⊆ Rd a Hs-measurable set B such that A ⊆ B and Hs(A) =
Hs(B) is called a Hs-measurable hull of A.
Lemma 2.3. For every set A ⊆ Rd there exists a Borel set B that is a Hs-measurable
hull of A.
From [52, Theorem 4.4] it can be deduced that there exists a Hs-measurable hull of A
that is a Gδ set. So there exists a Borel set B that is a Hs-measurable hull of A.
Lemma 2.4. For a set A ⊆ Rd such that Hs(A) <∞, let B be a Hs-measurable hull of
A and L : Rd −→ Rd2 be a linear map. Then Hs (L(A)) = Hs (L(B)).
Proof. Let C be a Hs-measurable hull of L(A) such that C ⊆ L(B). Then B ∩L−1(C) is
also a Hs-measurable hull of A. It follows that Hs(B ∩ L−1(C)) = Hs(A) = Hs(B), thus
Hs (B \B ∩ L−1(C)) = 0. Hence Hs (L(B) \ C) = 0 and so Hs (L(A)) = Hs (L(B)).
Theorem 2.5. Let H ∈ M(Hs) such that Hs(H) <∞. Then there exists an increasing
sequence of compact sets Kn ⊆ H, (n ∈ N) such that limn→∞Hs(Kn) = Hs(H).
For the proof see the discussion after [52, Corollary 4.5].
It is easy to see that H0 is the counting measure. Let Ld denote the d-dimensional Le-
besgue measure. The following theorem shows that the d-dimensional Hausdorﬀ measure
in Rd is the same as the d-dimensional Lebesgue measure up to a scalar multiple.
Theorem 2.6. There exists 0 < cd <∞ such that Hd(H) = cd ·Ld(H) for every H ⊆ Rd.
For the proof see [52, Theorem 3.4].
Theorem 2.7. For every A ⊆ Rd there exists a unique s ∈ [0, d] such that
i) t < s⇒ Ht(A) =∞
ii) s < t⇒ Ht(A) = 0.
For the proof see [52, Theorem 4.7].
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Notation 2.8. We call this unique s the Hausdorﬀ dimension of A and we denote it by
dimH A.
We call a set A an s-set if 0 < Hs(A) < ∞. Often an s-set is assumed to be Borel
measurable but we do not require it to be. Then of course dimH(A) = s.
Proposition 2.9. Let A ⊆ B ⊆ Rd, then dimH(A) ≤ dimH(B).
Proposition 2.10. Let An ⊆ Rd be a sequence of sets (n ∈ N), then dimH
⋃
n∈NAn =
supn∈N dimH An.
Proposition 2.9 and Proposition 2.10 follow easily from the deﬁnition of Hausdorﬀ
dimension.
Proposition 2.11. Let H ⊆ Rd and f : Rd −→ Rd2 (d2 ∈ N) be a Lipschitz map with
Lipschitz constant c. Then Hs (f(H)) ≤ cs · Hs (H) and dimH(f(H)) ≤ dimH(H).
For the proof see [14, Proposition 2.2, Corollary 2.4]. The following corollary is im-
mediate.
Corollary 2.12. Let H ⊆ Rd and f : Rd −→ Rd2 (d2 ∈ N) be a bi-Lipschitz map. Then
i) dimH(f(H)) = dimH(H),
ii) Hs (f(H)) = 0 if and only if Hs (H) = 0,
iii) Hs (f(H)) =∞ if and only if Hs (H) =∞.
Let L : Rd −→ Rd2 be a linear map. We deﬁne the Euclidean operator norm of L as
‖L‖ = sup
x∈Rd,‖x‖=1
‖Lx‖
where ‖y‖ denotes the Euclidean norm of a vector y. Every linear map L : Rd −→ Rd2 is
a Lipschitz map with Lipschitz constant ‖L‖. We state the following well-known lemma,
which we use without reference throughout this study.
Lemma 2.13. Let H ⊆ Rd and L : Rd −→ Rd2 be a linear map. Then Hs (L(H)) ≤
‖L‖s · Hs (H) and dimH(L(H)) ≤ dimH(H).
Lemma 2.13 follows from Proposition 2.11.
A similarity transformation of Rd is a map S : Rd −→ Rd such that ‖S(x)− S(y)‖ =
r · ‖x− y‖ for every x, y ∈ R where r ∈ (0,∞) is called the similarity ratio of S. Every
similarity can be uniquely written in the form S(x) = r ·T (x)+v where r is the similarity
ratio, T is an orthogonal transformation and v ∈ Rd is a translation vector. If r ∈ (0, 1)
then we say that S is a contracting similarity. Two sets A,B ⊆ Rd are similar if there
exists a similarity S such that S(A) = B.
The next lemma easily follows from the deﬁnition of the Hausdorﬀ measure.
Lemma 2.14. Let A ⊆ Rd and S be a similarity of Rd, with similarity ratio r. Then
Hs(S(A)) = rs · Hs(A) for every s ∈ [0,∞) and hence dimH(S(A)) = dimH(A).
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2.1.2 Vitali's covering theorem
Let H ⊂ Rd. A collection of sets A is called a Vitali cover of H if for each x ∈ H, δ > 0,
there exists A ∈ A with x ∈ A and 0 < diam(A) < δ. An outer measure µ on Rd is called
a Borel measure if µ is a measure on B(Rd). We say that µ is a Radon measure on Rd
if µ is a locally ﬁnite Borel measure and for every set A ⊆ Rd there exists a Borel set B
such that A ⊆ B and µ(A) = µ(B). The following theorem is Vitali's covering theorem
[52, Theorem 2.8].
Theorem 2.15. Let µ be a Radon measure on Rd, H ⊂ Rd be a Borel set and A be a
family of closed balls of Rd such that for every x ∈ H and r > 0 there is B ∈ A that
is centred at x and has radius less than r. Then there exists a disjoint sequence of balls
(ﬁnite or countable) B1, B2, . . . ∈ A such that µ (H \ (
⋃∞
i=1Bi)) = 0.
It follows from Lemma 2.3 that if Hs|A is a locally ﬁnite measure for a set A ⊆ Rd
then Hs|A is a Radon measure, where Hs|A denotes the restriction of Hs to A. However,
for Hausdorﬀ measure we can state a stronger version of Vitali's covering theorem.
Theorem 2.16. Let H ⊂ Rd be a Hs-measurable set with Hs(H) < ∞ and A be a
Vitali cover of H. Then there exists a disjoint sequence of sets (ﬁnite or countable)
A1, A2, . . . ∈ A such that either Hs (H \ (
⋃∞
i=1Ai)) = 0 or
∑∞
i=1 diam(Ai)
s =∞.
For the proof see [16, Theorem 1.10].
The next two propositions are covering theorems stated in the from that we require
later.
Proposition 2.17. Let H ⊂ Rd be a Hs-measurable set with Hs(H) < ∞ and B ⊂ Rd
be a closed set with 0 < diam(B) < ∞ and 0 < Hs(B) < ∞. Let A be a Vitali cover of
H such that every element of A is similar to B and every element of A is contained in
H. Then there exists a disjoint sequence of sets (ﬁnite or countable) A1, A2, . . . ∈ A such
that Hs (H \ (⋃∞i=1Ai)) = 0.
Proof. Proposition 2.17 follows from Theorem 2.16 because
∑∞
i=1 diam(Ai)
s = ∞ is not
possible since by the similarity it follows from Lemma 2.14 that diam(Ai)
s
diam(B)s
= H
s(Ai)
Hs(B) and
thus ∞∑
i=1
diam(Ai)
s =
∞∑
i=1
Hs(Ai) · diam(B)
s
Hs(B) ≤ H
s(H) · diam(B)
s
Hs(B) <∞.
Proposition 2.18. Let H ⊂ Rd be aHs-measurable set withHs(H) <∞ and B1, . . . , Bm ⊂
Rd be closed sets with 0 < diam(Bi) < ∞ and 0 < Hs(Bi) < ∞ for all i ∈ {1, . . . ,m}.
Let A be a Vitali cover of H such that every element of A is similar to Bi for some
i ∈ {1, . . . ,m} and every element of A is a subset of H. Then there exists a disjoint
sequence of sets (ﬁnite or countable) A1, A2, . . . ∈ A such that Hs (H \ (
⋃∞
i=1Ai)) = 0.
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Proof. Assume thatA1, A2, . . . ∈ A is a disjoint sequence of sets. LetM = max1≤i≤m diam(Bi)sHs(Bi) .
If Ai is similar to Bj then
diam(Ai)
s = Hs(Ai)diam(Bj)
s
Hs(Bj) ≤ H
s(Ai) ·M.
Hence ∞∑
i=1
diam(Ai)
s =
∞∑
i=1
Hs(Ai) ·M ≤ Hs(H) ·M <∞.
Thus the proposition follows from Theorem 2.16.
2.1.3 Other dimensions
Packing measure and dimension were introduced by Tricot [73] as a dual concept to
Hausdorﬀ measure and dimension. ForH ⊆ Rd, s ∈ [0,∞) and δ > 0 let the s-dimensional
δ-approximate packing pre-measure of H be
Psδ (H) = sup
{ ∞∑
n=1
diam(Un)
s : {Un}∞n=1 is a countable collection of pairwise disjoint
balls centred inH with diam(Un) ≤ δ for alln
}
and the s-dimensional packing pre-measure of H be
Ps0(H) = inf
δ>0
Psδ (H) = lim
δ→0
Psδ (H).
To ensure countable subadditivity, the s-dimensional packing outer measure of H is
deﬁned by
Ps (H) = inf
{ ∞∑
n=1
Ps0(Hi) : H ⊆
∞⋃
n=1
Hn
}
.
It follows from the deﬁnitions that for every δ > 0
Ps(H) ≤ Ps0(H) ≤ Psδ (H). (2.3)
We say that an M ⊆ Rd is Ps-measurable if
Ps(H) = Ps(H ∩M) + Ps(H \M)
for every H ⊆ Rd and we say that the packing measure of M is Ps(M). Let M(Ps)
denote the set of all Ps-measurable sets of Rd.
Theorem 2.19. We have that M(Ps) is a σ-algebra, B(Rd) ⊆ M(Ps) ⊆ P(Rd), Ps is
an outer measure on P(Rd) and Ps is a measure onM(Ps).
For the proof see [52, Theorem 4.2] and [68, Theorem 3].
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Theorem 2.20. We have that Hs(H) ≤ Ps(H) for every H ⊆ Rd and s ≥ 0.
For details see [52, Theorem 5.12]
Theorem 2.21. There exists 0 < cd <∞ such that Pd(H) = cd·Ld(H) for every H ⊆ Rd.
For the proof see [52, Theorem 3.4].
Theorem 2.22. For every A ⊆ Rd there exists a unique s ∈ [0, d] such that
i) t < s⇒ P t(A) =∞
ii) s < t⇒ P t(A) = 0.
For the proof see [52, Theorem 5.11].
Notation 2.23. We call this unique s the packing dimension of A and we denote it by
dimP A.
Two further, widely studied deﬁnitions of dimension are the box dimensions. They
are in some sense less sophisticated then the Hausdorﬀ and packing dimensions. They
cannot be deﬁned via measures and they do not have such nice properties as Hausdorﬀ and
packing dimensions but they are still useful notions of Fractal Geometry. For a bounded
set H ⊆ Rd let Nδ(H) be the minimum number of sets of diameter at most δ needed to
cover H. The upper box dimension of H is
dimBH = lim sup
δ→0
logNδ(H)
− log δ
and the lower box dimension of H is
dimBH = lim inf
δ→0
logNδ(H)
− log δ .
When dimBH = dimBH we say that the box dimension of H exists which we denote
by dimBH = dimBH = dimBH.
As we can see from the following theorem, packing dimension is the countably stabil-
ised version of the upper box dimension.
Theorem 2.24. For H ⊆ Rd we have that
dimP H = inf
{
sup
n
dimBHn : H ⊆
∞⋃
n=1
Hn
}
.
For the proof see [52, Theorem 5.11].
Theorem 2.25. For A ⊆ Rd we have that
dimH A ≤ dimBA ≤ dimP A
and
dimH A ≤ dimBA ≤ dimP A.
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For details see [14, page 46 (3.17)] and [14, page 52 (3.29)].
Proposition 2.26. When substituting dim with any of dimH , dimB, dimB or dimP the
following hold:
i) Let A ⊆ B ⊆ Rd then dim(A) ≤ dim(B),
ii) Let H ⊆ Rd and f : Rd −→ Rd2 (d2 ∈ N) be a Lipschitz map then dim(f(H)) ≤
dim(H),
iii) Let H ⊆ Rd and f : Rd −→ Rd2 (d2 ∈ N) be a bi-Lipschitz map then dimH(f(H)) =
dimH(H)
For details see [14, page 48].
Proposition 2.27. Let An ⊆ Rd (n ∈ N) be a sequence of sets. When substituting dim
with either dimH or dimP then
dim
⋃
n∈N
An = sup
n∈N
dimAn.
Proposition 2.27 follows easily from the deﬁnitions of Hausdorﬀ and Packing dimen-
sions.
Proposition 2.28. Let A1, . . . , AN ⊆ Rd for some N ∈ N, then
dimB
N⋃
n=1
An = sup
n=1,...,N
dimBAn.
For details see [14, page 48 (iii)].
For product sets it is not the case that Hs+t = Hs × Ht. However, some Fubini-like
inequialities still hold.
Theorem 2.29. Let A,B ⊆ Rd be non-empty Borel sets. Then
i) Hs+t(A×B) > 0 if Hs(A) > 0 and Ht(B) > 0,
ii) dimH A+ dimH B ≤ dimH A×B ≤ dimH A+ dimP B,
iii) dimP A×B ≤ dimP A+ dimP B
For details see [52, Theorem 8.10].
2.2 Self-similar structures
In this section we introduce the classes of object that we discuss in this study. They all
exhibit some sort of deterministic repetition on every scale. The three main classes are
self-similar sets, attractors of graph directed iterated functions systems and subshifts of
ﬁnite type.
A Lipschitz function f : Rd −→ Rd with Lipschitz constant strictly less than 1 is called
a contraction.
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Theorem 2.30. Let Si : Rd −→ Rd be contractions for 1 ≤ i ≤ m. Then there exists a
unique non-empty compact K such that
K =
m⋃
i=1
Si(K).
For the complete proof see [41, 3.2], however, we sketch the main idea of the proof.
We call a ﬁnite family {Si : 1 ≤ i ≤ m} of contractions of Rd an iterated function system
(IFS) in Rd. The unique K that satisﬁes
K =
m⋃
i=1
Si(K) (2.4)
is called the attractor of the IFS {Si : 1 ≤ i ≤ m}. For r > 0 and x ∈ Rd let B(x, r) ={
y ∈ Rd : ‖x− y‖ < r}. For r > 0 and H ⊆ Rd we denote the r-neigbourhood of H by
B(H, r), i.e. B(H, r) =
{
x ∈ Rd : ∃y ∈ H, ‖x− y‖ < r}. For two sets A,B ⊆ Rd we
deﬁne the Hausdorﬀ distance between A and B by
dH(A,B) = inf {ε > 0 : B ⊆ B(A, ε) andA ⊆ B(B, ε)} .
Let Kd denote the set of all non-empty compact subsets of Rd. Then (Kd, dH) is a complete
metric space [12, Theorem 2.5.3]. To prove Theorem 2.30 it is suﬃcient to show that the
set operation H 7−→ ⋃mi=1 Si(H) has a unique ﬁxed point K in Kd. Thus the proof
proceeds by showing that H 7−→ ⋃mi=1 Si(H) is a contraction of (Kd, dH) and by applying
Banach's ﬁxed point theorem there exists a unique ﬁxed point K . Hence starting with
any non-empty compact set K0, deﬁning a sequence recursively as Kn+1 =
⋃m
i=1 Si(Kn) ,
the sequence converges to K in (Kd, dH).
2.2.1 Self-similar sets
A self-similar set is such a set that is made up of its own scaled down copies where the
scaling functions are all contractive similarities. It was ﬁrst considered by Moran [57,
Theorem II] for sets where the scaled down copies are disjoint.
A self-similar iterated function system (SS-IFS) in Rd is a ﬁnite collection of maps
{Si}mi=1 from Rd to Rd such that all the Si are contracting similarities. The attractor of
an SS-IFS is called a self-similar set.
We say that the SS-IFS {Si}mi=1 satisﬁes the strong separation condition (SSC) if the
{Si(K)}mi=1 are disjoint. We say that the SS-IFS {Si}mi=1 satisﬁes the open set condition
(OSC) if there exists a nonempty open set U ⊆ Rd such that
m⋃
i=1
Si(U) ⊆ U
and the union is disjoint. It is easy to see that SSC implies OSC.
Let {Si}mi=1 be an SS-IFS. Then every Si can be uniquely decomposed as
Si(x) = riTi(x) + vi (2.5)
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for all x ∈ Rd, where 0 < ri < 1, Ti is an orthogonal transformation and vi ∈ Rd is a
translation vector, for all indices i. The unique solution s of the equation
m∑
i=1
rsi = 1 (2.6)
is called the similarity dimension of the SS-IFS. It is well-known that if the SS-IFS satisﬁes
the OSC then 0 < Hs(K) < ∞. Let T denote the group generated by the orthogonal
transformations {Ti}mi=1. We call T the transformation group of the SS-IFS.
We denote the set {1, 2, . . . ,m} by I. Let i = (i1, . . . , ik) ∈ Ik i.e. a k-tuple of
indices. Then we write Si = Si1 ◦ . . . ◦ Sik and Ki = Si(K). Since the similarities
are decomposed as in (2.5) we write ri = ri1 · . . . · rik and Ti = Ti1 ◦ . . . ◦ Tik . For
i = (i1, . . . , ik1), j = (j1, . . . , jk2) ∈
⋃∞
k=1 Ik let i ∗ j = (i1, . . . , ik1 , j1, . . . , jk2).
Proposition 2.31. Let {Si}mi=1 be an SS-IFS with attractor K and s be the similarity
dimension of {Si}mi=1. Then for every Hs-measurable subset A ⊆ K we have that Hs(A) =
Hs∞(A) ≤ diam(A)s. In particular, Hs(K) ≤ diam(K)s <∞.
For details see [2, Proposition 3].
We say that i, j ∈ ⋃∞k=1 Ik are comparable if there exists f ∈ ⋃∞k=1 Ik such that either
i ∗ f = j or j ∗ f = i. We say that i, j ∈ ⋃∞k=1 Ik are incomparable if they are not
comparable.
Proposition 2.32. Let {Si}mi=1 be an SS-IFS with attractor K, let s be the similarity
dimension of {Si}mi=1 and let i, j ∈
⋃∞
k=1 Ik be incomparable. Then Hs(Ki ∩Kj) = 0.
For the details see [2, Proposition 3].
Proposition 2.33. Let {Si}mi=1 be an SS-IFS with attractor K. Then dimH(K) =
dimB(K) = dimB(K) = dimP (K) and Ht(K) <∞ where t = dimH(K).
Proposition 2.33 can be deduced by implicit methods [15, Thm 3.2].
Theorem 2.34. Let {Si}mi=1 be an SS-IFS with attractor K and let s be the similarity
dimension of {Si}mi=1. Then the following are equivalent:
(i) {Si}mi=1 satisﬁes the OSC,
(ii) dimH(K) = s and 0 < Hs(K) <∞,
(iii) 0 < Hs(K).
Remark 2.35. For an SS-IFS {Si}mi=1 and 0 ≤ p1, . . . , pm ≤ 1 with
∑m
i=1 pi = 1 there exists
a unique Borel probability measure µ on Rd such that for every Borel set A we have that
µ(A) =
m∑
i=1
pi · µ(S−1i (A)),
(see for example [15, Theorem 2.8]). We call such a measure a self-similar measure. An
interesting consequence of Theorem 2.34 that if the OSC is satisﬁed then µ = H
s|K(.)
Hs(K) is a
self-similar measure with pi = rsi for i = 1, . . . ,m, where Hs|K(.) denotes the restriction
of Hs onto K.
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Corollary 2.36. Let {Si}mi=1 be an SS-IFS in Rd with attractor K and let d be the simi-
larity dimension of {Si}mi=1. Then the following are equivalent:
(i) K has a nonempty interior,
(ii) 0 < Hd(K).
For details of the proof of Theorem 2.34 and Corollary 2.36 see [70].
When the similarity dimension is greater than d then it is possible to have 0 < Hd(K)
while the interior of K is empty. Csörnyei, Jordan, Pollicott, Preiss and Solomyak [10]
provided a family of such sets in the plane. Whether such a self-similar set exists in R is
still an open problem.
If F is a set of linear transformations of Rd then by the closure of F we mean the
closure in the set of all linear transformations of Rd equipped with the Euclidean operator
norm metric. We denote the closure of F by F .
Theorem 2.37. Let {Si}mi=1 be an SS-IFS with attractor K. Then the following are
equivalent:
(i) {Si}mi=1 satisﬁes the OSC,
(ii) the identity map is not in the closure of
{
S−1i ◦ Sj : i, j ∈
⋃∞
k=1 Ik, i 6= j
}
.
Theorem 2.37 follows from [2] and Theorem 2.34.
We say that the SS-IFS {Si}mi=1 satisﬁes the weak separation property if the identity
map is an isolated point of the set{
S−1i ◦ Sj : i, j ∈
∞⋃
k=1
Ik
}
. (2.7)
Iterating K =
⋃m
i=1 Si(K) gives
K =
⋃
i∈Ik
Si(K) =
⋃
i∈Ik
Ki (2.8)
for every positive integer k. If s is the similarity dimension of {Si}mi=1 then
∑
i∈Ik
rsi =
(
m∑
i=1
rsi
)k
= 1
by (2.6). Thus K is the attractor of the SS-IFS
{
Si : i ∈ Ik
}
and the similarity dimension
of
{
Si : i ∈ Ik
}
is s.
We say that there is an exact overlap in the SS-IFS {Si}mi=1 if there exists i, j ∈
⋃∞
k=1 Ik,
i 6= j such that Si = Sj. This means that the semigroup action of the SS-IFS is not free.
Lemma 2.38. Let {Si}mi=1 be an SS-IFS with attractor K and let s be the similarity
dimension of {Si}mi=1. If there is an exact overlap in {Si}mi=1 then dimH(K) < s
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Proof. Assume that i ∈ Ik1 and j ∈ Ik2 for some k1, k2 ∈ N such that i 6= j but Si =
Sj. Let k = k1 + k2. Then Si∗j = Sj∗i and hence K is the attractor of the SS-IFS{
Sf : f ∈ Ik, f 6= i ∗ j
}
. However ∑
f∈Ik,f 6=i∗j
rsf = 1− rsi∗j < 1
thus the similarity dimension of
{
Sf : f ∈ Ik, f 6= i ∗ j
}
is strictly less than s. Hence
dimH(K) < s by Proposition 2.31.
Proposition 2.39. Let {Si}mi=1 be an SS-IFS with attractor K. Then the following are
equivalent:
i) {Si}mi=1 satisﬁes the weak separation property and there is no exact overlap in
{Si}mi=1,
ii) {Si}mi=1 satisﬁes the OSC
Proof. Assume that i) holds. Since the weak separation property is satisﬁed the identity
map is an isolated point of
{
S−1i ◦ Sj : i, j ∈
⋃∞
k=1 Ik
}
. Since there is no exact overlap in
{Si}mi=1 it follows that
{
S−1i ◦ Sj : i, j ∈
⋃∞
k=1 Ik, i 6= j
}
does not contain the identity map.
Hence the closure of
{
S−1i ◦ Sj : i, j ∈
⋃∞
k=1 Ik, i 6= j
}
does not contain the identity map.
Thus {Si}mi=1 satisﬁes the OSC by Theorem 2.37.
Now assume that ii) holds, i.e. {Si}mi=1 satisﬁes the OSC. Then it follows from Theorem
2.37 that {Si}mi=1 satisﬁes the weak separation property. By Theorem 2.34 dimH(K) is
the similarity dimension of {Si}mi=1 and hence by Lemma 2.38 there is no exact overlap in
{Si}mi=1.
2.2.2 Graph directed attractors
Graph directed attractors are a generalisation of attractors of IFSs and were introduced
by Mauldin and Williams [56]. A graph directed attractor is a ﬁnite family of sets such
that every set in the family is made up of ﬁnitely many scaled down copies of the members
of the family.
Let G (V , E) be a directed graph, where V = {1, 2, . . . , q} is the set of vertices and
E is the ﬁnite set of directed edges such that for each i ∈ V there exists e ∈ E starting
from i. Let Ei,j denote the set of edges from vertex i to vertex j and Eki,j denote the set
of sequences of k edges (e1, . . . , ek) which form a directed path from vertex i to vertex j.
A graph directed iterated function system (GD-IFS) in Rd is a ﬁnite collection of maps
{Se : e ∈ E} from Rd to Rd such that all the Se are contractions which we will hencefort
assume to be contracting similarties. The attractor of the GD-IFS is the unique q-tuple
of nonempty compact sets (K1, . . . , Kq) such that
Ki =
q⋃
j=1
⋃
e∈Ei,j
Se(Kj), (2.9)
see [12, Theorem 4.3.5]. The attractor of a GD-IFS is called a graph directed attractor.
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Let {Se : e ∈ E} be a GD-IFS. Then every Se can be uniquely decomposed as
Se(x) = reTe(x) + ve (2.10)
for all x ∈ Rd, where 0 < re < 1, Te is an orthogonal transformation and ve ∈ Rd is a
translation vector, for all edges e. Let A(s) be the q × q matrix with (i, j)th entry given
by
A
(s)
i,j =
∑
e∈Ei,j
rse. (2.11)
For a matrix A let ρ(A) denote the spectral radius of A, that is the largest absolute value
of the eigenvalues of A. The unique solution s of the equation
ρ(A(s)) = 1 (2.12)
is called the similarity dimension of the GD-IFS.
Let e = (e1, . . . , ek) ∈ Eki,j, then we write Se for Se1 ◦ . . .◦Sek and Ke for Se(Kj) ⊆ Ki.
If the similarities are decomposed as in (2.10) then we write re for re1 · . . . · rek and Te for
Te1 ◦ . . . ◦ Tek . If e = (e1, . . . , ek) ∈ Eki,j and f = (f1, . . . , fn) ∈ Enj,l for i, j, l ∈ V then we
write e ∗ f for (e1, . . . , ek, f1, . . . , fn) ∈ Ek+ni,l .
The directed graph G (V , E) is called strongly connected if for every pair of vertices i
and j there exist a directed path from i to j and a directed path from j to i. We say that
the GD-IFS {Se : e ∈ E} is strongly connected if G (V , E) is strongly connected.
The set Ci :=
⋃∞
k=1 Eki,i is the set of directed cycles of G (V , E) that start and end in
vertex i. Equipped with the ∗ operation Ci becomes a semigroup. Let Ti,G denote the
group generated by the transformations
{Te1 ◦ . . . ◦ Tek : (e1, . . . , ek) ∈ Ci} , (2.13)
we call Ti,G the i-th transformation group of the GD-IFS. It is easy to see that if the
GD-IFS is strongly connected then Ti,G is conjugate to Tj,G for all i, j ∈ V and hence
|Ti,G| = |Tj,G| ,
where |.| denotes the cardinality of a set.
We say that the GD-IFS {Se : e ∈ E} satisﬁes the strong separation condition (SSC)
if the sets
{Se(Kj) : j ∈ V , e ∈ Ei,j}
are disjoint for each i ∈ V . We say that the GD-IFS {Se : e ∈ E} satisﬁes the open set
condition (OSC) if there exists a q-tuple of nonempty open sets (U1, . . . , Uq) such that
q⋃
j=1
⋃
e∈Ei,j
Se(Uj) ⊆ Ui
and the union is disjoint for each i ∈ V . It is easy to see that SSC implies OSC for
GD-IFSs.
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We say that K is a graph directed self-similar set if there exists a GD-IFS with
attractor (K1, . . . , Kq) such that K = Ki for some i ∈ V . Every self-similar set is a graph
directed self-similar set. To see this, let K be the attractor of the SS-IFS {Si}mi=1. Then
let V = {1} and let E = I such that every element of E is a loop on vertex 1 ∈ V . Then the
1-tuple (K) is the attractor of the GD-IFS {Se : e ∈ E} associated to the graph G (V , E).
Boore and Falconer [8] proved that graph-directed self-similar sets are genuinely more
general than just self-similar sets. They showed that there exists a strongly connected
GD-IFS in R, on two vertices, with attractor (K1, K2) such that neither of K1 or K2 is a
self-similar set.
Proposition 2.40. Let {Se : e ∈ E} be a strongly connected GD-IFS with attractor (K1, . . . , Kq)
and let s be the similarity dimension of {Se : e ∈ E}. Then Hs(Ki) <∞ for i ∈ V.
For the details of the proof of Proposition 2.40 see [12, p. 204].
Proposition 2.41. Let {Se : e ∈ E} be a strongly connected GD-IFS with attractor (K1, . . . , Kq),
let s be the similarity dimension of {Se : e ∈ E} and e, f ∈
⋃q
j=1 Ei,j, e 6= f for some i ∈ V.
Then Hs(Ke ∩Kf ) = 0.
For the proof see [75, Proposition 2].
Proposition 2.42. Let {Se : e ∈ E} be a strongly connected GD-IFS with attractor (K1, . . . , Kq).
Then dimH(Kj) = dimH(Ki) = dimB(Ki) = dimB(Ki) = dimP (Ki) for each i, j ∈ V and
Ht(Ki) <∞ for each i ∈ V where t = dimH(Ki).
Proposition 2.42 can be deduced by implicit methods [15, Theorem 3.2].
Theorem 2.43. Let {Se : e ∈ E} be a strongly connected GD-IFS with attractor (K1, . . . , Kq)
and let s be the similarity dimension of {Se : e ∈ E}. Then the following are equivalent:
(i) {Se : e ∈ E} satisﬁes the OSC,
(ii) dimH(Ki) = s and 0 < Hs(Ki) <∞ for each i ∈ V,
(iii) 0 < Hs(Ki) for some i ∈ V.
For the details of the proof of Theorem 2.43 see [75].
Irreducible matrices Recall that for a GD-IFS {Se : e ∈ E} we deﬁne A(s) as in (2.11)
A
(s)
i,j =
∑
e∈Ei,j r
s
e. Then for the kth power of A
(s) it follows that(
A(s)
)k
i,j
=
∑
e∈Eki,j
rse
for all i, j ∈ V . Thus G (V , E) is strongly connected if and only if for all i, j ∈ V there
exists a positive integer k such that
(
A(s)
)k
i,j
> 0.
A q × q real matrix A = (Ai,j) is called non-negative and we write A ≥ 0 if Ai,j ≥ 0
for all 1 ≤ i, j ≤ q. If Ai,j > 0 holds for all indices i, j then A is called positive and we
write A > 0. For matrices A and B we write A ≥ B if A−B ≥ 0 and similarly we write
A > B if A−B > 0. Similar deﬁnitions and notations apply to vectors in Rq.
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A non-negative matrix A ≥ 0 is called irreducible if for every 1 ≤ i, j ≤ q there exists
a positive integer k such that
(
Ak
)
i,j
> 0. We note that k can be chosen such that k ≤ q
(see for example [1, Lemma 1.1.2]). There are several equivalent deﬁnitions of irreducible
matrices but this deﬁnition is convenient for us. For a GD-IFS {Se : e ∈ E} we have that
A(s) ≥ 0 and also that A(s) is irreducible if and only if G (V , E) is strongly connected. The
following theorem is the well-known Perron-Frobenius theorem.
Theorem 2.44. Let A ≥ 0 be a q × q irreducible matrix. Then
(i) there exist y ∈ Rq, y > 0 and λ0 ∈ R, λ0 > 0 such that Ay = λ0y,
(ii) the eigenvalue λ0 is a simple root of the characteristic polynomial of A,
(iii) ρ(A) = λ0,
(iv) the only non-negative, nonzero eigenvectors of A are the positive scalar multiples
of y.
For details see [1, Thm 1.4.4].
Remark 2.45. Let {Se : e ∈ E} be a strongly connected GD-IFS with attractor (K1, . . . , Kq)
and let s be the similarity dimension of {Se : e ∈ E}. Let yi = Hs(Ki) and yᵀ =
(y1, . . . , yq). By Proposition 2.41 we have Hs(Ke ∩ Kf ) = 0 for e, f ∈
⋃q
j=1 Ei,j, e 6= f .
Hence
yi = Hs(Ki) =
q∑
j=1
∑
e∈Ei,j
Hs(Ke) =
q∑
j=1
∑
e∈Ei,j
rse · Hs(Kj) =
q∑
j=1
A
(s)
i,j · yj
so
y = A(s)y.
If {Se : e ∈ E} satisﬁes the OSC then by Theorem 2.43 y ∈ Rq, y > 0. In that case y
satisﬁes Theorem 2.44 with 1 = ρ(A(s)) = λ0.
Corollary 2.46. Let A ≥ 0 be a q × q irreducible matrix. If there exists a non-negative,
non-zero vector u ∈ Rq such that Au = u then ρ(A) = 1.
Corollary 2.46 follows from Theorem 2.44.
Lemma 2.47. Let A ≥ B ≥ 0 be q × q irreducible matrices such that A 6= B. Then
ρ(A) > ρ(B).
Lemma 2.47 follows from [50, 5.7.5].
It follows from Lemma 2.47 that for a GD-IFS ρ(A(s)) is strictly decreasing in s.
Lemma 2.48. Let {Se : e ∈ E} be a strongly connected GD-IFS with similarity dimen-
sion s and let e0 ∈ E such that {Se : e ∈ E \ {e0}} is a strongly connected GD-IFS with
similarity dimension s0. Then s0 < s.
Lemma 2.48 follows from Lemma 2.47.
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2.2.3 Subshifts of ﬁnite type
Let J = {0, . . . ,M−1} be a ﬁnite alphabet, let Σ = J N. We will write i = (i0, . . . , ik−1) ∈
J k and α = (α0, α1, . . . ) ∈ Σ. We will also write α|k = (α0, . . . , αk−1) ∈ J k for the
restriction of α to its ﬁrst k coordinates. We equip Σ with the standard metric deﬁned
by
d(α, β) = 2−n(α,β)
for α 6= β, where n(α, β) = max{n ∈ N : α|n = β|n}. We write J ∗ =
⋃
k∈N J k for the set
of all ﬁnite words. For i = (i0, . . . , ik−1) ∈ J ∗, we write
[i] =
{
α ∈ Σ : α|k = i
}
for the cylinder corresponding to i and we let |i| = k be the length of i. Let σ : Σ→ Σ be
the one-sided left shift i.e. σ(α) = (α1, α2, . . . ) for α = (α0, α1, . . . ) ∈ Σ. Even though the
shift is only deﬁned on Σ, it will be convenient also to deﬁne it for i = (i0, . . . , ik−1) ∈ J ∗
by
σ(i) = σ
(
(i0, . . . , ik−1)
)
= (i1, . . . , ik−1).
Any closed σ-invariant set Λ ⊆ Σ is called a subshift. Among the most important subshifts
are subshifts of ﬁnite type which we deﬁne as follows. Let A be an M ×M transition
matrix indexed by J × J with entries in {0, 1}. We deﬁne the subshift of ﬁnite type
corresponding to A as
ΣA =
{
α = (α0, α1, . . . ) ∈ Σ : Aαi,αi+1 = 1 for all i = 0, 1, . . .
}
.
If every entry of A is 1 then we call ΣA = Σ the full shift. We say ΣA is irreducible (or
transitive) if the matrix A is irreducible. We say ΣA is aperiodic (or mixing) if the matrix
A is aperiodic, which means that there exists n ∈ N such that (An)i,j > 0 for all pairs
i, j ∈ J simultaneously.
To each i ∈ J associate a contracting similarity map Si(x) = ri ·Ti(x)+vi on Rd where
ri ∈ (0, 1), Ti is an orthogonal transformation and vi ∈ Rd. For i = (i0, . . . , ik−1) ∈ J ∗ we
write
Si = Si0 ◦ · · · ◦ Sik−1 ,
Ti = Ti0 ◦ · · · ◦ Tik−1
and
ri = ri0 · · · · · rik−1 .
Then
Π(α) = lim
k→∞
Sα|k(0)
exists for every α ∈ Σ. For a given subshift of ﬁnite type ΣA, we are interested in the set
FA := Π(ΣA) ⊆ Rd. We call this set FA the attractor of the subshift of ﬁnite type ΣA.
The set F := Π(Σ) corresponding to the full shift is a self-similar set since it satisﬁes
F =
⋃
i∈J
Si(F ).
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For j ∈ J let F jA = Π(ΣjA) where ΣjA = {(α0, α1, . . . ) ∈ ΣA : α0 = j}. We will also be
interested in subsets of FA corresponding to cylinders of higher generations. For i ∈ I∗,
let
F iA = Π(ΣA ∩ [i]),
which may be empty.
Equivalence of graph directed attractors and subshifts of ﬁnite type Here we
show that graph directed attractors and subshifts of ﬁnite type are the same in some sense.
Similar results were shown by Marcus and Lind [47, Proposition 2.2.6 and Proposition
2.3.9] and were stated in this form by Farkas and Fraser [26].
Proposition 2.49. Let ΣA be a subshift of ﬁnite type for the alphabet J , with attractor
FA. Assume that A has at least one non-zero entry in every row. Then there exists a GD-
IFS on a directed graph G(J , E), with attractor (F iA)i∈J . We have that A is irreducible if
and only if G(J , E) is strongly connected.
Proof. We draw a directed edge e = ei,j from i to j of J if Ai,j = 1, let Se = Si and
let E = {ei,j : i, j ∈ J , Ai,j = 1}. It follows that A is irreducible if and only if the graph
G(J , E) is strongly connected. We have that
F iA =
⋃
j∈J ,Ai,j=1
Si(F
j
A) =
⋃
j∈J
⋃
e∈Ei,j
Se(F
j
A),
thus (F iA)i∈J is the attractor of the GD-IFS {Se : e ∈ E}.
If the row in A corresponding to the letter i ∈ J contains only zero entries, i.e. every
letter is forbidden after the letter i, then F iA = ∅. Thus the role of the assumption, that
A has at least one non-zero entry in every row, is to rule out the empty ﬁrst level sets.
If we eliminate the letters from J which correspond to rows with only zero entries then
we are left with a system that satisﬁes the assumption of Proposition 2.49 and we only
excluded the empty set entries from (F iA)i∈J .
Proposition 2.50. Let (K1, . . . , Kq) be the attractor of a GD-IFS with directed graph
G(V , E). Then there exists a subshift of ﬁnite type ΣA associated to the alphabet J = E
such that F eA = Se(Kj) for every i, j ∈ V and e ∈ Ei,j. In particular, Ki =
⋃
{f∈E:Ae,f=1} F
f
A =
S−1e (F
e
A) for every i ∈ V whenever e ∈
⋃q
j=1 Ej,i. We have that G(V , E) is strongly con-
nected if and only if the constructed subshift of ﬁnite type is irreducible.
Proof. Let the alphabet be indexed by the edge set E . Now, for two edges e, f ∈ E , let
Ae,f = 1 if and only if f begins from the vertex where e ends, i.e. it is possible to walk
along e and then along f . It follows that G(V , E) is strongly connected if and only if the
matrix A is irreducible. It is now straightforward to see that for all i, j ∈ V and e ∈ Ei,j
F eA = Se(Kj)
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and so for all i ∈ V it follows that
Ki =
q⋃
j=1
⋃
f∈Ei,j
F fA
and, moreover, for any edge e which ﬁnishes at i
q⋃
j=1
Ei,j = {f ∈ E : Ae,f = 1} .
Thus
Ki =
⋃
{f∈E:Ae,f=1}
KfA
for i ∈ V and e ∈ ⋃qj=1 Ej,i as required.
Properties Relying on the analogy of Proposition 2.49 we proceed as follows. The set
of directed cycles in the graph G(J , E) constructed in Proposition 2.49 is
Cj =
∞⋃
k=1
Ekj,j =
∞⋃
k=1
{
(α0, . . . , αk−1) ∈ J k : α0 = j, Aαk−1,j = 1
andAαi,αi+1 = 1 for all i = 0, 1, . . . , k − 2
}
.
Hence we deﬁne the j-th transformation group T Gj,A of ΣA to be the group generated by
the semigroup{
Tα : k ∈ N, α = (α0, . . . , αk−1) ∈ J k, α0 = j andAαi,αi+1 = 1 for all i = 0, 1, . . . , k − 2
}
.
Let A(s) be the J × J matrix with (i, j)th entry given by
A
(s)
i,j =
{
rsi if Ai,j = 1
0 if Ai,j = 0
, (2.14)
say that the unique s, such that
ρ(A(s)) = 1,
is the similarity dimension of the subshift of ﬁnite type ΣA.
We say that ΣA satisﬁes the strong separation condition (SSC) if{
F jA : j ∈ J , Ai,j = 1
}
are disjoint for every i ∈ J . We say that ΣA satisﬁes the open set condition (OSC) if
there exists an M -tuple (U0, . . . , UM−1) of open sets of Rd such that⋃
j∈J ,Ai,j=1
Si(Uj) ⊆ Ui
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and the union is disjoint for every i ∈ J .
Due to the construction in Proposition 2.49 we can reformulate results about GD-
IFSs for subshifts of ﬁnite type. The following is the subshift of ﬁnite type analogue of
Proposition 2.40.
Proposition 2.51. Let ΣA be an irreducible subshift of ﬁnite type, with attractor FA
and let s be the similarity dimension of ΣA. Then Hs(F iA) < ∞ for i ∈ J and thus
Hs(FA) <∞.
We can also state the subshift of ﬁnite type analogue of Proposition 2.41.
Proposition 2.52. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA, let
s be the similarity dimension of ΣA and let i, j, l ∈ J , j 6= l be such that Ai,j = 1 and
Ai,l = 1. Then Hs(F jA ∩ F lA) = 0.
We can reformulate the subshift of ﬁnite type analogue of Proposition 2.42.
Proposition 2.53. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA.
Then dimH(F
j
A) = dimH(F
i
A) = dimB(F
i
A) = dimB(F
i
A) = dimP (F
i
A) for each i, j ∈ V
and Ht(F iA) < ∞ for each i ∈ V where t = dimH(F iA). In particular, Ht(FA) < ∞ and
dimH(FA) = t.
The next theorem is the subshift of ﬁnite type analogue of Theorem 2.43.
Theorem 2.54. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA and let
s be the similarity dimension of ΣA. Then the following are equivalent:
(i) ΣA satisﬁes the OSC,
(ii) dimH(F
i
A) = s and 0 < Hs(F iA) <∞ for each i ∈ V,
(iii) 0 < Hs(Ki) for some i ∈ V.
Extension to k-block subshifts of ﬁnite type We only consider 2-block subshifts
of ﬁnite type in this paper, i.e. where the forbidden words are of length 2, but note that
our results can be extended to the more general k-block case, where the forbidden words
are of length k. This is a natural simpliﬁcation to make, as one can always reformulate a
k-block subshift of ﬁnite type as a 2-block analogue over a larger alphabet. Moreover, this
can be done so that for irreducible k-block systems the associated 2-block system remains
irreducible. The reformulation is straightforward and standard. The new alphabet is the
set of words of length (k − 1) such that there is an allowable word of length k beginning
with that word of length (k− 1). Then, the 2-word (over the new alphabet) consisting of
(i0, i1, . . . , ik−2) followed by (i1, i2, . . . , ik−1) is allowed if and only if (i0, i1, . . . , ik−1) was
allowed in the original k-block system. For (i0, i1, . . . , ik−2) the associated similarity is
Si0 . Then the attractor of the 2-block system and the attractor of the k-block system are
the same. A similar argument can be found in [47, Theorem 2.3.2].
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2.3 Orthogonal transformations
It turns out that many geometric and measure theoretic properties of self-similar struc-
tures depend on their transformation groups. Hence we summarize useful facts about
orthogonal transformations here.
A linear map T : Rd −→ Rd is called an orthogonal transformation if it preserves the
Euclidean norm, i.e. ‖T (y)‖ = ‖y‖ for all y ∈ Rd, hence ‖T‖ = 1. If L is linear and
T is orthogonal then it follows that ‖L‖ = ‖L ◦ T‖. Similarly if T : Rd2 −→ Rd2 is an
orthogonal transformation and L is linear as above then ‖L‖ = ‖T ◦ L‖. We denote the
set of all orthogonal transformations of Rd by Od. With the Euclidean operator norm
metric Od is a compact topological group. For T ⊆ Od we denote by T the closure of
T in this topology. Let SOd denote the set of all special orthogonal transformations, i.e.
the ones with determinant 1.
Lemma 2.55. If T ∈ Od then for every δ > 0 there exists a positive integer k such that∥∥T k − IdRd∥∥ < δ.
Proof. Lemma 2.55 follows from the compactness of the set of all orthogonal transfor-
mations. By compactness there exists a Cauchy subsequance
(
T ki
)∞
i=1
of the sequance
(Tk)
∞
k=1. Thus for every δ > 0 there exists a positive integer i such that
∥∥T k(i+1) − T ki∥∥ < δ
and so for k = k(i+1) − ki we have that
∥∥T k − IdRd∥∥ = ∥∥T k(i+1) − T ki∥∥ < δ.
Lemma 2.56. If T1, . . . , Tm ∈ Od then the semigroup generated by T1, . . . , Tm is dense in
the group generated by T1, . . . , Tm.
Lemma 2.56 follows from Lemma 2.55.
The next theorem is Kronecker's simultaneous approximation theorem.
Theorem 2.57. If 1, β1, . . . , βm ∈ R are linearly independent over Q and γ1, . . . , γm ∈ R,
N ∈ N, ε0 > 0 then there exist p0 ∈ N, k1, . . . , km ∈ Z such that
|p0 · βi − γi − ki| < ε0
for i = 1, . . .m and p0 > N .
For the details of the proof of Theorem 2.57 see [37, Theorem 442].
Corollary 2.58. If 1, β1, . . . , βm ∈ R are linearly independent over Q, α1, . . . , αm ∈ R,
q̂ ∈ N, ε > 0 then there exist p ∈ N, d1, . . . , dm ∈ Z such that
|p · βi − αi − di| < ε
for i = 1, . . .m where p, d1, . . . , dm are multiples of q̂.
Proof. We can apply Theorem 2.57 for γi = αi/q̂, ε0 = ε/q̂ andN = 1 to get p0, k1, . . . , km.
Then p = p0 · q̂, di = ki · q̂ satisfy the statement.
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The following proposition relies on Kronecker's simultaneous approximation theorem.
We did not ﬁnd this in the literature, so we provide the proof here.
Proposition 2.59. If T ∈ Od then for all N ∈ N there exists k ∈ N, k ≥ N , such that
the group generated by T k is dense in the group generated by T .
Proof. By [7, Theorem 10.12] we can ﬁnd an orthonormal basis in Rd with respect
to which the matrix form of T is block diagonal such that the blocks are either
[
1
]
or
[−1] or B(αi) = [cos(αi) − sin(αi)sin(αi) cos(αi)
]
for some α1, . . . , αn ∈ [0, 2pi). Let J =
{i ∈ {1, . . . , n} : B(αi) has finite order}. If i ∈ J then let ki be the order of B(αi). Let
k0 = 2
N ·∏i∈J ki > N . Then for any l ∈ N it follows that B(αi)l·k0+1 = B(αi) for all
i ∈ J , [1]l·k0+1 = [1] and [−1]l·k0+1 = [−1].
Let A = {αi
2pi
: i ∈ {1, . . . , n} \ J }. If αi
2pi
∈ A then αi
2pi
is irrational. Let 1, β1
2pi
, . . . , βm
2pi
∈
A⋃ {1} be a maximal linearly independent system over Q. Then we can write ev-
ery αi for i ∈ {1, . . . , n} \ J in the form αi =
(
pi,0
qi,0
· 2pi +∑mj=1 pi,jqi,j · βj) such that
pi,j ∈ Z, qi,j ∈ N. Let M = max
{∣∣∣pi,jqi,j ∣∣∣ : i ∈ {1, . . . , n} \ J , j ∈ {0, . . . ,m}}, let q̂ =∏
i∈{1,...,n}\J
∏m
j=1 qi,j, let q =
∏
i∈{1,...,n}\J qi,0 and let k = k0 · q + 1. Let δ > 0 be
arbitrary. Then 1, (k − 1) · k · β1
2pi
, . . . , (k − 1) · k · βm
2pi
is a linearly independent sys-
tem over Q, hence by Corollary 2.58 we can ﬁnd p ∈ N, d1, . . . , dm ∈ Z such that∣∣∣p · (k − 1) · k · βj2pi − (1− k) · βj2pi − dj∣∣∣ < δM ·m·2pi for j = 1, . . . ,m and p, d1, . . . , dm are
multiples of q̂. It follows that |(p · (k − 1) + 1) · k · βj − βj − dj · 2pi| < δM ·m . By the
choice of q and k the numbers deﬁned by Di = (p · (k − 1) + 1) · k · pi,0qi,0 −
pi,0
qi,0
are integers
for all i ∈ {1, . . . , n} \ J . Thus∣∣∣∣∣(p · (k − 1) + 1) · k · αi − αi −Di · 2pi −
m∑
j=1
pi,j
qi,j
· dj · 2pi
∣∣∣∣∣
=
∣∣∣∣∣
m∑
j=1
pi,j
qi,j
((p · (k − 1) + 1) · k · βj − βj)− pi,j
qi,j
· dj · 2pi
∣∣∣∣∣
≤
m∑
j=1
∣∣∣∣pi,jqi,j
∣∣∣∣ · |(p · (k − 1) + 1) · k · βj − βj − dj · 2pi| < δ
for i ∈ {1, . . . , n} \ J , and by the choice of q̂ we have that∑mj=1 pi,jqi,j · dj ∈ Z. So if we set
z = (p · (k − 1) + 1) then [1]k·z = [1], [−1]k·z = [−1], B(αi)k·z = B(αi) for all i ∈ J and
B(αi)
k·z = B(γi) for all i ∈ {1, . . . , n} \ J for some γi ∈ (0, 2pi) such that |γi − αi| < δ.
So we can approximate T by the powers of T k, hence we can approximate the powers
of T by the powers of T k. Thus the group generated by T k is dense in the group generated
by T .
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Let 0 < l ≤ d be integers and let Gd,l denote the Grassmann manifold of l-dimensional
linear subspaces of Rd equipped with the usual topology (see for example [52, Section 3.9]).
For M ∈ Gd,l let M⊥ ∈ Gd,(d−l) denote the orthogonal direct complement of M .
Lemma 2.60. Let 0 < l < d be integers, v ∈ Rd, L : Rd −→ Rd2 be a linear map
with rank(L) = l and T ⊆ Od be such that there exists M ∈ Gd,l such that the set
{O(M) : O ∈ T } is dense in Gd,l. Then there exists O0 ∈ T such that L ◦O0(v) = 0.
Proof. It is easy to see that if there exists M ∈ Gd,l such that the set {O(M) : O ∈ T }
is dense in Gd,l then {O(M) : O ∈ T } is dense in Gd,l for every M ∈ Gd,l. Let M ∈ Gd,l
be such that M is contained in the orthogonal complement of v. Since rank(L) = l it
follows that dim (Ker(L)) = d − l. Hence dim (Ker(L)⊥) = l. There exists O0 ∈ T such
that O0(M) = Ker(L)⊥. Since v is orthogonal to M it follows that O0(v) is orthogonal
to O0(M) = Ker(L)⊥. Thus O0(v) ∈ Ker(L), so L ◦O0(v) = 0.
We need the following lemma for Example 4.27.
Lemma 2.61. There exist T1, T2 ∈ SO3 such that the group generated by T1 and T2 is
dense in SO3.
Proof. Let γ, δ /∈ Q and let
T1 =
 cos(γpi) − sin(γpi) 0sin(γpi) cos(γpi) 0
0 0 1
 , T2 =
 1 0 00 cos(δpi) − sin(δpi)
0 sin(δpi) cos(δpi)
 .
Let G be the closure of the group generated by T1 and T2. Then G contains every rotation
of the form
R3(α) =
 cos(α) − sin(α) 0sin(α) cos(α) 0
0 0 1
 andR1(β) =
 1 0 00 cos(β) − sin(β)
0 sin(β) cos(β)

for α, β ∈ R by Theorem 2.57. Let e1 = (1, 0, 0)ᵀ. The rotation of the form
T ◦R1(β) ◦ T−1
is the rotation around T (e1) by angle β. Since every element of SO3 is a rotation around
some line the statement follows if we show that for every x ∈ R3, ‖x‖ = 1 there exists
T ∈ G such that T (e1) = x. Let x ∈ R3, ‖x‖ = 1, x = (a, b, c)ᵀ. Choose α, β ∈ R such
that cos(α) = a, sin(α) cos(β) = b and sin(α) sin(β) = c. Then R1(β)R3(α)e1 = x and
hence the statement follows.
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3 Self-similar sets with no separation condition
While studying self-similar sets the open set condition is a convenient assumption that
makes the proofs signiﬁcantly simpler or sometimes statements do not even hold if the
open set condition is not satisﬁed. That is why self-similar sets satisfying the open set con-
dition are quite well-understood but we know much less in the general situation when no
separation condition is assumed. Recent results of Hochman were a major breakthrough
in studying overlapping self-similar sets. A folklore conjecture is the following:
Conjecture 3.1. Let {Si}mi=1 be an SS-IFS in R with attractor K. Then one of the
following holds:
i) There is an exact overlap in {Si}mi=1
ii) dimH(K) = min {1, s} where s is the similarity dimension of {Si}mi=1.
One approach which yields results for Lebesgue almost all set in certain family is the
transversality technique. This was introduced by Pollicott and Simon [67] however they
were building on Falconer's work in [19, 18]. They showed that if we ﬁx the similarity
ratios of the maps in an SS-IFS in the line then for almost all translation parameters
dimH(K) = min {1, s} and Simon and Solomyak [71, Theorem 2.1] showed that if s > 1
then for almost all translation parameters L1(K) > 0. On the other hand, Pollicott
and Simon [67, Theorem 1] proved, using the transversality condition, that dimH(K) =
min {1, s} holds for a certain family of SS-IFS in the line with ﬁxed translation parameters
for Lebesgue almost all similarity ratio r in a certain interval, such that every map has
the same similarity ratio r. Hochman [39, Theorem 1.5] proves Conjecture 3.1 when only
algebraic parameters occur in the deﬁning maps of K. In Example 4.33 we construct a
self-similar set K̂ ⊆ R such that no matter how many times we iterate the IFS then delete
any number of exact overlaps such that we do not change the attractor K̂, we still have
exact overlaps and hence the similarity dimension never realises the Hausdorﬀ dimension
of the set even if changing the deﬁning maps.
We would like to avoid the singular non-interesting case, when K is a single point,
which occurs if and only if every Si has the same ﬁxed point. Hence we make the global
assumption throughout the whole study that K contains at least two points. This implies
that there are at least two maps in the SS-IFS, i.e. m > 1. Hence the similarity dimension
of the SS-IFS is strictly positive. It is relevant for us that the assumption that K contains
at least two points also implies that K contains inﬁnitely many points and thus t =
dimH K > 0 even with no separation condition by Proposition 2.33.
In this chapter we provide tools for dealing with the overlapping case when no sepa-
ration condition is assumed. For a self-similar set we ﬁnd a collection of disjoint cylinder
sets that exhaust the set in Hausdorﬀ measure. For such a collection we establish a sim-
ilarity dimension like formula. This replaces the role of the open set condition in the
proofs when Ht(K) > 0. Applying this result we show that Ht(A) = Ht∞(A) for every
Borel set A ⊆ L(K) where L(K) is a linear image of K. As a consequence we deduce
that Ht(K) > 0 if and only if Ht(K ∩ B)  diam(B)t for every ball B centred in K, i.e.
K is Ahlfors regular. We also show that if t = dimH K < 1 and K is not contained in
any aﬃne hyperplane then Ht(K) > 0 is also equivalent to the weak separation property.
Thus if t < 1 then the weak separation property only depends on K not the SS-IFS.
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For Hausdorﬀ dimension we provide a dimension approximation method that allows us to
generalise results about non-overlapping self-similar sets to overlapping self-similar sets.
We proceed by ﬁnding a self-similar set K̂ ⊆ K, dimH K − ε < dimH K̂ such that K̂
carries convenient properties, for instance K̂ is non-overlapping. Most of the work in this
chapter is in [25]. Section 3.2 is a result of collaboration with Fraser [26].
3.1 Treating the lack of separation conditions
The following proposition is a useful tool for generalizing results about Hausdorﬀ dimen-
sion known in the case of SSC to the case with no separation condition.
Proposition 3.2. Let {Si}mi=1 be an SS-IFS with attractor K. For all ε > 0 there exists an
SS-IFS
{
Ŝi
}m̂
i=1
that satisﬁes the SSC, with attractor K̂ such that K̂ ⊆ K, dimH K− ε <
dimH K̂ and the transformation group T̂ of
{
Ŝi
}m̂
i=1
is dense in T .
The planar case of Proposition 3.2 was known before and was used, for example, in
[64, 61]. The proof in the planar case is not diﬃcult and in three dimensions is not
much more complicated. However, higher dimensional cases are more subtle and the
proof, given in Section 3.3 , relies on Kronecker's simultaneous approximation theorem
(Theorem 2.57).
The following proposition develops a new tool that serves the role of separation condi-
tions in the proofs when the Hausdorﬀ measure ofK is positive in its Hausdorﬀ dimension.
Note that there exist self-similar sets with positive and ﬁnite Hausdorﬀ measure such that
they cannot be deﬁned via an SS-IFS satisfying the OSC (see Example 4.33 and Example
4.34). In Section 3.4 we state two other variants of Proposition 3.3 and we hope that
such variants of Proposition 3.3 may help to extend other results to settings without any
separation condition. The proof of Proposition 3.3, which is given in Section 3.4, relies
on Vitali's covering theorem (Theorem 2.16).
Proposition 3.3. Let {Si}mi=1 be an SS-IFS with attractor K and let t = dimH(K). Let
O ∈ T be arbitrary and δ > 0. Then there exists I∞ ⊆
⋃∞
k=1 Ik such that ‖Ti −O‖ < δ
for all i ∈ I∞, Ki ∩Kj = ∅ for i, j ∈ I∞, i 6= j, and Ht
(
K \ (⋃i∈I∞ Ki)) = 0.
Proposition 3.3 allows us to establish a Moran-Hutchinson like formula for Hausdorﬀ
dimension as follows.
Remark 3.4. Under the assumptions of Proposition 3.3 if K is a t-set it follows that
Ht(K) = ∑i∈I∞Ht(Ki) = ∑i∈I∞ rti · Ht(K), hence∑
i∈I∞
rti = 1.
This equation plays the role of (2.6) in the non-OSC case.
Another advantage of Proposition 3.3 is that we can regard the IFS as one for which the
orthogonal part Ti of the maps are approximately the same at any level. This observation
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helps us to deal with the higher dimensional cases when the rotations do not necessarily
commute.
Proposition 3.3 is proven in Section 3.4.
The next proposition, provided in Section 3.5, says that the Hausdorﬀ measure and
content of linear images of K coincide. It follows that the Hausdorﬀ measure is upper
semi-continuous since the Hausdorﬀ content is upper semi-continuous. This observation
is essential in the proofs of Theorem 4.3 and Theorem 4.5.
Proposition 3.5. Let {Si}mi=1 be an SS-IFS with attractor K ⊆ Rd, let t = dimH(K) and
L : Rd −→ Rd2 be a linear map. Then
(i) Ht(L(K)) = Ht∞(L(K)),
(ii) for every ε > 0 there exists δ > 0 such that for every linear map L2 : Rd −→ Rd2
with ‖L− L2‖ < δ we have that Ht(L2(K)) ≤ Ht(L(K)) + ε.
Semi-continuity of the Hausdorﬀ measure of attractors of SS-IFSs that satisﬁe the OSC
were established by Olsen [60, Theorem 1.1] and semi-continuity of the Lebesgue measure
of attractors of more general IFSs were established by Jonker and Veerman [42, Theorem
A]. For M ∈ Gd,l let ΠM : Rd −→M denote orthogonal projection onto M . In particular,
Proposition 3.5 implies thatHt(ΠM(K)) is upper semi-continuous inM ∈ Gd,l, in contrast
with a result of Hochman and Shmerkin [40, Theorem 1.8] on the lower semi-continuity
of the lower Hausdorﬀ dimension of Bernoulli convolutions. They show that the `lower
Hausdorﬀ dimension' of Bernoulli convolution is lower semi-continuous in the parameters
and we can consider the measures with diﬀerent parameters as diﬀerent projections of the
same measure. Semi-continuity of the Hausdorﬀ dimension of attractors of more general
IFSs were shown by Jonker and Veerman [42, Theorem B].
Proposition 3.5 does not generalise to smooth maps. If K is a 1-set and L : Rd −→ R
is a linear map such that L(K) = [0, 1] (see Example 4.28 for t = 1) then g(x) :=
(cos(L(x), sin(L(x))) : Rd −→ R2 is such that Ht(g(K)) 6= Ht∞(g(K)).
Remark 3.6. It follows by Lemma 2.2 and Proposition 3.5 that Ht(B) = Ht∞(B) for
every Ht-measurable subset B ⊆ L(K). Let A ⊆ L(K) be arbitrary and B ⊆ L(K)
be a Ht-measurable hull of A. We can further assume that diam(B) = diam(A). Then
Ht(A) = Ht(B) = Ht∞(B) ≤ diam(A)t. In particular, for L = IdRd we obtain that
Ht(A) ≤ diam(A)t for every subset A ⊆ K. Thus Proposition 2.31 remains valid with s
replaced by t.
The proof of Proposition 3.5 is provided in Section 3.5.
3.2 Ahlfors regularity and the weak separation property
Proposition 3.5 has applications to the Ahlfors regularity of self-similar sets and related
fractals. A bounded set H ⊆ Rd with Hausdorﬀ dimension t is called Ahlfors regular if
there exists a constant c ≥ 1 such that for all r ∈ (0, diam(H)] and x ∈ H
c−1rt ≤ Ht(H ∩B(x, r)) ≤ crt. (3.1)
The following proposition shows that for an Ahlfors regular set the Hausdorﬀ measure
and Hausdorﬀ content are equivalent in the Hausdorﬀ dimension (equal up to a constant
bound).
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Proposition 3.7. Let H ⊆ Rd be an Ahlfors regular set with t = dimH H. Then there
exists c ≥ 1 such that
Ht∞(A) ≤ Ht(A) ≤ cHt∞(A)
for every A ⊆ H.
Proof. The ﬁrst inequality Ht∞(A) ≤ Ht(A) always holds by (2.1). Let A ⊆ H and
{Hn : n ∈ N} be a cover of A such that diam(Hn) ≤ diam(H) for all n, and for all n
let xn ∈ H ∩ Hn if H ∩ Hn 6= ∅ and let xn ∈ H be arbitrary if H ∩ Hn = ∅. Then
Hn ⊆ B(xn, 2diam(Hn)) for all n and thus {B(xn, 2diam(Hn)) : n ∈ N} is a cover of A.
Let c ≥ 1 be the constant provided by (3.1). Then∑
n∈N
2t · diam(Hn)t ≥
∑
n∈N
c−1Ht(H ∩B(xn, 2diam(Hn))) ≥ c−1Ht(A).
Taking the inﬁmum over all such covers of A we get that Htdiam(H)(A) ≥ 2−tc−1Ht(A).
On the other hand, Htdiam(H)(A) = Ht∞(A) because diam(A) ≤ diam(H). Hence Ht(A) ≤
2tcHt∞(A) as required.
Lemma 3.8. Let K be a self-similar set. Then there exists c > 0 such that for every
x ∈ K and r ∈ (0, diam(K)) there exists i ∈ ⋃∞k=1 Ik such that Ki ⊆ B(x, r) and
cr ≤ diam(Ki) < r.
Proof. Let c = min {ri : i ∈ I} and rmax = max {ri : i ∈ I}. For every k ∈ N and i ∈
Ik we have that diam(Ki) = ridiam(K) ≤ rkmaxdiam(K), so if k is large enough then
diam(Ki) < r for every i ∈ Ik. For every k ∈ N by (2.8) there exists i ∈ Ik such
that x ∈ Ki. Thus if k ∈ N is suﬃciently large then there exists i ∈ Ik with x ∈ Ki
and diam(Ki) < r. Let k ∈ N be minimal such that there exists i ∈ Ik with x ∈ Ki
and diam(Ki) < r. For such i = (i1, . . . , ik) ∈ Ik let j = (i1, . . . , ik−1). It follows by the
minimality of k that diam(Kj) ≥ r because x ∈ Kj. Thus r > diam(Ki) = diam(Kj) ·rk ≥
r · c and x ∈ Ki. Since diam(Ki) < r and x ∈ Ki we have that Ki ⊆ B(x, r).
It is well-known that a self-similar set satisfying the open set condition is Ahlfors
regular. Proposition 3.5 yields the following Theorem.
Theorem 3.9. Let K be a self-similar set and t = dimH K. Then Ht(K) > 0 if and only
if K is Ahlfors regular.
Proof. Obviously when K is is Ahlfors regular then Ht(K) > 0. Now assume that
Ht(K) > 0. Let c > 0 be the constant provided by Lemma 3.8. Let x ∈ K and
r ∈ (0, diam(K)] be arbitrary. Then by Lemma 3.8 there exists i ∈ ⋃∞k=1 Ik such that
Ki ⊆ B(x, r) and cr ≤ diam(Ki) < r. Thus by the similarity
Ht(K ∩B(x, r)) ≥ Ht(Ki) = diam(Ki)t · Ht(K)/diam(K) ≥ (cr)tHt(K)/diam(K)
and by Remark 3.6
Ht(K ∩B(x, r)) ≤ (2r)t,
so K is Ahlfors regular.
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Let K ⊆ Rd be a self-similar set, not contained in any aﬃne hyperplane. Recall that
the weak separation property is satisﬁed if the identity map is an isolated point of the set{
S−1i ◦ Sj : i, j ∈
∞⋃
k=1
Ik
}
,
see (2.7). It was shown in [33, Theorem 2.1] that if K satisﬁes the weak separation
property (which is weaker than the open set condition, see Proposition 2.39) then K is
Ahlfors regular. It was also shown [33, Theorem 1.4] that if K does not satisfy the weak
separation property then the Assouad dimension dimAK of K is greater than or equal
to 1. In general, the Assouad dimension is an upper bound for the Hausdorﬀ dimension
and we refer the reader to [33] for the deﬁnition. This allows us to prove the following
corollary.
Corollary 3.10. Let {Si}mi=1 be an SS-IFS with attractor K ⊆ Rd such that t = dimH K <
1 and K is not contained in any aﬃne hyperplane. Then the following are equivalent:
i) {Si}mi=1 satisﬁes the weak separation property,
ii) Ht(F ) > 0,
iii) 0 < Ht(F ) <∞,
iv) K is Ahlfors regular,
v) the Hausdorﬀ and Assouad dimensions of K coincide.
Proof. Zerner [76, Corollary after Proposition 2] proved that i) ⇒ ii), ii) and iii) are
equivalent by Proposition 2.33, Theorem 3.9 shows that ii) ⇔ iv), the fact that iv) ⇒ v)
follows by [74, Proposition 2.1 (viii)], and since dimH K < 1 the result mentioned above
[33, Theorem 1.4] shows that v) ⇒ i).
We note that Corollary 3.10 also shows that for self-similar sets with Hausdorﬀ di-
mension strictly less than 1, that are not contained in any aﬃne hyperplane, the weak
separation property can be formulated in a way which only depends on the set itself and
not the deﬁning iterated function system. The additional assumption dimH F < 1 re-
quired in Corollary 3.10 seems a little strange at ﬁrst. However, it turns out that this
condition is sharp. Firstly consider K in the line.
Example 3.11. The SS-IFS consisting of the maps S1(x) = x/2, S2(x) = x/3 and
S3(x) = x/2 + 1/2 does not satisfy the weak separation property. The attractor of this
SS-IFS is K = [0, 1], so H1(K) > 0.
Clearly the attractor is [0, 1]. We show that the maps in the form S−k1 ◦Sp2 = (3p/2k)x
can be arbitrarily close to the identity map, thus the SS-IFS does not satisfy the weak
separation property. It is suﬃcient to show that 3p/2k can be arbitrarily close to 1 for
suﬃcient p, k ∈ N. Let ε > 0 be arbitrary, then 0 < log(1 + ε) < ε. Since log 3/ log 2 /∈ Q
by Theorem 2.57 we can ﬁnd p, k ∈ N such that k < p log 3/ log 2 < k + log(1 + ε). Thus
log 2k < log 3p < log 2k +
log(1 + ε)
k
≤ log 2k + log(1 + ε),
hence
2k < 3p < 2k(1 + ε),
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and so
1 <
3p
2k
< 1 + ε.
We use a variation of this example to prove the following proposition demonstrating
the (almost) sharpness of Corollary 3.10.
Proposition 3.12. For all d ∈ N \ {1} and all t ∈ (1, d], there exists an an SS-IFS
{Si}mi=1 with attractor K ⊆ Rd, such that K is not contained in any aﬃne hyperplane and
i) {Si}mi=1 does not satisfy the weak separation property,
ii) dimHK = t,
iii) Ht(K) > 0.
Proof. Let r ∈ (0, 1/2] be chosen such that
log 2
− log r =
t− 1
d− 1 =: u
and let F = [0, 1] be viewed as a self-similar attractor of an iterated function system
which fails the weak separation property and all of the maps have contraction ratio r.
Such an iterated function system can be constructed by modifying [2, Section 2 (v)] where
they provide such an example with similarity ratio r = 1/4 but the same argument works
for arbitryry r ∈ (0, 1/2]. Also, let E ⊆ [0, 1] be the self-similar set deﬁned by the maps
x 7→ rx and x 7→ rx + (1 − r), and observe that dimHE = u and Hu(E) > 0 since the
OSC is satisﬁed. Now let K = F × Ed−1 ⊆ [0, 1]d be the product of F with d− 1 copies
of E. It is easy to see that K is not contained in any aﬃne hyperplane and that it is a
self-similar set deﬁned via the natural product iterated function system. It follows from
Theorem 2.29 and Proposition 2.33 that dimH K = 1 + (d− 1)u = t and that Ht(F ) > 0.
Finally it is easy to see that the weak separation property fails by virtue of it failing in
the ﬁrst coordinate.
For t = d in the above proposition our setK is just [0, 1]d, which is not very interesting.
We point out that it is possible to construct a set with the desired properties but which
has empty interior. For example, it was shown in [10] that there exists a self-similar set
in the plane with positive H2 measure, but empty interior, and by [76, Theorem 3] such
a set must fail to satisfy the weak separation property.
Corollary 3.10 has the following consequence concerning Conjecture 3.1.
Corollary 3.13. Let {Si}mi=1 be an SS-IFS in R with attractor K, let dimH(K) = t and
assume that Ht(K) > 0. Then one of the following holds:
i) There is an exact overlap in {Si}mi=1
ii) dimH(K) = min {1, s} where s is the similarity dimension of {Si}mi=1.
Proof. Assume that i) is not satisﬁed and t = dimH(K) < 1. Then {Si}mi=1 satisﬁes
the weak separation property by Corollary 3.10. Hence {Si}mi=1 satisﬁes the OSC by
Proposition 2.39 and so dimH(K) = s by Theorem 2.34.
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3.3 Dimension approximation of self-similar sets by well behaved
self-similar sets
In this section we prove Proposition 3.2.
Lemma 3.14. Let S1 : Rd −→ Rd and S2 : Rd −→ Rd be contracting similarities with
no common ﬁxed point. Then the similarities Sn1 ◦ S2 have diﬀerent ﬁxed points for all
n ∈ N.
Proof. By Banach's ﬁxed point theorem every contracting similarity S : Rd −→ Rd has
a unique ﬁxed point. Assume for a contradiction that there exist x ∈ Rd, n ∈ N and
a positive integer k such that that Sn1 ◦ S2(x) = x and Sk1 ◦ Sn1 ◦ S2(x) = x. Then
S−k1 (x) = S
n
1 ◦ S2(x) = x. It follows that the unique ﬁxed point of S1 is x. But then
S2(x) = S
−n
1 (x) = x contradicting that S1 and S2 have no common ﬁxed point.
Lemma 3.15. Let S1, . . . , Sm : Rd −→ Rd be contracting similarities (m ≥ 2) such that
S1 and S2 have no common ﬁxed point. Then there exist F1, . . . , Fm : Rd −→ Rd such
that
i.) F1 = S1, F2 = S2,
ii.) for each i ∈ {3, . . . ,m} either Fi = Ski1 ◦ Si or Fi = Ski2 ◦ Si for some ki ∈ N,
iii.) Fi and Fj have no common ﬁxed point for all i, j ∈ {1, . . . ,m}, i 6= j.
Proof. We prove this by induction on m. If m = 2 then it is trivial. Let m > 2. Then
by the inductive assumption we can ﬁnd such a system F1, . . . , Fm−1 that satisﬁes the
conclusion for S1, . . . , Sm−1. The unique ﬁxed point of Sm is either not the ﬁxed point of
S1 or not the ﬁxed point of S2. Without loss of generality we can assume that Sm and
S1 have no common ﬁxed points. Then by Lemma 3.14 there exists km ∈ N such that
the ﬁxed point of Skm1 ◦ Sm is diﬀerent from the ﬁxed points of F1, . . . , Fm−1. If we set
Fm = S
km
1 ◦ Sm then F1, . . . , Fm satisﬁes the conclusion.
Now we are ready to prove Proposition 3.2. The proof consists of two steps. First we ﬁnd
a collection of words ji ∈
⋃∞
k=1 Ik such that the group generated by Tji is dense in T and
the Sji(K) are disjoint. At this point we do not care about the dimension. Then we add
another ﬁnite set of maps to the new SS-IFS so that the strong separation condition still
holds and the dimension becomes arbitrarily close to that of K.
Proof of Proposition 3.2. Since K has at least two points there exist i, j ∈ I such that
Si and Sj have no common ﬁxed point, otherwise the common ﬁxed point would be the
attractor. Without the loss of generality we can assume that i = 1 and j = 2.
It follows from Lemma 3.15 that there exist i1, . . . , im ∈
⋃∞
k=1 Ik such that Sii and
Sij have no common ﬁxed point for all i, j ∈ I = {1, . . . ,m}, i 6= j, i1 = 1, i2 = 2 and
the group generated by Ti1 , . . . , Tim is T . Let xi be the unique ﬁxed point of Sii for all
i ∈ I. Let dmin = min {‖xi − xj‖ : i, j ∈ I, i 6= j} > 0, rmax = max {ri : i ∈ I} < 1 and
N ∈ N such that rNmax · diam(K) < dmin2 . Then Skiii (K)∩ S
kj
ij
(K) = ∅ for all i, j ∈ I, i 6= j,
ki, kj ∈ N, ki, kj ≥ N .
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By Proposition 2.59 for all i ∈ I we can ﬁnd ki ∈ N, ki ≥ N such that the group
generated by T kiii is dense in the group generated by Tii . It follows that the group generated
by T k1i1 , . . . , T
km
im
is dense in T and Skiii (K)∩S
kj
ij
(K) = ∅ for all i, j ∈ I, i 6= j. Let Ŝi = Skiii
for all i ∈ I.
Let F =
⋃
i∈I S
ki
ii
(K). If K = F then
{
Ŝi
}m
i=1
satisﬁes the SSC with attractor K̂ = K
and the proof is complete. So we can assume that F ( K. Let j ∈ ⋃∞k=1 Ik be such that
Kj ∩ F = ∅. Let t = dimH K = dimH Kj. Since K has at least two points it follows that
K has inﬁnitely many points, but by Proposition 2.33 Ht(K) <∞, thus t > 0 and hence
without loss of generality we can assume that t > ε > 0. Since Ht− ε2 (Kj) = ∞ we can
ﬁnd δ > 0 such that for any 3δ-cover U of Kj we have that
∑
U∈U diam(U)
t− ε
2 > 1. Let
rmin = min {ri : i ∈ I} < 1 and let J =
{
i ∈ ⋃∞k=1 Ik : Ki ⊆ Kj, rminδ ≤ diam(Ki) < δ}.
Then {Ki : i ∈ J } is a cover of Kj. Let j1, . . . , jn ∈ J be such that Kj1 , . . . , Kjn is a
maximal pairwise disjoint sub-collection of {Ki : i ∈ J }. Let Uj be the δ-neighbourhood
of Kjj for j ∈ {1, . . . , n}. By the maximality {Uj : j ∈ {1, . . . , n}} is a 3δ-cover of Kj.
Hence by the choice of δ
n∑
j=1
(3δ)t−
ε
2 ≥
n∑
j=1
(diam(Uj))
t− ε
2 > 1.
It follows that n ≥ (3δ)−(t− ε2). Let K0 be the attractor of the SS-IFS
{
Sjj
}n
j=1
. Then
K0 ⊆ K, the SS-IFS
{
Sjj
}n
j=1
satisﬁes the SSC and
dimH K0 ≥
log( 1
n
)
log( rmin·δ
diam(K)
)
≥ −
(
t− ε
2
) · log(3)− (t− ε
2
) · log(δ)
log(diam(K))− log(rmin)− log(δ)
because the similarity dimension of
{
Sjj
}n
j=1
is dimH K0 by Theorem 2.34. So, by choos-
ing δ small enough, dimH K0 > t−ε. Let m̂ = m+n, Ŝm+j = Sjj for all j ∈ {1, . . . , n} and
K̂ be the attractor of the SS-IFS
{
Ŝi
}m̂
i=1
. Then the transformation group T̂ of
{
Ŝi
}m̂
i=1
is dense in T , K0 ⊆ K̂ ⊆ K, dimH K − ε < dimH K0 ≤ dimH K̂ and
{
Ŝi
}m̂
i=1
satisﬁes the
SSC. 
A similar argument to the last step of the proof of Proposition 3.2 was used in the
proof of [64, Theorem 2].
3.4 Vitali-like exhaustion results for overlapping self-similar sets
In this section our main goal is to prove Proposition 3.3 which provides an important tool
to cope with the later results. Proposition 3.3 is essential in the proofs in Section 4.3 and
Section 4.4.1 and plays the role of a separation condition when no separation condition is
assumed. First we prove two lemmas that we need for the proof.
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Lemma 3.16. Let {Si}mi=1 be an SS-IFS with attractor K and t = dimH(K). Then there
exists J ⊆ ⋃∞k=1 Ik such that Ki∩Kj = ∅ for i, j ∈ J , i 6= j and Ht (K \ (⋃i∈J Ki)) = 0.
Proof. Ht(K) <∞ by Proposition 2.33. Let A = {Ki : i ∈ ⋃∞k=1 Ik}. Then A is a Vitali
cover of K and hence Proposition 2.17 provides a J with the required properties.
Remark 3.17. In Lemma 3.16 for a ﬁxed δ > 0 we can further assume that diam(Ki) < δ
for every i ∈ J because in the proof we can take A = {Ki : i ∈ ⋃∞k=N Ik} for N large
enough.
Lemma 3.18. Let O ∈ T and δ > 0. Then for each O2 ∈ T there exists j ∈
⋃∞
k=1 Ik
such that ‖O2 ◦ Tj −O‖ < δ.
Proof. By Lemma 2.56 we can ﬁnd j ∈ ⋃∞k=1 Ik such that
‖O2 ◦ Tj −O‖ =
∥∥Tj −O−12 ◦O∥∥ < δ.
Now we are ready to prove Proposition 3.3. In the proof which relies on Vitali's cover-
ing theorems, we exhaust a self-similar set in Hausdorﬀ measure by roughly homothetic,
disjoint cylinder sets. We ﬁnd such a collection of cylinders the following way. At ﬁrst we
only exhaust the set by disjoint cylinders. Then with a recursive construction we ﬁnd the
required family of cylinders. At every step we ﬁnd more and more members of the ﬁnal
collection of cylinders. At every step we exhaust at least a certain proportion of the re-
maining set, that is not exhausted by the ﬁnal family members yet, by rougly homothetic
cylinders. After countably many steps we end up with the required exhausting family of
cylinders.
Proof of Proposition 3.3. Fix O ∈ T . Since T is compact there exists a ﬁnite open
δ
2
-cover {Ui}qi=1 of T . Let V = {1, . . . , q} and for every i ∈ V ﬁx Oi ∈ Ui
⋂ T . By virtue
of Lemma 3.18, for each i ∈ V we can ﬁnd ji ∈
⋃∞
k=1 Ik such that
∥∥Oi ◦ Tji −O∥∥ < δ2 .
So for every i ∈ ⋃∞k=1 Ik there exists i ∈ V such that Ti ∈ Ui. Then ‖Ti −Oi‖ < δ2 and∥∥Oi ◦ Tji −O∥∥ < δ2 , thus ∥∥Ti∗ji −O∥∥ < δ. (3.2)
By Proposition 2.33 Ht(K) < ∞. Let J ⊆ ⋃∞k=1 Ik be the set provided by Lemma
3.16. We deﬁne a sequence of sets I1, I2, . . . ⊆
⋃∞
k=1 Ik inductively. Let I1 = J . Given
In has been deﬁned we deﬁne In+1 as follows. For each i ∈ In we deﬁne a set In+1,i. If
‖Ti −O‖ < δ then let In+1,i = {i}. If ‖Ti −O‖ ≥ δ then Ti ∈ Ui for some i ∈ V and{
Ki∗j : j ∈
⋃∞
k=1 Ik, Ki∗j ∩Ki∗ji = ∅
}
is a Vitali cover of Ki \Ki∗ji , hence by Proposition
2.17 there exists Jn+1,i ⊆
{
j : j ∈ ⋃∞k=1 Ik, Ki∗j ∩Ki∗ji = ∅} such that Ki∗i1 ∩ Ki∗i2 = ∅
for i1, i2 ∈ Jn+1,i, i1 6= i2, and Ht
((
Ki \Ki∗ji
) \ (⋃j∈Jn+1,i Ki∗j)) = 0. Then let In+1,i =
{i ∗ ji}
⋃ {i ∗ j : j ∈ Jn+1,i} and let In+1 = ⋃i∈In In+1,i.
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Now we deﬁne I∞ =
⋂∞
n1=1
⋃∞
n2=n1
In2 . Clearly Ki ∩ Kj = ∅ for i, j ∈ I∞, i 6= j. If
i ∈ In and ‖Ti −O‖ ≥ δ then i /∈ In+l for every positive integer l, hence i /∈ I∞. So
‖Ti −O‖ < δ for all i ∈ I∞. Let rmin = min
{
rji : i ∈ V
}
> 0. Clearly
Ht
(
K \
(⋃
i∈In
Ki
))
= 0 (3.3)
for every positive integer n. For i ∈ In such that ‖Ti −O‖ ≥ δ and Ti ∈ Ui for some i ∈ V
(if there are more than one such i then we choose the one that was used above to deﬁne
the set Jn+1,i) we have that {j : i ∗ j ∈ In+1, ‖Ti∗j −O‖ ≥ δ} ⊆ Jn+1,i and Ht(Ki∗ji) =
rtjiHt(Ki) ≥ rtminHt(Ki), and in the mean time
∥∥Ti∗ji −O∥∥ < δ by (3.2). Therefore
In+1 \ I∞ ⊆
⋃
i∈In\I∞ {i ∗ j : j ∈ Jn+1,i} and
Ht
 ⋃
i∈In+1\I∞
Ki
 ≤ ∑
i∈In\I∞
∑
j∈Jn+1,i
Ht(Ki∗j) ≤
∑
i∈In\I∞
(Ht(Ki)− rtminHt(Ki))
=
∑
i∈In\I∞
(1− rtmin) · Ht(Ki) = (1− rtmin) · Ht
 ⋃
i∈In\I∞
Ki
 .
Hence Ht
(⋃
i∈In+1\I∞ Ki
)
≤ (1 − rtmin)n · Ht
(⋃
i∈I1\I∞ Ki
)
for all n ∈ N and com-
bined with (3.3) we get that Ht
(⋃
i∈In+1
⋂ I∞ Ki
)
≥ (1− (1− rtmin)n) · Ht(K). Thus
Ht (⋃i∈I∞ Ki) ≥ Ht(K) and so Ht (K \ (⋃i∈I∞ Ki)) = 0. 
Corollary 3.19. Let {Si}mi=1 be an SS-IFS with attractor K and let t = dimH(K). As-
sume that T is a ﬁnite group and let O ∈ T be arbitrary. Then there exists I∞ ⊆⋃∞
k=1 Ik such that Ti = O for all i ∈ I∞, Ki ∩ Kj = ∅ for i, j ∈ I∞, i 6= j and
Ht (K \ (⋃i∈I∞ Ki)) = 0.
Proof. Let q = |T |, T = {O1, . . . , Oq}, V = {1, . . . , q} and O = Oi for some i ∈ V .
Then let δ = minj∈V,j 6=i ‖Oj −O‖ > 0. By Proposition 3.3 there is an I∞ such that
‖Ti −O‖ < δ and so Ti = O for all i ∈ I∞.
Proposition 3.20. Let {Si}mi=1 be an SS-IFS with attractor K and let t = dimH(K). Let
O ∈ T be arbitrary and let i1, . . . , in ∈
⋃∞
k=1 Ik be such that
⋃n
i=1Kii is a disjoint union
and let δ > 0. Then there exists I∞ ⊆
⋃∞
k=1 Ik such that ‖Ti −O‖ < δ for all i ∈ I∞,
with
⋃
i∈I∞
⋃n
i=1Ki∗ii a disjoint union and Ht
(
K \ (⋃i∈I∞ ⋃ni=1Ki∗ii)) = 0.
The proof of Proposition 3.20 is similar to the proof of Proposition 3.3 with the
diﬀerence that if we have i ∈ In at a level such that ‖Ti −O‖ < δ then we keep the pieces
Ki∗ii from the next level on and again cover the rest of Ki on the next level.
Remark 3.21. With a slight modiﬁcation in the proof one can show that Proposition 3.20
remains true even if Q =
⋃n
i=1Kii is not necessarily a disjoint union, with the diﬀerence
that now we only claim
⋃
i∈I∞ Si(Q) to be a disjoint union for a suﬃciante I∞.
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3.5 Semi-continuity of the Hausdorﬀ measure
First we prove Proposition 3.5 that says the Hausdorﬀ measure of linear images of K is
upper semi-continuous in the linear maps. This observation is essential in the proof of
Theorem 4.3.
Proposition 3.22. Let {Si}mi=1 be an SS-IFS with attractor K ⊆ Rd, let t = dimH(K) and
L : Rd −→ Rd2 be a linear map. Then for every ε > 0 there exists δ > 0 such that for every
linear map L2 : Rd −→ Rd2 with ‖L− L2‖ < δ we have that Ht(L2(K)) ≤ Ht∞(L(K))+ε.
Proof. It is enough to verify the proposition for 0 < ε < 1. We may assume that Ht(K) >
0 otherwise Ht(L2(K)) = 0. By Proposition 2.33 Ht(K) < ∞ hence K is a t-set. Since
K is compact there exists R > 0 such that K is contained in B(0, R). Since L(K) is
compact it follows that Ht∞(L(K)) <∞. Thus there exists a ﬁnite open cover C of L(K)
such that ∑
C∈C
diam(C)t ≤ Ht∞(L(K)) + ε (3.4)
and 0 < diam(C) < ∞. Let dmax = max {diam(C) : C ∈ C}. Because C is a cover of
L(K) and K ⊆ B(0, R) it follows that K ⊆ ⋃C∈C L−1(C)∩B(0, R) and L−1(C)∩B(0, R)
is a bounded set such that diam (L (L−1(C) ∩B(0, R))) = diam(C) > 0 for each C ∈ C.
Hence for each C ∈ C we can ﬁnd δC > 0 such that if L2 : Rd −→ Rd2 is a linear map
with ‖L− L2‖ < δC then diam (L2 (L−1(C) ∩B(0, R))) ≤ diam(C) · (1 + ε). Let δ =
min {δC : C ∈ C} / ‖L‖+ 1 > 0. So if ‖L− L2‖ < δ for some linear map L2 : Rd −→ Rd2
and ‖T − IdRd‖ < δ for some T ∈ Od then
‖L− L2 ◦ T‖ = ‖L− L ◦ T + L ◦ T − L2 ◦ T‖ < δ(‖L‖+ 1) = min {δC : C ∈ C} .
Hence
diam
(
L2 ◦ T
(
L−1(C) ∩B(0, R))) ≤ diam(C) · (1 + ε) < 2dmax. (3.5)
The lemma will follow if we show that Htη(L2(K)) ≤ (1 + ε)t · (Ht∞(L(K)) + ε) for
every η > 0 and every linear map L2 : Rd −→ Rd2 with ‖L− L2‖ < δ. Let η > 0 be
ﬁxed, rmax = max {ri : i ∈ I}, let k be a positive integer such that rkmax · 2dmax < η and
L2 : Rd −→ Rd2 be a linear map with ‖L− L2‖ < δ. Then K is the attractor of the SS-
IFS
{
Si : i ∈ Ik
}
. We apply Lemma 3.3 to the SS-IFS
{
Si : i ∈ Ik
}
with O = IdRd and
δ > 0 to obtain I∞ ⊆
⋃∞
k2=1
Ik·k2 such that ‖Ti − IdRd‖ < δ for all i ∈ I∞, Ki ∩Kj = ∅
for i, j ∈ I∞, i 6= j, and Ht
(
K \ (⋃i∈I∞ Ki)) = 0. As K is a t-set we have by Remark 3.4
that ∑
i∈I∞
rti = 1. (3.6)
Since ‖Ti − IdRd‖ < δ for i ∈ I∞ and ‖L− L2‖ < δ, it follows from (3.5) that
diam
(
L2
(
Si
(
L−1(C) ∩B(0, R)))) ≤ ri · diam (L2 (Ti (L−1(C) ∩B(0, R))))
≤ ri · diam (C) · (1 + ε) < ri · 2dmax
≤ rkmax · 2dmax < η.
(3.7)
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Thus {L2 (Si (L−1(C) ∩B(0, R))) : C ∈ C, i ∈ I∞} is an η-cover of L2
(⋃
i∈I∞ Ki
)
and
Htη
(
L2
( ⋃
i∈I∞
Ki
))
≤
∑
C∈C
∑
i∈I∞
diam
(
L2
(
Si
(
L−1(C) ∩B(0, R))))t
≤
∑
C∈C
∑
i∈I∞
(ri · diam (C) · (1 + ε))t
≤ (1 + ε)t
∑
C∈C
diam (C)t
∑
i∈I∞
rti ≤ (1 + ε)t
∑
C∈C
diam (C)t
≤ (1 + ε)t · (Ht∞(L(K)) + ε)
(3.8)
where we used (3.4), (3.6) and (3.7).
Since Ht (K \ (⋃i∈I∞ Ki)) = 0 it follows Htη (L2 (K \ (⋃i∈I∞ Ki))) = 0. Thus by
(3.8)
Htη(L2(K)) ≤ (1 + ε)t ·
(Ht∞(L(K)) + ε)
which completes the proof.
Proof of Proposition 3.5. Because Ht∞(L(K)) ≤ Ht(L(K)) by (2.1) statement ii) is an
immediate consequence of Proposition 3.22. Taking L2 = L in Proposition 3.22 as ε
approaches 0 we get statement i). 
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4 Projections of self-similar sets
The results of this chapter are mostly contained in [25].
Studying the Hausdorﬀ dimension and measure of orthogonal projections and linear
images of sets has a long history. The most fundamental result is that for an analytic
subset K of Rd
dimH ΠM(K) = min {l, dimH(K)}
for almost all l-dimensional subspaces M , where ΠM : Rd −→ M denotes orthogonal
projection onto M . If dimH(K) > l then
Hl(ΠM(K)) > 0
for almost all l-dimensional subspaces M . These results were proved in the case d = 2,
l = 1 by Marstrand [51], and generalized to higher dimensions by Mattila [53]. If l is
an integer then we call an l-set K irregular if Hl(K ∩M) = 0 for every diﬀerentiable
l-manifold M . It was shown by Besicovitch [6] in the planar case and by Federer [28] in
the higher dimensional cases that for an l-set K where l is an integer
Hl(ΠM(K)) = 0
for almost all l-dimensional subspacesM if and only if K is irregular. If K is not irregular
then Hl(ΠM(K)) > 0 for almost all l-dimensional subspaces M .
While the results above provide information about generic projections they do not
give any information about an individual projection or linear image of the set. There are
examples that show that the `exceptional set' for which the conclusions do not hold can
be `big' [51]. Analyzing the image of a set under a particular linear map is more diﬃcult
even in simple cases, see for example Kenyon [44] and Hochman [39, Theorem 1.6] who
consider the 1-dimensional Sierpinski gasket.
It is easy to see that if K is a self-similar set with all the deﬁning maps homotheties
then every linear image of K is itself a self-similar set. It was asked by Mattila [54,
Problem 2] in the planar case `what can be said about the measures Ht(ΠM(K)) if t =
dimH(K) < 1 and the deﬁning maps contain rotations?'. Erog˘lu [13] showed that if the
open set condition is satisﬁed and the orthogonal part of one of the deﬁning maps is
a rotation of inﬁnite order then Ht(ΠM(K)) = 0 for every line M . We generalize this
result to higher dimensions and for continuously diﬀerentiable maps in place of projections
without assuming any separation condition. We obtain results on the structure of linear
images of K if the transformation group generated by the orthogonal parts of the deﬁning
maps is of ﬁnite order. We show that linear images of such self-similar sets are graph
directed self-similar sets. We establish an invariance result concerning the Hausdorﬀ
measure of the linear images ofK in the general case with no restrictions on the orthogonal
transformation group. As a consequence of this we conclude that for every linear map
into another Euclidean space L : Rd −→ Rd2 where d2 is an arbitrary natural number
and for disjoint subsets A and B of K we have that Ht (L(A) ∩ L(B)) = 0 even if no
separation condition is satisﬁed. In particular, the projections of disjoint parts of K are
almost disjoint.
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Peres and Shmerkin [64, Theorem 5] showed that if the orthogonal part of one of the
deﬁning maps is a rotation of inﬁnite order then
dimH ΠM(K) = min {1, dimH(K)}
for every line M . Very recently Hochman and Shmerkin [40, Corollary 1.7] generalized
this to higher dimensions for continuously diﬀerentiable maps in the strong separation
condition case. Using their result and a dimension approximation method we deduce the
same conclusion without any separation condition. On the other hand, we show that if
the orthogonal transformation group generated by the orthogonal parts of the deﬁning
maps is of ﬁnite order then there exists a projection of K such that the dimension drops
under the image of the projection.
4.1 Linear images of self-similar sets
It is well-known that if K is an attractor of an SS-IFS such that |T | = 1 then ΠM(K)
is also a self-similar set for every l-dimensional subspace M . It was shown by Fraser
[32, Lemma 2.7] that the vertical and horizontal projections of certain `box-like' planar
self-aﬃne sets are graph directed attractors. We show that, in the case of ﬁnite T , similar
results can be obtained on the structure of the linear images of self-similar sets.
Theorem 4.1. Let {Si}mi=1 be an SS-IFS with attractor K ⊆ Rd, of similarity dimension
s and L : Rd −→ Rd2 be a linear map. Assume that T = {O1, . . . , Oq} is a ﬁnite group
where q = |T |. Then there exists a strongly connected GD-IFS in Rd2 with attractor
(L ◦O1(K), . . . , L ◦Oq(K)) such that s is the similarity dimension of this GD-IFS with
Te the identity map for all directed edges e, and additionally Hs (L ◦O1(K)) = . . . =
Hs (L ◦Oq(K)).
Our next result states that if the Hausdorﬀ dimension of K equals its similarity dimen-
sion and T is ﬁnite then we can always ﬁnd a projection such that the dimension drops
under the projection. We show this by ﬁnding a projection where exact overlapping oc-
curs. We note that the assumption, that the Hausdorﬀ and the similarity dimensions are
the same, is weaker than the OSC, see [66, Theorem 1.1].
Theorem 4.2. Let {Si}mi=1 be an SS-IFS with attractor K ⊆ Rd of similarity dimension
s. Assume that T is ﬁnite and let l ∈ N, l < d. Then there exists an l-dimensional
subspace M ⊆ Rd such that dimH (ΠM(K)) < s.
The proofs of Theorem 4.1 and Theorem 4.2 are given in Section 4.2.
The result of Theorem 4.1, that Hs (L ◦Oi(K)) = Hs (L ◦Oj(K)), suggests the fol-
lowing theorem.
Theorem 4.3. Let {Si}mi=1 be an SS-IFS with attractor K ⊆ Rd, let t = dimH(K) and
L : Rd −→ Rd2 be a linear map. If Ht(K) > 0 then
Ht (L ◦O(A)) = H
t(A)
Ht(K)H
t (L(K)) (4.1)
for all A ⊆ K and O ∈ T .
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We note that the assumption in Theorem 4.3, that Ht(K) > 0, is again a weaker
condition than the OSC (see Example 4.33 and Example 4.34) and the only role of this
assumption is that we can divide byHt(K) in the formula. IfHt(K) = 0 thenHt (L(K)) =
0 for every linear map L. In Example 4.34 we construct a self-similar set K with 0 <
Ht(K) <∞ such that there exists no SS-IFS with attractor K that satisﬁes the OSC.
Theorem 4.3 has an interesting consequence, that the linear images of disjoint parts
of K are `almost disjoint' even if no separation condition is satisﬁed.
Corollary 4.4. Let {Si}mi=1 be an SS-IFS with attractor K ⊆ Rd, let t = dimH(K), let
L : Rd −→ Rd2 be a linear map and A,B ⊆ K be such that Ht (A ∩B) = 0 and A is
Ht-measurable. Then Ht (L(A) ∩ L(B)) = 0.
Theorem4.3 and Corollary 4.4 are shown in Section 4.3.
In [13] Erog˘lu showed that if the transformation group of an SS-IFS in R2 contains a
dense set of rotations in SO2 then Hs (ΠM(K)) = 0 for all lines M , where s denotes the
similarity dimension of the SS-IFS. Erog˘lu's result does not give any information about
the projections when the OSC is not satisﬁed. Using a diﬀerent approach we generalize
this result to higher dimensions for diﬀerentiable maps in place of projections and without
any separation condition, with s replaced by the Hausdorﬀ dimension ofK. Both Erog˘lu's
and our proof are based on the idea of ﬁnding two or several cylinders and ﬁxed direction
in which their projection have large overlap. Erog˘lu uses similar arguments to those of
Simon and Solomyak [72] to show that the projection measure has inﬁnite upper density
almost everywhere, whilst we use a Vitali covering argument to show that the Hausdorﬀ
measure of the image must collapse. The proof is provided in Section 4.4.1.
Theorem 4.5. Let {Si}mi=1 be an SS-IFS with attractor K, let t = dimH(K), let U be
an open neighbourhood of K and assume that there exists M ∈ Gd,l such that the set
{O(M) : O ∈ T } is dense in Gd,l for some 1 ≤ l < d. Then Ht (g(K)) = 0 for every
continuously diﬀerentiable map g : U −→ Rd2 such that rank(g′(x)) ≤ l for every x ∈ K.
If rank(g′(x)) = d for some x ∈ K then g is a bi-Lipschitz function between a neig-
bourhood V of x and g(V ) and hence Ht (g(K)) = 0 if and only if Ht(K) = 0.
We note that the assumption, that {O(M) : O ∈ T } is dense for some M ∈ Gd,l, is
equivalent to {O(M) : O ∈ T } being dense for each M ∈ Gd,l.
It was shown by Peres and Shmerkin [64, Theorem 5] on the plane under the conditions
of Theorem 4.5 that dimH (ΠM(K)) = min {t, 1} for every line M . This was generalized
to higher dimensions by Hochman and Shmerkin [40, Corollary 1.7] for SS-IFS that sat-
isﬁes the SSC and the SSC was relaxed by Falconer and Jin [22, Corollary 5.2] to the
`strong variational principle'. We use the result of Hochman and Shmerkin and a dimen-
sion approximation method (Proposition 3.2) to deduce the same conclusion without any
separation condition.
Theorem 4.6. Let {Si}mi=1 be an SS-IFS with attractor K, let t = dimH(K), let U be
an open neighbourhood of K and assume that there exists M ∈ Gd,l such that the set
{O(M) : O ∈ T } is dense in Gd,l for some 1 ≤ l < d. Then dimH (g(K)) = min {t, l}
for every continuously diﬀerentiable map g : U −→ Rl such that rank(g′(x)) = l for some
x ∈ K.
39
We state a corollary of Theorem 4.6 which applies to g : U −→ Rd2 where d2 may be
greater than m.
Corollary 4.7. Let {Si}mi=1 be an SS-IFS with attractor K, let t = dimH(K), let U be
an open neighbourhood of K and assume that there exists M ∈ Gd,l such that the set
{O(M) : O ∈ T } is dense in Gd,l for some 1 ≤ l < d. If g : U −→ Rd2 is a continuously
diﬀerentiable map such that rank(g′(x)) = l for every x ∈ K and either of the following
conditions is satisﬁed
(i) g ∈ C∞,
(ii) t ≤ l
then dimH (g(K)) = min {t, l}.
The proofs of Theorem 4.6 and Corollary 4.7 are provided in Section 4.4.2.
In the planar case |T | = ∞ is equivalent to {O(M) : O ∈ T } being dense in G2,1 for
every M ∈ G2,1. Furthermore, it can be easily shown that in the planar case |T | = ∞
also implies that T contains a rotation of inﬁnite order. Hence the following result on the
plane is an immediate consequence of Theorem 4.5 and Theorem 4.6
Corollary 4.8. Let {Si}mi=1 be an SS-IFS in R2 with attractor K, let t = dimH(K), let
g : U −→ R be a continuously diﬀerentiable map where U is an open neighbourhood of
K and assume that |T | = ∞. Then Ht (g(K)) = 0. If g′ 6= 0 for some x ∈ K then
dimH (g(K)) = min {t, 1}.
Example 4.30 shows that in general |T | =∞ does not imply either the conclusion of
Theorem 4.6 or the conclusion of Theorem 4.5 in higher dimensions.
Example 4.32 shows that neither the conclusion of Theorem 4.6 nor the conclusion of
Theorem 4.5 necessarily remain true if we replace g with a Lipschitz function that is a
composition of an orthogonal projection and a bi-Lipschitz map.
In [35] Furstenberg introduces the deﬁnition of a `dimension conserving map'. If
f : A −→ Rd2 is a Lipschitz map where A ⊆ Rd we say that f is dimension conserving if,
for some δ ≥ 0,
δ + dimH
{
y ∈ f(A) : dimH(f−1(y)) ≥ δ
} ≥ dimH A (4.2)
with that convention that dimH(∅) = −∞ so that δ cannot be chosen too large. Fursten-
berg also introduces `mini- and micro-sets of a set', and a compact set is deﬁned to be
`homogeneous' if all of its micro-sets are also mini-sets. Furstenberg`s main theorem [35,
Theorem 6.2] states that the restriction of a linear map to a homogeneous compact set is
dimension conserving. He suggests that if K is a self-similar set, T has only one element
and the SSC is satisﬁed then K is homogeneous. One can show that K is homogeneous
even if T is ﬁnite and the SSC is satisﬁed. Thus for such K the restriction of any linear
map to K is dimension conserving even though, by Theorem 4.2, there must be a projec-
tion under which the dimension drops. Theorem 4.6 implies that if {O(M) : O ∈ T } is
dense in Gd,l where dimH K ≤ l, then the restriction of g to K is dimension conserving,
where g is a continuously diﬀerentiable map of rank l.
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4.2 Iterated function systems with ﬁnite transformation groups
In this section we deal with the case when T is ﬁnite. First, using a natural construction
of a GD-IFS we verify Theorem 4.1. Then we prove Theorem 4.2.
Proof of Theorem 4.1. We need to construct a directed graph G (V , E) and a GD-IFS
{Se : e ∈ E} that satisﬁes the theorem. Let V be the set {1, 2, . . . , q}. For i, j ∈ V
and for n ∈ I we draw a directed edge eni,j from i to j if Oi ◦ Tn = Oj. Then let
E = {eni,j : i, j ∈ V , n ∈ I, Oi ◦ Tn = Oj}.
For i, j ∈ V and n ∈ I such that Oi ◦ Tn = Oj, i.e. eni,j = e ∈ E , we write ve = veni,j =
L ◦Oi(vn), re = reni,j = rn and let Se : Rd2 −→ Rd2 be the map
Se(x) = Seni,j(x) = re · x+ ve (4.3)
Let {Se : e ∈ E} be the GD-IFS on the graph G (V , E). Since K =
⋃m
n=1 Sn(K), for i ∈ V ,
L (Oi(K)) =
m⋃
n=1
L ◦Oi ◦ Sn(K) =
m⋃
n=1
(rn · L ◦Oi ◦ Tn(K) + L ◦Oi(vn))
=
m⋃
n=1
⋃
j∈V,Oi◦Tn=Oj
(rn · L ◦Oj(K) + L ◦Oi(vn)) =
q⋃
j=1
⋃
e∈Ei,j
Se (L ◦Oj(K))
and this shows that the q-tuple (L ◦O1(K), . . . , L ◦Oq(K)) is the attractor of {Se : e ∈ E}.
Let us show that the graph G (V , E) is strongly connected. Let i, j ∈ V be arbitrary.
Then O−1i ◦Oj ∈ T and since T is generated by the transformations {Ti}mi=1 and each Ti
has ﬁnite order there exists i = (i1, . . . , ik) ∈ Ik such that Ti = Ti1 ◦ . . . ◦ Tik = O−1i ◦Oj.
Let j = (j1, . . . , jk, jk+1) ∈ Vk+1 be such that j1 = i and Ojn ◦ Tin = Ojn+1 for 1 ≤ n ≤ k.
This shows that there exists a k step directed path from i to j, that visits vertices
i = j1, . . . , jk, jk+1 = j in order. So the graph G (V , E) is strongly connected.
Let u = (1, . . . , 1)ᵀ ∈ Rq be the vector with each coordinate 1. For the GD-IFS
{Se : e ∈ E} the matrix A(s) is deﬁned as in (2.11) A(s)i,j =
∑
e∈Ei,j r
s
e, hence the ith coor-
dinate of the vector A(s)u is
(
A(s)u
)
i
=
q∑
j=1
A
(s)
i,j =
q∑
j=1
∑
e∈Ei,j
rse =
q∑
j=1
m∑
n=1
∑
eni,j∈Ei,j
rseni,j =
m∑
n=1
rsn = 1
using that s is the similarity dimension of the SS-IFS {Si}mi=1. So u is a non-negative,
non-zero eigenvector of the irreducible matrix A(s) with eigenvalue 1. Thus ρ(A(s)) = 1
by Corollary 2.46 and hence the similarity dimension of the GD-IFS {Se : e ∈ E} is s.
Let yi = Hs (L ◦Oi(K)) and yᵀ = (y1, . . . , yq). If the GD-IFS {Se : e ∈ E} does not
satisfy the OSC then Hs (L ◦O1(K)) = . . . = Hs (L ◦Oq(K)) = 0 by Theorem 2.43. If
the GD-IFS {Se : e ∈ E} satisﬁes the OSC then 0 < Hs(L ◦ Oi(K)) < ∞ for each i ∈ V
by Theorem 2.43, hence y ∈ Rq, y > 0 and by Remark 2.45 A(s)y = y. So y is a positive
scalar multiple of u by Theorem 2.44 (iv). So y = Hs (L ◦Oi(K)) · u for each i ∈ V and
hence Hs (L ◦O1(K)) = . . . = Hs (L ◦Oq(K)). 
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Theorem 4.2 states that we can always ﬁnd a projection such that the dimension drops
under the image of the projection. We show this by ﬁnding a projection where exact
overlapping occurs.
Proof of Theorem 4.2. We can assume that l = d − 1 because if M ∈ Gd,d−1 such that
dimH (ΠM(K)) < s and N is a subspace contained in M then ΠN = ΠN ◦ ΠM hence
dimH (ΠN(K)) < s. Let T = {O1, . . . , Oq} where q = |T | and let V = {1, 2, . . . , q}. We
may assume that T1 = T2 = IdRd because if we iterate the IFS q times then we obtain the
SS-IFS {Si : i ∈ Iq}. The similarity dimension of this new SS-IFS is s, the attractor of it
is K and the transformation group of it is a subgroup of T , hence is ﬁnite. Since q is the
order of T it follows that T q1 = T q2 = IdRd . So taking the new IFS, after relabeling, we
have that T1 = T2 = IdRd . We can further assume that r1 = r2 because if we iterate the
IFS, we obtain the SS-IFS {Si : i ∈ I2} and again the similarity dimension, the attractor
and the ﬁniteness of the transformation group do not change. Then r1 · r2 = r2 · r1,
T1 ◦ T2 = IdRd ◦ IdRd = T2 ◦ T1. So taking the new IFS, after relabeling, we have that
T1 = T2 = IdRd and r1 = r2.
So K1 = S1(K) is a translate of K2 = S2(K). Let v be the translation vector such
that K1 = K2 + v. Let M be the orthogonal direct complement of v (if v = 0 then
M ∈ Gd,d−1 can be arbitrary). Then ΠM(K1) = ΠM(K2). Let L = ΠM : Rd −→ Rd−1.
Then let G (V , E) be the graph, {Se : e ∈ E} be the GD-IFS that is constructed in the
proof of Theorem 4.1, and for i, j ∈ V and for n ∈ I such that Oi ◦ Tn = Oj, let eni,j be as
in the proof. Let i ∈ V be such that Oi = IdRd . Then e1i,i and e2i,i are loops in G (V , E)
and
Se1i,i(ΠM(K)) = r1 · ΠM(K) + ΠM(v1) = r1 · ΠM(K) + ΠM(v1 − v)
= r2 · ΠM(K) + ΠM(v2) = Se2i,i(ΠM(K)).
So if we take {Se : e ∈ E \ {e0}} with e0 = e2i,i then {Se : e ∈ E \ {e0}} is a strongly con-
nected GD-IFS with attractor (ΠM ◦O1(K), . . . ,ΠM ◦Oq(K)). So by Lemma 2.48 the
similarity dimension of {Se : e ∈ E \ {e0}} is strictly smaller than s. Hence dimH (ΠM(K)) <
s by Lemma 2.40. 
4.3 Hausdorﬀ measure of the orbits
In this section we deal with the general results when we have no restriction on T . Our
main aim is to prove Theorem 4.3. At the end of this section we conclude Corollary 4.4
from Theorem 4.3.
Proof of Theorem 4.3. By Proposition 2.33, Ht(K) <∞, hence K is a t-set as Ht(K) > 0
by assumption. Let ε > 0 be arbitrary. Let δ > 0 be such that for every linear map
L2 : Rd −→ Rd2 with ‖L− L2‖ < δ we have thatHt(L2(K)) ≤ Ht(L(K))+ε. Such a δ > 0
exists by Proposition 3.5. Let I∞ be the set provided by Proposition 3.3 for O−1 in place of
O and δ‖L‖ in place of δ. Then ‖O ◦ Ti − IdRd‖ = ‖Ti −O−1‖ < δ‖L‖ for every i ∈ I∞, hence
‖L ◦O ◦ Ti − L‖ ≤ ‖L‖ · ‖O ◦ Ti − IdRd‖ < δ. So Ht (L ◦O ◦ Ti(K)) ≤ Ht (L(K)) + ε for
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every i ∈ I∞, hence
Ht (L ◦O(Si(K))) = rti · Ht (L ◦O ◦ Ti(K)) ≤ rti ·
(Ht (L(K)) + ε) . (4.4)
Since K is a t-set we have by Remark 3.4 that∑
i∈I∞
rti = 1. (4.5)
It follows that∑
i∈I∞
Ht (L ◦O(Si(K))) ≤
∑
i∈I∞
rti ·
(Ht (L(K)) + ε) = Ht (L(K)) + ε
where we have used (4.4) and (4.5). Because Ht (L ◦O (K \ (⋃i∈I∞ Si(K)))) = 0 it
follows that Ht (L ◦O(K)) ≤ Ht (L(K)) + ε for all ε > 0. Hence Ht (L ◦O(K)) ≤
Ht (L(K)). Replacing L by L ◦ O and O by O−1, with the same argument we get that
Ht (L(K)) = Ht (L ◦O ◦O−1(K)) ≤ Ht (L ◦O(K)). Thus Ht (L ◦O(K)) = Ht (L(K))
and so (4.1) holds for A = K.
Let i ∈ Ik for some k ∈ N. Then
Ht (L ◦O(Ki)) = Ht (L ◦O(Si(K))) = Ht (L ◦O(ri · Ti(K) + vi))
= rti · Ht (L ◦O ◦ Ti(K)) =
Ht(Ki)
Ht(K) · H
t (L(K))
where we used (4.1) when A = K. So (4.1) holds for A = Ki, for each i ∈ Ik, k ∈ N.
Let J be the set provided by Lemma 3.16. For every k ∈ N let us denote the set
{i1 ∗ . . . ∗ ik : i1, . . . , ik ∈ J } by J k. For k ∈ N
Ht
K \
⋃
i∈J k
Ki
 = 0, (4.6)
thus
Ht(K) = Ht
⋃
i∈J k
Ki
 = ∑
i∈J k
Ht(Ki).
So ∑
i∈J k
Ht (L ◦O(Ki)) =
∑
i∈J k
Ht(Ki)
Ht(K) · H
t (L(K)) =
Ht(K)
Ht(K) · H
t (L(K))
= Ht (L ◦O(K)) = Ht
L ◦O
⋃
i∈J k
Ki

where we used (4.1) for A = Ki and for A = K. It follows that Ht (L ◦O(Ki ∩Kj)) = 0
for i, j ∈ J k, i 6= j. Hence (4.1) holds for A = ⋃i∈F Ki where F ⊆ J k.
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Using (4.6) and the countable subadditivity of measures it follows that
Ht
K \
 ∞⋂
k=1
⋃
i∈J k
Ki
 = 0. (4.7)
Assume that A ⊆ ⋂∞k=1⋃i∈J k Ki is compact, ε > 0 arbitrary and let
Fk =
⋃
i∈J k,Ki∩A 6=∅
Ki.
ThenK ⊇ F1 ⊇ F2 ⊇ . . . and A =
⋂∞
k=1 Fk. Thus there exists k such thatHt (Fk \ A) < ε.
Since (4.1) holds for Fk it follows that
Ht (L ◦O(A)) ≤ Ht (L ◦O(Fk)) = H
t(Fk)
Ht(K)H
t (L(K))
=
Ht(A) +Ht(Fk \ A)
Ht(K) H
t (L(K)) ≤ H
t(A) + ε
Ht(K) H
t (L(K))
(4.8)
and
Ht (L ◦O(A)) ≥ Ht (L ◦O(Fk))−Ht (L ◦O(Fk \ A))
≥ H
t(Fk)
Ht(K)H
t (L(K))− ‖L ◦O‖t · Ht (Fk \ A)
≥ H
t(A)
Ht(K)H
t (L(K))− ‖L‖t · ε.
(4.9)
Since ε > 0 is arbitrary (4.1) holds for compact A ⊆ ⋂∞k=1⋃i∈J k Ki.
Now assume that A is any Ht-measurable set and ε > 0 is arbitrary. By (4.7)
Ht
A⋂
 ∞⋂
k=1
⋃
i∈J k
Ki
 = Ht(A).
Hence we can ﬁnd a compact F ⊆ A⋂(⋂∞k=1⋃i∈J k Ki) ⊆ A such that Ht(A \ F ) < ε.
Since (4.1) holds for F it follows that
Ht (L ◦O(A)) ≥ Ht (L ◦O(F )) = H
t(F )
Ht(K)H
t (L(K))
=
Ht(A)−Ht(A \ F )
Ht(K) H
t (L(K)) ≥ H
t(A)− ε
Ht(K) H
t (L(K))
(4.10)
and
Ht (L ◦O(A)) ≤ Ht (L ◦O(F )) +Ht (L ◦O(A \ F ))
≤ H
t(F )
Ht(K)H
t (L(K)) + ‖L ◦O‖t · Ht (A \ F )
≤ H
t(A)
Ht(K)H
t (L(K)) + ‖L‖t · ε.
(4.11)
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Since ε > 0 is arbitrary (4.1) holds for every Ht-measurable A.
Now let A ⊆ K be arbitrary and let B be a Ht-measurable hull of A such that
A ⊆ B ⊆ K. By virtue of Lemma 2.4 and applying (4.1) to B we get that (4.1) holds for
A. 
Proof of Corollary 4.4. If Ht(K) = 0 then the statement is trivial, so we can assume that
Ht(K) > 0. Since B ⊆ (K \ A) ∪ (A ∩ B) and Ht (A ∩B) = 0 it is enough to show that
Ht (L(A) ∩ L(K \ A)) = 0. By Theorem 4.3
Ht (L(K)) = Ht (L(A) ∪ L(K \ A))
= Ht (L(A)) +Ht (L(K \ A))−Ht (L(A) ∩ L(K \ A))
=
Ht(A)
Ht(K)H
t (L(K)) +
Ht(K \ A)
Ht(K) H
t (L(K))−Ht (L(A) ∩ L(K \ A))
= Ht (L(K))−Ht (L(A) ∩ L(K \ A)) .
Hence Ht (L(A) ∩ L(K \ A)) = 0 since Ht (L(K)) <∞ by Proposition 2.33. 
4.4 Transformation groups of dense orbits
This section deals with the situation where the action of the transformation group T has
a dense orbit in the Grassmann manifold Gd,l. We split the section into two parts, one
that handles the Hausdorﬀ measure images under diﬀerentiable mappings and the other
that deals with their Hausdorﬀ dimension.
4.4.1 Hausdorﬀ measure
In this section our main goal is to prove Theorem 4.5. First we show that under the
assumptions of Theorem 4.5 every linear image ofK is of zero measure. Then we generalise
this for continuously diﬀerentiable maps.
Lemma 4.9. Let G be a closed subset of Od, let K ⊆ Rd be a compact set, L : Rd −→ Rd2
be a linear map and c > 0 be such that Ht∞ (L ◦O(K)) < c for every O ∈ G. Then there
exists ζ > 0 such that for every O ∈ G there exists a ﬁnite open cover U of L ◦O(K) such
that
∑
U∈U diam(U)
t < c and minU∈U diam(U) > ζ.
Proof. For every O ∈ G we can ﬁnd a ﬁnite open cover UO of L ◦ O(K) and 0 < εO < 12
such that
∑
U∈UO diam(U)
t · (1 + 2εO)t < c. Let ζO = minU∈UO diam(U) > 0 and Û be the
ζO · εO-neigbourhood of U for each U ∈ UO. We can ﬁnd δO > 0 such that if O2 ∈ Od and
‖O −O2‖ < δO then L ◦ O2(K) is contained in the ζO · εO-neighbourhood of L ◦ O(K),
hence L ◦ O2(K) is covered by
{
Û : U ∈ UO
}
. Then
{
Û : U ∈ UO
}
is an open cover of
L ◦O2(K), ∑
U∈UO
diam(Û)t ≤
∑
U∈UO
diam(U)t · (1 + 2εO)t < c
and minU∈UO diam(Û) > ζO.
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As G is compact, we can ﬁnd ﬁnitely many orthogonal transformations O1, . . . , On ∈ G
such that for every O ∈ G there exists i ∈ {1, . . . , n} with ‖Oi −O‖ < δOi . Hence
ζ = min1≤i≤n ζOi satisﬁes the statement.
Recall that for r ∈ R, r > 0 and H ⊆ Rd we denote the r-neigbourhood of H by
B(H, r), i.e. B(H, r) =
{
x ∈ Rd : ∃y ∈ H, ‖x− y‖ < r}.
Proposition 4.10. Let {Si}mi=1 be an SS-IFS with attractor K, let t = dimH(K) and
L : Rd −→ Rd2 be a linear map with rank(L) = l. If 1 ≤ l < d and there exists M ∈ Gd,l
such that the set {O(M) : O ∈ T } is dense in Gd,l then Ht (L(K)) = 0.
We ﬁrst show that there exist two words a and b and O0 ∈ Od such that L ◦O0(Ka) and
L ◦ O0(Kb) have very large overlap. Then we use a variant of Proposition 3.3 to show
that, due to self-similarity, this remains valid at all scales. Finally we conclude that due
to these overlaps the measure must collapse.
Proof. It holds in general that Ht(H) = 0 if and only if Ht∞(H) = 0. Hence it is
enough to show that Ht∞ (L(K)) = 0. We can assume that Ht (K) > 0 otherwise the
statement is trivial. By Proposition 2.33 Ht (K) <∞, hence K is a t-set. It follows that
Ht (L(K)) <∞ and by Theorem 4.3 and Proposition 3.5
Ht∞ (L(K)) = Ht (L(K)) = Ht (L ◦O0(K)) = Ht∞ (L ◦O0(K))
for every O0 ∈ T . Let ε > 0 be arbitrary, G = T , c = Ht∞ (L(K)) + ε and ζ > 0 be the ζ
provided by Lemma 4.9. We can ﬁnd δ > 0 such that for every linear map L2 : Rd −→ Rd
such that ‖IdRd − L2‖ < δ we have that L2(K) ⊆ B (K, εζ). By Proposition 3.3 we can
ﬁnd i1, i2 ∈
⋃∞
k=1 Ik such that Ki1 ∩Ki2 = ∅ and ‖Ti1 − IdRd‖ < δ4 , ‖Ti2 − IdRd‖ < δ4 . Let
a = i1 ∗ i2 and b = i2 ∗ i1. Then ‖Ta − IdRd‖ < δ2 , ‖Tb − IdRd‖ < δ2 , Ka ∩ Kb = ∅ and
ra = rb. Let v = Sb(0) − Sa(0) and O0 ∈ T such that L ◦ O0(v) = 0. We can choose
such an O0 by Lemma 2.60. We can ﬁnd δ2 > 0 such that if ‖L ◦O0 − L2‖ < δ2 then
‖L2(v)‖ < raεζ.
We can apply Proposition 3.20 with min
{
δ
2
, δ2‖L‖
}
replacing δ, a replacing i1, b replacing
i2, n = 2 and O = IdRd to obtain I∞ ⊆
⋃∞
k=1 Ik such that ‖Ti − IdRd‖ < min
{
δ
2
, δ2‖L‖
}
for
all i ∈ I∞, with
⋃
i∈I∞ (Ki∗a ∪Ki∗b) a disjoint union andHt
(
K \ (⋃i∈I∞ (Ki∗a ∪Ki∗b))) =
0.
So ‖Ti ◦ Ta − IdRd‖ < δ and ‖Ti ◦ Tb − IdRd‖ < δ, hence Ti ◦ Ta(K) ⊆ B(K, εζ) and
Ti ◦ Tb(K) ⊆ B(K, εζ). Thus
riraTi ◦ Ta(K) ∪ rirbTi ◦ Tb(K) ⊆ B(riraK, riraεζ)
since ra = rb. Hence
O0 ◦ Si∗a(K) ⊆ B (riraO0(K) +O0 ◦ Si∗a(0), riraεζ)
and
O0 ◦ Si∗b(K) ⊆ B (riraO0(K) +O0 ◦ Si∗b(0), riraεζ) .
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Hence
L ◦O0 ◦ Si∗a(K) ⊆ B (riraL ◦O0(K) + L ◦O0 ◦ Si∗a(0), ‖L‖ riraεζ)
and
L ◦O0 ◦ Si∗b(K) ⊆ B (riraL ◦O0(K) + L ◦O0 ◦ Si∗a(0) + L ◦O0 ◦ riTi(v), ‖L‖ riraεζ) .
By the choice of δ2 we have ‖L ◦O0 ◦ riTi(v)‖ < riraεζ. Hence
L◦O0◦Si∗a(K)∪L◦O0◦Si∗b(K) ⊆ B (riraL ◦O0(K) + L ◦O0 ◦ Si∗a(0), (‖L‖+ 1)riraεζ) .
By the choice of ζ there exists an open cover U of L◦O0(K) such that
∑
U∈U diam(U)
t <
Ht∞ (L(K)) + ε and minU∈U diam(U) > ζ. Let Û = B (U, (‖L‖+ 1)εζ) for each U ∈
U and A =
{
riraÛ + L ◦O0 ◦ Si∗a(0) : U ∈ U , i ∈ I∞
}
. Then A is an open cover of
L ◦O0
(⋃
i∈I∞ (Ki∗a ∪Ki∗b)
)
.
BecauseK is a t-set it follows in a similar way to Remark 3.4 that
∑
i∈I∞ r
t
i(r
t
a+r
t
b) = 1,
hence
∑
i∈I∞ r
t
i(r
t
a) =
1
2
because ra = rb. Thus∑
A∈A
diam(A)t ≤
∑
U∈U
∑
i∈I∞
rtir
t
a (diam(U) + 2(‖L‖+ 1)εζ)t
≤
∑
U∈U
∑
i∈I∞
rtir
t
adiam(U)
t (1 + 2(‖L‖+ 1)ε)t
=
∑
U∈U
1
2
diam(U)t (1 + 2(‖L‖+ 1)ε)t
≤ 1
2
(Ht∞ (L(K)) + ε) (1 + 2(‖L‖+ 1)ε)t .
Because Ht (K \ (⋃i∈I∞ (Ki∗a ∪Ki∗b))) = 0 it follows that
Ht∞
(
L ◦O0
(
K \
( ⋃
i∈I∞
(Ki∗a ∪Ki∗b)
)))
= 0.
Hence
Ht∞ (L ◦O0(K)) ≤
1
2
(Ht∞ (L(K)) + ε) (1 + 2(‖L‖+ 1)ε)t .
Since this is true for all ε > 0 it follows that
Ht∞ (L(K)) = Ht∞ (L ◦O0(K)) ≤
1
2
· Ht∞ (L(K)) .
Thus Ht∞ (L(K)) = 0.
Corollary 4.11. Let {Si}mi=1 be an SS-IFS with attractor K, let t = dimH(K) and let
L : Rd −→ Rd2 be a linear map with rank(L) ≤ l. If 1 ≤ l < d and there exists M ∈ Gd,l
such that the set {O(M) : O ∈ T } is dense in Gd,l then Ht (L(K)) = 0.
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Proof. If L : Rd −→ Rd2 is a linear map of rank k and k ≤ l < d then dim Ker(L) = d−k.
Let N ∈ Gd,d−l such that N ⊆ Ker(L). Then L = L ◦ ΠN⊥ . It follows from Proposition
4.10 that Ht (ΠN⊥(K)) = 0. Hence Ht (L(K)) = 0.
Lemma 4.12. Let K ⊆ Rd be a compact set and c,M > 0 be constants such that
Ht∞ (L(K)) < c for every linear map L : Rd −→ Rd2 with ‖L‖ ≤ M . Then there ex-
ists ζ > 0 such that for every linear map L : Rd −→ Rd2 with ‖L‖ ≤ M there exists a
ﬁnite open cover U of L(K) such that ∑U∈U diam(U)t < c and minU∈U diam(U) > ζ.
Lemma 4.12 can be proved similarly to Lemma 4.9 due the fact that the unit ball of
the set of linear maps between two ﬁnite dimensional Euclidean spaces is compact.
Lemma 4.13. Let K ⊆ Rd be a compact set, let U be a neighbourhood of K and let
g : U −→ Rd2 be a continuously diﬀerentiable map. Then for every ζ > 0 there exists
δ > 0 such if x, y ∈ K with ‖y − x‖ < δ then ‖g(y)− g(x)− g′(x) · (y − x)‖ ≤ ζ ·‖y − x‖.
Lemma 4.13 follows from [9, Exercise 7(c).3] and the fact that g is continuously dif-
ferentiable on the compact set K.
Proof of Theorem 4.5. We can assume that Ht (K) > 0 otherwise the statement is trivial
since g is a Lipschitz map. By Proposition 2.33 Ht (K) <∞ and hence K is a t-set. Let
ε > 0 be ﬁxed.
Let x0 ∈ K be arbitrary. It follows from Corollary 4.11 that
Ht∞ (g′(Si(x0)) ◦ Ti(K)) = Ht (g′(Si(x0)) ◦ Ti(K)) = 0.
Let c = ε and M = sup {‖g′(x)‖ : x ∈ K} < ∞, then let ζ > 0 be the ζ provided
by Lemma 4.12. Hence for every i ∈ ⋃∞k=1 Ik there exists a ﬁnite open cover Ui of
g′(Si(x0)) ◦ Ti(K) such that ∑
U∈Ui
diam(U)t < ε (4.12)
and minU∈Ui diam(U) > ζ.
By Lemma 4.13 we can ﬁnd δ > 0 such that∥∥∥∥∥g(y)− g(x)− g′(x) · (y − x)
∥∥∥∥∥ ≤ ζ/2 · ‖y − x‖
for x, y ∈ K such that ‖y − x‖ < δ. By Lemma 3.16 and Remark 3.17 we can ﬁnd
J ⊆ ⋃∞k=1 Ik such that Ki ∩Kj = ∅ for i, j ∈ J , i 6= j and diam(Ki) < δ for every i ∈ J
and
Ht
(
K \
(⋃
i∈J
Ki
))
= 0. (4.13)
Similarly to Remark 3.4 it follows that∑
i∈J
rti = 1. (4.14)
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For every y ∈ K we have that ‖Si(y)− Si(x0)‖ ≤ diam(Ki) < δ and hence by the
choice of δ it follows that∥∥∥∥∥g (Si(y))− g (Si(x0))− g′ (Si(x0)) · (Si(y)− Si(x0))
∥∥∥∥∥
≤ ζ/2 · ‖Si(y)− Si(x0)‖ ≤ ζ/2ridiam(K).
Thus
g (Si(y)) ∈ B
(
g′ (Si(x0)) (Si(K))+g (Si(x0))−g′ (Si(x0))·(Si(x0)) , ζridiam(K)
)
. (4.15)
Since Ui is an open cover of g′(Si(x0)) ◦ Ti(K) it follows from (4.15) that{
B
(
riU + g
′ (Si(x0)) · g (Si(0)) + g (Si(x0))− g′ (Si(x0)) · (Si(x0)) , ζridiam(K)
)
: U ∈ Ui
}
is an open cover of g (Si(K)). We have that
diam
(
B
(
riU + g
′ (Si(x0)) · g (Si(0)) + g (Si(x0))− g′ (Si(x0)) · (Si(x0)) , ζridiam(K)
))
≤ diam
(
B (ri · U, ζridiam(K))
)
≤ ri (diam(U) + 2ζdiam(K)) (4.16)
≤ ridiam(U) (1 + 2diam(K)) .
Since g is a Lipschitz map it follows from (4.13) that
Ht∞
(
g
(
K \
(⋃
i∈J
Ki
)))
= 0.
Hence by (4.16)
Ht∞ (g(K)) ≤
∑
i∈J
∑
U∈Ui
rtidiam(U)
t (1 + 2diam(K))t
≤ (1 + 2diam(K))t
∑
i∈J
rti
∑
U∈Ui
diam(U)t < (1 + 2diam(K))t ε
where we used (4.12) and (4.14). Since this is true for every ε > 0 it follows that
Ht∞ (g(K)) = 0 and hence Ht (g(K)) = 0. 
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4.4.2 Hausdorﬀ dimension
In this section we prove Theorem 4.6 and Corollary 4.7. We derive Theorem 4.6 from [40,
Corollary 1.7] and Proposition 3.2. Finally we conclude Corollary 4.7 from Theorem 4.6.
Proof of Theorem 4.6. The upper bound dimH (g(K)) ≤ min {t, l} follows since g is a
Lipschitz map on K.
First assume that rank(g′(x)) = l holds for every x ∈ U . By Proposition 3.2, for
all ε > 0 there exists an SS-IFS
{
Ŝi
}m̂
i=1
that satisﬁes the SSC with attractor K̂ such
that K̂ ⊆ K, dimH K − ε < dimH K̂ and for the transformation group T̂ of
{
Ŝi
}m̂
i=1
we have that
{
O(M) : O ∈ T̂
}
is dense in Gd,l. By [40, Corollary 1.7] dimH
(
g(K̂)
)
=
min
{
dimH K̂, l
}
. Hence
dimH (g(K)) ≥ dimH
(
g(K̂)
)
= min
{
dimH K̂, l
}
≥ min {dimH K − ε, l} .
So dimH (g(K)) ≥ min {t− ε, l} for all ε > 0 and hence dimH (g(K)) = min {t, l}.
In the general case there exists x ∈ K such that rank(g′(x)) = l so there exists
an open neighbourhood V of x such that rank(g′(y)) = l for every y ∈ V . For large
enough k there exists i ∈ Ik such that Ki ⊆ V . Then Ki is the attractor of the SS-IFS{
Si ◦ Sj ◦ S−1i
}m
j=1
and {O(M) : O ∈ Ti} is dense in Gd,l where Ti is the transformation
group of
{
Si ◦ Sj ◦ S−1i
}m
j=1
. Thus we can assume that rank(g′(x)) = l holds for every
x ∈ U . 
Proposition 4.14. Let U ⊆ Rd be an open set, let K ⊆ U and let g : U −→ Rd2
be an inﬁnitely diﬀerentiable map such that rank(g′(x)) ≤ l for every x ∈ K. Then
dimH (g(K)) ≤ l.
Proposition 4.14 follows from from [27, Theorem 3.4.3]
Proof of Corollary 4.7. Let g(y) = (g1(y), . . . , gd2(y)) and set an arbitrary point x ∈ K.
Since rank(g′(x)) = l it follows that there are l coordinate indices 1 ≤ j1 ≤ . . . ≤ jl ≤ d2
such that the vectors g′j1(x), . . . , g
′
jl
(x) are linearly independent. Let P : Rd2 −→ Rl be
the projection P (y) = (yj1 , . . . , yjl) and f : U −→ Rl be f(y) = P ◦ g(y). Note that P
and hence f may depend on x. Then the conditions of Theorem 4.6 are satisﬁed for f in
place of g. Thus dimH P ◦ g(K) = min {t, l} and hence dimH g(K) ≥ min {t, l}.
The upper bound in case i) follows by Proposition 4.14. The upper bound in case ii)
follows since g is a Lipschitz map on K and hence dimH g(K) ≤ t = min {t, l}.
4.5 On the dense orbit condition
This section makes some observations about the dense orbit condition.
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Deﬁnition 4.15. For an SS-IFS in Rd and for 1 ≤ l < d let P (d, l) be the property that
there exists M ∈ Gd,l such that the set {O(M) : O ∈ T } is dense in Gd,l.
We show that in two and three dimensions P (d, l) is equivalent to T = SOd orOd. On
the other hand, we provide an example in R4 such that P (4, 1) and P (4, 3) are satisﬁed
but P (4, 2) is not satisﬁed and T is a proper subgroup of SO4.
Recall that forM ∈ Gd,l the (d− l)-dimensional planeM⊥ ∈ Gd,(d−l) is the orthogonal
direct complement of M . It is easy to see that {O(M) : O ∈ T } is dense in Gd,l if and
only if
{
O(M⊥) : O ∈ T } is dense in Gd,(d−l), which we state in the following proposition.
Proposition 4.16. Let {Si}mi=1 be an SS-IFS in Rd and 1 ≤ l < d. Then
P (d, l)⇐⇒ P (d, d− l).
If P (2, 1) holds in the plane then T contains a rotation of arbitrary small angle, hence
the following proposition.
Proposition 4.17. Let {Si}mi=1 be an SS-IFS in R2. Then
P (2, 1)⇐⇒ |T | =∞⇐⇒ T = SO2 orO2.
Moreover, one can even show that in the plane |T | = ∞ implies that T contains a
rotation of inﬁnite order.
A topological group G is called a Lie group if G is also a smooth manifold such that
the multiplication map and the inverse map are smooth maps. We write dimG for the
manifold dimension of G.
Theorem 4.18. Let G be a Lie group and H ⊆ G be a closed subgroup. Then H is also
a Lie group.
For the proof see [69, Theorem 6.9].
Theorem 4.19. SOd is a connected Lie group with dimSOd = d(d− 1)/2.
For details see [58, Lemma 1.4] and the preceding remarks.
Lemma 4.20. If G is a closed subgroup of Od and dimG = d(d−1)/2 then either G = SOd
or G = Od.
Proof. Clearly G ∩ SOd is a closed subgroup of SOd and by Theorem 4.18 G ∩ SOd is
a smooth manifold around IdRd of dimension d(d − 1)/2. Hence G ∩ SOd contains a
neighbourhood of IdRd in SOd. Thus G ∩ SOd contains every rotation by suﬃciently
small angles and so it contains every rotation, i.e. G ∩ SOd = SOd. Hence the statement
follows.
Proposition 4.21. Let G be a closed subgroup of SOd where d 6= 4 and d 6= 8. If
(d − 1)(d − 2)/2 < dimG ≤ d(d − 1)/2 then G = SOd. If dimG = d(d − 1)/2 then G is
conjugate to the standard SO(d−1).
51
For the details of the proof see [59, Theorem B]
Corollary 4.22. If G is a closed subgroup of O3 and G 6= SO3 orO3 then either dimG = 1
or G is discrete.
Proof. Clearly G∩SO3 is a closed subgroup of SO3 hence dimG∩SO3 ≤ 1 by Proposition
4.21 and so dimG = 1 or G is discrete.
Here is the analogue of Proposition 4.17 in R3.
Proposition 4.23. Let {Si}mi=1 be an SS-IFS in R3.Then
P (3, l)⇐⇒ T = SO3 orO3
for l ∈ {1, 2}. In particular,
P (3, 1)⇐⇒ P (3, 2).
Proof. Clearly if T = SO3 orO3 then P (3, l) is satisﬁed. Assume that the action of T is
transitive on G3,l (l = 1 or l = 2). It follows by Theorem 4.18 that T is a Lie subgroup of
O3. The action of T is smooth on G3,l because the action of O3 is smooth on G3,l. Note
that dimG3,l = l · (3 − l) = 2 for both l = 1 and l = 2. Hence dim T ≥ dimG3,l = 2
because T acts transitively and smoothly on G3,l. Then T = SO3 orO3 by Corollary
4.22.
In the case of d = 2 or d = 3 P (d, l) is equivalent to T = SOd orOd. One might
wonder if this is so for all d. However, in R4 it is not case.
Remark 4.24. LetH ∼= R4 denote the Hamilton quaternions and letQ = {q ∈ H : ‖q‖ = 1}.
Then for every q ∈ Q the map x −→ qx in H is an orthogonal transformation of R4.
Hence Q is a closed subgroup of SO4, thus by Theorem 4.18 Q is a Lie group. Since Q
acts transitively on Q by left multiplication it follows that Q acts transitively on G4,1.
By Proposition 4.16 Q acts transitively on G4,3 too. However, Q cannot act transitively
on G4,2. Assume that Q acts transitively on G4,2. Then dimQ ≥ dimG4,2 = 4 is a
contradiction because dimQ = 3 as the unit sphere in R4.
Theorem 4.25. There exists a group homomorphism ϕ : Q −→ SO3 which is also a
diﬀeomorphism such that Imϕ = SO3 and Kerϕ = {1,−1}.
For details see [46, Section 5].
Proposition 4.26. There exist T1, T2, T3 ∈ Q such that the group generated by T1, T2
and T3 is dense in Q.
Proof. By Lemma 2.61 there exist O1, O2 ∈ SO3 such that the closure of the group
generated by O1 and O2 is SO3. Let ϕ be as in Theorem 4.25, let T1 ∈ ϕ−1(O1), T2 ∈
ϕ−1(O2) and T3 = −1. Then the statement follows by Theorem 4.25.
Example 4.27. There exists an SS-IFS {Si}3i=1 in R4 such that P (4, 1) and P (4, 3) are
satisﬁed but P (4, 2) is not satisﬁed and T is a proper subgroup of SO4. Let T1, T2, T3 ∈ Q
be as in Proposition 4.26 and let Si(x) = rTi(x) + vi (i = 1, 2, 3) where we choose vi so
that the Si have diﬀerent ﬁxed points. Then T = Q, so P (4, 1) and P (4, 3) are satisﬁed
but P (4, 2) is not satisﬁed and T is a proper subgroup of SO4 by Remark 4.24. The
attractor K of the SS-IFS {Si}3i=1 is not contained in any aﬃne hyperplane.
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4.6 Examples and questions
In this section we raise some open questions and provide some examples.
If the Hausdorﬀ dimension coincides with the similarity dimension and |T | <∞ then
by Theorem 4.2 there must be at least one projection where the dimension drops. The
following example is very well-known and shows that it is possible to have a projection of
positive measure when |T | <∞.
Example 4.28. For 0 < t ≤ log 3/ log 2 the t-dimensional Sierpinski triangle is the attrac-
tor of the SS-IFS that contains three homotheties which map an equilateral triangle into
itself ﬁxing the corners with similarity ratio r = 3−1/t. Then |T | = 1 and Ht (ΠM(K)) > 0
if t ≤ 1 where M is a line parallel to one of the sides of the triangle.
Question 4.29. Is it true that if |T | < ∞ and t ≤ l < d then we can always ﬁnd l-
dimensional subspaces M1 and M2 such that Ht (ΠM1(K)) > 0 and dimH (ΠM2(K)) < t?
Theorem 4.5 shows that if {O(M) : O ∈ T } is dense in Gd,l for some M ∈ Gd,l then
every projection is of zero measure, on the other hand Theorem 4.6 shows that there is no
projection where the dimension drops. Example 4.30 shows that |T | = ∞ is not enough
to imply either of these results.
Example 4.30. There exists a self-similar set K ⊆ R4 with t = dimH (K) such that
|T | = ∞ and there exist three diﬀerent orthogonal projections onto lines P1, P2, P3 with
the following properties: t = dimH (P1(K)) and Ht (P1(K)) = 0, Ht (P2(K)) > 0 and
dimH (P3(K)) < t. Let T1 : R2 −→ R2 be a rotation around the origin by angle α · pi for
some α /∈ Q and let T : R2×R2 −→ R2×R2 be deﬁned as T (x, y) = (T1(x), y) for x, y ∈ R2.
Let r ≤ 1
3
and v1,i ∈ R2 for i = 1, 2, 3 be such that the SS-IFS {r · T1(x) + v1,i}3i=1 satisﬁes
the SSC with attractor K1. Let v2,i ∈ R2 for i = 1, 2, 3 be such that the attractor of
the SS-IFS {r · IdR2(x) + v2,i}3i=1 is the log(3)log(r−1) -dimensional Sierpinski triangle K2. Set
vi = (v1,i, v2,i) ∈ R2 × R2, Si(z) = r · T (z) + vi for z ∈ R2 × R2, i = 1, 2, 3 and let
K be the attractor of the SS-IFS {Si}3i=1. Then {Si}3i=1 satisﬁes the SSC, hence t =
dimH K = dimH K1 = dimH K2 =
log(3)
log(r−1) . Let M1 = R
2 × (0, 0), let L1 ⊆ M1 be any
line, M2 = (0, 0) × R2 and L2 = (0, 0) × R × (0). One can show that ΠM1(K) = K1,
thus P1(K) = ΠL1(K) = ΠL1 ◦ ΠM1(K) = ΠL1(K1) and hence by Theorem 4.6 and
Theorem 4.5 dimH (ΠL1(K)) = t and Ht (ΠL1(K)) = 0. On the other hand ΠM2(K) =
K2, thus P2(K) = ΠL2(K) = ΠL2 ◦ ΠM2(K) = ΠL2(K2) and hence Ht (ΠL2(K)) > 0.
Finally by Theorem 4.2 there exists a line L3 ⊆ M2 such that dimH (ΠL3(K2)) < t
and hence dimH (ΠL3(K)) < t. The transformation group T of {Si}3i=1 is inﬁnite, but
{O(L) : O ∈ T } is not dense in G4,1 for any L ∈ G4,1 and K is not contained in any aﬃne
hyperplane.
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One can ask the question whether the converse of Proposition 4.10 and Theorem 4.6
holds? Or is there an example of an SS-IFS such that T is inﬁnite, dimH (ΠN(K)) = t
and Ht (ΠN(K)) = 0 for every N ∈ Gd,l, but {O(M) : O ∈ T } is not dense in Gd,l for any
M ∈ Gd,l and Ht(K) > 0? In the next example we this answer question.
Example 4.31. There exists an SS-IFS {Si}3i=1 in R4 with attractorK such that dimH K =
t, T is inﬁnite, dimH (ΠN(K)) = t and Ht (ΠN(K)) = 0 for every N ∈ G4,2, but
{O(M) : O ∈ T } is not dense in G4,2 for any M ∈ G4,2 and Ht(K) > 0. In Example
4.27 let us choose r ≤ 1/3 and vi such that {Si}3i=1 satisﬁes the SSC. Then 0 < t ≤ 1.
Let N ∈ G4,2, A ⊆ N ⊆ B, A ∈ G4,1, B ∈ G4,3. By Theorem 4.6 dimH (ΠA(K)) = t,
hence dimH (ΠN(K)) = t since ΠA ◦ ΠN = ΠA. By Theorem 4.5 Ht (ΠB(K)) = 0, hence
Ht (ΠN(K)) = 0 since ΠN ◦ ΠB = ΠN .
The following example shows that we cannot replace g with a Lipschitz function in
Theorem 4.6 and Theorem 4.5.
Example 4.32. Let t ≤ 1 and {Si}3i=1 be an SS-IFS in R2 such that S1 and S2 are
two maps from the usual SS-IFS of the t-dimensional Sierpinski triangle and we slightly
modify the orthogonal part of the third map so that T3 is a rotation of a small angle α ·pi
for some α /∈ Q. Let K be the attractor of {Si}3i=1 and K̂ be the t-dimensional Sierpinski
triangle. Then one can show that the natural bijection f between K and K̂ is a bi-
Lipschitz function. Then the assumptions of Theorem 4.5 holds for {Si}3i=1 and l = 1 but
there exist lines M1 and M2 such that Ht (ΠM1(f(K))) > 0 and dimH (ΠM2(f(K))) < t.
The two following examples show that the assumption Ht(K) > 0 where t = dimH K
is weaker than the OSC.
Example 4.33. There exists a self-similar set K̂ ⊆ R such that no SS-IFS with attractor
K̂ satisﬁes the OSC but 0 < Ht(K̂) <∞ where t = dimH K̂.
Let 0 < r < 1
3
and g = 1−3r
2
. We ﬁrst deﬁne an SS-IFS as follows (see Figure 1):
S1(x) = r · x, S2(x) = r · x + r + g and S3(x) = r · x + 2r + 2g. We denote by K the
attractor of {Si}3i=1. Since {Si}3i=1 satisﬁes the OSC it follows that 0 < Ht(K) < ∞
where t = dimH K. The set K̂ = K \ S3(K) = S1(K) ∪ S2(K) is also a self similar set,
namely it is the attractor of an SS-IFS containing the following four maps: Ŝ1(x) = S1(x),
Ŝ2(x) = S1(x) + r(r + g), Ŝ3(x) = S2(x) and Ŝ4(x) = S2(x) + r(r + g). We have that
0 < Ht(K̂) <∞.
Let F (x) = ±a · x + b a contractive similarity such that F (K̂) ⊆ K̂. We show that
a = rn for some positive integer n. We call the length of the longest bounded component
of the complement of a compact set the largest gap.
First assume that r ≤ a < 1. The largest gap of K̂ is g and the largest gap of F (K̂)
is ag < g. The distance between S1(K) and S2(K) is g hence either F (K̂) ⊆ S1(K)
or F (K̂) ⊆ S2(K). For simplicity assume that F (K̂) ⊆ S1(K), the proof goes similarly
in the case F (K̂) ⊆ S2(K). The largest gap of F ◦ S1(K) is arg < rg. The smallest
distance between the sets S1 ◦ S1(K), S1 ◦ S2(K) and S1 ◦ S3(K) is rg. Hence either
F ◦ S1(K) ⊆ S1 ◦ S1(K) or F ◦ S1(K) ⊆ S1 ◦ S2(K) or F ◦ S1(K) ⊆ S1 ◦ S3(K). Thus
ar ≤ rr and so a ≤ r. Since we assumed r ≤ a < 1 it follows that a = r.
54
Now assume that rn ≤ a < rn−1 for some positive integer n. As above we can show that
F (K̂) ⊆ Si(K) for some i ∈ {1, 2, 3}n and F ◦ S1(K) ⊆ Si ◦ Sj(K) for some j ∈ {1, 2, 3}.
Hence a = rn.
Since F (K̂) ⊆ Si(K) for some i ∈ {1, 2, 3}n and a = rn it follows that either
F (K̂) = Si ◦ S1(K) ∪ Si ◦ S2(K) orF (K̂) = Si ◦ S2(K) ∪ Si ◦ S3(K) (4.17)
because the largest gap of F (K̂) and one of the largest gaps of Si(K) must coincide. If
you read these lines please send me, the author, an email. If you are the ﬁrst to do this I
will buy you a beer. I just wonder whether anyone ever reads it.
Let {Fi}mi=1 be an SS-IFS with attractor K̂. Without the loss of generality we can
assume that the similarity ratio rn of F1(x) is the smallest of the similarity ratios of
the maps Fi. By (4.17) and the minimality of rn there exists j ∈ {1, . . . ,m} such that
Si(K)\F1(K̂) ⊆ Fj(K̂) and either F1(K̂)∩Fj(K̂) = F1(K̂) or F1(K̂)∩Fj(K̂) = Si◦S2(K).
Thus Ht
(
F1(K̂) ∩ Fj(K̂)
)
> 0 and so {Fi}mi=1 cannot satisfy the OSC.
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Figure 1. Figure 2.
Example 4.34. Let T be a rotation around the origin by angle α ∈ [0, 2pi). There exists
a self-similar set K̂ ⊆ R2 such that no SS-IFS with attractor K̂ satisﬁes the OSC but
0 < Ht(K̂) < ∞ where t = dimH K̂ and there exists an SS-IFS with attractor K̂ such
that the transformation group of the SS-IFS is generated by T .
Let 0 < r < 2
3
and g = 1 − 3r. We deﬁne an SS-IFS in R2 as follows (see Figure 2):
S1(x) = rT (x)+(−g−2r, 0), S2(x) = rT (x) and S3(x) = rT (x)+(g+2r, 0). We denote by
K the attractor of {Si}3i=1. Since {Si}3i=1 satisﬁes the OSC it follows that 0 < Ht(K) <∞
where t = dimH K. The set K̂ = K \ S3(K) = S1(K) ∪ S2(K) is also a self-similar set,
namely it is the attractor of an SS-IFS containing the following four maps: Ŝ1(x) = S1(x),
Ŝ2(x) = S1 (x+ (g + 2r, 0)), Ŝ3(x) = S2(x) and Ŝ4(x) = S2 (x+ (g + 2r, 0)). We have
that 0 < Ht(K̂) <∞ and the transformation group of
{
Ŝi
}4
i=1
is generated by T .
We can show that there is no SS-IFS with attractor K̂ that satisﬁes the OSC via a
similar argument to the argument in Example 4.33 with the diﬀerence that the largest
gap of K and K̂ will be replaced by the smallest distance between S1(K) and S2(K). We
note that this distance is greater than g.
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Remark 4.35. We note that both in Example 4.33 and Example 4.34 the semigroup gen-
erated by
{
Ŝi
}4
i=1
is not free. Hence after iteration and deleting repetitions one can
reduce the similarity dimension of the SS-IFS. It is not hard to see that we can ﬁnd an
SS-IFS with attractor K̂ of similarity dimension arbitrarily close to t but we cannot ﬁnd
an SS-IFS with attractor K̂ of similarity dimension t because of Theorem 2.34.
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5 Dimension approximation theorems for graph direc-
ted attractors and subshifts of ﬁnite type
The main goal of this chapter is to develop a tool to deduce results about attractors of
graph directed iterated function systems from results that are known for self-similar sets,
which appears in [24]. We proceed by ﬁnding a self-similar subset of a given graph directed
attractor such that the Hausdorﬀ dimension of the self-similar set is arbitrary close to
that of the graph directed attractor and the self-similar set has convenient properties
such as the strong separation condition. Similar methods, approximating self-similar sets
with well-behaved self-similar sets in the plane, were used by Peres and Shmerkin [64,
Proposition 6, Theorem 2], by Orponen [61, Lemma 3.4] and in higher dimensions by
Farkas [25, Proposition 1.8]. Fraser and Pollicott [34, Proposition 2.5] showed a result
of similar nature for conformal systems on subshifts of ﬁnite type. Kenyon and Peres
[45] used similar ideas for attractors of soﬁc systems where they found subsets which are
self-aﬃne McMullen carpets. After stating the approximation theorems we deduce many
corollaries relating to the dimension of projections and smooth images, the distance set
conjecture, the dimension of arithmetic products and dimension conservation.
5.1 The approximation theorems
In this section we state the main results of this chapter, the approximation theorems, the
proofs are given in Section 5.4. Given a graph directed attractor we ﬁnd a self-similar
subset that has arbitrarily close dimension and satisﬁes the strong separation condition.
The ﬁrst result shows that we can further require that the transformation group of the
self-similar set is dense in that of the graph directed attractor. See (2.13) for the deﬁnition
of the transformation group Tj,G.
Theorem 5.1. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq) and let j ∈ V. Then for every ε > 0 there exists an SS-IFS {Si}mi=1 that
satisﬁes the SSC, with attractor K such that K ⊆ Kj, dimH Kj − ε < dimH K and the
transformation group T of {Si}mi=1 is dense in Tj,G.
Remark 5.2. Let {Se : e ∈ E} and
{
Ŝe : e ∈ Ê
}
be two strongly connected GD-IFS in Rd,
with attractors (K1, . . . , Kq) and
(
K̂1, . . . , K̂q̂
)
, such that there exist j ∈ V , ĵ ∈ V̂ and
e ∈ Cj, f ∈ Ĉĵ such that log re/ log rf /∈ Q. Then we can ﬁnd SS-IFS {Si}mi=1 and
{
Ŝi
}m̂
i=1
that satisfy the SSC, with attractors K and K̂ such that K ⊆ Kj, dimH Kj−ε < dimH K,
K̂ ⊆ K̂j, dimH K̂j − ε < dimH K̂, the transformation group T of {Si}mi=1 is dense in Tj,G,
the transformation group T̂ of
{
Ŝi
}m̂
i=1
is dense in T̂j,G and log r1/ log r̂1 /∈ Q. See Remark
5.25.
In the next result instead of the dense subgroup condition we can require that the ﬁrst
level cylinder sets of the self-similar set are the same size and `roughly homothetic', i.e.
all the similarity ratios are the same and the orthogonal parts are ε-close.
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Theorem 5.3. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq) and let j ∈ V. Then for every ε > 0 and O ∈ Tj,G there exist r ∈ (0, 1) and an
SS-IFS {Si}mi=1 that satisﬁes the SSC, with attractor K such that K ⊆ Kj, dimH Kj−ε <
dimH K, and ‖Ti −O‖ < ε, ri = r for every i ∈ {1, . . . ,m}.
If the transformation group is ﬁnite then we can even get that Ti = O for every i:
Corollary 5.4. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq), let j ∈ V and assume that Tj,G is a ﬁnite group. Then for every ε > 0
and O ∈ Tj,G there exist r ∈ (0, 1) and an SS-IFS {Si}mi=1 that satisﬁes the SSC, with
attractor K such that K ⊆ Kj, dimH Kj − ε < dimH K, and Ti = O, ri = r for every
i ∈ {1, . . . ,m}.
Corollary 5.4 follows easily from Theorem 5.3 by letting
ε = min {‖T −O‖ : T,O ∈ Tj,G, T 6= O} > 0.
One cannot hope to have in Theorem 5.3 that Ti = O for every i because in R3 there
exist two rotations around lines that generate a free group over two elements and so Ti
might all be diﬀerent for every ﬁnite word i. However, rotations on the plane commute,
hence we can get all Ti to be the same as follows.
Theorem 5.5. Let {Se : e ∈ E} be a strongly connected GD-IFS in R2 with attractor
(K1, . . . , Kq) and let j ∈ V. Then for every ε > 0 there exist r ∈ (0, 1), an orthogonal
transformation O ∈ Tj,G∩SO2 and an SS-IFS {Si}mi=1 that satisﬁes the SSC, with attractor
K such that K ⊆ Kj, dimH Kj − ε < dimH K, the transformation group T of {Si}mi=1 is
dense in Tj,G ∩ SO2 and Ti = O, ri = r for every i ∈ {1, . . . ,m}.
5.2 Application of the approximation theorems
In this section we give applications of the dimension approximation results. The ﬁrst
application generalises a result of Hochman and Shmerkin [40, Corollary 1.7] on self-
similar sets with SSC to graph directed attractors with no separation condition.
Theorem 5.6. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq), let j ∈ V, let U be an open neighbourhood of Kj and assume that there exists
M ∈ Gd,l such that the set {O(M) : O ∈ Tj,G} is dense in Gd,l for some 1 ≤ l < d. Then
dimH (g(Kj)) = min {dimH(Kj), l} for every continuously diﬀerentiable map g : U −→ Rl
such that rank(g′(x)) = l for some x ∈ Kj.
Since rank(g′(x)) = l it follows that there exists an open neighbourhood V of x such
that rank(g′(y)) = l for every y ∈ V . Because g is a Lipschitz map dimH (g(Kj)) ≤
min {dimH(Kj), l} is straightforward. Taking a small cylinder set inside V we can further
assume that Kj ⊆ V (see Lemma 5.21). The opposite inequality follows by ﬁnding
K ⊆ Kj as in Theorem 5.1. Applying [40, Corollary 1.7] or Theorem 4.6 to K ﬁnishes
the proof of Theorem 5.6.
The following corollary applies to g : U −→ Rd2 where the dimension d2 of the ambient
space of the image can be greater than l.
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Corollary 5.7. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq), let j ∈ V, let U be an open neighbourhood of Kj and assume that there
exists M ∈ Gd,l such that the set {O(M) : O ∈ Tj,G} is dense in Gd,l for some 1 ≤ l < d.
If g : U −→ Rd2 is a continuously diﬀerentiable map (d2 ∈ N) such that rank(g′(x)) = l
for every x ∈ Kj and either of the following conditions is satisﬁed
(i) g ∈ C∞,
(ii) dimH(Kj) ≤ l,
then dimH (g(Kj)) = min {dimH(Kj), l}.
Corollary 5.7 can be deduced from Theorem 5.6 as Corollary 4.7 is deduced from
Theorem 4.6.
Another well-studied topic is Falconer's distance set conjecture. For a set K we denote
the distance set of K by D(K) = {‖x− y‖ : x, y ∈ K}. The conjecture is the following
(see [20]):
Conjecture 5.8. Let K ⊆ Rd be an analytic set. If dimH K ≥ d2 then dimH D(K) = 1,
if dimH K >
d
2
then L1 (D(K)) > 0.
Orponen [61, Theorem 1.2] showed that for a planar self-similar set K if H1 (K) > 0
then dimH D(K) = 1. Bárány [4, Corollary 2.8] extended this result by showing that if K
is a self-similar set in R2 and dimH K ≥ 1 then dimH D(K) = 1. Bárány [4, Theorem 1.2]
also showed that if K ⊆ R3, every Ti = IdR3 in the SS-IFS of K and dimH K > 1 then
dimH D(K) = 1. Using our approximation theorems we deduce these results for graph
directed attractors.
We deﬁne the pinned distance set of K ⊆ Rd to be Dx(K) = {‖x− y‖ : y ∈ K}
for the pin x ∈ Rd. Clearly dimH D(K) ≥ dimH Dx(K) for every set K ⊆ Rd with
x ∈ K. For a ﬁxed x ∈ Rd the map Dx(y) = ‖x− y‖ is a locally Lipschitz map. Hence
dimH Dx(K) ≤ min {dimH(Kj), 1} for every set K ⊆ Rd.
Theorem 5.9. Let {Se : e ∈ E} be a strongly connected GD-IFS in R2 with attractor
(K1, . . . , Kq) and let j ∈ V. Then dimH Dx(Kj) = min {dimH(Kj), 1} for every x ∈ R2.
In particular, if dimH Kj ≥ 1 then dimH D(Kj) = dimH Dx(Kj) = 1 for every x ∈ Kj.
Proof. Let Dx(y) = ‖x− y‖ for x, y ∈ R2. We can ﬁnd K ⊆ Kj as in Theorem 5.1 for
every ε > 0. Let Ki be a cylinder set such that x /∈ Ki. Then Λ = Ki is a self-similar set
and g(y) = Dx(y) satisﬁes the conditions of [4, Theorem 2.7] hence
dimH D(Kj) ≥ dimH Dx(K) ≥ dimH Dx(Ki) = min {dimH(Ki), 1} = min {dimH(K), 1}
and this completes the proof.
Theorem 5.10. Let {Se : e ∈ E} be a strongly connected GD-IFS in R3 with attractor
(K1, . . . , Kq) and let j ∈ V. If |Tj,G| <∞ and dimH Kj > 1 then dimH D(Kj) = 1.
By Theorem 5.4 we can ﬁnd an SS-IFS {Si}mi=1 with K ⊆ Kj such that dimH K > 1
and every Ti = IdR3 . Then the statement follows by applying [4, Theorem 1.2] for K.
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Theorem 5.11. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq) and let j ∈ V. If there exists M ∈ Gd,1 such that the set {O(M) : O ∈ Tj,G}
is dense in Gd,1 then dimH Dx(Kj) = min {dimH(Kj), 1}. In particular, if dimH Kj ≥ 1
then dimH D(Kj) = dimH Dx(Kj) = 1 for every x ∈ Kj.
Theorem 5.11 follows by applying Theorem 5.6 to g(y) = Dx(y) = ‖x− y‖ for some
arbitrarily chosen x ∈ Kj.
Bárány's paper [4] provides information about the dimension of the arithmetic products
of self-similar sets in the line. In [4, Corollary 2.9] he shows that if K ⊆ R is a self-similar
set then dimH (K ·K) = min {2 dimH(K), 1} where A · B = {a · b : a ∈ A, b ∈ B} for
two sets A and B. In particular, if dimH K ≥ 12 then dimH (K ·K) = 1. In [4, The-
orem 1.3] he generalises this result to K · K · K as he shows that if dimH K > 13 then
dimH (K ·K ·K) = 1.
Theorem 5.12. Let {Se : e ∈ E} be a strongly connected GD-IFS in R with attractor
(K1, . . . , Kq) and let j ∈ V. Then dimH (Kj ·Kj) = min {2 dimH(Kj), 1}. In particular,
if dimH Kj ≥ 12 then dimH (Kj ·Kj) = 1. If dimH Kj > 13 then dimH (Kj ·Kj ·Kj) = 1.
Proof. By Theorem 2.29 and Proposition 2.33 dimH (Kj ×Kj) = 2 dimH(Kj). Since
multiplication is a locally Lipschitz map dimH (Kj ·Kj) ≤ min {2 dimH(Kj), 1} follows
trivially. By Corollary 5.4 for ε > 0 we can ﬁnd an SS-IFS with attractor K such that
K ⊆ Kj, dimH Kj − ε < dimH K, and Ti = IdR for every i. By choosing ε small enough
we may assume that if dimH Kj > 13 then dimH K >
1
3
. Then we can apply [4, Corollary
2.9, Theorem 1.3] for K. Since ε > 0 is arbitrary the theorem follows.
Peres and Shmerkin [64, Theorem 2] showed a similar result about arithmetic sums
of self-similar sets. They proved that if there are two SS-IFS {Si}mi=1 and
{
Ŝi
}m̂
i=1
in R with attractors K and K̂ such that log r1/ log r̂1 /∈ Q then dimH
(
K + K̂
)
=
min
{
dimH(K) + dimH(K̂), 1
}
.
Theorem 5.13. Let {Se : e ∈ E} and
{
Ŝe : e ∈ Ê
}
be two GD-IFSs in R with attractors
(K1, . . . , Kq) and
(
K̂1, . . . , K̂q̂
)
, assume there exist j ∈ V, ĵ ∈ V̂ and e ∈ Cj, f ∈ Ĉĵ such
that log re/ log rf /∈ Q, then dimH
(
Kj + K̂ĵ
)
= min
{
dimH(Kj) + dimH(K̂ĵ), 1
}
.
Proof. By Theorem 2.29 and Proposition 2.33 dimH
(
Kj × K̂ĵ
)
= dimH(Kj)+dimH(K̂ĵ).
Since addition is a locally Lipschitz map the upper bound
dimH
(
Kj + K̂ĵ
)
≤ min
{
dimH(Kj) + dimH(K̂ĵ), 1
}
follows trivially. The opposite inequality follows from [64, Theorem 2] and Remark 5.2.
The dimension approximation theorems have consequences in connection with Fursten-
berg's `dimension conservation' (see (4.2)). The main theorem of that paper [35, Theorem
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6.2] states that the restriction of a linear map to a homogeneous compact set is dimension
conserving. It is pointed out in the paper that if K is a self-similar set, T has only one
element and the SSC is satisﬁed then K is homogeneous. It follows from the deﬁnition
[35, Deﬁnition 1.4] of homogeneous sets that Kj is homogeneous even if (K1, . . . , Kq) is
a graph directed attractor of a strongly connected GD-IFS, Tj,G is ﬁnite and the SSC is
satisﬁed. Thus for such K the restriction of any linear map to K is dimension conserving.
Applying the dimension approximation results does not give exact dimension conser-
vation. However, we can deduce `almost dimension conservation'.
Theorem 5.14. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq), let j ∈ V, let L : Rd −→ Rd2 be a linear map (d2 ∈ N) and assume that
|Tj,G| <∞. Then there exists δ ≥ 0 such that for every ε > 0
δ + dimH
{
y ∈ L(Kj) : dimH(L−1(y) ∩Kj) ≥ δ − ε
} ≥ dimH Kj.
Proof. By Corollary 5.4, for all n ∈ N we can ﬁnd an SS-IFS that satisﬁes the SSC with
attractor K(n) such that K(n) ⊆ Kj, dimH Kj−1/n < dimH K(n), and the orthogonal part
of the similarities are IdRd . Hence L|K(n) is a dimension conserving map by [35, Theorem
6.2] and the fact that K(n) is homogeneous. Thus there exists δn ≥ 0 such that
δn + dimH
{
y ∈ L(K(n)) : dimH(L−1(y) ∩K(n)) ≥ δn
} ≥ dimH K(n) > dimH Kj − 1/n.
We can take a convergent subsequence δnk of δn with limit δ. Let ε > 0 be arbitrary.
Then
δnk + dimH
{
y ∈ L(Kj) : dimH(L−1(y) ∩Kj) ≥ δ − ε
}
> dimH Kj − 1/nk
whenever δnk ≥ δ − ε. Taking the limit on both sides we get the conclusion of the
Theorem.
When Gd,l has a dense orbit under the action of Tj,G where l ≥ dimH(Kj) is the rank
of the linear map, then we can prove dimension conservation.
Theorem 5.15. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq), let j ∈ V and U be an open neighbourhood of Kj. If g : U −→ Rd2 is a
continuously diﬀerentiable map (d2 ∈ N) such that rank(g′(x)) = l for every x ∈ Kj where
dimH(Kj) ≤ l and there exists M ∈ Gd,l such that the set {O(M) : O ∈ Tj,G} is dense in
Gd,l for some 1 ≤ l < d then g|Kj is a dimension conserving map.
This follows from Corollary 5.7 taking δ = 0, see (4.2).
On the plane either |Tj,G| <∞ or |Tj,G| =∞ implies that {O(M) : O ∈ Tj,G} is dense
in G2,1 for everyM ∈ G2,1. Falconer and Jin [22, Theorem 4.8] showed a property in some
sense stronger than `almost dimension conservation' for the projections of a self-similar
set with inﬁnite transformation group T when 1 < dimH(Kj). We generalise their result
to graph directed attractors with no separation condition. Let Πθ denote the orthogonal
projection map onto the line {(λ cos θ, λ sin θ) : λ ∈ R}.
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Theorem 5.16. Let {Se : e ∈ E} be a strongly connected GD-IFS in R2 with attractor
(K1, . . . , Kq) and assume that |Tj,G| = ∞. If dimH(Kj) > 1 then there exists E ⊆ [0, pi)
with dimH E = 0 such that for all θ ∈ [0, pi) \ E and for all ε > 0
L1 {y ∈ Πθ(Kj) : dimH(Π−1θ (y) ∩Kj) ≥ dimH(Kj)− 1− ε} > 0.
Proof. By Theorem 5.5 there exist SS-IFSs that satisfy the SSC with attractor K(n) such
that K(n) ⊆ Kj, dimH Kj − 1/n < dimH K(n), the transformation group T (n) is dense
in Tj,G ∩ SO2 and Ti = O(n), ri = r(n) for every i ∈ I(n). Then by [23, Theorem 4.6]
whenever dimH Kj − 1/n > 1 there exists E(n) ⊆ [0, pi) with dimH E(n) = 0 such that for
all θ ∈ [0, pi) \ E(n) and for all ε > 0
L1 {y ∈ Πθ(K(n)) : dimH(Π−1θ (y) ∩K(n)) ≥ dimH(K(n))− 1− ε/2} > 0.
Let E =
⋃∞
n=1E
(n). Then taking 1/n ≤ ε/2 and θ ∈ [0, pi) \ E it follows that
L1 {y ∈ Πθ(Kj) : dimH(Π−1θ (y) ∩Kj) ≥ dimH(Kj)− 1− ε} > 0.
5.3 Approximation theorems for subshifts of ﬁnite type
Due to the equivalence of the graph directed attractors and subshifts of ﬁnite type (see
Section 2.2.3 and Section 2.2.3) we can reformulate the dimension approximation theorems
for subshifts of ﬁnite type. The following is the analogue of Theorem 5.1 for subshifts of
ﬁnite type.
Theorem 5.17. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA and
j ∈ J . Then for every ε > 0 there exists an SS-IFS {Si}mi=1 that satisﬁes the SSC, with
attractor K such that K ⊆ F jA ⊆ FA, dimH FA − ε < dimH K and the transformation
group T of {Si}mi=1 is dense in T Gj,A.
We can also state the subshift of ﬁnite type analogue of Theorem 5.3.
Theorem 5.18. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA and
j ∈ J . Then for every ε > 0 and O ∈ T Gj,A there exist r ∈ (0, 1) and an SS-IFS {Si}mi=1
that satisﬁes the SSC, with attractor K such that K ⊆ F jA ⊆ FA, dimH FA− ε < dimH K,
and ‖Ti −O‖ < ε, ri = r for every i ∈ {1, . . . ,m}.
As in the case of Corollary 5.4 for graph directed attractors we can conclude the
following for subshifts of ﬁnite type.
Corollary 5.19. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA, let
j ∈ J and assume that T Gj,A is a ﬁnite group. Then for every ε > 0 and O ∈ T Gj,A there
exist r ∈ (0, 1) and an SS-IFS {Si}mi=1 that satisﬁes the SSC, with attractor K such that
K ⊆ F jA ⊆ FA, dimH FA − ε < dimH K, and Ti = O, ri = r for every i ∈ {1, . . . ,m}.
In the plane we can formulate the subshift of ﬁnite type analogue of Theorem 5.5.
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Theorem 5.20. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA in R2
and let j ∈ J . Then for every ε > 0 there exist r ∈ (0, 1), an orthogonal transformation
O ∈ T Gj,A ∩ SO2 and an SS-IFS {Si}mi=1 with attractor K such that
i) {Si}mi=1 satisﬁes the SSC,
ii) K ⊆ F jA ⊆ FA,
iii) dimH FA − ε < dimH K,
iv) the transformation group T of {Si}mi=1 is dense in T Gj,A ∩ SO2
v) Ti = O, ri = r for every i ∈ {1, . . . ,m}.
As a consequence we can restate every result of Section 5.2 for attractors of subshifts
of ﬁnite type and the proofs proceed similarly. We omit the restatement of those results as
they are very similar to those in Section 5.2. However, we note that Fraser and Pollicott
[34, Theorem 2.10] proved the subshift of ﬁnite type version of Theorem 5.6 for systems
satisfying the `strong separation property'. In [34, Theorem 2.7] they also proved the
subshift of ﬁnite type version of Theorem 5.9 for the even more general case of conformal
systems rather then similarities.
5.4 Proof of the approximation theorems
We prove the approximation theorems of Section 5.1 in this section.
Lemma 5.21. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq) and let j ∈ V. Then⋃
{Ke : e ∈ Cj, diam(Ke) < γ}
is dense in Kj for every γ > 0.
Proof. Fix γ > 0. Let x ∈ Kj and γ > δ > 0 be arbitrary and we show that we can
ﬁnd a point y ∈ ⋃ {Ke : e ∈ Cj, diam(Ke) < γ} which is δ-close to x. For every n we
have that
⋃q
i=1
⋃
f∈Enj,i Kf is a cover of Kj. For n large enough diam(Kf ) < δ < γ for
every f ∈ ⋃qi=1 Enj,i. Let i ∈ V and f1 ∈ Enj,i be such that x ∈ Kf1 . It follows that
‖x− y‖ < δ for every y ∈ Kf1 . Since {Se : e ∈ E} is strongly connected
⋃∞
k=1 Eki,j 6= ∅,
so let f2 ∈
⋃∞
1=N Eki,j. Then e = f1 ∗ f2 ∈ Cj and Ke ⊆ Kf , thus diam(Ke) < γ while
‖x− y‖ < δ for every y ∈ Ke.
Lemma 5.22. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq). If Kj contains at least two points for some j ∈ V then there exist e, f ∈ Cj
such that Se and Sf have no common ﬁxed point.
Proof. Assume that Se have the same ﬁxed point x for every e ∈ Cj. Then for all γ > 0
we have that
⋃ {Ke : e ∈ Cj, diam(Ke) < γ} ⊆ B(x, γ) for all γ > 0 and it follows from
Lemma 5.21 that Kj = {x} which is a contradiction.
Lemma 5.23. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd and j ∈ V. Then
there exists a ﬁnite set of cycles {e1, . . . , ek} ⊆ Cj such that Te1 , . . . , Tek generate Ti,G.
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Proof. For every i ∈ V , i 6= j let us ﬁx a directed path ai from j to i and a directed path
bi from i to j. For i = j let aj and bj be the empty path. We claim that the ﬁnite set of
cycles ⋃
i,l∈V
{ai ∗ e ∗ bl : e ∈ Ei,l}
⋃
{ai ∗ bi : i ∈ V} ⊆ Cj
satisﬁes the lemma. Let e = (e1, . . . , en) ∈ Cj be an arbitrary cycle that visits the vertices
i0, i1, . . . , in respectively. Then with that convention that T∅ = IdRd we have that
Te = Te1 ◦ · · · ◦ Ten
= T−1bi0 ◦ Te1 ◦ Tbi1 ◦ · · · ◦ T
−1
bin−1
◦ Ten ◦ Tbin
= T−1ai0∗bi0 ◦ Tai0∗e1∗bi1 ◦ · · · ◦ T
−1
ain−1∗bin−1 ◦ Tain−1∗en∗bin
which completes the proof.
The proof of the following lemma is based on the idea of the beginning of the proof
of Peres and Shmerkin [64, Theorem 2].
Lemma 5.24. Let {Se : e ∈ E} be a strongly connected GD-IFS in Rd with attractor
(K1, . . . , Kq), let j ∈ V and let e ∈ Cj. Then for every ε > 0 there exists an SS-IFS{
Ŝi
}n
i=1
that satisﬁes the SSC, with attractor K̂ such that K̂ ⊆ Ke and dimH Kj − ε <
dimH K̂.
Proof. Let t = dimH Kj = dimH Ke. Since Kj has at least two points it follows that Kj
has inﬁnitely many points. On the other hand, since {Se : e ∈ E} is strongly connected
Ht(Kj) < ∞ by [15, Thm 3.2]. Thus t > 0 and hence without the loss of generality we
can assume that t > ε > 0. Since Ht− ε2 (Ke) = ∞ we can ﬁnd δ > 0 such that for any
3δ-cover U of Ke we have that
∑
U∈U diam(U)
t− ε
2 > 1. Let rmin = min {re : e ∈ E} < 1
and let
J =
{
f ∈
⋃
i∈V
∞⋃
k=1
Ekj,i : ∃g ∈
⋃
i∈V
∞⋃
k=1
Ekj,i, f = e ∗ g, rminδ ≤ diam(Kf ) < δ
}
.
Then {Kf : f ∈ J } is a cover of Ke. Let f1, . . . , fn ∈ J be such that Kf1 , . . . , Kfn is a
maximal pairwise disjoint sub-collection of {Kf : f ∈ J }. Let Ui be the δ-neighbourhood
of Kf i for i ∈ {1, . . . , n}. By the maximality {Ui : i ∈ {1, . . . , n}} is a 3δ-cover of Kj.
Hence by the choice of δ
n∑
i=1
(3δ)t−
ε
2 ≥
n∑
i=1
(diam(Ui))
t− ε
2 > 1.
It follows that
n ≥ (3δ)−(t− ε2) . (5.1)
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Assume that the paths f1, . . . , fn end in vertices i1, . . . , in respectively. For every i ∈ V
let us ﬁx a directed path bi from i to j. Let cmin = mini∈V
{
rbi
diam(Kj)
diam(Ki)
}
. Then
diam(Kf l∗bil ) ≥ cmin · diam(Kf l) ≥ cmin · rmin · δ (5.2)
and f l ∗ bil ∈ Cj for every l ∈ {1, . . . , n}.
Let K̂ be the attractor of the SS-IFS
{
Sf l∗bil
}n
l=1
. Then K̂ ⊆ Ke, the SS-IFS{
Sf l∗bil
}n
l=1
satisﬁes the SSC and
dimH K̂ ≥
log( 1
n
)
log( cmin·rmin·δ
diam(Kj)
)
≥ −
(
t− ε
2
) · log(3)− (t− ε
2
) · log(δ)
log(diam(Kj))− log(cmin)− log(rmin)− log(δ)
by (5.1), (5.2) and because the similarity dimension of
{
Sf l∗bil
}n
l=1
is dimH K̂, see (2.6).
So, by choosing δ small enough, dimH K̂ > t−ε. Hence the SS-IFS
{
Ŝi
}n
i=1
=
{
Sf l∗bil
}n
l=1
satisﬁes the lemma.
Similar ideas to the proof of Theorem 5.1 were used in the proof of Proposition (3.2)
in the case of self-similar sets.
Proof of Theorem 5.1. According to Lemma 5.22 and Lemma 5.23 there exist e1, . . . , ek ∈
Cj such that Se1 and Se2 have no common ﬁxed point and Te1 , . . . , Tek generate Tj,G (note
that e1 ∈ Cj can be chosen arbitrarily). Hence by Lemma 3.15 there exist f1, . . . , fk ∈
Cj such that Sf i and Sf l have no common ﬁxed point for every i, l ∈ {1, . . . , k}, f1 =
e1, f2 = e2 and Tf1 , . . . , Tfk generate Tj,G. Let xi be the unique ﬁxed point of Sf i for
every i ∈ {1, . . . , k}. Let dmin = min {‖xi − xl‖ : i, l ∈ {1, . . . , k} , i 6= l} > 0, rmax =
max {rf i : i ∈ {1, . . . , k}} < 1 and N ∈ N such that rNmax · diam(Kj) < dmin/2. Then
Skif i (Kj)∩Sklf l (Kj) = ∅ for all i, l ∈ {1, . . . , k}, i 6= l, ki, kl ∈ N, ki, kl ≥ N . By Proposition
2.59 for all i ∈ {1, . . . , k} we can ﬁnd ki ∈ N, ki ≥ N such that the group generated
by T kif i is dense in the group generated by Tf i . It follows that the group generated by
T k1f1 , . . . , T
kk
fk
is dense in Tj,G and Skif i (K) ∩ Sklf l (K) = ∅ for all i, l ∈ I, i 6= l. Let Si = Skif i
for all i ∈ {1, . . . , k}.
Let F =
⋃k
i=1 S
ki
f i
(Kj). If Kj = F then {Si}ki=1 satisﬁes the SSC with attractor
K = Kj and the proof is complete. So we can assume that F ( Kj. By Lemma 5.21
we can ﬁnd e ∈ Cj such that Ke ∩ F = ∅. It follows from Lemma 5.24 that there ex-
ists an SS-IFS
{
Ŝi
}n
i=1
that satisﬁes the SSC with attractor K̂ such that K̂ ⊆ Ke and
dimH Kj − ε < dimH K̂. Let m = k + n, Sk+l = Ŝi for all l ∈ {1, . . . , n} and K be the
attractor of the SS-IFS {Si}mi=1. Then the transformation group T of {Si}mi=1 is dense in
Tj,G, K̂ ⊆ K ⊆ Kj, dimH Kj − ε < dimH K̂ ≤ dimH K and {Si}mi=1 satisﬁes the SSC. 
Remark 5.25. As we noted in the proof of Theorem 5.1 e1 ∈ Cj can be chosen arbitrarily.
The similarity ratio of Ŝ1 is r1 = r
k1
f1
= rk1e1 . Thus log r1 = k1 log re1 .
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For k1, . . . , km ∈ N such that
∑m
l=1 kl = k let
N(k1, . . . , km) =
∣∣{(i1, . . . , ik) ∈ Ik : |{j : 1 ≤ j ≤ k, ij = l}| = kl for every 1 ≤ l ≤ m}∣∣ ,
(5.3)
i.e. the number of words in Ik such that the symbol l appears in the word exactly kl
times for every 1 ≤ l ≤ m.
Lemma 5.26. Let (p1, . . . , pm) be a probability vector. Then there exists c > 0 such that
for each k ∈ N there exist k1, . . . , km ∈ N such that
∑m
l=1 kl = k and
N(k1, . . . , km) ≥ c · k−m/2 · p−k11 · · · · · p−kmm .
Proof. Choose (i1, . . . , ik) ∈ Ik at random such that P (ij = l) = pl independently for
each j. Then
P (|{j : 1 ≤ j ≤ k, ij = l}| = kl for every 1 ≤ l ≤ m) = N(k1, . . . , km)pk11 · · · · · pkmm . (5.4)
Let
Nk,l = Nk,l(i) = |{j : 1 ≤ j ≤ k, ij = l}| =
k∑
j=1
1ij=l
for i = (i1, . . . , ik) ∈ Ik. We have that E(Nk,l) = kpl and E ((Nk,l − kpl)2) = kpl(1 − pl),
hence by Chebyshev's inequality
P
(
|Nk,l − kpl| ≥
√
2k
)
≤ kpl(1− pl)
2k
≤ pl/2.
Thus
P
(
|Nk,l − kpl| <
√
2k for every 1 ≤ l ≤ m
)
≥ 1−
m∑
l=1
pl/2 = 1/2.
Then by (5.4)
m∑
l=1
∑
kpl−
√
2k<kl<kpl+
√
2k
N(k1, . . . , km)p
k1
1 · · · · · pkmm
= P
(
|Nk,l − kpl| <
√
2k for every 1 ≤ l ≤ m
)
≥ 1/2.
There are less than
(
2
√
2k + 1
)m
≤
(
4
√
k
)m
terms in the sum, so there exist k1, . . . , km ∈
N such that
∑m
l=1 kl = k
N(k1, . . . , km)p
k1
1 · · · · · pkmm ≥ 2−1
(
4
√
k
)−m
= 2−2m−1 · k−m/2
which completes the proof.
Note 5.27. Let (k1, . . . , km) ∈ Nm be the closest (or one of the closest) point to the point
(kp1, . . . , kpm) ∈ Rm such that (k1, . . . , km) is on the hyperplane x1 + · · ·+xm = k. Using
Stirling`s formula one can show that
N(k1, . . . , km) ≥ c · k(1−m)/2 · p−k11 · · · · · p−kmm
for some c > 0 independent of k. However, the conclusion of Lemma 5.26 is enough for
us so we have given a more elementary proof for that.
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The main idea of the proof of Theorem 5.3 is based on the proof by Peres and Shmer-
kin [64, Proposition 6].
Proof of Theorem 5.3. From Theorem 5.1 there exists an SS-IFS
{
Ŝi
}m
i=1
that satisﬁes the
SSC with attractor K̂ such that K̂ ⊆ Kj, dimH Kj− ε2 < dimH K̂ and the transformation
group T of
{
Ŝi
}m
i=1
is dense in Tj,G. Let s > 0 be the unique solution of
∑m
i=1 r
s
i = 1
where ri are the similarity ratios of the maps Ŝi. Since
{
Ŝi
}m
i=1
satisﬁes the SSC it follows
that dimH K̂ = s > dimH Kj − ε2 , see (2.6) and Theorem 2.34.
Since T is compact we can take a ﬁnite open ε
2
-cover {Ui}ni=1 of T and for every
i ∈ {1, . . . , n} we take Oi ∈ Ui ∩ T . For every i ∈ {1, . . . , n} we ﬁx a ﬁnite word
ji ∈
⋃∞
k=1 Ik such that
∥∥Tji −O−1i ◦O∥∥ < ε2 (we can ﬁnd such a ji due to Lemma 2.56).
Then for every T ∈ Ui it follows that∥∥T ◦ Tji −O∥∥ ≤ ∥∥T ◦ Tji −Oi ◦ Tji +Oi ◦ Tji −O∥∥ ≤ ‖T −Oi‖+∥∥Tji −O−1i ◦O∥∥ < ε.
(5.5)
Let k ∈ N, pl = rsl for every 1 ≤ l ≤ m. Then by Lemma 5.26 there exist k1, . . . , km ∈
N such that
∑m
l=1 kl = k and
N(k1, . . . , km) ≥ c · k(1−m)/2 · p−k11 · · · · · p−kmm
for some c > 0 independent of k. Then for every
i ∈ J0 :=
{
(i1, . . . , ik) ∈ Ik : |{j : 1 ≤ j ≤ k, ij = l}| = kl for every 1 ≤ l ≤ m
}
it follows that
ρ := ri =
m∏
l=1
rkll
and
|J0| = N(k1, . . . , km) ≥ c · k−m/2
m∏
l=1
r−skli .
Since {Ui}ni=1 is a ﬁnite ε2 -cover of T we can ﬁnd Ui such that for at least n−1 |J0|
words i ∈ J0 we have that Ti ∈ Ui. Let J = {i ∈ J0 : Ti ∈ Ui}, then ‖Ti −Oi‖ < ε2 ,
ri = ρ for every i ∈ J and
|J | ≥ n−1N(k1, . . . , km) ≥ n−1c(
√
k)−m
m∏
l=1
r−skli .
Let K be the attractor of the SS-IFS
{
Ŝi ◦ Ŝji : i ∈ J
}
. Then r := rirji = ρrji and∥∥Ti ◦ Tji −O∥∥ < ε by (5.5) for every i ∈ J and by (2.6) and Theorem 2.34
dimH K =
log |J |
− log ρrji
≥ − log n+ log c−m log(
√
k)− s (∑ml=1 kl log rl)
− (∑ml=1 kl log rl)− log rji
≥ s− ε
2
> dimH Kj − ε
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if k is large enough. 
Lemma 5.28. Let {Si}mi=1 be an SS-IFS in Rd that satisﬁes the SSC with attractor K
and let ε > 0. Let K̂ be the attractor of the SS-IFS
{
Si ◦ fi : i ∈ Ik
}
where either fi = S1
or fi = IdRd. For k large enough dimH K − ε < dimH K̂ ≤ dimH K.
Proof. It follows that dimH K̂ ≤ dimH K because K̂ ⊆ K. Since the SSC is satisﬁed
dimH K = s where
∑m
i=1 r
s
i = 1, see (2.6) and Theorem 2.34. Thus
∑m
i=1 r
s−ε
i > 1. Let
k ∈ N such that (∑mi=1 rs−εi )k > 1/rs−ε1 . Let pi = r1 if fi = S1 and pi = 1 if fi = IdRd .
Then ∑
i∈Ik
rs−εi p
s−ε
i ≥
∑
i∈Ik
rs−εi r
s−ε
1 =
(
m∑
i=1
rs−εi
)k
rs−ε1 > 1
and hence dimH K − ε = s− ε < dimH K̂ because
{
Si ◦ fi : i ∈ Ik
}
satisﬁes the SSC.
Proof of Theorem 5.5. If |Tj,G| <∞ then Theorem 5.5 follows from Corollary 5.4 because
Tj,G∩SO2 is a ﬁnite cyclic group since SO2 is commutative, so we assume that |Tj,G| =∞.
By Theorem 5.1 there exists an SS-IFS
{
Ŝi
}m
i=1
that satisﬁes the SSC with attractor K̂
such that K̂ ⊆ Kj, dimH Kj− ε2 < dimH K̂ and the transformation group T of
{
Ŝi
}m
i=1
is
dense in Tj,G. It is easy to see that |T | =∞ implies that T contains a rotation of inﬁnite
order. If T contains reﬂections, without loss of generality say T1 is a reﬂection, we iterate
the SS-IFS
{
Ŝi
}m
i=1
a large number of times and compose the orientation reversing maps
with Ŝ1. The new SS-IFS looks like
{
Ŝi ◦ fi : i ∈ Ik
}
where fi = Ŝ1 if Ti /∈ SO2 and
fi = IdR2 if Ti ∈ SO2. Since T contains a rotation of inﬁnite order it follows that the
transformation group of
{
Ŝi ◦ fi : i ∈ Ik
}
contains a rotation of inﬁnite order. It follows
from Lemma 5.28 that if we choose k large enough then the Hausdorﬀ dimension of the
attractor of
{
Ŝi ◦ fi : i ∈ Ik
}
approximates dimH K̂. Hence we can assume that there
exists an SS-IFS
{
Ŝi
}m
i=1
that satisﬁes the SSC with attractor K̂ such that K̂ ⊆ Kj,
dimH Kj − ε2 < dimH K̂ and T ⊆ SO2 contains a rotation of inﬁnite order.
The rest of the proof is very similar to the proof of Theorem 5.3. There is no need for
the ε
2
-cover {Ul}pl=1 of T . Instead we ﬁx j ∈ I l for some l ∈ N such that Tj is of inﬁnite
order. From here on we proceed as in the the proof of Theorem 5.3 with minor diﬀerences.
Since SO2 is commutative it follows that for all the N(k1, . . . , km) words i ∈ J0 we have
that Ti = T for some T ∈ T . Then either T or T ◦Tj is of inﬁnite order. Hence proceeding
as in the proof of Theorem 5.3 we can show that either
{
Ŝi : i ∈ J
}
or
{
Ŝi ◦ Ŝjl : i ∈ J
}
satisﬁes the theorem. 
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6 The equality of Hausdorﬀ measure and Hausdorﬀ
content for subshifts of ﬁnite type and graph directed
attractors
Hausdorﬀ content is a concept closely related to Hausdorﬀ measure, but perhaps less
popular in the context of classical measure theory. That being said Hausdorﬀ content
enjoys greater regularity than Hausdorﬀ measure and still gives Hausdorﬀ dimension
as the critical exponent. The main goal of this chapter is to understand further the
relationship between Hausdorﬀ measure and Hausdorﬀ content in the context of subshifts
of ﬁnite type and graph directed attractors. In particular, we are interested in when the
Hausdorﬀ measure and Hausdorﬀ content of a set are equal at the Hausdorﬀ dimension.
The main result of this chapter shows that for a ﬁrst level set of a subshift of ﬁnite type
Hs∞
(
F iA
)
= Hs(F iA) where s = dimH FA. This implies that Hs∞(F) = Hs(F) for graph
directed self-similar sets too. We also investigate a packing measure analogue of this
question. This chapter is based on a collaboration with Fraser [26].
6.1 Hausdorﬀ measure and Hausdorﬀ content
For every s > dimH F , we have Hs∞(F ) = Hsδ(F ) = Hs(F ) = 0 for every δ > 0 and for
every s < dimH F , we have Hs∞(F ) ≤ Hsδ(F ) ≤ Hs(F ) = ∞, again for every δ > 0, with
the ﬁnal inequality strict if F is bounded (Hsδ(F ) is ﬁnite for every δ for F bounded).
The case when s = dimH F is more subtle, and is the case of interest. Then Hs∞(F ) ≤
Hsδ(F ) ≤ Hs(F ) and Hs(F ) may be zero, positive and ﬁnite, or inﬁnite, but Hs∞(F ) must
be ﬁnite if F is bounded. Moreover, Hs∞(F ) = 0 if and only if Hs(F ) = 0.
The goal of this section is to study situations where Hs∞(F ) = Hs(F ) where s =
dimH F . Sets with this property were studied by Foran [30], where they were called s-
straight sets. There are many advantages to having this equality as Hausdorﬀ content is
more easily analysed. For example, the expression
∑∞
k=1 diam(Uk)
s gives a genuine upper
bound for Hs∞(F ) for every cover {Uk}∞k=1, and for every s ≥ 0 the function Hs∞ acting on
the set of compact subsets of a compact metric space equipped with the Hausdorﬀ metric
is an upper semicontinuous function, and thus Baire 1, whereas Hs is only Baire 2, see
[55]. Another consequence is that Hsδ(F ) = Hs(F ) for all δ > 0.
Theorem 6.1. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA and let
s = dimH FA. For all i ∈ J ∗ we have
Hs∞
(
F iA
)
= Hs(F iA).
Moreover, we can extend this to unions of 1-cylinders in the `same family'. For all i ∈ J ,
Hs∞
( ⋃
j∈J :Ai,j=1
F jA
)
= Hs
( ⋃
j∈J :Ai,j=1
F jA
)
.
We will prove Theorem 6.1 in Section 6.6. It is natural to wonder if the equality is
still satisﬁed for the full set FA, and not just cylinders and unions of cylinders in the
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`same family'. We give an example in Section 6.3 which shows that this is not true.
Delaware [11] proved that any set with ﬁnite Hs measure is σs-straight, in that it can be
decomposed as a countable union of s-straight sets. This proved a conjecture of Foran
[30]. Theorem 6.1 can be viewed as a strengthening of this result in the special case of
subshifts of ﬁnite type. In particular, we prove that for irreducible A the set FA can be
decomposed into a ﬁnite union of s-straight sets
FA =
⋃
i∈J
F iA.
Theorem 6.1 was shown for self-similar sets rather than attractors of subshifts of ﬁnite
type by Bandt and Graf [2, Proposition 3] assuming the OSC is satisﬁed. This result
was generalised in Proposition 3.5, see [25, Proposition 1.11], for self-similar sets without
assuming any separation condition. One might initially wonder if HdimH F (F ) = 0 always
holds when F is a self-similar set which cannot be deﬁned via a system which satisﬁes
the open set condition, but this is false, see Example 4.33. Thus this result provides
non-trivial information even when the open set condition is not satisﬁed. Recall Theorem
2.34 that Hs(F ) = 0 if F is a self-similar set deﬁned via a system which does not satisfy
the open set condition and s is the similarity dimension but, as Example 4.33 shows,
one can obtain positive Hausdorﬀ measure at the Hausdorﬀ dimension if this is less than
the similarity dimension, even if the open set condition cannot be satisﬁed. Due to the
equivalence in Section 2.2.3 we can deduceHs∞(F ) = Hs(F ) for graph directed self-similar
sets from the result for subshifts of ﬁnite type.
Corollary 6.2. Let F be a graph-directed self-similar set and let s = dimH F . Then,
regardless of separation conditions, Hs∞(F ) = Hs(F ).
Corollary 6.2 follows from Theorem 6.1 and Proposition 2.50.
6.2 Ahlfors regularity
For a subshift of ﬁnite type ΣA and k ∈ N let
J kA =
{
i ∈ J k : ∃α ∈ ΣA such thatα|k = i
}
.
If i = (i0, . . . , ik−1), j = (j0, . . . , jl−1) ∈ J ∗ then we write i∗j = (i0, . . . , ik−1, j0, . . . , jl−1) ∈
J ∗.
Lemma 6.3. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA. Then
there exists c > 0 such that for every x ∈ FA, j ∈ J and r ∈ (0, diam(F jA)) there exists
i ∈ J ∗ such that F i∗jA ⊆ B(x, r) and cr ≤ diam(F i∗jA ) < r.
The proof of Lemma 6.3 is similar to the proof of Lemma 3.8. We omit the details.
Our results yield the following corollary.
Corollary 6.4. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA and let
s = dimH FA. Then Hs(FA) > 0 if and only if FA is Ahlfors regular. Moreover, this
extends to any cylinder, i.e., for all i ∈ J ∗, Hs(F iA) > 0 if and only if F iA is Ahlfors
regular.
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Proof. We will prove the result for FA; the result for cylinders is similar and omitted.
Fix r ∈ (0, diam(FA)] and x ∈ FA. Assume that Hs(F iA) > 0. The lower bound that
crs ≤ Hs(FA ∩ B(x, r)) follows by choosing a ﬁrst level cylinder with positive measure
and then ﬁnding a copy of this cylinder inside FA ∩B(x, r) with diameter comparable to
r, see Lemma 6.3 and then applying the scaling property for Hausdorﬀ measure.
For the upper bound,
Hs(FA ∩B(x, r)) ≤ ∑
i∈J
Hs(F iA ∩B(x, r))
=
∑
i∈J
Hs∞
(
F iA ∩B(x, r)
)
by Theorem 6.1 and Lemma 2.2
≤
∑
i∈J
diam
(
F iA ∩B(x, r)
)s
≤ M(2r).s
The converse is obvious.
Observe that the above corollary also applies to any collection of cylinders in FA and
due to the equivalence in Section 2.2.3 to graph-directed self-similar sets.
Corollary 6.5. Let F be a graph-directed self-similar set and let s = dimH F . Then,
regardless of separation conditions, Hs(F ) > 0 if and only if F is Ahlfors regular.
6.3 Examples where Hs∞(F ) < Hs(F ) <∞
In this section we give examples which show that equality of Hausdorﬀ measure and Haus-
dorﬀ content at the critical dimension is actually a rather special property. In particular,
we give several examples falling into natural classes of set for which one might hope to be
able to extend Theorem 6.1, but for which equality does not hold. A natural situation to
consider is attractors of more general iterated function systems.
Two of the most standard and important generalisations of self-similar sets are self-
aﬃne sets, that are attractors of IFSs where the deﬁning maps are aﬃne maps on some
Euclidean space, and self-conformal sets, that are attractors of IFSs where the deﬁning
maps are conformal. We note that similarities are both aﬃne and conformal. It is evident
that for any compact set F ⊂ Rd with Hausdorﬀ dimension equal to 1, we have
H1∞(F ) ≤ diam(F ).
However, if F is connected and not contained in a straight line, then
H1(F ) > diam(F ).
This phenomenon provides us with several simple counter examples.
Self-aﬃne sets: It was shown in [3] that there exist self-aﬃne curves C in the plane
which are diﬀerentiable at all but countably many points. In particular, these curves can
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have ﬁnite length but not lie in a straight line (see [3, Example 10] and [43, Example
6.2]). Such sets have Hausdorﬀ dimension 1 and by the above argument satisfy
0 < H1∞(C) < H1(C) <∞.
Self-conformal sets: The upper half A of the unit circle in the complex plane is a
self-conformal set and has
H1∞(A) = 2 < pi = H1(A).
The maps in the deﬁning IFS for A are z 7→ √z and z 7→ i√z, deﬁned on a suitable open
domain containing A.
Julia sets: the unit circle S1 is the Julia set for the complex map z 7→ z2 and sat-
isﬁes
H1∞(S1) = 2 < 2pi = H1(S1).
Sub-self-similar sets: Sub-self-similar sets, introduced by Falconer in [21], are compact
sets F satisfying
F ⊆
⋃
i∈I
Si(F )
for some SS-IFS. For any SS-IFS with the unit square as its attractor, the boundary of
the unit square Q = ∂[0, 1]2 is a sub-self-similar set and satisﬁes
H1∞(Q) =
√
2 < 4 = H1(Q).
All of our counter examples in these classes were using sets with dimension 1. Could
there be diﬀerent phenomena at work for non-integral dimensions? Note that we cannot
give a simple condition guaranteeing Hs∞(F ) < Hs(F ) apart from for connected sets F
not lying in a straight line with Hausdorﬀ dimension s = 1. This is because such sets
may be s-straight by the result of Delaware mentioned previously [11].
Finally we give two simple examples which show that Theorem 6.1 is sharp, in some
sense.
Non-irreducible subshift of ﬁnite type: Consider the subshift of ﬁnite type on the
alphabet {0, 1, 2} given by the matrix
A =
 1 0 00 1 0
1 1 0

and associate any iterated function system consisting of three similarities on [0, 1] which
map [0, 1] to three disjoint intervals. Here A is not irreducible and so does not fall into
the class considered by Theorem 6.1. The limit set FA = Π
(
ΣA
)
consists of only four
points and so F and all of its children have Hausdorﬀ dimension 0, but nevertheless
H0∞
(
F 2A
)
= 1 < 2 = H0(F 2A).
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Full set for irreducible and aperiodic subshift of ﬁnite type: Now we will show
that one cannot hope to have Hs∞(FA) = Hs(FA) for even an aperiodic subshift of ﬁnite
type (which we recall is a stronger condition than irreducible) that satisﬁes the OSC.
Consider the alphabet {0, 1, 2, 3} and let
A =

1 1 0 0
0 0 1 1
0 0 1 1
1 1 0 0

which is quickly seen to be aperiodic. Deﬁne similarities on the unit square by
S0(x, y) = (x/2, y/2), S1(x, y) = (−x/2, y/2) + (1/2, 1/2),
S2(x, y) = (x/2, y/2) + (1/2, 0), and S3(x, y) = (−x/2, y/2) + (1, 1/2).
It is easy to see that
FA = ({0} × [0, 1]) ∪ ({1} × [0, 1])
which satisﬁes
H1∞(FA) =
√
2 < 2 = H1(FA).
Of course Theorem 6.1 still correctly states that
H1∞
(
F 0A ∪ F 1A
)
= H1(F 0A ∪ F 1A) and H1∞(F 2A ∪ F 3A) = H1(F 2A ∪ F 3A),
noting that
F 0A ∪ F 1A = {0} × [0, 1] and F 2A ∪ F 3A = {1} × [0, 1].
Self-aﬃne sets with inﬁnite Hausdorﬀ measure: For our earlier examples Hs∞(F ) <
Hs(F ) <∞ holds where s = dimH F . IfHs(F ) =∞ then obviously the Hausdorﬀ content
and Hausdorﬀ measure diﬀers since for compact sets Hs∞(F ) <∞. Peres [63] proved that
for every member F of a certain family of self-aﬃne sets Hs(F ) =∞ where s = dimH F .
6.4 The question of packing measure
In this section we address the question of whether analogous results can be obtained for
packing measure, see Section 2.1.3, and a suitably deﬁned `packing content'.
Proposition 6.6. Let F be a compact subset of Rd with the property that for every open
ball B centred in F , there exists a bi-Lipschitz map S on Rd such that S(F ) ⊆ B ∩ F .
Then for all s ≥ 0 we have
Ps(F ) = Ps0(F ).
Proof. For any compact set F ⊂ Rd, if Ps0(F ) < ∞, then Ps(F ) = Ps0(F ), by the main
result in [29]. In the case when Ps0(F ) = ∞, the additional assumption implies that
Ps0(B ∩ F ) = ∞ for all open balls intersecting F , which by [36, Lemma 4], implies that
Ps(F ) =∞.
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For this reason we can concern ourselves only with the packing pre-measure, which
is easier to understand. The ﬁrst question is, how should we deﬁne the packing (pre)
content? If we naively deﬁne it by just removing the bounds on the diameters of the
balls in the packing, then the answer is always inﬁnity, as long as s > 0 and F 6= ∅.
This is because one can just take a packing by a single ball with unbounded diameter.
Possible alternatives would be either to insist that there are at least two balls in every
packing, or to bound the radii by something concrete, such as the diameter of F itself.
However, it might be more natural to try to prove that for suﬃciently small δ, the equality
Ps0(F ) = Psδ (F ) is satisﬁed. We adopt this third approach. It is natural to ask, do we
expect this to be true in the same setting as Theorem 6.1?
If F is self-similar, then does there exists a δ0 > 0 such that for all δ ∈ (0, δ0) we
have
Ps(F ) = Ps0(F ) = Psδ (F )?
One strange consequence of this would be that for such sets the packing measure is
always strictly positive. In the same way that Hsδ(F ) is always ﬁnite for bounded sets,
we have that Psδ (F ) is always positive for arbitrary non-empty sets. Interestingly it was
an important question for about 15 years whether or not it was possible for a self-similar
set in the line to have zero packing measure in its dimension if dimP F < 1, see [65,
Question 2.3], but this was recently resolved by Orponen [62], who provided a family of
self-similar sets for whose elements F (of course not satisfying the open set condition)
PdimP F (F ) = 0. Thus the answer to the above question is immediately `no'. However,
we proved positive answer in the case when the SSC is satisﬁed.
Theorem 6.7. Let {Si}mi=1 be an SS-IFS that satisﬁes the SSC, with attractor F ⊆ Rd
and let s = dimP F . Then, there exists a δ0 > 0 such that for all δ ∈ (0, δ0) we have
0 < Ps(F ) = Ps0(F ) = Psδ (F ) <∞.
We will prove Theorem 6.7 in Section 6.7. By the above discussion, this result does
not extend to F which do not satisfy the open set condition. It is also easy to see that it
does not extend to the open set condition case either. For example, the unit interval I is
a self-similar set that can be deﬁned via an SS-IFS satisfying the OSC but not the SSC.
Elementary calculations yield that P1(I) = 1, but that P1δ (I) = 1 + δ for all δ. We pose
the question of whether the appropriate converse of Theorem 6.7 is true.
Question 6.8. Does there exists a self-similar set F deﬁned via a system satisfying the
OSC, but for which there is no SS-IFS satisfying the SSC with F as the attractor, for
which there exists a δ0 > 0 such that for all δ ∈ (0, δ0) we have
0 < Ps(F ) = Ps0(F ) = Psδ (F ) <∞?
We generalise Theorem 6.7 for graph-directed self-similar sets and subshifts of ﬁnite
type.
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Theorem 6.9. Let {Se : e ∈ E} be a strongly connected GD-IFS that satisﬁes the SSC,
with attractor (K1, . . . , Kq) and let s be the common packing dimension of the sets {Ki}i∈V .
Then, there exists δ0 > 0 such that for all δ ∈ (0, δ0) and all i ∈ V we have
0 < Ps(Ki) = Ps0(Ki) = Psδ (Ki) <∞.
We will prove Theorem 6.9 in Section 6.7. Due to Proposition 2.49 it follows that this
result generalises to attractors of subshift of ﬁnite types.
6.5 A Vitali like exhaustion lemma for subshifts of ﬁnite type
In this section we prove an exhaustion lemma for Hausdorﬀ measure, similar to Propos-
ition 3.3, which may be of interest in its own right. It shows that we can exhaust the
Hausdorﬀ measure of a (potentially overlapping) subshift of ﬁnite type by inﬁnitely many,
disjoint, images of ﬁrst level cylinders.
Let
J ∗A = {i ∈ J ∗ : ∃α ∈ ΣA and k ∈ N such thatα|k = i}
and for i ∈ J ∗A let
J i∗A =
{
j ∈ J ∗A : j||i| = i
}
.
For i = (i0, . . . , ik−1) ∈ J ∗ with |i| ≥ 1 we deﬁne (i)0 = i0 and (i)last = ik−1 and τ(i) =
(i0, . . . , ik−2). If i = (i0, . . . , ik−1), j = (j0, . . . , jl−1) ∈ J ∗A are such that A(i)last,(j)0 = 1 then
i ∗ j = (i0, . . . , ik−1, j0, . . . , jl−1) ∈ J ∗A.
Lemma 6.10. Let ΣA be an irreducible subshift of ﬁnite type with attractor FA, let s =
dimH FA and assume that Hs(FA) > 0. Then for each j ∈ J , there exists a collection Ij∞
of ﬁnite words i ∈ J ∗ that satisﬁes the following properties:
(i) the ﬁrst symbol is j, i.e. (i)0 = j,
(ii) the last symbol is j, i.e. (i)last = j,
(iii) there exists α ∈ ΣA and k ∈ N such that α|k = i or, in other words, i ∈ J ∗A,
(iv) for i, j ∈ Ij∞ with i 6= j we have that
F iA ∩ F jA = ∅,
(v)
Hs
F jA \
 ⋃
i∈Ij∞
F iA
 = 0,
(vi) the contraction ratios satisfy a Hutchinson-Moran type expression for Hausdorﬀ di-
mension, i.e. ∑
i∈Ij∞
rsτ(i) = 1.
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Proof. Since A is irreducible, for every i ∈ J \{j} we can ﬁnd ii ∈ J i∗A such that (ii)0 = i
and (ii)last = j. Thus if i ∈ J j∗A and (i)last = i then τ(i) ∗ ii ∈ J j∗A and (τ(i) ∗ ii)last = j.
Let
rmin = min
{
Hs (F iiA )
Hs (F iA)
: i ∈ J \ {j}
}
∈ (0, 1). (6.1)
We deﬁne a sequence Ij0 , Ij1 , . . . inductively where Ijn satisﬁes properties (i), (iii), (iv)
and (v). The collection of sets
{
F iA : i ∈ J j∗A , |i| ≥ 2
}
is a Vitali cover of F jA and hence by
Proposition 2.18 there exists Ij0 ⊆
{
i ∈ J j∗A : |i| ≥ 2
}
such that F iA ∩ F jA = ∅ for i, j ∈ Ij0 ,
i 6= j and
Hs
F jA \
⋃
i∈Ij0
F iA
 = 0.
Once Ijn is deﬁned we deﬁne Ijn+1 as follows. First, for each i ∈ Ijn we deﬁne a set Ijn+1,i.
If (i)last = j then Ijn+1,i = {i}. If (i)last = i 6= j then{
F
τ(i)∗j
A : j ∈ J i∗A , F τ(i)∗jA ∩ F τ(i)∗iiA = ∅
}
is a Vitali cover of F iA \ F τ(i)∗iiA and hence by Proposition 2.18 there exists
Jn+1,i ⊆
{
j : j ∈ J i∗A , F τ(i)∗jA ∩ F τ(i)∗iiA = ∅
}
such that F τ(i)∗j1A ∩ F τ(i)∗j2A = ∅ for all j1, j2 ∈ J jn+1,i, with j1 6= j2, and
Hs
(F iA \ F τ(i)∗iiA ) \
 ⋃
j∈J jn+1,i
F
τ(i)∗j
A

 = 0.
Now let
Ijn+1,i = {τ(i) ∗ ii}
⋃{
τ(i) ∗ j : j ∈ J jn+1,i
}
and
Ijn+1 =
⋃
i∈In
Ijn+1,i.
Finally we deﬁne
Ij∞ =
∞⋂
n1=1
∞⋃
n2=n1
Ijn2 .
Clearly F iA ∩ F jA = ∅ for i, j ∈ Ij∞, i 6= j. If i ∈ Ijn and (i)last 6= j then i /∈ Ijn+l for every
positive integer l, hence i /∈ Ij∞. So (i)last = j for all i ∈ Ij∞. Clearly
Hs
F jA \
⋃
i∈Ijn
F iA
 = 0 (6.2)
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for every positive integer n. For i ∈ Ijn such that (i)last = i 6= j we have that{
j : τ(i) ∗ j ∈ Ijn+1, (τ(i) ∗ j)last 6= j
} ⊆ J jn+1,i
and
Hs
(
F
τ(i)∗ii
A
)
= Hs (Sτ(i)∗τ(ii)(F jA)) = rsτ(i)rsτ(ii)Hs (F jA) Hs (F iA)Hs (F iA)
= Hs (F iiA ) Hs (F iA)Hs (F iA)
≥ rminHs
(
F iA
)
(6.3)
by (6.1). Also (τ(i) ∗ ii)last = j by deﬁnition. Therefore
Ijn+1 \ Ij∞ ⊆
⋃
i∈Ijn\Ij∞
{
τ(i) ∗ j : j ∈ J jn+1,i
}
and
Hs
 ⋃
i∈Ijn+1\Ij∞
F iA
 ≤ ∑
i∈Ijn\Ij∞
Hs
 ⋃
j∈J jn+1,i
F
τ(i)∗j
A

≤
∑
i∈Ijn\Ij∞
Hs
(
F iA \ F τ(i)∗iiA
)
≤
∑
i∈Ijn\Ij∞
(Hs (F iA)− rminHs (F iA)) by (6.3)
=
∑
i∈Ijn\Ij∞
(1− rmin) · Hs
(
F iA
)
= (1− rmin) · Hs
 ⋃
i∈Ijn\Ij∞
F iA
 .
Hence
Hs
 ⋃
i∈Ijn+1\Ij∞
F iA
 ≤ (1− rmin)n · Hs
 ⋃
i∈Ij0\Ij∞
F iA
 ≤ (1− rmin)n · Hs (F jA)
for all n ∈ N and combined with (6.2) we get that
Hs
 ⋃
i∈Ijn+1∩Ij∞
F iA
 ≥ (1− (1− rmin)n) · Hs (F jA) .
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Thus
Hs
 ⋃
i∈Ij∞
F iA
 ≥ Hs (F jA)
and so
Hs
F jA \
 ⋃
i∈Ij∞
F iA
 = 0.
Thus the collection Ij∞ satisﬁes properties (i)-(v). Property (vi) follows easily from
(iv) and (v) since
Hs (F jA) = ∑
i∈Ij∞
Hs (F iA) = ∑
i∈Ij∞
Hs (Sτ(i) (F jA)) = ∑
i∈Ij∞
rsτ(i)Hs
(
F jA
)
and the fact that we can divide by Hs (F jA) > 0.
6.6 Proof of Theorem 6.1
In this section we will prove Theorem 6.1. It is trivially true if Hs(FA) = 0, so we assume
otherwise. Fix i ∈ J and ε > 0. Choose a countable open cover {Uk}k∈K of F iA which
satisﬁes ∑
k∈K
diam(Uk)
s ≤ Hs∞(F iA) + ε. (6.4)
Since F iA is bounded we can assume that there is a uniform bound on the diameters of
the Uk. Let I i∞ be the `exhausting set' from Lemma 6.10. For n ∈ N, let
I i,n∞ =
{
i′ ∈ J ∗ : i′ = τ(i0)τ(i1) . . . τ(in−1) where il ∈ I i∞ for l = 0, . . . , n− 1
}
. (6.5)
By properties (i) and (ii) in Lemma 6.10 the set I i,n∞ is a set of restricted words from ΣiA.
Moreover, it follows from property (v) in Lemma 6.10 that, for all n ∈ N,
Hs
F iA \ ⋃
i∈Ii,n∞
Si(F
i
A)
 = 0. (6.6)
Observe that, for each n ∈ N,
{Si(Uk)}i∈Ii,n∞ ,k∈K
is a cover of
⋃
i∈Ii,n∞ Si(F
i
A). Let δ > 0 and choose n ∈ N suﬃciently large to ensure that
sup
i∈Ii,n∞ ,k∈K
diam
(
Si(Uk)
) ≤ δ
and thus
{Si(Uk)}i∈Ii,n∞ ,k∈K
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is a countable open δ-cover of
⋃
i∈Ii,n∞ Si(F
i
A). It follows that
Hsδ(F iA) ≤ Hsδ
 ⋃
i∈Ii,n∞
Si(F
i
A)
+Hsδ
F iA \ ⋃
i∈Ii,n∞
Si(F
i
A)

≤
∑
k∈K
∑
i∈Ii,n∞
diam
(
Si(Uk)
)s
by (6.6)
≤
∑
k∈K
diam(Uk)
s
∑
i∈Ii,n∞
rsi
≤
(
Hs∞(F iA) + ε
)
·
∑
j∈Ii∞
rsτ(j)
n by (6.4) and (6.5)
= Hs∞(F iA) + ε
by property (vi) from Lemma 6.10. Taking the limit as δ → 0 and noting that ε > 0 was
arbitrary, yields Hs(F iA) ≤ Hs∞(F iA). The reverse inequality is always satisﬁed by (2.1).
The ﬁnal part of Theorem 6.1 follows by a simple trick. Let i ∈ J and observe that
F iA = Si
 ⋃
j∈J :Ai,j=1
F jA

and so
rsi · Hs∞
 ⋃
j∈J :Ai,j=1
F jA
 = Hs∞(F iA) = Hs(F iA) = rsi · Hs
 ⋃
j∈J :Ai,j=1
F jA

where the middle equality is due to the ﬁrst part of the theorem. Dividing by rsi completes
the proof. 
6.7 Proof of Theorem 6.7 and Theorem 6.9
Proof of Theorem 6.7. The SS-IFS {Si}i∈I that satisﬁes the SSC, this implies that we
can ﬁnd a bounded open set O ⊆ Rd such that F ⊆ O and ⋃i∈I Si(O) ⊆ O is a disjoint
union. Let
δ0 =
1
2
· inf
x∈F
inf
y∈Rd\O
‖x− y‖
which is strictly positive since F is closed.
First assume that Psδ (F ) <∞ for every δ ∈ (0, δ0). Later we will see that Psδ (F ) =∞
is impossible for δ ∈ (0, δ0). Let ε > 0, let δ ∈ (0, δ0) and let {Bk}k∈K be a countable
collection of disjoint closed balls centred in F with diameter less than or equal to δ which
satisﬁes ∑
k∈K
diam(Bk)
s ≥ Psδ (F )− ε. (6.7)
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Since Bk ⊂ O for all k ∈ K and by the choice of O, the collection
{Si(Bk)}i∈In,k∈K
is a countable collection of disjoint closed balls centred in F . Let η ∈ (0, δ) and choose
n ∈ N so large that
sup
i∈In,k∈K
diam
(
Si(Bk)
)
< η.
It follows that
Psη(F ) ≥
∑
k∈K
∑
i∈In
diam
(
Si(Bk)
)s
=
∑
k∈K
diam(Bk)
s
∑
i∈In
rsi
≥
(
Psδ (F )− ε
)
·
(∑
i∈I
rsi
)n
by (6.7)
= Psδ (F )− ε
by the Hutchinson-Moran formula for packing dimension, see (2.6) and Proposition 2.33.
Taking the limit as η → 0 and noting that ε > 0 was arbitrary, yields Ps(F ) = Ps0(F ) ≥
Psδ (F ). The reverse inequality is always satisﬁed by (2.3), which completes the proof.
Now assume that Psδ (F ) = ∞ for some δ ∈ (0, δ0). Via a similar argument to the
one above, this implies that Psη(F ) > K for every K > 0 and every η ∈ (0, δ), hence
Ps0(F ) =∞ but this is a contradiction since every self-similar set has ﬁnite packing meas-
ure (and pre-measure) in the packing dimension, see [15, Exercise 3.2]. 
The reason this proof cannot be extended to the open set condition case is because in that
case the number δ0 may be zero and iterations of packings may no longer be packings.
This is one of the reasons packings are sometimes more diﬃcult to control than covers.
The proof of Theorem 6.9 is similar and we just provide a sketch. First we prove a simple
lemma. Recall that we say v ≤ v′ for vectors v, v′ ∈ Rq if each entry in v is less than or
equal to the corresponding entry in v′. We say that v is non-negative if 0 ≤ v. Similar
notations apply to matrices.
Lemma 6.11. Let A be a non-negative irreducible matrix of spectral radius 1 and x be a
non-negative vector such that Amx ≤ x for large enough m. Then Ax = x.
Proof. Observe that Am is also an irreducible matrix with spectral radius 1. Hence
Amx = x by [5, Theorem 1.3.28], therefore Ax = x by Theorem 2.44.
Proof of Theorem 6.9. Let s be the similarity dimension of the GD-IFS {Se : e ∈ E}
and let uᵀ = (Ps(K1), ...,Ps(Kq)). Since G(V , E) is strongly connected As is irreducible.
Furthermore, the SSC is satisﬁed, so 0 < Ps(Ki) < ∞ for every i ∈ V and Asu = u (by
a similar argument to Remark 2.45). Let uᵀδ = (Psδ (K1), ...,Psδ (Kq)). Since the strong
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separation condition is satisﬁed there exists a collection of open sets {Oi}i∈V such that
Ki ⊆ Oi and ⋃
j∈V
⋃
e∈Ei,j
Se(Oj) ⊆ Oi
is a disjoint union for every i ∈ V . Let
δ0 =
1
2
·min
i∈V
inf
x∈Ki
inf
y∈Rd\Oi
‖x− y‖ .
A similar argument to the proof of Theorem 6.7 shows that for large enough n depending
on η we have that
(As)nuδ ≤ uη ≤ uδ (6.8)
for δ ∈ (0, δ0) and 0 < η < δ. It follows by Lemma 6.11 that equality holds in (6.8).
Hence uδ = uη = u for 0 < η < δ < δ0. 
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