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1. INTRODUCTION 
The Weyl semigroup of fractional integrals is defined formally on L2(0, co) by 
1 m 
WYf(x) = ro s (t - x>*-lf(t) dt 5 
for Re 01 > 0 and appropriate f E L2. I f  we make a change of variables we may 
notice a formal relation with the semigroup {T,},,, of left translation operators 
on L2(0, co). That is 
1 -10 
WY(x) = r. J 
t”-lf(x + t) dt o 
1 O” -- 
~- F(a) s 




WE = r. s 
+T, dt. o 
This relation conceivably inspired one of the well-known formulas of 
Balakrishnan for representing the fractional powers of a class of closed operators 
on Banach space (see [14] for a discussion of such material; see also [l]). 
Of course the various integrals above do not necessarily converge. We see 
below, however, that the semigroup is well defined and consists of bounded 
operators when these operators are restricted to any one of a large class of left 
translation invariant subspaces. Part of our problem is to develop a suitable 
definition for the semigroup. 
Using a different method we advance the theory in [lo]. Throughout the 
paper we make essential use of the literature on translation invariant subspaces. 
The reader is invited to consult [5] and [ll] for background. 
In Section 2 we introduce the approximating semigroups (WEa)Rea,O defined 
for E > 0. These are seen to be unitarily equivalent to semigroups of Toeplitz 
operators on the Hardy space H2(LI+), where II+ = {A: Im X > 0). In Section 3 
75 
0022-247X/79/010075-17$02.00/0 
Copyright 0 1979 by ilcademic Press, Inc. 
All rights of reproduction in any form reserved. 
76 LARRY GRARHART 
we then are able to obtain the representation for (Wa} which is the key to the 
main results of the paper. Here we classify translation invariant subspaces on 
which { Wa} is a semigroup of bounded operators, and we derive some crude 
estimates for the bounds. In addition we employ a theorem of Sarason, proved 
in [13], to classify those subspaces on which the W” are compact. For the proof of 
necessity we need a spectral mapping result, proved as a preliminary, identifying 
points of the spectrum of Wa with singularities of the characteristic function of 
the subspace. We then show that {P} is unitarily equivalent to ( W-=} and thus 
immediately obtain dual results for this inverse semigroup. This aids us addi- 
tionally in classifying the invariant subspaces of w1. We are thus able to signi- 
ficantly extend the wellknown results on invariant subspaces of the Volterra 
operator on L2(0, 1). 
In Section 4 we consider properties of the boundary group {WC*},“_-, which 
follow readily from previous results together with some calculations. In parti- 
cular we show that the spectrum of the boundary group onL”(0, l), 1 < p < co, 
is an annulus and consists of approximate eigenvalues. 
Finally in Section 5 we consider the semigroup on all of L2(0, co), the 
unbounded case. Using a representation for WI on H2(D+) we derive a simple 
criterion for membership in the domain of w1. We also show that the graph of 
each Woi is completely determined by the behavior of Wa on exponential functions 
in L2. As an application of the representation theory we complete the result 
begun in Section 3 on classifying boundedly invariant subspaces of Wr. 
2. THE SEMIGROUPS {WE~}Rear,O 
In Section 1 we noticed the formal relation between the semigroups {Wa} 
and {Tt). We have 
1 m 
W” = r. o ta-lTt dt. 
I 
For given E > 0 consider the semigroup { WCa}Rea,,, with 
1 m 
WCs = m o t”-le-rtTt dt. 
s 
This integral converges in the strong topology and { WCa} is a strongly continuous 
semigroup of bounded operators. In fact, 
PROPOSITION 2.1. Let {St}tao be a strongly continuous sen@roup on a Banach 
space X which satisfies 
vt > 0 (*) 
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for some fixed M and E > 0. Then 
1 m 
Yb = r. 
s 
t-?Y, dt o 
defines a semigroup {9’U}Re,r,,, which is bounded and continuous on each sector 
O(0, r), where 
withO<randO<B<l7/2. 
Remark. P is of course analytic in Re CL > 0. The reader can probably 
piece together a quick proof of the above based on the work of Balakrishnan. 
It may also be demonstrated that 9’~ is a fractional power of the inverse of the 
. . 
infinitestmal generator of {St}t~o . For the sake of completeness, however, we 
offer the simple proof below. 
Proof. To demonstrate the semigroup property, let Re (Y, /3 > 0. Then 
ta-‘(s - t)@-l S, ds dt 
= r(.;v~ ia ( jos (s - t)B-’ t”-’ dt) S, ds. 
Using the well-known relation between the Beta function and the Gamma func- 
tion 
- t)B-1 t-1 dt = sa+B-1 j-l(l _ Q&l p-l& 
0 
And hence Y491 = 9+*. Let 01 = pe i* with 0 < p < r and I$, 1 < 0. Then 
l 
{5“sptl) is therefore bounded in each sector d(B, r), with 0 < 17/2. 
78 
To prove continuity, let A 
be in the domain of A. Then 
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be the infinitesimal generator of {A’,} and let x 
Px = r(ol) J, i+S,x dt 
1 m 1 * 
= r(a + 1> t”Stx o - r(, + 1) o t=‘Wx dt s 
-’ ?Y3Axdt 
=qor+l)s t s * 
If  we let OL approach 0 in d(B, r) we obtain Px -+ - Jr &Ax dt = x. Since the 
domain of A is dense, we obtain the result. Q.E.D. 
Let us now consider the semigroup (Wea} as it is represented on Hs(17,) via 
the Fourier transform 
9: P(O, co) -+ HZ(H+). 
If  we define sZCa = cFW,a.9-1, then 
1 m 
52,” = r. o t”-le-‘tM,*t dt. I 
M,, is the operation on Hz of multiplication by the exponential function et E Hm, 
where e,(o) = eito, o E X7+ . Thus the adjoint Mz is given by 
M; = PHzME, , 
where PHa is the orthogonal projection of P(-00, a) onto H2(17+). 
THEOREM 2.2. For E > 0 and Re 01 > 0, lszEa is the Toeplitz operator on 
H2(17+) given by 
Qca = P,aMqcor, 
where am = l/(6 - iu). 
Proof. Let a = iv, where 7 > 0 is real. Then 
by a change of variables. By analytic continuation the relation extends to all of 
II+ and we easily obtain the result. Q.E.D. 
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Let A’ be a subspace of Hz which is invariant under the semigroup {A4t}t>o . 
By a theorem of Beurling and Lax, A’ can be written as 
for some inner function G E Hm. In [lo] Moeller found necessary and sufficient 
conditions for !2 to be bounded when G is a Blaschke product. We are able to 
show that this condition applied to a general inner function is sufficient to secure 
that each operator in the semigroup is bounded. By using a different technique 
we are able to obtain crude estimates of the bounds of the @ on these subspaces. 
3. BOUNDED AND COMPACT SUBSPACES 
We consider here necessary and sufficient conditions for the existence of the 
strong limit 
SZa = s - limJ&a 
40 
on left translation invariant subspaces A! = H20GH2. The question of how W” 
is defined on the corresponding subspaces A CL2(0, cc) is a delicate one. It 
may not be generally true that J& n L1 is dense in A?; although this condition 
is certainly satisfied if G is a Blaschke product or an exponential function, eia”. 
WElf(X) -+ Pf@) 
as 6 4 0. Thus in a very reasonable sense we have a “new” definition for (We> and 
it is this definition which we employ below. We have more to say about this in 
Section 5. 
Before proceeding to our reprsentation theorem we prove a lemma which will 
be used in the next section. 
LEMMA 3.1. Let G be an inmr function on l7+ . Then for Re a >, 0 we have 
that (1 - G)oiEHmand 
PA = P&&J, 
where J(O) = 1 - G(a) and PA is the orthogonal projection of Hz onto .A? = 
HVGH’. 
Proof. J” is the bounded limit, almost everywhere on the real axis, of the 
functions JT”, where J,.(O) = 1 - rG(o) and 0 < r + l-. Considering the Taylor 
expansion of (1 - a)” about z = 0, we see that for 0 < r < 1 we may write 
Jr” = 1 - GK 
for some K E H”. Thus 
Q.E.D. 
40916711-6 
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THEOREM 3.2. If Q = s - limELo Q,1 exists on the subspace A = H20GH2 
then G is analytic at 0 = 0. Conversely, if G is analytic at 0 = 0 then for all 
Re 01 > 0, au = s - lim,,, Qcu exists on .M. If there exists M, Y > 0 such that 
V 1 a 1 ,< Y, [ G(a)1 < M then 
Proof. Suppose G is not analytic at 0 = 0. By a reflection principle argument 
(cf. [8, Lemma 2.21) there exists a sequence {h,) C l7+ such that h, + 0 and 
G(-A,) -+ 0 as n -+ co. We derive a contradiction to the assumption that Q,l 
has a strong limit as E 4 0, and we use a standard approach involving exponential 
functions (see [3, 7, 81 f  or other examples of their usage). 
We define 
and then note that 
We have that 1) e, )I2 = 1 and I\ e, -fn )I2 = 1 G(-A,)\ . Now 
pfn(a) = f%(a) - f&4 
E + io 
since sZ,l = P,nMic and H2(17+)l = H2(17-). A rearrangement of terms gives 
f&) -f&3 _ fn(4 
E + iu 
By assumption, there is a g E H2 such that 
f&) - fdi4 f&) 
E + iu 
+--ih,- (-+)112Fg(,). 
We therefore obtain the estimate 
II Pf?i II2 3 1 f$p - 
Ilen-fnI12 (I;~T)“21,g,,e) 
p/2 
and the contradiction 
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Suppose now that G is analytic at 0 = 0 and, without loss of generality, 
G(0) = 1. Choose M and r > 0 so that G can be continued analytically into the 
disc j 0 1 < Y and 1 G(o)1 < M in this disc. Let D, = {U E C: 1 a j < r> and 
H+(Y) = II,. u D, , Then for 0 < E < r the functions w, given by 
w (u) = 1 - G(--k)-1G(4 
c E - iu 
are analytic in 17,(r) and bounded, by an argument using the maximum modulus 
theorem, with the upper bound 
(1 + M)/(y - ~1. 
A consideration of the complex argument of w,(a) shows that we8 is in Ha pro- 
vided 0 < e ( r. Finally, we see that w,’ approaches W’ boundedly almost 
everywhere on the real axis. Thus, considering H2(II+) as a subspace of 
L2(-GO, co) we obtain on 4’, 
5201 = s - $i i-2,” = s - l$ P,,M, a = PH&& . < 
The result on II!2 I\ is now clear. Q.E.D. 
In the next theorem we give a simple crude estimate for I]@ 11 in the case that 
G is a Blaschke product. 
THEOREM 3.3. Let G be a Blaschke product of the form 
For P < min(b, 4 inf, / h, I) we have 
M < (E)” exp (y:,r”,;, . A) , 
where 
For such T and M, \\ Qm \\ < (1 + M)/r. 
Proof. Using the fractional linear transformation 
2 = (u - i)/(u + i), 
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which maps n+ onto the unit disc D. We consider the corresponding Blaschke 
function 
where afl = (A, - i)/(& + 1). T o estimate C we estimate D. Now for z # 0 
we have 
= exp f log 
( I 




For 1 z [ 3 1 this is 
We are reduced to estimating 
%I + I %a I z 
9 (1 - G;,z) c4, 
since A = C (1 - 1 (II, I) < co. We have 
I) 
and 1 + z = 2a/(a + i). Letting p = inf, j A, i we obtain I 1 + G,, / > 2p[( 1 f p) 
for all n. Furthermore, for I 0 / < Y < &p and Im u < 0 we have 




I 1 - &I~ I3 2 (& - &) 
2r --__- 
a2 1+2r ( 1L 1 
= 2 ( (1 -r,,pI; 2Y) 1 * 
% + I %a I z 
(1 - &z) cy, 
< 1+2r 
’ Y(1 - 4r)’ 
The result for G now follows. Q.E.D. 
We now turn to the spectral mapping result which is employed in proving 
the classification theorem for compact subspaces. Define clos*(n+) to be the 
closure of l7+ in the extended plane. 
PROPOSITION 3.4. If A? = H28GH2 and G is analytic at 0, and ;f 
p(G) = {a0 E clos,(l;l,): lim 1 G(a)1 = 0} 
o+oo 
then for Re 01 > 0, sp(@) = {h E C: h = (l/(zZ,,))oi for some a, E B(G)}. 
Proof. We apply Fuhrmann’s Corollary 2.2 in [3]. Thus h E sp(@) iff 
0 = inf 
il 
1 - G(0) G(0) B 
od7, --ifs ) - x j + I W) - 
This is equivalent to 
0 = jyjf (1 (&)” - X / + I G(4) 3 + 
and any: h = (l/(zZ,,))” for some a,, E B(G) clearly satisfies this. The converse 
follows easily from the continuity of p away from 0 in clos,(l;r,). Q.E.D. 
Remark. For 01 = iq, where 7 is a nonzero real number, the discontinuity of 
qin does not allow the same simple result. In the next section we discuss in some 
detail the spectrum of the boundary group on Lp(O, 1) for 1 <p < co. 
We now turn to the classification result on compact subspaces of(P). 
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THEOREM 3.5. If  A’ = HVGHf, then C?’ is defined and compact for Re 01> 0 
a# G can be factored as G = BS, where S(o) = ezao for some a 2 0 and B is a 
Blaschke product whose zeros {A,} do not accumulate in the finite plane. 
Proof. Suppose first that SZa is defined and compact on a subspace JZ = 
H20GH2 for some Re 01 > 0. It is enough to show that G is analytic for all real 0. 
Any singularity at a real number u = ~a must be isolated by the above spectral 
mapping result and the Fredholm alternative. Thus at worst G = G,,G, , where 
G, is singular at u,, and analytic everywhere else, and Gr is analytic at u,, . I f  so 
then J&, = H2t?G,,H2 is an infinite dimensional subspace of &? which is invariant 
under L@. If we again apply Proposition 3.4 we obtain a contradiction. This 
proves necessity. 
To prove sufficiency we simply apply Sarason’s Theorem 2 in [ 131. According 
to this theorem we must show that Gw~ is in the algebra 
H”(n+) + W”), 
where R* is the closure of R in the extended plane. Our conditions imply 
trivially that G~J” is continuous on R*. Q.E.D. 
Consider the unitary involution U: H2 -j H2 defined for f E H2(17+) by 
uf (4 = (-+df (-(lb)). 
I f  we use the fractional linear transformation 
x = (u - i)/(u + i) 
together with an appropriate weight function, we may see that U is unitarily 
equivalent to the operator U,: H2(D) -+ H2(D) defined on f E H2(D) by 
UDf 64 = A--x)* 
PROPOSITION 3.6. iPa = UQaU where Qa acts on A and S+ acts on&? = 
H2f?GH2 and G(u) = G(-l/u). 
Proof. Clearly U(GH2) = GH2 so that A%? = UJU, and PA* = UP&U. 
Since (@)* = P~M,G and UMug = M,aU*, where (assuming G(0) = 1) 
G(u) = (-iu) (1 - C(U)). Q.E.D. 
In Section 5 we see that this result has a more obvious interpretation in the 
unbounded case. We may note here, however, that G-l acting on J? is minus 
the infinitesimal generator of {P,zM,~},>,, restricted to ..k?. To see this, recall that 
P2 = f’sM+~, and consider the hmit as t J 0 of the expression 
( 
&to - 1 
t ) 1 - G(u)) = ( eYt; l ) (-W(U)). 
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This intimate connection between the w1 and the shift operators is again 
illustrated by a result of Sarason in [12]. If V’ d enotes the Volterra operator on 
L2(0, l), and if Q denotes the compression of M, onto the subspace AD C H2(D) 
given by 
.MD = Hz(D) 0 exp (z) P(D), 
then (1 - V) (1 + V)-l is unitarily equivalent to Q. If we shift the emphasis 
to W the equivalence is between (1 - W) (1 + W)-l and 1M,* restricted to J$ . 
This latter relationship holds in the more general case. 
THEOREM 3.1, If A’ is one of the bounded subspaces of Theorem 3.2, 
A# = .9-l& and do is the subspace of H2(D) corresponding to A’, then 
(1 - W) (1 + W)-l restricted to k is unitarily equivalent to M$ acting on J%~ . 
Proof. In view of Theorem 3.2 we consider (1 - Sz) (1 + Q)-l restricted to 
A. We have 
(1 -G) (1 + L’)-l = 2(1 + L?)-l - 1 = 2P,,M (A) - 1, 
since (1 - iu)-’ E H”(17,). Again, rewriting, 
2P,zM (+r) - - 1  P,,M (-&%) . 
Using the canonical isomorphism H2(17+) N H2(D), we can see directly that this 
last expression is equivalent to M* on AD . 
Using either this relation or the equivalence between W and the infinitesimal 
generator of ( Tt} we can obtain our generalization of the well-known theorem on 
the invariant subspaces of V acting on L2(0, 1). (For a historical discussion of 
this and related results, see [ll, Theorem 4.14, notes at the end of Chapter].) 
We are able to complete these results in five. In [lo] Moeller demonstrates a 
similar connection between W and M* but he does not exploit it fully. In 
addition, he does not appear to have explicitly stated the equivalence between W 
and -D, where D is the infinitesimal generator of { Tt}t>,, , even though his 
theorems reflect this duality. 
4. THE BOUNDARY GROUP 
The space L2(0, 1) CL2(0, co) is isomorphic to the space 
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The semigroup {WE} acting on P(0, 1) is unitarily equivalent to {!Sa} acting on 
&. In [6] Kober employed singular integral theory to demonstrate the existence 
of a boundary group {Wi”},“=-m in the Lp(O, 1) case, 1 <p < co. In the L2 case 
this group is particularly easy to handle. 
THEOREM 4.1. Let A = H28GH2, where G is analytic at 0 = 0. Then the 
semigroup {Q~}Rem,,, can be continued to the boundary Re 01 = 0 on .I&! in such a way 
that the extended semigroup {D’} Reol>O is strongly continuous in Re 01 > 0. Furthe-r- 
more V7j real, 
It ~28 II G exp(W2) I rl I>. 
Proof. To prove the first part simply consider the limit on X7+ of W(U)” = 
((1 - G(4)lW (y and the previous characterization JP = P,aM,, . To prove 
the second part note that cp iq is essentially bounded and in Ha, where v(u) = 
l/(-k). An application of Lemma 3.1 gives the result, since )I CJII\, = 
exNW I rl 1). Q.E.D. 
Note in particular that the extension of Win to all of L2(0, co) satisfies the 
same bound. It would be of interest to know if Win has a bounded extension in 
the Lp case for p # 2. 
If we apply Fuhrmann’s theorem to the representation just given, we can see 
that Win on L2(0, 1) has as its spectrum the annulus 
4 = @E C: exd-W/2) I 17 I> G I h I < exp(PW I 77 I>>. 
In [4] it is shown that sp( Win) contains the boundary of the annulus, and that the 
spectrum is a continuous spectrum, i.e., each point in the spectrum is an appro- 
ximate eigenvalue. As it happens we can show the generalization to Lp(O, 1). 
THEOREM 4.2. sp( Win) = A7 for 7 # 0 and Wiq acting on Lp(O, l), 1 < p ( 
00. Furthermore, each point of Aq is an approximate eigenvalue. 
Proof. Let Im u > 0 and consider the normalized exponential function 
co(x) = (p Im u) l * / e i0z E Lp(O, co). The projection of e,: onto Lp(O, 1) is denoted 
by f. and we set g, = e, -f. . The e, are eigenvectors of Win acting on 
Ln(O, to) and, as we show, appropriate sequences of fa form “approximate 
eigenvectors.” 
Let 0 < x < 1 and consider WY,(x) = Wa(e,, - gJ (x). 
W‘% - go> (4 = & Ja (t - xF1 k,(t) - g,,(t)> dt 
CT 
m  - dx> Jrn to-leiut dt _ ~~ 
J-(4 0 s w 1-z 
tar-leiot dt 
_ ~aeiou-2) _ iu toedot dt 1 . 
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It is easy to see that for real 7, the limit Wi$ exists in Lp(O, 1) and equals 




%64 - r(lti71) 
[ 
m  (1 _ X)in &7’1-‘1 __ ia 
.r 1-z 
&+ot &] . 
Fix 0 < 0 < n and 4 real, and set for n = I, 2, 3 ,... 
then Vn, 
r, = exp (f + 217 / + I) , and 0, = rneis; 
and Im (T,, -+ co. We now show that (fu,> is an approximating eigensequence for 
(l/(--i~~))~~ = A. Clearly \lf~~ jiD -+ 1 as n - co. Consider the Lp norm of the 
difference Winfan - Afun . 
Let 
f”ntx) 
k&> = q1 + $) bJ [ s 
m in io,t dt . 
1--2 t e I 
We show $ / /Z,,(X)/” d x+0 as n-t 00. To this end, choose 0 <e < 1. 
which also -+O as n -+ co. The calculations for (1 - x)~‘J ein(l-“) are similar. The 
result now follows from the fact that the set of all X = exp(-T((.I7/2) - 0) + $) 
for 0 < 0 < 17 and + real is the interior of the annulus AT. In addition, by a 
well-known classical result, the boundary of the spectrum of a bounded operator 
consists of approximate eigenvalues. Q.E.D. 
5. THE UNBOUNDED CASE 
In a formal sense, the operator Wa is the adjoint of the operator R”, defined for 
f~L~(0, ~0) by 
Ry(x) = -& lz (x - t)“-if(t) dt. 
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One can easily check that for Im u > 0 and f E L2 
~t(W)(4 = (&)"Pf, (4 c*> 
so that we easily see P is closed and densely defined. This allows us to define W” 
unambiguously as the adjoint of R”. As such it is closed and densely defined. 
Unfortunately, it is not so easy to obtain a representation for LP, but we are 
able to obtain an appreciable amount of information. 
We have already noticed the importance of the exponential functions e, , for 
Im X > 0 in our theory. These functions are eigenvectors of LP. The next 
result shows that the behavior of LP on these functions determines its graph. 
THEOREM 5.1. The graph of Qa is spanned by the pairs (eA , (l/( -ih)p eh), 
Imh >O. 
Proof. Since L& is by definition the adjoint of SR”4t-l we need only show 
that if (-g, f) is orthogonal to the pairs, (e, , (l/(-ih)p e,), then (f, g) is in the 
graph of FPF-l. To do so we merely demonstrate that (f, g) satisfies (*). I f  
we write out the inner product of (-g, f) with (e, , (l/( -iX)p e,) we get 
= -g(-1) + (+!$)” f  (-A) by Cauchy’s theorem. 
Or,g(-1) = (I/(iA))“f(--X)forallImh >O.Thisimpliesg(a) = (l/(-iu))“f(u) 
for all Im u > 0. Q.E.D. 
To reconcile our definition of Wa as the adjoint of R” with the representation 
result of Section 3 we observe first that the agreement is obvious when the 
characteristic function G is a Blaschke product. In this case the space JL? is 
spanned by generalize eigenvectors of P. To obtain the general case we need 
only borrow the proof of Theorem 4.2.1 in [2]. This theorem relates the condition 
of being a noncyclic vector for the backward shift to a certain kind of rational 
approximation. 
THEOREM 5.2. Let G be an inner function which is analytic at 0, and let 
.&I = H20GH2. Then each vector f  E A? is in the domain of Qa and 
Pf = PpM,,f. 
Proof. By a theorem of Newman (see [5, p. 1751) there is a sequence B, of 
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Blaschke products which converges uniformly to G. If A?$ = H26B,H2 then 
P-/l, -+ P&t in norm. If we define w, E H” by 
w 
n 
(u) = 1 - fWYB(4 
-iu 
then P,zM,. + PHzMacL in norm. In particular PHtMonuP~mf ---f PHaMaaf. 
For each n, P,zM,nePfnf = SZaPdnf as we have seen. Since @ is a closed 
operator, f is in its domain and LFf = P,zM,,f. 
The above mentioned theorem of Newman was also used by Moeller in [9]. 
The generalization of our Theorem 3.7 to the unbounded case is already 
essentially obvious, given our “adjoint” definition of R and the representation of 
Q* as multiplication by I/(-iu). With it we can complete the results of that 
section by classifying the boundedly invariant subspaces of L?. We say that a 
closed subspace JZ C H2 is boundedly invariant for Sz if A’ is contained in the 
domain of Q and LA&’ CA. By the Closed Graph Theorem, the restriction 
Q IA is thus bounded. Furthermore, -Q 1~ is a dissipative operator, and 
(ldi - 52 1,~) (1 ;K + Q I,bt)-r = (1 - Q) (1 + Q)-l 1~ . This last is the adjoint 
of multiplication by (1 + (iu)-l)/(l - (k-l) = (u - i)/(u + i) restricted to 4. 
.A’ is clearly invariant under (1-n - Sz (A) (I u~ + Q I.&)-’ and is therefore of 
the form 
for G inner. Using z = (U - i)/(u + i) to pass to the disc, D, we see that 
M,* ldD + 1 IAD is invertible on AD with inverse equivalent to &(l + Q /A). 
Thus, by [8, Theorem 2.31, G, is analytic at -1 and G is analytic at 0. This 
proves: 
THEOREM 5.3. Let A’ be boundedly invariant for Q. Then &I = H28GH2 with 
G inner and analytic at u = 0. 
The domain of Sz contains “cyclic” as well as “noncyclic” vectors. It is 
therefore of some interest to obtain a representation for 52 on all members of its 
domain. 
THEOREM 5.4. The domain of Sz consists of those f E H2 for which there exists 
f, E C such that the function g is given by 
g(u) = [f (4 - fW 
is in L2(R). In this case g E H2(17+) and g = Qf. 
Remark. Obviously, in the case that f is analytic at 0 we have f0 = f (0). 
The idea is that subtraction of f&u “projects” f(u)/iu onto H2. 
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Proof. We first prove that if g cL2 then it is automatically in Hz. Consider 
the functions g, , e > 0, given by 
&Cd = [f (4 - fol@ - 4. 
Clearly, each such g, is in Hz. The assumption that g E L2 is enough to imply 
s - lim,,,g, = g. Since Hz is closed, g E Hz. 
To show that Qf = g it is enough to verify the adjoint equation 
@f, h) = <f, Q*h) 
for all h in the domain of 9%. Thus f is indeed in the domain of Gr and Qf = g. 
The representation given clearly defines a closed operator. Furthermore, it 
agrees on all functions e,, . By Theorem 5.1 we obtain the result. Q.E.D. 
Remarks. (1) C onsider the function f given on u E lI+ by f(u) = 
u log(l - u-2). One can show 
(i) fcH2. 
(ii) If g(u) = f (u)/iu then g E Hz. 
(iii) g is not in the domain of .P. 
(2) We leave the verification of Pa = UPU to the reader. Note in parti- 
cular the description this affords us of the infinitesimal generator of (P,zMzt}. 
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