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1 Introduction
Multiphase flows are of fundamental importance in many reactor concepts in today’s chemical
and bioprocess industry. Over the last years, increasing volumes of products manufactured in
fermentation processes or using heterogeneous catalysis have yielded a need for large-scale reactors,
in turn inducing new demand for precise scale-up rules for the transfer of processes from lab-scale
to full industrial scale which in the case of bubble columns can mean diameters of several meters.
Design of gas-liquid bubble columns has so far mainly been carried out by means of empirical
and semi-empirical correlations which have been gained from experimental data e. g. of mass
transfer for bubble columns of different scales [27]. While a strong experimental foundation of
such correlations provides security for the applications that they initially were conceived for,
transferability to other situations (e. g. different substances or temperature and pressure ranges)
is usually very limited. Thus, in many cases trial-and-error schemes or time-consuming scale-up
experiments are necessary to achieve satisfactory performance of the large-scale reactor system.
Three-phase flow in bubble columns introduces additional challenges for design and scale-up.
Now, not only gas-liquid mass transfer is of concern but additionally, solid fluidization and liquid-
solid heat and mass exchange enter the picture yielding a complex interaction of turbulent flow
fields, mass transfer and chemical or biochemical reaction inside the reactor. Even modern ap-
proaches to reactor scale-up mostly do only consider single aspects out of this multitude, i. e. are
restricted to fluiddynamic facets, mass transfer issues or reaction topics [103]. Complete reactor
models are still out of reach mostly due to numerical problems in solving the resulting equa-
tion systems and – the accelerating development in this field notwithstanding – due to a lack in
computational power.
On the measurement side of the issue, recent developments have cast some light into gas
distribution and solid fluidization depending on superficial gas velocity and sparger geometry in
three-phase bubble columns of pilot-plant scale. Based on work by Sauer and Hempel [101],
Lindert et al. [69, 70] and Kochbeck et al. [56], Dziallas et al. [31, 32] have developed a new
invasive measurement technique based on a combination of differential pressure measurement
and conductivity respectively time domain reflectometry measurement which enables a detailed
determination of local gas and solid holdup. Using this new technique, interesting aspects of
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sparger geometry and superficial gas velocity influence on local gas distribution as well as solid
fluidization in a model system consisting of deionized water, plastic granules and air could be
shown.
On the modeling side, Computational Fluid Dynamics (CFD) are gaining importance in general
process applications. CFD approaches use numerical techniques for solving the Navier-Stokes
equations for given flow geometry and boundary conditions thereby implementing models for flow
aspects like turbulence or heat and mass transfer as relevant for the specific modeling task. CFD
has been an important tool in air and space industry or vehicle design for a long time [2] where
it has to a large extent replaced time-consuming and expensive wind tunnel experiments. Yet,
while in these applications single-phase flows are prevailing, modeling applications in chemical and
biochemical reactors in most cases include multiphase flows the modeling and numerical treatment
of which introduce additional challenges [24, 29]. Therefore, multiphase CFD applications have
gained broad attention only during the last decade since increasing computational power available
has enabled computations previously considered infeasible. Still, most literature reports are limited
to two-phase flows [7], and especially gas-liquid CFD projects often deal only with very low
dispersed phase holdups. In effect this means that multiphase CFD still is far away from being
a general tool for the practitioner even if recent advances in computational power available in
desktop PCs do enable first steps in this direction [45, 116].
Starting point for the project presented in this report was the question how liquid flow structure
inside a pilot plant-size bubble column is interacting with local gas and solid holdup, i. e. what
influence gassing rate has on liquid flow, how liquid flow is related to solid fluidization and what
influence solid loading on liquid circulation and mixing inside the reactor has. For this purpose,
the Electrodiffusion Measurement technique (EDM) was to be implemented for reason of its capa-
bilities to deliver two-dimensional liquid velocity values even at high gas and solid holdups inside
the 0.63 m diameter, 6 m high bubble column as used by Dziallas et al. [31, 32]. Fig. 1.1 shows
the experimental setup.
The reactor could be equipped with a plate sparger (335 holes of 1 mm diameter in triangular
layout), a ring sparger (diameter 0.45 m, 12 gassing openings facing to the bottom of the reactor for
better solid fluidization) or a central nozzle sparger (diameter 22 mm). Table 1.1 shows properties
of the model system as introduced by Dziallas et al. [31, 32] and used for the experiments of the
present work.
The model system and especially the solid material have been chosen such as to resemble
the flow situation inside a bubble column bioreactor where microorganisms grow immobilized on
particles and aeration is used for oxygen intake, mixing and fluidization.
In addition, a Computational Fluid Dynamics (CFD) model based on the experimental results
was to be developed that – neglecting mass transfer and chemical reactions for the time being –
should be able to reproduce the measured distributions of gas and solid holdup as well as liquid
2
Probe Port
EDM Probe
Plate
Sparger
Ring
Sparger
Central
Nozzle
Sparger
Figure 1.1: Experimental setup: Pilot-plant sized bubble column with different sparger systems;
column height 6 m, inner diameter 0.63 m
Table 1.1: Properties of the three-phase model system chosen for the experiments
Liquid Phase Deionized water with 0.01 mol/L Potassium-Sulfate
Gas Phase Oil-free pressurized air
Solid Phase Plexiglass (Polymethyl-Methacrylate, PMMA) particles,
density 1200 kg/m3, cubically shaped, hydraulic diameter 3 mm
velocity thus yielding a flow and holdup prediction tool useful for scale-up calculations as well.
Implementation of the model should take place on a common PC workstation such as to show
that CFD reactor design studies can be carried out on standard modern desktop hardware at
reasonable computation times.
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2.1 Modeling Fundamentals: The Roots
Modern approaches to modeling of chemical process equipment draw their impetus from two
distinct sources. On one side, empirical and semi-empirical reactor modeling approaches based on
a long history of dimensional analysis can be found. On the other side, modern Computational
Fluid Dynamics (CFD) that have been popular for quite a while in other fields of science (like
air and space engineering) are becoming more and more interesting for chemical engineers. Both
fields are still coexisting but with computational resources becoming cheaper and more widely
available, they soon will develop into one stream of detailed reactor modeling. A first step in
this direction has been taken by Bauer and Eigenberger [3] who in their so-called “Multiscale
Approach” described the fluid dynamics via CFD computation and included chemical reaction
and mass transfer by means of a zone model.
2.1.1 Empirical and Semi-Empirical Models for Bubble Columns
Before the advent of CFD techniques, reactor modeling for chemical and biotechnological purposes
was mainly carried out by means of highly simplified, semi-empirical parameter-fitting models.
This was due to the fact that with computational resources available until just a short time ago,
calculations with more precise models would have taken up a prohibitive amount of time thus
being way too expensive for any application of interest. However, if one’s interests are limited to
certain singular phenomena such as mixing, residence time distribution or averaged mass transfer
coefficients for a tightly defined reactor type, a huge body of correlations can be found from the
literature [27]. While the limited range of a model’s applicability always has to be kept in mind,
in the field of two- and three-phase bubble column and airlift loop reactor modeling (and the
adjoining area of fluidized bed modeling) a number of approaches have gained large popularity
due to their comparatively general validity [103]. Namely these models are:
• Cell models: These models assume circulation cells inside the reactor which are responsible
for backmixing processes [26].
4
2.1 Modeling Fundamentals: The Roots
• The one-dimensional dispersion model: This model assumes that two- and three-phase flow
processes can be modeled as a superposition of convective and dispersive flow where the
latter is described in analogy to Fick’s first law of diffusion [59, 62, 69, 73, 103, 110, 111].
It is often used in conjunction with gravity terms to model sedimentation effects [25, 101].
More refined versions of this model include sparger and degassing zone effects as well [35].
• Cascade models: These models describe real reactors such as bubble columns or airlift
reactors in terms of cascades of ideal continuous stirred tank reactors (CSTRs). Main fitting
parameter is the number of tanks in the cascade; backmixing effects can also be included by
introducing partial backflow into the model [69].
• The two-dimensional dispersion model in cylindrical coordinates: This model includes radial
effects in addition to axial dispersion. In cylindrical coordinates it can be formulated as
follows [103]:
∂εα
∂t
= Dax,α · ∂
2εα
∂x2
− vax,α,c · ∂εα∂x +
1
r
·Drad,α · ∂εα∂r +Drad,α ·
∂2εα
∂r2
(2.1)
A similar equation can be put up for any continuous phase α or dispersed phase β. This
model delivers – like its one-dimensional version – only reasonable results for phases which
are continuously flowing through the reactor. A simpler model for bubble distribution in
three-phase fluidized beds which only considers radial dispersion has been presented by Lee
and de Lasa [65].
• Mechanical power balance models: These models calculate liquid circulation velocities from
pneumatic power input into the reactor due to gas sparging. This is accomplished by solving
force balances including pressure loss and gravitational terms [131].
With the application of the models listed above, great care has to be taken with respect to
the areas of their validity. Empirical or semi-empirical models usually are verified only for a
limited set of parameter variations. While interpolation between those given values may be viable,
extrapolation will always yield results of questionable integrity. This also puts serious limitations
to the models’ scale-up capabilities.
2.1.2 Computational Fluid Dynamics
Computational Fluid Dynamics (CFD) are an engineering tool which has gained large popularity
during the last years. As opposed to the semi-empirical models described above, CFD aims at solv-
ing the (complete or simplified) fundamental physical equations that describe a flow phenomenon.
The most general form of these equations has been given by Navier and Stokes more than 150
years ago, therefore the set of equations has been aptly named Navier-Stokes equations [2, 120].
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These equations encompass mass, momentum and energy balances; they have to be adapted to
the specific problem under consideration by additional closure laws [34].
While CFD has been very popular among car manufacturers and in the air and space industry
[38], chemical engineers have only recently become aware of the large potential it bears for the
development and improvement of process equipment. This is mainly due to the fact that with
modeling flow around a car body or an airplane wing, only single-phase flow has to be considered
while in most applications in chemical reactors two- and three-phase flows are common. This
poses a wealth of new questions and brings about serious difficulties in modeling and numerics.
2.2 Multiphase CFD
In multiphase flow, solving one single mass balance and three momentum balances is no longer
sufficient to compute flow fields for all involved phases. While all multiphase CFD approaches do
solve these balances for the continuous phase, different ways of treating the dispersed phases have
been suggested. However, all models are still way from being reliable tools for the improvement
of existing processes or for scale-up considerations. As Sundaresan [116] has pointed out, this is
mainly due to the fact that most models have to be numerically solved on grids that are much
coarser than the flow structures that one wants to resolve, simply because available computational
power is by far not sufficient. This situation is worsened by the fact that unlike with single-
phase flow, two-dimensional and steady-state calculations deliver no useful results making three-
dimensional transient calculations unavoidable. While a lot of work has already been published
on gas-liquid two-phase flow, three-phase flow modeling is still at the very beginning.
2.2.1 Basic Concepts
In multiphase CFD, two main approaches can be discriminated. While all models compute the
flow field of the continuous phase using the Navier-Stokes equations, the dispersed phases can
either be calculated in a Lagrangian manner as consisting of discrete entities (bubbles, particles or
clusters) or as semi-continuous phases where all phases are regarded as interpenetrating continua
(Euler-Euler or multi-fluid approach). The Lagrangian approaches can be divided according
to their treatment of the dispersed phases as follows:
• The Euler-Lagrange Approach: With this concept, bubbles and particles are considered as
having a fixed size and shape; computational particles always represent a certain number
of real particles. In the numerical solution procedure, the transient Navier-Stokes equations
for the continuous phase are solved first; particle velocity and new particle position for the
next time step are then calculated using friction laws for every single computational particle
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[24, 28, 48]. In an optional third step, two-way coupling effects can be considered where the
particles’ influence on the continuous-phase flow field are calculated and a new flow field is
computed iteratively. Particle-particle or particle-wall interactions can be incorporated into
the model as well [112]. As can easily be imagined, the computational effort for this cal-
culation procedure increases drastically with increasing dispersed phase content, leaving its
main use so far in the computation of dilute systems or for special applications like residence
time distribution calculations which cannot be computed using multi-fluid approaches [64].
• Direct Numerical Simulation (DNS): With the standard Lagrange approach, a particle is
considered as occupying only one grid cell at a time giving only one relevant velocity acting
on it. In a more refined approach, particles can occupy more than one cell and subsequently
experience different velocities simultaneously [30, 67]. In addition, turbulence is resolved
directly without any modeling [8, 126]. This yields much more complex particle motions
and calls for much finer numerical grids and shorter time steps resulting in an even larger
computational demand. Since DNS in general gives very precise results, it is increasingly
being used to verify other modeling approaches when experiments are infeasible [9]. A sub-
division of DNS called Large Eddy Simulation (LES) tries to reduce computational demand
by directly resolving only the larger turbulence eddies and modeling the smaller ones thus
enabling calculations on a coarser grid and with larger time steps [126].
• Volume-of-Fluid Methods: In this even more refined approach for the modeling of gas-liquid
two-phase flow, bubbles are considered as deformable; even free surfaces can be modeled
[43, 68, 117]. One single field of flow vectors is computed; bubbles are distinguished from
the liquid by their lower density which means that volume fractions are used to represent
surfaces. The sharp density transition at the surface and the fact that rather coarse grids
have to be used pose a number of questions related to bubble mass conservation and the
calculation of smooth bubble surfaces; for numerical reasons, by now the density ratio be-
tween liquid and gaseous phase may not exceed a value of 20 which renders calculations
of actual air bubbles in water (density ratio of approximately 800) impossible. While this
class of methods has been successfully implemented for the calculation of free surface flows
(e. g. bubbles rising to a surface and dissolving there inducing droplet formation [117]), it
is still prohibitive for real-life reactor modeling with respect to its immense computational
demand.
As can easily be seen from the model descriptions above, all Lagrangian particle-tracking mo-
dels suffer from high demands on computational power; this renders them rather unsuitable for
the computation of multiphase flows in real process applications where dispersed phase holdups
are usually high. Therefore, in this project the Euler-Euler or multi-fluid approach will be imple-
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mented which allows for the computation of three-phase flow fields even with high solid and gas
holdups at reasonable computational expense.
With the Euler-Euler or multi-fluid approach, a set of Navier-Stokes equations has to
be put up for every phase under consideration. This means that if no energy equations are
solved (i. e. for isothermal flow conditions which are always assumed here), in three-phase flows
12 partial differential equations (PDEs) have to be solved simultaneously. Depending on which
phase interactions are included in the model (e. g. particle-particle or particle-wall interactions
or effects due to rotating particles and surface tension), these equations can take on very different
appearances [36, 53, 85, 127]. A most complete survey of equation types including terms to even
cover flow regime transitions in horizontal evaporator pipes is given by Lahey and Drew [63] and
in the book by Drew and Passman [29].
The inclusion of mass transfer and chemical reactions into CFD calculations by means of species
balances and reaction kinetic rate equations is fairly straightforward from a conceptional point of
view but still suffers from numerical limitations due to the strong coupling of the resulting system
of equations. Therefore, CFD approaches which include these effects so far have mainly used
simplified semi-empirical models for the description of mass transfer and reactions; e. g. Bauer
and Eigenberger [3] have investigated into the possibilities of a so-called “Multiscale Approach”
for the description of a nonisothermal parallel-consecutive reaction. In this project, neither mass
transfer nor chemical reactions have been included into the calculations.
Several authors have reported on attempts at solving the two-dimensional multiphase Navier-
Stokes equations thereby hoping to be able to reduce computational demand [61, 81, 109]. What
they found was, however, that no reasonable, grid-independent results could be obtained leaving
three-dimensional computations as the only viable approach. The same outcome is reported on
steady-state calculations [28, 79, 93, 109] which only proved that bubble column calculations have
to be performed in a transient manner. All of these results are somewhat of a drawback to the
initial hope that with multi-fluid calculations computational demand could be reduced drastically.
With these results in mind, the Navier-Stokes equations as used here can be put up in a manner
following [83, 93]. The continuity equation without mass transfer and source terms (i. e. without
consideration of chemical reactions) in multiphase formulation becomes for both continuous and
dispersed phases:
∂
∂t
(ραεα) +
∂
∂xi
(ραεαuα,i) = 0 (2.2)
The momentum balance in multiphase formulation can be written out slightly differently for
continuous and dispersed phases. For the continuous phase, it becomes in general formulation:
∂
∂t
(ραεαuα,i) +
∂
∂xj
(ραεαuα,iuα,j) = −εα ∂p∂xi +
∂
∂xj
εαµα
(
∂uα,i
∂xj
+
∂uα,j
∂xi
)
+ραεαgi +Mα,i (2.3)
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Writing down momentum balances for the dispersed phases yields:
∂
∂t
(ρβεβuβ,i) +
∂
∂xj
(ρβεβuβ,iuβ,j) = −εβ ∂p∂xi +
∂
∂xj
εβµβ
(
∂uβ,i
∂xj
+
∂uβ,j
∂xi
)
+ρβεβgi +Mβ,i (2.4)
In the above equations, gas and liquid viscosity are given the actual values valid for the local
conditions (temperature, pressure) in the reactor or – in case of the liquid phase – are modified
to account for turbulence influence. With solid viscosity, no value or correlation for three-phase
flow can be obtained from literature data (solid pressure approaches implementing kinetic theory
for fluidized beds [36] can not be transfered in a straightforward manner). It is basically a fitting
parameter which has been set constant to the value of water (10−3 Pas) for all calculations of this
project. This is assumed a legal approximation since test calculations showed that a variation of
solid viscosity between 10−4 Pas and 10−1 Pas did not yield a significant difference in computed
time-averaged dispersed phase distribution and liquid flow fields.
Detailed formulation of turbulence and phase interaction terms will be given in section 2.2.4.2
and section 2.2.3, respectively. These terms are of crucial importance for the correct calculation
of flow and holdup structure. Even with two-phase flows, laminar calculations cannot deliver
grid-independent results [93, 109], thus turbulence models have to be implemented which account
for sub-grid size flow structures. In three-phase flows, direct interactions between gas and solid
dispersed phases have to be modeled as well in order to achieve correct solid fluidization.
To obtain a solvable system with as many equations as unknowns present, additional closure
equations have to be implemented accompanying the 12 partial differential Navier-Stokes equations
[29]. These may be algebraic equations or PDEs as well. Since adiabatic gas expansion with
increasing vertical position in the bubble column is the main reason for the measured axial gas
holdup profiles [31], a CFD model has to consider the gas phase compressibility as well; liquid
and solid phases are assumed incompressible. This means that a relationship between gas density
and static pressure has to be found; in this project, the ideal gas law has been used where gas
constant and temperature are assumed as constant throughout the calculations:
ρg =
p · M˜g
R˜ · T (2.5)
Here, the molar mass of the gas phase is given the value of air (M˜g = 28.8 kg/kmol), the
gas constant is set to R˜ = 8.315 kJ/(kmol K). Gravity effects are included in the body force
terms of the momentum equations (e. g. ρβεβgi for dispersed gas or solid phase). While several
authors have reported on bubble size models which account for coalescence and break-up effects
[22, 66, 77, 78, 108], these effects are neglected here for the sake of simplicity and convergence and
bubble size is set to a constant value of 0.008 m. Bubble-bubble interactions and wake effects are
neglected as well [54]. Interactions between gas and solid phases, however, have to be modeled in
order to obtain correct solids fluidization (see section 2.2.3.2).
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Turbulence has an influence on the liquid viscosity µα in eqn. 2.3; therefore, a turbulence model
has to be included yielding additional algebraic and partial differential closure equations. This
will be discussed in detail in section 2.2.4.
2.2.2 Application Examples from the Literature
With the increasing popularity of CFD in the field of process engineering, a lot of interesting
applications have been reported on both from university researchers and from industrial CFD
users. Birthig et al. [7] give a very broad review of CFD modeling activities in the largest
German chemical companies (including Degussa-Hu¨ls, Axiva, Bayer and BASF) proving that
these methods have been successfully implemented for apparatus modeling tasks ranging from
gas spargers over extruders, impellers, pipe reactors, bubble columns, fixed-bed reactors to spray
dryers and separation devices. It is interesting to mention, though, that all their examples consider
at most two-phase flows. Further surveys of the current state of CFD modeling activities have
been given by LaRoche [64] and Sundaresan [116].
Among the very first CFD applications in the field of process engineering to be reported were
Stirred Tank computations [84]. This is due to the fact that even single-phase calculations can
deliver interesting results about local velocities and mixing conditions inside the tank – without
the numerical problems related to multiphase calculations. Kohnen and Bohnet [58] presented
a two-fluid model of solid-liquid flow in a stirred tank and investigated especially into turbulent
dissipation; with a very refined model they were able to reduce the error between power input of
the stirrer and turbulent power dissipation to less than 20 %. Schu¨tze et al. [105] focused on CFD
modeling of Oxygen transfer in a stirred tank bioreactor and succeeded in even including the free
surface into their mass transfer calculations.
Results on bubble column CFD calculations have been reported by many groups. Pfleger et al.
[93] conducted investigations into the behaviour of a flat laboratory-scale rectangular two-phase
bubble column using the Euler-Euler approach under CFX-4.2; main result of their work is that
even a flat bubble column cannot be modeled two-dimensionally. This result is supported by the
work of Sokolichin and Eigenberger [109] who used their own CFD code but had to implement
three-dimensional calculations as well. Both of these projects were carried out at extremely low
superficial gas velocities (below 0.01 m/s). Krishna et al. [60, 61] reported on CFD modeling
of a pilot-plant size bubble column using CFX-4.2 with the Euler-Euler model as well at higher
superficial gas velocities (up to 0.28 m/s). While one of their reports is entitled “Three-Phase
Eulerian Simulation” [61], the reader would be misled to assume that they included solid particles
into their considerations; moreover, two dispersed gas phases were calculated to include the dif-
ferent influences of large and small bubbles. In addition, they calculated integral gas holdups and
derived a scale-up correlation for bubble columns of different sizes. Sparger influence on the flow
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structure in two-phase bubble columns with a low height-to-diameter ratio of two was the aim of
investigations carried out by Ranade and Tayalia [95]. Using the commercial code Fluent 4.5.2
with an Euler-Euler approach implementing the k-ε model and in agreement with measurement
results they found that single ring spargers induce a characteristic liquid circulation which can
not be observed in a double-ring sparger configuration. Three-dimensional calculations could not
be avoided for a correct prediction of flow fields.
Three-phase CFD results were presented for bubble columns by Mitra-Majumdar et al. [79]
and for airlift loop reactors by Padial et al. [88]. While the first group reports results obtained
from two-dimensional calculations in cylindrical coordinates, the latter had to perform full three-
dimensional calculations to achieve useful results. Details of Padial et al.’s model and its relevance
for this project are given in section 2.2.3.2 below.
Cockx et al. [23] reported on CFD calculations for an industrial-scale drinking water ozona-
tion tower. They included ozone mass transfer into their calculations and computed the ozone
concentration in the liquid phase. By adding baﬄes and moving the contactor inlet to a different
position, they could achieve a 100 % efficiency increase of the disinfection process.
CFD modeling results using CFX-4.2 for a randomly packed distillation column were presented
by Yin et al. [130]. They compared their results to measurement data obtained at different
operating conditions from a 1.22-m-diameter, 3.66 m high packed bed that was equipped with
several sizes of Pall rings. Good agreement with the predictions was achieved giving rise to the
hope that CFD will become a useful tool for the scale-up of this class of apparatus as well. Similar
computations have been carried out for semi-structured catalytic packed beds by Calis et al. [18]
using CFX-5.3. They found that pressure drop in such beds can be predicted with an error of less
than 10 % compared to measurement results; still for such precision, very fine discretization grids
(up to three million grid cells) and correspondingly high computational power is necessary.
Erdal et al. [33] reported on modeling of bubble behaviour in gas-liquid cyclone separators.
Using CFX-4.1 they could determine the percentage of bubbles that unwantedly leave the reactor
through the bottom liquid outlet and show the influence of correct modeling of turbulent dispersion
on this so-called bubble carry-under effect.
Further applications of multiphase CFD techniques have been reported from nuclear reactor
engineering; Morii and Ogawa [80] underlined the importance of modeling by quoting the fact
that “Multiphase flow frequently occurs in a progression of accidents of nuclear severe core dam-
age”. Less alarming are reports on CFD applications in conventional power stations where coal is
burned in a circulating bed process and dust is collected from flue gases by means of electrostatic
precipitators [37].
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2.2.3 Inter-Phase Momentum Exchange
When modeling multiphase fluid flow, great attention has to be paid to the correct setup of
momentum exchange between the phases – these forces are most important for the resulting
dispersed phase distributions and flow velocity fields [19, 21, 22, 29, 48, 85]. Therefore, this section
will consider the different phenomena encountered when modeling inter-phase drag. Models for
momentum exchange between continuous and dispersed phase (here: between liquid and gas or
solids, respectively) will be reviewed and implemented from the literature. With direct momentum
exchange between the two dispersed phases (gas and solids), only very little information can be
gained from the literature [68, 88]. Therefore, several approaches have been developed and tested
as part of this project. Interactions of the gas bubbles among themselves or particle-particle
collisions as well as particle-wall interactions [112], virtual mass and lift forces [85] or forces due to
particle rotation are neglected for the sake of reduced model complexity and enhanced convergence.
2.2.3.1 Momentum Exchange between Continuous and Dispersed Phase
For modeling of momentum exchange between a continuous and a dispersed phase, particle drag
models have been implemented in many variations in the past. With single bubbles rising or
particles settling in liquids, similar drag force approaches of the following kind are frequently
being used [22, 83]:
DP =
1
2
CDρα(uα − uβ)2A (2.6)
Starting considerations with the momentum balance for the continuous phase, the momentum
exchange terms in eqn. 2.3 take on the general form of:
Mα,i =
NP∑
β=1
cα,β(uβ,i − uα,i) (2.7)
Here, α represents the continuous phase while β denotes the dispersed phases. For the dispersed
phases’ momentum balances, similar terms can be derived where only the momentum exchange
with the continuous phase is considered, i. e. no summation over β takes place:
Mβ,i = cα,β(uα,i − uβ,i) (2.8)
Since inter-phase forces have to be at an equilibrium, the sum of Mα,i (continuous phase) and the
dispersed phases’ respective Mβ,i have to add up to zero for each spatial direction.
In order to express eqn. 2.6 in a manner consistent with eqns. 2.7 and 2.8, the drag force formu-
lation has to be expanded from single particles or bubbles to a given dispersed phase concentration
εβ. The number of particles per unit volume can be calculated from:
nP,V =
εβ
VP
=
6εβ
pid3P
(2.9)
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Rewriting eqn. 2.6 in vector notation and multiplying with nP,V yields the drag force per unit
volume exerted by the dispersed phase on the continuous phase:
Dα,β =
1
2
nP,VCDραA|uβ − uα|(uβ − uα) (2.10)
=
3
4
CD
dP
εβρα|uβ − uα|(uβ − uα) (2.11)
A comparison of eqns. 2.7 and 2.11 serves to identify the momentum exchange parameter cα,β:
cα,β =
3
4
CD
dP
εβρα|uβ − uα| (2.12)
The friction factor CD in eqn. 2.12 can be calculated from the particle Reynolds number using
correlations appropriate for the flow regime; for a survey of drag correlations see e. g. [22]. Table 2.1
shows for the system of water, air and Plexiglass (Polymethyl-Methacrylate, PMMA) particles
under consideration [31, 32] the flow parameters (bubble rise velocity, particle settling velocity)
and resulting Reynolds numbers for bubbles and particles.
Table 2.1: Calculation of bubble and particle Reynolds numbers; values of uB,∞ and uPMMA, settling
taken from [31]
Dispersed phase µα ρα Diameter in Re Velocity in Re Re
Air 10−3 Pa s 1000 kgm3 0.008 m uB,∞ = 0.23
m
s 1840
PMMA 10−3 Pa s 1000 kgm3 0.003 m uPMMA, settling = 0.109
m
s 327
At a Reynolds number of 327, the PMMA particles fall into the viscous flow regime where the
drag coefficient can be calculated from the following correlation [52]:
CD =
24
Re
(1 + 0.1 · Re0.75) (2.13)
With a higher Reynolds number of 1840, the bubbles are already within the range of validity of
the Newton or inertial flow regime where the friction factor becomes independent of the Reynolds
number:
CD = constant = 0.44 (2.14)
2.2.3.2 Momentum Exchange between two Dispersed Phases
In three-phase flow with dispersed gas and solid phases, direct interactions between the two
dispersed phases have to be considered in addition to the indirect interactions with the continuous
phase as an intermediate; not much attention has been paid to this point so far. Koh et al.
[57] have investigated into bubble-particle collisions in flotation devices by determining kinetic
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relationships for the probability of such collisions, the probability of attachment of particles to
bubbles and the probability of the particle detaching from the bubble again. In their calculations,
however, they considered liquid and solid phase as one slurry phase leading to a simplified two-
phase model. Padial et al. [88] have included direct interactions into their model for an airlift
loop reactor; their modeling is based on the assumption that the same drag laws can be applied
as with the liquid-solid or liquid-gas interactions (i. e. assuming the gas phase to be continuous).
In this work, three simplified approaches have been developed and tested. They will be
presented in a manner of increasing model complexity, starting with introducing constant sink or
source terms into gas and solid momentum balance and ending with a slip-velocity based model
developed from the approach presented by Padial et al. [88]. Implementation of these models
into the appropriate momentum balances (eqn. 2.4 written for gas and solid phase, respectively)
took place by means of additional body forces (see also section 2.2.7) which were specified by
user-supplied Fortran-subroutines. Results of sample calculations with these three models are
compared in section 3.2.1.
Interaction Modeling with Constant Source Terms
The most simple approach to modeling the acceleration exerted on the solid particles by the
gas bubbles consists of including a constant sink term into the gas phase momentum balance and
a constant source term into the solid phase momentum balance. The momentum exchange terms
Mβ,i in eqn. 2.4 are then complemented with the following direct momentum exchange terms for
the gas and solid phase, respectively:
Mg,i,d = cg,s,c (2.15)
Ms,i,d = −cg,s,c (2.16)
These terms need only to be included for the main flow direction, i. e. the vertical velocity
component. The value of the interaction constant cg,s,c has been determined by fitting computa-
tional results to measurement data from the work by Dziallas [31] and Dziallas et al. [32] for the
model system of air, deionized water and Plexiglass (PMMA) particles. It has been set constant
to a value of 1796.5 N/m3 during all calculations using this model.
The greatest advantage of this model is that it shows no adverse effects on solution convergence
and numerical stability. A serious shortcoming lies in the fact that since local phase holdups are
not included in the source terms, this model may show non-physical effects. If for example a grid
cell contains a high gas fraction and only little solid, the constant exchange term will mean that
only little momentum per volume of gas is taken from the gas phase but a very large amount of
momentum per volume of solid is added to the solid phase.
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Interaction Modeling with Hold-up Dependent Source Terms
A more refined approach to modeling direct interactions between gas and solid phase includes
local gas and solid holdup into the momentum exchange terms. In comparison to the model
with constant momentum sink and source terms presented above, this refinement means that
momentum conservation is not only ensured on a global, reactor-wide scale but also for every
single grid cell. Interphase forces are again included into gas and solid momentum balances (given
in general formulation in eqn. 2.4) as additional body forces (source terms). The additional terms
complementing the Mβ,i in eqn. 2.4 take on the following shape for the gas and solid momentum
balance, respectively:
Mg,i,d = cg · εg (2.17)
Ms,i,d = −cs · εs (2.18)
The gas phase exchange coefficient cg has to be prescribed by fitting modeling results to mea-
sured local solid holdups taken from [31, 32]. The value obtained in this way has to be kept
constant during all three-phase calculations carried out with this model. The solid phase ex-
change coefficient cs can then be determined by setting eqns. 2.17 and 2.18 to be equal:
cs = cg · εgεs (2.19)
The gas and solid volume fractions in this case are local values which are readily available
during the calculations; since they are not constant, the coefficient cs will not be constant either
but vary from grid cell to grid cell.
Interaction Modeling with Slip-Velocity Dependent Source Terms
Further model refinement calls for an inclusion of the slip velocity between gas and solid phase
into the momentum exchange terms, giving the modeling strategy a heading towards a real drag-
law formulation. The approach developed here is based on the work by Padial et al. [88] but
includes some simplification and parameter fitting. Taking eqn. 2.11 (interactions between con-
tinuous and dispersed phase) as a starting point, the direct momentum exchange terms comple-
menting theMβ,i in eqn. 2.4 take on the following shape for the gas and solid momentum balance,
respectively:
Mg,i,d =
3
4
cg,s
dP
εsρg |us − ug|︸ ︷︷ ︸
uslip,g,s
(us,i − ug,i) (2.20)
Ms,i,d = −34
cg,s
dP
εsρg |us − ug|︸ ︷︷ ︸
uslip,g,s
(us,i − ug,i) (2.21)
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These terms are included into the momentum balances for all three spatial directions. The
particle diameter dP in this case was fixed to a value of 3 mm, the gas density ρg was assumed
constant at 1.22 kg/m3. Fitting parameter was the combination of cg,s ·uslip,g,s, the value of which
was – as with the above models – determined by fitting modeling results to measured local solid
holdups taken from [31, 32] and was set constant to 118 m/s during all calculations with this
model. The value of this parameter may not be physically interpreted as a settling velocity but
merely is a result of the numerical parameter fitting lumping together all possible interaction
effects.
2.2.4 Turbulence Modeling
As has been mentioned before, turbulence modeling is of crucial importance for the correct descrip-
tion of multiphase flows in CFD modeling. Several authors have compared laminar and turbulent
two-phase flow computations only to find that in the laminar case, the calculated flow structure
will not agree with measurements even at low velocities and gas holdups [93, 109]; moreover, the
computed laminar liquid flow fields showed more detailed eddy structures with decreasing mesh
width (for more details on grids see section 2.2.5). Grid size dependency is very unwanted in CFD
calculations; the implementation of turbulence models can reduce these effects by accounting for
the sub-grid size eddy dissipation phenomena that in the laminar case would have to be computed
explicitly making a very small mesh width and thus huge computational demand unavoidable.
The identification of turbulence phenomena in multiphase flow started more than 2 decades
ago. Brauer [11] gave one of the first surveys of different turbulence sources and formulations. His
qualitative discrimination of turbulence production types for multiphase flow lists the following:
• Reynolds turbulence: Turbulence intensity is defined from fluctuational velocities as in the
single-phase case [120]; this holds for multiphase flows as well, but other effects will have to
be superimposed.
• Interface turbulence: This kind of turbulence is due to surface tension differences at an
interface that occur when mass transfer takes place at the interface.
• Deformation turbulence: This turbulence is induced by stochastic motions of bubble surfaces.
• Swarm turbulence: This turbulence type accounts for interactions of particles or bubbles
moving in a swarm [102, 121].
The experimental discrimination of turbulence contributions of the effects described above is
rather tedious. Thus, for the inclusion of turbulence effects into single phase and multiphase CFD
models, a different approach has been used. Over the years, many models for the inclusion of
turbulence effects into single-phase CFD calculations have been developed [98, 126]; some of these
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have only recently been adapted to multiphase flow situations. All turbulence considerations will
only deal with the continuous liquid phase; dispersed gas and solid phase are computed laminar.
Turbulence modeling in general starts from the observation that in turbulent flow velocities can
be decomposed into mean and fluctuating parts:
u = u¯+ u′ (2.22)
Since continuity equation and momentum balance have to be written in terms of mean velocities,
these have to be determined using Reynolds averaging [29] over a time scale δt which has to be
large compared to the time scale of turbulent fluctuations but sufficiently small compared to the
time scale of transient processes that are supposed to be modeled:
u¯(t) =
1
δt
∫ t+δt
t
u(τ)dτ (2.23)
Introducing the momentary velocity u as given in eqn. 2.22 into the laminar momentum balance
as shown in non-vectorial notation in eqn. 2.3, additional stress terms (Reynolds stresses uiuj where
i and j give the directions x, y and z in tensor notation) appear in the turbulent momentum
equation which usually are not solved directly but have to be modeled. A variety of models has
been developed the most popular of which will be introduced in the subsequent sections briefly.
2.2.4.1 Overview of Common Turbulence Models
Starting with single-phase flow settings, historical development of turbulence models for CFD
purposes may roughly be organized into a family tree as given in Fig. 2.1.
Direct Turbulent
Stress  Models
Boussinesq‘s Eddy
Viscosity Hypothesis (1877)
Reynolds Stresses
Algebraic Models without
Transport Equations for
Turbulence Quantities
Models introducing
Transport Equations for
Turbulence Quantities
One Equation
Models
Two Equation
Models
k-k-
Reynolds Stress
Models
Algebraic Stress
Models
Constant
Eddy Viscosity
Prandtl‘s Mixing
Length Hypothesis
(1925)
Model Model
Figure 2.1: (Incomplete) Family tree of common turbulence models, based on [45, 98, 126]
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As the oldest approach to modeling Reynolds stress terms uiuj, Boussinesq’s Eddy-viscosity
concept starts from the assumption that as with the viscous stresses in laminar flow, turbulent
stresses are proportional to the mean flow velocity gradients [98]. Since in the laminar case the
proportionality constant between stress and velocity gradient is named viscosity, Boussinesq’s
hypothesis introduces a turbulent viscosity. However, this is not a fluid property but depends on
the local turbulence state, thus additional models are needed for the computation of turbulent
viscosity. With turbulent viscosity assumed to be a scalar, only isotropic turbulence can be
modeled by Boussinesq’s hypothesis and the models based on it.
The most basic formulations for turbulent viscosity assume that it is constant for the whole flow
domain under consideration or that it (as e. g. in Prandtl’s mixing length hypothesis) depends
only on the local velocity gradient [98]. The first approach clearly can not account for any
spatial variations in turbulence and thus has not gained any importance. The second approach
has proved viable only for limited applications since it does not account for the transport of
turbulence quantities through the flow domain which obviously is not physically reasonable (e. g.
eddies generated in the wake of a body are transported downstream and certainly do show effects
far from the location of their creation).
In order to account for downstream effects, turbulence models introducing transport equations
for turbulence quantities have been formulated which may be grouped as follows:
• One-Equation Models: These models give up the idea of a constant proportionality factor
between turbulent viscosity and velocity gradient as introduced by Prandtl’s mixing length
hypothesis and revert to determining the local value of this factor from a transport equation.
The most reasonable quantity to determine this factor from is the local kinetic energy k of
the turbulent motion. Therefore, a transport equation for k has been introduced.
• Two-Equation Models: With these models, the length scale that describes the size of the
largest eddies is subjected to a transport equation as well. Reason for this can be found in
the fact that for example eddies generated at a grid are transported downstream where their
size will very much depend on their initial size. Transport equations for the length scale
itself are, however, not very common; instead, other quantities like for example turbulent
dissipation are transported.
– k-ε Model: Here, turbulent dissipation ε is transported in addition to turbulent kinetic
energy k. This is due to the fact that the size of the eddies strongly depends on dissi-
pation which eliminates the smallest eddies thus effectively increasing the average eddy
size. Since the k-ε model has proved to be the most versatile especially with respect
to multiphase extensions, it has gained large popularity and has been implemented for
this project as well (see section 2.2.4.2 for more details).
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– k-ω Model: This model is implemented especially at low Reynolds numbers; it still
solves a transport equation for turbulent kinetic energy k but replaces the equation for
turbulent dissipation ε with a transport equation for the turbulence frequency ω = ε/k
[126].
In order to account for effects like anisotropy or rotational flow that cannot be captured correctly
by models based on Boussinesq’s Eddy Viscosity Hypothesis, direct models for the individual
Reynolds stresses have been implemented [98]:
• Reynolds Stress Models: These models implement direct transport equations for the turbu-
lent stresses uiuj. An exact form of this transport equation may be derived analytically from
the Navier-Stokes equations. However, this partial differential equation again includes many
terms which cannot be solved directly but have to be approximated by models. Approaches
of this kind have led to turbulence models with 15 or more fitting parameters [98]. Erdal
et al. [33] have compared calculations with a Reynolds Stress model and the k-ε model for
two-phase flow in a hydrocyclone; they found that the additional expense in computation
did not yield improved results over the k-ε model.
• Algebraic Stress Models: In this class of models, the partial differential transport equations
of the Reynolds Stress model have been replaced with algebraic relations by neglecting or
approximating the gradient terms. This is advantageous especially with respect to numerical
efficiency but yields satisfactory results only for a limited number of applications.
2.2.4.2 The k-ε Turbulence Model
Even though it can only model isotropic turbulence, the k-ε model is by far the most wide-spread
and accepted turbulence model [93, 109, 113, 126]. As a two-equation model, it introduces two
additional transport equations into the calculation, one for the computation of turbulent kinetic
energy and one for turbulent dissipation. From these two additional variables, a third equation
serves to calculate local turbulent viscosity. In multiphase flow, these equations are usually only
implemented for the continuous phase. Because of its wide acceptance in the scientific community,
the k-ε turbulence model has been chosen for inclusion into this project.
Since in the computations carried out here the liquid phase is the continuous one, the conser-
vation equation for the liquid turbulent kinetic energy k may be written down as follows:
∂
∂t
(εlρlk) +
∂
∂xi
(εlρlul,ik)
− ∂
∂xi
(
εl
(
µl,lam +
µl,turb
σk
)
∂k
∂xi
)
= εl(G− ρlε) + Sl,k (2.24)
Here, G is a turbulence production term and Sl,k is a source term; both of these may be used
to e. g. implement turbulence effects of bubbles or particles but are not considered here and thus
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set to zero. The conservation equation for the liquid turbulent dissipation ε takes on the following
shape:
∂
∂t
(εlρlε) +
∂
∂xi
(εlρlul,iε)
− ∂
∂xi
(
εl
(
µl,lam +
µl,turb
σε
)
∂ε
∂xi
)
= εl
ε
k
(Cε1G− Cε2ρlε) + Sl,ε (2.25)
The source term Sl,ε in eqn. 2.25 is set to zero as with Sl,k in eqn. 2.24. The effective liquid
dynamic viscosity µα in eqn. 2.3 is combined for the turbulent case from a laminar and a turbulent
part:
µα = µα,lam +
µα,turb
σk
(2.26)
Where the turbulent viscosity µα,turb is computed from:
µα,turb = Cµρl
k2
ε
(2.27)
In effect, this means that with the k-ε model, three additional unknowns (k, ε and µα,turb) and
three equations (two partial differential equations, one algebraic equation) have been introduced
into the calculation yielding a closed model.
In the shape presented above, the k-ε model does not account for particle- or bubble induced
turbulence yet. These effects can be included by defining additional fluctuational velocities due
to bubble presence or by introducing additional source terms. For modeling particle- or bubble-
induced turbulence, several models have been suggested:
• Sato’s Eddy Viscosity Model for bubble-induced turbulence [100]: This model assumes that
in two-phase gas-liquid flow, the liquid velocity can be decomposed according to an extension
of eqn. 2.22 into a mean velocity u¯, a fluctuational velocity due to inherent liquid turbulence
u′ and an additional superimposed fluctuational velocity u′′ due to the presence of bubbles
in the flow:
u = u¯+ u′ + u′′ (2.28)
Introducing this definition of u into the laminar momentum balance as shown in non-vectorial
notation in eqn. 2.3 yields an equation that in addition to the common Reynolds stresses uiuj
contains new terms due to the bubble effects. These new terms again have to be modeled
appropriately, aiming at an additional component in the turbulent viscosity expression.
• Turbulent Dispersion: This model introduces additional source terms into the continuity
equation for the continuous and dispersed phases (eqn. 2.2) thus describing diffusional motion
due to turbulence; it can be used in combination with e. g. the k-ε model. Modeling formally
follows Fick’s first law of diffusion by assuming proportionality of the source term to volume
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fraction gradient of the respective phase and a dispersion coefficient [51, 93]. In the literature,
this effect has often been found to be hidden by larger numerical dispersion due to coarse
computation grids [53, 93].
• Direct Numerical Simulation: As described on page 7, Direct Numerical Simulation (DNS)
does not model turbulence terms in the Navier-Stokes equations but actually solves them
directly. In order to cover turbulence effects completely, grid size for the numerical solution
procedure has to be much smaller than the smallest turbulence eddies. Introduction of
particle turbulence effects is rather straightforward but has so far only been tested at very
low particle volume fractions because of the prohibitive computational demand associated
with this strategy [8, 24, 126]. No results of DNS have so far been used to improve e. g. the
k-ε model with respect to particle effects.
• Large Eddy Simulation (LES) as described on page 7 only calculates the largest turbulence
eddies directly and uses models for the sub-grid scale effects. This strategy also accounts for
particle effects but underlies similar limitations as DNS with respect to the particle volume
fraction that can be considered [9, 126].
For the modeling calculations performed as part of this project, none of the above models
for particle- or bubble-induced turbulence has been included. Test calculations have been per-
formed with Sato’s eddy viscosity model for bubble-induced turbulence [100] but did not yield
any improvement in results over the standard case; thus, particle- and bubble-induced turbulence
have been neglected for the sake of model simplicity and convergence. Turbulent dispersion has
been reported in the literature to be of minor influence especially with computations on coarse
grids since numerical dispersion can not be neglected [93]; thus, turbulent dispersion has been
disregarded as well since all calculations of this project where performed on coarse grids.
Summing up, the parameters in the k-ε model have been chosen with their standard values as
given in the literature (e. g. [93]) and may be seen from table 2.2.
Table 2.2: Standard values of parameters used in the k-ε turbulence model as implemented here
[83, 93]
Cµ Cε1 Cε2 σk σε κ
0.09 1.44 1.92 1.0 κ
2
(Cε2−Cε1)
√
Cµ
0.4187
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2.2.5 Geometry Grid Generation
Correct modeling of the flow domain is of crucial importance for the numerical solution procedure
in CFD calculations. Since literature research and own experience showed that two-dimensional
calculations were not viable for the computation of local velocities and phase holdups in multiphase
flows [61, 81, 109], a fully three-dimensional bubble column model had to be generated. The
numerical solution procedure implemented here (Finite-Volume-Scheme, see section 2.2.7) makes
a discretization of the flow domain into sufficiently small grid cells necessary. “Sufficiently small”
in this context means that the mesh width (or grid cell size) must not be too large in order not to
adversely affect convergence; on the other hand, too small grid size yields large numbers of cells
for which the discretized equations have to be solved leading quickly to an immense computational
demand with respect to processor time and memory usage: In a three-dimensional calculation,
reducing grid cell size to one half its original value means an eightfold increase in the number of
equations to be solved – which is proportional to computational demand. For the bubble column
under consideration here, the values given in table 2.3 have proved to be a reasonable compromise
between accuracy and computational demand.
Table 2.3: Reactor geometry used for the CFD calculations of this project
Bubble column diameter 0.63 m
Bubble column height 5.0 m
Average mesh width / grid cell edge length 5.9 cm
Approx. number of grid cells 13,600
Typical computation time (800 MHz AMD-K7) 48 hours
With an average cell edge length of 5.9 cm, this grid is still extremely coarse, keeping in mind
that bubbles in the calculations are assumed to have a diameter of only 8 mm. Therefore, great
care has to be taken in mesh generation. Due to the limitations of the solver, all grid cells have
to be topologically cube-shaped (having 6 surfaces); no arbitrary shapes are allowed. In addition,
the grid has to be regular, i. e. it must be guaranteed that every cell surface connects to only one
neighbouring cell surface. In addition, no geometry distortions may occur between neighbouring
cells; this leads to the formulation of a well structured nine-block grid for the bubble column
geometry used here. All grid generation was carried out using the commercial pre-processor CFX-
Build 4.3 [83]. Fig. 2.2 shows as an example the bubble column geometry with the nine-block grid
structure used for modeling the plate sparger.
From Fig. 2.2 it can be seen that the actual grid size varies over the reactor cross section and
is smallest in the reactor center. This can not be avoided even if a finer grid at the reactor edge
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Figure 2.2: Nine-block grid structure for a three-dimensional bubble column geometry with plate
sparger
would be more desirable due to the above mentioned demand that the grid be regular, i. e. every
grid cell surface must have only one neighbour.
Test calculations with finer grids have shown that no improvement in convergence and accuracy
of the results could be achieved. Increasing cell number from 13,600 to 22,880 and 50,895 only
yielded massive increases in computation time but did not significantly change modeling results or
bring about a better fit to measurement results. In agreement with literature results [92], reducing
time step width from 0.4 s to 0.1 s did not change the time averaged results significantly either
but only caused a fourfold increase in computation time demand.
As in the experiments that build the base for these modeling calculations [31, 32], three types
of spargers were considered, namely plate, ring and single nozzle sparger. Sparger modeling was
done via patches at the bottom of the bubble column. This means that a section of the reactor
bottom area was defined as gas inlet and an inlet velocity was prescribed for this area. While this
is a valid approximation for plate sparger and central nozzle, it can only to a limited extent model
the ring sparger that was used during measurements: The ring was mounted inside the bubble
column approximately 70 mm above the reactor bottom and released the air at its bottom side
inducing local downflow thus yielding efficient solid fluidization. However, due to the coarse grid,
this effect could not be included into the CFD calculations. With the plate sparger as shown in
Fig. 2.2, it was of crucial importance to model the inlet patch as somewhat smaller in diameter
than the actual reactor diameter since otherwise severe convergence problems could occur (no
stable downflow would develop at the reactor wall). The central nozzle could not be modeled as
circular but due to the coarse grid had to be considered as rectangular covering the four center
cells in Fig. 2.2. Table 2.4 shows the sparger geometries for the three investigated cases of plate,
ring sparger and central nozzle.
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Table 2.4: Sparger geometries used for the CFD calculations of this project
Reactor diameter 0.63 m
Plate sparger diameter 0.57 m
Ring Sparger inner diameter 0.42 m
Ring sparger outer diameter 0.48 m
Central nozzle edge length 0.053 m
2.2.6 Initial and Boundary Conditions
In order to obtain a well-posed system of equations, reasonable boundary conditions for the
computational domain have to be implemented. With the three-dimensional calculations carried
out in this project, no symmetry conditions as with 2D models were needed. At the walls, no-slip
boundary conditions were implemented for all phases; for liquid and solid phase, reactor bottom
and top were considered as walls as well, while the gaseous phase was allowed to enter through
a patch at the reactor bottom the shape of which depended on the sparger geometry that was
supposed to be modeled (see section 2.2.5).
Attention has to be paid to the correct choice of inlet gas velocity and inlet gas holdup. Due
to the coarse grid, e. g. the plate sparger can not be modeled with all its holes but has to be
modeled as a flat surface where a constant normal gas velocity and gas holdup can be prescribed.
Since the model’s sparger area is large, the gas velocity is rather low. In reality, however, the local
gas velocity at the small sparger holes is substantially higher leading to a better fluidization of
solid particles than in the model case. With the central nozzle, the original diameter could not be
modeled either due to the coarse grid; it had to be modeled as a square with edge length corre-
sponding to twice the actual grid size in the reactor center. Thus, in sparger modeling additional
assumptions have to be made; in special, local gas and solid holdup at the sparger are decisive
parameters which have to be chosen from experience and from comparison of computational to
measurement results of solid fluidization and have to be prescribed for the calculations. Here,
results from Dziallas et al. [31, 32] have been taken for parameter validation. Table 2.5 shows for
all three sparger types under consideration a comparison of free sparger cross-sectional areas.
From table 2.5 it can be seen that with the measurements, the central nozzle actually had
the largest free cross-sectional area while with the computations, it had the smallest of all three
sparger types. This model-implicit error can only to a limited extent be compensated by selecting
inlet gas holdup appropriately; really realistic sparger modeling could only be achieved on much
finer computational grids where e. g. the plate sparger holes could be modeled one by one. The
actual gas velocity at the inlet as given on the bottom line of table 2.5 was computed from the
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Table 2.5: Comparison of free sparger cross-sectional areas for measurement [31] and modeling
cases
Sparger Type Plate Sparger Ring Sparger Central Nozzle
Hole diameter (measurements) 1 mm 4 mm 22 mm
Number of holes (measurements) 335 12 1
Cross-sectional area (meas.) 0.2631 · 10−3m2 0.1507 · 10−3m2 0.3801 · 10−3m2
Cross-sectional area (model) 0.255m2 0.042m2 2.809 · 10−3m2
Chosen gas holdup at sparger 5 Vol.-% 5 Vol.-% 100 Vol.-%
Chosen solid holdup at sparger 10 Vol.-% 10 Vol.-% 0 Vol.-%
Modeling gas inlet velocity for a 0.3258 m/s 1.980 m/s 1.480 m/s
superficial gas velocity of 0.02 m/s
desired superficial gas velocity in the following manner:
ug,inlet = uG,0 · 1εg,inlet ·
AReactor
ASparger
· p0
pinlet
(2.29)
Since the superficial gas velocity is set with respect to the upper edge of the reactor, a pressure
correction term p0/pinlet = 1.0 bar/1.5 bar has been introduced which is assumed to be constant
for all calculations even if gas or solid holdup change and subsequently the actual pressure at
the reactor bottom is not really a constant. This pressure correction is also used to compute the
density of air at the reactor bottom.
At the reactor top, a special degassing boundary was set up where air and excess liquid or solid
were allowed to leave the reactor (“overflow”). Transient calculations started from assuming fully
fluidized state with an integral gas holdup of 5 Vol.-% and integral solid loading according to the
desired value in the calculation (i. e. 0, 5 or 10 Vol.-%).
2.2.7 Numerical Solution Procedure
For an efficient numerical solution of the equation system resulting from all the modeling described
above, a finite volume discretization scheme [40] is employed. As has been explained above, the
transient equations had to be solved thus one has to start considerations on the solution procedure
by picking an appropriate time increment and calculation time. As with the spatial grids described
in section 2.2.5, limited computational resources lead to a rather coarse temporal resolution of
the calculations. For all calculations presented in this report (except where marked differently), a
time increment δt of 0.4 s and a total computed time of 320 s have been found to give a reasonable
compromise between accuracy and computation time demand; in the literature it has been reported
25
2 Multiphase Flow Fundamentals
that even after 1400 s of computed time, perfect rotational symmetry of time-averaged velocity
and gas holdup profiles could not be achieved [92].
A simultaneous solution of the discretized equation system under consideration here is not
viable due to the high degree of non-linearity of the equations. Thus, a sequential approach
has to be chosen where each of the balance equations 2.2 to 2.4, 2.24 and 2.25 is discretized,
linearized and solved for one variable. In this approach, every variable is considered to belong
to one equation, e. g. would gas volume fraction belong to gas mass balance as in eqn. 2.2 and
gas velocity in x-direction would belong to gas momentum balance in x-direction (eqn. 2.4). In
a three-phase calculation, this yields twelve equations for the twelve unknown volume fractions
and velocity components plus two equations for turbulent kinetic energy and dissipation plus
one equation for turbulent viscosity plus the ideal gas equation for calculating gas density as
compressible, leaving only pressure as remaining unknown. Since no transport equation is solved
for pressure, a special treatment for the calculation of pressure has to be introduced; in this work,
the SIMPLE scheme (“Semi-Implicit Method for Pressure-Linked Equations”)[19, 91] has been
used where computation of the discretized balance equations is started with an estimated pressure
field which is subsequently corrected iteratively to fulfill momentum and mass conservation.
As an iterative solution procedure for the discretized transport equations, an algebraic multigrid
(AMG) solver has been used [12, 20, 39, 125]. This has proven especially advantageous since the
AMG solver is capable of an internal grid adaptation (coarsening the grid where this is possible
without loss of accuracy) delivering high convergence rates. In all the calculations presented here,
convergence to the desired accuracy was achieved in 20 or less iteration steps.
Time averaging was started at 20 s of computed time and was continued to the end of the
calculation (computed time 320 s). Fig. 2.3 shows for sample calculations that after 20 s of
computed time, integral gas holdup has reached more than 90 % of its final value for all superficial
gas velocities; thus, time averaging from this point on will deliver reasonable results without
perturbations due to start-up effects. Similar results have been found with all the model variations
described above.
Computed integral solid holdup showed a tendency to decrease with time during all calculations
carried out in this project even though no outlet for solid was specified. Fig. 2.4 shows for the
same settings as in Fig. 2.3 that especially at higher superficial gas velocities this process continues
for up to 80 s of computed time yielding a solid loss of more than 12 % of the initial content.
Reason for this unwanted behaviour may probably be found in the coarse grid that has been
used during these calculations which makes it hard for the numerical solution algorithms to ensure
absolute mass conservation. However, test calculations on finer grids (22,880 and 50,895 instead of
13,600 cells) did not yield any improvement with respect to solid holdup decreasing with computed
time; actually, at a cell number of 50,895 and a superficial gas velocity of 0.09 m/s, solid loss was
even higher than in corresponding runs with the coarser grids as may be seen from table 2.6.
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Figure 2.3: Calculated integral gas holdup over computed time for different superficial gas veloci-
ties; values for this example have been taken from the calculations shown in Fig. 3.14
(plate sparger, solid loading 10 Vol.-%).
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Figure 2.4: Calculated integral solid holdup over computed time for different superficial gas ve-
locities (settings as in Fig. 2.3); initial value which was supposed to remain constant
over the calculation was 10 Vol.-%.
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Table 2.6: Solid loss during calculations (settings as in Fig. 2.3, 320 s of computed time, superficial
gas velocity 0.09 m/s, initial solid loading 10 Vol.-%)
Number of grid cells 13,600 22,880 50,895
Steady state solid holdup [Vol.-%] 8.7 8.6 8.4
Reducing time step width from 0.4 s to 0.1 s did not reduce solid losses either. Another possible
reason for the solid loss may be found with the degassing boundary at the reactor top which has
to let a certain amount of liquid and solid escape from the reactor to account for the increase of
dispersion level in the column and probably is somewhat “leaky”. When solid density is increased,
the effect may even switch its sign and a slight increase in solid holdup can be observed.
All calculations were performed using the commercial solver CFX-4.3 from AEA Technology
[83] on PC workstations and an SGI Power Challenge. A typical run with the 13,600 cell grid took
about 48 hours of processor time and 80 MBytes of Memory on an 800 MHz AMD-K7 workstation.
Non-standard model additions like calculation of integral dispersed phase holdup, ideal gas law
for compressibility considerations or direct momentum exchange between gas and solid phase (see
section 2.2.3.2) were implemented by means of user-defined Fortran subroutines. At this point
it is important to mention that forces resulting from direct gas-solid interaction models have to
be included into the calculations as additional body forces and not as momentum sources. Even
if this means the same in a physical sense, the numerical treatment that is applied to the body
forces includes additional steps to suppress oscillatory behaviour which are not applied to the
source terms [83].
2.3 Recent Results of Measurement Technique Developments
For the verification of CFD modeling results, measurements of local dispersed phase holdups and
local liquid velocities are needed. Therefore, the dynamic development in the field of multiphase
CFD in the last years has boosted new developments in the field of multiphase flow measurement
techniques as well. Before the advent of detailed local modeling techniques, measurement methods
were mostly limited to overall or spatially averaged parameters which were needed for empirical
scale-up correlations. Good surveys of these methods have been given by Schu¨gerl et al. [104]
and Onken and Buchholz [86]. New techniques are mostly aimed at high spatial and temporal
resolution of measurement data. A brief synopsis of recent developments in multiphase flow
measurements may be found in [94].
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2.3.1 Determination of Local Dispersed Phase Holdups
Measurement techniques for local dispersed phase holdups can be divided mainly into invasive and
non-invasive techniques. Furthermore, a dividing line can be drawn between methods which only
measure gas or solid holdup and methods which simultaneously determine both dispersed phase
holdups. A short survey of methods common in scientific applications should list the following:
• Needle conductivity probes for the determination of local gas holdup: This technique uses
glass needles with thin wires at the tip which are connected to a conductivity measurement
device. When a rising bubble contacts the needle tip, conductivity will for a short period
decrease to zero; these signals can be evaluated to determine the time-averaged local gas
holdup [1, 16, 92]. A more refined version of this technique uses 4- and 5-point microelec-
trodes which additionally allow for the determination of bubble rise velocity and direction
[14, 50, 115]. Due to their fragile glass body, these probes are only of limited use when solids
are present in the flow.
• Fiberoptical probes for local gas holdup determination: These probes measure light reflection
and refraction in gas-liquid or gas-solid flow and compute the local dispersed phase holdup
and one-dimensional particle or bubble velocity [75, 118]. While they are operable at solids
loadings up to 60 Vol.-%, they have only scarcely been used in three-phase flow due to the
difficult signal discrimination. Schweitzer et al. [106] have described measurements of radial
gas holdup profiles in bubble columns taken with dual fiber optic needle probes. They found
that the presence of solid does not interfere with the measurements and that moreover this
measurement technique can even be employed for the study of void fractions in fluidized
beds.
• Sampling probes for the measurement of local solids concentration: This measurement tech-
nique taps the reactor system at a desired position and determines dispersed phase content
either online or oﬄine [4, 82]. While the simplicity of the method makes it attractive, its
downside lies in strong disturbances of the flow field due to the bypass stream.
• Ultrasonic technique for solid holdup determination: Soong et al. [114] presented a method
which uses measurements of velocity and attenuation of sound to determine solid holdup in
three-phase flows. So far, only radially-averaged solid holdup values can be determined with
the transmitter and receiver flush-mounted to the reactor wall (making this a non-invasive
method).
• Tomographic methods for two- and three-phase applications: Initially having been created
for medical applications, computer tomography has received increasing interest in multiphase
flow applications recently [90, 96, 99, 123, 124]. As an invasive or non-invasive technique,
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tomography can be based on different measurement principles such as x-ray, conductivity,
ultrasonic or capacitance measurements; in bubble columns, tomography can deliver time-
averaged two-dimensional cross-sectional images of local dispersed phase holdup in two-
and three-phase systems. So far, however, effort and costs of these measurements are pro-
hibitively high for a more frequent application.
An approach different from all others presented above has been followed in the work of Dziallas
et al. [31, 32]. Based on results from Lindert et al. [69, 70] and Kochbeck et al. [56], they developed
a combined differential pressure and conductivity respectively time domain reflectometry (TDR)
probe with which they were able to simultaneously determine local gas and solid holdups at
gas holdups up to 20 Vol.-% and solid loadings up to 10 Vol.-%, aiming at bubble columns
operated under conditions relevant in real industrial applications. Measurements taken with this
system encompass a complete set of two- and three-phase holdup data for the model system under
consideration in the project presented here; therefore, measurement results from Dziallas [31] are
taken for the verification of CFD holdup computation as well as for the explanation of liquid flow
phenomena determined with the Electrodiffusion measurement technique described below.
2.3.2 Measurement Techniques for Local Liquid Flow Velocities
The determination of local velocities in multiphase flows has been subject to experimental investi-
gation for many years. A large number of measurement principles have been tested in laboratory
scale, a few are considered standard for low dispersed phase contents today but so far no reliable
system for everyday use in research and industrial application is available [24]. Especially at high
dispersed phase contents, most measurement principles fail.
2.3.2.1 Overview: Common Measurement Methods
Measurement principles for the determination of local liquid velocities in multiphase flows include
optical, mechanical, thermal and mass transfer effects. In addition, measurement techniques can
be divided into invasive and non-invasive methods, as with the holdup measurements techniques
described above. A good overview of measurement principles and applications is given by Crowe
et al. [24].
Among the optical methods, Laser Doppler Anemometry (LDA) has become a standard widely
accepted in multiphase research. As a non-invasive optical measurement technique, LDA is based
on the Doppler signals induced by liquid flowing through a control volume generated by two
intersecting Laser beams [24]. Main advantage of this method is the complete absence of flow
disturbance during measurements; most serious downside is the fact that no measurements can
be performed in opaque media or when particles or more than very little gas content is present.
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Becker et al. [5, 6] have studied liquid flow structure inside a flat (thickness 0.04 m) laboratory
two-phase bubble column using LDA at very low gas flow rates (corresponding to a superficial
gas velocity of 0.0016 m/s) and thus very low gas holdup. Due to the high data rate delivered
by LDA, they could clearly resolve high-frequency turbulence from low-frequency bubble plume
oscillations inside the bubble column. While these results give interesting insight into fundamental
turbulence phenomena, they cannot readily be transferred to a technical scale where superficial
gas velocity and gas holdup are at least one order of magnitude higher. Even if e. g. Vial et
al. [122] have taken measurements at gas holdups of up to 20 Vol.-%, their bubble column had a
diameter of only 0.1 m. Pfleger and Becker [92] report a maximum penetration depth of 0.15 m
for LDA measurements in two-phase bubbly flows at superficial gas velocities of less than 0.02 m/s
corresponding to data acquisition rates as low as 1 Hz and a very long measurement period of up
to 1 hour. This implies that high-frequency turbulence measurements are completely out of range.
For simultaneous measurements of liquid and bubble velocities as well as local bubble size
distributions, Phase Doppler Anemometry (PDA) has been developed [13]. The model system
for the measurements has to be chosen carefully because refraction and reflection have to be
known for a correct evaluation and a proper discrimination of bubble and seeding particle signals.
An extension of the PDA technique to cover three-phase flows is the so-called Enhanced Phase
Doppler Anemometry (EPDA) [10]. This method uses special evaluation algorithms to discern
dispersed bubbles and solid particles. For this method to work correctly, optical properties of the
dispersed materials like refractive index or extinction coefficient have to be known; this restricts
the method’s applicability to model systems in reactors of laboratory scale.
Another optical, non-invasive method which not only can determine liquid velocities but also
covers bubble or particle motions is known as Particle Image Velocimetry (PIV)[72]. Seeding par-
ticles are added to the liquid the motions of which can be traced with high speed video cameras.
In comparison to LDA, the control volume for this method is rather large; the video cameras de-
liver images from a light sheet that has to be projected into the liquid by means of an oscillating
Laser beam. Full three-dimensional flow vectors can be obtained using 3D-Scanning-Particle-
Image-Velocimetry which uses a non-stationary light-sheet scanning through the reactor volume
of interest [15]. The high data rate from the large control volume (or rather control area in
two-dimensional measurements) calls for very sophisticated evaluation algorithms and large com-
putational power. By means of a special phase-masking method it is possible to visualize the
liquid motion in the wake of a rising bubble at high local and temporal resolution [15, 71, 72]. As
with the LDA, this method delivers interesting results for the fine-scale bubble flow phenomena
but is not viable at high gas holdups.
A non-invasive method that delivers results even at high gas and solid holdups has been pre-
sented by Seeger et al. [107]. X-Ray Particle Tracking Velocimetry (XPTV) uses buoyant seeding
particles with a lead core that are supposed to follow the liquid flow closely enough to actually
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represent the liquid flow field. The motions of these particles are recorded three-dimensionally by
a high-speed X-Ray apparatus (standard device for medical applications) and can be evaluated to
deliver the liquid flow field inside the bubble column. Since X-Rays are not subject to dispersion
and reflection as visible light, bubbles or solid particles do not interfere with the measurements.
For large-scale applications, however, this technique is not viable yet due to the prohibitive costs
of the X-Ray setup and the limited size of bubbles columns that can be investigated.
A somewhat similar method which uses radioactively marked tracer particles has been presented
by Sanyal et al. [99]. Because of the high safety precautions that have to be taken and the long
measurement times (typically 20 hours for one set of data), this method does not seem viable for
real-life applications so far.
Invasive measurement methods are often more appropriate for multiphase flows occurring in
practical applications. Since these applications often include larger reactor geometries, flow distur-
bance by a probe can be neglected. With the probe inside the multiphase mixture, measurements
can be taken independently from media opacity; still, data evaluation procedures must account
for bubble or particle effects on the measurement.
The invasive method that has found the most wide-spread use in multiphase flow is the Constant
Temperature Anemometry (CTA)[42, 76, 86, 118]. The measurement probe consists of an electri-
cally heated wire section which is exposed to the fluid flow under investigation. Heat transfer from
the wire to the fluid is dependent on the flow velocity; when the electrical current is controlled
quickly enough to keep the wire at a constant temperature, the electrical current value gives an
information about the momentary flow velocity. This implies that careful calibration procedures
have to be followed for every new system that this technique is implemented for; especially the
presence of solids leads to a fast degradation of the probe surface making frequent recalibration
unavoidable. With split-film probes, even 3D flow vectors can be determined [17].
A method well known from single-phase flow but rarely used in multiphase flow has been
presented by Krishna et al. [60]. Their method is based on a modified Pitot tube which measures
the difference between local static and total pressure and computes the liquid velocity from the
dynamic pressure. Careful purging procedures have to be carried out before each measurement
to avoid errors due to bubbles entering the Pitot tube; only one-dimensional velocities can be
determined.
2.3.2.2 The Electrodiffusion Measurement Technique
An evolving measurement technique for the two-dimensional determination of liquid flow veloc-
ities in dispersed systems even at high gas and solid holdups is the so-called Electrodiffusion
Measurement technique (EDM). This method has been developed at the University of Dortmund
/ Germany [44, 87, 89] and has successfully been implemented at University of Bremen / Germany
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[41, 102] for three-phase flows in bubble columns and loop reactors. Hashiba and Kojima [46] have
used a similar method and have even suggested an extension of the principle to the measurement
of three-dimensional flows [47].
The EDM presented here and used for all liquid flow measurements of this project is – somewhat
similar to Constant Temperature Anemometry described above – based on the influence of liquid
flow velocity on the mass transfer boundary layer at a silver electrode. A highly constant voltage
is applied between measurement electrode (made from thin silver wire) and a reference electrode
made from platinum. An increase in liquid flow velocity leads to a decreasing boundary layer
thickness resulting in increased mass transfer and electric current at constant voltage. When this
system is operated at an appropriate voltage ensuring that diffusion is the limiting factor for the
electric current and when careful calibration procedures are followed, three-wire needle electrodes
allow for the two-dimensional measurement of liquid flow velocities up to 2 m/s [89]. Bubbles
hitting the electrode induce characteristic signals which can be identified and eliminated by a
special algorithm which is part of the general data postprocessing routine. Solid particles have no
adverse effect on the measurements; actually, the abrasive effect of the particles helps keeping the
electrode surface from degenerating thus increasing the unavoidable electrode polishing intervals.
Fig. 2.5 shows the EDM three-wire needle electrode as used in this project.
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Figure 2.5: Three-film electrodiffusion measurement electrode [87]
The three-film electrode is made from three silver wires glued together with a special Cyanacry-
late glue. During calibration, the electrode tip is given its final shape in an iterative procedure
of grinding and measuring the electric currents of the 3 wires under defined flow conditions in a
calibration canal.
EDM as used here can only resolve two-dimensional flow vector in a plane perpendicular to the
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electrode axis. Therefore, in order to resolve axial and radial flow velocities, the electrode has to
be mounted inside the bubble column using a special 90◦ probe. Fig. 2.6 shows the measurement
setup with the probe mounted inside the bubble column.
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Figure 2.6: Electrodiffusion measurement setup with protective screens at the electrode tip
Since EDM can only measure two-dimensional velocities, the electrode tip has to be shaded
from the third component (parallel to the electrode needle axis) in order to avoid errors: The
third component contributes to the measured electrical current but cannot be evaluated because
calibration can only be carried out for two-dimensional flow. This poses no problem in loop
reactors where a main flow direction always can be detected and the probe position be adjusted
accordingly. In bubble columns, however, the fluctuational velocities are about the same order of
magnitude as the mean velocities or even larger for all three dimensions and no main flow direction
can be set. Thus, protective screens have been set up in front of and behind the electrode tip as
can be seen from Fig. 2.6. These screens do influence the radial and axial components as well
but the flow field disturbance is small compared to the gain in accuracy due to the elimination of
third-dimension errors.
The probe body has a sufficient length to allow for measurements being taken from the reactor
center to the wall opposite to the probe port thus delivering a radial flow profile of half the
reactor. Since previous measurements showed that rotational symmetry of the time-averaged flow
inside the bubble column is a legal assumption [31], profiles can be mirrored at the reactor axis to
deliver velocities over the whole cross-section. Radial profiles could be measured over the complete
reactor height at a vertical spacing of 0.5 m starting 0.35 m above the sparger level. Measurements
were taken at 7 radial positions (spacing 0.05 m) starting in the reactor center for a series of 5
superficial gas velocities (0.02, 0.04, 0.06, 0.08 and 0.09 m/s), then moving to the reactor edge,
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then switching back to the second position from the center and so on thus minimizing possible
drift effects. Measurement of one such series of radial profiles at a giving vertical position took
about 150 Minutes (7 radial positions, 5 superficial gas velocities each; approximately 5 minutes
per measurement were needed to obtain reliable time averages) and yielded some 70 Megabytes
of raw data. After completion of one such series, the measurement which was taken first in the
series was repeated to ensure that no overly large drift had occurred in the meantime.
During all EDM measurements, great care has to be taken to keep the liquid phase from slowly
degrading yielding a slow drift in measurement results. For measurements to work correctly, the
liquid phase must not be pure tap water but has to consist of a 0.01-molar Potassium-Sulfate
solution yielding a defined conductivity of the liquid. Other ions may have severely adverse effects
on the electrode tips leading to the formation of a black deposit layer on the silver wires and
subsequently too low measured electric currents. Therefore, all metal parts of the experimental
setup that get into contact with the liquid (fittings, valves, pumps) have to be made completely
from sea-water resistant stainless steel (V4A). Additionally, a slow wear of the probe surface may
occur due to the abrasive influence of the solids; however, with the measurements taken as part
of this project, this was not the case: After a measurement time of approximately 100 hours, a
recalibration of the measurement electrode in a flow channel showed no serious deviation from the
initial calibration.
2.3.3 Flow Velocity Measurement Results from the Literature
Employing the multitude of measurement principles described above, many researchers have re-
ported on the influence of dispersed phases on the continuous phase flow field. It is, however,
very difficult to quantify effects since experimental setups and flow situations under investigation
differ very much from project to project. While some workers focused on gas-solid flow, others
investigated into liquid-solid or liquid-gas flow; some reports are on vertical flow, some on horizon-
tal; measurements taken in bubble columns can hardly be compared with measurements taken in
pipe flow; particle loading, density and size under investigation also differ in a wide range. Only
particle influence on the continuous phase will be considered; influence of the continuous phase on
particles introducing effects like particle aggregation and floc break-up is described e. g. in [74].
2.3.3.1 Mean Flow Velocity
Most reports on continuous phase velocity in particle-laden flow find that mean velocity decreases
markedly with the addition of particles. In his overview, Hetsroni [49] presented measurement
results which show that in gas-solid flow, radial velocity profiles flatten out when particles are
added; moreover, mean gas-phase velocity decreases by up to 50 % when 3 mm particles are added.
The measurements also indicate that further addition of particles again leads to a slight increase
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in mean continuous-phase velocity. Guder and Ra¨biger [42] found that with loop reactors, the
addition of particles led to an increase in pressure loss for the liquid circulation and subsequently
to a decrease of mean liquid velocity.
Measurements of centerline velocity in two-phase bubble columns have been presented by several
research groups. Riquarts [97] has collected measurement results from the literature gained at
column diameters of up to 0.6 m and superficial gas velocities of up to 1.43 m/s. His correlation for
maximum centerline axial liquid velocity depending on reactor diameter, superficial gas velocity,
liquid viscosity and density should therefore very well cover the two-phase measurements taken
as part of this project; it is given as:
ul,ax,max = 0.21 ·
√
D · g
(
u3G,0 · ρl
µl · g
)1/8
(2.30)
The validity of Riquarts’s correlation has been confirmed by investigations carried out by Kr-
ishna et al. [62] who compared it to their own measurements in bubble columns of up to 0.63 m
in diameter and to newer literature data. Thus, eqn. 2.30 is used for the verification of measured
and computed two-phase liquid flow velocities of this project as well.
Correlations for the prediction of radial profiles of axial liquid velocity have been presented by
several research groups. Wu and Al-Dahhan have derived a complex equation which accounts for
the influence of gas holdup on the liquid flow velocity as well as for liquid and gas phase properties
[129]. Kawase and Moo-Young [55] have presented a rather simple correlation for radial profiles
of axial liquid flow velocity in two-phase bubble columns fit to a wide range of data from the
literature:
ul
ul,ax,max
= −2
( r
R
)2
+ 1 (2.31)
This equation corresponds to a parabolic velocity profile where the maximum downflow velocity
at the reactor edge equals the maximum upflow velocity in the reactor center. This is also used
to qualitatively verify own measurement and modeling results of this project.
2.3.3.2 Influence of Dispersed Phases on Liquid Turbulence
With the addition of particles to gas and liquid flow situations, measurements of both turbulence
increase and turbulence attenuation have been reported in the literature. Main parameters in this
context are particle size, density and loading. Hanratty et al. [45] reported on the turbophoretic
phenomenon where small drops behaving like particles in a horizontal gas flow tend to move from
regions of high turbulence to regions of low turbulence. Hetsroni [49] compared particle relaxation
time (based on particle diameter, fluid viscosity and density difference between particle and fluid)
to eddy turnover time in order to determine whether particles of a given size are able to follow
the continuous phase flow or not. He reports that with the addition of 3 mm particles to gas flow,
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turbulence intensity increases with increasing particle loading; reason for this effect may be found
in the production of eddies in the wake forming downstream of particles of this size. Triesch and
Bohnet [119] found that the addition of 150 µm glass particles to a gas flow leads to turbulence
attenuation.
For loop reactors, Guder and Ra¨biger [42] reported that particle addition initially leads to a
turbulence increase but that with a further increase in particle loading, turbulence intensity will
decrease again; the maximum value of turbulence intensity and the particle loading at which it
occurs they found to depend on particle size, volumetric energy dissipation and particle shape.
Wolff [128] focused on the influence of particle diameter and solid concentration on hydrodynamic
parameters like integral gas holdup and mass transfer coefficient which are strongly dependent on
liquid phase turbulence in bubble columns and loop reactors. From his detailed literature survey
he stated that small particles lead to turbulence attenuation mainly due to an increase of apparent
suspension viscosity. His own measurement results support the thesis that larger particles increase
liquid phase turbulence.
For the measurements performed as part of this project at particle diameters of 3 mm, the eval-
uation of the abovementioned literature gives rise to the expectation that with increasing particle
loading, mean liquid flow velocity should decrease while turbulence intensity should increase.
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3.1 Liquid Flow Velocity Measurements
Systematic measurements of local liquid velocities have been performed for a variation of param-
eters in analogy to the measurements of local dispersed phase holdups presented by Dziallas et
al. [31, 32]. Employing the Electrodiffusion Measurement technique, radial as well as centerline
velocity profiles have been measured in two- and three-phase flow at different solid loadings with
the plate sparger; only Plexiglass (PMMA) has been used as suspended model solid. With the
ring sparger and the central nozzle, flow field measurements have been carried out in two-phase
flow.
3.1.1 Mean Liquid Velocity in Two-Phase Flow
For an attempt to explain measured time-averaged local dispersed phase distributions, time-
averaged local liquid velocities are of primary importance. The mean liquid flow structure gives
valuable insight into flow phenomena relevant to both two- and three-phase flow. For the sake
of better comparability and to get a first impression of flow fields developing in a pilot-plant size
bubble column, flow profiles in two-phase flow are presented first.
3.1.1.1 Radial Profiles of Axial Velocities
The “undisturbed” flow structure that develops in a bubble column far away from sparger and
degassing area influences is expected to mainly consist of a parabolic radial profile of axial liquid
velocity. This is due to the fact that large bubbles are rising quickly in the center of the reactor
dragging liquid with them; continuity considerations then lead to a downflow area close to the
reactor wall. Fig. 3.1 shows that 2.35 m above the plate sparger (i. e. in the vertical center of
the reactor) this expectation is fulfilled in the pilot-plant size bubble column even for the lowest
superficial gas velocity of 0.02 m/s where flow is still in the homogeneous regime and backmixing
is mainly due to backflow around the single bubble and not a large-scale liquid circulation.
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Figure 3.1: Measured axial liquid velocities for different superficial gas velocities, 2.35 m above
plate sparger, two-phase flow
It can be seen that in the homogeneous and transition regime at superficial gas velocities of 0.02
and 0.04 m/s, liquid flow profiles are rather flat and an increase in superficial gas velocity in this
range does not lead to a substantial increase in liquid velocity. Increasing superficial gas velocity
to a value of 0.06 m/s leads to a drastic increase in liquid velocity marking the beginning of the
heterogeneous flow regime; at this setting, the highest values are measured (more than 1 m/s in
the reactor center). A further increase of superficial gas velocity does not lead to an increase in
mean liquid velocity; rather, the additional energy input leads to increased fluctuational velocities
and finally to increased turbulent dissipation as will be shown in section 3.1.3.
Comparing measured profiles from Fig. 3.1 to postulated profile shape according to eqn. 2.31
shows that measured downflow velocities close to the reactor edge do not reach the same values
as upflow velocities in the reactor center but are significantly lower. This is most likely due to
the fact that the gas holdup in the reactor center is much higher than at the reactor edge; thus,
higher liquid velocities are necessary in the center to achieve the same volumetric liquid flow rate
as at the reactor edge.
Another observation gained from Fig. 3.1 is that profiles in two-phase flow are rather steep
especially for higher superficial gas velocities; at gas velocities of 0.06 m/s and higher, profiles are
linear rather than parabolic hinting at large bubbles rising in the reactor center at extremely high
velocities. In practical operation of bubble column reactors, this effect is unwanted since large
bubbles lead to poor mass transfer and short gas residence times in the reactor.
The influence of the sparger’s geometry on the local flow field just above the sparger level is
shown in Fig. 3.2 for plate sparger and central nozzle.
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Figure 3.2: Sparger influence on radial profiles of measured axial liquid velocities 0.85 m above
sparger for 2 different superficial gas velocities, two-phase flow
As can be seen, 0.85 m above the sparger the central nozzle leads to extremely high upflow
velocities in the center of the reactor even at the lowest superficial gas velocity of 0.02 m/s. The
measured maximum value of more than 2.5 m/s in the center of the reactor at a superficial gas
velocity of 0.09 m/s is far beyond the actual calibration range of the EDM probe (which in this
case was only calibrated for measurements of up to 1.2 m/s). Still, the fairly linear relationship of
electric current and actual liquid velocity admits for a certain amount of extrapolation even at the
extremely high gas holdups found above the nozzle, thus the values plotted in Fig. 3.2 should give
a realistic impression of the order of magnitude of liquid velocities encountered in the environment
of a central nozzle sparger.
With the ring sparger, most interesting effects on the flow field can be found a little further
above at a distance of 1.35 m from the sparger level. Fig. 3.3 shows radial profiles of axial liquid
velocities for increasing superficial gas velocities.
For reason of better solid fluidization in three-phase flow, the ring sparger ejects air at its
bottom side directed to the reactor wall. This induces gas and subsequently liquid upflow at the
reactor wall and downflow in the center of the reactor for the bottom part of the bubble column.
Further up, these flow profiles shift to the usual parabolic shape with upflow in the center and
downflow close to the wall as encountered with the plate sparger (see Fig. 3.1). Fig. 3.3 shows
that the extension of the flow field transition zone strongly depends on superficial gas velocity:
At a vertical position 1.35 m above the ring sparger, central downflow occurs only at superficial
gas velocities of 0.02 and 0.04 m/s. With increasing superficial gas velocity, the maximum upflow
velocity shifts to the reactor center; at a superficial gas velocity of 0.09 m/s, the liquid flow profile
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Figure 3.3: Radial profiles of measured axial liquid velocities 1.35 m above sparger for different
superficial gas velocities; ring sparger, two-phase flow
takes on the common parabolic shape. This means that at higher superficial gas velocities, the
transition zone at the reactor bottom becomes considerably smaller.
3.1.1.2 Centerline Axial Velocities
A good impression of the liquid circulation over the whole reactor height can be gained from an
evaluation of the axial liquid velocities on the reactor centerline. Fig. 3.4 shows centerline profiles
of axial liquid velocities for superficial gas velocities of 0.02 and 0.09 m/s with the plate sparger
as well as with the central nozzle.
With the plate sparger, influence of the sparger and degassing zone is limited to areas approx-
imately 1 m above the sparger and below the upper dispersion level. In these areas, axial liquid
velocity decreases to almost zero while radial velocity increases due to liquid being transported
to or from the downflow area close to the reactor wall. With the remainder of the reactor, liquid
centerline velocity is fairly constant and depends only on superficial gas velocity.
As could already be seen from Fig. 3.2, in comparison to the plate sparger the central nozzle
induces a distinct velocity peak in the bottom section of the column. No velocity measurements
could be taken 0.35 m above the nozzle as the fragile probe was in danger of being destroyed by
the high velocities in this area; additionally, the high gas holdup just above the nozzle renders
evaluation and bubble signal filtering of the raw measurement data impossible.
At the lowest superficial gas velocity of 0.02 m/s, the influence of the central nozzle is most
eminent in comparison to the plate sparger flow field. Over the whole reactor height, the nozzle
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Figure 3.4: Sparger influence on centerline profiles of measured axial liquid velocities for 2 different
superficial gas velocities, two-phase flow
yields a more than twofold increase in centerline velocity compared to the plate sparger. Reason
for this can be found in the generation of large bubbles at the nozzle even at this low superficial gas
velocity which quickly rise through the reactor. At high superficial gas velocities, large bubbles are
forming in the reactor center with the plate sparger as well; thus, at a superficial gas velocity of
0.09 m/s, the increase of centerline velocity with the central nozzle compared to the plate sparger
values is not as distinct as at 0.02 m/s.
Centerline profiles of axial liquid velocity with the ring sparger in two-phase flow are shown in
Fig. 3.5 for superficial gas velocities ranging from 0.02 m/s to 0.09 m/s.
The effect of increasing superficial gas velocity on the extension of the transition zone at the
reactor bottom that has already been deduced from Fig. 3.3 can be seen very clearly from Fig. 3.5.
While at a superficial gas velocity of 0.02 m/s, the switching from downflow to upflow in the reactor
center occurs at a position approximately 1.85 m above the sparger, at higher gas velocities this
switching point moves down reaching 0.85 m above the sparger at a gas velocity of 0.09 m/s. The
influence of the ring sparger on liquid flow reaches even higher – the maximum of the centerline
velocity profiles is not reached before a position 2.85 m above the sparger, while the plate sparger’s
influence only extended for about 1 m above the sparger level and even the central nozzle’s peak
has disappeared 2.35 m above the sparger (compare Fig. 3.4).
In general, the values of centerline velocities in the upper half of the reactor with the ring
sparger are significantly higher in the heterogeneous flow regime than the corresponding values
with the plate sparger and even somewhat higher than with the central nozzle. In comparison
to the plate sparger, this effect can be explained with the larger fraction of large bubbles being
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Figure 3.5: Measured axial liquid velocities on the reactor centerline for different superficial gas
velocities; ring sparger, two-phase flow
ejected from the ring sparger. With the central nozzle, possible reason for the comparably low
centerline upflow velocities in the upper half of the reactor can be found in the high turbulent
dissipation above the sparger; for more detailed investigations on this issue, see section 3.1.3.
3.1.2 Mean Liquid Velocity in Three-Phase Flow
Adding solids to two-phase flow poses a large number of additional tasks and questions regarding
flow fields and fluidization. On one hand, the influence of solids on liquid velocity and mixing
inside the reactor is of interest; on the other hand, liquid velocity’s influence on solid fluidization
is of importance in determining optimum operating conditions for reactors with respect to gas and
solid distribution.
3.1.2.1 Radial Profiles of Axial Velocities
The general influence of adding 10 Vol.-% of PMMA solids to the contents of the bubble column
reactor can be seen for a vertical position 2.35 m above the plate sparger (i. e. for the same
position as in Fig. 3.1) in the radial profiles of axial liquid velocity shown in Fig. 3.6.
Velocity profile shape and range of velocity values in Fig. 3.6 show significant differences com-
pared to the two-phase flow case from Fig. 3.1. The velocities especially in the reactor center are
about 40 % lower than in two-phase flow probably owing to the large attenuating influence of the
solid particles resulting in an increase of liquid-solid mixture viscosity. A more detailed assessment
of the influence of gradually adding solids to the reactor contents will be given for centerline liquid
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Figure 3.6: Measured axial liquid velocities for different superficial gas velocities, 2.35 m above
plate sparger, 10 Vol.-% PMMA
velocity profiles in section 3.1.2.2.
The radial velocity profiles measured in three-phase flow are in general significantly flatter than
in the two-phase flow case. While in Fig. 3.1 profiles are almost linear, those in Fig. 3.6 take on a
distinct parabolic shape. This basically means that velocities in the reactor center are decreasing
overproportionally upon adding solids compared to the remainder of the reactor. Reason for this
may probably be found in the reduced formation of fast-rising large bubbles due to the presence
of solids.
Among the most interesting aspects in the work of Dziallas et al. [31, 32] is the adverse effect of
increasing superficial gas velocity on solid fluidization in the bubble column. When due to rather
small density differences between solid and liquid a system is already homogeneously fluidized
at low superficial gas velocities, an increase of gas velocity will yield demixing instead of more
homogeneous solid distribution. Especially at the upper reactor edge a large area develops where
hardly any solid can be encountered. Among the possible reasons for this effect, gas-liquid mixture
density is definitely of important influence on fluidization; this will be investigated in more detail
in section 3.2.5. The following will look closely at the liquid flow structure in the upper reactor
region and explain the influence of superficial gas velocity on liquid flow and the resulting demixing
effect in the reactor wall area.
Fig. 3.7 shows radial profiles of axial liquid velocities at superficial gas velocities of 0.02 m/s
and 0.09 m/s for the three upper levels of the reactor (10 % PMMA, plate sparger). The topmost
level (4.85 m above the sparger) has not been included in these considerations because no data
are available for the superficial gas velocity of 0.02 m/s due to an insufficiently high liquid level.
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Figure 3.7: Measured flow structure in the upper reactor area: Radial profiles of axial liquid
velocities for the 3 upper levels and 2 different superficial gas velocities; plate sparger,
10 Vol.-% PMMA
At the low superficial gas velocity of 0.02 m/s, radial profiles of axial liquid velocity are almost
linear. With increasing vertical position, a decrease in upflow velocity in the reactor center can be
found only for the highest position (4.35 m). Downflow velocities near the wall do not differ much
and are rather moderate; thus, no significant solid transport to the bottom of the reactor takes
place here. At the high superficial gas velocity of 0.09 m/s, upflow velocity in the reactor center
as well as downflow velocity close to the wall increase with increasing vertical position. Since
gas holdup in the reactor center is much higher than close to the wall corresponding to a much
lower gas-liquid mixture density in the center (see section 3.2.5), not as much solid is transported
upward in the center as can be transported downward close to the wall. From this effect results
the development of the low-solid holdup area near the upper reactor wall as observed by Dziallas
et al. [31, 32].
3.1.2.2 Centerline Axial Velocities
As with two-phase flow, also in three-phase flow the liquid circulation over the whole reactor can
best be assessed by looking at centerline axial velocities. Fig. 3.8 shows the influence of solids
on the measured liquid centerline velocity inside the bubble column for 2 different superficial gas
velocities.
At the low superficial gas velocity of 0.02 m/s as well as at the highest value of 0.09 m/s,
highest liquid centerline velocities are found in two-phase flow. At 0.02 m/s, adding 5 Vol.-% of
PMMA granules yield a distinctive decrease in liquid velocity to almost one half the corresponding
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Figure 3.8: Measured axial liquid velocities on the reactor centerline for different solid loadings
and 2 different superficial gas velocities, plate sparger
two-phase flow values. The velocity profile becomes almost flat hinting at a reduced influence of
sparger and degassing area on the flow field in three-phase flow. Increasing solid loading to 10
Vol.-% of PMMA leads to a marked increase in measured centerline liquid velocity values reaching
about three quarters of the two-phase flow values. Also, the influence of sparger and degassing
area becomes more distinctive again.
At the high superficial gas velocity of 0.09 m/s, large scatter in data makes interpretation
somewhat tedious but in general, the same trends can be found as with the low gas velocity.
Adding 5 Vol.-% of PMMA leads to almost half as high liquid velocities and rather flat vertical
velocity profiles. The increase in liquid velocities obtained when increasing solid loading to 10 Vol.-
% is not confirmed for all vertical positions at the high gas velocity; on average, liquid velocity
decreases slightly when additional solid is added to the reactor contents.
3.1.3 Fluctuational Liquid Velocity in Two-Phase Flow
In addition to liquid mean velocities, evaluation of EDM measurements also yields information
on local fluctuational velocities in axial as well as in radial direction. Regrettably, the evaluation
algorithm did not give any information on frequency spectra of the turbulent motion, thus no
detailed investigation of turbulence quantities is possible. Still, an evaluation of the mere fluc-
tuational velocity yields interesting insights into liquid flow structure and allows for at least a
qualitative assessment of turbulence phenomena inside the bubble column.
Fig. 3.9 shows radial profiles of measured axial and radial liquid fluctuational velocities in two-
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phase flow at superficial gas velocities of 0.02 and 0.09 m/s at a vertical position 2.35 m above the
plate sparger (i. e. in the vertical center of the reactor where influence of sparger and degassing
area are minimal; the corresponding mean axial liquid velocities are shown in Fig. 3.1).
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Figure 3.9: Radial profiles of measured axial and radial liquid fluctuational velocities at 2 dif-
ferent superficial gas velocities 2.35 m above the plate sparger; two-phase flow (for
corresponding mean axial liquid velocities see Fig. 3.1)
For the low superficial gas velocity of 0.02 m/s, it can be seen that axial and radial fluctuational
velocity reach their maximum in the areas of highest mean velocities, i. e. in the reactor center and
in the downflow area close to the wall. The values of the fluctuational velocities are in the same
order of magnitude as those of the mean velocities confirming the highly chaotic and turbulent
fluid motion inside the bubble column even at this low superficial gas velocity. Still, at this low
gas velocity, profiles of fluctuational velocities are rather flat showing that the bubble column is
operated in the homogeneous flow regime. Radial fluctuational velocities are about 40 % lower
than axial ones; this lets questions arise as to whether an isotropic turbulence model like the k-ε
model is actually correct for flow predictions in this kind of bubble column.
At the high superficial gas velocity of 0.09 m/s, the discrepancy between axial and radial
fluctuational velocity becomes even larger; close to the wall, the radial fluctuational velocity is
about 60 % smaller than the axial one. The maxima of both fluctuational velocities at this high
gas velocity can be found in the reactor center where large bubbles are rising; this means that
again, largest fluctuational velocities are found in the area of largest mean velocities.
The local distribution of axial fluctuational liquid velocity over the whole flow domain can be
seen from Fig. 3.10 for ring sparger and central nozzle in two-phase flow at increasing superficial
gas velocities. The isolines were obtained by spline-interpolating the original data which were
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available on a grid of 7 radial times 10 vertical measurement positions.
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Figure 3.10: Measured axial fluctuational velocity in m/s in two-phase flow for ring sparger (top)
and central nozzle (bottom)
It has been shown previously (e. g. for the ring sparger in Fig. 3.5) that the additional energy
input upon increasing superficial gas velocity from 0.04 m/s to 0.06, 0.08 and 0.09 m/s does not
lead to a further increase in mean liquid velocities. Fig. 3.10 now clearly shows that the additional
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energy input only increases the fluctuational velocities finally leading to increased turbulent dissi-
pation. A comparison of fluctuational velocities with the ring sparger and the central nozzle shows
that the sparger influence is limited to the bottom half of the reactor. In this region, very high
fluctuational velocities are measured with the central nozzle while the ring sparger only induces
a zone with slightly increased fluctuational velocities in the region 1.3 to 2.3 m above the sparger
(depending on superficial gas velocity) where the upflow region shifts from the reactor wall to the
center.
In the upper half of the reactor, fluctuational velocity distributions look very similar for ring
sparger and central nozzle (as well as for the plate sparger, here not shown). This is in good
agreement with measurements by Dziallas et al. [31, 32] who have found qualitatively similar
local distributions of gas and solid phase in the upper half of the reactor for all three sparger
configurations under consideration here thus also coming to the conclusion that sparger influence
is limited to the bottom part of the reactor.
3.1.4 Fluctuational Liquid Velocity and Turbulence Intensity in
Three-Phase Flow
The measured influence of solid loading on local fluctuational velocities in the bubble column
follows the same general trends as with the mean velocities described in section 3.1.2. Fig. 3.11
shows the influence of solid loading on radial profiles of axial liquid fluctuational velocities at
superficial gas velocities of 0.02 and 0.09 m/s measured 2.35 m above the plate sparger.
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Figure 3.11: Radial profiles of measured axial liquid fluctuational velocities for 2 different superfi-
cial gas velocities and different PMMA solid loadings 2.35 m above the plate sparger
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At the lowest superficial gas velocity of 0.02 m/s, the addition of 5 Vol.-% PMMA to the
reactor contents leads to a marked decrease in fluctuational velocities. The fluctuational velocity
profile becomes very flat even not showing the small maxima in the center and close to the wall
that were encountered in two-phase flow but moreover decreasing slightly at these locations. This
effect clearly shows the attenuating influence that adding solids of this density and size (1200
kg/m3, 3 mm particle diameter) can have on the flow in bubble columns. However, a further
addition of solids up to an integral loading of 10 Vol.-% does not lead to a further decrease in
fluctuational velocities but actually yields a distinct increase of velocities up to values which are
even higher than in the two-phase case. From the literature review in section 2.3.3.2, this should
be expected for this size of particles. Reason for the initial attenuating effect is hard to be found
but may probably be caused by the increased suspension viscosity of the solid-liquid mixture.
Superimposed on this influence may be the turbulence intensification due to vortex generation in
the wake of the particles – an effect that possibly gains influence at higher solid loadings.
At the highest superficial gas velocity of 0.09 m/s, the same effects can be observed. Adding 5
Vol.-% of solid leads to a marked decrease in fluctuational velocity which is compensated almost
completely when solid loading is increased further to 10 Vol.-%. Only in the reactor center,
fluctuational velocities are always highest in two-phase flow.
In this context of greater interest than the mere fluctuational velocities is probably the ratio
of fluctuational to mean velocity (i. e. the relative turbulence intensity). The influence of solid
addition on radial profiles of axial relative turbulence intensity for the same settings as for the
fluctuational velocities in Fig. 3.11 is given in Fig. 3.12.
It can be observed that for most radial positions, mean and fluctuational velocity are of the
same order of magnitude yielding relative turbulence intensities ranging between 1 and 3. Only at
locations where the mean velocity is very low (i. e. at a radius of approximately 0.2 m where the
parabolic mean velocity profile switches from upflow to downflow), relative turbulence intensity
reaches peak values of up to 18 and higher. Most noticeable is the fact that while at this peak
position the highest relative turbulence intensities can be found in two-phase flow, the influence
of solid loading on relative turbulence intensity at all other positions is negligible: No trends can
be made out in the general data scatter.
As a first conclusion from these observations it may be stated that while solid loading has
a definite influence on measured mean velocities (even if no clear trend in one direction can be
deduced), relative turbulence intensity is not influenced in a significant manner. Furthermore, peak
values of relative turbulence intensity are not found in regions of high mean liquid velocity but
rather in those areas where the mean velocity goes to zero. Thus, considering relative turbulence
intensity as a measure of local stress seems to be inappropriate since highest stress values will
definitely be found in areas of high fluctuational velocities which are more likely to be found in
areas of high mean velocities (see Fig. 3.11).
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3.2.1 Comparison of Direct Dispersed Phase Interaction Models
As modeling experience showed, most influential effects on computed phase holdup distribution
and liquid flow fields were given by the choice of direct dispersed phase interaction. Without
the inclusion of such effects, in three-phase calculations no reasonable solid fluidization could be
achieved – the solid would settle forming a sediment layer at the reactor bottom. In order to find
a numerically efficient and physically sensible model for the momentum exchange between gas and
solid phase, test calculations have been performed with the three interaction models presented in
section 2.2.3.2 for the case of a bubble column equipped with a plate sparger and operated at an
integral solid loading of 10 Vol.-% of PMMA (density 1200 kg/m3, diameter 3 mm). As result
of these calculations, modeling parameters giving best accordance of computational results and
measurements as presented by Dziallas et al. [31, 32] could be determined.
Fluidization results obtained implementing the model with constant source terms as presented
on page 14 are shown for several superficial gas velocities in Fig. 3.13. From left to right, each
of the five parts gives a two-dimensional vertical cross-section image of local solid holdup in the
reactor flow domain (diameter 0.63 m, height 5.0 m) for increasing superficial gas velocities.
Fig. 3.13 shows that the interaction model with constant source terms is capable of capturing
the experimentally proven [31, 32] adverse effect of increasing superficial gas velocity on solid
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Figure 3.13: Computed solid holdup (volume fraction) with the plate sparger at an integral solid
loading of 10 Vol.-% PMMA; reactor diameter 0.63 m, reactor height 5.0 m; in-
creasing superficial gas velocities from left to right (0.02, 0.04, 0.06, 0.08, 0.09 m/s,
respectively); direct dispersed phase interaction modeling with constant source terms;
averaging time 140 s
fluidization when homogeneous fluidization has already been achieved. Obviously, even at the
lowest superficial gas velocity of 0.02 m/s, the rather lightweight solid (PMMA) is almost homo-
geneously distributed in the reactor; an increase of superficial gas velocity does not lead to an
increased homogeneity but only yields the formation of a large region with low solid content at
the upper reactor edge (an attempt at clarifying the physical background of this effect which is of
vital importance for the industrial operation of this kind of reactors can be found in section 3.2.5).
Marked deviation from the measured solid holdup distributions of [31, 32] can only be found for
a superficial gas velocity of 0.02 m/s where the computations predict a radial solid holdup profile
with a distinctive maximum in the reactor center which is not found in the measurements. Still, if
the simplicity of the modeling approach is taken into account, model performance is remarkable.
The computed time in this calculation was 160 s where time-averaged values were computed over
the last 140 s; this corresponds to a computation time of 24 hours on an 800 MHz PC workstation.
Calculations with the more refined interaction model with holdup-dependent source terms as
introduced on page 15 did not yield results as satisfactory as with the simpler model. Considering
solid fluidization, no realistic profiles could be obtained – during fitting of the parameter cg in
eqn. 2.17, no range of values could be found where solids did not form a sediment layer at the
reactor bottom and at the same time gather in a flotation layer at the reactor top. Therefore, this
model has not been used for further calculations.
Results from model calculations implementing the interaction model with slip-velocity depen-
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dent source terms as presented in eqns. 2.20 and 2.21 are shown in Fig. 3.14.
Figure 3.14: Computed solid holdup (volume fraction) with the plate sparger at an integral solid
loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left to right
(0.02, 0.04, 0.06, 0.08, 0.09 m/s, respectively); direct dispersed phase interaction
modeling with slip-velocity dependent source terms; averaging time 300 s
It can be seen that with the value of cg,s ·uslip,g,s set to 118 m/s by fitting computational results
to the same set of experimental data [31, 32] as used for the model with constant source terms,
good accordance between measurement and modeling results can be achieved. The model with
slip-velocity dependent source terms is even better in capturing the adverse effect of increasing
superficial gas velocity on solid fluidization; especially the homogeneous fluidization at a superficial
gas velocity of 0.02 m/s is computed without the distinct solid maximum in the reactor center
that has been obtained with the simpler model.
It has to be noted, however, that the improvement in modeling consistency comes at the
expense of additional computational demand: After a computed time of 160 s (140 s of time-
averaging), no reasonable steady-state holdup-profiles could be obtained – results still showed
serious unsymmetry. Therefore, averaging time had to be increased to a period of 300 s (total
computed time 320 s) which means that a typical run with this model consumes 48 hours of
processor time (800 MHz PC workstation) instead of 24 hours as with the model with constant
source terms.
Due to the improved accordance of measurement and computational results and in spite of the
additional computational demand, the direct dispersed phase interaction model with slip-velocity
dependent source terms in the momentum balances has been used for all subsequent calculations
presented in this report. Fig. 3.15 shows local gas holdups as computed with the slip-velocity
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dependent model for different superficial gas velocities.
Figure 3.15: Computed gas holdup (volume fraction) with the plate sparger at an integral solid
loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left to right
(0.02, 0.04, 0.06, 0.08, 0.09 m/s, respectively); direct dispersed phase interaction
modeling with slip-velocity dependent source terms; averaging time 300 s
From Fig. 3.15 it clearly can be seen that the local gas distribution inside the bubble column
can be regarded as a superposition of a radial parabolic holdup profile and the axial gas expansion
with increasing vertical position in the reactor. Compared to measured values, the radial profile
is overpredicted by the model at lower superficial gas velocities; especially at 0.02 m/s (leftmost
image in Fig. 3.15), a higher colour resolution would reveal a distinct parabolic radial profile
where measurements showed that no radial profile develops and only axial gas expansion occurs.
Still, the overall tendency of increasing gas holdup with increasing superficial gas velocity and the
general gas distribution are very well captured by the model.
3.2.2 Integral Gas Holdup
For a better quantitative assessment which more clearly shows possibilities and limitations of the
model, integral gas holdup has been computed for all the calculations presented as well and can
easily be compared to measurement results [31, 32]. Fig. 3.16 shows a comparison of computed
and measured integral gas holdups for the same settings as in Fig. 3.15 (plate sparger, solid loading
10 Vol.-% PMMA).
General agreement between measurement and modeling results with respect to integral gas
holdup is quite good. While the model is very well capable of capturing the right order of mag-
nitude of gas holdup and general dependency of gas holdup on superficial gas velocity, it can not
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Figure 3.16: Comparison of computed and measured integral gas holdup; plate sparger, integral
solid loading 10 Vol.-% PMMA; measured values taken from [31]
account for the different flow regimes observed in the measurements. While measurement data
clearly show the division line between homogeneous and heterogeneous flow regime at a superfi-
cial gas velocity of approximately 0.03 m/s (marked by a distinct decrease of the graph’s slope),
the modeling calculations yield a linear relation between superficial gas velocity and integral gas
holdup for the whole range under consideration. Quantitative agreement between measurement
and computation results is only good for the high superficial gas velocities of 0.08 m/s and 0.09 m/s.
Still, one has to keep in mind that at these high superficial gas velocities, the model has difficul-
ties with computing the correct integral solid holdup (see section 2.2.7 and especially Fig. 2.4).
Calculations for other sparger types (ring sparger, central nozzle) showed similar agreement with
measurements and confirmed the general tendency of the model towards underpredicting integral
gas holdup by up to 50%.
Fig. 3.17 shows the influence of solid loading on the computed integral gas holdup for the same
settings as before (plate sparger, solids PMMA).
As can be seen, the influence of solid loading on computed integral gas holdup is rather small
compared to the influence of superficial gas velocity. Increasing solid loading yields a slight increase
in gas holdup. This result is completely opposed to measurements [31, 32] which show that at
higher superficial gas velocities above 0.02 m/s, integral gas holdup decreases drastically upon
addition of solid particles; only at very low gas velocities (0.02 m/s and less), no influence of solids
on measured integral gas holdup was found.
This inconsistent computation of gas holdup dependency upon solid loading poses a severe
downside of the implemented interaction modeling especially for the direct interactions of gas and
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Figure 3.17: Computed integral gas holdup for different solid loadings; plate sparger, solids PMMA
solid phase. Further model improvement will be needed to correctly cover the measured effects.
3.2.3 Local Gas Holdup
3.2.3.1 Sparger Influence in Three-Phase Flow
The influence of the sparger geometry on local gas distributions has been studied experimentally
in detail by Dziallas et al. [31, 32]. Fig. 3.18 and Fig. 3.19 now give an impression of how sparger
modeling as described in sections 2.2.5 and 2.2.6 can capture gas distribution phenomena inside
the bubble column for ring sparger and central nozzle, respectively. Three-phase flow settings are
the same as with the plate sparger results presented in Fig. 3.15, i. e. 10 Vol.-% PMMA loading.
From Fig. 3.18 it can clearly be seen that with the coarse grid that has been implemented here,
no satisfactory modeling of the ring sparger’s influence on flow structure and dispersed phase
distribution is possible. Measurement results by Dziallas et al. [31, 32] showed that the ring
sparger only influences the gas distribution in the bottom half of the reactor; in the upper part,
parabolic radial profiles of local gas holdup can be expected. The computational results obtained
here overemphasize the sparger’s influence by far yielding a local minimum of gas holdup in the
reactor center that extends up to the top of the reactor. Moreover, this local gas holdup minimum
corresponds to a large downflow area computed in the reactor center which at low superficial gas
velocities extends to the very reactor top as well and is in clear disagreement with measurement
results presented in Fig. 3.5 which show that the transition zone does at no setting extend further
than for 2 m above the sparger level. Improvement of this situation can only be achieved by better
modeling the actual physical effects taking place in the sparger region – the sparger ejects the air
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Figure 3.18: Computed gas holdup (volume fraction) with the ring sparger at an integral solid
loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left to right
(0.02, 0.04, 0.06, 0.08, 0.09 m/s, respectively)
Figure 3.19: Computed gas holdup (volume fraction) with the central nozzle sparger at an integral
solid loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left to
right (0.02, 0.04, 0.06, 0.08, 0.09 m/s, respectively)
57
3 Results of Measurement and Modeling
to the bottom of the reactor directed outwards to the wall in order to improve solid fluidization.
This cannot be captured by the simple patch that has been implemented in the model; for a more
precise sparger modeling, though, a significantly finer grid structure is necessary.
Modeling results for local gas distribution as induced by the central nozzle sparger are given
in Fig. 3.19 for different superficial gas velocities and show a much better agreement with mea-
surement results. The model very well captures the formation of an area of extremely high gas
holdup just above the sparger and a region with almost no gas between nozzle and the bottom
part of the reactor wall which has been experimentally determined by Dziallas et al. [31, 32].
The development of a parabolic radial gas holdup profile higher above the plate sparger and the
superimposed increase of local gas holdup with increasing vertical position due to gas expansion
is very well captured by the model. This means that for simple sparger geometries, the model
implemented here can very well describe the dependency of local gas holdup on superficial gas
velocity. Results on solid fluidization for the same sparger geometries as considered here will be
given in section 3.2.4.
3.2.3.2 Solids Influence in Three-Phase Flow
Investigations on the influence of solid loading on computed integral gas holdup have already been
presented in section 3.2.2 (Fig. 3.17) and have shown that in disagreement with measurement
results the effect of increasing solid loading on integral gas holdup is very small. Fig. 3.20 shows
that the almost equal computed integral gas holdups shown in Fig. 3.17 for different solid loadings
are the result of almost equal local gas distributions.
From Fig. 3.20 it can be seen that the slight increase in integral gas holdup with increasing solid
loading is mainly due to an increase in local gas holdup at the bottom section of the reactor. This
result is hard to explain and rather unsatisfactory showing that interaction modeling between gas
and solid phase as implemented here obviously is not yet able to cover all phenomena necessary to
correctly model not only the influence of the gas bubbles on solid fluidization but also the reverse
influence of solid loading on gas holdup.
3.2.4 Local Solid Holdup
Correct prediction of local solid holdups is one of the central issues in three-phase flow calculations.
The direct gas-solid phase interaction model implemented here has been developed for the plate
sparger (see section 3.2.1). The influence of the ring sparger on solid fluidization with varying
superficial gas velocities is shown in Fig. 3.21.
The general effect of decreasing solid fluidization with increasing superficial gas velocity that
has been measured [31, 32] and computed for the plate sparger (see Fig. 3.14) can also be found
with the ring sparger. Here, fluidization is fairly good at the lowest superficial gas velocity of
58
3.2 CFD Results and Model Validation
Figure 3.20: Computed gas holdup (volume fraction) with the plate sparger at a superficial gas
velocity of 0.09 m/s and increasing integral solid loadings (0, 5, 10 Vol.-% PMMA
from left to right)
Figure 3.21: Computed solid holdup (volume fraction) with the ring sparger at an integral solid
loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left to right
(0.02, 0.04, 0.06, 0.08, 0.09 m/s, respectively)
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0.02 m/s; the large degree of unsymmetry found at this gas velocity is due to insufficient averaging
time. At a superficial gas velocity of 0.04 m/s, the oscillation frequency of the bubble hose is
probably somewhat higher than at 0.02 m/s leading to a larger number of oscillation periods
being included in the time averaging thus yielding a better symmetry. Most significant here is
that a local minimum of solid holdup develops in the upper center of the reactor. This is opposed
to measurement results by Dziallas et al. [31, 32] who found lowest values of solid holdup at the
upper edge of the reactor and a local maximum in the upper center (with the ring sparger as well
as with the plate sparger). Reason for this wrong-computed solid distribution can be found in the
wrong-computed flow field (downflow in the reactor center almost to the top of the reactor) due
to the insatisfactory sparger modeling. In general, especially with higher superficial gas velocities,
computed fluidization with the ring sparger is not as good as with the plate sparger and also not
as good as measured fluidization.
The opposite occurs with respect to computed fluidization with the central nozzle. Fig. 3.22
shows local solid holdups for varying superficial gas velocities in the bubble column equipped with
the central nozzle at an integral solid loading of 10 Vol.-% PMMA.
Figure 3.22: Computed solid holdup (volume fraction) with the central nozzle sparger at an inte-
gral solid loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left
to right (0.02, 0.04, 0.06, 0.08, 0.09 m/s, respectively)
In comparison to measurement results, computed fluidization especially at the low superficial
gas velocities of 0.02 and 0.04 m/s is far too good. Measurements showed [31, 32] that at these
low gas velocities, hardly any PMMA solid is fluidized at all and even at 0.09 m/s, a lot of solid
is left unfluidized at the reactor bottom.
Conclusion from these observations on solid fluidization has to be that probably one fixed
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model for the momentum exchange between gas and solid phase is not sufficient for the correct
computation of flow fields with different sparger geometries. The interaction model implemented
here has been fitted to measurement results obtained with the plate sparger; for correct modeling
of solid fluidization with ring sparger and central nozzle, a re-fitting of the exchange parameter
cg,s · uslip,g,s is probably unavoidable.
3.2.5 Density of Gas-Liquid Mixture
In section 3.2.1, the adverse influence of increasing superficial gas velocity on solid fluidization
was described when fluidization was almost homogeneous already at low superficial gas velocities.
This effect occurred in measurements of local solid holdup in bubble columns [31, 32] and was
reproduced by modeling calculations as well. A possible reason for this unexpected and usually
unwanted effect may be found in the density of the gas-liquid mixture inside the reactor.
An important parameter in solid fluidization is the terminal settling velocity of the particles.
It depends on particle size, shape and density as well as on parameters like density and viscosity
of the surrounding continuous phase. In three-phase flow, this surrounding continuous phase
consists of a mixture of gas and liquid; the particles no longer sink in pure liquid but effective
continuous phase viscosity and density are reduced by the presence of gas. This effect increases
with increasing gas holdup and leads to a higher effective terminal settling velocity at higher gas
holdups. Fig. 3.23 shows local gas-liquid mixture density for increasing superficial gas velocities
(corresponding to increasing gas holdups) computed from the measured holdup values of [31] for
the case of the plate sparger at an integral solid loading of 10 Vol.-% PMMA.
It is evident that with increasing superficial gas velocity, the gas-liquid mixture density de-
creases. Especially in the upper regions of the reactor center, mixture density decreases with
increasing superficial gas velocity to values as low as 700 kg/m3. In these areas of low mixture
density, particles will settle faster yielding a deterioration of fluidization. Fig. 3.24 shows that the
same tendency is given by the corresponding modeling results.
From Figs. 3.23 and 3.24 it can be concluded that gas-liquid mixture density is of important
influence for solid fluidization. Still, certain effects can not be explained solely from this parameter:
Measurements and computation show that decrease in solid holdup with increasing superficial gas
velocity is especially drastic at the upper reactor edge. This does not correspond to the mixture
density observations which would indicate a most significant decrease in solid holdup in the upper
reactor center. Liquid velocity measurements as presented in section 3.1.2.1 indicate that a region
of high downflow velocities exists at the upper reactor edge. Low gas holdup in this area means
that much solid can be transported downwards; yet, due to the high gas holdup in the upper
reactor center, not as much solid is transported upwards. This effect increases with increasing
superficial gas velocity leading to the observed almost solid-less region at the upper reactor edge.
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Figure 3.23: Measured gas-liquid mixture density in kg/m3 with the plate sparger at an integral
solid loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left to
right; values computed from [31]
Figure 3.24: Computed gas-liquid mixture density (kg/m3) with the plate sparger at an integral
solid loading of 10 Vol.-% PMMA; increasing superficial gas velocities from left to
right (0.02, 0.04, 0.06, 0.08, 0.09 m/s, respectively)
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3.2.6 Local Liquid Flow Velocities
As with the measurements presented in section 3.1, emphasis in the evaluation of computed liquid
velocities will mainly be put on radial and centerline profiles of mean axial velocity.
3.2.6.1 Radial Profiles of Axial Velocities
Fig. 3.25 shows radial profiles of computed mean axial liquid velocities in three-phase flow for the
same settings as with the measurement results presented in Fig. 3.6, i. e. superficial gas velocities
ranging from 0.02 to 0.09 m/s, 10 Vol.-% PMMA loading, vertical position 2.35 m above the plate
sparger.
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Figure 3.25: Computed axial liquid velocities for different superficial gas velocities, 2.35 m above
plate sparger, 10 Vol.-% PMMA (corresponding measurements see Fig. 3.6)
It can be observed that the general trend of increase in liquid velocity with increasing superficial
gas velocity that has been found with the measurements in Fig. 3.6 can well be reproduced by the
CFD model. An increase in superficial gas velocity beyond 0.04 m/s does not lead to a further
increase in mean liquid velocity but rather to increased fluctuational velocities and turbulent
dissipation. Still, the order of magnitude of the computational results is unsatisfactory; computed
velocity values are only about half as high as measured ones. Possible reasons for this behaviour
can most likely be found in several model assumptions made here. For example, bubble size is
of large influence on the rise velocity of bubbles which in turn influences liquid velocity; in the
model as implemented here, formation of large bubbles in the heterogeneous flow regime has been
neglected completely yielding too low bubble rise velocities. The chosen turbulence model also has
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large influence on liquid velocities via the computed turbulent viscosity; this quantity is possibly
computed too high by the model leading to low mean liquid velocities.
3.2.6.2 Centerline Axial Velocities
As with the measurements presented above, a good overview of the computed liquid circulation
over the whole height of the bubble column can be gained from the centerline liquid velocities.
Fig. 3.26 shows centerline velocities for the same settings as with the radial profiles considered in
the previous section (Fig. 3.25, plate sparger, 10 Vol.-% PMMA).
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Figure 3.26: Computed axial liquid centerline velocities for different superficial gas velocities, plate
sparger, 10 Vol.-% PMMA
The insufficient computed averaging time clearly manifests itself in the s-shaped or (at a su-
perficial gas velocity of 0.02 m/s) with increasing vertical position in the reactor almost linearly
increasing velocity profiles. Only the graphs for the superficial gas velocities of 0.04 m/s and
0.06 m/s show the expected shape with a maximum in the vertical reactor center and minima
at the sparger and the degassing area. At the other gas velocities, oscillation frequencies of the
bubble plume are such that during the averaging time, no sufficient number of periods has been
covered to achieve axisymmetry. Still, basic trends that have been deduced from the radial pro-
files in Fig. 3.25 can be confirmed here. Most important, at no location in the reactor the upflow
velocity exceeds a value of approximately 0.25 m/s which is only 50 % of the value that would
have been expected from the measurements (compare Fig. 3.8 for measured values at superficial
gas velocities of 0.02 m/s and 0.09 m/s). Possible reasons for this have already been discussed in
the previous section.
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The computed influence of solid loading on centerline profiles of axial liquid velocity can be
seen from Fig. 3.27 for 2 superficial gas velocities with the plate sparger (as before).
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Figure 3.27: Computed axial liquid centerline velocities for different superficial gas velocities and
solid loadings, plate sparger (corresponding measurements see Fig. 3.8)
In general, it can be seen from Fig. 3.27 that the computed influence of solid addition on liquid
phase velocities is rather small. In comparison to measurement data in Fig. 3.8, maximum values
of computed liquid centerline velocities especially in the two-phase case reach only about 30 % of
the expected ones which is even worse than in three-phase flow. Since the reason for this cannot
be found in the implementation of the gas-solid interaction modeling, other error sources like
bubble sizes or turbulence modeling appear to be of pre-eminent importance for further model
improvement.
Quantitatively, influence of solid addition on computed liquid velocity is smallest for the smallest
superficial gas velocity of 0.02 m/s. While in two-phase flow the highest velocities can be observed,
no clear trend can be found with gradually adding solids due to the insufficient long-time averaging
of the computed values leading to intersecting graphs of the flow profiles. At the highest superficial
gas velocity of 0.09 m/s, the same observation can be made. Two-phase flow delivers highest liquid
velocities (even if they are still too low) and the most reasonable profile shape: Obviously, bubble
plume oscillation frequency in this case was such that the averaging time was long enough to
deliver useful steady-state values (constant over a wide range of vertical positions, decreasing only
in the sparger and degassing area). In three-phase flow, velocity profiles are s-shaped due to
insufficient time-averaging with maximum values slightly below the two-phase ones; graphs for 5
and 10 % solid loading are almost identical.
For a quantitative verification of measurement and modeling results, Riquarts’s correlation
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as introduced for two-phase flow in section 2.3.3.1 (eqn. 2.30) has been used. Since Riquarts’s
correlation is assuming constant centerline velocities not depending on vertical position in the
reactor, its values are compared to measured and computed values at a vertical position 2.35
m above the sparger, i. e. in the vertical center of the reactor where sparger and degassing
area influences should be vanishing. Fig. 3.28 shows measured and computed values of axial
liquid centerline velocities in two-phase flow with the plate sparger compared to values given by
eqn. 2.30.
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Figure 3.28: Computed and measured axial liquid centerline velocities 2.35 m above the plate
sparger for different superficial gas velocities in two-phase flow compared to Riquarts’s
correlation [97]
From Fig. 3.28 it can be seen that measured values agree very well with values delivered
by Riquarts’s correlation while the computed values are significantly lower. This gives reason
for the assumption that values measured using the Electrodiffusion Method (EDM) are actually
representative for the flow structure in two- and three-phase bubble columns even if scatter in the
data is somewhat high. With the modeling, these measured values can thus be used as a good
basis for the verification of further refined approaches.
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Measurement and computational results presented in this project report show that only a reason-
able combination of these two approaches can deliver new insights into physical phenomena and
finally yield tools helpful in reactor design and scale-up. Measurement results of local dispersed
phase holdups and liquid velocities delivered a strong foundation for CFD model development and
verification documenting possibilities and limitations of implemented modeling strategies.
In two-phase flow, EDM measurements of liquid flow velocities clearly showed the influence of
sparger geometry and superficial gas velocity on liquid circulation in the reactor. The common
radial profile of axial liquid velocity far away from sparger and degassing zone influence exhibits a
parabolic to almost linear shape with an upflow maximum in the center and a downflow region near
the wall. Mean velocities are almost independent from superficial gas velocity in the heterogeneous
flow regime at superficial gas velocities beyond 0.04 m/s; there, additional energy input with
increasing superficial gas velocity only yields increasing fluctuational velocities finally leading to
increased turbulent dissipation. Sparger influence is very distinct with ring sparger and central
nozzle where the influence on radial profile shape can be observed over the complete bottom half
of the reactor; yet, the ring sparger and central nozzle influence the upper regions as well by means
of introducing fast rising large bubbles in the reactor center leading to sustainedly increased axial
centerline velocities in comparison to the plate sparger.
Measurements of liquid velocities in three-phase flow showed that the formation of large bubbles
is suppressed when solids are added to the reactor contents leading to drastically reduced liquid
velocities especially in the reactor center and thus to parabolic rather than linear radial velocity
profiles. Adding 5 Vol.-% of solids yielded this significant decrease in liquid velocities while adding
a further 5 Vol.-% to obtain a total solid loading of 10 Vol.-% did not lead to a further decrease
of liquid velocity but rather induced a slight increase in liquid velocities over the 5 Vol.-% solid
values. Fluctuational velocities were found to be ranging in the same order of magnitude as mean
velocities for all solid loadings under investigation at most positions inside the reactor (except for
those where mean velocities were close to zero).
CFD calculations have proved the necessity of three-dimensional, transient computations in-
cluding a turbulence model and accounting for direct momentum exchange between all three
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involved phases. Implementation of a rather simple drag law approach for the direct momentum
exchange between gas and solid phase introducing just one parameter fitted to measured local
solid holdups gave correct solid fluidization even at low superficial gas velocities. It also yielded
correct computation of the adverse influence of increasing superficial gas velocity on solid fluidiza-
tion when solid was almost homogeneously fluidized already at low gas velocities. Shortcomings
of the model as implemented here are still to be found with its inability to correctly account for
the flow regimes characteristic for bubble columns and with the serious underprediction of liquid
velocities in general.
With measurements as well as with computations, thus, a lot of room for improvements is given.
Liquid flow velocity measurements using the Electrodiffusion Method (EDM) as implemented here
suffer from severe problems in three-dimensional flow since calibration can only be performed for
two-dimensional flow settings. The screens that have been attached to the needle electrode during
the measurements carried out in this projects are not really a satisfying solution since they do
introduce – if only small – unwanted flow field disturbances. The almost similar two-dimensional
measurement technique presented by Hashiba and Kojima [46] introduces a very efficient data
evaluation based on autocorrelation algorithms which makes the tedious electrode calibration pro-
cedure unnecessary; according to the authors’ suggestions, the method could actually be extended
to deliver real three-dimensional velocity vectors thus enabling a much better determination of
the three-dimensional flow structures in bubble columns.
Modeling improvement could clearly start with improved computer hardware enabling compu-
tations on finer numerical grids leading especially to improved sparger modeling – the ring sparger
then could actually be modeled with its original geometry ejecting air towards the reactor bottom
and not as a flat patch. Besides this obvious approach, a large number of modeling details calls
for improvement of the implemented physics.
Bubble- and particle-induced liquid turbulence have been neglected completely in this project.
Literature reports on two-phase flow have shown the importance of including at least the bubble-
induced turbulence by means of introducing source terms into the k-ε turbulence model (eqn. 2.24
and eqn. 2.25, respectively). Models for these bubble effects are available [92, 122], particle-
induced turbulence should be even easier to implement. Worth considering is furthermore the
implementation of a turbulence model that can take anisotropy into account, which is not possible
with the k-ε model. A Reynolds stress model as described in section 2.2.4.1 should be better fit
to cover anisotropy effects encountered in bubble columns.
When it comes to interphase drag computation, all momentum exchange laws as implemented
here assume bubbles to be spherical and non-deformable. In reality, this assumption only holds for
very small bubbles; the bubbles encountered in the reactor under consideration have a minimum
size of about 5 mm where deformation already starts. Larger bubbles take on an ellipsoidal shape
as can clearly be observed in the transparent pilot-plant bubble column. Models that allow for the
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implementation of these effects are available [22] and should be included in further computations.
Bubble size itself is of important influence for all flow processes in the reactor; setting it to a
constant value means neglecting all effects of coalescence, bubble-breakup and expansion due to
hydrostatic pressure decrease with increasing vertical position in the reactor and thus can be held
responsible for the model’s actual inability to account for the flow regime transitions observed in
the measurements. Bubble size models like the simple two-bubble-class model by Krishna et al.
[60, 61] or the more sophisticated bubble size transport equation developed by Lehr and Mewes
[66] are available and should be tested.
Other bubble effects such as added mass force (including the liquid mass in the bubble wake into
the computation of the bubble velocity and acceleration) and swarm effects leading to increased
bubble rise velocities should be incorporated as well. With all these models, it is important to keep
in mind that their effect on centerline liquid velocity and integral gas holdup can act in different
directions. Large fast-rising bubbles e. g. lead to higher centerline liquid velocities (which is
desired since the model in its current state underpredicts measured liquid velocities); yet, at the
same time they yield a reduced bubble residence time inside the reactor leading to reduced integral
gas holdup (which is unwanted since the model right now also underpredicts integral gas holdup).
Solid viscosity has been shown to have no influence on computed flow field and dispersed phase
distributions over a wide range of values; therefore, it has been set constant to the value of water.
While this works reasonably here, a more physically funded approach for its computation would
be desirable. A possible extension of Gidaspow’s approach for computation of solid viscosity in
fluidized beds [36] should therefore be taken into consideration.
Modeling of direct dispersed phase interaction leaves room for improvement as well. Right now,
the fitting parameter cg,s ·uslip,g,s in eqns. 2.20 and 2.21 lumps together all influences that are not
captured by other models, e. g. those due to bubble size considerations. Thus, an implementation
of other turbulence or bubble size models will most certainly make a refitting of the direct dispersed
phase interaction model necessary. From a physical point of view, the inclusion of other effects
than drag would be interesting as well, e. g. could particle-bubble impacts be included. This
approach could be extended and generalized to include particle-wall or bubble-wall impacts as
well.
From the numerics point of view, the AMG algorithm as implemented here does not represent
the best possible approach to solving the systems of equations resulting from multiphase flow
modeling. Thus, a definite demand for the development of new, more efficient algorithms is given
[53] that can only be satisfied in close cooperation of mathematicians, physicists and engineers.
From a computational point of view, parallel computation with distributed systems in a network
of common PC workstations would be very desirable since PC clusters are significantly cheaper
than shared-memory systems of comparable computational power and are readily available for
overnight use in most office environments; still, with the common commercially available CFD
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codes, this feature is only marginally developed and difficult to handle or not implemented at all.
With such improvements in modeling and computation, the aim of developing a practical tool
for design and scale-up of multiphase flow reactor systems should come into close reach. Hopefully,
in the not too far future, CFD will become a tool as widely accepted in chemical and biochemical
engineering applications as process modeling using e. g. software packages like Aspen is already;
the integration of those two modeling streams is one of the important tasks of the future.
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5 Nomenclature
5.1 Latin Symbols
Symbol Units Explanation
A m2 Particle area projected in flow direction
AReactor m2 Reactor cross-sectional area
ASparger m2 Free Sparger cross-sectional area
CD 1 Friction factor
Cε1 1 Constant in k-ε model
Cε2 1 Constant in k-ε model
Cµ 1 Constant in k-ε model
cg N/m3 Coefficient in gas phase momentum sink term for direct
dispersed phase interaction modeling
cg,s 1 Constant for direct dispersed phase interaction model
with slip-velocity dependent source terms
cg,s,c N/m3 Constant for direct dispersed phase interaction model
with constant source terms
cs N/m3 Coefficient in solid phase momentum source term for direct
dispersed phase interaction modeling
cα,β kg/(m3 s) Momentum exchange parameter
D m Column inner diameter
Dax,α m2/s Axial dispersion coefficient of phase α
DP N Single particle drag force
Drad,α m2/s Radial dispersion coefficient of phase α
Dα,β N/m3 Drag force per unit volume vector
dP m Particle diameter
G J/(m3s) Turbulence production term
71
5 Nomenclature
Symbol Units Explanation
g(i) m/s2 Gravitational acceleration (in i-direction)
h m Spatial coordinate, vertical direction
k m2/s2 Turbulent kinetic energy
Mg,i,d N/m3 Direct gas-solid momentum interphase transfer term,
gas phase, direction xi
Ms,i,d N/m3 Direct gas-solid momentum interphase transfer term,
solid phase, direction xi
Mα,i N/m3 Momentum interphase transfer term, continuous phase α,
direction i
Mβ,i N/m3 Momentum interphase transfer term, dispersed phase β,
direction i
M˜g kg/kmol Molar mass of gaseous phase
NP 1 Number of dispersed phases in the calculation
nP,V 1/m3 Number of particles per unit volume
p N/m2 Hydrostatic pressure
p0 N/m2 Environment hydrostatic pressure
pinlet N/m2 Hydrostatic pressure at the reactor inlet
Re 1 Reynolds number
R m Column inner radius
r m Spatial coordinate, radial direction
R˜ kJ/(kmol K) Gas constant
Sl,k J/(m3s) Source term in kinetic energy equation (liquid phase)
Sl,ε J/(m3s2) Source term in kinetic dissipation equation
(liquid phase)
t s Time
δt s Time increment
u m/s Flow velocity vector
u¯ m/s Mean flow velocity vector
u′ m/s Fluctuational flow velocity vector
u′′ m/s Fluctuational flow velocity vector due to bubble effects
u m/s Flow velocity
uB,∞ m/s Terminal bubble rise velocity
ug m/s Gas flow velocity vector
uG,0 m/s Superficial gas velocity at the reactor top
ug,i m/s Gas flow velocity in i-direction
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5.1 Latin Symbols
Symbol Units Explanation
ug,inlet m/s Prescribed axial gas flow velocity at the reactor inlet
ul,ax,max m/s Maximum centerline axial liquid velocity
ul(,i) m/s Liquid flow velocity (in i-direction)
uiuj m2/s2 Component of Reynolds Stress tensor
us m/s Solid flow velocity vector
us,i m/s Solid flow velocity in i-direction
uslip,g,s m/s Slip velocity between gas and solid phase in
direct dispersed phase interaction modeling
uPMMA, settling m/s PMMA particle settling velocity
uα m/s Flow velocity vector of continuous phase α
uα m/s Flow velocity of continuous phase α
uα,i m/s Flow velocity of continuous phase α in i-direction
uα,j m/s Flow velocity of continuous phase α in j-direction
uβ m/s Flow velocity vector of dispersed phase β
uβ m/s Flow velocity of dispersed phase β
uβ,i m/s Flow velocity of dispersed phase β in i-direction
uβ,j m/s Flow velocity of dispersed phase β in j-direction
vax,α,c m/s Convective axial velocity of phase α
VC m3 Grid cell volume
VP m3 Particle volume
wFl m/s Liquid velocity
x m Spatial coordinate, axial direction in dispersion model
xi m Spatial coordinate
xj m Spatial coordinate
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5.2 Greek Symbols
Symbol Units Explanation
α Index denoting a continuous phase
β Index denoting a dispersed phase
ε m2/s3 Turbulent kinetic dissipation (liquid phase)
εg,inlet 1 Gas volume fraction at the reactor inlet
εα, εβ 1 Volume fraction of phase α respectively β
(gas g / liquid l / solid s)
κ 1 Constant in k-ε-model (Von Karman constant)
µ Pa s (Efficient) dynamic viscosity
µl Pa s (Efficient) liquid dynamic viscosity
µl,lam Pa s Laminar part of efficient liquid dynamic viscosity
µl,turb Pa s Turbulent part of efficient liquid dynamic viscosity
µα Pa s Effective dynamic viscosity of continuous phase α
µα,lam Pa s Laminar dynamic viscosity of continuous phase α
µα,turb Pa s Turbulent dynamic viscosity of continuous phase α
µβ Pa s Dynamic viscosity of dispersed phase β
ρg kg/m3 Density of gaseous phase
ρl kg/m3 Density of liquid phase
ρα kg/m3 Density of continuous phase α
ρβ kg/m3 Density of dispersed phase β
σk 1 Constant in k-ε-model (turbulent Prandtl number for k)
σε 1 Constant in k-ε-model (turbulent Prandtl number for ε)
τ s Time (integration variable in averaging procedure)
ω s−1 Turbulence frequency
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