In the previous work, it was shown that, in supersymmetric (matrix) discretized quantum mechanics, inclusion of an external field twisting the boundary condition of fermions enables us to discuss spontaneous breaking of supersymmetry (SUSY) in the path-integral formalism in a well-defined way. In the present work, we continue investigating the same systems from the points of view of localization and Nicolai mapping. The localization is studied by changing of integration variables in the path integral, which is applicable whether or not SUSY is explicitly broken. We examine in detail how the integrand of the partition function with respect to the integral over the auxiliary field behaves as the auxiliary field vanishes, which clarifies a mechanism of the localization. In SUSY matrix models, we obtain a matrix-model generalization of the localization formula. In terms of eigenvalues of matrix variables, we observe that eigenvalues' dynamics is governed by balance of attractive force from the localization and repulsive force from the Vandermonde determinant. The approach of the Nicolai mapping works even in the presence of the external field. It enables us to compute the partition function of SUSY matrix models for finite N (N is the rank of matrices) with arbitrary superpotential at least in the leading nontrivial order of an expansion with respect to the small external field. We confirm the restoration of SUSY in the large-N limit of a SUSY matrix model with a double-well scalar potential observed in the previous work.
Introduction
Spontaneous breaking of supersymmetry (SUSY) is one of the most interesting phenomena in quantum field theory. Since in general SUSY cannot be broken by radiative corrections at the perturbative level, its spontaneous breaking requires understanding of nonperturbative aspects of quantum field theory [1] . In particular, recent developments in nonperturbative aspects of string theory heavily rely on the presence of SUSY, which is however lost in the standard model. Thus, in order to deduce predictions to the real world from string theory, it is indispensable and definitely important to investigate a mechanism of spontaneous SUSY breaking in a nonperturbative framework of strings. Since one of the most promising approaches of nonperturbative formulations of string theory is provided by large-N matrix models [2, 3, 4] (N is the rank of matrix variables), it will be desirable to understand how SUSY can be spontaneously broken in the large-N limit of simple matrix models as a first step. For example, in IIB matrix model [3] it has been suggested that the rotational SO(10) symmetry is spontaneously broken in the large-N limit [5] . This tempts us to expect that SUSY is also broken in the large-N limit of this model. Analysis of SUSY breaking in simple matrix models would help us find a mechanism which is responsible for possible spontaneous SUSY breaking in nonperturbative string theory.
For this purpose, it is desirable to treat systems in which spontaneous SUSY breaking takes place in the path-integral formalism, because matrix models are usually defined by the path integrals, namely integrals over matrix variables. In particular, IIB matrix model [3] defined in zero dimension can be formulated only by the path-integral formalism. Motivated by this, in the previous work [6] , we constructed the path-integral formalism for SUSY (matrix) quantum mechanics on discretized Euclidean time t ∈ {1, 2, · · · , T }, which includes cases that SUSY is spontaneously broken 1 . It is formulated in a well-defined way, by introducing an external field, which explicitly breaks the SUSY, to twist the boundary condition of fermions in the Euclidean time direction. In this setup, we compute an order parameter of SUSY breaking such as the expectation value of an auxiliary field in the presence of the external field. If it remains nonvanishing after turning off the external field, it shows that SUSY is spontaneously broken because it implies that the effect of the infinitesimal external field we have introduced at the beginning remains. Here, it should be noticed that, if we are interested in the large-N limit, we have to take it before turning off the external field, which is reminiscent of the thermodynamic limit of the Ising model taken before turning off the magnetic field in detecting the spontaneous Z 2 breaking. In the formalism proposed in [6] , for the expectation value of an auxiliary field, the external field plays the role of a regulator by which it is computed in a welldefined manner. In particular, if we take the periodic boundary condition for fermions, the partition function is essentially the Witten index [7] which vanishes when the SUSY is spontaneously broken. However, since the external field explicitly breaks the SUSY by a small amount, the partition function with the external field becomes nonzero, and the expectation value normalized by the partition function is well-defined. Moreover, we have seen that the expectation value of the auxiliary field is also well-defined in the limit turning off the external field due to cancellation of its dependence between the numerator and the denominator. This shows how the expectation value of the auxiliary field can have nonzero value in the path-integral formalism.
In view of this, it is quite important to calculate the partition function in the presence of the external field in the path integral for systems which spontaneously break SUSY. Especially it would be better to calculate it in matrix models at finite N in order to observe breaking/restoration of SUSY in the large-N limit. In this paper, we address this problem by utilizing two methods: localization [8] and Nicolai mapping [9] . As for the localization, we make change of integration variables in the path integral, which is always possible whether or not the SUSY is explicitly broken (the external field is on or off). It is investigated in detail how the integrand of the partition function with respect to the integral over the auxiliary field behaves as the auxiliary field approaches to zero. It plays a crucial role to understand the localization from the change of variables. To our knowledge, this kind of investigation has not been found in the literature. In the case of discretized SUSY quantum mechanics with Q-SUSY preserved, it implies that the path integral receives contributions only from the fixed points of Q-transformation and reproduces known results for the localization formula. In particular, for the T = 1 case corresponding to the zero-dimensional model, the fixed points of Q-transformation are nothing but the critical points of superpotential, i.e. zeros of the first derivative of superpotential. In the case of SUSY matrix models, analogous localization formula can be obtained. However, in terms of eigenvalues of matrix variables, an interesting phenomenon occurs. Localization attracts the eigenvalues to the critical points of superpotential, while the square of the Vandermonde determinant arising from the measure factor prevents the eigenvalues from collapsing. The dynamics of the eigenvalues is governed by balance of attractive force from the localization and repulsive force from the Vandermonde determinant. Without the external field, contribution to the partition function from each eigenvalue distributed around some critical point is derived for a general superpotential. In the case of a doublewell scalar potential, it leads to the statement (4.17) in [6] in the large-N limit. When the external field is turned on, computation is still possible, but we find that a method by the Nicolai mapping is more effective. Interestingly, it works for SUSY matrix models even in the presence of the external field which explicitly breaks SUSY. It enables us to calculate the partition function at least in the leading nontrivial order of an expansion with respect to the small external field for finite N. We can take the large-N limit of our result before turning off the external field and detect whether SUSY is spontaneously broken or not in the large-N limit. As a byproduct of the analysis, we give a clear argument for the restoration of SUSY in a SUSY matrix model with a double-well scalar potential at large N, which was observed in [6] . This paper is organized as follows. In the next section, we consider change of variables in the path integral for discretized SUSY quantum mechanics leading to localization. It is pointed out how it works by investigating the behavior of the integrand of the partition function as the auxiliary field becomes small. In section 3, a similar method is applied to SUSY matrix models, and a matrix-model generalization of the localization formula is derived. In section 4, we make an expansion of the partition function with respect to a small external field and derive a formula for a general superpotential in the leading nontrivial order of the expansion. It is valid for arbitrary N. By applying it to the case of a double-well scalar potential, we confirm the restoration of SUSY in the large-N limit of this model discussed in [6] . We summarize the result so far and discuss future directions in section 5. Details of localization in discretized SUSY quantum mechanics with T ≥ 2 are discussed in appendix A. Finally, some computational details are presented in appendix B.
2 Change of variables and localization in discretized SUSY quantum mechanics
As discussed in [6] , in order to discuss spontaneous SUSY breaking in the path-integral formalism of (discretized) SUSY quantum mechanics or SUSY matrix models, we introduce an external field to twist the boundary condition of fermions in the Euclidean time direction and observe whether an order parameter of SUSY breaking remains nonzero after turning off the external field. This motivates us to calculate the partition function in the presence of the external field. In the following, we consider systems of SUSY quantum mechanics on discretized Euclidean time t ∈ {1, 2, · · · , T }. As shown below, it is possible to introduce such an external field even in zero dimension (T = 1). Therefore, by considering the simplest zero-dimensional models, it is expected that we can extract some essential properties of the partition function in the presence of the external field without touching technical complexity. In this section, we consider change of variables which leads to the localization of contribution to the path integral and will be useful in the computation of the partition function.
Introduction of external field
We begin with SUSY quantum mechanics whose action is given by
where the Euclidean time direction is compactified by β, (˙) means the time derivative, and W ′ (φ) and W ′′ (φ) are the first and second derivatives of the superpotential W (φ) with respect to φ. In this paper, we focus on the case that W (φ) is a polynomial of φ. S is invariant under one-dimensional N = 2 SUSY transformations generated by Q andQ, which act on fields as
They satisfy the algebra
The invariance of S follows from its Q-or QQ-exactness:
The partition function is defined by
with the path-integral measure normalized as
It is pointed out in [6] that if we take the periodic boundary condition for all fields, (2.6) is equivalent to the Witten index [7] , which vanishes when SUSY is spontaneously broken. It means that the expectation value normalized by the partition function is generally illdefined in such a case. Since the vanishing partition function originates from cancellation between bosonic and fermionic states, we will introduce an external field which explicitly breaks the SUSY, in order to resolve the degeneracy and to fix a single vacuum in which the SUSY is broken. It is analogous to the magnetic field introduced in the Ising model in detecting the Z 2 symmetry breaking. Let us modify the periodic boundary condition of the fermions to a twisted one as
Here, the twist α corresponds to the external field. It is shown that in the presence of α, (2.6) does not vanish and the normalized expectation value of the auxiliary field B α is well-defined. Moreover, it turns out that B α does not depend on α and therefore α → 0 limit is also well-defined [6] . In this sense, α plays the role of a regulator by which we can calculate the expectation value of an order parameter of SUSY breaking unambiguously. Thus, the external field α provides a framework for discussing spontaneous SUSY breaking in the path-integral formalism.
As a discretized version of (2.5) and (2.1), we consider
which preserves Q-SUSY but breaksQ-SUSY by the discretization 2 . Let us express by S α the action (2.9) under the twisted boundary condition
Namely, φ(T + 1) and ψ(T + 1) appearing in (2.9) are understood to be replaced with φ(1) and e iα ψ(1), respectively. Then the partition function is defined as
We will fix the sign convention of integrals over Grassmann numbers as
In the simplest case T = 1, the action and the partition function are expressed as
We see that the effect of the external field remains even in the zero-dimensional model and breaks the SUSY.
Localization in T = 1 discretized SUSY quantum mechanics
As a simple example of localization, we first discuss the T = 1 system (2.13) under the periodic boundary condition (α = 0): 16) which are reduction of (2.2) and (2.3) to zero dimension.
2 When T = 1 and all the variables obey the periodic boundary condition, the action is nothing but the dimensional reduction of (2.1) and invariant under both Q andQ as seen in the next subsection.
Let us consider the following field redefinition
Note that, from the SUSY transformation (2.15), these can be rewritten as 4 φ =φ +ǭQφ,ψ = 0 +ǭQψ. (2.18) It implies that φ andψ are expressed as the SUSY transformation fromφ andψ = 0 respectively, and that the SUSY transformation parameterǭ is regarded as a fermionic variable instead ofψ. Then, from the SUSY invariance of S 0 , S 0 (B, φ, ψ,ψ) = S 0 (B +ǭQB,φ +ǭQφ, ψ +ǭQψ, 0 +ǭQψ) 19) which is independent ofǭ. (This expression can be directly derived by usingφ = φ−iψψ/B obtained from (2.17).) Furthermore, since the Jacobian associated with (2.17) is computed as 20) and the B-integral in the partition function looks singular at B = 0, we can say that the change of variables (2.17) is always possible for B = 0. However, notice that, if other B-dependence than the Jacobian (2.20) arises which makes the B-integral nonsingular at the origin, (2.17) is possible even at B = 0. We will see such an example explicitly below. By using (2.19) and (2.20), we find that the path integral of the partition function Z 0 given in (2.14) is localized at B = 0. Namely, if we divide the integration region of B in (2.14) into the vicinity of B = 0: {B | |B| < ε} and its complement {B | |B| ≥ ε} as
where
The argument leading to localization from a field redefinition is based on Chapter 9.3 in [10] . However, the auxiliary field is not introduced there and the treatment of path-integral measure seems somewhat incomplete. For instance, the second term of (9.35) in [10] does not vanish in general, contrary to the claim in [10] . 4 We can also consider another field redefinition which is expressed asQ transformation, and the argument proceeds similarly.
with 0 < ε ≪ 1, thenZ 0 is shown to vanish due to the trivialǭ-integral after the above change of variables.
On the other hand, for the purpose of examining whether (2.17) works even in computation of Z (0) 0 , we have to take account of other B-dependence than the one in (2.20) and to observe if B-integral still diverges or not. In order to see the behavior of Ξ 0 (B) in the vicinity of B = 0, it is instructive to try the change of variables for |B| < ε. We have
we rescale asφ = |B|
to extract |B|-dependence from theφ-integral : 
The integrals of ψ andǭ vanish, while the B-integral is divergent. Since the expression (2.28) is of indefinite form ∞ × 0, it is found that the change of variables (2.17) is not appropriate to compute Z 0 possibly takes a nonzero value if it is evaluated in a well-defined manner. 5 The φ ′ -integral is computed as
Unnormalized expectation values For the unnormalized expectation values of B n (n ≥ 1):
we use the same change of variables to have
In contrast to the case of the partition function, we will see that the change of variables (2.17) is possible for any value of B in evaluating B n ′ . Notice that the B-integral is not singular at B = 0 for n ≥ 1. In fact, in the region |B| < ε, the B-integral after the rescaling (2.25) gives a finite value: (2.24) . In p = 1 case, the B-integral is clearly finite as
It indicates that the change of variables (2.17) is allowed for any value of B. Thus, for all p ≥ 1 in W ′ (φ), we obtain
from the trivialǭ-integral: dǭ = 0. (2.33) implies that the localization to B = 0 is realized in such a way that Ξ 0 (B) is proportional to δ(B) (without derivatives of δ(B)). It can be directly derived as follows. Applying the Nicolai mapping X = W ′ (φ) to 
which follows from (2.33) for an arbitrary parameter u, the partition function can be expressed as
Note that Z 0 does not depend on the value of u. Let us take u > 0 to perform the B-integration first. Then,
In the limit u → 0, the factor
, which directly leads to localization to the critical points of the superpotential satisfying W ′ (φ) = 0. In the case that the superpotential is a polynomial and its critical points are nondegenerate (i.e. W ′ = 0, W ′′ = 0 at the critical points), the limit u → 0 yields a well-known formula of the localization:
where the sum is taken over the critical points. Comparing (2.40) with the B-integral of (2.35), we obtain
The same result can be obtained by the one-loop computation around the critical points. Let φ c be a critical point of W ′ (φ) and ϕ be a fluctuation around φ c :
Then, (2.39) becomes
where contribution around each of critical points has to be summed if W ′ (φ) has two or more critical points. It is easy to see that the one-loop computation of ϕ reproduces the RHS of (2.40). Note that higher loop contributions are O( √ u) and negligible in the u → 0 limit. Thus, the one-loop computation around the critical points of the superpotential gives the exact answer of the partition function in all order of perturbation theory.
Localization in the presence of external field
Next, we consider the system (2.13) with the twisted boundary condition (α = 0). The field redefinition (2.17) changes S α to
which hasǭ-dependence due to the twist α. We again separate the integration region of B as
For B = 0, the change of variables (2.17) leads Ξ α (B) to
Ξ α (B) and thusZ α do not vanish in general by the effect of the twist e iα − 1. This suggests that the localization is slightly violated by the twist. In an exceptional case of W ′ (φ) being linear,Z α vanishes, because theφ-integral gives δ(B) whose support is out of the integration region of B. Thus, the localization persists in the presence of the twist α when W ′ (φ) is linear. On the other hand, the twisted partition function Z α is computed without using the change of variables (2.17) as
(2.48) 6 Note that the second line of (2.47) is not valid for B ∼ 0. In the expansion of the last factor e i(e iα −1)ǭBψ = 1 + i(e iα − 1)ǭBψ in the first line of (2.47), we should not drop the first term "1" although it yields vanishing Grassmann integrals. The reason is that the B-integral in Z (0) α is singular and that the total contribution to Z (0) α is of an indefinite form ∞ × 0 which cannot be simply regarded as zero. Since the corresponding term is nothing but Z (0) 0 , we find
The second term represents the effect of the twist, which is the sum ofZ α and the effect of the twist on Z (0)
from the localization seen in the previous subsection. The second term in (2.48) of course tends to zero in the α → 0 limit, but notice that it becomes relevant when the SUSY is spontaneously broken, namely Z 0 = 0. Let us take a closer look at the effect of the twist on Z (0) α which is the contribution from the vicinity of B = 0. When
is not zero even in the ε → 0 limit, while a similar calculation tells us thatZ α = 0. In contrast, when W ′ (φ) is a polynomial (2.24) with the degree p ≥ 2, we can show that
vanishes as ε → 0. Similarly to the argument in the previous subsection, rescaling φ → |B|
Here the B-integral is not singular, and we find
for p ≥ 2. Thus, we conclude that the effect of the external field in the partition function is irrelevant in the vicinity of B = 0 except the case that W ′ (φ) is linear. Note that, when W ′ (φ) is linear, the fermion determinant does not contain field variables, and that
. This explains the persistence of the localization under the twist.
53) 7 The φ ′ -integral is calculated as
the change of variables (2.17) leads to
Note that, since the B-integral is not singular, the change of variables is always possible. Rewriting as
we can express it by the integral of the Hermitian polynomials:
where the Hermitian polynomials are defined by
The expectation value of B n normalized by Z α :
trivially vanishes as turning off α in the case that the degree p of W ′ (φ) (2.24) is odd, in which the SUSY is not spontaneously broken (Z 0 = 0). However, for even p where the SUSY is broken (Z 0 = 0), taking the ratio of (2.48) and (2.56) we obtain
which can take a nontrivial value. Note that, because the factors (e iα −1) appearing in the numerator and the denominator cancel each other, the value of B n α is not dependent on α [6] .
The argument so far presented for T = 1 can be extended to the case of general T . We put the discussion in appendix A.
Change of variables and localization in SUSY matrix models
In this section, we discuss localization in SUSY matrix models, which yields some new features not seen in the previous section. Let us begin with a matrix-model analog of (2.9)
where all variables are N × N Hermitian matrices 8 . Under the periodic boundary condition, this action is manifestly invariant under Q transformation defined in (2.2).
We will focus on the simplest case T = 1 below. Under the twisted boundary condition (2.10), the action is
and the partition function is defined by
where we fix the normalization of the measure as
Notice the ordering of the matrices in the last term. We see that the effect of the external field again remains even after the reduction to zero dimension. When α = 0, S α=0 is invariant under Q andQ given in (2.15) and (2.16), both of which become broken explicitly in S α by introducing the external field α. Now let us discuss localization of the integration in Z α . Some aspects are analogous to the discretized SUSY quantum mechanics with T ≥ 2 under the identification N 2 = T from the viewpoint of systems possessing multi-degrees of freedom, while there are also interesting new phenomena specific to matrix models. We make a change of variables φ =φ +ǭψ,ψ =ψ − iǭB, (3.6) where in the second equation,ψ satisfies
namely,ψ is orthogonal to B with respect to the inner product (A 1 , A 2 ) ≡ Ntr(A † 1 A 2 ). Let us take a basis of N × N Hermitian matrices {t a } (a = 1, · · · , N 2 ) to be orthonormal with respect to the inner product: Ntr(t a t b ) = δ ab . More explicitly, we takē
Ntr(Bψ) (3.8) with N B ≡ ||B|| = Ntr(B 2 ) the norm of the matrix B. Notice that in the present case (N is general)ψ is an N × N matrix and thatǭ does not have enough degrees of freedom to parametrize the whole space ofψ, which is in contrast with the N = 1 case (2.17) but analogous to the discretized quantum mechanics with T ≥ 2 (A.2). In fact,ǭ is used to parametrize a single component ofψ parallel to B.
If we write (3.3) as 9) and consider the change of the variables in Ξ α (B), B may be regarded as an external variable. The measure d N 2ψ can be expressed by the measures associated withψ andǭ as 10) where d N 2 −1ψ is explicitly given by introducing the constraint (3.7) as a delta-function:
ψ a and B a are coefficients in the expansion ofψ and B by the basis {t a }:
((3.10) and (3.11) are analogous to (A.10) and (A.9) in the discretized quantum mechanics with T ≥ 2, respectively.) Notice that the measure on the RHS of (3.10) depends on B.
When B = 0, we can safely change the variables as in (3.6) and in terms of them the action becomes
with Qφ = ψ.
α = 0 case
Let us first consider the case of the periodic boundary condition (α = 0). Similarly to (A.5), S α=0 does not depend onǭ as a consequence of its SUSY invariance, because (3.6) reads φ =φ + ǫQφ,ψ =ψ +ǭQψ. (3.14)
Therefore, the contribution to the partition function from B = 0
vanishes due to the integration overǭ according to (3.10) . Namely, when α = 0, the path integral of the partition function (3.3) is localized to B = 0.
For the contribution to the partition function from the vicinity of B = 0
we can repeat the same argument as in the previous section. For instance, when W ′ (φ) is given by (2.24) of degree p ≥ 2, rescaling as
we obtain
where the measure of the B-integral was expressed in terms of polar coordinates in R 19) and
B represents a unit vector in R N 2 . Since theǭ-integral vanishes while the integration of N B becomes singular at the origin, Z
α=0 takes an indefinite form (∞ × 0). 20) which is also of indefinite form -the B-integrals diverge while dǭ trivially vanishes. Thus the change of variables (3.6) is not suitable to evaluate Z
α=0 which possibly takes a nonzero value.
Unnormalized expectation values
Next, let us consider the unnormalized expectation values of
Since contribution from the region ||B|| ≥ ε is shown to be zero by the change of variables (3.6), we focus on the B-integration around the origin (||B|| < ε). When W ′ (φ) is a polynomial (2.24) of degree p ≥ 2, after the rescaling (3.17) we obtain
The N B -integral is finite, and it is shown that Y N definitely vanishes in appendix B. Thus, the change of variables (3.6) is possible for any B in evaluating
1 N trB n ′ has the same expression as the RHS of (3.20) except the integrand multiplied by 1 N trB n . It leads to a finite result of the B-integration for n ≥ 1, and (3.23) is also obtained.
Furthermore, it can be similarly shown that the unnormalized expectation values of multi-trace operators 
for an arbitrary parameter u, we may compute e −N tr(
to evaluate the partition function Z α=0 . It is independent of the value of u, so u can be chosen to a convenient value to make the evaluation easier.
Taking u > 0 and integrating B first, we obtain
Then, let us consider the u → 0 limit. Localization to W ′ (φ) = 0 takes place because
It is important to recognize that W ′ (φ) a = 0 for all a implies localization to a continuous space. Namely, if this condition is met,
Thus the original SU(N) gauge symmetry in the matrix model makes the localization continuous in nature. This is characteristic of SUSY matrix models.
The observation above suggests that in order to localize the path integral to discrete points, we should switch to a description in terms of gauge invariant quantities. This motivates us to change the expression of φ to its eigenvalues and SU(N) angles as
This leads to an interesting situation, which is peculiar to SUSY matrix models and is not seen in the discretized SUSY quantum mechanics. For a polynomial W ′ (φ) given by (2.24), the partition function (3.26) becomes 29) after the Grassmann integrals. Note that the N) . Thus, the fermion determinant can be expressed as
The measure d N 2 φ given in (3.4) can be also recast to
where △(λ) = i>j (λ i − λ j ) is the Vandermonde determinant, and dU is the SU(N) Haar measure normalized by dU = 1.C N is a numerical factor depending only on N determined by 1
Plugging these into (3.29), we obtain
In this expression, the factor in the second line forces eigenvalues to be localized at the critical points of the superpotential as u → 0, while the last factor in the first line, which is proportional to the square of the Vandermonde determinant of W ′ (λ i ), gives repulsive force among eigenvalues which prevents them from collapsing to the critical points. The dynamics of eigenvalues is thus determined by balance of the attractive force to the critical points originating from the localization and the repulsive force from the Vandermonde determinant. This kind of dynamics has not been seen in the discretized SUSY quantum mechanics discussed in the previous section.
To proceed with the analysis, let us consider the situation of each eigenvalue λ i fluctuating around the critical point φ c,i : 
where no O( √ u) term appears since W ′ (φ) is linear. By using (3.32) we obtain the result nothing but eq. (B.3) in [6] :
2 ) with µ > 0, which gives a scalar potential of double-well shape, each of φ c,i is equal to µ or −µ. Let us consider the case that the first ν + N eigenvalues are around µ and the remaining ν − N around −µ:
where the filling fractions ν + , ν − satisfy ν + + ν − = 1. Let Z (ν + ,ν − ) be a contribution to the partition function Z α=0 from small fluctuations around (3.38). Then,
we have 
Here, let Z G,ν ± be the partition functions of the Gaussian SUSY matrix models with the matrix size ν ± N × ν ± N describing contributions from Gaussian fluctuations around the minima φ = ±µ, respectively. Since
we can show
in the limit u → 0. It holds for arbitrary N, and leads to the statement (4.17) in the previous paper [6] in the large-N limit. Note that the integrand in the first line of (3.42) cannot be factorized into the products of two functions -one is a function ofλ i (i = 1, · · · , ν + N) and the other ofλ i (i = ν + N + 1, · · · , N) -due to the Vandermonde determinant. Nevertheless, the factorization (3.44) takes place at the level of the partition function. It is interesting to get more insight about the factorization, which will be useful to make deeper our understanding on the structure of SUSY matrix models. Finally, we find that the total partition function (3.39) vanishes:
which is expected from the spontaneous SUSY breaking in the case of double-well scalar potentials at finite N.
General case Now, let us evaluate (3.35) for a general superpotential. We change the integration variables asλ
then the integration ofλ i becomes
In the limit u → 0, (3.35) is computed to be
Note that the last factor in the first line of (3.47) is nothing but the partition function of the Gaussian case with g 1 = 1. The last line of (3.47) tells that the total partition function is given by the N-th power of the N = 1 case (2.40) 9 . Furthermore, we consider a case that the superpotential W (φ) has K nondegenerate critical points a 1 , · · · , a K . Namely, W ′ (a I ) = 0 and W ′′ (a I ) = 0 for each I = 1, · · · , K.
9 Since φc: W ′ (φc)=0 sgn (W ′′ (φ c )) is equal to the mapping degree (2.36) from (2.41), Z α=0 is also expressed as the N 2 -th power of the N = 1 case. It is analogous to (A.27) in the discretized SUSY quantum mechanics with the identification N 2 = T .
The scalar potential
When N eigenvalues are fluctuating around the minima, we focus on the situation that
where ν 1 , · · · , ν K are filling fractions satisfying K I=1 ν I = 1. Let Z (ν 1 ,··· ,ν K ) be a contribution to the total partition function Z α=0 from the above configuration. Then,
(The sum is taken under the constraint
is equal to the second line of (3.47) with φ c,i fixed as
we obtain the generalization of the double-well case (3.44) :
Z G,ν I can be interpreted as the partition function of the Gaussian SUSY matrix model with the matrix size ν I N × ν I N describing contributions from Gaussian fluctuations around φ = a I .
α = 0 case
In the presence of the external field α, let us consider Ξ α (B) in (3.9) with the action (3.13) obtained after the change of variables (3.6). Using the explicit form of the measure (3.10) and (3.11), we obtain Ξ α (B) = (e iα − 1) (−1)
×Ntr(Bψ) Ntr(Bψ) e −(e iα −1) N tr(ψψ) , (3.51) which is valid for B = 0. Although we can proceed the computation further, it is more convenient to invoke another method based on the Nicolai mapping we will present in the next section.
(e iα − 1)-expansion and Nicolai mapping
In the previous section, we tried to compute the partition function Z α in the presence of the external field. We have seen that the change of variables is useful to localize the path integral, but in the α = 0 case the external field makes the localization incomplete and the explicit computation somewhat cumbersome. In this section, we instead compute Z α in an expansion with respect to (e iα − 1). For the purpose of examining the spontaneous SUSY breaking, we are interested in behavior of Z α in the α → 0 limit. Thus it is expected that it will be often sufficient to compute Z α in the leading order of the (e iα −1)-expansion for our purpose.
Finite N
Performing the integration over fermions and the auxiliary field B in (3.3) with W ′ (φ) in (2.24), we have
Hereafter, let us expand this with respect to (e iα − 1) as
and derive a formula in the leading order of this expansion. The change of variable φ as (3.28) recasts (4.1) to
after the SU(N) angles are integrated out. Crucial observation is that we can apply the Nicolai mapping for each i even in the presence of the external field
in terms of which the partition function is basically expressed as an unnormalized expectation value of the Gaussian matrix model
where A = e iα − 1. However, there is an important difference from the Gaussian matrix model, which originates from the fact that the Nicolai mapping (4.4) is not one to one. As a consequence, λ i has several branches as a function of Λ i and it has a different expression according to each of the branches. Therefore, since the last factor of (4.5) contains λ i (Λ i ), we have to take account of the branches and divide the integration region of Λ i accordingly. Nevertheless, we can derive a rather simple formula at least in the leading order of the expansion in terms of A owing to the Nicolai mapping (4.4). In the following, let us concentrate on the cases where
i.e. the leading order of W ′ (φ) is even. In such cases, we can expect spontaneous SUSY breaking, in which the leading nontrivial expansion coefficient is relevant since the zeroth order partition function vanishes: Z α=0 = Z α,0 = 0. Namely, in the expansion of the last factor in (4.5)
the first term "1" does not contribute to Z α . It can be understood from the fact that it does not depend on the branches and thus the Nicolai mapping becomes trivial, i.e. The mapping degree is zero. Notice that the second term also gives a vanishing effect.
For each i, we have the unnormalized expectation value of N AΛ
, where the Λ j -integrals (j = i) are independent of the branches leading to the trivial Nicolai mapping. Thus, in order to get a nonvanishing result, we need a branch-dependent piece in the integrand for any Λ i . This immediately shows that in the expansion (4.2), Z α,k = 0 for k = 0, . · · · , N − 1 and that the first possibly nonvanishing contribution starts from O(A N ) as
Note that the A = (e iα − 1)-dependence of the integrand comes also from λ i as a function of Λ i through (4.4). Although the integration over Λ i above should be divided into the branches, if we change the integration variables so that we will recover the original λ i with A = 0 (which we call x i ) by
then by construction the integration of x i is standard and runs from −∞ to ∞. Therefore, we arrive at 
In fact, when g = 1, µ 2 = 1 (double-well scalar potential case) we find
hence Z α,2 actually does not vanish. In the case of the discretized SUSY quantum mechanics, we have seen in (A.36) that the expansion of Z α with respect to (e iα − 1) terminates at the linear order for any T . Thus, the nontrivial O(A N ) contribution of higher order can be regarded as a specific feature of SUSY matrix models.
We stress here that, although we have expanded the partition function in terms of (e iα − 1) and (4.10) is the leading order one, it is an exact result of the partition function for any finite N and any polynomial W ′ (φ) of even degree in the presence of the external field. Thus, it provides a firm ground for discussion of spontaneous SUSY breaking in various settings.
Large-N
As an application of (4.10), let us discuss SUSY breaking/restoration in the large-N limit of our SUSY matrix models. From (4.10), introducing the eigenvalue density
the leading O(A N ) part of Z α is rewritten as
In the large-N limit, ρ(x) is given as a solution to the saddle point equation obtained from O(1) part of F as (4.17) provided that there exists an O(1) solution of this equation. Plugging a solution ρ 0 (x) into F in (4.16), we get Z α in the large-N limit in the leading order of (e iα − 1)-expansion as 18) where C N is a factor dependent only on N which arises in replacing the integration over φ by the saddle point of its eigenvalue density, thus includingC N . From consideration of the Gaussian matrix model, C N is calculated in [6] as 19) and is expected to be independent of the form of superpotential. In On the other hand, if we set α = 0 at the level of (4.3), we have
from which we obtain exactly the same saddle point equation as (4.17) at N = ∞. Namely, making the expansion with respect to (e iα − 1) affects only the subleading part of F in the 1/N-expansion as one can see by comparing (4.10) and (4.20) . It is also the same as the saddle point equation (3.15) in the previous paper [6] . Thus, various large-N solutions derived in section 4.1 in [6] , which restore SUSY, can be reproduced from Z α,N or Z α in the large-N limit followed by the α → 0 limit, in spite of the SUSY breaking at any finite N (Z α=0 = 0). Let us see it explicitly for the free energy. When N is large but finite, the twisted partition function will take the form 22) and the coefficient c comes from O(1/N 2 ) contribution of F . The free energy, which corresponds to the quantity − 1 N 2 log |Z α | leads to F 0 in the large-N limit followed by α → 0. Notice that, although the effect of the twist (e iα − 1) N is of the subleading order at large N, it plays a crucial role to obtain the large-N free energy F 0 . (If α was sent to zero before the large-N limit, we would have the vanishing partition function and could not find the large-N free energy F 0 .)
Example: SUSY matrix model with double-well potential
For illustration of results in the previous subsection, let us consider the SUSY matrix model with
In this case the saddle point equation (4.17) becomes Here, a 2 = −2 + µ 2 , b 2 = 2 + µ 2 , thus they are valid for µ 2 > 2. In N = 1 case, it is well known that the SUSY is spontaneously broken for (4.23), but in the matrix model case we have shown in [6] that the SUSY is restored in the large-N limit for both solutions. In particular, the free energies for both solutions are shown to vanish and therefore they coincide with the value of the free energy of the Gaussian matrix model. It is also proven that the expectation values 1 N trB n (n = 1, 2, · · · ) are all nil. Here it is worth pointing out that the principal value in the saddle point equation, in particular in the second term in (4.24) plays a crucial role in the existence of the two-cut solution. In this subsection we investigate a one-cut solution with a symmetric support [−c, c] which has not been discussed in [6] . 10 Note that µ 2 here corresponds to −µ 2 in section 4.1 of [6] . Interestingly, the eigenvalue distribution of the two-cut solution is not Z 2 symmetric in general. In fact,
is the explicit form of the solution with the filling fraction (ν + , ν − ), which includes the asymmetric one-cut solution as a special case (ν + , ν − ) = (1, 0).
At first sight, it seems strange that there exists such a solution because the fermion determinant in the partition function (4.3) looks N i,j=1
the first factor of which makes λ i apart from the origin in the α → 0 limit. However, as we will see below, the symmetric one-cut solution exists owing to the large-N limit and we will confirm its validity by checking finiteness of the free energy for our solution.
In order to solve (4.24) for ρ(x) with a symmetric support [−c, c], let us consider a complex function 27) and further define as in [13] 
obtained in [6] exist. Given ρ 0 (x), it is straightforward to calculate the free energy (4.18) as
where x = µ 2 . In contrast to this, it is observed in [6] that for µ 2 > 2 the free energy calculated from the asymmetric one-cut solution or the two-cut solution is independent of µ 2 and vanishes, reflecting the restoration of the SUSY. It is easy to see that F 0 (x) > 0 for x < 2, and the expectation value of 1 N trB is computed to be
which is nonzero for x < 2. These are strong evidence suggesting the spontaneous SUSY breaking. Also, the x-derivatives of the free energy,
show that the transition between the SUSY phase (x ≥ 2) and the SUSY broken phase (x < 2) is of the third order. As commented in (4.26), if we take a look at the O(1/N) contribution of F given in (4.22), naively it seems strange that we have a nonzero saddle point eigenvalue density around the origin, since xW ′′ (x) = 2x 2 ∼ 0 there and the integrand of (4.22) diverges. Furthermore, it is also curious that we have eigenvalues in general distributed around zeros of W ′ (x), because the integrand again diverges there which would mean that the partition function vanishes. However notice that, even if the integrand looks divergent, it is just logarithmic and its integral itself is finite due to a contribution from the measure. Because ρ 0 (x) is finite, the relevant integral over the vicinity of the singularities for the real part 11 of F 1 is at most ε 0 dx log x which clearly converges at the origin. (The logarithmic singularity is integrable.) Therefore, O(1/N) part of F does not diverge owing to the large-N limit.
As an example, in the double-well case W ′ (φ) = φ 2 − µ 2 with µ 2 > 2, let us consider the two solutions obtained in [6] . The asymmetric one-cut solution is given by
and the two-cut solution with the filling fraction (ν + , ν − ) is (4.25). Evaluating (4.22) at each of the solutions, we find the same result of the real part of F 1 for both solutions :
The imaginary part is irrelevant in the analysis, because it just contributes to the overall sign of the partition function as sgn It is finite as understood from the above reasoning, and interestingly it is not dependent on ν ± . The finiteness supports the validity of our large-N solutions. Finally, we make a comment on one of interesting aspects of our result that the existence of a leading nontrivial contribution at O (e iα − 1) N given in (4.16) suggests SUSY breaking for finite N, but that in the double-well case (4.23) with µ 2 > 2 it leads to the supersymmetric solutions to (4.17) in the large-N limit with vanishing free energy, as discussed below (4.20).
Summary and discussion
In this paper, firstly we discussed localization in discretized SUSY quantum mechanics without the external field α by changing integration variables. It makes it clear that the path integral is localized at the auxiliary field B = 0, which in turn implies the standard localization at the critical points of superpotential. Furthermore, it was investigated in detail how Ξ 0 (B), the integrand of the partition function with respect to B, behaves as B ∼ 0, and clarified whether the change of variables is applicable or not. Similar arguments were presented also for α = 0 case. This gives a different approach to localization from a deformation by Q-exact terms. It is worth pointing out that the change of variables can be applied even to systems where SUSY is (explicitly) broken, while a deformation by Q-exact terms cannot be straightforwardly. Thus, the former is useful to investigate localization in systems where the external field explicitly breaking SUSY is turned on. We also stress that we provided a firm formulation of change of variables for localization (without issues mentioned in footnote 3) in the path integral which is useful in discussion of spontaneous SUSY breaking. As emphasized in the introduction, such a formulation is indispensable because nonperturbative formulations of string theory in terms of matrix models are defined by the path integral.
Secondly, we explained localization in SUSY matrix models without the external field. The formula of the partition function was obtained, which is given by the N-th power of the localization formula in the N = 1 case (N is the rank of matrix variables). It can be regarded as a matrix-model generalization of the ordinary localization formula. In terms of eigenvalues, localization attracts them to the critical points of superpotential, while the square of the Vandermonde determinant originating from the measure factor gives repulsive force among them. Thus, the dynamics of the eigenvalues is governed by balance of the attractive force from the localization and the repulsive force from the Vandermonde determinant. It is a new feature specific to SUSY matrix models, not seen in the discretized SUSY quantum mechanics. For a general superpotential which has K critical points, contribution to the partition function from ν I N eigenvalues fluctuating around the I-th critical point (I = 1, · · · , K), denoted by Z (ν 1 ,··· ,ν K ) , was shown to be equal to the products of the partition functions of the Gaussian SUSY matrix models Z G,ν 1 · · · Z G,ν K . Here, Z G,ν I is the partition function of the Gaussian SUSY matrix model with ν I N the rank of matrix variables, which describes Gaussian fluctuations around the I-th critical point. In the double-well case, it leads to the claim of the previous paper [6] . It is interesting to investigate whether such a factorization occurs also for various expectation values.
Thirdly, as mentioned in the above, the argument of the change of variables leading to localization can be applied to α = 0 case. Then, we found that α-dependent terms in the action explicitly break SUSY and makes localization incomplete. Instead of it, the Nicolai mapping, which is also applicable to the α = 0 case, is more convenient for actual calculation in SUSY matrix models. In the case that the supersymmetric partition function (the partition function with α = 0) vanishes, we obtained an exact result of a leading nontrivial contribution to the partition function with α = 0 in the expansion of (e iα − 1) for finite N. It will play a crucial role to compute various correlators when SUSY is spontaneously broken. Large-N solutions for the double-well case
were derived, and it was found that there is a phase transition between the SUSY phase corresponding to µ 2 > 2 and the SUSY broken phase to µ 2 < 2. It was shown to be of the third order.
For future directions, this kind of argument can be expected to be useful to investigate localization in various lattice models for supersymmetric field theories which realize some SUSYs on the lattice 12 . Also, it will be interesting to investigate localization in models constructed in ref. [25] , which couple a supersymmetric quantum field theory to a certain large-N matrix model and cause spontaneous SUSY breaking at large N.
Finally, we hope that similar analysis for super Yang-Mills matrix models [2, 3, 4] , which have been proposed as nonperturbative definitions of superstring/M theories, will shed light on new aspects of spontaneous SUSY breaking in superstring/M theories. To carry out the analysis, the method of the Gaussian expansion or improved perturbation theory would be useful [26, 5, 27, 28, 29] .
A Localization in discretized SUSY quantum mechanics with general T
In this appendix, we generalize the argument for T = 1 presented in sections 2.2 and 2.3 to T ≥ 2 case.
A.1 Localization for general T
The action (2.9) with the periodic boundary condition (α = 0), denoted by S 0 , is invariant under the Q-SUSY:
We consider the field redefinition
whereψ(t) is chosen to be orthogonal to −iǭB(t) as
Namely, the degrees of freedom ofψ(t) are carried by bothǭ andψ(t). Differently from the T = 1 case,ǭ cannot parametrize the whole functional space ofψ(t), and represents merely a single degree of freedom ofψ(t) parallel to B(t).
Similarly to the T = 1 case, since (A.2) is recast as a shift by the Q transformation:
the action S 0 is shown to be independent ofǭ:
from the Q-SUSY invariance of S 0 .
When we write the partition function as
we can regard B(t) and ψ(t) as external fields in the integral
This point of view makes easier to derive the Jacobian of the path-integral measure associated with (A.2). For −iǭB(t) in (A.2), we decompose it as 8) with
Since the second factor 
Hence, we obtain the measure forψ as 
The sign factor (−1) T −1 can be determined so that the RHS becomes T t=2 dψ(t) when B(t) vanishes except B(1).
14 For T = 1, dψ is reduced to T by polar coordinates with the radial direction N B and the angular directions specified by the unit vector
For W ′ (φ) given by (2.24) with p ≥ 2, we rescaleφ(t) andψ(t) as
which correspondingly changes the measure as
The rescaling is convenient to see the N B -dependence of Ξ 0 (B). Then, the integrands of theφ-integral and the Grassmann integral become .15) for N B < ε, respectively. Plugging the above results, Ξ 0 (B) can be expressed as
We thus find that Ξ 0 (B) becomes singular as N −T − 
by the same change of variables, the contribution from the region N B = ||B|| > ε clearly vanish from dǭ = 0. Hence,
If W ′ (φ) is given by (2.24) with p ≥ 2, using (A.16) and the polar coordinates for (B(1), · · · , B(T )), we have
Note that, since the N B -integral is not singular at the origin for n ≥ 1, the field redefinition (A.2) is always possible, differently from the case of the partition function.
(For completeness, we show that Y n (t) definitely vanishes, i.e. factors in front of trivial Grassmann integrals are finite (in fact, they vanish) in appendix A.3.) Thus, we can show
due to the trivialǭ-integral. In p = 1 case, the delta-functions T t=1 δ(B(t)) arise after theφ integration in (A.20), which makes the B-integrals finite for n ≥ 1 as
It leads to (A.23) from the trivialǭ-integral.
In general, we find that the unnormalized expectation values of B(1)
holds for an arbitrary parameter u from (A.25), the partition function can be computed similarly to the T = 1 case. Taking u > 0 and integrating with respect to B, we have
In the limit u → 0, the integration with respect to φ(t) is manifestly localized to configurations satisfying φ(t + 1) − φ(t) + W ′ (φ(t)) = 0. 15 The result (A.24) is obtained, if we integrate B(t ′ ) ( ∀ t ′ = t) before the B(t)-integral. Otherwise, we would have the vanishing result even for n = 1. We choose the order so that the result is reduced to (2.32) when T = 1.
16 An explicit computation of Z 0 is given in appendix A in [30] , where deformation invariance by Q-exact terms is used to obtain
It is the T -th power of the result of the T = 1 case.
A.2 Localization in the presence of external field
The action (2.9) with the twisted boundary condition (2.10), denoted by S α , can be written as
where S 0 is the action with the periodic boundary condition. As mentioned below (2.10), φ(T + 1) and ψ(T + 1) were replaced with φ(1) and e iα ψ(1), respectively. Under the change of variables (A.2) which is defined for variables at t = 1, · · · , T , this becomes
The first term is given by (A.5), independent ofǭ. Due to the last term −i(e iα − 1)ǭB(T )ψ(1), theǭ-integral in the partition function does not vanish.
Similarly to the α = 0 case, let us write the partition function as
= (−1)
The field redefinition (A.2) recasts Ξ α (B) to
after integrating overǭ and ψ(1). In the process, we used
Note that it is valid for N B = ||B|| = 0. In the case N B ∼ 0, we should keep the first term "1" in the expansion of e i(e iα −1)ǭB(T )ψ (1) in the RHS of the first equality in (A.35), although it gives the vanishing ψ(1)-andǭ-integrals. Integrating it over ||B|| < ε yields a singularity at the origin, so we have an indefinite form (∞ × 0) which cannot be discarded safely. It is parallel to the situation of the T = 1 case discussed in footnote 6.
The contribution to the partition function from the integration region ||B|| ≥ ε:Z α is in general nonvanishing. However, when W ′ (φ) is linear, theφ-integrals yield T t=1 δ(B(t)) leading toZ α = 0.
On the other hand, the partition function can be computed directly from (2.11) without using (A.2). Since the fermion determinant can be written as the sum of the determinant under the periodic boundary condition (
T ) and the effect of the twist (−(−1)
T (e iα − 1)), we have
Since the second term is the net effect of the twist, it should be equal to the sum of
andZ α . Note again that although it vanishes in the α → 0 limit, it becomes important when the SUSY is spontaneously broken, i.e. Z 0 = 0. Let us elaborate on the former as in the T = 1 case. When
we explicitly obtain
which again means that the localization takes place even in the presence of the external field, and that the effect of the twist on Z
α remains even in the ε → 0 limit. It can be understood from Ξ α (B) being proportional to Ξ 0 (B) similarly to the T = 1 case. In contrast, we show that
vanishes as ε → 0 when W ′ (φ) is a polynomial (2.24) with p ≥ 2. After the rescaling
where the N B -integral is O(ε
) ), and Y is also shown to be finite in appendix A.4.
Thus, we see that
) ) vanishes for p ≥ 2 as ε approaches to zero.
Unnormalized expectation values After the change of variables (A.2), the unnormalized expectation values of B(t) n (n ≥ 1):
are expressed as
Here, since the B-integrals are not singular for n ≥ 1, we can safely drop trivial Grassmann integrals, differently from the case of the partition function Z α . This is also the case for more general expectation values B(1)
has trivial Grassmann integrals with respect toǭ and one ofψ ′ which give zero. Here, we show that factors in front of these integrals are finite (in fact, they vanish), which means that Y n (t) definitely vanishes. For each t, since both of the powers of cos θ t and sin θ t are greater than −1, the θ t -integral is finite. Thus, (A.57) is finite, meaning that |Y | is so.
B Computation of Y N
Y N given in (3.22) , The measure of φ ′ is expressed in terms of the eigenvalues and the angles as
where △(λ) = i>j (λ i − λ j ) is the Vandermonde determinant, and dU is the SU(N) Haar measure normalized by dU = 1.C N is a numerical constant depending only on N. Then, the φ ′ -integrals in (B.3) becomes The Ω ′ B -integrals are also finite, because the integrand is a polynomial of (Ω ′ B ) ij multiplied by the delta-functions. Thus, the prefactors of the vanishing Grassmann integrals in (B.12) are finite, meaning that Y N definitely vanishes due to the trivial Grassmann integrals.
