Abstract. The article investigates trapezoid type rules and obtains explicit bounds through the use of a Peano kernel approach and the modern theory of inequalities. Both Riemann-Stieltjes and Riemann integrals are evaluated with a variety of assumptions about the integrand enabling the characterisation of the bound in terms of a variety of norms. Perturbed quadrature rules are obtained through the use of Grüss, Chebychev and Lupaş inequalities, producing a variety of tighter bounds. The implementation is demonstrated through the investigation of a variety of composite rules based on inequalities developed. The analysis allows the determination of the partition required that would assure that the accuracy the result would be within a prescribed error tolerance.
Introduction
The following inequality is well known in the literature as the trapezoid inequality:
where the mapping f : [a, b] ⊂ R → R is assumed to be twice differentiable on the interval (a, b) , with the second derivative bounded on (a, b) . That is, f ∞ := sup x∈ (a,b) |f (x)| < ∞. Now if we assume that I n : a = x 0 < x 1 < ... < x n−1 < x n = b is a partition of the interval [a, b] and f is as above, then we can approximate the integral b a f (x) dx by the trapezoidal quadrature formula A T (f, I n ) , having an error given by R T (f, I n ) , where (1.2) and the remainder satisfies the estimation
with h i := x i+1 − x i for i = 0, ..., n − 1.
Expression (1.2) is known as the trapezoidal rule, if n = 1, and as the composite trapezoidal rule for n > 1. The trapezoidal rule is the simplest closed Newton-Cotes quadrature rule in which function evaluation is restricted at the ends of equispaced intervals.
The trapezoidal rule is widely used in practice since it is easy to implement and in an efficient fashion, especially if the partitioning is done in a uniform manner. It is also very accurate for periodic functions. It forms the basic building block for intricate closed Newton-Cotes formulae (Press et al. [37] )
The current work investigates trapezoidal type rules and obtains explicit bounds through the use of a Peano kernel approach and the modern theory of inequalities. This approach allows for the investigation of quadrature rules that place fewer restrictions on the behaviour of the integrand and thus allow us to cope with larger classes of functions. Expression (1.1) relies on the behaviour of the second derivative whereas bounds for the trapezoidal rules are obtained in terms of Riemann-Stieltjes integrals in Sections 2, 3 and 4 for functions that are: of bounded variation, Lipschitzian and monotonic respectively. In Section 5, trapezoidal type rules are obtained for f (n) ∈ L p [a, b] , implying that
and f (n) ∞ := sup x∈ [a,b] f (n) (x) . Perturbed trapezoidal type rules are obtained in Section 5.3 using what are termed as premature variants of Grüss, Chebychev and Lupaş inequalities. Atkinson [30] uses an asymptotic error estimate technique to obtain what he defines as a corrected trapezoidal rule. His approach, however, does not readily produce a bound on the error.
In Section 6, non-symmetric bounds are obtained for a trapezoidal type rule for functions whose derivative is bounded above and below. Section 7 utilises a Grüss type inequality to obtain trapezoidal rules whose bound relies on f (x) − S where S = f (b)−f (a) b−a , the secant slope. Finally, in Section 8, trapezoidal rules whose error bound involves the second derivative belonging to a variety of norms are investigated. This allows for greater flexibility since either of them may be best for different functions.
The current work brings together results for trapezoidal type rules giving explicit error bounds, using Peano type kernels and results from the modern theory of inequalities. Although bounds through the use of Peano kernels have been obtained in some classical review books on numerical integration such as Stroud [35] , Engels [34] and, Davis and Rabinowitz [33] . These do not seem to be utilised to perhaps the extent that they should be. So much so that even in the more recent comprehensive monograph by Krommer and Ueberhuber [36] , a constructive approach is taken via Taylor or interpolating polynomials to obtain quadrature results. This approach does not readily provide explicit error bounds but rather gives the order of the approximation.
Estimates of the Remainder for Mappings of Bounded Variation
In this section we develop Trapezoidal type quadrature rules for functions that are of bounded variation. This covers a very large class of functions unlike the traditional Trapezoidal rule which relies on the second derivative of the function for its error approximation.
2.1. Some Integral Inequalities. Let us start with the following integral inequality for mappings of bounded variation [10] : 
It is well known [31, p. 159 
Applying inequality (2.3) we can state that:
then by (2.4) and (2.2) we get (2.1) . Now to prove that 1 2 is the best possible. Suppose that (2.1) holds with a constant c > 0. That is,
Hence, from inequality (2.6) applied for this particular mapping we have
from which we get c ≥ 
which is the "trapezoid" inequality. Note that the trapezoid inequality (2.7) is in a sense the best possible inequality we can get from (2.1) . Also, the constant If we assume that the mapping f is continuous and differentiable on [a, b] , then we get the following corollary.
The following corollaries are also interesting. 
and the inequality (2.9) is proved, upon using (2.1).
The case of monotonic mappings is embodied in the following corollary which is a special case of Theorem 1. 
Using the above results, we are able to point out the following counterparts of the second Hermite-Hadamard inequality, namely from (2.7) ,
provided that f is convex and of bounded variation on [a, b] .
If f is convex and Lipschitzian with the constant L on [a, b] , then we get from (2.9)
If f is convex and monotonic on [a, b] , then we have from (2.10)
Finally, if f is continuous, differentiable and convex and f ∈ L 1 (a, b), then, from (2.8) ,
be intermediate points. Put h i := x i+1 − x i and define the sum:
We have the following result concerning the approximation of the integral b a f (x) dx in terms of T P [10] .
The remainder term R P (f, I n , ξ) satisfies the estimate
where 
for all i ∈ {0, ..., n − 1}. Using this and the generalized triangle inequality, we have successively
and the first inequality in (2.17) is proved.
For the second inequality, we observe that
and then max i=0,n−1
Thus the theorem is proved.
Remark 3. If we choose
, then we get (see also [1] ):
where T (f, I n ) is the "trapezoid rule", namely,
and the remainder satisfies the estimate
Note that, the trapezoid inequality is in a certain sense the best possible one we can get from Theorem 2.
The following corollaries can be useful in practice. 
An Estimate of the Remainder for Monotonic Mappings
Some bounds were obtained in Corollary 2 for monotonic mappings as a particular instance in the development for functions of bounded variation. This section treats specifically monotonic mappings, enabling tighter bounds to be determined. 
Using a firmer argument, we can improve this result by obtaining tighter bounds as follows:
The above inequalities are sharp.
Proof. Using the integration by parts formula for a Riemann-Stieltjes integral, we have the identity as given by (2.2). Now, assume that ∆ n : a = x
Applying the inequality (3.3), we can state that
and the first inequality in (3.2) is proved on utilising identity (1.2).
As f is monotonic nondecreasing on [a, b], we can state that
and then
Therefore,
which proves the second inequality in (3.2).
As
and the inequality (3.2) is completely proved. Now to demonstrate the sharpness of the inequalities in (3.2), let 
The theorem is thus completely proved.
Remark 4. For a more general result containing both the Ostrowski inequality and
Simpson's inequality, see the recent paper [13] .
which is the "trapezoid inequality".
Note that the trapezoid inequality (3.4) is, in a sense, the best possible inequality we can obtain from (3.2). Moreover, the constant 1 2 is the best possible for both inequalities.
Remark 6. The following inequality is well known in the literature as the HermiteHadamard inequality (see also (2.19))
Using the above inequality (3.4), we can state that
provided that f is monotonic nondecreasing and convex on [a, b] .
Applications for Quadrature Formulae. Let
and consider the sum
In Section 2, Corollary 5, we proved that for a monotonic mapping f :
and the remainder R P (f, I n , ξ) satisfies the bound as given by (2.19) where ν (h) is the norm of the division I n , that is,
We can improve this result as follows. 
The proof is obvious by Theorem 3 applied on the intervals [
n) .
We omit the details. Now, if we consider the classical trapezoidal formula
then we can state the following corollary.
where the remainder satisfies the estimate
An Estimate of the Remainder for Lipschitzian Mappings
We know that, from Corollary 2, for a mapping f :
where L > 0 is given, we have the inequality
Using a firmer argument, we are able now to improve this result as follows.
Inequalities for Lipschitzian Mappings.
The following theorem holds.
As f is L−Lipschitzian and thus of bounded variation, the following RiemannStieltjes integral
Applying the inequality (4.4) for p (t) = x − t and v
and the inequality (4.3) is proved.
To prove the sharpness of the constant 1 4 , assume that (4.3) holds with a constant
for any L-Lipschitzian mapping and any
and
which shows that, for x = a+b 2 , the inequality (4.5) becomes
which is equivalent to
thus implying that C ≥ 1 4 , and the theorem is thus proved.
which is the "trapezoid inequality". Note that the trapezoid inequality (4.6) is, in a sense, the best possible inequality we can obtain from (4.3) . In addition, the constant 1 4 is the best possible one, providing the sharpest bound in the class. 
is, f is differentiable on (a, b) and the derivative is continuous on (a, b) , and put
Applications for Quadrature Formulae. Let us reconsider the generalised trapezoid quadrature formula
are the step sizes and ν (h) := max i=0,n {h i } is the norm of the division.
We can improve Corollary 4 in the following manner. 
where the remainder R P (f, I n , ξ) is such that it satisfies the estimate
The proof follows by Theorem 5 applied on the interval [
, then we obtain the trapezoid formula where the remainder R T (f, I n ) satisfies the estimate
where ν (h) = max {h i |i = 0, 1, ...., n − 1}.
A Generalization for Derivatives which are Absolutely Continuous
5.1. Integral Identities. We start with the following result [32] .
Proof. The proof is by mathematical induction.
For n = 1, we have to prove that
which is straightforward as may be seen by the integration by parts formula applied for the integral
Assume that (5.1) holds for "n" and let us prove it for "n + 1". That is, we wish to show that:
For this purpose, we apply formula (5.2) for the mapping g (t) :
, which is absolutely continuous on [a, b] , and then, we can write:
Now, using the induction hypothesis, we have
and the identity (5.3) is obtained. This completes the proof.
The following corollary is useful in practice. 
and the identity (see also [15] )
Here ( 
which is the "trapezoid rule". b) For n = 2, we get the identity:
Further, with x = a+b 2 , we capture the "perturbed trapezoid rule" [15] , (or, 
Proof. From equation (5.1) and the properties of the modulus, we have
Observe that
and the first inequality in (5.11) is proved.
Using Hölder's integral inequality, we also have
which proves the second inequality in (5.11).
Finally, let us observe that
and the theorem is completely proved.
The following corollary is useful in practice.
Corollary 9.
With the above assumptions for f and n, we have the particular inequalities (see also [15] ) 
for all x ∈ [a, b] , and, in particular, the "trapezoid" inequality
is obtained by taking x = a+b 2 . Remark 12. If we put n = 2 in (5.11), we get the inequality
for all x ∈ [a, b] , and, in particular: the "perturbed trapezoid" inequality
is obtained on taking x = a+b 2 . In practice the perturbed trapezoid inequality only involves the evaluation of the derivatives at the boundary points for a uniform partition of the interval.
A Perturbed Version.
A premature Grüss inequality is embodied in the following theorem which was considered and applied for the first time in the paper [18] by Matić, Pečarić and Ujević.
Theorem 9. Let h, g be integrable functions defined on [a, b] and let d ≤ g (t) ≤ D. Then
where
Remark 13. For some applications of this result for three-point quadrature formulae see [16] .
Using the above theorem, the following result may be stated [32] .
. Then, the following inequality holds
Proof. Applying the premature Grüss result (5.17) on (x − t) n and f (n) (t) , we have
Further, simplification of the above result by multiplying throughout by
Now, substitution of A = x − a, B = b − x and the fact that
, as presented in (5.19) . Substitution of identity (5.1) into (5.20) gives (5.18) and the first part of the theorem is thus proved.
The upper bound is obtained by taking either I (a, n) or I (b, n) since I (x, n) is convex and symmetric. Hence the theorem is completely proved.
Corollary 10. Let the conditions of Theorem 10 hold. Then the following result holds
Proof. Taking 
Examining the above expression for n even or n odd readily gives the result (5.22).
Remark 14. For n odd, then the third term in the modulus sign vanishes and thus there is no perturbation to the trapezoidal rule (5.22).

Theorem 11. Let the conditions of Theorem 10 be satisfied. Further, suppose that f (n) is differentiable and be such that
where P T (x) is the perturbed trapezoidal type rule given by the left hand side of (5.18) and I (x, n) is as given by (5.19) .
Proof. Let h, g : [a, b] → R be absolutely continuous and h , g be bounded. Then Chebychev's inequality holds (see [17, p. 207 
Matić, Pečarić and Ujević [18] using a premature Grüss type argument proved that
Thus, associating f (n) (·) with g (·) and (x − t) n with h in (5.24) readily produces (5.23) where I (x, n) is as given by (5.19). 
where P T (x) is the perturbed trapezoidal type rule given by the left hand side of (5.18) and I (x, n) is as given in (5.19) .
Proof. The following result was obtained by Lupaş (see [17, p. 210 
]). For h, g : (a, b) → R locally absolutely continuous on (a, b)
Matić, Pečarić and Ujević [18] further show that In [7] , the authors considered the following generalization of the trapezoid formula
and proved the following theorem:
where the reminder R m,n (f, I m ) satisfies the estimate
if n = 2r + 1. Now, let us define the even more generalized quadrature formulã
where x j , ξ j (j = 0, ..., m − 1) are as above.
The following theorem holds [32] .
Theorem 14. Let f be as in Theorem 13. Then we have the formula
Proof. Apply the inequality (5.11) on the subinterval [
Summing over j from 0 to m − 1 and using the generalized triangle inequality, we have
As sup
, the first inequality in (5.31) readily follows. Now, using the discrete Hölder inequality, we have
and thus the second inequality in (5.31) is proved. Finally, let us observe that
and the last part of (5.31) is proved.
, then we remark that the first branch of (5.31) can be bounded by
The second branch can be bounded by
and finally, the last branch in (5.31) can be bounded by
Note that all the bounds provided by (5.32)-(5.34) are uniform bounds forR m,n (f, ξ, I m ) 
in terms of the intermediate points ξ.
A further inequality that we can obtain from (5.31) is the one that results from taking ξ j = xj +xj+1 2
. Consequently, we can state the following corollary (see also [15] ):
Corollary 11. Let f be as in Theorem 14. Then we have the formula
and the remainderR satisfies the estimate
Remark 17. Similar results can be stated by using the "perturbed" versions embodied in Theorems 10, 11 and 12, but we omit the details.
Trapezoidal Type Rules for Functions whose Derivative is
Bounded Above and Below 6.1. Introduction. In 1938, Iyengar proved the following theorem obtaining bounds for a trapezoidal quadrature rule for functions whose derivative is bounded (see for example [21, p. 471] ).
Theorem 15. Let f be a differentiable function on (a, b) and assume that there is a constant
Using the classical inequality due to Hayashi (see for example, [20, pp. 311-312] ), Agarwal and Dragomir proved in [19] the following generalization of Theorem 15 involving the Trapezoidal rule. 
Thus, by placing m = −M in (6.2) then Iyengar's result (6.1) is recovered.
In this section we point out further results in connection to the trapezoid inequality.
6.2. Integral Inequalities. The following theorem due to Hayashi [20, pp. 311-312] will be required and thus it is stated for convenience. 
Using this result we can state the following trapezoid inequality.
Theorem 18. Let f : I ⊆ R −→ R be a differentiable mapping onI (I is the interior of I) and [a, b] ⊂I with
, then the following inequalities hold:
It is now a straight-forward matter to evaluate and simplify the above expansions to give
In addition, it may be noticed from (6.6) , that
where, upon using (6.9) and (6.10) ,
Equation (6.11) is then, (6.4) upon using (6.7) , (6.8) , (6.12) and (6.13) together with some routine simplification. Now, for inequality (6.5) . Consider the right hand side of (6.4) . Completing the square gives
and (6.5) is readily determined by neglecting the negative term. Bounds for the generalized trapezoidal rule will now be developed in the following theorem.
Theorem 19. Let f satisfy the conditions of Theorem 18, then the following result holds
Proof. From (6.6) and (6.7) it may be readily seen that
Now, from (6.20) and using (6.10) , (6.8) gives
Expanding in powers of S and after simplification we produce the expression (6.16) . In a similar fashion, (6.17) may be derived from (6.21) and using (6.9) , (6.8) gives
Again, expanding in powers of S produces (6.17) after some algebra and thus the proof of the theorem is complete.
gives 
This is the same size as that for the symmetric bounds for the trapezoidal rule of Theorem 18 which seems, at first, surprising though on observing (6.20) and (6.21) may be less so.
Remark 22. The difference between the upper and lower bounds is always positive since
where S, from (6.19) , is the slope of the secant and m ≤ S ≤ M. 
where γ U and γ L are as defined in (6.18) .
Proof. From (6.15) and (6.16) it may be shown by completing the square that
The result (6.22) follows from neglecting the negative term from β U and the positive term from β L .
Remark 24.
The results obtained in this section could also be implemented by constructing composite quadrature rules as previously. This, however, will not be pursued further here.
Grüss Type Bounds
In 1935, G. Grüss (see for example [20, p. 296] ), proved the following integral inequality which gives an approximation for the integral of a product in terms of the product of integrals:
, where ϕ, Φ, γ, Γ are real numbers. Then we have:
and the inequality is sharp, in the sense that the constant 1 4 can not be replaced by a smaller one.
For a simple proof of this fact as well as for extensions, generalizations, discrete variants and other associated material, see [20, p. 296] , and the papers [24] - [29] where further references are given.
In this section, we point out a different Grüss type inequality and apply it for trapezoid formula.
A Grüss type Result and Applications for the Trapezoid Inequality.
We start with the following result of Grüss type [12] . 
The inequality (7.2) is sharp.
Proof. First of all, let us observe that
On the other hand, by the use of modulus properties, we have
and the inequality (7.2) is proved.
, equality is satisfied in (7.2).
The following corollaries follow immediately. 
Proof. A simple integration by parts gives that:
Applying the inequality (7.2) we find that:
Now, using the identity (7.4), the inequality(7.5) becomes the desired result (7.3) .
Corollary 14.
Suppose p, q > 1 satisfy , b) . Then we have the inequality:
Proof. Using Hölder's inequality, we have that:
produce some quasi-trapezoid quadrature formulae for which the remainder term is smaller than the classical one. This section focuses on the trapezoidal rule in which the error bound involves the behaviour of the second derivative in terms of a variety of norms. Section 5, on the other hand, examined the generalised trapezoidal rule in which the bound on the error involved the f (n) ∞ norm. For other results in connection with trapezoid inequalities, see Chapter XV of the recent book by Mitrinović et al. [21] .
8.1. Some Integral Inequalities. We shall start with the following theorem which is also interesting in its own right [3] . Remark 27. The inequalities in (8.1) provided a variety of norms involving the second derivative give flexibility since any of them may be tighter depending on the function which we wish to approximate (see [3] ) for further details).
The following theorem is of interest since it provides another integral inequality in connection with the trapezoid formula, giving a perturbed rule. 
