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CHAPTER 1: GENbHAL INTRODUCTION 
Since more than one decade ultra-pure germanium single crystals can be 
produced with electrically active impurity concentrations of about 10 per 
cm . This means that only one atom is "wrong" in 10 "right" Ge atoms 
13 (10 is about 1000 times the total number of people living on earth). At this 
high purity the wavefunctions of shallow donors and acceptors are localized to 
an extremely high degree and do not overlap those of neighbouring impurities, 
hence the associated energy levels are very sharp. The impurities exhibit 
hydrogenlike energy level schemes. The binding energies are about a factor of 
1000 smaller than those of isolated hydrogen atoms (13.6 eV), because of the 
dielectric constant of the semiconducting material and the effective mass of 
the charge carriers. For germanium this leads to binding energies of shallow 
donors and acceptors of the order of 10 meV, which corresponds to the far-
infrared (FIR) region of the electromagnetic spectrum. An ultra-pure semicon­
ductor with shallow impurities is a model system and plays a part in solid 
state physics as the Drosophila in biology. It enables us to study hydrogen-
like structures with common solid-state-physics techniques. Problems in 
getting isolated hydrogen atoms, as in atomic physics, can be avoided and 
e.g. much lower magnetic field strengths are needed for Zeeman-effect studies. 
Conventional absorption spectroscopy fails to detect impurities with 
13 -3 
concentrations below 10 cm . For the identification of impurities with 
θ —3 
concentrations down to 10 cm , Photothermal Ionization Spectroscopy (PTIS) 
is a unique tool. The PTIS technique, originally developed by Lifshits and 
[2 3] 
Nad' in 1964 ' , is applied at liquid helium temperatures. With PTIS one 
measures changes in electrical conductivity of a semiconducting sample, caused 
by changes in the number of free electrons (holes) in an energy band after 
ionization of a donor (acceptor). This ionization is achieved in a two-step 
process. In the first step of the process the electron (hole) is raised from 
the ground state of the donor (acceptor) to an excited state by the absorption 
of a photon. In the second step the electron (hole) is subsequently promoted 
into the energy band by interaction with thermal acoustic phonons. Fig. 1 
gives an example of a set of photoconductivity spectra of a polycrystalline 
Ge sample, recorded at several temperatures. The sample was p-type material, 
containing В and Al acceptor impurities. The spectra show two series of sharp 




Fig. 1: Measured photoconductivity spectra at several temperatures of a 
polycrystalline Ge sample, containing aluminium and boron in a 
concentration of ъ 10 - 10 cm~3. The expected positions and 
nomenclature of the transition lines are taken from ref. 11. The 
spectral resolution is indicated by arrows. 
transitions of the two acceptors. These series are situated on the low-energy 
side of a broad continuum originating from direct optical transitions of the 
holes to the valence band. The temperature dependence of the intensity of the 
photoconductivity peaks is determined by the second step in the photothermal 
process. 
Because of the sharpness of the energy levels, the influence of e.g. a 
magnetic field ' or uniaxial stress ' ' on the energy level schemes of 
the impurities can be determined very accurately. By considering the tempera-
2 
ture-dependence of the intensity of the photoconductivity peaks, the second 
[9,10] 
step in the photothermal process can be investigated 
PTIS is a very sensitive tool for the detection of extremely low concen-
trations of electrically active impurities in semiconductors, showing a 
characteristic set of very sharp transition lines for each type of impurity. 
Therefore it seems a very straightforward idea to apply this technique to the 
detection of Fractional Charge Impurities (FCI's), possibly present in semi-
conductors. An example of an acceptor-like FCI is a quark-nucleon complex, 
consisting of one negative quark with fractional charge -1/3 e, bound to the 
nucleus of a semiconductor host atom. Analogous with normal shallow donors 
and acceptors, the donor- and acceptor-like FCI's bind an electron or hole 
respectively. The binding energies are those of normal donors and acceptors, 
2 2 
reduced by a factor of (1/3) or (2/3) , depending on the type of FCI's 
involved. Therefore we studied the expected PTIS signal strength by conside-
ring acceptor-like FCI's in germanium m detail. From the absence of a PTIS 
signal associated with acceptor-like FCI's in a measured photoconductivity 
spectrum of a p-type ultra-pure germanium sample, we could conclude that this 
11 3 
sample contained less than 1.5x10 acceptor-like FCI's per cm . The minimal 
detectable concentration of FCI's with PTIS, associated with a typical expen-
7 3 
mental arrangement for PTIS, was determined, yielding 1x10 FCI's per cm . 
Modifications to this arrangement are proposed which could lower this limit 
considerably. 
At low temperatures and in the absence of intrinsic light - i.e. radiation 
able to transfer electrons directly from the valence band into the conduction 
band, thereby creating free electrons and free holes at the same time - all 
minority impurities are ionized because of compensation, a fraction of the 
majority impurities is in the ground state and the only type of free charge 
carriers present are majority carriers. In this situation PTIS can only detect 
majority impurities. By illuminating the semiconducting sample with intrinsic 
light, also free minority charge carriers are created and some of the minority 
impurities return in the ground state again. Now PTIS can detect minority as 
well as majority impurities in principle. Absorption of intrinsic light or ioni-
zation of impurities tends to increase the number of free carriers, whereas 
capture of free charge carriers in impurity states or electron-hole recombi-
nation tends to decrease it. One is able to study the response of the esta-
blished equilibrium to a separate additional injection of minority and majority 
free charge carriers into the bands by photothermal ionization of minority and 
3 
majority impurities respectively. 
In PTIS spectra of ultra-pure germanium samples, recorded under continuous 
illumination with intrinsic light, one usually observes in the literature that 
there is an increase in electrical conductivity associated with photothermal 
ionization of majority impurities and a decrease associated with minority 
impurities, a phenomenon not well understood . In similar PTIS spectra ob-
tained in our laboratory, the PTIS signal from the minority impurities some-
times revealed an increase in conductivity, sometimes a decrease, depending on 
the applied electronic detection technique. By a description of the equilibrium 
distribution of electrons and holes over impurity states and energy bands with 
a set of rate of change equations, we analyzed the response of the equilibrium 
system to photothermal ionization of majority and minority impurities. This 
analysis predicted the decrease in conductivity, usually observed in the 
literature in the photoresponse originating from minority impurities. We built 
an experimental arrangement suited to inverstigate the time-evolution of the 
PTIS signal after the start of the photothermal process. The measured response 
revealed fast ( <0.5 msec) components in the PTIS signal, associated with both 
majority and minority impurities, and an additional slow component, associated 
with the minority impurities. The response time of the slow component (~ 5 msec) 
- attributed to the electron-hole recombination process in the bulk - has 
approximately the same magnitude as the applied chopping times of the far-
infrared light. It is demonstrated that this slow response time, in conjunction 
with the applied phase-sensitive detection techniques with a lock-in amplifier, 
was responsible for the strange behaviour of the PTIS signal from the minority 
impurities. 
For the recording of the PTIS spectra, a far-infrared Michelson interfero-
meter - the most commonly used type of Fourier spectrometer - was used. In a 
Michelson interferometer radiation, originating from a broad-band source, is 
divided into two beams by a semitransparent mirror. After the beams have tra-
velled along different paths they are recombined again by the same beamsplitter 
and directed towards a detector. The intensity of the light, reaching the 
detector, is recorded as a function of optical path difference between the two 
divided beams. The optical path difference, achieved by translating a movable 
mirror, is usually increased in equal length intervals. During the build-up of 
the Michelson interferometer we discovered that the pitch of the leading micro-
meter exhibited a periodic error. The resulting periodic non-linearity in the 
travel of the movable mirror causes ghostline structures to appear in the 
4 
spectra. We found that this ghostline structure for a given non-linearity and 
optical arrangement depends on the way the spectra are calculated. From this 
dependence, verified both experimentally and theoretically, a method was 
deduced, which enables the experimentalist to reduce the effect of ghostlines 
by a suited choice of optical arrangement and a suited way of calculating the 
spectra, without the necessity of constructing a complicated fringe-reference 
system. 
This thesis is organized as follows. Chapter 2 deals with the principles 
of Fourier transform spectroscopy, the description of the hardware of a 
Michelson interferometer, constructed by the author, and the investigation of 
the ghostline structures. The search for fractional charge impurities in semi-
conductors with photothermal ionization spectroscopy is described in chapter 
3. Chapter 4 deals with the study of high-purity semiconductors, continuously 
illuminated with intrinsic light, by application of photothermal ionization 
spectroscopy. In an appendix to this thesis the set of programs, developed to 
manipulate interferograms and spectra on a PDP-11 computer, is described. 
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CHAFFER 2: GHOSTLINES IN FOURIER TRANSFORM SPECTROSCOPY 
General introduction 
Fourier transform spectroscopy (FTS) is a method of recording optical 
spectra, using interference properties of light. Its main characteristic is 
that all spectral elements are measured simultaneously. In FTS the light, 
reaching the detector, is encoded according to intensity and wavelength of the 
radiation. Next the measured signal is decoded into a spectrum by means of a 
Fourier transformation. 
Although at first sight the method seems needlessly intricate, it offers 
substantial advantages - which we will mention briefly - over conventional 
dispersive techniques, such as e.g. grating spectrometers. 
1. A considerable improvement in the signal-to-noise ratio, since each spectral 
element is observed during the whole experiment, known as the multiplex- or 
Felgett advantage (Only true if the noise is mainly detector noise, 
which is usually the case in the far-infrared region). 
2. The high throughput of an interferomctric system, often called the Jacquinot 
[2] 
advantage (As a guide, the relative throughput of respectively prism, 
[3] grating and interferometric spectrometers is 1:7:2000 ). 
3. The relative insensitivity to stray light and overlapping diffraction 
orders. 
4. The relatively simple mechanical construction. 
Although the principles of FTS were already known in the beginning of this 
century, computational problems concerning the Fourier transform prevented 
general application. The availability of modern fast computers and in addition 
[4] 
the development of the fast Fourier transform algorithm made Fourier trans-
form spectroscopy the widely applied technique, especially in the far infrared. 
[5] 
For a review see for example Bell 
This chapter is organized as follows: Section 1 deals with the principles 
of Fourier transform spectroscopy and the associated theoretical and experimen-
tal problems. Section 2 describes the hardware of the Michelson interferometer, 
constructed by the author. In section 3 and 4 the ghostline structure is dis-
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2. J. Basic principles of Fourier transform spectroscopy 
The interferogram 
In a two-beam interferometer radiation, originating from a light source, 
is divided into two beams. These beams are given an optical path difference and 
are recombined. Since the combined beams are mutually coherent, they will 
interfere during their travel towards the detector. In a Hichelson interfero­
meter the original wavefront is split into two wavefronts by a beamsplitter. 
In a lamellar grating interferometer the wavefront itself is physically sepa­
rated into two components. For a detailed description of several types of 
interferometers see e.g. Chantry 
Let the spectral intensity of the light source as a function of the wave-
number σ be denoted by 3(σ) (σ=1/λ, λ wavelength of the radiation). Then the 
[2 3] intensity of the radiation I'(x)i reaching the detector, is given by ' 
œ 
I'(x) = ƒ Τ(σ) . S(o) . (1 + cos4*ax) . da (1) 
0 
for an optical path difference 2x. Here Τ(σ) represents the properties of the 
optical components between source and detector, e.g. beamsplitter, filters and 
sample. 
The x-dependent part in equation (1) is called the interferogram I(x), 
yielding 
I(x) = ƒ Τ(σ) . 5(σ) . COS4ITOX . do . (2) 
0 
Making an extension to negative wavenumbers by stating that Τ(-σ)=Τ(σ) and 
S(-o)=S(a), equation (2) can be rewritten as 
ce 
I(x) = % ƒ Τ(σ) . 5(σ) . 0034πσχ . do . (3) 
— β 
From this equation one can infer that the spectral function S(o) . Τ(σ) can be 
recovered from the measured interferogram by a cosine Fourier transform. 
9 
In order to use phase-sensitive detection techniques the radiation has to 
be modulated. This can be achieved by chopping the light from the source, called 
Amplitude Modulation. In a Flichelson interferometer one can also modulate the 
path difference between the beams by a vibration of one of the two mirrors, 
called Phase Modulation. Each kind of modulation gives rise to a characteristic 
change in the form of the interfero^ram I(χ). Since this does not affect the 
principles of the theory, described in this section, we will ignore this and 
refer the interested reader to the literature 
Sampling, phase errors and phase aorreation 
Since the Fourier transform has to be calculated with a digital computer, 
the interferogram has to be sampled at discrete points over a finite length. 
Henceforth we will assume that the sampling occurs at regular intervals Δχ. 
According to a basic sampling theorem each spectral element has to be 
sampled at least twice within its corresponding wavelength. This is the case 
because an infinite number of waves with higher wavenumbers will also fit 
through the points of observation, a phenomenon called "aliasing". The use of 
a finite sampling interval defines an upper limit σ =1/(2.Δχ) to the range 
max 
of wavenumbers, above which no intensity may pass the interferometer. For this 
purpose low-pass cut-off optical filters are used in practice. 
So far it was assumed that the point x=0 was chosen as being the symmetry 
point, where all cosine Fourier components have zero phase. In practice, how­
ever, wavenumber dependent phase shifts φ(σ) can occur, e.g. when none of the 
points of the sampling comb coincides with the symmetry point. In that case the 
interferogram I (x) is an asymmetric function of x, given by 
I (x) = ƒ Τ(σ) . S(o) . COS[4T!OX + φ(σ)] . do . (4) 
a
 0 




m . Two methods of eliminating the effect of phase errors are current-
[i 21 
The first method, described in all textbooks on FTS , involves the 
use of the complex Fourier transform of I (x). Subsequently calculating the 
modulus of this complex spectrum, yields a spectrum Ρ(σ) given by 
10 
Ρ(σ) = Уг . Ι Τ(σ) . 5(σ) | (5) 
In practice this implies the recording of two-sided interferograms, i.e. inter-
ferograms resulting from scans with x-values ranging from -L to +L. If no phase 
errors had been present, all spectral information could have been recovered 
from a one-sided interferogram, recorded in scans from 0 to +L. Thus this 
method has the disadvantage that it takes twice as much time to measure a two-
sided interferogram, and the resulting datapoints take a larger amount of com­
puter memory. In addition it degrades the signal-to-noise ratio, since noise 
[5] 
is transformed non-linearly, as shown by Loewenstein 
The second, more intricate method, called the convolution method, removes 
all disadvantages of the two-sided interferogram . Assuming one knows Φ(σ), 
this method recovers the ideal, symmetrized interferogram, corresponding to the 
absence of a phase error, from the measured interferogram I (x). This enables 
us to use a simple cosine Fourier transform again, resulting in a spectrum 
Ρ'(σ) , given by 
Ρ'(σ) = % .T(o) .S(a) . (6) 
In practice one does not scan a one-sided interferogram from 0 to +L, but from 
-UL to L (ÛL«L). From the short two-sided interferogram (range -AL to +ÛL) a 
complex spectrum is calculated by a complex Fourier transform. From this 
spectrum Φ(σ) can be determined. Of course the method only holds if Φ(σ) is a 
slowly varying function of σ. The convolution method, however, does not comple­
tely eliminate the effects of phase errors from the calculated spectra, as 
distinct from the modulus spectra, obtained with the first method. In our 
computerprogram (described in an appendix to this thesis) the errors amount to 
1%, determined by the number of points in the short two-sided interferogram, 
being 32 points. The convolution method has the additional disadvantage of 
requiring extra computer time in order to calculate the symmetrized interfero­
gram. 
Speatral resolution and apodization 
The recording of the interferogram over a finite range of x-values, also 
confines the spectral resolution. The resolution is determined by the maximum 
distance L of the movable mirror with respect to the centre of the interfero-
11 
gram. (It should be noted that the corresponding maximum optical path difference 
is twice as long, i.e. 2L). Consider the set of wavenumbers, for which an 
integer multiple of λ/2 just fits the maximum optical path difference. The 
interval, separating these wavenumbers, which are given by σ =n/(4L), 
n=l, 2, ...., corresponds to the optical resolution. Therefore, if one scans a 
two-sided interferogram from -L to +L, or a one-sided interferogram from 0 to L, 
the resolution is equal to 1/(41,). Thus in principle a better resolution can be 
obtained with FTS simply by extending the scanning range. 
The truncation of the interferogram also gives rise to unwanted spectral 
features: the spectrum of a monochromatic line with wave number σ , after a 
Fourier transform of the truncated interferogram, shows a broadened line at 
wave number σ with a halfwidth of about 1/(4L), symmetrically surrounded by 
large ans slowly decaying sidelobes. These sidelobes can be suppressed conside­
rably by multiplying the interferogram with suited functions. These functions, 
called apodization functions, degrade the spectral resolution at the same time. 
2 
The apodization functions COS[XIT/(2L)] and cos [xii/(2L)], which can be chosen 
optionally in our computer program, degrade the spectral resolution by a factor 
of 1.3 and 1.5 respectively. For more details about resolution and apodization, 
[1,2] 
the interested reader is again referred to the textbooks 
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2.II. Hardware of the Michelson interferometer 
For the majority of the experiments described in this thesis a Michelson 
interferometer was used. This type of Fourier spectrometer was constructed by 
the author during his stay at the laboratory. It is the second Michelson inter­
ferometer in the lab, and will be referred to in the text as MI2. A very 
detailed description of the first Michelson interferometer has already been 
given by Jongbloets . Therefore only a rough sketch of the MI2 will be given, 
emphasizing the differences between the Mil and MI2. 
Both the Mil and MI2 are modular instruments, manufactured by Grubb 
[2] 
Parsons Company and modified in our workshop. A detailed survey of the hard­
ware of the MI2 is shown in Fig. 1. Light, emerging from a broad-band source 
(5), is collimated by a combination of two mirrors (1). The resulting parallel 
beam is divided by the beamsplitter (13) into two beams. These beams are given 
an optical path difference by a translation of a mirror (14), driven by a 
stepping motor (16) in combination with a micrometer screw (15). After reflec­
tion on mirrors (12) and (14), the beams recombine at the beamsplitter, and 
interfere during their travel towards the detector. A TPX lens (11) focuses 
the beam onto the entrance of a lightpipe (9). The combination of TPX material 
of the lens (11) and a black polyethylene window (8) removes all radiation 
above 380 cm . The spectral domain can be further confined by a suitable set 
of low-pass transmission filters (7). Modulation of the radiation can be 
achieved by a mechanical chopper (4) (Amplitude Modulation) or a vibration of 
mirror (12) (Phase Modulation). 
There are three differences between the Mil and the MI2. 
1. The collimator mirrors (1) in the Mil consist of a combination of a concave 
and a convex mirror. In the MI2 this is a combination of a concave and a 
flat mirror, resulting in a better collimating performance, but a somewhat 
smaller light-throughput. 
2. For both the Mil and the MI2 a set of mylar beamsplitters is available with 
thickness 6, 12.5, 25, 50 and 100 urn. The MI2 also has a 250 μιη beamsplit­
ter, providing the opportunity of recording spectra down to 2.5 cm 
3. The micrometer in the Mil allows a translation of the moving mirror over a 
maximum distance of 2 cm. In the MI2 this range is extended to 5 cm by a 
[3] 
micrometer, manufactured by the L.S. Starrett Company , enabling us to 
record spectra with a higher resolution. With the MI2 the highest resolution 
is 0.05 cm , if one records a one-sided interferogram and if one does not 
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SCHEMATIC DIAGRAM OF FOURIER SPECTROMETER 
Fig. 2 
IS 
use an apodization function. 
The electronic system of the Michelson interferometer, designed to record 
interferograms in the step-and-integrate mode, is shown in Fig. 2. For details 
the interested reader is again referred to the thesis of Jongbloets . The 
resulting data-output of this system can optionally be punched on papertape or 
sent on-line to a PDP-11 computer. The configuration of the PDP-11 computer 
system and the sets of programs developed to manipulate interferograms and 
spectra are described in an appendix to this thesis. 
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Abstract In this work we have investigated the intensity of ghostlmes which occur in the 
spectrum obtained with a two-beam Fourier interferometer when the travel of its moving mirror 
is periodically distorted This intensity has been compared quantitatively with the amplitude of 
the periodic travel distortion as measured directly with a dilatomeler, enabling the determination 
of travel distortions as small as 0 2 μτη It is concluded that the amplitude of the periodic 
distortion as calculated from the measured intensity of the ghostlmes is in fair agreement with the 
distortion as obtained from a direct measurement 
INTRODUCTION 
The movable mirror used to vary the optical path difference in a two-beam Fourier 
spectrometer is either stepped between sampling points, or driven, ideally at constant 
speed. The influence of drive non-linearities has been treated theoretically by several 
authors for the case of drive speed variations in a continuous drive Michelson interfer­
ometer (e.g. by Connes"1 and Zachor121). From this it is well known that periodic non-
lineanties give rise to ghostlmes in line spectra. 
This provides a serious problem in spectra with a distinct peak behaviour. To illustrate 
this, in Fig. 1 part of a photoconductivity spectrum is shown for a germanium-sample, 
containing boron as the major and aluminum as the minor impurity (Jongbloets 
et α/(3,41). These spectra were recorded with an interferometer using two different 
micrometers (Fig. la,b). The two pairs of peaks at wave numbers 64.0 and 70.1 cm" ', and 
at 66.7 and 72.8 cm"1, correspond to the D- and C-transition lines of the В and Al 
impurities respectively. The measurements described below revealed that the extra peaks 
in Fig. lb are ghostlines, originating from both a pitch error in the micrometer screw and 
a play in its assembly. 
To investigate the occurrence of ghostlmes in more detail, the spectra of some mono­
chromatic far-infrared sources were measured with the interferometer combined with the 
two different micrometer units mentioned above. In the case of a monochromatic source, 
periodic non-linearities give rise to ghostlines, which are symmetrically spread around 
the central monochromatic line. This phenomenon has been demonstrated qualitatively 
by Gebbie,(5) using a laser line at 336.6 μτη (29.71 cm" '). In this work, this phenomenon is 
analysed quantitatively. The distortion amplitude determined from the intensity of the 
first ghostline is compared with the direct measurement of the periodic distortion using a 
contact dilatometer. 
EXPERIMENTAL 
The interferometer used was a Grubb Parsons Cube Interferometer, as described by 
Chantry et α/.1" Its moving mirror was connected directly to the spindle of a micrometer, 
the thimble of which is rotated by a Slo-Syn stepping motor, type SS25. This motor 
carries out 200 steps in one revolution yielding a 0.5 mm mirror travel. Backlash is 
minimized by a spring. 
121 
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WAVE NUMBER (CM'1) 
Fig I Photoconductivity spectra Гог a Ge sample, showing the D- and C-transition lines of В 
and Al impurities The spectra were obtained with a Michelson interferometer, using two different 
micrometer units (a) MM20 and (b) MM50-B. In (b) extra peaks due to ghostlmes are shown 
The spectral resolution is indicated by arrows 
Two different micrometers are used: a micrometer of 20mm range, manufactured by 
GK.N Shadlow Metrology, Sheffield, England, referred to in the text as MM20, and one 
of 50 mm range, manufactured by the L. S. Starret Co., Athol, Mass., U.S.A., type-no. 
465 M. This 50 mm range micrometer is referred to as MM50-A in its original slate and 
as MM50-B after a home made improvement. 
The monochromatic sources were an optically pumped FIR laser, operating at a 
wavelength of 118.8 /un (84.2 cm " ' ), and a simple far-infrared grating monochromalor as 
described by Dorigo et α/.15' A pyro-electric detector was used in conjunction with the 
laser, while a He-cooled Ge-bolometer system from Infrared Laboratories was exploiied 
when working with the monochromator. The output data of the interferograms were sent 
on-line to a PDP-11 laboratory computer, and handled there by a program with various 
facilities for manipulating interferograms and spectra. 
For the direct determination of the periodic distortion in the travel of the micrometer, 
use was made of a contact displacement meter, type Tesatronic, manufactured by TESA 
S.A., Switzerland. The data from the analogue output of the dilatometer were also sent 
on-line to the computer. This made it possible to determine deviations from a linear 
movement with an accuracy of 0.2 μια. 
In Fig. 2a and b the spectrum of a monochromatic line is shown for the MM50-A unit, 
using the 118.8μιη (84.2 cm~') laser line and a line of the grating monochromator at 
126.4 cm"1 respectively. In Fig. 2c and d the corresponding spectra are shown for the 
MM20 and MM50-B units respectively. When the laser was used, the widths of the 
monochromatic lines in these figures were determined by the maximal optical path 
18 
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WAVE NUMBER (CM"1) WAVE NUMBER (CM"1 
Fig 2 Central lines from a monochromatic source accompanied by ghosthnes in spectra 
obtained with a Michelson interferometer As source of monochromatic radiation and as mi 
cromclcr units use was made of respectively (a) laser MM50-A (b) grating monochromator 
MM50-A (c) laser MM20 and (d) grating monochromator MM50 В The spectral resolution is 
indicated by arrows 
difference used in scanning the interferogram When the monochromator was used, the 
widths were determined mainly by the shape of the line itself 
In Fig 3a, b and с the deviations from a linear movement of the mirror have been 
plotted for the MM50-A, MM20 and the MM50-B units respectively, as measured with 
the displacement meter equipment The runs were taken over 3 consecutive revolutions 
of the micrometers The little jumps in the figures are caused by the resolution of the 
Α-D converter used in conjunction with the dilatometer Because of the play in the 
assembly, the direct measurements of the deviations for the MM50-A unit did not repro­
duce, therefore Fig 3a has to be considered as a typical result 
All spectra in Fig 2a-d show ghosthnes spread around the wave number of the 
monochromatic source lines The separation between the ghosthnes is precisely 10cm" ', 
corresponding to a travel of 0 5 mm in one revolution of the micrometers The intensities 
of the ghosthnes in Fig 2a and b, both obtained with the MM50-A unit, increase with 
increasing wavenumber The intensities are obviously larger the larger the deviations are 
from a linear movement, as is clearly seen by comparing Fig 2a-d with Fig 3a-c 
In the following section the relation between the intensities of the ghosthnes and the 
magnitude of a periodic travel distortion will be derived as a function of wavenumber 
RELATION BETWEEN GHOSTLINE INTENSITY AND 
AMPLITUDE OF PERIODIC TRAVEL DISTORTION 
Consider the case of a moving mirror driven in discrete steps of length Δχ by a 
micrometer which travels a length Lin one revolution Assume a sinusoidal distortion 
with period L and amplitude e of the micrometer Since in a Michelson interferometer, 
the optical path difference is twice the travel difference of the moving mirror, the optical 
19 
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Fig. 3 Measured deviation from a linear movement of the travel of the moving mirror of the 
Michelson interferometer, using different micrometer units (a) MM50-A, (b) MM20 and (c) 
MM50-B. The jumps of 0 2μπι were caused by the limited resolution of the Α-D converter, used 
in conjunction with the dilatometer 
path dilierence χ after N steps is given by 
χ = 2ΝΔ.χ + 2t sim 2πΝάχ 
..) (1) 
where φ is a phase-angle, determined by the choice of the χ = 0 position. This angle can 
be chosen as ψ = 0 without affecting the results. 
In case of a monochromatic line with wave number σο and intensity S(a0), the inter-
ferogram I(x) is given by:'81 
1{χ) = 5(σ0) • cos Λ 4 π σ 0 »·•- (ττήί (2) 
20 
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This formula can be rewritten as ( , ) 
X 
I(x) = S(a0) £ Λ(4πσο€)οθ3 4;/ σ0 + ¿ W J C I (3) 
where J„ are Bcssel functions After a Fourier transform of the interferogram, the resulting 
spectrum S(a) is a discrete line-spectrum with 
5(σ„) = 5(σο)Λ(4πσ0€) 
for 
σ, = σ0 + —, η = 0, + 1 , ±2, 
and 
S{a) = 0 elsewhere (4) 
Defining Η as the ratio between the intensities of the first ghostlme at 
σ = do ì b(2L)and the central monochromatic line, equation (4) yields 
H = Jjgüí) (5) 
If there is a non-sinusoidal distortion of period L, this distortion can be expanded in 
terms of a Fourier series In analogy with the derivation given above, each Fourier 
component gives rise to a set of ghostlmes around the central monochromatic Ime The 
mth Fourier component will have its first ghostlmes at σ = σ0 + m/(2L). Thus the ghost-
lines at σ = σ0 ± 1/(2L) are only originating from the first Fourier component of the 
distortion with the fundamental period L Using the same definition for H as given 
above, e in equation (5) represents the amplitude connected with the first Fourier com­
ponent 
DISCUSSION AND CONCLUSIONS 
If in a Michelson interferometer the moving mirror is directly driven by a micrometer 
with a periodic distortion in its linear movement, then every line in a line-spectrum is 
accompanied by a set of ghostlmes This was shown most clearly in the photoconducti­
vity spectra and the monochromatic line spectra of Fig la, b and Fig 2a-d respectively 
By comparing Fig 2a with Fig 2b it can be seen that the intensities of the ghostlmes, 
relative to that of the central monochromatic line, increase with increasing wavenumber 
For the left and right first ghostlme this is in agreement with equation (5) By comparing 
Fig 3a-c with Fig 2a-d, it is seen that a larger distortion amplitude yields intenser 
ghostlmes, which is also in agreement with equation (5) for the first ghostlmes From the 
values of Η in Fig 2a-d values for « have been calculated, using equation (5) These are 
given in Tabic 1 
The ratio Η is only determined by that component of the distortion which has the 
same period as the revolution period of the micrometer The amplitude of this corn-
Table 1 Values for с determined from the ghostlmes and from direct measurements 
for the micrometer units MM50-A, MM20 and MMSO-B 
c(/jm) e(/jm) 
From direct From 




ƒ 84 2 






3 3 ± 0 2 
4 4 ± 0 6 
042 ± 0 0 3 
08 + 0 4 
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ponent is determined from the curves in Fig 3 by approximating these curves by a sine 
and equalizing the area under the curves In Table 1 the results are given for Fig 3b,c 
The values for e calculated from the direct measurements are slightly higher than those 
obtained from the ghostlmes The method described above for obtaining a value for e 
from the direct measurements cannot distinguish contributions to the deviation curves 
from distortions with period 3L, 5L, TL, , while the values for e from the first ghostlme 
are only caused by the distortion component with period L Taking this into account, the 
agreement between the obtained values for e for the MM20 and MM50-B micrometer 
units is satisfactory 
It can be concluded that it is possible to get a reliable value for the travel distortion 
amplitude of the moving mirror of a Fourier spectrometer from the measured intensities 
of the ghostlmes alone 
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2.IV. Reducing the effects of ghostlines in a step-record Fourier 
spectrometer 
abstract 
Presented is an analysis of the intensity of ghostlines, caused by a 
periodic non-linearity in the travel of the movable mirror in a two-beam 
Fourier spectrometer, used in the step-record mode. The ghostlines are studied 
for two cases: 1. For a modulus spectrum, calculated after a complex Fourier 
transform. 2. For a spectrum, calculated by a cosine Fourier transform after 
symmetrizing the measured interferogram. In the latter case the intensity of 
the ghostlines is also dependent on the position of the centre of the inter-
ferogram. This dependence has been examined theoretically and verified experi-
mentally, for the case of a monochromatic source. It is shown that an appro-
priate choice of the position of the centre of the interferogram and the 
application of a cosine Fourier transform can reduce the intensity of the 
ghostlines drastically in practice. 
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Introduatbon 
In a two-beam Fourier spectrometer one of the mirrors is movable to be 
able to vary the optical path difference between the two interfering beams. 
The movable mirror is either translated in equal length intervals - the step 
record mode -, or driven with constant speed. Deviations in the length of the 
intervals or non-linearities in the drive speed give rise to ghostline struc-
[12 3] 
tures in the spectra ' ' 
For a continuous drive Michelson interferometer, provided with a fringe-
reference sampling system, the intensity of ghostlines can be reduced by 
[4 5,6] delaying the reference fringes ' . A fringe-reference system m a Fourier 
spectrometer, used in the step-record mode, provides perfect sampling of the 
interferogram. In this article a new method of reducing the intensity of 
ghostlines, without the necessity of constructing a fringe-reference system is 
presented. This method can be applied to spectra, calculated by using a cosine 
Fourier transform after symmetrizing the measured interferogram. For such 
spectra the intensity of the ghostlines is a periodic cosinelike function of 
the position of the centre of the interferogram (PCI). Thus the intensity of 
the ghostlines can be reduced by an appropriate choice of PCI. 
In the next section the theory behind this method is developed for the 
case of a monochromatic source. The following sections describe an experimental 
verification of this theory with a laser source and give an experimental 
example of the possibility of reducing the intensities of ghostlines with this 
method for a broad spectrum with a distinct peak behaviour. 
Theory 
Let the position readout of the driving system of the movable mirror be 
denoted by χ and let x' be the actual position of this mirror. Assuming a 
sinusoidal deviation from the desired position with amplitude ε and period 
L, x' and χ are related by 
χ' = χ + ε . sin [2¥(x-x )/L] . (1) 
о 
Here χ defines the position of the comb of points with zero deviation. Let 
for the case of no deviation, χ denote the position of the centre of the 
interferogram (PCI), i.e. the unique position of the movable mirror, where the 
two beams interfere constructively for all wavelengths. 
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Assume a monochromatic source with wave number σ and intensity S. Remem-
o 
benng that the optical path difference is twice the travel distance of the 
moving mirror, the interferogram I(x) is given by 
I(x) = S . cos Μπσ [(x-x ) + e.sin[2n(x_x )/L]l]· (2) 
Using the expansions of cos(zsine) and sin(zsin8) into Bessel functions J (z) 
and using basic goniometrie relations, a straightforward calculation yields 
OD 
I(x) = S . У J (4πσ e) . cos[2irn(x -χ )/L] . соз[4тт(а +^-) . (x-x )] 
' • n o o c o 2 L с 
n=-» 
OD 
+ S . У J (4πσ ε) . зіп[2ттп(х -χ )/L] . 3ΐη[4π(σ +^-) . (χ-χ )] .(3) 
' ' n o o c o2L С 
If no deviation was present, the interferogram would have been a symmetric 
function of (x-x ). As can be inferred from equation (3), the sinusoidal 
с 
deviation gives rise to both symmetric and antisymmetric terms in the inter­
ferogram. From interferograms, recorded around PCI, spectra can be obtained 
in two different ways. First a modulus spectrum Ρ(σ) can be calculated after a 
complex Fourier transform of the interferogram. Secondly, - after symmetrizing 
the interferogram, if necessary -, a spectrum S(a) can be calculated by appli­
cation of a cosine Fourier transform. Hereafter the spectra P(o) and S(a) will 
be referred to as modulus and real spectrum respectively. 
The modulus spectrum of interferogram I(x) is given by 
Ρ(σ
η





for σ = σ + n/(2L) , η = О, ±1, ±2 (4) 
η о 
and Ρ(σ) = 0 elsewhere. 
The intensity of the central monochromatic line is reduced by a factor 
J (4no ε) and additionally accompanied by a set of ghostlines, at symmetric 
о о 
positions around the central line. The intensity of the ghostline structure is 
only a function of the amplitude of the distortion and the wave number of the 
monochromatic line. 
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The r e a l spectrum S(o) i s given by 
3(σ ) = S . J (4тго ε) . соз[2ітп(х -χ )/L] 
η n o o c 
for σ = σ + n/(2L) , η = 0, ±1, ±2 (5) 
η ο 
and 3(σ) = 0 elsewhere. 
Here the intensity of the ghostlines at positions σ +n/(2L) is a cosinelike 
function of (x -x ) with period L/n. Corresponding ghostlines at wavenumbers 
о с 
n/(2L) above and below a are opposite in sign, if η is odd and equal m sign 
for even n. The amplitude of the cosine in equation (5) is equal to the 
intensity of the corresponding ghostlines in equation (4). The intensity of 
the central monochromatic line for n=0 does not depend on the method of 
Fourier transform. Thus application of a cosine Fourier transform and a suit­
able experimental choice of χ provides a method of reducing the intensity of 
the ghostlines. 
If the periodic deviation with period L is not simply sinusoidal, the 
deviation x'-x can be expanded in terms of a Fourier series, given by 
x' - χ = У ε . sin[2ïïm(x-x )/L] . (6) 
m о,m 
m=l 
Analogous with the theory developed before each Fourier component gives 
rise to an additional ghostline structure. For example in a modulus spectrum 
after a complex Fourier transform the contribution to the intensity of the 
ghostlines nearest to the central monochromatic line and associated with the 
m-th Fourier component, is given by 
Ρ(σ ) = S . |J (4πσ e )| , 
m, l l o m 
(7) 
with σ =σ ±m/(2L). The corresponding contribution in a spectrum, obtained 
with a cosine Fourier transform is given by 
S(a . ) = S . J, (4πσ e ) . соз[2тгт(х -x )/L] . (8) 
m,l 1 о т о,m с 
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Expervnent 
The Fourier spectrometer used was a Grubb Parsons Cube Michelson inter-
[7] 
ferometer as described by Chantry et al. . Its movable mirror was connected 
directly to the spindle of a micrometer of 50 mm range and a pitch of 0.5 mm, 
manufactured by the L.S. Starrett Co., Athol, Massachusetts, U.S.A., type 
465 M. A 200 steps/rev. SLO-SYN stepping motor, type SS25, rotated the thimble 
of the micrometer. An additional spring was used to reduce backlash. 
The deviation from a linear translation as a function of the position 
of the movable mirror is shown in Fig. 1 by a continuous curve. The periodic 
deviation was recorded over two consecutive periods, coupled to the pitch of 
the micrometer. The position was measured directly by a contact displacement 
meter, type Tesatronic, manufactured by TESA S.A., Switzerland. The data from 
the analogue output of the dilatometer were processed by a PDP-11 computer. 
This configuration enabled us to determine deviations with an accuracy of 
about 0.2 um. 
In order to check the theory, developed in the preceding section, the 
standard broad-band source of the interferometer was replaced by a monochro­
matic, optically pumped FIR laser, operating at a wavelength λ of 118.8 [im 
(84.2 cm ). In conjunction with the laser a pyro-electric detector was used. 
From the output data of the measured two-sided interferograms a real and a 
modulus spectrum were calculated on the computer. Before calculating the real 
spectrum by a cosine Fourier transform, the interferogram was symmetrized by 
Г8І 
phase-correction, using the convolution method of Sakai, Vanasse and Forman 
The combination of the very sharp laser line and the nearly perfect 
optical alignment of the interferometer made the interferogram invariant for 
shifts of λ/2 in the position of the movable mirror. This enabled us to vary 
the PCI in a combination of two ways. First by shifting the position of the 
fixed mirror by means of adjustment screws. Secondly, after recording the 
interferogram around the adjusted PCI, by a simulated shift in PCI in integer 
multiples of λ/2 afterwards. This is achieved by calculating symmetrized inter­
ferograms around new positions in the array of interferogram datapomts, 
corresponding with such shifts. 
Figure 2 shows a modulus spectrum, recorded at PCI=0 μιη. A ghostline 
structure is clearly visible, symmetrically spread around the central mono­
chromatic line at 84.2 cm with spacings of precisely 10 cm . In this figure 




Fig. 1: Deviation from a linear translation as a function of the position of 
the movable mirror. Continuous curve: measured deviation. Dashed 
curve: description of the measured deviation by the first tuo terms 
of a Fourier analysis. 
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and L respectively. Modulus spectra, recorded at other PCI's, were identical 
to the spectrum shown in figure 2. 
A set of real spectra, recorded for PCI's within one revolution period of 
the micrometer at regular intervals of 50 μη, is shown in Fig. 3. As can be 
inferred from this figure.ghostlines R. , R„ and R„ have the same amplitude as 
L , L„ and L respectively, but are opposite m sign. The intensity of the 
central monochromatic line did not show any dependence on PCI. 
The intensity of ghostlines R.., R ? and R , normalized to the intensity of 
the central monochromatic line is shown in Fig. 4, as a function of the PCI 
for two consecutive revolutions of the micrometer. Corresponding values of the 
positions in Figures 1 and 4 refer to the same settings of the micrometer. It 
is clearly visible in Fig. 4 that the period of change in intensity of R ? and 
R is one half and one third of the corresponding period of R.. respectively. 
The solid curves represent fits to the datapoints, using the expression 
y . cos[2wn(x-x )/L] , 
o,n o,n 
where n=l, 2, 3 for lines R , R and R respectively and L=500 μη. 
Disoussion 
We have seen before that the deviation of the position of the movable 
mirror is a periodic function, coupled to the revolution period of the micro­
meter. Therefore the deviation x'-x can be expanded in terms of a Fourier 
series, given by equation (6) with L=500 μπι. The results of a Fourier analysis 
of the deviation curve of Fig. 1 are given in table 1 for the first three 
harmonic terms. 
The dashed curve in Fig. 1, being the sum of the first two terms, shows 
that the deviation can be described very well by the first two harmonic terms. 
Considering Fig. 1 it should be noted that the exact form of the deviation 
curve changed, whenever the driving system of the movable mirror had to be 
remounted. Although the area under the deviation curve did not change appre­
ciably, the individual contribution of each harmonic term did. 
As mentioned before, the intensity of the ghostlines in the real spectra, 
as shown in Fig. 3, exhibited a cosinelike dependence on the PCI. In the 
corresponding modulus spectra, as illustrated in Fig. 2, the intensity of the 
ghostlines appeared to be independent of the PCI. For the magnitude of the 
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Table 1: Values for the parameters (defined in equation (6)) of the first 
three terms of the Fourier expansion of the periodic non-linearity 
in the travel of the movable mirror. These values are obtained 
from direct measurement of the deviation and from an analysis based 
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Fig. 2: Measured modulus spectrum at PCI = 0 ym, using a monochromatic source. 
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Fig. 3: Measured real spectra for different PCI's within one revolution 






Fig. 4: Intensities of ghostlines R , R and R as a function of the PCI, 
1 ¿i о 
taken from the real spectra and normalized to the intensity of the 
monochromatic line. 
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deviation of interest here and for σ =84.2 cm , the values of the higher order 
о 
Bessel functions J„, J , ... can be neglected with respect to those of J.. 
Furthermore the reduction in intensity of the central monochromatic line, 
caused by the value of the J multiplication factor, can also be neglected. 
A pure sinusoidal deviation in the travel of the movable mirror with 
period L=500 μιπ would explain the periodicity of the observed cosinelike inten­
sity of the ghostlines in the real spectra. Such sinusoidal deviation would 
predict, however, that ghostlines R ? and L point in the same direction, as 
distinct from the observed behaviour in Fig. 3. Moreover, it cannot account for 
the observed magnitude of ghostlines L , L , R_ and R_ in the modulus spectra. 
Therefore we consider the description of the periodic deviation in terms 
of a Fourier series again. According to the theory developed before each 
Fourier component adds its individual ghostline structure to the spectra. We 
associate the intensities of ghostlines L1 and Н л, h0 and RQ, and L and RQ, 
,st „nd 
shown in Figures 2, 3 and 4, with the J1 Bessel functions of the 1 , 2 and 
rd 
3 Fourier component of a periodic deviation with period L=500 wm respecti­
vely. The observed periods in the intensity of the ghostline-pairs in the real 
spectra, as shown in Fig. 4, are consistent with this assumption, as can be 
seen in equation (8). Using this equation, values for t and χ have been 
m о,m 
determined for the first three harmonic terms from the fitted curves in Fig. 4. 
The results are given in table 1. Under the same assumption table 1 contains 
values for e , determined from the modulus spectra by means of equation (7). 
m 
The values for t in table 1, obtained from the ghostline intensity in the 
m 
real spectra and the modulus spectra are consistent with each other. This is in 
accordance with the theoretical analysis, which predicts that the amplitude of 
the cosine of the ghostline intensity in the real spectra is equal to the 
intensity of the corresponding ghostlines in the modulus spectra (see equations 
(7) and (8)). In table 1 corresponding values of E and χ , obtained from 
m о,m 
direct measurement of the deviation from a linear translation of the moving 
mirror and from the intensity of the ghostlines, are slightly different. This 
difference can be accounted for by the fact that between the direct measurement 
of the deviation and the recording of the spectra, the driving system of the 
movable mirror had to be remounted. We have already mentioned before that the 
direct measured deviation curves never reproduced well after a new build-up of 
the driving system. 
We have seen before that the intensity of the ghostlines in a real spec­
trum is a cosinelike function of the PCI. The amplitude of these cosine 
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ι. 5: Photoconductivity spectra for a high purity germanium sample, 
originating from one interferogram, (a): real speetrwn, (b): modulus 
spectrum. The expected line positions for the boron, aluminium, 
gallium and indium shallou acceptor impurities and the spectral 
resolution are indicated in the upper part of this figure. The 
structure indicated by the arrous is ascribed to ghostlines. 
functions is equal to the intensity of the corresponding ghostline in the modu-
lus spectrum. The cosinelike dependence of the ghostline intensity in real spec-
tra offers the experimentalist a method to reduce this intensity. This can be 
obtained merely by calculating real spectra after a suitable choice of the PCI. 
For the situation shown in Figures 3 and 4 there is no unique position of 
the PCI, for which the intensities of all ghostlines are minimal at the same 
time. This is caused by the fact that there is no phase relation between the 
different harmonic components of the periodic deviation. Such a unique position 
would exist, if the deviation was nearly sinusoidal. Fortunately such an ideal 
situation was approached after a new build-up of the driving system. This 
enabled us to prove the practical applicability of the method. 
For this purpose Fig. 5 shows photoconductivity spectra with a distinct 
peak behaviour. The spectra were recorded with the Photothermal Ionization 
[9] 
Spectroscopy method on a p-type high purity germanium sample, containing 
B, Al, Ga and In as dominating shallow impurities. The experimental set-up was 
the same as described in ref. 10. For a carefully chosen PCI a real spectrum 
is shown in Fig. 5a and a modulus spectrum in Fig. 5b, both spectra originating 
from the same interferogram. Indicated by arrows in the modulus spectrum, two 
ghostlines are clearly visible at wavenumbers 54 and 60 cm , associated with 
the strong lines at 64 and 70 cm respectively. These ghostlines are nearly 
completely absent in the real spectrum. 
ConoluBtons 
If in a two-beam Fourier spectrometer, operated in the step-record mode, 
the travel of the movable mirror is subject to a periodic nonlineanty, every 
spectral element in a spectrum is accompanied by a set of ghostlines. In a 
modulus spectrum, calculated after a complex Fourier transform of the inter-
ferogram, the intensity of the ghostlines is only dependent on the amplitude 
of the nonlinearity and the wavenumber of the spectral element. In a spectrum 
obtained by applying a cosine Fourier transform after symmetrizing the inter-
ferogram this intensity is also dependent on the position of the centre of the 
interferogram. This dependence has been examined theoretically and verified 
experimentally. It has been shown that an appropriate choice of the position 
of the centre of the interferogram, together with the use of a cosine Fourier 
transform for symmetrized interferograms, offers a method of reducing the 
intensity of the ghostlines considerably in practice. 
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CHAPTER 2: SEARCH FOR FRACTIONAL CHARGE IMPURITIES IN SEMICONDUCTORS WITH 
PHOTOTHERMAL· IONIZATION SPECTROSCOPY 
Abstract 
This article deals with the detection of possible Fractional Charge 
Impurities (FCI's) in semiconductors with photothermal Ionization Spectroscopy 
(PTIS) at low temperatures. Analytical formulas are given for the PTIS signal 
strength and the minimal concentration of impurities, detectable with PTIS, 
both for majority FCI's and normal shallow majority impurities. Account has 
been taken of semiconductor material constants, as well as temperature, back-
ground radiation and degree of compensation. The experimental set-up used for 
a search for FCI's with PTIS on a p-type germanium sample is described. From 
the absence of a PTIS signal, originating from FCI's, it is concluded that 
11 3 
this sample contains less than 1.5x10 acceptor-like FCI's per cm (corres-
-14 
ponding to a free quark density of 5x10 quarks per nucleón). It is shown 
7 3 
that, with the experimental configuration used, down to 10 FCI's per cm , if 
present, can be detected. Modifications to the experiment are proposed which 
lower this limit with a factor of at least 100. 
37 
3.J. Introduation 
In 1964 Geli-Mann and Zweig independently suggested that particles 
with fractional charges might be the basic constituents of nucléons. These 
particles were christened "quarks" by Gell-Mann. Since then numerous searches 
-ted. 
.[5] 
for quarks have been report For a review see for example Kim , Jones 
and Marinelli and Morpurgo 
In 1977 LaRue, Fairbank and Hebard reported the first successful 
observation of third-integral charges. The technique applied was a modification 
[7] 
of the original Millikan oil-drop experiment . A superconducting niobium ball 
was suspended magnetically between two horizontal capacitor plates at liquid 
helium temperature. The position of the ball was sensed with a SQUID magneto-
meter and the charge of the ball could be changed at will by movable S and В 
emitters. The electric charge of a ball could be deduced by measuring its 
position response to an alternating electric field between the capacitor 
plates. After their publication suggestions in the literature about possible 
systematical errors were ruled out by additional measurements, confirming their 
[8] 
original results . But up to now they are the only group that claims to have 
observed fractional charge. Therefore it may be desirable to check their 
results in a different environment. 
It is well known that an isolated atom, consisting of an electron and a 
nucleus with charge Ze (-e is the charge of an electron) exhibits a hydrogen-







where m is the rest mass of an electron, ε the permittivity of free space and 
h is Planck's constant, divided by 2π. A similar situation arises in a semi­
conductor, when an electron (or hole) is bound in the Coulomb field of a 
localized donor (or acceptor) impurity. According to the Effective Mass Theory, 
originally developed by Kittel and Mitchell and Kohn and Luttinger , one 
can attribute a hydrogenlike energy level scheme to this situation with an 
ionization energy E. given by 
E i Ζ = ? · ^ · Ε η 7 ' <2> 
ι, ¿ m 2 ο,Ζ 
гв 
since one has to take into account an effective mass m* and a relative 
dielectric constant E. The associated Bohr radius is enlarged by a factor 
— • ε with respect to that of a hydrogenlike atom. In this context Ζ denotes 
m* 
the difference in valence of the donor (acceptor) impurity and the atoms of 
the host material. In germanium for instance this leads to an ionization 
energy of about 10 meV for shallow (i.e. Z=l) donors and acceptors, a value 
more than a thousand times smaller than the ionization energy of a hydrogen 
atom (13.6 eV). 
In 19Θ0 Chaudhun, Coon and Derkits suggested the possible existence 
of Fractional Charge Impurities (FCI's) in semiconductors. An example of an 
acceptor-like Z=l/3 or 2/3 FCI is a quark-nucleon complex, consisting of one 
or two negative quarks bound to the nucleus of a semiconductor host atom. One 
or two negative quarks, bound to the nucleus of a shallow donor, give rise to 
a Z=2/3 or 1/3 donor-like FCI respectively. Analogous with normal shallow 
donors and acceptors, the donor- and acceptor-like FCI's bind an electron or 
hole respectively. These FCI's exhibit donor- or acceptor-like energy level 
2 
schemes, with binding energies reduced by a factor Ζ (and the splitting of 
4 
ground-state levels reduced by a factor Ζ ), with 2=1/3 or 2/3. As an illustra­
tion, Fig. 1 shows the energy level schemes for acceptor-like FCI's and the 
shallow boron acceptor in germanium. The binding energies of the FCI's are 
deduced from those of the boron acceptor by means of equation (2). The notation 
for the energy levels has been taken from the corresponding spectral transition 
[12] lines, as given by Haller and Hansen 
[111 
Chaudhun, Coon and Derkits also discussed the possible existence of 
substitutional or interstitial FCI's in germanium. According to them, substi­
tutional FCI's may be formed during crystal growth from the melt or zone re­
fining, assuming these FCI's also show up segregation. In view of the high 
rates of diffusion of H, He and Li in common semiconductors, small intersti­
tial FCI's could be introduced from FCI-nch contiguous matter by standard do­
ping and drifting techniques. 
Photothermal ionization spectroscopy (PTIS) has proved to be a very sensi­
tive technique to detect extremely low concentrations of shallow donors and 
acceptors. This technique, also called photoelectric spectroscopy, was origi-
[13] 
nally developed by Lifshits and Nad' in 1965 . Extensive reviews of this 
technique and its application to ultra-pure germanium have been given by Kogan 
[14] [15] 
and Lifshits , and Haller, Hansen and Goulding . Whereas conventional 
13 -3 
absorption spectroscopy fails to detect impurity concentrations below 10 cm , 
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Fig. 1: Energy level schemes for tuo acaep tor-like PCI's and a normal shallow 
acceptor in germanium. The nomenclature has been taken from ref. 12. 
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to 10 cm 
For that reason it seems a very straightforward idea to start a search 
for FCI's with PTIS. PTIS has the advantage that it can also give a value for 
the concentration of FCI's, if present. A Millikan-like experiment, however, 
can only prove the existence of quarks. In section II and III we present the 
theory behind PTIS and discuss the modifications needed for its application to 
the detection of FCI's. In section IV we show the experimental arrangement 
necessary for PTIS and give the results of a search for FCI's in one particular 
sample. In section V we shall calculate the lower limit on the concentration 
of detectable FCI's with this particular experimental set-up. In addition we 
shall discuss the modifications of the experimental arrangement, which will 
enable us to detect FCI's with the same sensitivity as quarks were detected in 
the successful experiment of LaHue, Fairbank and Hebard. 
3.11. The aritiaal aonaentration Β/α 
PTIS is a spectroscopic technique which measures the change in electrical 
conductivity of a semiconducting sample, caused by a change in number of free 
electrons (holes) in an energy band due to ionization of a donor (acceptor) in 
a two-step process. The bound electron (hole) is raised from the ground state 
to an excited state by the absorption of a photon and is subsequently thermally 
promoted into the conduction (valence) band. The PTIS spectrum of an impurity 
consists of a series of photoconductivity peaks, situated on the low-energy 
side of a broad continuum. This continuum originates from direct optical 
ionization of a donor (acceptor). 
Detailed understanding of the PTIS signal formation first of all requires 
knowledge of the occupation of the ground state of impurities. Moreover, the 
number of equilibrium free carriers in the band should be known, as well as 
the time response of this system of free carriers after the injection of addi­
tional free carriers. The relevant processes depend on temperature, background 
radiation and degree of compensation. 
Consider a semiconductor with free carrier concentration η and one type 
of majority impurity with concentration N. Let N and N denote the concen­
tration of neutral and ionized majority impurities respectively and KN the 
concentration of compensating minority impurities, where К is the degree of 









1 ' г 
/ 
/ . I . I 
г ι ι ι 
κ = ο 
Κ = 0 999 
1 _ Ι 1 1 ι 
ίο' ίο'* ι ίο' ю" ю
0 
Ν/(ρ/α) 
Έ-ig. 2: Normalised oooupation of the ground state of a majority impurity as a 
funation of N/'(Ъ/а.) for the situation of one type of majority 







I - 1 
1 ' 1 
V 4 
•I 1 1 1 I 1 
V 
V V 
K = 0 
κ = οιοο 
K = 0 400 
K = 0 999 
1 , 1 
\ V \ V 
\\4 
\ Ч \ 4 \ \ \ \ -
\ \ \ X ^ 
\ Ч^ \ 1 1 _ . IL . \ \ 
N/(p/a) 
Fig. 3: Normalized concentration of free majority carriers as a function of 
Ν/(β/α) for the situation of one type of majority impurity for 
several degrees of compensation. 
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dn . ,,ο „ι 
— = β·Ν - α.η·Ν dt 
dn dN^ _ dN^ ; 
dt = ~ dt "dt 
(3) 
Неге В is the coefficient of impurity ionization by thermal phonons and by 
background radiation, expressed in units sec and a is the trapping rate 
3 -1 
coefficient in units cm sec . In equilibrium expressions can be derived for 
Ν , N and n, containing terms Κ, N and β/α only. This can be done by using 
the obvious relation N = Ν + Ν , the condition of electrical neutrality 
Μ = η + KN and — = 0 because of the equilibrium situation. The resulting dt 
normalized concentrations N /[N(l-K)] and n/[N(l-K)] are shown in Figures 2 
and 3 respectively as a function of the dimensionless constant N/(S/a) for 
several values of K. These figures show that the quantity Β/α, having dimen-
_3 
sions cm , acts as a critical impurity concentration: For impurity concen­
trations N much higher than Β/α almost all majority impurities are in the 
ground state (except those which are ionized because of the presence of com­
pensating minority impurities) and hence the concentration of free carriers is 
very low. For impurity concentrations well below this critical concentration 
Β/α nearly all majority impurities are ionized and η approaches its maximum 
value N(l-K). 
The quantity β/α also acts as a critical concentration for the strength 
of the PTIS signal; therefore we will study β/α in detail. Subsection A deals 
with the case that the influence of the background radiation on the degree of 
ionization of the majority impurities is negligible and β/α is only determined 
by thermal ionization. Subsection В deals with the opposite. 
A. Thermal ionization 
In this section the influence of background radiation on the ionization 
of the majority impurities is assumed to be negligible with respect to thermal 
ionization at temperature T. Although for this case В and α can be evaluated 
TIRIVI Гтя"1 
separately ' , there also exists one simple expression for β/α : 
i],Tl - 2 • 2*m«kT
 3 / 2 Ei,Z k T . (4) 
α
 Ζ * h 2 
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Fig. 4: Temperature dependence of the eritioal concentration for the situation 
of one type of '¿=1/1, 2/Z and 1 acoeptor-like majority impurity in 
germanium for the limiting cases of thermal ionization and ionization 
by background radiation. 
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Here g denotes the degeneracy of the ground state of the majority impurity and 
к is the Boltzmann constant. 
The temperature dependence of З/α in case of thermal ionization is shown 
in Fig. 4 for two acceptor-like FCI's and one shallow acceptor in germanium. 
The curves are calculated by taking g=4l m*/m =0.38 and E .,=10 meV, and using 
eq. (2). The temperature range is chosen between 0.5 and 10 К and the values of 
3 —3 11 —3 0/a between 10 cm and 10 cm , since this is the interesting range of 
values, as will appear later on. 
B. Ionization by background radiation 
This section deals with the situation where thermal ionization of the 
majority impurities is negligible with respect to the ionization by background 
radiation. For this situation no simple expression for (Β/α) exists. There­
fore it is necessary to consider β and α separately. We will confine ourselves 
to the case of acceptor-like impurities in germanium. First ßwill be evaluated 
and subsequently a. 
The quantity β is totally determined by the broad-band background radia­
tion, and is independent of temperature. In practice, when applying the PTIS 
technique, always low-pass optical filters are used, thus limiting the range 
of energies of the radiation, reaching the semiconducting sample below a 
maximum energy E . The additional subscript Ζ indicates the possibility 
that one chooses the filtering according to the type of impurity - character­
ized by Ζ - one searches for. 
The quantity β is given by the expression 
τ? 




( Ε ) 
Β
Ζ " ƒ - ^ . F(E) . dE . (5) 
Vz 
Here A is the area of the illuminated surface of the sample and F(E) . dE the 
number of photons per second with energies between E and E + dE, reaching the 
sample. The symbol о
 7(E) denotes the cross section for optical ionization of 
1 , L 
a carrier from the ground state of an impurity, characterized by Z, for light 
with energy E. 
To find an expression for σ
 7(E) in equation (5), we first look at the 
solution of the problem for an isolated one electron atom with a nucleus with 
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Fig. S: Theoretical values for the cross section for optical ionization of a 
shallow acceptor in 
details, see text). 
mpurity in germanium as a function of E/E. (for 
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charge Ze. For such an atom the cross section is an explicit analytic formula, 
2 
expressed in units of a , a being the Bohr radius of the ground state of the 
0 0
 [19] hydrogen atom (see e.g. Sobel'man ). This expression exhibits the 
_ [19] property 
^ . Z ^ i . Z ^ ^ - i . l ^ i . l ' · <β> 
Extrapolating Sobel'man's solution for the one electron atom to the case of 
acceptors in germanium, one has to correct for the different Bohr radius of 
the ground state of an acceptor as well as for the fact that one deals with a 
dielectric. In Fig. 5 the solid curve represents this extrapolation as a 
function of E/E . As noticed by Kogan and Polupanov , experiments revealed 
a quite different E/E -dependence for σ , but a correct value for E=E 
1,1 1,1 1,1 
They recalculated the cross section, using the detailed forms of the wave-
functions of the acceptors and of the light and heavy hole valence band. The 
results of their calculations for the shallow boron acceptor in germanium are 
also shown in Fig. 5, indicated by crosses. Fortuitously Kogan and Polupanov's 
calculations can be described with an (E/E ) -dependence, when ignoring the 
detailed structure below E/E =1.2, as illustrated in Fig. 5 by the dashed 
line. Hence we obtain 
for the energy dependent cross section of acceptors in germanium in a very 
-14 2 good approximation, the factor f being about l.xlO cm . 
Assuming the background radiation consists of (room temperature) black-
body radiation, F(E) . dE is given by 
E2 
F(E) .dE = C .
 i 7 ^ , (8) 
e
 e
 - 1 
-3 -1 
where С is a quantity in units of Joule sec , depending on the experimental 
arrangement, and Τ the temperature of the blackbody. For the range of energies 
of interest here, we can approximate the denominator in equation (8) by E/kT , 
and F(E) . dE is simply proportional to E. With this approximation equations 




Fig. 6: Temperature dependence of the theoretical values for the capture 
cross section of holes for shallow acceptors in germanium. 
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Our next step is to consider the trapping rate coefficient a. We will use 
[17] 
the results of Abakumov, Perei' and Yassievich , who used an improved 
[21] 
version of the original cascade theory of Lax . In this cascade model the 
capture of a carrier occurs through a continuous fall of the carrier in 
energy space from band-state levels with positive energy into higher impurity 
states with negative energies. It is assumed that the energy relaxation of the 
carrier during its fall is entirely due to interaction with acoustic phonons. 
A carrier is considered to be practically bound if it has descended into an 
impurity state with a binding energy greater than kT. This model also takes 
into account that a carrier cannot lose all its kinetic energy in the emission 
of a single acoustic phonon because of the laws of conservation of energy and 
momentum. 
[17] 
The expression for the temperature dependence of α contains several 
parameters, depending on the semiconductor material and type of charge 
carriers, such as e, m* and, because acoustic phonons are involved, the velo­
city of sound, and the mean free path of the carrier. It shows the property 
a
z
 = Z 3 .a 1 . (10) 
The temperature dependence of a for shallow acceptors in germanium is shown 
in Fig. 6, where we used parameter values given in reference 17. This tempera­
ti?] 
ture behaviour is also confirmed by experiment 
Several factors, however, can influence this T-dependence for о . Such 
factors are the overlap of impurity states at high impurity concentrations, 
the freezing out of recombination centres by the formation of donor-acceptor 
dipole pairs and the capture of carriers in potential wells because of poten­
tial fluctuations. Nevertheless, in ultra-pure germanium these factors are 
[17] 
unimportant at temperatures above 0.5 К , just as the possible influence of 
[22] 
optical phonons . The most serious factor is the application of an electric 
field, necessary for recording PTIS spectra. An electric field distorts higher 
levels of impurity states and causes extra heating of carriers, but in ultra-
pure germanium these effects are small for electric field strengths lower than 
Г23І 100 mV/cm at temperatures above 0.5 К 
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Having considered β and α separately, we can write down the important 
relation from equations (9) and (10): 
J^ max,Ζ " ι,Ζ / в | ^^ 
Z 3 "Emax,l - Ει,1 ' \ Ί ΐ 
Thus knowing (ß/α) for ionization purely by background radiation for 
shallow acceptors, θ/α for acceptor-like FCI's simply follows from this equa­
tion. As will appear in the next section, a low value for (β/α) enhances the 
PTIS signal strength. Because of equation (2), the optimal cut-off energy, 
when searching for FCI's, is much lower than when searching for shallow 
acceptors. Regarding the optical cross section, shown in Fig. 5, the optimal 
choice is when E „ i s about 2E 
max,Ζ ι,Ζ 
Figure 4 shows the temperature dependence of (0/a) in case of ionization 
by background radiation for different values of Z. For the determination of 
3 -1 the (Β/α) curve we used 6=5x10 sec (see appendix at the end of this 
article) and α according to Fig. 6. The curves for Z=l/3 and 2/3 were calcu­
lated by assuming that optical filtering was used with E
 7
=2E 
ШЭ.Х f ¿I 1 f Zi 
3.III. PTIS signal formation 
With PTIS one essentially measures the change in concentration of free 
carriers in the band, Δη, with regard to the equilibrium concentration of free 
carriers, n, as a function of the energy of the light irradiated onto the 
semiconducting sample. In practice this can be done in two fundamentally diffe­
rent ways: measuring the changes in voltage across the sample, using a constant 
current source, or measuring the changes in current, using a constant voltage. 
An elementary analysis demonstrates that both methods basically measure the 
quantity Δη/η. By considering this quantity, the PTIS signal will be analyzed 
for a semiconductor with one type and with two types of majority impurities 
respectively. In addition an explicit expression will be given for the minimal 
concentration of impurities, which can be detected with PTIS for a semiconduc­
tor with one type of majority impurity. 
Consider a semiconductor with one type of majority impurity. If the number 
of impurities is very low, the flux of photons can be regarded as constant 
throughout the sample and mutual shielding of impurities can be neglected. 
Assuming monochromatic radiation (apart from broad-band background radiation, 
50 
if present) is incident on the sample with energy E and with intensity 1(E), 
[14 24] 
then Δη/η is given by ' 




^ = ¡-i . ^ , (12) 
where τ is the lifetime of the non-equilibrium earner. 
This equation indicates that the dependence on temperature and on back­
ground radiation of Δη/η occurs via the quantity (Ν τ)/η. To illustrate this 
we will evaluate the dependence of the dimensionless quantity (8N τ)/n - being 
proportional to Δη/η - on β/α. The quantities N and η in (0N τ)/η have al­
ready been considered before. The non-equilibrium lifetime τ is defined as the 
time response of the system of free carriers, after the equilibrium is dis­
turbed by an additional number of free carriers. By means of equation (3), an 
expression for τ can easily be obtained by using a linear relaxation-time 
approximation. Figure 7 shows the resulting dependence of (βΝ τ)/η on the 
dimensionless quantity N/(B/a). This figure demonstrates the remarkable pro­
perties and strength of PTIS. The different behaviour of the curves for 
Ν/(β/α) >0.1 basically originates from the strong dependence of η and τ on the 
degree of compensation К m this region. If Ν » β/α, the signal strength 
(BN Τ)/η becomes independent of N/(B/a) and the degree of compensation K. For 
K^O, the PTIS signal strength is even twice as large as the corresponding 
PTIS signal for K=0. With conventional absorption spectroscopy, however, the 
signal exhibits a linear dependence on impurity concentration. 
Now consider a semiconductor with two types of majority impurities, deno­
ted by 1 and 2 respectively. For this situation we want to be able to deduce 
the relative concentration Ν /N from the measured PTIS spectrum. Therefore 
assume that the semiconducting sample, apart from possible background radia­
tion, is irradiated with monochromatic light with energy E and intensity 
1(E) , which ionizes impurity 1 and which causes a signal Δη /η. Assume the 
same for impurity 2. Under the condition that the system is only slightly dis­
torted by this additional radiation, we can write down the following formula 
[14] 
for the relative signal strength 
ЛП1 Nl 4 I ( E 1 ) ^ 2 ! ^ / N > / 2 
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of majority impurity as a function of Ν/($/α.) for several degrees of 
compensation. 
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If minority impurities are present with concentration Ν , they are preferably 
с 
compensated by carriers originating from the majority impurities with the 
lowest ionization energy. If e.g. impurity 1 and 2 denote an FCI and a normal 
shallow impurity respectively and if N < N , the consequence is that N =0 and 
hence these FCI's cannot be detected by PTIS at all. 
We will now determine the minimal detectable concentration of impurities 
N for a semiconductor with one type of majority impurity. We assume an 
impurity can be detected by PTIS, if its corresponding signal-to-noise ratio 
exceeds 1. At low impurity concentration the Johnson noise is dominated by the 
[24] generation-recombination noise . Assuming we are in the low concentration 
area where N is proportional to N/(B/a) (see Fig. 2), Ν , corresponding to 
[24] m l n 
a SNR=1, is given by 
N (Z) 
mm 
i l 2A ι ; v ^ .
 пл
. 
a l z 'I(E) ·σι z ( E ) 'I V(1"K) ' 
Here V is the volume of the sample and Af denotes the frequency bandwidth of 
the amplifier. 
3.IV. Experimental search for FCI's Wbth PTIS 
In this section we will describe an experimental search for FCI's on an 
ultra-pure germanium sample with PTIS. For that purpose we used the experi­
mental set-up, shown in Fig. 8. The FIR light, produced by a Grubb Parsons 
Michelson interferometer, enters the lightpipe via a black polyethylene window, 
which blocks out all visible and near-infrared radiation. From there it passes 
through a cooled crystalline quartz filter with cut-off energy 220 cm into 
a semisphencal, integrating cavity. The sample is clamped onto the base of 
the cavity and its temperature can be raised above the temperature of the sur­
rounding helium bath by means of a heater. Using the electric circuit, shown 
in Fig. 8, photoconductivity interferograms are recorded with phase-sensitive 
detection techniques and subsequently founer-transformed and a PDP-11 compu­
ter. 
The investigated sample was p-type material with net impurity concentra­
li -3 
tion N - N = 2x10 cm and with a degree of compensation of about 0.4, 
containing boron as the dominating majority impurity. In order to avoid 
thermal ionization of possible FCI's and hence a reduction in the PTIS signal 
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(see sections II and III), the spectra were recorded at low temperature, 1.2 К 
being the lowest temperature which can be achieved with the given experimental 
arrangement. 
Figure 9 shows two PTIS spectra of this sample, measured at temperatures 
1.2 К and 2.0 К respectively. Also indicated are the transitions belonging to 
the shallow Z=l boron acceptor and the expected positions of the transition 
lines of the Z=l/3 and 2/3 acceptor-like FCI's, using the energy level schemes 
of Fig. 1. There is no evidence for a photoconductivity signal, originating 
from Z=l/3 or 2/3 acceptor-like FCI's, above the noise level. Using this nega­
tive result, we want to derive an upper limit on the concentration of Z=l/3 or 
2/3 acceptor-like impurities in this particular sample. 
In the preceding section it was demonstrated that an FCI concentration 
lower than the concentration of compensating impurities would explain the ab­
sence of a PTIS signal, originating from FCI's. For this sample this would 
11 -3 
yield an upper limit for FCI's of 1.3x10 cm . In principle it is possible, 
however, that the concentration of FCI's exceeds the concentration of compen­
sating impurities, but that the corresponding PTIS signal is below the noise 
level visible in Fig. 9. This possibility can be numerically analyzed by means 
of equation (13), by assuming that e.g. impurities 1 and 2 denote acceptor­
like FCI's and shallow Z=l impurities respectively. This yields new upper 
11 -3 11 -3 
limits of 1.5x10 cm and 1.6x10 cm for Z=l/3 and 2/3 acceptor-like 
impurities respectively. Together with equations (7) and (10), we used the 
form of the spectral intensity distribution of the radiation from the inter-
Г 26Ί 
ferometer, as determined by Van der Werf , and we assumed that nearly all 
shallow impurities are in the ground state. 
3.V. Minimal detectable aonaentration of FCI's by PTIS 
In this section we want to discuss the limits of the detectable concen­
tration of FCI's by PTIS. First this will be done for the typical experimental 
arrangement as described in the preceding section. At the end of this section 
we will discuss possibilities to lower this limit. 
If we want the FCI's to be detectable by PTIS at all, the concentration 
of majority FCI's should exceed the concentration of compensating impurities. 
If this condition is fulfilled, the minimal detectable concentration N is 
m m 
determined by the generation-recombination noise, originating from transitions 
of carriers from and towards the majority FCI. The extra presence of shallow 
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Table 1: Minimal detectable concentrations of normal acceptors and FCI's with 
3 ' 3 
in p-type germanium for several temperatures under 
experimental conditions, described in section Z.IV. 
Τ 
(Kelvin) 
N . (Z=l) 
min _ 3 
(cm ) 
N . (Z=2/3) 
mm _ 
(cm ) 






4 χ 10 
6 χ 10 6 
1 χ 10 7 
6 χ 10 
9 χ 10 6 
1 χ 10 7 
3 χ 10 
3 χ 10 8 
3 χ IO 1 1 
Photoconductive response (arb units) 
Z = Z/3 
г-.Уг 
Г г г о к 
7·=12Κ 
10 20 30 40 50 60 70 ΘΟ 90 100 110 120 
Wave number (cm"1) 
Fitj. 9: Heasured photoconductivity spectrum of a mono crystalline germanium 
sample ( Ид-М = 2-x.lO11 cm'3, К = 0.4 ) at 1.2 and 2.0 Kelvin. 
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For this situation N for Z=l/3, 2/3 and 1 acceptor-like impurities is 
m m 
Z=l majority impurities leads to additional generation-recombination noise. 
The application of an absorption filter with a cut-off energy E well below 
E will reduce this additional noise to a large extent. If, moreover, the 
1 » 1 
temperature is chosen low enough, all shallow majority impurities can be con-
sidered to be in their ground state. Under these conditions the problem of 
finding N is reduced to that for a semiconductor with one type of majority 
m m 
impurity, which was dealt with in section III. 
 
calculated for three different temperatures, the result of which is given in 
2 
Table 1. Here, in equation (14), we used the typical set of parameters A=l cm , 
3 
V=l cm , K=0.5 and ¿f=0.1 Hz. For each value of Ζ the additional monochromatic 
light was assumed to have an energy E=E and an associated photon flux I at 
1
 -1 Г25І 
that energy, typical for our spectrometer within a bandwidth of 1 cm 
The values for σ and α were taken from Figures 5 and 6, taking into account 
their particular Z-dependence. From Fig. 4 the highest of two possible values 
for Β/α was chosen, corresponding to the dominating ionization mechanism, 
thermal or by background radiation, for a certain value of Ζ and T. 
The values for N , given in Table 1, have to be considered as to give 
m m 
only an order of magnitude, in view of the approximations made. For Z=2/3 and 
I N is determined by ionization by background radiation. For Z=l/3 and 
m m 
temperatures above 1 K, however, N is determined by the process of thermal 
m m 
ionization. For the situation where background radiation is the dominating 
cause of ionization all values of N have the same order of magnitude, which 
min ft 
is surprising in view of the different Z-dependence of the components of 
equation (14). We can conclude that at temperatures that are low enough 
7 
- under the conditions outlined above - one should be able to detect about 10 
3 
acceptor-like majority FCI's per cm in germanium with PTIS, using a conven­
tional Michelson interferometer. In view of the similar behaviour of shallow 
donor impurities this should also apply to majority donor FCI's. 
If one believes that the successful observation of third integral charge 
in little niobium balls at helium temperatures by LaRue, Fairbank and Hebard 
was caused by one free quark only, this corresponds to a free quark density of 
-20 
about 2x10 quarks per nucleón. Assuming the same quark density in Ge, this 
4 3 
would correspond to 6x10 FCI's per cm . Therefore it would be preferable to 
7 
lower the limit of 1x10 detectable FCI's with PTIS. 
Ultra-pure germanium, probably the purest substance produced by man, can 
easily be produced nowadays with shallow impurity concentrations down to 
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1 η "Ч Γ1 R1 
10 cm , but going to lower concentrations one meets technical problems 
In view of this it would be preferable to relax the condition that the concen­
tration of majority FCI's should exceed the concentration of minority impuri­
ties if one wants to be able to detect the FCI's with PTIS. This can be 
achieved by illuminating the semiconductor sample continuously with additional 
intrinsic light, i.e. radiation containing energies greater than the gap energy 
of the semiconductor. A fraction of the minority impurities will return to the 
ground state again. This means that the minority impurities, and thus also 
minority FCI's, if present, can also be detected by PTIS! Moreover, a fraction 
of the formerly ionized majority FCI's becomes detectable by PTIS. Application 
of intrinsic light, however, gives rise to additional noise, due to electron-
hole recombination and also influences the free carrier lifetime, making a 
new estimate for N . too complicated. 
min 
At very low temperatures the values of N . are determined by the inten-
min 
sity of the background radiation. The application of a broad-band optical 
filter, which attenuates the intensity of the background radiation for energies 
around E. , reduces the value of Β/α, associated with background radiation. 
ι, л 
This, however, does not alter N . , since also 1(E) reduces proportionally. 
min p 2 6, 
Additional application of a FIR laser or e.g. a harmonic generator , which 
results in much higher photon fluxes 1(E), can lead to detectable concentra-
5 -3 
tions of FCI's of 10 cm or lower. 
3.VI. Conolusions 
We can conclude that the Photothermal Ionization Spectroscopy (PTIS) 
technique is a very useful tool for the detection of possible Fractional 
Charge Impurities (FCI's) in semiconductors. From the absence of a PTIS signal, 
originating from FCI's in a p-type germanium sample, we conclude that this 
11 3 
sample contained less than 1.5x10 acceptor-like FCI's per cm . If the number 
of compensating impurities is smaller than the number of FCI's, PTIS can detect 
7 r> 
down to 10 FCI's per cm·3 - if present - with the experimental arrangement used, 
including a FIR Michelson interferometer. The application of intrinsic light, 
which releases the condition concerning compensating impurities, and the use 
of a FIR laser source can lower the concentration of detectable FCI's with a 
factor of at least 100. 
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Appendix: Determination of a numerical value for β 
In germanium the concentration of ionized impurities N at temperatures 
below 10 К is in principle determined by three factors: the concentration of 
compensating impurities KN, thermal ionization and ionization by background 
radiation. In this appendix a numerical value for β will be derived for the 
situation that N , apart from its dependence on KN, is mainly determined by 
the intensity of the background radiation. This will be done for the experi­





 and K=0.4. 
For this purpose we determine the free carrier concentration η at 4.2 K, 
by measuring the resistance R of the sample and using the relation 
ε 
η = G/(eyR ), where μ is the mobility for holes and G a geometrical factor. 
From G=0.95 cm" for this sample, R =640 Ω and w=l.lxl0 cm V sec" at 
8 - 3 S 4.2 K, one obtains n=4.4xl0 cm . From Fig. 4 one can see that this corres-
8 —3 
ponds to β/α=5χ10 cm . Using the value for α at 4.2 K, obtained from Fig. 6 
3 —1 
this finally leads to 8=7.5x10 sec 
In our experimental arrangement we used a crystalline quartz filter with 
a cut-off energy E =27 meV. For this experimental situation E ,=2.6 Ε. ,, 
max max.l ι,1 
using the ionization energy 10.5 meV for the boron impurity. Therefore 
3 -1 
β=5χ10 sec for E =2E. (see equation (9)). Regarding the approxima-
ГПЭХ ) χ 1 ρ X 
tions we feel this value to be right within a factor of 2. 
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CHAPTER 4: FAR-INFRARED PHOTOTHERMAL IONIZATION SPECTROSCOPY IN THE 
PRESENCE OF INTRINSIC LIGHT 
Abstract 
The equilibrium distribution of electrons and holes over shallow impurity 
states and energy bands of an ultra-pure semiconductor is studied for the 
situation where the semiconductor is continuously illuminated with intrinsic 
light (i.e. radiation with energies of the order of the gap-energy of the 
semiconductor). The response to additional injection of free minority or 
majority charge carriers into the energy bands - caused by photothermal ioniza-
tion of minority or majority impurities respectively - is separately investi-
gated. The equilibrium and the response have theoretically been analyzed by 
means of a description with a set of rate of change equations. This analysis 
explains the usually observed behaviour that photothermal ionization of 
minority impurities in ultra-pure germanium under continuous illumination with 
intrinsic light gives rise to a decrease in electrical conductivity. The 
measured time-evolution of the change in conductivity of an ultra-pure germa-
nium sample after the start of the photothermal process revealed a slow 
{- 5 msec) change, connected with minority impurities only, as well as a fast 
(<0.5 msec) change. The slow response time has been associated with the 
-12 3 -1 
electron-hole recombination time, yielding a value 5x10 cm sec for the 
electron-hole recombination constant. It is demonstrated that in photothermal 
ionization spectroscopy, when using phase-sensitive detection techniques by 
means of a lock-in amplifier, such a simultaneous presence of a fast and a slow 
(i.e. of the order of magnitude of the chopping times applied) change in 
conductivity can cause artefacts in the spectra. 
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4.1. Introduction 
In the early seventies ultra-pure semiconductor single crystals became 
available with net electrically active impurity concentrations of about 10 
3 
per cm . At this high purity the wavefunctions of shallow donors and acceptors 
are localized to an extremely high degree and do not overlap those of neigh­
bouring impurities, hence the associated energy levels are very sharp. Shallow 
impurities in these ultra-low concentrations can only be identified with 
[1,2] 
Photothermal Ionization Spectroscopy (PTIS) , since conventional absorption 
13 -3 
spectroscopy fails to detect impurities with concentrations below 10 cm 
The PTIS technique is used to measure changes in electrical conductivity 
of a semiconducting sample, caused by changes in the number of free electrons 
(holes) in an energy band, due to ionization of a donor (acceptor) in a two-
step process. The bound electron (hole) is raised from the ground state to an 
excited state by the absorption of a photon and is subsequently thermally 
promoted into the conduction (valence) band. The PTIS spectrum of a particular 
impurity consists of a series of sharp photoconductivity peaks, situated on the 
low-energy side of a broad continuum. This continuum originates from direct 
optical ionization of a donor (acceptor). The radiation involved in the ioni­
zation of the impurities is hereafter referred to as extrinsic light. With PTIS 
the positions of the energy levels of the excited electronic states in a high-
purity sample can be determined very accurately because of the sharpness of the 
associated photoconductivity peaks. Therefore PTIS is a very sensitive tech­
nique for the study of the influence of e.g. uniaxial stress ' ' or a mag-
Γ6 7l 
netic field ' on the energy level schemes. One can also investigate the 
second step of the photothermal process itself from the temperature dependence 
of the intensity of the photoconductivity peaks ' 
At low temperatures and in the absence of intrinsic light - i.e. radiation 
which excites electrons directly from the valence band into the conduction 
band, also called band-edge light - all minority impurities are ionized because 
of compensation, a fraction of the majority impurities is in the ground state 
and only free majority charge carriers are present. When intrinsic light is 
applied, creating free electrons and free holes at the same time, also free 
minority charge carriers are present and a fraction of the minority impurities 
returns in the ground state due to the capture of the generated minority charge 
carriers. A new equilibrium situation is achieved in the distribution of 
electrons and holes over the impurity states and energy bands, governed by four 
64 
competing processes: 
1. The release of free majority (minority) charge carriers from the ground 
states of majority (minority) impurities into the associated energy bands 
by thermal ionization or ionization caused by extrinsic background radia­
tion. 
2. The capture of free majority (minority) carriers into the ground state of 
majority (minority) impurities by the cascade mechanism. 
3. The simultaneous generation of free electrons and free holes by absorption 
of the intrinsic light. 
4. The reduction in the number of free holes and free electrons because of the 
electron-hole recombination process. 
Since a fraction of both types of impurities is in the ground state, both 
minority and majority impurities can be ionized by the photothermal process. 
Therefore PTIS can be used to investigate this equilibrium distribution by 
separately studying its response to small injections of free minority or free 
majority charge carriers into the energy bands. 
In PTIS spectra obtained with an ultra-pure germanium sample under conti­
nuous illumination with intrinsic light the photoresponse from majority impu­
rities always corresponds to an increase in electrical conductivity, whereas 
the photoresponse from minority impurities usually reveals a decrease in 
conductivity (see e.g. references 10-13). Spectra recorded in our laboratory, 
however, exhibited a quite strange behaviour. This is illustrated by Figures 1 
and 2, showing the photoconductive response of both donor and acceptor impuri­
ties in a germanium sample. The spectra were recorded by means of a far-infra­
red Hichelson interferometer, a source of extrinsic as well as intrinsic radia­
tion. The spectra in Figures 1 and 2 are obtained by means of a lock-in ampli­
fier using amplitude modulation at 16 2/3 Hz and phase modulation at 90 Hz 
respectively under otherwise - apart from temperature - equal experimental 
conditions. In Fig. 1 the spectrum recorded at 8.5 К shows the usually observed 
behaviour where the acceptor and donor impurities contribute to the electrical 
conductivity with opposite sign. In the spectrum recorded at 6 К and in the 
spectra shown in Fig. 2 the photoresponse of both acceptors and donors reveals 
an increase in conductivity. Since at the high purity involved processes such 
as the electron-hole recombination can become rather slow, of the order of 
magnitude of the chopping times used, we suspected the electronic detection 
technique itself to be responsible for these effects. In the literature the 
negative photoresponse is presumed to be due to the reduction of the total 
6S 
Photoconductive response (arb. units) 
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Fig. 1: Photoaonductivity spectra of a germanium samplet reoorded at 6 and 
8.5 K. The corresponding interferograms are obtained with a Michelson 
interferometer operating with amplitude modulation at 16 2/3 Hz, 
using a lock-in amplifier. The spectral resolution is indicated by 
arrows and the line-positions of the phosphorus donor and of the 
boron and aluminium acceptors are taken from reference 12 and 12 
respectively. 
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Fig. 2: Same as Fig. 1, but поь) recorded at 6 and 8 К and with the interfero­
meter operating with phase modulation at 90 Hz. 
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Charge carrier concentration by rapid recombination, but this phenomenon is not 
well understood up to now ' 
Therefore we decided to investigate the equilibrium distribution of elec­
trons and holes over impurity states and energy bands under continuous illumi­
nation with intrinsic light m more detail by means of the PTIS technique. We 
examined the magnitude and time-response of the PTIS signal, originating from 
majority and minority impurities m ultra-pure germanium, under various experi­
mental conditions. Section II gives a theoretical analysis of the equilibrium 
distribution and its response to photothermal ionization of impurities. Section 
III describes the experimental set-up for time-resolved far-infrared PTIS in 
the msec-region and gives the results, which will be discussed in section IV. 
4.II. The distribution of electrons and holes over impurity states and 
energy bands in a semioonduator 
In this section the distribution of electrons and holes over impurity 
states and energy bands in a semiconductor will be studied, when the semicon­
ducting sample is subject to illumination with both intrinsic and extrinsic 
light. First we will sketch a model for an η-type semiconductor, from which 
one gains insight more easily than from an analysis for p-type material. The 
extension for a p-type semiconductor is straightforward. In practice the ex­
trinsic light is mainly composed of room-temperature background radiation. 
When applying PTIS on a semiconducting sample, the additional extrinsic light 
from the spectrometer is usually only a fraction of the room-temperature back­
ground radiation. Therefore the influence of this spectrometer can be consi­
dered as a small disturbance on the total intensity of the extrinsic light. 
Ue will deal with the resulting photothermal ionization of majority and mino­
rity impurities m the last part of this section. 
Consider an η-type semiconductor containing one type of majority impurity 
with concentration N and one type of minority impurity with concentration P. 
Let N and N (P and Ρ ) denote the concentration of majority donor (minority 
acceptor) impurities, which are in the ground state or ionized respectively. 
Obviously 




 P1 = Ρ . 
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Finally let η and ρ be the concentration of free majority and minority charge 
carriers in the energy bands respectively. 
The model shown in Fig. 3 describes the dependence of the distribution of 
electrons and holes over impurity states and energy bands on intrinsic light, 
extrinsic light and temperature. The rate of change in the population of the 
ground state is given by 
dN dN ο .,ι .0ч 
- :ГГ" = ^ Z - = Β, · Ν - α,·η.Ν (2) dt dt 1 1 
for the majority impurities and 
dP dP „ „o _i ,0ч 
- dt- = ïïr = β2· ρ - V p - P ( 3 ) 
for the minority impurities. Here Β (β?) is the coefficient of majority 
(minority) impurity ionization by thermal phonons and by extrinsic light, 
expressed in units sec and α (αο) l s the trapping rate coefficient for free 
3 - 1 
majority (minority) charge carriers in units cm sec 
The influence of the intrinsic radiation is described by the quantities G 
and R. Here G Is the number of free electrons and free holes per unit volume 
and unit time interval, created in the semiconductor by absorption of the 
intrinsic light and is proportional to the intensity G of the intrinsic 
light. The quantity H denotes the recombination coefficient of free electrons 
and free holes in units cm sec and, being a material constant, is indepen­
dent of G , . Hence the rate of change of majority and minority carriers is 
rel 
given by 
^ = B..№ - a.n.N 1 + G - R.n.p (4) 
at 1 1 
and 
dt = Β 2 · ρ 0 " α 2 · ρ · ρ 1 + G - Η · η · ρ · ( 5 ) 
In equilibrium the left-hand side of equations (2)-(5) is zero. Using the con­
dition of charge neutrality 
(6) 
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3: Diagram of the theoretical model, describing the relevant processes 
for the distribution of electrons and holes over impurity states and 
energy bands, taking into account the influence of temperature and of 
extrinsic and intrinsic light. 
the quantities η, ρ, Ν , Ν etc. can be determined in principle. Since one has 
to solve equations of degree four, the solutions can only be obtained numeri­
cally in general. For low intensities of extrinsic and intrinsic light and low 
temperature, equations (2)-(5) can be simplified considerably by substituting 
N-P for N and Ρ for Ρ . This means that N and Ρ are totally determined by 
the process of compensation. With this simplification η and ρ for the equili­
brium situation can be determined from quadratic equations, yielding 
2V (7) 
Ρ + W 
and 
_ 1 G (Ρ + W) (8) 
P _
 2 ' R ' V 
where we used the definitions 
θ α 
V = -i . (Ν - Ρ) + | . (1 + ττ-Ρ) Oa) 
"i R 02 
and 
W = (Ρ2 + 4 )Уг (9b) 
The distribution of electrons and holes over the impurity states and the 
energy bands does not depend on the quantities S 1, B 9, α , α , G and R sepa­
rately, but only on the quotients β /α , Ъ^/а and G/R. The trapping rate 
coefficients α and α are a function of temperature, but are independent of 
[14] 
extrinsic light . The coefficients S and В are the sum of contributions 
from ionization by thermal phonons and ionization by extrinsic light. Therefore 
the quotients (β./α.) are the sum of a part (β./α.) , only determined by 
thermal ionization and a part (β./α.) , describing the ionization by extrinsic 
light. 
In the usual experimental arrangement for PTIS (ß./α.) is predominantly 
determined by extrinsic room-temperature background radiation, and (β./a.) 
is negligible with respect to (ß./α.) up to a characteristic temperature. 
This enables us to calculate (ß./α.) by experimentally determining η at low 
ι ι ex 
enough temperatures and by solving equations (4) and (5) for the equilibrium 
?1 
Concentration ( c m - 3 ) 
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Έ-ig. 4: The theoretical G/R-dependsnoe of n, p, tr and Ρ from an exact 
numerical calculation (solid curves) and from approximate formulas 
(dashed curves) for B7/a - β,/α = IxlO9 cm~3, N = 2.S-X.1011 cm'3 
and Ρ = 1x10 cm . 
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Situation in the absence of intrinsic light. The quantity η can be obtained by 
measuring the resistance of a semiconducting sample. For the p-type ultra-pure 
germanium sample on which the PTIS measurements were carried out (see next 
section), we determined the resistance at 4.2 K, yielding (3 /a ) =5x10 cm 
for the majority carriers. Here we used the value for the mobility of holes 
taken from reference 15. 
Γ Iß 1 
For (β./α.)., there is an analytical expression, given by 
ι ι th 
/ β. \ „ /2ічп*кт\ - Ε· -ΑΤ 
Неге к and h denote Doltzmann's and Planck's constant respectively, m* (m*) the 
effective mass associated with majority (minority) free carriers, and g (gp) 
and E. , (E. _) the degeneracy and binding energy of the ground state of 
ιοη,Ι ion,2 
majority (minority) impurities respectively. Equation (10) shows that (β. /α. ) 
is a rapidly increasing function of temperature. For germanium (ß./a.) 
8 - 3 ι ι th 
reaches the value of 5x10 cm for a temperature of about 7 К for both i=l and 
i=2 using g =2, g„=4, mi/m=0.12, mi/m=0.38 and E. =E. „=10 meV (m is the 
1 ¿ 1 ¿. ιοη,Ι ion, 2 
rest mass of the electron). 
When applying PTIS on germanium samples one usually chooses temperatures 
between 6 and 8 K. This choice is determined by the demand that the temperature 
is low enough to have a substantial occupation of the ground state of the in­
vestigated impurity, but also high enough for the excited carrier to reach the 
energy band in the second step of the photothermal process. Thus the values of 
β../a and $„Ια at 7 К can be considered as typical values for PTIS in a germa-
9 
nium sample. Finally the assumption that also (β /α ) -(β /α ) yields 1x10 
cm
-
 for both Β,/α., and ßpAip at 7 К. 
Figure 4 shows η, ρ, Ν and Ρ as a function of G/R for a typical germanium 
11 -3 11 -3 
sample (N=2.5x10 cm , P=1.0xl0 cm ) and for a typical experimental situa-
9 -3 
tion (β /α =β la =1x10 cm ). The solid curves represent the results of an 
exact numerical calculation, whereas the dashed curves for η and ρ represent 
results according to equations (7) and (8). The solid and the dashed curves 
•J Q С 
coincide for G/R values up to 10 cm , and deviate for higher values of G/R. 
This deviation is caused by the violation of the assumption N =N-P and Ρ =P, 
as can be seen from the curves for Ρ (=P-P ) and N . For low values of G/R, 
ρ rapidly goes to zero, but η approaches a constant, determined by the equili­






^ — ^ . 
^ ^ ^ /^ ^^S^ 
" " " " ~* -^^ - ^ Nt 
У^ "ν Ч^ 
/ Ч ^ 
// 
/ι 
/ι Ôn / / 
Ô c } / / y 


























1 10" 10 20 10 22 102Α 
G/R(cm-6) 
5: Response of the free charge carrier concentration η and ρ to small 
changes in β-,/α-, (=c1) and ßp/t»p ^=a2^' as a funa^on 0f с / л from ' 
exact numerical calculation (solid curves) and from approximate 
9 -3 11 
formulas (dashed curves) for Β-,/α, - S,/oi9 = 2x20 cm , N - 2.5x10 
cm and Ρ = 1x10 cm . 
the majority impurity and the associated energy band. At high values of G/R 
y 
the curves for η and ρ approach and reach the limiting dependence (G/R) 2 for 
intrinsic material. 
The PTIS spectra are usually recorded with a far-infrared Fourier spectro­
meter. The additional chopped extrinsic light, coming from this spectrometer 
and reaching the sample, is only a fraction of the extrinsic (room tempera­
ture) background radiation. Therefore the influence of the additional extrinsic 
light can be described by replacing β /α by (θ +dß )/α , 1=1,2. 
The influence of far-infrared radiation on η and ρ and hence on the measured 
photoconductivity will be studied by considering the dimensionless quantities 
Эп/Эс and Эр/Эс , where we defined с =ß /α . Just as before, in the case of 
low intensities of extrinsic and intrinsic radiation and low temperature the 
latter quantities can be determined analytically by using equations (7)-(9), 
yielding 
1 V .w 
(13) Эп 
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Э С2 4R 2 с / V2.W 
In Fig. 5 Эп/Эс , - Эр/Эс. , - Эп/Эс,, and Эр/Эс» are shown as a function 
of G/R. The solid curves represent the results of an exact numerical calcula­
tion and the dashed curves the results using equations (11)-(14), for the same 
values of N, P f ß-i/0-, and So/01? a s
 а1 г е а^У used m Fig. 4. For low values of 
G/R formulas (11) and (12) are perfect approximations to the exact solution of 
the model. Formulas (13) and (14), however, fit less well for low values of 
G/R, because Эп/Эс„ and Эр/Эс^ depend strongly on Ρ , which changes over many 
orders of magnitude from 0 towards Ρ for increasing G/R (see Fig. 4). 
A small increase in intensity of extrinsic light - e.g. by extra far-
infrared radiation from a spectrometer - causes additional ionization of impuri­
ties. Figure 5 shows that Эп/Эг is positive, and Эп/Эс„ is negative, and that 
| Эп/Эс | > | Эр/Эс | for 1=1,2. Hence for low values of G/R the model predicts 
?S 
that ionization of majority impurities by additional extrinsic light gives rise 
to an increase in total carrier concentration (n+p), whereas the corresponding 
ionization of minority impurities causes a decrease in (n+p). This is essen­
tially the cause of the positive photoresponse from majority impurities and of 
the negative response from minority impurities, usually observed in PTIS 
spectra. For high values of G/R | Эп/Эс | approaches | Эр/Эс. | for i=l,2 and 
| Э(п+р)/Эс | decreases for increasing G/R. The decrease of |Эп/Зс | and 
| 3p/3c | at high values of G/R LS caused by the reduction of the lifetime of 
additional non-equilibrium carriers, which at high free carrier concentrations 
decreases with increasing concentrations. 
Uhen different types of majority impurities are present, one can infer 
their relative concentrations from the corresponding signal strengths in PTIS 
Г О Q Ί O "I 
spectra, recorded in the absence of intrinsic light ' ' .It could be 
interesting to check if - for our model with one type of majority and one type 
of minority impurity - the relative concentration of minority and majority 
impurities could be deduced from the PTIS spectra in a similar way. Therefore 
we consider the ratio of the magnitudes of the change in (n+p), caused by 
additional ionization of minority and majority impurities respectively. For a 
change of с to с +dc , i=l,2 and for the experimental regime where equations 
(11) to (14) hold, this ratio is given by 
я 
— (n+p) . dc 
Us 2 K . j ^ . ^ . _ p _ . e . ( 1 5 ) 
3 , .
 J 2 dc, N-P R
 v
 ' 
j^- (n+p). dci c 2 1 
Equation (15) shows that this ratio is not a constant, but is proportional to 
to G/R, hence proportional to the intensity G of the intrinsic light. 
4. III. Experiment 
In the preceding section we analyzed the distribution of electrons and 
holes over impurity states and energy bands in a semiconductor under continuous 
illumination with intrinsic light, and the response of this distribution to 
additional injection of majority or minority charge carriers into the energy 
bands. This section will deal with the experimentally determined time response 
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Fig. 7: Schematic diagram of the electronic set-up of the experimental 
arrangement. 
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ionization of majority and minority impurities in ultra-pure germanium. A 
general survey of the hardware of the experimental arrangement, suitable for 
the recording of time-resolved PTIS spectra under continuous intrinsic illumi­
nation is shown in Fig. 6. A far-infrared Grubb Parsons Michelson interfero­
meter (1) provides the additional extrinsic light, while the intrinsic light is 
delivered by an incandescent lamp S- (12). The radiation, coming from the 
Michelson interferometer and the incandescent lamp, is combined by means of 
the mylar beamsplitter (13) and subsequently passes through a cooled crystalline 
quartz filter (10) into a semisphencal, integrating cavity. The sample is 
clamped onto the base of the cavity and its temperature can be raised above the 
temperature of the surrounding helium bath (9) by means of a heater (6) and 
sensed with a thermometer (7). In the Michelson interferometer the radiation 
from source S. is modulated at 16 2/3 Hz by a mechanical chopper (3). A black 
polyethylene filter is used to make sure that no intrinsic light from the 
Michelson interferometer reaches the sample. Photocell Ρ is used to monitor 
the periodic intensity of the chopped far-infrared light. The continuous inten­
sity G of the intrinsic light is sensed by photocell P_ and will henceforth 
rel ¿ 
be expressed in arbitrary units. 
A general lay-out of the electronic system is shown in Fig. 7. The voltage 
drop across the Ge sample is fixed at a constant value V _ via an electronic 
feedback system. The changes in conductance of the Ge sample, caused by the 
chopped far-infrared light, are determined by measuring the resulting changes 
in current through a load resistor in series with the sample. This signal is 
led via a differential amplifier and a low-pass filter to a HINC computer. A 
Control Unit provides the power pulses for the mirror drive MD (see Fig. 6), 
which translates the movable mirror in the Michelson interferometer. After 
each step of the MD, the Control Unit sends a trigger pulse to the MINC compu-
ter, which then starts a measuring cycle. In this cycle the signal is sampled 
during a number of chopping periods of the far-infrared light in equal time 
intervals of 0.75 msec, triggered by photocell P.. (see Fig. 6). The datapomts 
sampled at corresponding times m each period are averaged and finally stored 
on diskettes. After a complete measuring run, lasting several hours, the inter-
ferograms obtained for the separate points of time are sent to a PDP-11 compu-
ter, which has many facilities for the manipulation of interferograms and 
spectra. Spectra are obtained, first by subtracting from the interferogram 
recorded at time t an interferogram sampled in the off-period of the far-infra-
red light just before the start of the next on-period. Subsequently the 
79 




Wave number (cm - 1 ) 
Fig. 8: Set of measured photoconduetivity spectra, showing the time-evolution 
of the PTIS signal after switching on the far-infrared radiation 
under continuous illumination with intrinsic light. The sample was 
p-type Ge with N.-N 11 ~3 2x10 cm and a degree of compensation of 
about 0.4. The spectral resolution is indicated by arrows and the 
line positions of the majority boron and the minority phosphorus 
impurity are taken from reference 13 and 12 respectively. 
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resulting interferogram was symmetrized by phase-correction, using the convo-
[17] 
lution method of Sakai, Vanasse and Forman , and finally a spectrum was 
calculated by applying a cosine Fourier transform. 
11 -3 
The investigated sample was p-type material with N,-N =2x10 cm and 
with a degree of compensation of about 0.4, containing boron and phosphorus 
as dominating majority and minority impurities respectively. Electric contacts 
were made by pressing flat copper disks against two opposite faces of the 
sample, wetted with a Ga-In eutectic. A typical set of PTIS spectra, recorded 
under continuous illumination with intrinsic light with intensity G .=7 at 
rel 
discrete times t after the far-infrared light was switched on, is shown in Fig. 
8. The magnitude of the photoresponse and the time scale have been corrected 
for the finite rise and decay times of the far-infrared light pulse, as moni­
tored by photocell P.. . No noticeable time dependence in the photoresponse, 
originating from the boron majority impurities was ever observed. The PTIS 
signal originating from the phosphorus minority impurities exhibits a negative 
contribution to the photoresponse, at first increasing and finally saturating 
at high values of t. The time-evolution of the PTIS signal after switching off 
the FIR light was always observed to be the reverse of the corresponding time-
evolution in the on-period. Several sets of spectra were recorded at different 
temperatures, bias voltages and intensities of intrinsic light. The individual 
photoresponse from the majority and minority impurities is very sensitive to a 
[2] 
change in equilibrium concentration of free charge carriers . This sensitivity 
is minimized by normalizing the negative photoresponse and therefore, when 
comparing different sets of spectra, we will consider the normalized negative 
photoresponse only. The normalized photoresponse is obtained from the spectra 
by taking the ratio of the height of the continuum belonging to the negative 
photoresponse from the minority impurities and the height of the corresponding 
continuum of the majority impurities. We consider the heights of the continua 
rather than the heights of the photoconductivity peaks, since the latter exhibit 
an additional temperature dependence due to the second step in the photothermal 
process ' . The temperature was varied from 5 К to about 7 K. Below 5 К the 
noise increased considerably at otherwise equal signal strength. Above 7 К the 
signal itself decreased very fast with increasing temperature, due to emptying 
the ground states of the impurities because of thermal ionization. The bias 
voltage across the Ge sample with length 1 cm was varied from 0.5 V to 2.3 V, 
and also a set of spectra was recorded at 2 V with reverse polarity. It was 
observed that only variation of the intensity of the intrinsic light caused a 
81 
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9: Time-evolution of the measured normalized photoresponse from the 
minority phosphorus impurities for too values of intensity G -, of 
the intrinsic light at 7 K. The solid curves represent the best fits 
to formula (16). 






Fig. 10: Measured normalized negative photoresponse for different values of 
intensity G η of intrinsic light, determined at a time when the 
negative photoresponse was saturated. The solid line shows the best 
fit to a dependence where the photoresponse is proportional to G/R. 
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significant change in the magnitude of the normalized negative photoresponse 
or in its time dependence. 
The intensity of the intrinsic light could be varied only within a small 
range. For too low intensities the negative photoresponse from the phosphorus 
impurity did not exceed the noise level. At too high intensities the tempera­
ture of the sample rose above 7 K, and the signal decreased below the noise 
level because of thermal ionization of the impurities. As an example the time-
evolution of the normalized negative photoresponse is shown in Fig. 9, obtained 
from two sets of spectra which are recorded at 7 К for two values of the inten­
sity G of the intrinsic light. The normalized negative photoresponse exhibits 
rel 
an immediate change after the additional extrinsic far-infrared light is 
switched on, followed by a more gradual increase towards a saturation value. 
The curves represent fits to the datapoints, using the formula 
S + S, . (1 - β _* / τ) . (16) 
ο ι 
The value of τ represents the response time of the slow re-establishment of a 
new equilibrium distribution of electrons and holes over impurity states and 
energy bands. The curves fit quite well, indicating that the slow response can 
be described with a linear relaxation-time approximation. The parameters of 
these fits, together with those from a set of spectra recorded at G ..=3.4, are 
given in Table 1. Fig. 10 shows the normalized negative photoresponse in the 
saturation region as a function of the intensity of the intrinsic light. Here 
we used the values S +S, from Table 1. As indicated by the solid line, the 
о l 
normalized negative photoresponse in the saturation region is proportional to 
the intensity of the intrinsic light. 
Curves (a) and (b) in Fig. 11 represent the rise and decay curves of the 
photocurrent respectively, after switching on and off intrinsic light with 
intensity G =1.0. The photocurrent was monitored with a Biomation 8100 
transient recorder, by sensing the current through load resistor R while 
keeping the voltage drop across the Ge sample fixed at 2.3 V. The rise curve, 
starting at the value I of the dark current (i.e. the current in the absence 
о 
of intrinsic light), already reaches 1/3 of its final value below 1 msec. 
Subsequently the photocurrent goes to a preliminary equilibrium value with a 
time constant of about 10 msec. This time constant is about the same as the one 
found from the set of far-infrared spectra and it is only dependent on G , . 
rel 
decreasing with increasing values of G . After 1 sec the current increases 
rel 
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Table 1: Values for the parameters (defined by formula (16)) for the time-
dependence of the measured normalized photoresponse from the 
minority phosphorus impurities, taken from the PTIS spectra 
recorded at 7 К under continuous illumination with intrinsic light. 
G , (a 
r e l 
2 . 4 
3 .4 
7 .0 
u ) S ( a . u . ) 
о 
0.7 ± 0.3 
0.8 ± 0.6 
3.0 ± 0.6 
S 1 ( a . u . ) 
3.3 ± 0.3 
3.6 ± 0.6 
3.7 ± 0.6 4 
τ (msec) 
θ ± 2 
6 ± 2 




Fig. 11: Experimental rise (a) and decay (b) curves of the photocurrent after 
switching on and off the intrinsic light under continuous illumina­
tion with far-infrared radiation. 
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again with a time constant of the order of magnitude of 10 sec, caused by an 
additional release of charge earners from the ground state of impurities to 
the energy bands after a temperature rise, due to absorption of intrinsic 
light. This rise m temperature is about 0.1 K, as monitored by the thermometer 
connected to the Ge sample. For the range of values of G used, the final 
value I -I was always between one and two times the value I of the current 
"> о о 
in the absence of intrinsic light. 
4. IV. Discussion and oonolusions 
The results of the theory, explicitly developed before for an η-type semi­
conductor, can also be applied to p-type material, by interchanging the roles 
of electrons and holes as well as donors and acceptors. To avoid notational 
confusion throughout the discussion in this section, we will still associate 
η, N and subscript 1 to the majority free carriers and majority impurities, 
which for our p-type sample has to be associated with free holes and acceptors. 
The measurements discussed in this section are carried out on a p-type ultra-
11 -3 pure germanium sample with net impurity concentration N -N =2x10 cm and 
with a degree of compensation of about 0.4. The typical values for β /α , 
9./α , Ν and Ρ, used in the preceding theoretical analysis, were chosen in view 
of this sample and the experimental arrangement used. Therefore Figures 4 and 5 
can be used to discuss the experimental results. 
When recording PTIS spectra one does not directly measure the net change 
Δη+Δρ in total free carrier concentration, but rather the net change in conduc­
tance AS, given by 
Δ3 = F . e . (μ^Δη + μ2.Δρ) . (17) 
Неге μ., and μ denote the mobilities associated with the majority and minority 
charge carriers respectively and F is a geometrical factor. The mobilities μ.. 
and μ have about the same value in ultra-pure germanium at 4.2 К ' and 
are temperature dependent. We assume that μ 1 and μ also have about the same 
value at 7 K, since in ultra-pure germanium the temperature dependence for 
both μ and μ- is caused by collisions of the free charge carriers with acous­
tic phonons. Therefore Δ S should represent a change in total free carrier 
concentration quite well. Analogous with the discussion before the total con­
ductance - and hence the current - can also be considered to be proportional 
86 
to the total free carrier concentration. For the experimentally used range of 
intensities of the intrinsic light, the magnitude of the negative photoresponse 
from the minority impurities was almost as large as the magnitude of the posi­
tive photoresponse from the majority impurities. The increase in current I -I 
was observed to be between one and two times the value I of the current in the 
о 
absence of intrinsic light. Regarding Figures 4 and 5 these experimental facts 
are consistent with each other for G/R values of about 10 cm . Therefore we 
conclude that the range of applied intensities of the intrinsic light corres-
-i о f: 
ponds to G/R values of 10 cm 
In the preceding section we saw that, after the additional far-infrared 
light was switched on, the negative photoresponse from the minority impurities 
exhibits a fast (<0.5 msec) jump, followed by a slow increase towards a satu­
ration value with a characteristic time of the order of magnitude of 5 msec. 
About the same characteristic time was observed after switching on and off the 
intrinsic light. No dependence on polarity or magnitude of the applied bias-
voltage across the Ge sample, nor on temperature was observed. Therefore we 
exclude possible effects due to rectifying properties in the contact region. 
Switching on far-infrared light first adds an additional number of free 
majority and minority carriers to the total system of free carriers, which is 
small with respect to (n+p). This is followed by a redistribution of electrons 
and holes over the energy bands and the impurity states. 
The initial additional injection of majority carriers from the majority 
impurities finally leads to a net increase in (n+p), mainly determined by an 
increase in η (see Fig. 5). Hence in this process the dominating process is the 
exchange of majority carriers between the energy band and shallow majority 
impurities. For ultra-pure germanium the characteristic times for the exchange 
of electrons between donor levels and conduction band and of holes between 
acceptor levels and valence band are of the order of magnitude of microseconds 
Γιο] с о _i _-i Г17 1Rl 
. In view of the high mobilities involved (-10 cm V sec ' ) and 
the electric fields applied (~2 V/cm), the electrons and holes drift to the 
positive and negative electrodes within 10 Msec. This explains the fast (<0.5 
msec) photoresponse from the majority impurities. The initial additional 
injection of minority carriers from the minority impurities finally causes 
the total concentration of free charge earners to decrease, mainly determined 
by a decrease in concentration of majority charge carriers (see also Fig. 5). 
Hence in the latter situation the electron-hole recombination process is 
important. We therefore associate the slow response time of 5 msec to be 
87 
associated with electron-hole recombination in the Ge-bulk material. The fast 
component of the negative photoresponse can be caused by the electron-hole 
recombination process near the surface which has a relative high concentration 
of surface states due to mechanical treatment of the sample. For an intrinsic 
semiconductor the electron-hole recombination time is given by ΛΐΗ . Assu­
ming that this relation also holds in ultra-pure germanium, separate values 
с О 1 
for G and R can be obtained. This yields G=5xl0 cm sec and for R, associated 
-12 3 -1 
with the slow component, a value 5x10 cm sec 
In a preceding section we put forward the possibility to obtain the degree 
of compensation - i.e. the ratio of the concentration of majority impurities 
and that of minority impurities - from the relative magnitude of the photores­
ponse from the minority and majority impurities, hence from the normalized 
negative photoresponse. It was predicted by means of equation (15) that the 
corresponding relative magnitude of the change in (n+p) should be proportional 
to G/R, hence to the intensity of the intrinsic light. This prediction has been 
confirmed by experiment, visible in Fig. 10, which shows the measured norma­
lized photoresponse to be proportional to G . Due to the dependence on G , 
on the intensity of extrinsic light and on temperature, we conclude that one 
cannot simply deduce the degree of compensation from the normalized negative 
photoresponse from spectra, recorded under continuous illumination with intnn-
[13] 
sic light. Very recently Darken described a method to obtain the degree of 
compensation indirectly from the temperature dependence of the relative strength 
of the photoresponse from two different types of majority impurities m spectra 
recorded in the absence of intrinsic light. 
For the range of intensities of intrinsic light applied the PTIS signal 
contained a slow (~5 msec) component, associated with the negative photoresponse 
of minority impurities, and a fast (<0.5 msec) component, associated with the 
photoresponse of both minority and majority impurities.PTIS spectra are commonly 
recorded using phase-sensitive detection techniques by means of a lock-m 
amplifier. Because of the occurrence of both a fast and a slow component in the 
PTIS signal, there is no unique phase setting for which the quadrature signal 
is zero during the total duration of the recording of the interferogram. Such 
unique phase setting does not exist because for every point in the interferogram 
the relative contribution of the fast and slow component to the total PTIS 
signal is different. Therefore one cannot use a lock-in amplifier, if one wants 
to measure the magnitude of the photoresponse rather than to identify impuri­
ties. We strongly believe that the strange behaviour, shown in Figures 1 and 2, 
88 
is an artefact caused by the improper use of a lock-in amplifier. For a proper 
determination of the equilibrium value of the negative photoresponse one should 
record the difference in response in the on- and off-period of the additional 
extrinsic light long enough after the light is switched on and off respecti-
vely. For this purpose a two-channel Boxcar integrator can be used or, of 
course, an electronic sampling arrangement as described in this article. 
In conclusion we can say that photothermal ionization spectroscopy is a 
very suited tool to investigate the equilibrium distribution of electrons and 
holes over impurity states and energy bands in ultra-pure semiconductors under 
continuous illumination with intrinsic light. By applying time-resolved spec-
troscopy the slow time response after the start of the photothermal process of 
one of the relevant processes involved, i.e. the electron-hole recombination 
process, can be measured. The simultaneous occurrence of the slow response time 
and of the fast response time of the other processes involved prohibits the use 
of phase-sensitive detection techniques by means of a lock-in amplifier at 
ordinary chopping frequencies. 
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APPENDIX: COMPUTER PROGRAM "FIR" 
Description 
In the practice of Fourier spectroscopy not only the optical hardware and 
the associated electronics are important, but also a computer and operating 
programs are indispensable. The principles of Fourier transform spectroscopy 
and the hardware of a Michelson interferometer - a special type of Fourier 
spectrometer - have been dealt with already in the first part of chapter 2. In 
this appendix we will give a short survey of the computer system and a short 
description of the application software. 
A diagram of the computer system is shown in Fig. 1. The configuration 
consists of a PDP-11/10 central processor with 32 К (words) memory and a 
KE11-B hardware integer multiply/divide unit (DEC), two VT55 display terminals, 
two RK05 hard disk units, a FACIT papertape reader, a Tektronix 4661 plotter 
and a control unit for the spectrometer. The interfaces between the computer 
and the plotter and control unit of the spectrometer ("scanner") have been 
developed and constructed by the electronics department of the Faculteit der 
Wis- en Natuurwetenschappen. 
The software consists of separate sets of programs. Some of these programs 
are written in assembler language, others in FORTRAN. The first entry of the 
user into these sets of programs occurs via a call for program "FIR", according 
to the conventions of the RT-11 operating system. The user can interactively 
determine the course of the program by a suitable choice of option numbers. 
The program itself calls the required new program into memory by using the 
"CHAIN"-option of the FB-momtor. A general survey of the options which are 
available in program "FIR" and the structure of the program are shown in the 
second part of this appendix. 
Program "FIR" constitutes of two main sections, the "MANIPULATE INTERFERO-
GRAMS" (Hl)-section and the "MANIPULATE SPECTRA" (MS)-section. In MI the 
maximum number of datapoints of an interferogram is 4096. The datapoints of the 
mterferograms can be read into memory either from papertape - produced by a 
Talley-punch in conjunction with an early type of control unit ("old scanner") 
or by a FACIT-punch connected to a new type of control unit ("new scanner") -
or directly on-line by means of an interface between the PDP-11/10 and the new 
scanner. In the latter case the interferogram is also automatically stored on 







disk unit 0 











Fig. 1: Diagram of the computer system used in conjunction with the 
Роиггег spectrometer. 
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on the display terminal or plotted, or the contents of the interferogram can be 
printed. The user can also change the data of an interferogram, e.g. when the 
interferogram contains erroneous datapoints caused by transient peaks. 
In subsection "FT" of section MI spectra can be obtained from two- or one-
sided interferograms. The interferograms can be multiplied, if desired, with a 
2 
"cos"-apodization function ("light apodization") or a "cos "-apodization 
function ("strong apodization"). From the two-sided interferogram a modulus 
spectrum can be calculated after the application of a complex Fourier transform. 
A real spectrum can be obtained by first calculating the symmetrized interfero-
gram, associated with the measured two-sided or one-sided interferogram, by 
phase correction and subsequently applying a cosine Fourier transform. For 
the phase correction we used the convolution method of Sakai, Vanasse and 
[1] Forman 
An additional set of special options is also available in "FT". The possi-
bility to give the position of the centre of the interferogram is e.g. useful 
when dealing with monochromatic-line spectra. The user can also symmetrize an 
- e.g. asymmetrically recorded - two-sided interferogram. Moreover the phase-
correction program can be warned that a sudden reverse of sign in the spectrum 
is a genuine spectral feature. After the choice of the "standard Fourier trans-
form"-option - meaning the calculation of the modulus spectrum from a two-sided 
interferogram using a strong apodization - the spectrum is calculated 
immediately. The actual Fourier transform is obtained using the fast Fourier 
[2] 
transform algorithm of Cooley and Tukey . The required values of the cosines 
are obtained from a look-up table with 4096 entries. If desired, the resulting 
spectra can be stored on disk. If the interferogram belonged to a multichannel 
recording - up to 4 channels can be sampled simultaneously - , the computer 
program automatically takes care of handling the individual interferograms 
in turn. 
In the MS-section the user can plot or display a spectrum, print the 
contents of the spectrum or integrate a part of the spectrum. He can also add, 
subtract, multiply, divide or average spectra and store the resulting datapoints 
on disk. For this purpose a set of scratch files are available on disk unit 0. 
References : 
1. H. Sakai, G.A. Vanasse and M.L. Forman, J. Opt. Soc. Am. 58, 84 (1968). 
2. J.W. Cooley and J.W. Tukey, Math. Comput. 19, 297 (1965). 
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General flowchart of the interactive program "FIR" 
Ό 
OPTION 1: MANIPULATE INTERFEROGRAMS 
OPTION 2: MANIPULATE SPECTRA 
Η MI > 
Η MS > 
OPTION 3: EXIT FROM ROOT-PROGRAM "FIR" 
control back to RT-11 monitor 
φ 
OPTION 1: READ INTERFEROGRAM FROH TAPE 
OPTION 2: READ INTERFEROGRAM ON LINE 
OPTION 3: SUBTRACT 2 INTERFEROGRAMS 
OPTION 4: AVERAGE INTERFEROGRAMS 
OPTION 5: READ INTERFEROGRAM FROM DISK 













NEW SCANNER, PHASE MODULATION 
NEW SCANNER, AMPLITUDE MODULATION 
OLD SCANNER, AMPLITUDE MODULATION 
OLD SCANNER, PHASE MODULATION 
EXIT TO ROOT-PROGRAM "FIR" 
•Œ> 








PLOT OR DISPLAY INTERFEROGRAM 
TYPE PART OF INTERFEROGRAM 
CORRECT DISCRETE POINTS OF INTERFEROGRAM 
CORRECT PART OF INTERFEROGRAM 
DO STANDARD FOURIER TRANSFORM fTTT"^ 
DO SPECIAL FOURIER TRANSFORM j
 F T ^ 
SKIP INTERFEROGRAM 
EXIT TO ROOT-PROGRAM "FIR" 
-СЕ> 
OPTION 1: CHANGE X-SCALE LIMITS 
OPTION 2: CHANGE Y-SCALE LIMITS 
OPTION 3: TYPE IN TEXT FOR PLOT 
OPTION 4: PLOT INTERFEROGRAM 
OPTION 5: DISPLAY INTERFEROGRAM 







LIST DIFFERENT FORMS OF FOURIER TRANSFORM 
LIST DIFFERENT FORMS OF APODIZATION 
LIST ADDITIONAL OPTIONS 










CHANGE X-SCALE LIMITS 
CHANGE Y-SCALE LIMITS 
TYPE IN TEXT FOR PLOT 
PLOT SPECTRUM 
DISPLAY SPECTRUM 
STORE SPECTRUM ON DISK 1 
CONTINUE PROGRAM 
OPTION 1: LET USER GIVE POSITION OF 
CENTRE OF INTERFEROGRAM 
OPTION 2: GIVE BOTH PARTS OF 
INTERFEROGRAM EQUAL LENGTHS 
OPTION 3: CALCULATE PHASE-CORRECTION FOR PARTIALLY 
POSITIVE AND NEGATIVE SPECTRUM 
OPTION 4: CALCULATE PHASE-CORRECTION 
FROM REFERENCE INTERFEROGRAM 
OPTION 5: EXIT TO "FOURIER TRANSFORM"-PROGRAM ^— 
OPTION 1: NO APODIZATION 
OPTION 2: LIGHT APODIZATION 
OPTION 3: STRONG APODIZATION 
OPTION 4: EXIT TO "FOURIER TRANSFORM"-PROGRAM 
OPTION 1: TWO-SIDED INTERFEROGRAM, MODULUS SPECTRUM 
OPTION 2: TWO-SIDED INTERFEROGRAM, REAL SPECTRUM 
OPTION 3: ONE-SIDED INTERFEROGRAM, REAL SPECTRUM 
OPTION 4: EXIT TO "FOURIER TRANSFORM"-PROGRAM — — 
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OPTION 1: PLOT OR DISPLAY SPECTRUM 
OPTION 2: DIVIDE 2 SPECTRA 
OPTION 3: MULTIPLY 2 SPECTRA 
OPTION 4: ADD 2 SPECTRA 
OPTION 5: SUBTRACT 2 SPECTRA 
OPTION 6: AVERAGE SPECTRA 
OPTION 7: MULTIPLY SPECTRUM WITH CONSTANT 
OPTION Θ: INTEGRATE PART OF SPECTRUM 
OPTION 9: PRINT PART OF SPECTRUM 
OPTION 10: DELETE SPECTRUM FROM DISK 















CHANGE X-SCALE LIMITS 
CHANGE Y-SCALE LIMITS 
TYPE IN TEXT FOR PLOT 
PLOT SPECTRUM 
DISPLAY SPECTRUM 
PLOT OR DISPLAY ANOTHER SPECTRUM 
EXIT TO "MANIPULATE SPECTRA"-PROGRAM 

Summary 
This thesis deals with two mam topics. The first is the possibility to 
detect fractional charge impurities - formed by quark-nucleon complexes - in 
semiconductors by means of photothermal ionization spectroscopy. The second is 
an investigation of the equilibrium system of electrons and holes, distributed 
over shallow impurity states and energy bands of ultra-pure semiconductors 
under continuous illumination with intrinsic light, by applying the same 
spectroscopic technique. 
A Michelson interferometer has been constructed by the author, covering 
the wave number range 5 - 350 cm- in the far infrared. This special type of 
Fourier spectrometer and the principles of Fourier transform spectroscopy are 
described in the first part of chapter 2. During the build-up of the interfero-
meter it was discovered that the travel of the movable mirror was subject to a 
periodic non-linearity, due to a pitch-error of the leading micrometer. In a 
Fourier spectrometer used in the step-and-integrate mode, such a non-linearity 
gives rise to ghostline structures in the spectra, if the increments in optical 
path difference between the two divided beams are not monitored by an accurate 
control system as a fringe-reference system. The ghostline structure resulting 
from a periodic non-linearity has been theoretically and experimentally studied 
and is described in the second part of chapter 2. A method of reducing the 
intensity of ghostlines for a given magnitude of non-linearity without the 
necessity to use a fringe-reference system is proposed and its practical 
applicability is demonstrated. 
Chapter 3 deals with the detection of fractional charge impurities in 
semiconductors by applying photothermal ionization spectroscopy. First a 
phenomenological analysis is given for the expected signal strengths at a 
certain concentration of fractional charge impurities. From the absence of a 
signal, originating from fractional charge impurities, in spectra of an ultra-
pure germanium sample recorded with the Michelson interferometer we could 
deduce that this sample contained less than 1.5x10 acceptor-like fractional 
3 
charge impurities per cm . In addition a value for the lowest detectable 
concentration of fractional charge impurities by application of photothermal 
ionization spectroscopy is determined for a typical experimental arrangement, 
7 3 
yielding ~lxl0 detectable fractional charge impurities per cm . Modifications 
to the experiment are proposed which can lower this limit with at least a 
factor of 100. 
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In chapter 4 we describe a study of the equilibrium system of electrons 
and holes, distributed over shallow impurity states and energy bands of ultra-
pure semiconductors, when the semiconducting sample is continuously illuminated 
with intrinsic light. This investigation was also carried out by applying 
photothermal ionization spectroscopy. First a set of rate of change equations 
is given, describing this system and its response to small additional injections 
of majority or minority free carriers into the energy bands by photothermal 
ionization of majority or minority impurities respectively. This model explains 
the usually observed increase of electrical conductivity of ultra-pure 
germanium, associated with the additional ionization of majority impurities, 
and the decrease because of the corresponding ionization of minority impurities. 
The measured time-evolution of the conductivity after the start of the photo-
thermal process revealed a fast (<0.5 msec) component in the signal, origina-
ting from both majority and minority impurities, as well as a slow (-5 msec) 
component from the minority impurities only, the latter response time having 
approximately the same magnitude as the chopping times usually applied. This 
slow response time has been attributed to a slow electron-hole recombination 
process in the bulk material. It has been demonstrated that the presence of 
both a fast and a slow component in the signal can cause artefacts in the 
spectra, when using phase-sensitive detection techniques by means of a lock-in 
amplifier. 
The computer programs, suited for use on a PDP-11 and developed to 
manipulate interferograms and spectra, are described in an Appendix. 
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Samenvatting 
Dit proefschrift behandelt een tweetal hoofdonderwerpen. Het eerste gaat 
over de mogelijkheid om fractionele lading onzuiverheden - gevormd door quark-
nucleon complexen - in halfgeleiders op te sporen met behulp van fotothermische 
ionisatie spectroscopie. Het tweede behelst een onderzoek aan het evenwichts-
systeem van elektronen en gaten, die over de toestanden van ondiepe onzuiver-
heden en over de energiebanden in ultrazuivere halfgeleiders verdeeld zijn 
onder continue belichting met intrinsiek licht, door het toepassen van dezelfde 
spectroscopische techniek. 
Door de auteur is een Michelson interferometer gebouwd, die het golfgetal 
gebied 5 tot 350 cm in het verre infrarood bestrijkt. Dit speciale type 
Fourier spectrometer en de principes van Fourier transformatie spectroscopie 
worden beschreven in het eerste deel van hoofdstuk 2. Tijdens het opbouwen van 
de interferometer werd ontdekt dat de verplaatsing van de bewegende spiegel een 
periodieke niet-lineariteit vertoonde, ten gevolge van een fout in de spoed van 
de aandrijvende micrometer. In een Fourier spectrometer, gebruikt op de stap-
en-integreer wijze, geeft zo'n niet-lineariteit aanleiding tot spooklijnstruc-
turen in de spectra, als de toenames in optisch weglengteverschil tussen de 
twee gesplitste bundels niet in de gaten gehouden worden door een nauwkeurig 
controle systeem zoals een referentiesysteem dat verplaatsingen meet m.b.v. 
interferentie patronen. De spooklijnstructuur, die het gevolg is van een 
periodieke niet-lineariteit, is theoretisch en experimenteel bestudeerd en 
wordt beschreven in het tweede gedeelte van hoofdstuk 2. Een methode wordt 
voorgesteld om de intensiteit van spooklijnen voor een gegeven grootte van een 
niet-lineariteit te reduceren zonder de noodzaak om een op het meten van 
interferentie patronen gebaseerd referentiesysteem te gebruiken, en de prak-
tische toepasbaarheid ervan wordt aangetoond. 
Hoofdstuk 3 gaat over de detectie van fractionele lading onzuiverheden in 
halfgeleiders door fotothermische ionisatie spectroscopie toe te passen. Eerst 
wordt een fenomenologische analyse gegeven voor de verwachte signaal sterktes 
bij een zekere concentratie van fractionele lading onzuiverheden. Uit de 
afwezigheid van signaal, afkomstig van fractionele lading onzuiverheden, in 
spectra van een ultrazuiver germanium preparaat, die verkregen zijn met de 
Michelson interferometer, konden wij afleiden dat dit preparaat minder dan 
11 3 
1.5x10 acceptor-achtige fractionele lading onzuiverheden bevatte per cm . 
Bovendien wordt voor een typische experimentele opstelling een waarde voor de 
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met fotothermische ionisatie spectroscopie minimaal detecteerbare concentratie 
fractionele lading onzuiverheden bepaald, wat een minimale concentratie van 
7 -3 1x10 cm oplevert. Experimentele wijzigingen worden voorgesteld die deze 
limietwaarde minstens een factor 100 kunnen verlagen. 
In hoofdstuk 4 beschrijven we een studie van het evenwichtssysteem van 
elektronen en gaten, die over de toestanden van ondiepe onzuiverheden en over 
de energie banden in ultrazuivere halfgeleiders verdeeld zijn, als het half-
geleider preparaat continue met intrinsiek licht belicht wordt. Ook dit onder-
zoek werd uitgevoerd door fotothermische ionisatie spectroscopie toe te passen. 
Eerst wordt een stelsel vergelijkingen gegeven, die het tempo van verandering 
van dit systeem beschrijven en de reactie van het systeem op kleine extra 
injecties van vrije meerderheids- of minderheidsladingdragers in de energie 
banden door fotothermische ionisatie van respectievelijk meerderheids- en 
minderheidsonzuiverheden. Dit model verklaart de gewoonlijk waargenomen toename 
in elektrische geleiding van ultrazuiver germanium, verbonden met extra ioni-
satie van meerderheidsonzuiverheden, en de afname door de corresponderende 
ionisatie van minderheidsonzuiverheden. 
De gemeten evolutie in de tijd van de geleiding na de start van het foto-
thermische proces gaf zowel een snelle (<0.5 msec) component in het signaal, 
afkomstig van meerderheids- én minderheidsonzuiverheden, te zien, als ook een 
langzame (~5 msec) component, afkomstig van alleen de minderheidsonzuiverheden. 
De respons tijd van deze laatste component heeft dezelfde orde van grootte als 
de gewoonlijk gebruikte choppertijden. Deze langzame respons tijd is toege-
schreven aan een langzaam elektron-gat recombinatie proces in het bulk materi-
aal . Het is aangetoond dat het voorkomen van zowel een snelle als een langzame 
component in het signaal kan leiden tot artefacten in de spectra, wanneer bij 
het toepassen van fasegevoelige detectie technieken een lock-in versterker 
gebruikt wordt. 
De computer programma's, geschikt voor gebruik op een PDP-11 en ontwikkeld 
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De bijdrage van de electron-electron interactie tot de electrische weerstand 
van metalen met een bolvormig Fermi-oppervlak bij lage temperaturen wordt 
zeer sterk bepaald door de verhouding van de strooikansen van electronen 
aan enerzijds anisotrope en anderzijds isotrope strooikernen. 
M. Kaveh en N. Wiser, J. Phys. F: Met. Phys. 12, 965 (1982) 
II 
Door de recente ontwikkelingen op het gebied van geautomatiseerde röntgen-
diffractometers wordt de oude methode van Walker om fonon-spectra te be-
palen m.b.v. diffuse verstrooiing van röntgenstraling opnieuw aantrekkelijk. 
C.B. Walker, Phys. Rev. 103, 547 (1956) 
III 
Bij het bepalen van de compensatiegraad uit de temperatuurafhankelijkheid 
van de relatieve sterkte van twee verschillende soorten meerderheids-
onzuiverheden in halfgeleiders, verwaarloost Darken ten onrechte de invloed 
van achtergrondstraling. 
L.S. Darken, J. Appi. Phys. 53, 3754 (1982) 
IV 
De bewering van Broeckx, Kamiura, Clauws en Vennik dat de door hen waarge-
nomen afname van fotogeleiding, verbonden met minder ondiepe onzuiverheden 
in germanium, versterkt wordt door het thermisch legen van het grondniveau 
van meer ondiepe onzuiverheden, is onjuist. 
J. Broeckx, Y. Kamiura, P. Clauws en J. Vennik, Solid State Commun, 40, 
149 (1981) 
ν 
De Coulomb potentiaal tussen twee protonen moet gecorrigeerd worden voor de 
eindige afmetingen van het proton. De numerieke waardes voor deze gecorri­
geerde potentiaal, gegeven door Sher, Signell en Heller, kunnen niet juist 
zijn. 
M.S. Sher, P. Signell en L. Heller, Ann. Phys. (NY) 58, 1 (1970) 
VI 
De impliciete aanname van Morris, Palmer en Zuckerman dat de inelastische 
botsingsdoorsneden voor het systeem NH.-H onafhankelijk zijn van de 
kinetische temperatuur, is in strijd met experimentele resultaten. 
M. Morris, P. Palmer en B. Zuckerman, Astrophys. J. 237, 1 (1980) 
D.B.M. Klaassen, J.J. ter Meulen en A. Dymanus, geaccepteerd voor publicatie 
in J. Chem. Phys. 
VII 
De gastronomische eisen van menig Nederlander zijn samen te vatten met 
"veel is lekker". 
VIII 
Het veelvuldig te laat komen van Zuid-Nederlanders bij afspraken illustreert 
dat ook het begrip "op tijd" relatief is. 
IX 
De divers i te i t in soorten veiligheidsgordels in auto's is niet bevorderlijk 
voor de veiligheid van l i f t e r s . 
X 
Het is een merkwaardig feit dat bij het grafisch weergeven van de meest 
uiteenlopende fysische verschijnselen steeds dezelfde set curvenmallen 
gebruikt kan worden. 
XI 
De lengte van de beschrijving van computer—programma's geeft geen indicatie 
voor het aantal mensuren dat in de ontwikkeling van die programma's 
gestoken is. 
M.J.H, van de Steeg Nijmegen, 8 oktober 1982 



