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Abstract
Stochastic averaging allows for the reduction of the dimension and complexity of stochastic dynamical systems
with multiple time scales, replacing fast variables with statistically equivalent stochastic processes in order to analyze
variables evolving on the slow time scale. These procedures have been studied extensively for systems driven by
Gaussian noise, but very little attention has been given to the case of α-stable noise forcing which arises naturally
from heavy-tailed stochastic perturbations. In this paper, we study nonlinear fast-slow stochastic dynamical systems
in which the fast variables are driven by additive α-stable noise perturbations, and the slow variables depend linearly
on the fast variables. Using a combination of perturbation methods and Fourier analysis, we derive stochastic
averaging approximations for the statistical contributions of the fast variables to the slow variables. In the case
that the diffusion term of the reduced model depends on the state of the slow variable, we show that this term is
interpreted in terms of the Marcus calculus. For the case α = 2, which corresponds to Gaussian noise, the results
are consistent with previous results for stochastic averaging in the Gaussian case. Although the main results are
derived analytically for 1 < α < 2, we provide evidence of their validity for α < 1 with numerical examples. We
numerically simulate both linear and nonlinear systems and the corresponding reduced models demonstrating good
agreement for their stationary distributions and temporal dependence properties.
1 Introduction
Stochastic averaging (also referred to as “stochastic reduction” or in some cases, “stochastic homogenization”) refers to
techniques whereby a stochastic dynamical system with multiple time scales is approximated by a reduced dynamical
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system on a subset of slow variables sharing essential statistical properties of the slow variables of the original system.
These methods allow the modelling of the behaviour in the weak sense (i.e. distributions, moments) of processes
influenced by faster processes without having to explicitly model the dynamical details of the faster variables. This
averaging can reduce computational load and the resulting approximation is typically easier to analyze and interpret.
Stochastic averaging methods have been discussed widely and we mention a few relevant references here. Freidlin
and Wentzell [11] provide a mathematically rigorous overview of fundamental stochastic averaging procedures, such
as those developed by Khas’minskii [21] and extended by Papanicolaou [36] and Borodin [4] . Majda, Timofeyev
and Vanden-Ejinden developed a generalized stochastic averaging procedure for quadratically nonlinear dynamical
systems with slow resolved components and fast unresolved components (MTV theory) [27, 28, 29]. Work by Givon
et al. [12] and Pavilotis [37] cover stochastic averaging and homogenization results obtained by perturbation analysis
of the Backward Kolmogorov equation in the context of Gaussian noise.
MTV theory was developed primarily in the context of weather-climate interaction which is a key application for
stochastic averaging theory. Variability in the atmosphere-ocean-ice-land surface system occurs over a range of time
scales spanning many orders of magnitude [35]. Generally speaking, the slowly-evolving climate variables describe the
state of the ocean, the land surface, ice, and atmospheric composition, while the fast weather variables describe the
circulation and thermodynamic state of the atmosphere [40]. In order to model longer-term properties of the climate
system, evolving on time-scales of years to centuries, it is undesirable to explicitly simulate meteorological processes
(i.e. weather) which evolve on much faster time-scales ranging from hours to days to weeks. However, variability of
the climate and weather systems are mutually dependent.
There are three established stochastic averaging approximations that are generalized in this paper. We refer to
them using the terminology introduced in [2, 32] so as to be consistent with previous literature. Given a stochastic
dynamical system with Gaussian white noise forcing and variables that evolve on both fast and slow time scales,
the (A) approximation for the mean of the slow dynamics of the system is determined by replacing any functions of
the fast variables with their means conditioned on the value(s) of the slow variable(s). This approximation accounts
for the influence of functions of the fast variables only through their means, and otherwise neglects their variability.
The (L) approximation improves upon the (A) approximation by adding a correction in the form of an Ornstein-
Uhlenbeck-like process with dynamics determined via an analysis of the full system about the mean of the slow
variables. As (L) describes local variability around (A), it is unable to account for transitions between metastable
states. Both the (A) and (L) approximations are derived in the work of Khas’minskii [20, 21]. Lastly, we consider
the (N+) approximation which represents the slow dynamics as a more general stochastic differential equation (SDE)
with potentially nonlinear and/or with state-dependent noise. The (N+) approximation was inspired by the work of
Hasselmann [14], with more rigorous analysis of the approximation in [22]. This approximation was derived formally
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in [14] by considering an arbitrary point in the state space of the slow variables and performing a local analysis of
the dispersion at that point to derive drift and diffusion coefficients. Other studies offer derivations of the (N+)
approximation via projection methods and perturbation analysis of the Forward Kolmogorov equation [18, 19].
Previous derivations of the (L) and (N+) approximations rely on the evaluation of the integrated autocovariance
function of the fast process conditioned on the state of the slow variable in the presence of Gaussian noise forcing.
When the autocovariance function is not defined, if for example the second moment of the stochastic forcing does not
exist, the (L) and (N+) approximations cannot be defined in the usual way as given in [2, 32]. This paper focuses on
averaging results for systems driven by processes with increments that are distributed according to an α-stable law,
for which the autocovariance is not defined [10] (except for the case when α = 2). A stochastic averaging procedure
for systems with multiple time scales and α-stable noise forcing is relevant for modelling problems with heavy-tailed
statistics, as a shifted and normalized series of heavy-tailed random variables converges in distribution to an α-stable
random variable [45]. Hence, they form a family of attracting distributions for independent, identically-distributed
(i.i.d.) sums of heavy-tailed random variables, analogous to the Gaussian distribution as the limiting distribution
for i.i.d. sums of random variables with finite variance. An integrated α-stable noise process is characterized by
its “superdiffusive” behaviour whereby the observed variance in the trajectories grows superlinearly in time and are
sometimes referred to as a “Le´vy flights” in the physics literature. The dynamics of atmospheric tracers have been
shown to be superdiffusive in several contexts [17, 41]. Similar dynamics have also been predicted to be generated
by chaotic dispersion and shear flows [42]. Processes such as these would be considered relatively fast atmospheric
processes. In addition to these results, an analysis by Ditlevsen has suggested the presence of α-stable forcing on
longer time scales is present in time series of calcium concentration from Greenland ice cores [8, 15] recording high
latitude climate variability during the most recent glacial period.
An α-stable noise process is one for which the increments are α-stable random variables whose distribution we
denote by Sα(β, σ). The distribution depends on three parameters: the stability index α ∈ (0, 2] which determines
the rate of decay of the tails of the distribution, the skewness parameter β ∈ [−1, 1] which describes the asymmetry
in the distribution, and the scale parameter σ > 0 which governs the “width” of the density function [1, 45]. The
density function for an α-stable random variable cannot be expressed in closed form, except for a small number of
special cases. Instead, an α-stable random variable, L ∼ Sα(β, σ), is typically characterized through its characteristic
function (CF), ΦL(k),
ΦL(k) = exp (−σα|k|αΞ(k;α, β)) (1.1)
where
Ξ(s;α, β) = 1 + iβ sgn (s) tan(πα/2). (1.2)
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It is easy to see that α = 2 in (1.1) corresponds to the special case of a Gaussian random variable with variance
2σ2 and mean 0. The parameter β is inconsequential in this case, since Ξ(k; 2, β) = 1 for all k, β. If α < 2, the
second moment of the distribution does not exist. When α < 1, the first moment does not exist. For α-stable
increments in continuous time denoted by dL
(α,β)
t , the scale parameter of the increment is nonlinearly related to
that of the infinitesimal timestep dt. Formally this relationship implies that σα ∝ dt and so the noisy increments
dL
(α,β)
t ∼ Sα
(
β, (dt)1/α
)
. If β = 0, the noise is symmetric. Otherwise, it is asymmetric.
The mathematical problem of stochastic averaging of heavy-tailed processes for linear systems has been investi-
gated in [43] in the context of the Forward Kolmogorov equation (FKE). We use the more general FKE terminology
throughout the paper, noting that if the stochastic forcing is Gaussian, the equation is usually called the Fokker-Planck
equation. More recent work by Chechkin and Pavlyukevich [6] and Li et al. [25] give Wong-Zakai type results for
systems driven by a fast compound Poisson jump processes. Results like those of Xu et al. [47] consider strong-sense
(i.e pathwise) stochastic averaging of α-stable forced systems, determining reduced SDE models that approximate
the full systems in a pathwise sense. They consider a class of two-time scale systems in which the fast dynamics
corresponds to an explicit time-dependence (on fast timescales) of the slow variable’s drift and diffusion. We consider
a much broader class of systems, but only in the weaker sense of convergence in distribution.
We derive stochastic averaging approximations in the weak (distributional) sense for fast-slow stochastic dynamical
systems with additive α-stable noise forcing, obtaining reduced dynamical approximations for the slow component of
the full fast-slow system. As in [43], we analyze the FKE of the fast-slow systems, but in contrast we consider both
linear and nonlinear systems under appropriate transformations to allow an analysis of the FKE in Fourier space.
This approach allows us to consider a broader class of systems than has been investigated previously in the context
of stochastic averaging of α-stable noise processes. These systems are linear in the fast variable, while allowing for
some nonlinear interactions between slow and fast variables and fully nonlinear behaviour in the dynamics of the
slow variables. The averaging approximations are conceptually similar to existing stochastic averaging methods used
for systems with Gaussian white noise [2, 32], but the approach used for the α-stable case is significantly different
from that used for the Gaussian case to determine the appropriate stochastic forcing for the reduced dynamics. The
analysis here is based on the joint CF of the fast component and a fluctuation about the mean of the slow variable.
For the (N+) approximations, Marcus’ stochastic calculus [6, 30] for jump processes is required if the approximation
has a state-dependent “diffusion” term. Analogous to Stratonovich calculus for Gaussian processes, the Marcus
interpretation of stochastic integrals allows for the rules of ordinary calculus, like the chain rule, to hold. In Fig. 1,
we show an example of stochastic averaging of a linear system where α = 2 and α < 2. For such systems, the (L) and
(N+) approximations are the same and they compare well with the full system.
In §2, we define the stochastic averaging problem and write the expression for the (A) approximation in the case
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Figure 1: A comparison of the time series and simulated marginal distributions of the fast-slow system (3.1, 3.2) and
the stochastically averaged system (3.4). Top-Left: A sample of the time series for the slow variable of both systems:
xt (solid blue) and xt + ξt (dashed green). Top-Right: Normalized histogram-based estimates for the density for
the slow variable. Blue line: full system. Green crosses: (L) approximation. Black squares: Numerically evaluated
probability density function for ξ from the (L) approximation (3.4) using the MATLAB package STBL as described
in §3. Parameters for this simulation are (a = 0.2, b = 0.7, c = 1, ǫ = 0.01, α = 2.0, x0 = 0). The bottom panels are
as for the top, but with α-stable noise where α = 1.9, β = 0.
where the stochastic forcing is α-stable noise, rather than Gaussian. In §2.2 and §2.3, we derive the analogous (L)
and (N+) approximations for systems satisfying the appropriate conditions, demonstrating that the noise terms in
the (N+) approximation are interpreted in the sense of Marcus. Since the Marcus calculus is less well-known, we
include a brief discussion in Appendix C.1.2. In §3, we apply our approximations to one linear system and three
distinct nonlinear systems, comparing the averaging approximations to the full systems. These numerical results
show agreement between the approximations and the full systems not only in probability distribution, but also in the
autocodifference which characterizes the memory of the process. Our conclusions are outlined in §4.
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2 Stochastic averaging and α-stable noise
We study the canonical problem of stochastic averaging of a fast-slow system with the stochastic forcing given by the
increments of an α-stable Le´vy process, L
(α,β)
t ,
dxt = f(xt, yt) dt, (2.1)
ǫ dyt = g(xt, yt) dt+ ǫ
γb dL
(α,β)
t , (2.2)
where γ and b are constants and x0, y0 are known. The parameter ǫ is a small positive number (0 < ǫ ≪ 1) that
characterizes the well-separated time scales between the slow variable xt and the fast variable yt. The variable yt
is a stationary and ergodic stochastic process forced with an additive α-stable Le´vy noise dL
(α,β)
t with increments
distributed as Sα
(
β, (dt)1/α
)
. In this study, we restrict our analysis to the case α ∈ (1, 2] with E
[
dL
(α,β)
t
]
= 0. The
system (2.1, 2.2) includes the well-studied case of Gaussian noise forcing, corresponding to α = 2. When α = 2, we
replace dL
(2,β)
t with
√
2 dWt, where Wt is a standard Wiener process and the factor of
√
2 follows from the definition
of the α-stable CF (1.1). Since α-stable noise processes are best analyzed through their CFs, we consider forms of
f, g that are linear in yt,
f(x, y) = f1(x) + ǫ
−γf2(x)y, g(x, y) = ǫ
γg1(x) + g2(x)y, (2.3)
to make analysis in Fourier space straightforward. Specifically, the linear form allows us to give results in terms of
closed form functions of the parameters. Some preliminary work for examples that include polynomials of y indicates
the limited availability of explicit analytical expressions. Within the form (2.3), we also assume g2(x) < 0 for all x to
ensure contracting dynamics so that the distribution of y|x reaches conditional stationary behaviour on a fast time
scale. For the (N+) approximation in §2.3, we require also that f2(x) has the same sign for all x and is never equal
to zero in order to define a particular monotonic transformation.
The goal of stochastic averaging is to derive an approximation in the weak sense to the SDE of xt based on the
distributional properties of yt. We obtain three different stochastic averaging approximations resulting in averaged
deterministic, linear stochastic, and nonlinear stochastic models, as described below.
2.1 (A) approximation
The (A) approximation is an approximation of xt in the mean and is therefore deterministic. It is given by xt where
dxt = f(xt) dt, x0 = x0 (2.4)
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and
f(x) = E(y|x) [f(x, y)] =
∫ ∞
−∞
f(x, y)p(y|x) dy. (2.5)
The notation E(y|x) [f(x, y)] indicates the expected value of f(x, y) conditioned on a fixed x and the term p(y|x) is
the conditional density for yt for a fixed xt = x. For this approximation we have implicitly assumed that f can be
evaluated for xt, yt in (2.1, 2.2). Indeed, by our assumption that α ∈ (1, 2] and the form of f, g given in (2.3) holds,
then f is evaluated using (2.5) giving us E(y|x) [y] = −ǫγg1(x)/g2(x) and thus,
f(z) = f1(z)− f2(z)g1(z)
g2(z)
. (2.6)
For the Gaussian noise case, the (A) approximation has been studied in detail [2, 11, 21]. In the next section, we show
that the (A) approximation holds in the case of α-stable noise forcing if α > 1 and γ > 1 − 1/α in the strict ǫ → 0
limit. For 0 < ǫ≪ 1, a more accurate approximation called the (L) approximation emerges that includes corrections
to the (A) approximation.
2.2 (L) approximation
The (L) approximation is an Ornstein-Uhlenbeck-Le´vy process (OULp) obtained by linearizing about the mean x as
defined in (2.4). We first decompose the dynamics into a mean component and a fluctuation as in [32]. The properties
of α-stable noise require analysis of CFs to determine the appropriate stochastic approximation for the fluctuation.
We define the fluctuation about the mean as ξt = (xt − xt) and derive its dynamics by substituting in (2.1) and
using (2.4),
dξt = [f(xt, yt)− f(xt)] dt (2.7)
=
[
f(xt)− f(xt)
]
dt+ fˆ(xt, yt) dt, (2.8)
where fˆ(z, y) = f(z, y)− f(z). Substituting xt = xt + ξt and keeping leading order contributions for |ξt| ≪ 1 in (2.8)
yields the linear equation for ξt,
dξt ≃ f ′(xt)ξt dt+ fˆ(xt, yt) dt. (2.9)
To complete the (L) approximation, we find a stochastic approximation for fˆ dt that has its distributional properties
on the t time scale. The variable vt captures the stochastic forcing in the ξ equation. Its dynamics are
dvt = fˆ(xt, yt) dt, v0 = 0, where fˆ(z, y) = f2(z)
(
ǫ−γy +
g1(z)
g2(z)
)
, (2.10)
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and we have substituted (2.3) and (2.6) into (2.9) to obtain an explicit expression for fˆ . Rewriting (2.9) using (2.10),
we see the forcing effect of the increments dvt on the dynamics of ξ,
dξt = f
′
(xt)ξt dt+ dvt, ξ(0) = 0. (2.11)
In the case α = 2, the autocovariance C(s;x) can be evaluated and the fluctuation dvt in (2.11) is replaced with a
Gaussian white noise forcing σ(x) dWt [2, 32], where
σ2(x) =
∫ ∞
−∞
C(s;x) ds, C(s;x) = lim
t→∞
E
(y|x)
[
fˆ(x, yt+s)fˆ(x, yt)
]
. (2.12)
This result is justified for C(s;x) having a δ-function behaviour similar to that of Gaussian white noise in the limit
ǫ → 0 [32]. However, the autocovariance function C(s;x) of fˆ(x, y) is undefined when α < 2. While moments with
order greater than or equal to α do not exist for α-stable distributions, the CF is defined for any α < 2. Thus, we
analyze the process vt in terms of its CF in order to determine an appropriate stochastic forcing approximation for
dvt when α < 2.
The joint probability density function (PDF) p(y, v, t) for the system (2.2), (2.10) satisfies the fractional FKE
(also known as the Fokker-Planck equation if α = 2),


∂p
∂t
= − ∂
∂v
(
fˆ(x, y)p
)
− 1
ǫ
∂
∂y
(g(x, y)p) +
bα
ǫ(1−γ)α
D(α,β)y p,
p(y, v, 0) = δ(v)δ(y − y0).
(2.13)
where D(α,β)y is the the Riesz-Feller derivative, a generalization of the Liouville-Riemann fractional derivative [5],
acting with respect to y associated with the α-stable noise process. This operator can be defined in terms of a Fourier
transform, F [u] =
∫
R
exp(ily)u(y) dy, and its inverse:
D(α,β)y u = F−1
[ −1
cos(πα/2)
(
1 + β
2
(il)α +
1− β
2
(−il)α
)
F [u]
]
(2.14)
For 0 < ǫ≪ 1, we initially treat x as a constant relative to the fast variables v and y. Let ψ be the CF for the (y, v)
system,
ψ(l,m, t) = F [p] =
∫∫
R2
exp(ily + imv)p(y, v, t) dydv. (2.15)
Taking the Fourier transform (FT) of (2.13), we note that the noise terms are entering the dynamics through y and
not through v, so that the operator consists of the usual first order partial derivatives in y and v, and the fractional
derivatives are in terms of y only. Then, using (2.14), we obtain the corresponding partial differential equation for
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the CF, 

∂ψ
∂t
= imF
[
fˆ(x, y)p
]
+
il
ǫ
F [g(x, y)p]− b
α|l|α
ǫ(1−γ)α
Ξ(l;α, β)ψ,
ψ(l,m, 0) = exp(ily0).
(2.16)
Substituting g and fˆ as in (2.3) and (2.10) into (2.16) yields


∂ψ
∂t
=
(
f2
ǫγ
m+
g2
ǫ
l
)
∂ψ
∂l
+
[
i
g1
ǫ1−γ
l + i
g1f2
g2
m− b
α|l|α
ǫ(1−γ)α
Ξ(l;α, β)
]
ψ,
ψ(l,m, 0) = exp(ily0)
(2.17)
where we have dropped the argument x from f1, f2, g1, g2. We derive the solution for ψ using the method of
characteristics. The characteristic curves for the variables t, l and m are given in terms of the characteristic variables
r, l0, and m0,
t(r) = r, l(r) = l0 exp
(
−g2
ǫ
r
)
− ǫ1−γ f2
g2
m0
(
1− exp
(
−g2
ǫ
r
))
, m(r) = m0, (2.18)
and ψ satsifies
dψ
dr
=
(
i
f2g1
g2
m+ iǫγ−1g1l − b
α
ǫ(1−γ)α
|l(r)|αΞ(l(r);α, β)
)
ψ, ψ(0) = exp(il0y0) (2.19)
where Ξ is given in (1.2). The solution of (2.19) is given by
ψ(l,m, t) = exp
[
iΛ(t)y0 − i
(
ǫγ
g1
g2
l + ǫ
g1f2
g22
m
)
(1− exp(g2t/ǫ)) (2.20)
− b
α
ǫ(1−γ)α
∫ t
0
|Λ(r)|αΞ(Λ(r);α, β) dr
]
,
where
Λ(s) = l exp
(g2
ǫ
s
)
− ǫ1−γmf2
g2
(
1− exp
(g2
ǫ
s
))
. (2.21)
We evaluate the integral term of (2.20) asymptotically for small ǫ as shown in Appendix B giving the result,
∫ t
0
|Λ(r)|αΞ(Λ(r);α, β) dr (2.22)
=


(
ǫ|l|α
−αg2
)
Ξ(l;α, β)(1 − exp(αg2t/ǫ)) +O(ǫ2−γ) for t = O(ǫ),
ǫ|f2g−12 |α|m|αΞ(m;α, β∗)t+
ǫ|l|α
−αg2Ξ(l;α, β) +O(ǫ
2−γ) for t = O(1).
where
β∗ = β sgn (f2) . (2.23)
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Substituting (2.22) into (2.20) gives the following approximation for ψ,
ψ ∼


exp
[
iΛ(t)y0 − i
(
ǫγ g1g2 l + ǫ
g1f2
g22
m
)
(1− exp(g2t/ǫ))
− bα|l|α
ǫ(1−γ)α−1(−αg2)
Ξ(l;α, β)(1 − exp(αg2t/ǫ))
]
for t = O(ǫ),
exp
[
−ilǫγ g1g2 − im
(
ǫ g1f2
g22
+ ǫ1−γ f2g2 y0
)
− bα|l|α
ǫ(1−γ)α−1(−αg2)
Ξ(l;α, β)
− bα
ǫ(1−γ)α−1
|f2/g2|α|m|αΞ(m;α, β∗)t
]
for t = O(1).
(2.24)
Since ψ has no terms that involve products of l and m, we can factor the approximate CF into components ψ ≈ ψyψv
that correspond to CFs of yt and vt. The CF for yt given in (2.2) and g given in (2.3), treating xt as a constant is,
ψy(l, t) = exp
[
ily0 exp (g2t/ǫ)− ilǫγ g1
g2
(1− exp (g2t/ǫ)) (2.25)
− b
α|l|α
ǫ(1−γ)α−1(−αg2)
Ξ(l;α, β)(1 − exp(αg2t/ǫ))
]
.
The asymptotic approximation for t = O(1) is
ψy(l, t) ∼ exp
[
−ilǫγ g1
g2
− b
α|l|α
ǫ(1−γ)α−1(−αg2)
Ξ(l;α, β)
]
. (2.26)
We then factor ψy as defined by (2.25) for t = O(ǫ) and (2.26) for t = O(1) out of the approximate expression for ψ
given in (2.24) to get the asymptotic behaviour of ψv,
ψv(m, t) ∼ exp
[
−im
(
ǫ1−γ
f2
g2
y0 + ǫ
g1f2
g22
)
(1− exp(g2t/ǫ))
]
for t = O(ǫ), (2.27)
ψv(m, t) ∼ exp
[
−im
(
ǫ1−γ
f2
g2
y0 + ǫ
g1f2
g22
)
(2.28)
− b
α
ǫ(1−γ)α−1
|f2g−12 |α|m|αΞ(m;α, β∗)t
]
for t = O(1).
This factorization of the CF allows us to analyze the asymptotic approximation of the CF, ψv for the process vt. We
compare (2.28) to the CF of an α-stable process, zt, t ≥ 0, with the SDE and associated CF given by
dzt = Σ dL
(α,β)
t , ψz(k) = exp [ikz0 − tΣα|k|αΞ(k;α, β)] , (2.29)
where Σ is a constant and k is the Fourier variable. The functional structure with respect to the Fourier variables
m in (2.28) and k in (2.29) is identical, with the terms (α, β,Σ) in (2.29) corresponding to (α, β∗, ǫ(γ−1+1/α)b|f2/g2|)
in (2.28). The coefficient of im in (2.27), (2.28) defines the mean of vt, which is non-zero in general if y0 6= E(y|x) [y]
given in (2.6). The mean of vt is constant on the t = O(1) time scale as is evident by inspection of (2.28) and is thus
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inconsequential to our analysis since we are interested in the increments of vt on this time scale rather than vt itself.
Since convergence in CF implies convergence in distribution [10], the comparison of (2.28) and (2.29) indicates
that on the O(1) time scale, the increments dvt are approximately distributed according to an α-stable law, dvt ∼
ǫρb|f2/g2| dL(α,β
∗)
t where ρ = γ− 1+1/α. We conclude that the (L) approximation for the system (2.1 – 2.3) is given
by xt + ξt where xt is given by (2.4) and
dξt = f
′
(xt)ξt dt+ ǫ
ρb
∣∣∣∣f2(xt)g2(xt)
∣∣∣∣ dL(α,β∗)t , ξ0 = 0 (2.30)
where f is given in (2.6). We note that if ρ < 0 (i.e. γ < 1− 1/α), then the scale parameter of the noise diverges and
the approximation (2.30) is undefined in the ǫ → 0 limit. If ρ > 0, then the scaling of the noise approaches zero in
this limit and ξt → 0 as t→∞, provided f ′(xt) < 0 for all xt. In this case, the (L) approximation is asymptotically
equivalent to the (A) approximation (2.4) as ǫ → 0. For non-zero, but sufficiently small ǫ, the (L) approximation is
an asymptotic approximation in the weak sense for the dynamics of xt for ρ > 0. This is also true for ρ < 0, ǫ not
too small. However in this case, the dynamics of xt become dominated by the noise and it becomes questionable that
xt can be considered a slow process relative to yt. For ρ = 0, the intensity of the noise in (2.30) does not depend on
ǫ and the stochastic corrections persist as the timescale separation is made arbitrarily small.
The (L) approximation is useful not only when the system being approximated is itself linear, but also when the
system is near a deterministic attractor to which xt has converged. In this case, the (L) approximation is reasonable
on finite time intervals that are shorter than the escape time of the local attractor. We compare simulations of the
full system and the (L) approximation for both linear and nonlinear systems in §3.
2.3 (N+) approximation
The (L) approximation is a good approximation for linear systems or for certain local approximations. However, for
systems with nonlinear dynamics, the (L) approximation may be inadequate due to its inability to model systems with
multimodal stationary distributions or behaviour different from an OULp. In these cases, the (N+) approximation is
more appropriate as it is a better approximation for such nonlinear systems.
Beginning with the original system (2.1, 2.2) with f, g given by (2.3), we express the dynamics of xt in terms of
f and fˆ given in (2.5) and (2.10),
dxt = f(xt) dt+ fˆ(xt, yt) dt. (2.31)
As in the previous section, to complete the (N+) approximation, we find a stochastic approximation for fˆ(xt, yt) dt
that has its distributional properties on the t = O(1) time scale. We make a change of coordinates µt = T (xt) where
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T is a differentiable function satisfying
T ′(x)f2(x) = g2(x). (2.32)
The transformation µt = T (xt) defined in (2.32) is invertible since g2(x) < 0 and f2(x) 6= 0 has the same sign for all
x. As we show below, this coordinate transformation, x → µ allows us to approximate the increments fˆ(xt, yt) dt in
the transformed coordinates as an additive α-stable noise process when we consider the CF in Fourier space. Then
there is no ambiguity in the interpretation of these noise terms, particularly when we invert the transformation T to
obtain the approximation in the original variables. Our use of such a coordinate transformation (2.32) is similar to
that in [6] where a fast-slow system is transformed so that the influence of the fast Ornstein-Uhlenbeck process drives
the slow variable additively. In [6], this formulation allows for the unambiguous derivation of a reduced stochastic
model, with a Stratonovich interpretation.
The dynamics of µt can be determined using the change of variables formula [7],
dµt = T ′(xt−) dxt + 1
2
T ′′(xt−) d[x, x]ct + T (xt)− T (xt−)− T ′(xt)∆xt, (2.33)
where xt− = lims→t− xs and ∆xt denotes the jump component of xt. Since the continuous part of the quadratic
variation of x, d[x, x]ct ∝ (dt)2 → 0 and there are no jump components because xt is continuous for all t, we get
dµt = T ′(xt) dxt (2.34)
= T ′(T −1(µt))
[
f(T −1(µt)) + fˆ(T −1(µt), yt)
]
dt (2.35)
= T ′(T −1(µt))f(T −1(µt)) dt +
[
g1(T −1(µt)) + ǫ−γg2(T −1(µt))yt
]
dt. (2.36)
We define dVt as the additional fluctuations about the first forcing term in (2.36), analogous to dvt in the (L)
approximation (2.10),
dVt =
[
g1(T −1(µt)) + ǫ−γg2(T −1(µt))yt
]
dt, V0 = 0. (2.37)
Note that the dynamics in (2.37) are the same (up to a multiplicative constant) as the drift terms in the equation
for y. This correspondence between the V and y equations leads to a straightforward factorization of the joint CF in
Fourier space, as we see below.
Invoking the separation of time scales for small ǫ, we use a multiple scale approximation for the FKE for the (y, V )
system treating µt as effectively constant relative to the fast time scales of yt and Vt,


∂q
∂t
= −
(
∂
∂V
+ ǫγ−1
∂
∂y
)([
g1 + ǫ
−γg2y
]
q
)
+
bα
ǫ(1−γ)α
D(α,β)y q,
q(y, V, 0) = δ(y − y0)δ(V )
(2.38)
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where q = q(y, V, t) is the joint PDF for y, V and g1 and g2 are shorthand for g1(T −1(µt)) and g2(T −1(µt)), treated
as constants. We take the FT of (2.38) and define the CF of (y, V ) to be φ = φ(l,m, t) where
φ(l,m, t) =
∫∫
R2
exp(ily + imV )q(y, V, t) dV dy. (2.39)
The resulting linear partial differential equation for φ is similar to (2.17),


∂φ
∂t
=
(g2
ǫγ
m+
g2
ǫ
l
) ∂φ
∂l
+
[
i
(
g1m+
g1l
ǫ1−γ
)
− b
α|l|α
ǫ(1−γ)α
Ξ(l;α, β)
]
φ,
φ(l,m, 0) = exp(ily0)
(2.40)
with Ξ(l;α, β) given in (1.2). Analogous to (2.17), (2.40) can be solved using the method of characteristics giving us
φ(l,m, t) = exp
[
iΓ(t)y0 − ig1
g2
(ǫγ l + ǫm)(1− exp(g2t/ǫ)) (2.41)
− b
α
ǫ(1−γ)α
∫ t
0
|Γ(r)|αΞ(Γ(r);α, β) dr
]
,
where
Γ(s) = l exp
(g2
ǫ
s
)
− ǫ1−γm
(
1− exp
(g2
ǫ
s
))
. (2.42)
Using the same asymptotic results derived in Appendix B, we can approximate φ on the t = O(ǫ) and O(1) time
scales. Thus, we obtain an approximate form for the CF of the (y, V ) system for 0 < ǫ≪ 1,
φ ∼


exp
[
iΓ(t)y0 − i(ǫγ l + ǫm)g1g2 (1− exp(g2t/ǫ))
− bα|l|αΞ(l;α,β)
ǫ(1−γ)α−1(−αg2)
(1− exp(αg2t/ǫ))
]
for t = O(ǫ)
exp
[
−iǫγ g1g2 l − i
(
ǫ1−γy0 + ǫ
g1
g2
)
m
− bα|l|αΞ(l;α,β)
ǫ(1−γ)α−1(−αg2)
− bα
ǫ(1−γ)α−1
|m|αΞ(m;α,−β)t
]
for t = O(1).
(2.43)
Since φ has no products of l and m, we decompose the t = O(1) approximation in (2.43) into two factors: φ ∼ φyφV ,
where
φV (m, t) = exp
(
−i
(
ǫ1−γy0 + ǫ
g1
g2
)
m− ǫαρbα|m|αΞ(m;α,−β)t
)
(2.44)
and φy = ψy is the CF of y given in (2.26). As in the case of the (L) approximation, φV is identical in form to the CF
of an α-stable process. By the same reasoning leading from (2.28) to (2.30) in the previous section, we conclude that
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the dynamics of the perturbation Vt can be approximated on the t = O(1) time scale by an α-stable noise process,
dVt = g1(T −1(µt)) dt + ǫ−γg2(T −1(µt))yt dt ≈ ǫρb dL(α,−β)t . (2.45)
Note that in our transformed system µt = T (xt), the coefficient of the Le´vy increment is state-independent and so
the limiting noise is additive. Using (2.37) and (2.45) in (2.36), we obtain an approximate equation for µt,
dµt ≈ T ′(T −1(µt))f(T −1(µt)) dt − ǫρb dL(α,β)t , µ0 = T (x0). (2.46)
Here we have chosen to express the stochastic increments ǫρb dL
(α,−β)
t as−ǫρb dL(α,β)t , which is equivalently distributed.
To complete the approximation for xt on the slow time scale, we invert our initial transformation xt → µt = T (xt)
by taking µt → Xt = T −1(µt), similarly to [6] in the example of Gaussian noise. The fact that the stochastic
forcing on µt is additive allows for an unambiguous interpretation of the noise terms prior to performing the inverse
transformation, and inverting the transformation then provides the appropriate interpretation of the noise terms for
the approximation of xt. Since T −1 is a nonlinear transformation, the change of variables formula for jump processes
[7] yields non-trivial contributions when applied to Xt as follows,
dXt = (T −1)′(µt−) dµt + T −1(µt)− T −1(µt−)− (T −1)′(µt−)∆µt, (2.47)
where X0 = x0, µt− = lims→t− µs, and ∆µt = µt − µt− = −ǫρb dL(α,β)t is the jump component of µt at time t. Using
the expression for dµt (2.36), (2.47) can be written as
dXt =
1
T ′(T −1(µt−))T
′(T −1(µt))f(T −1(µt)) dt +
{T −1(µt)− T −1(µt−)} (2.48)
=
( T ′(Xt)
T ′(Xt−)
)
f(Xt) dt+
{T −1(µt)− T −1(µt−)} . (2.49)
where Xt− = lims→t− Xs. With probability one, the ratio T ′(Xt)/T ′(Xt−) is equal to one, as Xt is a ca`dla`g process
and hence the set of times where a jump occurs is a null-set with respect to the Lebesgue measure [7]. Hence, we
replace T ′(Xt)/T ′(Xt−) with 1 in (2.49). The difference T −1(µt) − T −1(µt−) can not be neglected since the time
integral of these terms results in a sum that does not scale with the size of the infinitesimal time step dt. To see this,
we show that this difference is equal to the Marcus increment [T ′(Xt)]−1 ⋄ dL(α,β)t , by writing T −1(µt)−T −1(µt−) in
terms of the processes, Θ(r;∆Lt, µt−) = µt− − ǫρb∆Ltr and θ(r;∆Lt,T −1(µt−)) = T −1(Θ(r;∆Lt, µt−)), where
dθ
dr
=
dθ
dΘ
dΘ
dr
= − ǫ
ρb∆Lt
T ′(θ(r)) , θ(0;∆Lt,T
−1(µt−)) = T −1(µt−) = Xt− (2.50)
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and ∆Lt = dL
(α,β)
t is the size of the jump in the α-stable noise process L
(α,β)
t at time t. The variable θ(r;∆Lt, µt−)
is referred to as the Marcus map and it describes the integrated effect of the jump ∆Lt over the infinitesimal time on
which the jump occurs which begins at r = 0 and ends at r = 1 (additional details in Appendix C.1.2). The difference
T −1(µt)− T −1(µt−) can then be written in terms of θ(r;∆Lt, µt−) as follows,
µt = µt− − ǫρb∆Lt = Θ(1;∆Lt, µt−) = T (θ(1;∆Lt,T −1(µt−))) (2.51)
⇒ T −1(µt)− T −1(µt−) = T −1(Θ(1;∆Lt, µt−))−Xt− = θ(1;∆Lt,Xt−)−Xt− (2.52)
The difference θ(1;∆Lt,Xt−)−Xt− where θ satisfies (2.50) is the definition of the Marcus increment −ǫρb[T ′(Xt)]−1 ⋄
dL
(α,β)
t . Then using (2.52) and T ′ from (2.32) in (2.49), yields the weak approximation Xt for the dynamics of xt,
dXt = f(Xt) dt+ ǫ
ρb
(
f2(Xt)
−g2(Xt)
)
⋄ dL(α,β)t , X0 = x0. (2.53)
We note that (2.53), which we refer to as the (N+) approximation is equivalent to the (L) approximation (2.30) when
(2.1, 2.2) are a linear system of equations (i.e. f1, f2, g1, g2 are constant). Also note that the stochastic increment
−ǫρb[f2(Xt)/g2(Xt)]⋄dL(α,β)t can be written equivalently as ǫρb |f2(Xt)/(g2(Xt))| ⋄dL(α,β
∗)
t where β
∗ is given in (2.23)
with f2 = f2(Xt) since any negative sign in the scale parameter can be absorbed into the skewness parameter. As in
§2.2, if ρ > 0, then the (N+) approximation reduces to the (A) approximation (2.4) in the limit ǫ→ 0, while the scale
parameter diverges if ρ < 0 in the same limit. In the case of small, non-zero ǫ, (2.53) provides a good approximation
to xt when ρ > 0, but if ρ < 0 then the approximation may not be appropriate for the same reasons given in §2.2. If
ρ = 0, the stochastic dynamics persist in the strict limit ǫ→ 0.
When α = 2, the Marcus interpretation of (2.53) reduces to the Stratonovich interpretation (see Appendix C.1.2)
and thus our approximation is consistent with the previously derived (N+) approximation in the case of Gaussian
white noise stochastic forcing [2].
In the next section we show that the (N+) approximation is generally superior to the (L) approximation for
nonlinear systems as would be expected. However, we note that the (N+) approximation requires an additional
constraint (i.e. sgn (f2(x)) is constant and not equal to zero, for all x) and its numerical implementation is more
complicated, often requiring simulation of the Marcus differential terms (See Appendix C.1.2) for which we do not
have an efficient numerical method when the solution for θ from (2.50) cannot be expressed in closed form and β 6= 0.
Depending on the problem under consideration, for practical reasons the (N+) approximation may not be a preferable
option over the (L) approximation.
Finally, we note the interesting fact that the drift and diffusion coefficients of the dynamics in the approximations
are identical to those in the Gaussian case discussed in [32] up to a power of ǫ, regardless of the value of α.
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3 Computational Results
We apply the (L) and (N+) stochastic averaging approximations to four fast-slow dynamical systems with α-stable
noise forcing and numerically simulate the systems to compare the stationary probability density functions and
autocodifference functions of the approximations to those of the corresponding full systems. One of the systems we
simulate is linear while the other three include nonlinear functions f1, f2, g1 and g2. For this section, we set ρ = 0
(i.e. γ = 1− 1/α). Our numerical scheme is outlined in Appendix C.1, and we have run additional simulations with
even smaller simulation time steps to confirm that the simulations are well-resolved. All density plots in this paper
were derived from simulations having the same sampling time step Dt = 10−2 and number of data points, N = 108.
The rationale for our choice of time series length is given in Appendix C.2.
3.1 Linear System
We apply the (L) approximation from §2.2 to a linear system inspired by an example in [32],
dxt =
(−xt + ǫ−γayt) dt, x0 ∈ R (3.1)
ǫ dyt = (ǫ
γcxt − yt) dt+ ǫγb dL(α,β)t , y0 = 0 (3.2)
where 0 < ǫ≪ 1 and (1 − ac) > 0. Using (2.4), (2.30), we write the (L) approximation for xt in (3.1, 3.2). The (A)
approximation, x, as in (2.4) is
dxt = −(1− ac)xt dt, x0 = x0, ⇒ xt = x0 exp[−(1− ac)t]. (3.3)
Using (2.30) and (3.3), the (L) approximation for xt is xt + ξt where xt satisfies (3.3) and ξt satisfies
dξt = −(1− ac)ξt dt+ |a|b dL(α,βa)t , ξ0 = 0, (3.4)
where βa = sgn (a)β. In the long-time limit t → ∞ (i.e. at stationarity) or in the case that x0 = 0, the (N+)
approximation of xt is identical to the (L) approximation since (3.1, 3.2) is linear. We set x0 = 0 for all the numerical
simulations of (3.1, 3.2) and (3.4), and hence xt = 0.
In Fig. 2, we display the numerically simulated PDF of xt and ξt with dynamics given by (3.1, 3.2) and (3.4)
respectively for different values of α < 2. We also consider cases with asymmetric noise (i.e. β 6= 0) in Fig. 3.
Comparing the numerically generated densities of ξt (3.4) with those of xt from (3.1, 3.2) we see that the density
obtained by the (L) approximation is almost indistinguishable from the density of the full system. In these figures, we
also plot the numerically computed distribution as determined using the STBLPDF command in the STBL package
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for MATLAB [46]. This code computes the PDF by numerically evaluating an integral representation of the α-stable
distribution as given in Theorem 1 of [33]. The densities estimated from numerically simulated time series are in
excellent agreement with the numerically computed densities as determined from the integral representation.
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Figure 2: Normalized histogram-based estimates of the PDF with symmetric forcing (β = 0) of xt from (3.1, 3.2)
(blue line) and the (L) approximation ξt of (3.4) (green crosses). Left/Middle: As in Fig. 1 with α = 1.9/1.4. Right:
As in Fig. 1, but with a = 0.7, b = 2, α = 1.7 and ǫ = 0.1. The numerically evaluated density using the MATLAB
package STBL for ξ in (3.4) is shown by black squares.
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Figure 3: Normalized histogram-based estimates of the PDF with β 6= 0 of xt from (3.1, 3.2) (blue line). Also plotted
is the histogram for ξt of (3.4) (green crosses). For all figures: a = 0.2, b = 0.7, c = 1, α = 1.7. Left/Middle/Right:
ǫ = 0.01/0.01/0.1, β = −0.5/1/0.75. The numerically evaluated density using the MATLAB package STBL for ξ in
(3.4) is shown in black squares.
We also compare the autocodifference functions (AFs) [45] of the simulated trajectories for the full and averaged
systems. This quantity is the generalization of the autocovariance function to variables that may not have a finite
variance. In the case where α = 2, the autocovariance function is a standard measure of the degree of linear dependence
between time-lagged states of a time series. However, when α < 2, the autocovariance function is not defined and
so instead we must use the analogous AF to get a sense of this linear dependence. The AF for a continuous-time
stochastic process zt is defined in terms of the CF of zt,
Az(τ) = log [E [exp(i(zt+τ − zt))]]− log [E [exp(izt+τ )]]− log [E [exp(−izt)]] , (3.5)
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where τ is the lag time. In the case of ξt given by (3.4), the AF can be explicity evaluated,
Aξ(τ) =
(ab)α
α(1 − ac) [1 + exp(−α(1 − ac)τ) − |1− exp(−(1− ac)τ)|
α] (3.6)
− iβ tan
(πα
2
) (ab)α
α(1 − ac) [(1− exp(−α(1− ac)τ)) − |1− exp(−(1− ac)τ)|
α] .
We note that when β = 0, the imaginary part of the AF is equal to zero and (3.6) reduces to the autcodifference
function given in [45]. If α = 2, then Aξ, is identical to the autocovariance function of ξ. The existence of a nonzero
imaginary part of the AF for β 6= 0 is a consequence of definition (3.5). It has no obvious interpretation in terms of
the standard autocovariance function or the dynamics of the corresponding process.
We estimate the AF for the sample trajectories used to generate the density estimates given in Fig. 2 and offer
a brief summary of the estimation method in Appendix C.3. The results are displayed in Fig. 4. We see that for
ǫ ≪ 1, there is virtually no difference between the estimated AFs of the full and averaged systems, and both are
comparable to the analytically derived result (3.6). For ǫ = 0.1, small differences between the AFs of the full and
averaged systems are apparent but not unexpected given the relatively large value of ǫ which is on the edge of the
asymptotic regime.
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Figure 4: Logarithmic plot of the numerically estimated AF for xt of (3.1, 3.2) (blue line) and ξt of (3.4) (green
crosses) where β = 0. The analytically derived autocodifference Aξ(τ) in (3.6) is also displayed (black squares). The
parameters for the left, middle and right panels correspond to those from Fig. 2.
We also consider the case of skewed noise (not shown) for ǫ ≪ 1 and see that the modulus of the estimated
AFs of the full and reduced systems are indistinguishable for various values of β and ǫ = 0.01 with some slight
differences between the full and averaged systems for ǫ = 0.1. Similar agreement is observed for the real and
imaginary components of the AF compared separately. From these results, we see that (3.4) is statistically similar to
xt of (3.1, 3.2) not only in stationary distribution, but also in autocodifference.
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3.2 Nonlinear system 1: Bilinear slow dynamics
The first nonlinear system we study is a fast-slow system with a bilinear term in the slow equation:
dxt =
(
c− xt + ǫ−γxtyt
)
dt, x0 > 0, (3.7)
dyt = − yt
ǫa
dt+
b
ǫ1/α
dL
(α,0)
t , y0 = 0. (3.8)
where c, a > 0. The bilinearity in the slow equation has the effect of restricting the dynamics of xt to positive values
since the increments dxt/dt→ c > 0 as x→ 0+. We compute the (N+) approximation, Xt, using (2.53),
dXt = (c−Xt) dt+ abXt ⋄ dL(α,0)t , X0 = x0. (3.9)
For the sake of comparison, we also give the (L) approximation using (2.30),
xt ≈ xt + ξt where


dξt = −ξt dt+ ab|xt| dL(α,0)t , ξ0 = x0 − c
xt = c+ (x0 − c) exp(−t).
(3.10)
We compare the densities of the full system (3.7, 3.8) and the approximations (3.9) and (3.10) via numerical
simulation in Fig. 5 demonstrating the expected superiority of the (N+) approximation over the (L) approximation.
The simulation methods are described in Appendix C.1, (Ito¯ for (3.7, 3.8) and (3.10) and Marcus for (3.9)). Partic-
ularly noteworthy is that the (N+) approximation, like the full system, does not cross the x = 0 boundary. Given
the multiplicative nature of the noise of the (N+) approximation, it is clear that the positivity of the slow process
is preserved in the approximation, as the dynamics of Xt (3.9) satisfy dXt/dt → c > 0 for Xt → 0. The dynamics
of xt in the full system (3.7, 3.8) also satisfy the same positivity constraint, as shown above. In contrast, since the
(L) approximation is linear drift with additive noise, it is possible for the (L) approximation to cross zero. However,
even though the (L) approximation does cross x = 0, it is a reasonable approximation of the full system near xt (the
mean of xt), and thus may be suitable for local approximations. Although we have only presented results for β = 0,
the approximations for β 6= 0 have similar quality (see Appendix C.1.2 for a discussion on the numerical method).
Figure 6 shows that the AF of the (L) approximation, which exhibits exponential decay, differs from that of
the (N+) approximation and the full system. The slope of the AF for the (L) approximation for small time lags
is shallower than that of (N+), indicating less rapid ”memory loss” over short time intervals. However, for longer
times, the (L) approximation appears to have more rapid memory loss than both xt and Xt of the full and (N+)
approximation systems. The autocodifference of the (N+) approximation is very similar to that of xt of the full
system, indicating that Xt is an excellent approximation to xt in both stationary PDF and AF.
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Figure 5: Normalized histogram-based estimates of the PDF of xt for the full nonlinear system (3.7, 3.8) (blue line),
the (L) approximation xt+ξt (3.10) (green crosses) and the (N+) approximation Xt (3.9) (red circles). For all figures:
a = 1, b = 0.1, c = 1, ǫ = 0.01 and x0 = c. Left/Middle/Right: α = 1.7/1.9/2.
For brevity we do not give figures of the AFs for the remaining examples as they give essentially the same result
as those in Fig. 6; that the AFs of the (N+) approximation and the full system correspond very well for sufficiently
small ǫ, while the AF of the (L) approximation differs.
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Figure 6: Logarithmic plot of the estimated AF for xt of the full nonlinear system (3.7, 3.8) (blue line). Also plotted
are the real parts of the autocodifferences of the (L) approximation, xt + ξt, (3.10) (green crosses) and the (N+)
approximation, Xt, (3.9) (red circles). The parameters for the 3 panels correspond to those from Fig. 5.
3.3 Nonlinear system 2: State-dependent reversion
For the second nonlinear system we consider, there is a nonlinear term in the equation for the fast variable yt,
dxt =
(−xt + ǫ−γyt) dt, x0 ∈ R, (3.11)
dyt = −(1 + |xt|)
ǫ
yt dt+
b
ǫ1/α
dL
(α,0)
t , y0 = 0. (3.12)
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For larger values of |x|, there is stronger reversion to zero of the fast variable yt. Computing the (N+) approximation
using (2.53) and comparing to the (L) approximation (2.30) gives
(N+): xt ≈ Xt where dXt = −Xt dt+ b
(1 + |Xt|) ⋄ dL
(α,0)
t , X0 = x0, (3.13)
(L): xt ≈ xt + ξt where


xt = x0 exp(−t),
dξt = −ξt dt+ b(1+|xt|) dL
(α,0)
t , ξ0 = 0.
(3.14)
Figure 7 shows the estimates of the stationary PDFs for (3.11, 3.12) and the approximations (3.13) and (3.14) obtained
by simulation. Once again, we see that the (N+) approximation gives an excellent approximation to the density of
the full system. By comparison, the (L) approximation is poor as it does not capture the bimodal nature of the full
system in the given parameter regimes and overestimates the probability mass in the tails of the distribution. In
failing to capture the bimodal nature of (3.11, 3.12), the (L) approximation does not perform well even as a local
approximation of the full system near the mean, x = 0. The (N+) approximation accurately captures both the tails
and the bimodal nature of the full system.
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Figure 7: Normalized histogram-based estimates of the PDF of xt for the full system (3.11, 3.12) (blue line), the (L)
approximation xt+ ξt (3.14) (green crosses), and the (N+) approximation, Xt, (3.13) (red circles). For all plots, b = 2
and x0 = 0. Left: ǫ = 0.1, α = 1.6. Middle: ǫ = 0.01, α = 1.9. Right: ǫ = 0.01, α = 2. (Insets are on a linear scale)
3.4 Nonlinear system 3: Strong slow nonlinearity
In the third nonlinear model, the drift term of the slow variable contains a cubic term in xt,
dxt =
(−xt − x3t + ǫ−γyt) dt, x0 = 0, (3.15)
dyt = − yt
ǫa
dt+
b
ǫ1/α
dL
(α,0)
t , y0 = 0. (3.16)
where a > 0. The fast variable which is an OULp, appears linearly in the slow equation. For xt near 0, the system
can be approximated as a multivariate OULp as the cubic term in (3.15) is small. As before, we compute the (N+)
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approximation (2.53) and compare it to the (L) approximation (2.30),
(N+): xt ≈ Xt where dXt = (−Xt −X3t ) dt+ ab dL(α,0)t , X0 = x0, (3.17)
(L): xt ≈ xt + ξt where


xt =
x0√
x20(e
2t−1)+e2t
,
dξt = −ξt dt+ ab dL(α,0)t , ξ0 = 0.
(3.18)
From the results in Fig. 8, we see that again the (N+) approximation captures the full nonlinearity of the slow dy-
namics (3.15) while the (L) approximation effectively gives a linearization of the drift dynamics near the deterministic
equilibrium of (3.15) when yt is at its mean value of 0. Both approximations do well near the peak of the distribution
at x = 0, but the (L) approximation deviates from the full system for |x| large, so that the OULp approximation
is not appropriate. The (N+) approximation, by comparison, is once again a good approximation over the whole
domain.
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Figure 8: Normalized histogram-based estimates of the PDF of the xt - variable for (3.15, 3.16) (blue line), xt + ξt
for the system (3.18) (green crosses), and Xt for (3.17) (red circles). For all figures: σ = 0.3, a = 1, ǫ = 0.01, x0 = 0.
Left/Middle/Right: α = 1.7/1.9/2.0.
4 Conclusions
In this paper, we determine the (L) and (N+) appproximations for fast-slow sytems forced with α-stable noise. These
are reduced systems providing weak approximations for the slow variables, analogous to the established (L) and (N+)
approximation for Gaussian noise forcing. Previous results for Gaussian noise have been based on the analysis of
autocovariance [2, 32], while other analyses have used the characteristic functions obtained from the Fourier transform
of the FKE for linear fast-slow systems [43]. Here we consider nonlinear systems, and since the autocovariance function
is not available for systems with α-stable noise, we use the characteristic functions for appropriately transformed
variables as the basis for the approximations. We restrict our attention to nonlinear models which are linear in the
fast variable, as the Fourier analysis necessary for determining the CF is straightforward in this case.
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For the (L) and (N+) approximations that we derive, we find that the drift and diffusion coefficients of the
dynamics have the same form up to a power of ǫ as the coefficients obtained in the (L) and (N+) approximations
in the Gaussian case. The difference is in the treatment of the noise; obviously, for systems with α-stable noise, the
(L) and (N+) approximations also involve α-stable noise. In addition, the general result for the (N+) approximation
requires a Marcus interpretation for the α-stable case, while in the Gaussian case the interpretation of the noise terms
is Stratonovich. For α = 2, corresponding to Gaussian noise with no jumps, the Marcus interpretation reduces to the
Stratonovich, demonstrating consistency.
The derivation of the stochastic averaging methods presented here depends on the scaling relationships with regard
to the timescale separation parameter ǫ. In particular, the value of the exponent γ in the dynamical equations of the
unreduced system, 

dxt = f1(xt) dt+ ǫ
−γf2(xt)yt dt,
ǫ dyt = ǫ
γg1(xt) + g2(xt)yt dt+ ǫ
γb dL
(α,β)
t ,
is critically important. If γ < 1 − 1/α, the stochastic terms of the (L) and (N+) approximations, which have
the coefficients proportional to ǫγ−(1−1/α), diverge in the formal ǫ → 0 limit. If γ > 1 − 1/α, the (L) and (N+)
approximations are asymptotically equivalent to the (A) approximation as ǫ→ 0, which does not include any stochastic
effects. For non-zero ǫ = o(1) and γ > 1 − 1/α, the (L) and (N+) approximations are asymptotic approximations
in the weak sense for the dynamics of xt. While we also have this approximation for γ < 1 − 1/α, the dynamics of
xt become dominated by the noise in this case and it becomes questionable that xt can be considered a slow process
relative to yt. For the critical value γ = 1− 1/α, the intensity of the noise in the (L) and (N+) approximations does
not depend on ǫ and the stochastic corrections persist as the timescale separation parameter ǫ is made arbitrarily
small.
We assumed that g2(x) < 0 is O(1) to ensure contracting dynamics so that the distribution of y conditioned on
x reaches stationary behaviour for y on a fast time scale. We expect that other systems with g2(x) > 0 for some x
also have this property, but we have not considered them here in order to concentrate on developing the approach for
deriving the reduced system, rather than on confirming that conditionally stationary behaviour of y is realized on a
fast time scale. In addition, we expect that caution is required in the cases where the distribution of y conditioned
on x is multimodal (e.g. multistability for y in the absence of noise).
We compare numerical results for several fast-slow systems (both linear and nonlinear) and their corresponding
(L) and (N+) approximations for the slow variables, computing both the long time probability density functions and
the autocodifference functions (analogous to the autocovariance functions for α-stable processes). We observe good
agreement between the full system and the approximations with some expected limitations. The (L) approximation
gives a good approximation for linear fast-slow systems as well as a local approximation near the mean when a
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linear approximation is valid there. The (N+) approximation captures the nonlinear behaviour of both the long time
probability density functions and the autocodifference functions, showing good agreement with the full system over all
values for the slow variable. However, the (N+) approximation is more difficult to simulate, primarily because of the
Marcus stochastic terms. Considerations of numerical stability of nonlinear systems may also be an issue, requiring
higher order methods for accuracy, as discussed in Appendix C.1.1. The choice to use the (L) or (N+) approximation
depends on the balance of accuracy, range of values where the approximation is needed, and the amount of analytical
and computational work required.
Our results suggest a number of valuable areas for future research. In our analysis, we required that α > 1 so
that the mean of the fast process is defined. We show numerical simulations in Fig. 9 that indicate cases where the
averaging approximations are reasonable for α < 1. This suggests that the (L) and (N+) approximations in the case
of α < 1 would be of interest for future study. The analysis of that case would likely require the use of a location
parameter instead of the mean. The development of a stochastic reduction process from alternative perspectives
(e.g. operator theory) would require substantial work beyond the scope of this paper, given the lack of higher order
moments for the processes considered here. A comparison with such approaches would be valuable, and we leave it
for future work. Another area of extension would be the consideration of systems with more general nonlinearities,
including nonlinearities in the fast variables. In that case an explicit analytical result may not be available via Fourier
analysis, but we expect that the densities for some systems that are nonlinear in y are similar in character to those
from systems that are linear in y. In Fig. 9, right panel, we show an example that is quadratic in y, demonstrating
that the numerical approximation for the density is similar in character to that of our nonlinear system 1 with
bilinear form. It may then be possible to provide a (semi)-analytical expression for the reduced system, but the
nonlinearities would require methods beyond those used in the present study. Furthermore, in order to consider (N+)
approximations for systems with asymmetric α-stable noise where the Marcus map cannot be expressed in closed
form, a numerical method needs to be developed. A computationally expensive approach would be simply to treat
every stochastic increment as a jump and use the numerical method outlined in Appendix C.1.2, but ideally one would
prefer to have a more efficient method. Extending the analysis to systems where the fast and slow subsystems are
multi-dimensional, rather than scalar is another natural direction for our research, although this may not be a trivial
endeavour. A detailed comparison with strong pathwise approximations, such as [47], could provide an interesting
study in which to explore weak convergence rates and the connection between the two distinct types of averaging.
A Table of notation
The following table gives a short list of the most commonly used variables and symbols in this study.
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Figure 9: Left & Middle: Normalized histogram-based estimates of the PDF with symmetric α-stable forcing for α < 1,
which is not explicitly covered in our analysis. (Left: As in Fig. 1 with (a, b, c, ǫ, α) = (0.2, 0.7, 1, 10−2 , 0.7). Middle:
As in Fig. 7 with (ǫ, α) = (10−2, 0.8)). Right: Estimates of the PDF for xt where dxt = (c− xt + ǫ−γxtyt [1 + ζyt]) dt
and yt satisfies (3.8), (a, b, c, ǫ, α) = (1, 0.1, 1, 10
−2 , 1.7). The values of ζ are indicated in the legend.
Symbol(s) Representative of
x, y the slow, fast dynamical variables
x the process satisfying the (A) approximation to x (2.4)
ξ the perturbation from x in the (L) approximation to x (2.30)
X the (N+) approximation to x (2.53).
v, V continuous processes approximated asymptotically with a white noise
(defined in (2.10), (2.37))
p(y, v, t), q(h, V, t) the marginal probability distribution functions of (yt, vt), (ht, Vt) resp.
F [f ] the Fourier transform of the function f (see (2.15) and (2.39))
l, m, ω the Fourier variables associated with y, v (and V ), h resp.
ψ, φ the characteristic functions (CFs) of the (y, v), (h, V ) system resp.
µ a variable that weakly approximates T (x) where T satisfies (2.32)
B Evaluation of the characteristic function ψ
In this appendix we show the explicit calculations involving the asymptotic evaluation of the integral (2.22) that
contributes to (2.20), ∫ t
0
|Λ(r)|αΞ(Λ(r);α, β) dr (B.1)
where Ξ, Λ are defined in (1.2), (2.21) respectively. We focus on two different temporal regimes, t = O(ǫ) and
t = O(1).
In the case where t = O(ǫ), we make a change of variable ǫy = r in (B.1),
ǫ
∫ t˜
0
|Λ(ǫy)|αΞ(Λ(ǫy);α, β) dy, t˜ = t/ǫ = O(1). (B.2)
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We use a Taylor series approximation for |Λ(ǫy)|α to expand the integrand in powers of ǫ for 0 < ǫ≪ 1,
|Λ(ǫy)|α =
∣∣∣∣l exp (g2y)−mǫ1−γ f2g2 (1− exp (g2y))
∣∣∣∣
α
(B.3)
∼ |l|α exp(αg2y)− ǫ1−γα|l|α−1 sgn (l)mf2
g2
[exp((α − 1)g2y)− exp (αg2y)] . (B.4)
The function Ξ(s;α, β) = 1 + iβ sgn (s) tan(πα/2) depends on s only though sgn(s) and is therefore constant except
when s changes sign. In the t = O(ǫ) limit, Λ(ǫy) = l exp(g2y) +O(ǫ
1−γ) and so the value of Ξ is determined by the
sign of l for yt and ǫ sufficiently small:
Ξ(Λ(ǫy);α, β) = Ξ(l;α, β). (B.5)
Substituting (B.4), (B.5) into (B.2), we obtain an approximation for (B.1) for t = O(ǫ),
∫ t
0
|Λ(r)|αΞ(r;α, β) dr ≈ −ǫ|l|
αΞ(l;α, β)
αg2
(1− exp (g2t/ǫ)) (B.6)
+ ǫ2−γ |l|α−1Ξ(l;α, β) sgn (l)mf2
g22
(
α
α− 1[1− exp((α− 1)g2t/ǫ)]− [1− exp (αg2t/ǫ)]
)
+O(ǫ3−2γ). (B.7)
Keeping only the leading order term in l, we get the approximation to (B.1) valid for t = O(ǫ) that is written in
(2.22).
For t = O(1), (B.1) depends on both global contributions from terms that are significant over the entire domain
of integration, and on local contributions that are concentrated on an interval of length O(ǫ) near t = 0. Methods
for handling such integrals can be found in [16]. For the global contributions, we neglect terms in Λ(r) that are
exponentially small for 0 < ǫ≪ 1 and r = O(1) to get the leading order behaviours of |Λ(r)|α and Ξ(Λ(r);α, β),


|Λ(r)|α ∼
∣∣∣−ǫ1−γm f2g2
∣∣∣α = ǫ ∣∣∣f2g2
∣∣∣α |m|α,
Ξ(Λ(r);α, β) = Ξ(f2m;α, β) = Ξ(m;α, β
∗),
(B.8)
where β∗ is defined in (2.23). Then we evaluate (B.1) to get the global contribution plus a remainder, R.
∫ t
0
|Λ(r)|αΞ(Λ(r);α, β) dr = ǫ
∣∣∣∣f2g2
∣∣∣∣
α
|m|αΞ(m;α, β∗)t+R. (B.9)
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Then R is primarily the local contribution near r = 0 and can be written as
R =
∫ t
0
|Λ(r)|αΞ(Λ(r);α, β) dr − ǫ
∣∣∣∣f2g2
∣∣∣∣
α
|m|αΞ(m;α, β∗)t =
∫ t
0
exp
(αg2r
ǫ
)
Υ(r) dr (B.10)
Υ(r) =
∣∣∣∣l −mǫ1−γ f2g2
(
exp
(g2r
ǫ
)
− 1
)∣∣∣∣
α
Ξ(Λ(r);α, β) (B.11)
− ǫ exp
(
−αg2r
ǫ
) ∣∣∣∣f2g2
∣∣∣∣
α
|m|αΞ(m;α, β∗).
The remainder is approximated by evaluating the integral asymptotically using Watson’s Lemma [16] and keeping
the first three terms,
R ∼ −ǫ|l|
α
αg2
Ξ(l;α, β) +
ǫ2−γf2
g22
|l|α−1Ξ(l;α, β) sgn (l)m
(
1
α
+
1
α2
)
+
ǫ3−2γf22
g32
|l|α−2m2Ξ(l;α, β)
(
1
α2
− 1
α
)
− 3ǫ
2
αg2
∣∣∣∣f2g2
∣∣∣∣
α
|m|αΞ(m;α, β∗). (B.12)
Substituting (B.12) into (B.9), we obtain the approximation to (B.1) valid for t = O(1), given in (2.22).
C Numerical Methods
C.1 Simulating the SDEs
In this appendix, we describe the numerical methods used to simulate trajectories of the systems given in §3. De-
pending on whether the stochastic dynamics of a system are interpreted in the sense of Ito¯ or Marcus, the stochastic
forcing term is treated differently and give details below in Appendices C.1.1 and C.1.2.
For the systems studied in §3, we simulate the full systems of the form (2.1, 2.2) using a time step of size, δt
(referred to as the simulation time step). Each simulated time series was sampled on a coarser time grid with sampling
time step Dt = 10−2. The simulation time step, δt ≤ 110Dt, with Dt no longer than the characteristic time scale of
the fast process. The choice of time steps was taken to ensure that the simulation time scale and the characteristic
time scale of the fast process were well-separated and that we obtain a sufficiently long time series while keeping
the number of data points to a “computationally tractable” number. Different simulation time steps were used for
different systems to compromise between issues of numerical stability and computation time, but all systems, including
the approximations, have the same sampling time step, Dt.
For the (L) and (N+) approximations in §3, we used δt = Dt. This choice samples the dynamics sufficiently well
since the characteristic time scale of the processes is O(1). Thus we ensure that both the full and reduced systems
are simulated over the same time intervals with the same sample data sizes. Table 1 gives the parameters used in our
numerical simulations.
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System variable characteristic time scale δt
(3.1, 3.2) yt ǫ ≥ Dt 10
−3
(3.4) ξt (1− ac)
−1 ≥ 5/4 Dt
(3.7, 3.8)∗ yt ǫa ≥ Dt 2× 10
−4
(3.9)∗∗ Xt 1 Dt
(3.10) ξt 1 Dt
(3.11, 3.12) yt ǫ(1 + |xt|)
−1 (ǫ ≥ Dt) 5× 10−4
(3.13)∗∗∗ Xt 1 Dt
(3.14) ξt 1 Dt
(3.15, 3.16) yt ǫa ≥ Dt 10
−4
(3.17)∗ Xt 1 Dt
(3.18) ξt 1 Dt
Table 1: Simulation parameters for the examples considered in §3. The indicated variable determines the smallest
characteristic time scale of the system, which is also indicated. All systems were sampled on the time step Dt = 10−2.
Single asterisks indicate the system was simulated using a higher-order method as described by (C.3). Double/Triple
asterisks indicate numerical Marcus integration without/with numerical evaluation of the Marcus map, θ (C.16).
C.1.1 Numerical simulations for §3: Ito¯ interpretation
For all of the (L) approximations simulated in §3, ξt satisfies an SDE of the form
dξt = H(ξt) dt+ κ(xt) dL
(α,β)
t , ξ0 = 0, (C.1)
where xt is treated as constant with respect to ξt, so that the noise term has the Ito¯ interpretation. As we are
interested in the stationary distribution for xt + ξt, we take the initial value for xt to be its stationary value in
all numerical simulations of the (L) approximation, and hence there is no need to numerically simulate xt as it is
constant. We denote the constant value κ(xt) as κ. To numerically simulate (C.1), in most cases we use an Euler-type
numerical approximation,
ξˆn+1 = ξˆn +H(ξˆn) δt + κ δL
(α,β)
n , ξˆ0 = 0, n = 0, 1, 2, . . . (C.2)
where ξˆn denotes the numerical approximation to ξt at time t = n · δt and the terms δL(α,β)n ∼ Sα
(
β, (δt)1/α
)
.
Numerical schemes analogous to (C.2) are used for all systems in this paper, unless otherwise indicated in Table 1.
For two systems, the weak order 1.0 predictor-corrector method [23] was required for additional accuracy: i) nonlinear
system 1 (3.7, 3.8) to ensure the x = 0 boundary was not crossed and ii) the (N+) approximation of system 3 (3.17)
as the cubic term caused numerical trajectories to diverge when the standard Forward Euler step method was used.
The predictor-corrector numerical scheme is given by


ξˆn+1 = ξˆn +
1
2
(
H(ξˆ†) +H(ξˆn)
)
δt+ κ δL
(α,β)
n
ξˆ† = ξˆn +H(ξˆn) δt + κ δL
(α,β)
n
, ξˆ0 = 0. (C.3)
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In all cases the increments of α-stable noise are given by δL
(α,β)
n , with stability parameter α ∈ (0, 1)∪ (1, 2), skewness
parameter β and scale parameter σ = (δt)1/α. We use the algorithm in [9] to generate these quantities as follows,
δL(α,β)n = Bα,β
sin(α(ζ1 +Cα,β))
cos(ζ1)1/α
(
cos(ζ1 − α(ζ1 + Cα,β))
ζ2
)(1−α)/α
(C.4)
where 

Bα,β = (δt)
1/α
(
cos
(
arctan
(
β tan
(
πα
2
))))−1/α
,
Cα,β =
1
α arctan
(
β tan
(
πα
2
)) (C.5)
and ζ1, ζ2 are respectively a uniform random variable on the open interval (−π/2, π/2) and an exponential random
variable with parameter 1. In the case α = 2, the increments δL
(2,β)
n = δL
(2,0)
n are Gaussian random variables with
variance 2δt and the simulation scheme (C.2) is then an Euler-Maruyama method [23].
C.1.2 Numerical methods for evaluating Marcus integrals
We summarize results of [3, 6, 13, 24, 26, 44, 38] relevant for processes zt satisfying SDEs with multiplicative noise
terms in the sense of Marcus which are indicated by the “⋄” symbol, such as (3.9) and (3.13). These systems are of
the form,
dzt = H(zt) dt+ κ(zt) ⋄ dL(α,β)t , z0 ∈ R (C.6)
and can be written in integral form as
zt = z0 +
∫ t
0
H(zs) ds +
∫ t
0
κ(zs) ⋄ dL(α,β)s . (C.7)
The first integral on the right-hand side of (C.7) corresponds to the drift terms and is numerically approximated
using standard methods such as Euler, explicit trapezoidal methods. Here L
(α,β)
t is a pure jump process and so the
Marcus increments are expressed in terms of the Marcus map, θ(r;∆Ls, zs−) as follows,
∫ t
0
κ(zs) ⋄ dL(α,β)s =
∑
s≤t
[θ(1;∆Ls, zs−)− zs−] . (C.8)
where θ(r;∆Ls, zs−) satisfies
dθ(r;∆Ls, zs−)
dr
= ∆Ls κ(θ(r;∆Ls, zs−)), θ(0;∆Ls, zs−) = zs− (C.9)
[1, 6]. In the Marcus map θ(r;∆Ls, zs−), r is a time-like variable in which the process zt travels infinitely fast along
a curve connecting the initial and end “times” of the jump, ∆Ls, given by r = 0 and r = 1, respectively. The
29
jump occurring at time s, denoted ∆Ls = dL
(α,β)
s , is a random variable distributed according to an α-stable law,
Sα(β, dt1/α). The resulting effect of the jump on the process zt is determined by the size of the jump as well as the
integrated effect of the noise coefficient over the course of the jump [1]. When an expression for θ can be derived and
expressed in a closed form expression, then zt can be numerically estimated as
zˆn+1 = zˆn +H(zˆn) δt+ [θ(1; δL
(α,β)
n , zˆn)− zˆn]. (C.10)
where δL
(α,β)
n is as described in Appendix C.1.1. For example, in the (N+) approximation of nonlinear system 1 (3.9),
θ(1; δL
(α,β)
n , zˆn) = zˆn exp
(
bτ δL
(α,β)
n
)
.
In cases where θ needs to be evaluated numerically, as in the case of the (N+) approximation of nonlinear system
2 (3.13), we follow [3, 13] to approximate the α-stable noise increments dL
(α,β)
t as the sum of a (path continuous)
Gaussian white noise process and a (pure jump) compound Poisson process. This process effectively decomposes dLs
into small jumps and large jumps, approximated respectively with the Gaussian white noise process and the Poisson
process. We consider the case where the noise is symmetric (i.e. β = 0) as the case of asymmetric noise has not been
studied explicitly (to our knowledge). It is necessary to define a large jump threshold R > 0 to approximate dL
(α,0)
t
as
dL
(α,0)
t ≈ η dWt + dNt (C.11)
where η is a constant satisfying
η2 =
(
α
2− α
)
CαR
2−α, Cα =


1−α
Γ(2−α) cos(πα/2) if α 6= 1
2/π if α = 1,
(C.12)
Wt is a standard Wiener process, and Nt = Nt(ν, λ) is a compound Poisson process with rate λ and measure ν given
by
λ = Cα/R
α, ν(x) =


αRα
2 |x|−α+1 if x < −R or x ≥ R
0 otherwise.
(C.13)
We choose R = 1 to be our large jump threshold, as is done in [13]. Since we are approximating α-stable noise with
a sum of a continuous path process and pure jump process, we must use the general representation for stochastic
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integrals of Le´vy processes that includes contributions from both the continuous and jump components [1, 7], yielding
∫ t
0
κ(zs) ⋄ dL(α,0)s ≈ η
∫ t
0
κ(zs) dWs +
η2
2
∫ t
0
κ(zs)κ
′(zs) dt+
∫ t
0
κ(zs) ⋄ dNs (C.14)
= η
∫ t
0
κ(zs) dWs +
η2
2
∫ t
0
κ(zs)κ
′(zs) dt+
∑
s≤t
[θ(1;∆Ns, zs−)− zs−] (C.15)
where the first integral on the right-hand side is interpreted in the sense of Ito¯ . The term ∆Ns represents the jump in
the process Nt occurring at time s (if any), accounting for large jumps in the process L
(α,0)
t . Then ∆Ns is distributed
as a compound Poisson process evaluated over the infinitesimal time step dt with rate and measure as in (C.13).
We see that when α = 2, then the jump rate λ = 0 (i.e. ∆Nt = 0 for all t and the sum in (C.15) vanishes). Thus
(C.15) reduces to the sum of the Ito¯ integral and the Wong-Zakai correction and η2 = 2, which is equivalent to the
Stratonovich integral [34]. When α = 2 and κ is constant, then (C.15) reduces to the Ito¯ integral, as expected.
To simulate (C.6) with β = 0, and time step δt, we use the numerical scheme
zˆn+1 = zˆn +
(
H(zˆn) +
η2
2
κ(zˆn)κ
′(zˆn)
)
δt+ ηκ(zˆn) δWn + [θˆ(1; δNn, zˆn)− zˆn] (C.16)
where δWn ∼ N (0, δt) and δNn are discrete increments of a compound Poisson process over the time step δt with
rate and measure given by (C.13) which can be simulated as in [7]. The term θˆ(1; δNn, zˆn) = θˆM is the numerical
approximation to θ(1; δNn, zˆn), where
θˆj+1 = θˆj + δNnκ(θˆj) δu, θˆ0 = zˆn,
(
j = 0, 1, . . . ,M − 1, δu = 1
M
)
. (C.17)
This numerical method for simulating zt when θˆ needs to be evaluated is similar to the tau leaping methods that are
given in [24] for evaluating Marcus integrals, and a more explicit description can be found therein (also see [26] and
[44]). Our numerical method converges weakly and more technical details related to the convergence of our method
are discussed in [7, 13].
Here we have written the numerical solutions (C.10), (C.16), and (C.17) using the Euler method for the drift
terms, but it would be possible to use higher-order methods, such as the explicit trapezoidal method to numerically
integrate the drift terms.
C.2 Estimating the PDFs
To ensure accurate estimation of the tails of the sample PDFs, we estimate a value N for the size of the sample of
the time varying processes that provides reasonable confidence in the estimates for the PDFs. This value of N is
based on a calculation for estimated confidence intervals for the tails of the PDFs. Here N is equal to the length
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of the time interval of the simulation divided by Dt, so that in our calculations we have N discrete observations
of process zt sampled at intervals of Dt = 10
−2. However, in order to obtain an approximation for the confidence
intervals of the tails of the PDF, we use approximations based on independent observations, so we require a subsample
Zj , j = 1, . . . , NZ of zt which has NZ almost-independent observations. Given the sampling time step Dt = 10
−2
and that the characteristic time scale of the slow variable is O(1) (as can be seen by inspection of the AFs above in
Fig. 4, 6), we need to subsample zt once every 1/Dt = 10
2 points to ensure that observations of Z are sufficiently
independent. Then N is determined as NZ × 102, with NZ determined from confidence intervals for the PDF of Z.
To obtain confidence intervals for the tails of the PDFs, we discretize the state space of Z into n disjoint bins
where the true probability of observing Zj within bin i is πi. Under these assumptions, the estimated number of
observations of Zj in the n discrete bins is given by a multinomial distribution with NZ observations and probabilities
{πi}ni=1 (
∑n
i πi = 1). Obviously, the πi for the bins that correspond to the tail of the density are very small, yet
we want to ensure that NZ (and thus N) is sufficiently large to obtain a good approximation for the tails of the
density in our simulations. Therefore, we derive an expression for the confidence intervals of πi based on NZ and n.
Specifying that small πi (πi = 10
−5) fall within a 95% confidence interval of width O(10−5) about πi, we obtain a
minimum value of NZ . First, we approximate the multinomial distribution for the number of observations using a
multivariate normal approximation which is justified on the basis of large NZ . We then apply the confidence interval
suggested in [31] by Quesenberry and Hurst with Goodman’s recommendation and apply the limit NZ →∞ to obtain
the following approximate two-sided 95% confidence interval for πi,
P [πˆi − Ωi < πi < πˆi +Ωi] ≈ 0.95 (C.18)
πˆi =
1
N
{# observations of Z ∈ bin i} , (C.19)
Ωi =
√
MZ πˆi(1− πˆi)
NZ
, MZ = χ
2
1,1−0.05/n (C.20)
where χ2m,1−c denotes the (1− c)% quantile of the χ2 distribution with m degrees of freedom. To get a conservative
estimate of the value of Ωi we might expect for our simulations, we choose n = 100, and so MZ = χ
2
1,1−0.05/100 ≈
12.12 = O(101). We wish to have narrow confidence intervals where πˆi is within O(10
−5) of πi = 10
−5, which implies
that Ωi = O(10
−5) and NZ satisfies,
NZ =MZπi/Ω
2
i = O(10
6). (C.21)
Since N = NZ/Dt, we conclude that 10
8 points with time step Dt are needed in the full simulation to resolve the
characteristic time scale, the sampling of zt, and the subsampling of Z.
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C.3 Estimating the autocodifference function
Given a time-dependent stochastic process zt, the autocodifference of zt, Az(τ), is defined by (3.5) [39, 45]. To
numerically estimate Az(s) we need to estimate both the CF of zt, Φz(k) = E [exp(ikzt)] and the joint CF of zt and a
time-shifted version, zt+τ , Ψz(k, l, τ) = E [exp(ikzt+τ + ilzt)]. Assume we have N observations of zt, which we denote
by zˆn = zn·Dt, n = 0, 1, . . . , N − 1. The estimates for Φz(k), Ψz(k, l, n ·Dt) are given by


Φˆ
[J,K]
z (k) =
1
K − J + 1

 K∑
j=J
exp(ikzˆj)

 ,
Ψˆ
[J,K]
z (k, l, n) =
1
K − J + 1

 K∑
j=J
exp(ikzˆj+n + ilzˆj)

 ,
(C.22)
respectively, where J,K are integers satisfying 0 ≤ J ≤ K ≤ N − 1−n. The estimate for Az(n ·Dt) which we denote
by Aˆz(n ·Dt) can be computed at discrete time displacements n ·Dt using (C.22) and is given by
Aˆz(n ·Dt) = log
(
Ψˆ[0,N−1−n]z (1,−1, n)
)
− log
(
Φˆ[n,N−1]z (1)
)
− log
(
Φˆ[0,N−1−n]z (−1)
)
(C.23)
This estimator is reasonably accurate for short times where n ≪ N as there are N − n pairs of data points with
relative time-displacement n · δt, and by the law of large numbers Ψˆ, Φˆ given in (C.22) are reasonable estimators. For
our study, we consider n ≤ 400≪ N and so A(n ·Dt) is well-estimated.
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