Event-triggered Control of Infinite-dimensional Systems by Wakaiki, Masashi & Sano, Hideki
EVENT-TRIGGERED CONTROL OF INFINITE-DIMENSIONAL
SYSTEMS∗
MASASHI WAKAIKI AND HIDEKI SANO†
Abstract. This paper addresses the problem of event-triggered control for infinite-dimensional
systems. We employ event-triggering mechanisms that compare the plant state and the error of the
control input induced by the event-triggered implementation. Under the assumption that feedback
operators are compact, a strictly positive lower bound on the inter-event times can be guaran-
teed. We show that if the threshold of the event-triggering mechanisms is sufficiently small, then
the event-triggered control system with a bounded control operator and a compact feedback op-
erator is exponentially stable. For infinite-dimensional systems with unbounded control operators,
we employ two event-triggering mechanisms that are based on system decomposition and periodic
event-triggering, respectively, and then analyze the exponential stability of the closed-loop system
under each event-triggering mechanism.
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1. Introduction. The aim of this paper is to develop resource-aware control
schemes for infinite-dimensional systems. To this end, we employ event-triggering
mechanisms and analyze exponential stability for infinite-dimensional event-triggered
control systems. Event-triggering mechanisms invoke data transmissions if predefined
conditions on the data are satisfied. As a result, network and energy resources are
consumed only when the data is necessary for control. In addition to such networked-
control applications, the analysis and synthesis of event-triggered control systems
are interesting from a theoretical viewpoint, because the interaction of continuous-
time and discrete-time dynamics in event-triggered control systems is different from
that in periodic sampled-data systems. Most of the existing studies on event-triggered
control have been developed for finite-dimensional systems, but some researchers have
recently extended to infinite-dimensional systems, e.g., systems with output delays
[15], first-order hyperbolic systems [8, 9, 21], and second-order parabolic systems [13,
14,25]. These earlier studies deal with specific delay differential equations and partial
differential equations. On the other hand, the infinite-dimensional system we study
is described by abstract evolution equations as follows.
For Hilbert spaces X,U , we here consider the following system with state space
X and input space U :
(1.1) x˙(t) = Ax(t) +Bu(t), t ≥ 0; x(0) = x0 ∈ X,
where x(t) ∈ X is the state, u(t) ∈ U is the input, A is the generator of a strongly
continuous semigroup T (t) on X, and B is a bounded linear operator from U into
the extrapolation space X−1 associated with T (t); see the notation and terminology
section below for the definition of the extrapolation space X−1. If the control operator
B is bounded from U to X, B is called bounded. Otherwise, B is called unbounded.
To illustrate the extrapolation space X−1 and the unboundedness of the control oper-
ator B, consider the heat equation with Neumann boundary conditions, where X =
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2 MASASHI WAKAIKI AND HIDEKI SANO
L2([0, 1],C) and Ax := x′′ with domain D(A) = {x ∈W 2,2(0, 1) : x′(0) = x′(1) = 0}.
In this case, X−1 can be regarded as the dual of D(A) (with the graph norm of A) with
respect to the pivot space X. Therefore, X−1 contains Dirac delta functions, which
implies that for the case where B is unbounded, we can deal with point actuators. In
contrast, if B is bounded, then we consider only spatially-distributed actuators. We
refer the reader to Section II.5 of [7] and Section 2.10 of [28] for more details on the
extrapolation space X−1.
To infinite-dimensional systems described by the abstract evolution equation
(1.1), the results of periodic sampled-data control for finite-dimensional systems have
been generalized in a number of papers; see [16–18,22–24]. Let an increasing sequence
{tk}k∈N0 be the updating instants of the control input u, and consider the feedback
control
u(t) = Fx(tk), tk ≤ t < tk+1, k ∈ N0,
where F is a bounded linear operator from X to U . In the standard sampled-data
system, control updating is periodic, namely, tk+1 − tk is constant for every k ∈ N0.
In contrast, we employ the following event-triggering mechanisms in this paper:
t0 := 0, tk+1 := inf
{
t > tk : ‖Fx(t)− Fx(tk)‖U > ε‖x(tk)‖X
} ∀k ∈ N0(1.2)
t0 := 0, tk+1 := inf
{
t > tk : ‖Fx(t)− Fx(tk)‖U > ε‖x(t)‖X
} ∀k ∈ N0,(1.3)
where ε > 0 is a threshold parameter. If the threshold ε is small, then the control
input u(t) is frequently updated. Therefore, we would expect that the event-triggered
control system is exponentially stable for all sufficiently small thresholds ε > 0 if A+
BF generates an exponentially stable semigroup. One of the fundamental problems
we consider is whether or not this intuition is correct.
In addition to stability, the minimum inter-event time infk∈N0(tk+1 − tk) should
be guaranteed to be bounded from below by a positive constant; otherwise, infinitely
many events might occur in finite time. This phenomenon is called Zeno behavior (see
[10]) and makes event-triggering mechanisms infeasible for practical implementation.
The additional challenge of event-triggered control is to guarantee no occurrence of
Zeno behavior. For finite-dimensional systems, the minimum inter-event time has
been extensively investigated; see [1, 5, 27]. For example, in the finite-dimensional
case, it has been shown in [27] that the event-triggering mechanism
t0 := 0, tk := inf
{
t > tk : ‖x(t)− x(tk)‖X > ε‖x(t)‖X} ∀k ∈ N0
satisfies infk∈N0(tk+1−tk) ≥ θ for some θ > 0. However, this is not true for the infinite-
dimensional case, which is illustrated in Examples 3.1 and 3.2. This is the reason why
we employ the event-triggering mechanisms (1.2) and (1.3), which compare the plant
state and the error Fx(t)−Fx(tk) of the control input induced by the event-triggering
implementation. We see in Section 3 that the time sequence {tk}k∈N0 defined by (1.2)
satisfies infk∈N0(tk+1 − tk) ≥ θ for some θ > 0 if the feedback operator F is compact.
The same result holds for the event-triggering mechanism (1.3) if a strictly positive
lower bound on the decay of T (t) is guaranteed.
In the analysis of minimum inter-event times, we exploit the assumption on the
compactness of feedback operators, which may restrict applicability. In fact, as shown
in Theorem 5.2.3 on p. 229 in [3], if the generator A has residual or continuous spectra
in the closed right half plane, then any compact feedback operator cannot guarantee
the exponential stability of the semigroup generated by A + BF . However, if the
unstable part of the system (A,B) is finite-dimensional and controllable, then we
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can design a compact feedback operator that guarantees the exponential stability of
the semigroup generated by A + BF ; see, e.g., Theorem 5.2.6 on p. 232 in [3]. One
particular example of infinite-dimensional systems with compact feedback operators
is partial differential equations (PDEs) in cascade with ordinary differential equations
(ODEs). Stabilization of cascaded ODE-PDE systems have been recently studied, e.g.,
in [4, 26] and references therein. In the case where ODEs are located at the actuator
side, the control input is applied to the finite-dimensional system whose dynamics is
described by the ODEs, and the input space U is finite-dimensional. Therefore, the
feedback operator has finite rank and hence is compact.
After guaranteeing that the minimum inter-event time is positive in Section 3, we
analyze the exponential stability of the event-triggered control system in Section 4
for the case where the control operator B is bounded. First, we consider the event-
triggering mechanism (1.2) with the time constraint tk+1 − tk ≤ τmax, k ∈ N0, where
τmax > 0 can be chosen arbitrarily. Introducing a norm on the state space with
respect to which the semigroup generated by A + BF is a contraction, we provide
a sufficient condition on the threshold ε of the event-triggering mechanism for the
exponential stability of the closed-loop system. Next we obtain a similar sufficient
condition for the event-triggering mechanism (1.3). While we obtain the former result
via a trajectory-based approach, a key element in the latter result is the application
of the Lyapunov stability theorem.
In Section 5, we study the case where B is unbounded. We first focus on a system
with a finite-dimensional unstable part and a feedback operator that stabilizes the
unstable part but does not act on the residual stable part. In this case, the feedback
operator has a specific structure, but we can achieve the exponential stability of the
closed-loop system by using less conservative event-triggering mechanisms for the
finite-dimensional part. Second, we consider the case in which the semigroups T (t)
is analytic and the feedback operator F has no specific structure but is compact.
Moreover, the semigroup generated by ABF , where ABFx = (A+BF )x with domain
D(ABF ) := {x ∈ X : (A+ BF )x ∈ X}, is assumed to be exponentially stable. Then
we show that the closed-loop system is exponentially stable under periodic event-
triggering mechanisms [11,12] with sufficiently small sampling periods and threshold
parameters.
In Section 6, we illustrate the obtained results with numerical examples. First, we
study a cascaded system consisting of an ODE and a heat PDE as an example of an
infinite-dimensional system with a bounded control operator. Second, we consider an
Euler-Bernoulli beam for the case where B is unbounded. From numerical simulations,
we see that the event-triggered control systems achieve faster convergence with less
control updates than the conventional periodic sampled-data control systems.
Notation and terminology. We denote by Z and N the set of integers and the
set of positive integers, respectively. Define N0 := N ∪ {0}, R+ := [0,∞), C− := {s ∈
C : Re s < 0}, and Z∗ := Z \ {0}. For α ∈ R, we define Cα := {s ∈ C : Re s > α}.
Let X and Y be Banach spaces. We denote the space of all bounded linear operators
from X to Y by B(X,Y ), and set B(X) := B(X,X). We write T ∗ for the adjoint
operator of T ∈ B(X,Y ). Let A be a linear operator from X to Y . The domain of A
is denoted by D(A). For a subset S ⊂ X, let A|S denote the restriction of A to S,
namely,
A|Sx = Ax ∀x ∈ D(A) ∩ S.
The resolvent set and spectrum of a linear operator A : D(A) ⊂ X → X are
denoted by %(A) and σ(A), respectively. Let T (t) be a strongly continuous semi-
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group on X. The exponential growth bound of T (t) is denoted by ω(T ), that is,
ω(T ) := limt→∞ ln ‖T (t)‖/t. We say that the strongly continuous semigroup T (t)
is exponentially stable if ω(T ) < 0. The space X−1 denotes the extrapolation space
associated with T (t). More precisely, if A is the generator of T (t), then the space X−1
is the completion of X with respect to the norm ‖ζ‖−1 := ‖(λI−A)−1ζ‖ for λ ∈ %(A).
Different choices of λ ∈ %(A) lead to equivalent norms on X−1. The semigroup T (t)
can be extended to a strongly continuous semigroup on X−1, and its generator on
X−1 is an extension of A. We shall use the same symbols T (t) and A for the original
ones and the associated extensions.
2. Infinite-dimensional system. Let an increasing sequence {tk}k∈N0 satisfy
t0 = 0 and infk∈N0(tk+1 − tk) > 0. We denote by X and U the state space and
the input space, and both of them are Hilbert spaces. Let us denote by ‖ · ‖ and
〈·, ·〉 the norm and the inner product of X, respectively. As in the periodic sampled-
data case [17], where tk+1 − tk is constant for every k ∈ N0, consider the following
infinite-dimensional system:
x˙(t) = Ax(t) +Bu(t), t ≥ 0; x(0) = x0 ∈ X(2.1a)
u(t) = Fx(tk), tk ≤ t < tk+1, k ∈ N0,(2.1b)
where x(t) ∈ X is the state and u(t) ∈ U is the input for t ≥ 0. We assume that A
is the generator of a strongly continuous semigroup T (t) on X and that the control
operator B and the feedback operator F satisfy B ∈ B(U,X−1) and F ∈ B(X,U),
respectively, where X−1 is the extrapolation space associated with T (t). We say that
B is bounded if B ∈ B(U,X); otherwise B is unbounded. For example, if we control the
temperature of a rod, then the control operator B is bounded for spatially-distributed
actuators but is unbounded for point actuators; see also Chapters 3 and 4 of [3].
The unique solution of the abstract evolution equation (2.1) is given by
x(0) = x0(2.2a)
x(tk + τ) = T (τ)x(tk) +
∫ τ
0
T (s)BFx(tk)ds ∀τ ∈ (0, tk+1 − tk], ∀k ∈ N0.(2.2b)
In fact, considering T (t) as a semigroup on X−1, we find from the standard theory of
strongly continuous semigroups that x given by (2.2) satisfies
(2.3) x ∈ C(R+, X) and x|[tk,tk+1] ∈ C1([tk, tk+1], X−1) ∀k ∈ N0
and the following differential equation in X−1:
(2.4) x˙(t) = Ax(t) +BFx(tk) ∀t ∈ (tk, tk+1), ∀k ∈ N0.
Moreover, only x defined by (2.2) satisfies the properties (2.3) and (2.4).
Definition 2.1 (Exponential stability). The system (2.1) is exponential stable if
there exist M ≥ 1 and γ > 0 such that x given by (2.2) satisfies
‖x(t)‖ ≤Me−γt‖x0‖ ∀x0 ∈ X, ∀t ≥ 0.
The supremum over all possible values of γ is called the stability margin of the system
(2.1).
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3. Minimum inter-event time. We call infk∈N0(tk+1−tk) the minimum inter-
event time. If this value is zero, then the control input may be updated infinitely fast,
which is not desirable for practical implementation. The objective of this section is to
show that the minimum inter-event time of the following event-triggering mechanisms
is bounded from below by a strictly positive constant:
t0 := 0, tk+1 := inf
{
t > tk : ‖Fx(t)− Fx(tk)‖U > ε‖x(tk)‖
} ∀k ∈ N0(3.1)
t0 := 0, tk+1 := inf
{
t > tk : ‖Fx(t)− Fx(tk)‖U > ε‖x(t)‖
} ∀k ∈ N0.(3.2)
In this and the next section, we employ the event-triggering mechanisms (3.1)
and (3.2), which compare the plant state and the error Fx(t)− Fx(tk) of the control
input induced by the event-triggering implementation. On the other hand, for finite-
dimensional systems, the event-triggering mechanism
(3.3) t0 := 0, tk+1 := inf
{
t > tk : ‖x(t)− x(tk)‖ > ε‖x(t)‖} ∀k ∈ N0
is commonly used; see, e.g., [27], in which it is proved that the minimum inter-
event time of the event-triggering mechanism (3.3) is positive for finite-dimensional
systems. However, in the infinite-dimensional case, there exists a triple of an infinite-
dimensional systems, an initial state, and a feedback operator such that the inter-event
time tk+1 − tk decreases to 0 in finite time.
Example 3.1. Let X = L2(0,∞) := L2([0,∞),C) and consider the shift operator
on L2(0,∞):
(T (t)x)(s) := x(t+ s) ∀x ∈ L2(0,∞), ∀s ≥ 0.
Then T (t) is a strongly continuous semigroup on L2(0,∞). As discussed in Remark 7
in [2], T (t) is strongly stable but its adjoint T (t)∗ is not.
Define an initial state x0 ∈ L2(0,∞) by
x0(s) :=
{
1 s ≤ 1
0 s > 1,
and x(t) = T (t)x0 for all t ≥ 0, which means that the control operator B is arbitrary
but the feedback operator F satisfies F = 0.
For ε ∈ (0, 1), define a time sequence {tk}k∈N0 by
(3.4) t0 := 0, tk+1 := inf
{
t > tk : ‖x(t)− x(tk)‖L2 > ε‖x(tk)‖L2} ∀k ∈ N0.
If tk ∈ [0, 1), then ‖x(tk)‖2L2 = 1− tk and
‖T (τ)x(tk)− x(tk)‖2L2 =
∫ 1−tk
1−(tk+τ)
1ds = τ ∀τ ∈ [0, 1− tk].
It follows that
tk+1 = tk + ε
2(1− tk) ∀k ∈ N0.
Similarly, if we define {tk}k∈N0 by the event-triggering mechanism (3.3), then
tk+1 = tk +
ε2
1 + ε2
(1− tk) ∀k ∈ N0.
Both of the time sequences {tk}k∈N0 are monotonically increasing and converge to 1.
Thus the minimum inter-event time infk∈N0(tk+1 − tk) is zero. 
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We next provide an example of infinite-dimensional event-triggered control sys-
tems in which infx0∈X t1 = 0.
Example 3.2. Consider a metal rod of length 1 that is insulated at either end
and can be heated along its length:
∂z
∂t
(ξ, t) =
∂2z
∂ξ2
(ξ, t) + v(ξ, t), ξ ∈ [0, 1], t ≥ 0(3.5a)
∂z
∂ξ
(0, t) = 0,
∂z
∂ξ
(1, t) = 0, t ≥ 0,(3.5b)
where z(ξ, t) and v(ξ, t) are the temperature of the rod and the addition of heat
along the rod at position ξ ∈ [0, 1] and time t ≥ 0, respectively. We can reformulate
the partial differential equation (3.5) as an abstract evolution equation (2.1a) with
X := L2(0, 1) := L2([0, 1],C), U := L2(0, 1), x(t) := z(·, t), and u(t) := v(·, t). As
shown in Example 2.3.7 on p. 45 in [3], the generator A, the strongly continuous
semigroup T (t) generated by A, and the control operator B are given by
Ax := −
∞∑
n=0
n2pi2〈x, φn〉L2φn
with domain
D(A) :=
{
x ∈ L2(0, 1) :
∞∑
n=0
n4pi4|〈x, φn〉L2 |2 <∞
}
and
T (t)x :=
∞∑
n=0
e−n
2pi2t〈x, φn〉L2φn ∀x ∈ X, ∀t ≥ 0; B := I,
where φ0(ξ) := 1 and φn(ξ) :=
√
2 cos(npiξ), n ∈ N, form an orthonormal basis
for L2(0, 1). Define the feedback operator F ∈ B(L2(0, 1)) by Fx := −〈x, φ0〉L2φ0.
Although T (t) is not exponentially stable, the strongly continuous semigroup TBF (t)
generated by A+BF is exponentially stable. For this system, we consider the event-
triggering mechanism (3.3) and show infx0∈X t1 = 0 for every threshold ε > 0.
Let the initial state x0 be given by x0 := φn with n ∈ N. Then Fx0 = 0 and
hence x(t) = e−n
2pi2tφn for every t ∈ [0, t1). Since
‖x(t)− x0‖ = 1− e−n2pi2t, ‖x(t)‖ = e−n2pi2t ∀t ∈ [0, t1)
it follows that t1 = log(1 + ε)/(n
2pi2)→ 0 as n→∞. Thus, we obtain infx0∈X t1 = 0
for every ε > 0. 
In Example 3.1, we consider a situation where the state goes to zero in finite time
with zero control input. In Example 3.2, we only show that the first inter-event time
is close to zero if we choose a certain initial state. Therefore, we cannot say that
the event-triggering mechanism (3.3) fails for practical control systems. However,
these examples imply that there exists a triple of an infinite-dimensional system, an
initial state, and a compact feedback operator for which the minimum inter-event time
can be arbitrarily close to zero. This is the reason why we use the event-triggering
mechanisms (3.1) and (3.2).
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For τ ≥ 0, define the operator Sτ : U → X by
Sτu :=
∫ τ
0
T (s)Buds.
The following lemma is useful when we evaluate the minimum inter-event time:
Lemma 3.3 (Lemma 2.2 in [17]). For any τ ≥ 0, Sτ ∈ B(U,X), and for any
θ > 0,
sup
0≤τ≤θ
‖Sτ‖B(U,X) <∞.
Moreover, if F ∈ B(X,U) is compact, then
(3.6) lim
τ→0
‖SτF‖B(X) = 0.
For compact operators, the next lemma is also known:
Lemma 3.4 (Lemma 2.1 in [17]). Let X, Y , and Z be Hilbert spaces and let
Γ : [0, 1] → B(X,Y ) be given. If limt→0 Γ(t)∗y = 0 for all y ∈ Y and if Λ ∈ B(Y,Z)
is compact, then
lim
t→0
‖ΛΓ(t)‖B(X,Z) = 0.
Using these lemmas, we obtain the following result:
Lemma 3.5. Assume that T (t) is a strongly continuous semigroup on X, B ∈
B(U,X−1), and F ∈ B(X,U) is compact. Set
(3.7) x(τ) = (T (τ) + SτF )x
0 ∀τ > 0; x0 ∈ X.
For every ε > 0, there exists θ > 0 such that
‖Fx(τ)− Fx0‖U ≤ ε‖x0‖ ∀x0 ∈ X, ∀τ ∈ [0, θ).
Proof. Since (3.7) yields
x(τ)− x0 = (T (τ)− I)x0 + SτFx0 ∀τ ≥ 0,
it follows that
(3.8) ‖Fx(τ)− Fx0‖U ≤ ‖F (T (τ)− I) + FSτF‖B(X,U) · ‖x0‖ ∀τ ≥ 0.
By Lemma 3.3,
lim
τ→0
‖FSτF‖B(X,U) = 0.
Since T (t)∗ is strongly continuous (see, e.g., Theorem 2.2.6 on p. 37 in [3]), we obtain
lim
τ→0
‖(T (τ)∗ − I)x‖ = 0 ∀x ∈ X,
and hence it follows from Lemma 3.4 that
lim
τ→0
‖F (T (τ)− I)‖B(X,U) = 0.
Thus, for every ε > 0, there exists θ > 0 such that for every τ ∈ [0, θ),
‖F (T (τ)− I) + FSτF‖B(X,U) ≤ ‖F (T (τ)− I)‖B(X,U) + ‖FSτF‖B(X,U) < ε(3.9)
Combining (3.8) and (3.9), we obtain the desired result.
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From Lemma 3.5, we see that the minimum inter-event time of the event-triggering
mechanism (3.1) is bounded from below by a strictly positive constant.
Theorem 3.6. Assume that A generates a strongly continuous semigroup T (t)
on X, B ∈ B(U,X−1), and F ∈ B(X,U) is compact. For the system (2.1), define
the time sequence {tk}k∈N0 by the event-triggering mechanism (3.1). For every ε > 0,
there exists θ > 0 such that infk∈N0(tk+1 − tk) ≥ θ for every initial state x0 ∈ X.
Proof. From (2.3), it follows that x(tk) ∈ X for every k ∈ N0. Therefore, we see
from (2.2) and Lemma 3.5 that, for every ε > 0, there exists θ > 0 such that
‖Fx(tk + τ)− Fx(tk)‖U ≤ ε‖x(tk)‖ ∀x0 ∈ X, ∀τ ∈ [0, θ), ∀k ∈ N0.
Thus, the time sequence {tk}k∈N0 satisfies infk∈N0(tk+1 − tk) ≥ θ.
We next investigate the minimum inter-event time of the event-triggering mech-
anism (3.2). To that purpose, we use the following estimate:
Lemma 3.7. Assume that T (t) is a strongly continuous semigroup on X, B ∈
B(U,X−1), and F ∈ B(X,U) is compact. Define x(t) as in (3.7). There exist c1 > 0
and s1 > 0 such that the semigroup T (t) satisfies
‖T (s1)x0‖ ≥ c1‖x0‖ ∀x0 ∈ X(3.10)
if and only if there exist c2 ≥ 1 and θ > 0 such that
‖x0‖ ≤ c2‖x(τ)‖ ∀x0 ∈ X, ∀τ ∈ [0, θ).(3.11)
Proof. Suppose first that (3.10) holds for some c1 > 0 and s1 > 0. Since there
exists M ≥ 1 such that
‖T (τ)‖B(X) ≤M ∀τ ∈ [0, s1],
it follows from (3.10) that
c1‖x0‖ ≤ ‖T (s1)x0‖ = ‖T (s1 − τ)T (τ)x0‖ ≤M‖T (τ)x0‖ ∀x0 ∈ X, ∀τ ∈ [0, s1].
Therefore,
(3.12) ‖T (τ)x0‖ ≥ c1
M
‖x0‖ ∀x0 ∈ X, ∀τ ∈ [0, s1].
By (3.6), there exists s2 ∈ (0, s1] such that
(3.13) ‖SτFx0‖ ≤ ‖SτF‖B(X) · ‖x0‖ ≤ c1
2M
‖x0‖ ∀x0 ∈ X, ∀τ ∈ [0, s2].
Combining (3.12) and (3.13), we obtain
‖x(τ)‖ ≥ ‖T (τ)x0‖ − ‖SτFx0‖ ≥ c1
2M
‖x0‖ ∀x0 ∈ X, ∀τ ∈ [0, s2].(3.14)
Therefore, (3.11) holds with c2 := 2M/c1 and θ := s2.
Conversely, if (3.11) holds for some c2 ≥ 1 and θ > 0, then
‖x0‖ ≤ c2‖T (τ)x0‖+ c2‖SτFx0‖ ∀x0 ∈ X, ∀τ ∈ [0, θ).
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Using (3.6) again, we find that there exists s1 ∈ (0, θ) such that
‖SτF‖B(X) ≤ 1
2c2
∀τ ∈ [0, s1].
Hence,
‖T (τ)x0‖ ≥ 1
c2
(‖x0‖ − c2‖SτFx0‖) ≥ 1
2c2
‖x0‖ ∀x0 ∈ X, ∀τ ∈ [0, s1].
Thus the desired inequality (3.10) holds.
Remark 3.8. Suppose that B is bounded, i.e., B ∈ B(U,X). Then
lim
τ→0
‖Sτ‖B(U,X) = 0,
and hence the compactness of F is not required in Lemma 3.7.
Remark 3.9. The condition (3.10) appears also in Theorem 2 of [19] for the
applicability of the Lyapunov stability theorem, and Corollary 1 of [19] shows that
T (t) satisfies (3.10) for some c1 > 0 and s1 > 0 and the range of T (t) is dense in X
for some t ∈ (0, s1] if and only if T (t) can be extended to a strongly continuous group
on X.
Using Lemmas 3.5 and 3.7, we show that the minimum inter-event time of the
event-triggering mechanism (3.2) is bounded from below by a strictly positive constant
if T (t) satisfies (3.10) for some c1 > 0 and s1 > 0.
Theorem 3.10. Assume that A generates a strongly continuous semigroup T (t)
on X, B ∈ B(U,X−1), and F ∈ B(X,U) is compact. Assume further that the semi-
group T (t) satisfies (3.10) for some c1 > 0 and s1 > 0. For the system (2.1), define
the time sequence {tk}k∈N0 by the event-triggering mechanism (3.2). For every ε > 0,
there exists θ > 0 such that infk∈N0(tk+1 − tk) ≥ θ for every initial state x0 ∈ X.
Proof. Combining Lemmas 3.5 and 3.7, we have that, for every ε > 0, there exists
θ > 0 such that
‖Fx(tk + τ)− Fx(tk)‖U ≤ ε‖x(tk + τ)‖ ∀x0 ∈ X, ∀τ ∈ [0, θ), ∀k ∈ N0.
Thus the time sequence {tk}k∈N0 satisfies infk∈N0(tk+1 − tk) ≥ θ.
We conclude this section with a result on the continuous dependence of solutions
of the evolution equation (2.1) under the event-triggering mechanism (3.2) on initial
states. The technical difficulty is that the updating instants of control inputs are
different depending on initial states in event-triggered control systems. The analysis
of continuous dependence on initial states is straightforward but lengthy. The proof
of the following theorem can be found in the Appendix A.
Theorem 3.11. Assume that A generates a strongly continuous semigroup T (t)
on X, B ∈ B(U,X−1), and F ∈ B(X,U) is compact. Assume further that the semi-
group T (t) satisfies (3.10) for some c1 > 0 and s1 > 0. Let x be the solution of
the evolution equation (2.1) with the initial state x0 ∈ X under the event-triggering
mechanism (3.2) with an arbitrary threshold ε > 0. For every te > 0 and every δ > 0,
there exists δ0 > 0 such that for every ζ
0 ∈ X satisfying ‖x0 − ζ0‖ < δ0,
‖x(t)− ζ(t)‖ < δ ∀t ∈ [0, te],
where ζ is the solution of the evolution equation (2.1) with the initial state ζ0 under
the event-triggering mechanism (3.2).
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4. Stability analysis under bounded control. In this section, we analyze
closed-loop stability in the case where the control operator B is bounded. The ob-
jective is to show that if the feedback operator F is compact and if the semigroup
generated by A+BF is exponentially stable, then the event-triggered control system
is exponentially stable, provided that the threshold ε is sufficiently small.
Choose τmax > 0 arbitrarily. We first define a time sequence {tk}k∈N0 by
t0 := 0, ψk+1 := inf
{
t > tk : ‖Fx(t)− Fx(tk)‖U > ε‖x(tk)‖
}
(4.1a)
tk+1 := min{tk + τmax, ψk+1} ∀k ∈ N0.(4.1b)
The above event-triggering mechanism is based on (3.1) and satisfies the time con-
straint tk+1 − tk ≤ τmax for every k ∈ N0.
Theorem 4.1. Assume that A generates a strongly continuous semigroup T (t) on
X, B ∈ B(U,X), and F ∈ B(X,U) is compact. Assume that the semigroup TBF (t)
generated by A+BF is exponentially stable, i.e., there exists M ≥ 1 and ω > 0 such
that
(4.2) ‖TBF (t)‖B(X) ≤Me−ωt ∀t ≥ 0.
If the threshold ε > 0 satisfies
(4.3) ε <
ω
M‖B‖B(U,X) ,
then for every τmax > 0, the system (2.1) with the event-triggering mechanism (4.1)
is exponentially stable and its stability margin is at least γ defined by
(4.4) γ :=
− log ((1− ε0)e−ωτmax + ε0)
τmax
, where ε0 := ε
M‖B‖B(U,X)
ω
.
Proof. As in the proof of Theorem 5.2 on p. 19 in [20] and Theorem 3.1 in [17],
we introduce a new norm | · | on X, which is defined by
|x| := sup
t≥0
‖eωtTBF (t)x‖.
This norm satisfies
(4.5) ‖x‖ ≤ |x| ≤M‖x‖, |TBF (t)x| ≤ e−ωt|x| ∀x ∈ X, ∀t ≥ 0;
see, e.g., the proof of Theorem 3.1 in [17].
Noting that
x˙(t) = (A+BF )x(t)−B(Fx(t)− Fx(tk)) ∀t ∈ (tk, tk+1), ∀k ∈ N0,(4.6)
we see from a routine calculation (see, e.g., Exercise 3.3 in [3]) that x(tk + τ) given
in (2.2) can be written as
x(tk + τ) = TBF (τ)x(tk)−
∫ τ
0
TBF (τ − s)B
(
Fx(tk + s)− Fx(tk)
)
ds
for every τ ∈ (0, tk+1 − tk]. Since the event-triggering mechanism (4.1) guarantees
sup
0≤s<tk+1−tk
‖Fx(tk + s)− Fx(tk)‖U ≤ ε‖x(tk)‖ ∀k ∈ N0,
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the properties (4.5) yield
|x(tk + τ)| ≤ e−ωτ |x(tk)|+
∫ τ
0
e−ω(τ−s)
∣∣B(Fx(tk + s)− Fx(tk))∣∣ds
≤ e−ωτ |x(tk)|+ 1− e
−ωτ
ω
M‖B‖B(U,X) · sup
0≤s<τ
‖Fx(tk + s)− Fx(tk)‖U
≤ ((1− ε0)e−ωτ + ε0) · |x(tk)| ∀τ ∈ (0, tk+1 − tk], ∀k ∈ N0,
where ε0 is defined as in (4.4) and satisfies 0 < ε0 < 1 from (4.3).
The function f : (0,∞)→ R defined by
f(τ) :=
− log ((1− ε0)e−ωτ + ε0)
τ
is monotonically decreasing in (0,∞). Since
(1− ε0)e−ωτ + ε0 < (1− ε0) + ε0 = 1 ∀τ > 0,
it follows that f(τ) > 0 for every τ > 0. Therefore, γ := f(τmax) satisfies γ > 0 and
|x(tk + τ)| ≤ e−γτ |x(tk)| ∀τ ∈ (0, tk+1 − tk], ∀k ∈ N0.(4.7)
Using (4.7) recursively, we obtain
|x(t)| ≤ e−γt|x0| ∀x0 ∈ X, ∀t ≥ 0.
Thus, (4.5) yields
‖x(t)‖ ≤ |x(t)| ≤ e−γt|x0| ≤Me−γt‖x0‖ ∀x0 ∈ X, ∀t ≥ 0.
This completes the proof.
Next we define the time sequence {tk}k∈N0 by the event-triggering mechanism
(3.2) and show the exponential stability of the closed-loop system. Instead of the
trajectory-based approach in Theorem 4.1, we here apply the Lyapunov stability
theorem.
Theorem 4.2. Assume that A generates a strongly continuous semigroup T (t) on
X, B ∈ B(U,X), and F ∈ B(X,U) is compact. Assume further that the semigroup
T (t) satisfies (3.10) for some c1 > 0 and s1 > 0 and that the semigroup TBF (t)
generated by A+BF is exponentially stable. If the threshold ε > 0 satisfies
(4.8) ε <
1
2‖PB‖B(U,X) , where Px :=
∫ ∞
0
TBF (t)
∗TBF (t)xdt ∀x ∈ X,
then the system (2.1) with the event-triggering mechanism (3.2) is exponentially stable
and its stability margin is at least γ defined by
(4.9) γ :=
1− 2ε‖PB‖B(U,X)
2
∫∞
0
‖TBF (t)‖2B(X)dt
.
Proof. There exists M ≥ 1 such that
(4.10) ‖T (τ)‖B(X) ≤M, ‖TBF (τ)‖B(X) ≤M ∀τ ∈ [0, s1].
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Using (3.10), we obtain
c1‖x‖ ≤ ‖T (s1)x‖ = ‖T (s1 − τ)T (τ)x‖ ≤M‖T (τ)x‖ ∀x ∈ X, ∀τ ∈ [0, s1].
Hence
(4.11) ‖T (τ)x‖ ≥ c1
M
‖x‖ ∀x ∈ X, ∀τ ∈ [0, s1].
Since TBF (τ) satisfies the variation of parameters formula (see Theorem 3.2.1 on
p. 110 in [3]):
(4.12) TBF (τ)x = T (τ)x+
∫ τ
0
TBF (τ − s)BFT (s)xds ∀x ∈ X,
it follows from (4.10) and (4.11) that
‖TBF (τ)x‖ ≥ ‖T (τ)x‖ −
∫ τ
0
‖TBF (τ − s)BFT (s)x‖ds
≥
( c1
M
− τM2‖BF‖B(X)
)
‖x‖ ∀x ∈ X, ∀τ ∈ [0, s1].
Therefore,
(4.13) ‖TBF (τ)x‖ ≥ c1
2M
‖x‖ ∀x ∈ X, ∀τ ∈ [0, s3],
where
s3 := min
{
s1,
c1
2M3‖BF‖B(X)
}
> 0.
Since TBF (t) is exponentially stable, it follows from Theorem 5.1.3 on p. 217 in [3]
that there exists a positive operator P ∈ B(X) such that the following Lyapunov
equality holds:
(4.14) 〈(A+BF )x, Px〉+ 〈Px, (A+BF )x〉 = −‖x‖2 ∀x ∈ D(A),
and such an operator P is given as in (4.8). Using (4.13), we have from Theorem 2
in [19] that there exist α, β > 0 such that
(4.15) α‖x‖2 ≤ 〈Px, x〉 ≤ β‖x‖2 ∀x ∈ X.
Since
〈Px, x〉 =
∫ ∞
0
‖TBF (t)x‖2dt ≤
∫ ∞
0
‖TBF (t)‖2dt · ‖x‖2,
we can choose β > 0 in (4.15) so that
β ≤
∫ ∞
0
‖TBF (t)‖2dt.
Assume that x0 ∈ D(A). Then the mild solution x of (2.2) is also a classical
solution, i.e., x satisfies the differential equation (2.4) in X; see. e.g., Theorem 3.1.3
on p. 103 in [3]. Moreover, if we define e(t) := Fx(t) − F (tk) for tk ≤ t < tk+1 and
k ∈ N0, which is the error induced by the event-triggered implementation, then
‖e(t)‖U ≤ ε‖x(t)‖ ∀t ≥ 0
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under the event-triggering mechanism (3.2). Therefore, using (4.6) and (4.14), we
find that for every t ∈ (tk, tk+1) and every k ∈ N0, V (t) := 〈Px(t), x(t)〉 satisfies
dV
dt
(t) ≤ −‖x(t)‖2 + 2‖PB‖B(U,X) · ‖x(t)‖ · ‖e(t)‖U
≤ −(1− 2ε‖PB‖B(U,X))‖x(t)‖2
≤ −2γV (t),
where γ > 0 is defined as in (4.9). We see from the positive definiteness (4.15) of P
that
α‖x(t)‖2 ≤ V (t) ≤ e−2γtV (0) ≤ βe−2γt‖x0‖2 ∀t ≥ 0,
and hence
(4.16) ‖x(t)‖ ≤
√
β
α
e−γt‖x0‖ ∀x0 ∈ D(A), ∀t ≥ 0.
Finally, we show the exponential stability for all initial states in X. Fix x0 ∈ X
and te ≥ 0 arbitrarily, and let x be the solution of the evolution equation (2.2) with
the initial state x0. Since D(A) is dense in X, Theorem 3.11 shows that for every
δ > 0, there exists ζ0 ∈ D(A) such that the solution ζ of the evolution equation (2.2)
with the initial state ζ0 satisfies
‖x(t)− ζ(t)‖ < δ ∀t ∈ [0, te].
Therefore we have from (4.16) that
‖x(t)‖ ≤ ‖x(t)− ζ(t)‖+ ‖ζ(t)‖ <
(
1 +
√
β
α
)
δ +
√
β
α
e−γt‖x0‖ ∀t ∈ [0, te].
Since δ > 0 was arbitrary, we obtain
‖x(t)‖ ≤
√
β
α
e−γt‖x0‖ ∀t ∈ [0, te].
Moreover, te ≥ 0 was also arbitrary. Thus, the closed-loop system (2.1) is exponen-
tially stable and its stability margin is at least γ.
Remark 4.3. If M ≥ 1 and ω > 0 satisfy ‖TBF (t)‖B(X) ≤ Me−ωt for all t ≥ 0,
then we obtain ‖P‖B(X) ≤M2/(2ω). Therefore, (4.8) and (4.9) can be rewritten as
ε <
ω
M2‖B‖B(U,X) , γ ≥
ω − εM2‖B‖B(U,X)
M2
.
5. Stability analysis under unbounded control. Throughout this section,
we study the case B ∈ B(U,X−1). We analyze the exponential stability of the closed-
loop system under two event-triggering mechanisms. The first mechanism is based
on system decomposition, and the second one employs a periodic event-triggering
condition developed in [11,12].
5.1. Event-triggered control based on system decomposition.
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5.1.1. System decomposition. In what follows, we shall place a number of
assumptions on the infinite-dimensional system (2.1) and recall the decomposition of
infinite-dimensional systems under unbounded control used in [16–18].
Assumption 5.1. There exists α < 0 such that σ(A) ∩ Cα consists of finitely
many eigenvalues of A with finite algebraic multiplicities.
If Assumption 5.1 holds, then we can decompose X by a standard technique (see, e.g.,
Lemma 2.5.7 on p. 71 in [3] or Proposition IV.1.16 on p. 245 in [7]) as follows. There
exists a rectifiable, closed, simple curve Γ in C enclosing an open set that contains
σ(A)∩Cα in its interior and σ(A)∩ (C\Cα) in its exterior. The operator Π : X → X,
defined by
(5.1) Π :=
1
2pii
∫
Γ
(sI −A)−1ds,
where Γ is traversed once in the counterclockwise direction, is a projection operator,
and we can decompose X to be
(5.2) X = X+ ⊕X−, where X+ := ΠX and X− := (I −Π)X.
This decomposition satisfies dimX+ < ∞ and X+ ⊂ D(A). Moreover, X+ and X−
are T (t)-invariant for all t ≥ 0. Define
(5.3) A+ := A|X+ , A− := A|X− , T+(t) := T (t)|X+ , T−(t) := T (t)|X− .
Then σ(A+) = σ(A)∩Cα and σ(A−) = σ(A)∩(C\Cα). Note that A+ and A− generate
the strongly continuous semigroups T+(t) on X+ and T−(t) on X−, respectively. Let
(X−)−1 denote the extrapolation space associated with T−(t). The semigroup T−(t)
can be extended to a strongly continuous semigroup on (X−)−1, and its generator on
(X−)−1 is an extension of A− on X−. The same symbols T−(t) and A− will be used
to denote these extensions. Since the spectrum of the operator A on X is equal to the
spectrum of the operator A on X−1, the projection operator Π on X defined by (5.1)
can be extended to a projection Π−1 on X−1. If λ ∈ %(A) and if λI −A is considered
as an operator in B(X,X−1), then Π−1 is similar to Π, i.e.,
Π−1 = (λI −A)Π(λI −A)−1
and satisfies Π−1X−1 = ΠX = X+. Using the extended projection operator Π−1, we
can decompose the control operator B ∈ B(U,X−1):
B+ := Π−1B, B− := (I −Π−1)B.
Since (X−)−1 and (X−1)− := (I − Π−1)X−1 are both completions of X− endowed
with the norm ‖ · ‖−1, we can identify (X−)−1 and (X−1)− (see, e.g., the footnote 3
of p. 1213 in [16]). We also decompose the feedback operator F ∈ B(X,U):
F+ := F |X+ , F− := F |X− .
In addition to Assumption 5.1, we impose the following assumptions:
Assumption 5.2. The exponential growth bound ω(T−) satisfies ω(T−) < 0.
Assumption 5.3. The pair (A+, B+) is controllable.
Remark 5.4. It is shown in [17] that if A generates an analytic semigroup and
if there exists a compact operator F ∈ B(X,U) such that the semigroup generated
by ABF is exponentially stable, then Assumptions 5.1–5.3 hold, where the operator
ABF : D(ABF ) ⊂ X → X by
(5.4) ABFx = (A+BF )x with domain D(ABF ) := {x ∈ X : (A+BF )x ∈ X}.
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5.1.2. Stability analysis. For every x ∈ X, define x+ := Πx and x− := (I −
Π)x. For convenience, we use the notation x+(t) and x−(t) instead of x(t)+ and
x(t)−, respectively. Assume that the feedback operator F ∈ B(X,U) satisfies F− =
F |X− = 0. Then the control input in (2.1b) is given by
(5.5) u(t) = Fx(tk) = F
+x+(tk), tk ≤ t < tk+1, k ∈ N0.
In this subsection, we choose the time sequence {tk}k∈N0 so that the finite-dimensional
system
x+(0) = Πx0 ∈ X+(5.6a)
x˙+(t) = A+x+(t) +B+F+x+(tk) ∀t ∈ (tk, tk+1), ∀k ∈ N0.(5.6b)
is exponentially stable and its stability margin is at least γ+ > 0. For example, as in
Theorem 4.2, we can define the time sequence {tk}k∈N0 by
t0 := 0, ψk+1 := inf
{
t > tk : ‖F+x+(t)− F+x+(tk)‖U > ε‖x+(t)‖
}
(5.7a)
tk+1 := min{tk + τmax, ψk+1} ∀k ∈ N0.(5.7b)
Since X+ is finite dimensional, we obtain less conservative conditions on the
threshold ε for the closed-loop system (5.6) to be exponentially stable. In particular,
we obtain the following result on the event-triggering mechanism (5.7):
Proposition 5.5. Consider the finite-dimensional system (5.6) and the event-
triggering mechanism (5.7). Assume that the input space U is finite dimensional and
choose γ+ > 0. If there exist positive definite matrices P , Q and a positive scalar κ
such that the following linear matrix inequalities are feasible:[
Q− ε2κI −PB+
−(B+)∗P κI
]
 0(5.8a)
(A+ +B+F+)∗P + P (A+ +B+F+)  −(γ+)2P −Q,(5.8b)
then, for all τmax > 0, the finite-dimensional system (5.6) is exponentially stable and
its stability margin is at least γ+.
Proof. We can prove Proposition 5.5 similarly to Theorem III.3 in [6]. Therefore,
the proof is omitted.
Theorem 5.6. Suppose that Assumptions 5.1–5.3 hold. Let F− = 0 and assume
the feedback gain F+ and the time sequence {tk}k∈N0 are chosen so that the finite-
dimensional system (5.6) is exponentially stable, its stability margin is at least γ+ > 0,
and there exist τmax, τmin > 0 such that τmin ≤ tk+1 − tk ≤ τmax for all x+(0) ∈ X+
and all k ∈ N0. Then the infinite-dimensional system (2.1) is exponentially stable and
its stability margin is at least min{γ+,−ω(T−)}.
Proof. Setting S+τ :=
∫ τ
0
T+(s)B+ds and S−τ :=
∫ τ
0
T−(s)B−ds, we have from
(2.2) that for every τ ∈ (0, tk+1 − tk] and every k ∈ N0,[
x+(tk + τ)
x−(tk + τ)
]
=
[
T+(τ) 0
0 T−(τ)
] [
x+(tk)
x−(tk)
]
+
[
S+τ
S−τ
] [
F+ 0
] [x+(tk)
x−(tk)
]
.(5.9)
Choose γ0 ∈ (0,min{γ+,−ω(T−)}) arbitrarily. The above x+ is the unique solution
of (5.6), and hence there exists Γ1 ≥ 1 such that
‖x+(t)‖ ≤ Γ1e−γ0t‖x+(0)‖ ∀t ≥ 0.(5.10)
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We will show that for every γ ∈ (0, γ0), there exist Γ2,Γ3 > 0 such that for every
τ ∈ (0, tk+1 − tk] and k ∈ N0,
‖x−(tk + τ)‖ ≤ Γ2e−γ(tk+τ)‖x−(0)‖+ Γ3e−γ(tk+τ)‖x+(0)‖.(5.11)
It follows from (5.9) that for every τ ∈ (0, tk+1 − tk] and every k ∈ N0,
x−(tk + τ) = T−(tk + τ)x−(0) + S−τ F
+x+(tk)
+
k∑
`=1
T−(tk + τ − t`)S−t`−t`−1F+x+(t`−1).
Since B− ∈ B(U, (X−1)−) and since T−(t) is a strongly continuous semigroup on
(X−)−1 = (X−1)−, it follows from Lemma 3.3 that S−τ ∈ B(U,X−) for every τ ≥ 0
and that there exists L ≥ 0 such that
(5.12) sup
0≤τ≤τmax
∥∥S−τ F+∥∥B(X+,X−) ≤ L.
Therefore, for all τ ∈ (0, tk+1 − tk] and all k ∈ N0,
‖x−(tk + τ)‖ ≤ ‖T−(tk + τ)‖B(X−) · ‖x−(0)‖+ L‖x+(tk)‖
+
k∑
`=1
‖T−(tk + τ − t`)‖B(X−) · L‖x+(t`−1)‖.(5.13)
By the exponential stability of T−(t), there exists M1 ≥ 1 such that
(5.14) ‖T−(t)‖B(X−) ≤M1e−γ0t ∀t ≥ 0.
From (5.10), (5.13), and (5.14), for all τ ∈ (0, tk+1 − tk] and all k ∈ N0,
‖x−(tk + τ)‖ ≤M1e−γ0(tk+τ)‖x−(0)‖+ LΓ1e−γ0tk‖x+(0)‖
+
k∑
`=1
M1e
−γ0(tk+τ−t`) · LΓ1e−γ0t`−1‖x+(0)‖
≤M1e−γ0(tk+τ)‖x−(0)‖+ (k + 1)LΓ1M1e−γ0(tk+τ−τmax)‖x+(0)‖.
Note that k ∈ N0 is the number of the control updates during [0, tk + τ) for all
τ ∈ (0, tk+1 − tk] and hence satisfies
(5.15) k ≤ tk + τ
τmin
∀τ ∈ (0, tk+1 − tk].
We also have that, for every γ ∈ (0, γ0), there exists M2 ≥ 1 such that(
t
τmin
+ 1
)
e−γ0t ≤M2e−γt ∀t ≥ 0.
Then for every τ ∈ (0, tk+1 − tk] and k ∈ N0, (5.11) holds with Γ2 := M1 and
Γ3 := LΓ1M1M2e
γ0τmax .
Since
‖x+(0)‖ ≤ ‖Π‖B(X) · ‖x0‖, ‖x−(0)‖ ≤
(
1 + ‖Π‖B(X)
) · ‖x0‖ ∀x0 ∈ X,
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it follows from (5.10) and (5.11) that
‖x+(t)‖ ≤M+e−γt‖x0‖, ‖x−(t)‖ ≤M−e−γt‖x0‖ ∀x0 ∈ X, ∀t ≥ 0,
where M+ := Γ1‖Π‖B(X) and M− := Γ2 + (Γ2 + Γ3)‖Π‖B(X). Thus we obtain
‖x(t)‖ = ‖x+(t) + x−(t)‖ ≤ ‖x+(t)‖+ ‖x−(t)‖ ≤ (M+ +M−)e−γt‖x0‖
for all x0 ∈ X and all t ≥ 0. Thus, the infinite-dimensional system (2.1) is expo-
nentially stable. Since the constants γ0 ∈ (0,min{γ+,−ω(T−)}) and γ ∈ (0, γ0) were
arbitrary, the stability margin is at least min{γ+,−ω(T−)}.
5.2. Periodic event-triggered control. In Theorem 5.6, the feedback oper-
ator F ∈ B(X,U) has a specific structure F− = F |X− = 0. In contrast, we here
assume that A generates an analytic semigroup, and use a periodic event-triggering
condition proposed in [11,12]. Then we see that for every compact feedback operator
F ∈ B(U,X) for which the semigroup generated by ABF in (5.4) is exponentially sta-
ble, there exists a periodic event-triggering condition such that the closed-loop system
(2.1) is exponentially stable.
Fixing h > 0, ε > 0, and `max ∈ N, we define the time sequence {tk}k∈N0 by
t0 := 0, ψk := min
{
`h > tk : ‖Fx(`h)− Fx(tk)‖U > ε‖x(tk)‖, ` ∈ N
}
(5.16a)
tk+1 := min{tk + `maxh, ψk} ∀k ∈ N0,(5.16b)
which is a class of periodic event-triggering mechanisms [11, 12]. Whereas the event-
triggering mechanisms (3.1) and (3.2) require monitoring of the conditions contin-
uously, the periodic event-triggering mechanism (5.16) verifies the conditions only
periodically.
The result of this section is based on the following theorem on the exponential
stability of periodic sampled-data systems:
Theorem 5.7 (Theorem 4.8 in [17]). Assume that A generates an analytic semi-
group T (t) on X, B ∈ B(U,X−1), and F ∈ B(X,U) is compact. If the semigroup gen-
erated by ABF in (5.4) is exponentially stable, then there exists h
∗ > 0 such that for
every h ∈ (0, h∗), the periodic sampled-data system (2.1) with tk+1 − tk = h, k ∈ N0,
is exponentially stable.
Theorem 5.8 below shows the existence of periodic event-triggering mechanisms
achieving the exponential stability of the closed-loop system (2.1).
Theorem 5.8. Assume that A generates an analytic semigroup T (t) on X, B ∈
B(U,X−1), and F ∈ B(X,U) is compact. Assume further that the semigroup generated
by ABF in (5.4) is exponentially stable. Choose h > 0 so that the periodic sampled-
data system (2.1) with tk+1 − tk = h, k ∈ N0, is exponentially stable. Then there
exists ε∗ > 0 such that the system (2.1) with the periodic event-triggering mechanism
(5.16) is exponentially stable for every ε ∈ (0, ε∗) and every `max ∈ N.
Proof. Theorem 5.7 guarantees the existence of h > 0 such that the periodic
sampled-data system (2.1) with tk+1 − tk = h, k ∈ N0, is exponentially stable. By
Lemma 2.3 in [17], this exponential stability is achieved if and only if the operator
∆(h) := T (h) +ShF ∈ B(X) is power stable, that is, there exist M ≥ 1 and δ ∈ (0, 1)
such that
‖∆(h)k‖B(X) ≤Mδk ∀k ∈ N0.
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For the time sequence {tk}k∈N0 defined by (5.16), let `k ∈ N0 satisfy tk = `kh.
We have from (2.2) that for all p ∈ {0, . . . , `k+1 − `k} and all k ∈ N0,
x
(
(`k + p+ 1)h
)
= T (h)x
(
(`k + p)h
)
+ ShFx(`kh).(5.17)
Since Sh ∈ B(U,X) by Lemma 3.3, we can regard the following proof of Theorem 5.8
as the discrete-time counterpart of Theorem 4.1.
For p ∈ {0, . . . , `k+1 − `k − 1} and k ∈ N0, define the error e by
(5.18) e
(
(`k + p)h
)
:= Fx
(
(`k + p)h
)− Fx(`kh).
By (5.17),
x
(
(`k + p+ 1)h
)
= ∆(h)x
(
(`k + p)h
)− She((`k + p)h).
for every p ∈ {0, . . . , `k+1−`k−1} and every k ∈ N0. Applying induction the equation
above, we obtain
(5.19) x(`k+1h) = ∆(h)
`k+1−`kx(`kh)−
`k+1−`k−1∑
p=0
∆(h)`k+1−`k−p−1She
(
(`k + p)h
)
for all k ∈ N0.
We introduce a new norm | · |d on X defined by
|x|d := sup
`∈N0
‖δ−`∆(h)`x‖.
As in (4.5) for the continuous-time counterpart, this norm has the following properties:
‖x‖ ≤ |x|d ≤M‖x‖, |∆(h)kx|d ≤ δk|x|d ∀x ∈ X, ∀k ∈ N0.(5.20)
Under the event-triggering mechanism (5.16), the error e given in (5.18) satisfies
(5.21)
∥∥e((`k + p)h)∥∥ ≤ ε‖x(`kh)‖ ∀p ∈ {0, . . . , `k+1 − `k − 1}, ∀k ∈ N0.
Combining (5.19)–(5.21), we obtain
|x(`k+1h)|d ≤ δ`k+1−`k |x(`kh)|d + εM‖Sh‖B(U,X)
`k+1−`k−1∑
p=0
δ`k+1−`k−p−1|x(`kh)|d
=
(
δ`k+1−`k(1− ε0) + ε0
) · |x(`kh)|d ∀k ∈ N0,
where
ε0 := ε
M‖Sh‖B(U,X)
1− δ .
Choose the threshold ε > 0 so that δ(1− ε0) + ε0 < 1, i.e.,
ε <
1− δ
M‖Sh‖B(U,X) .
Define the function f(`) by
f(`) :=
− log(δ`(1− ε0) + ε0)
`h
.
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Then f(`) is positive and monotonically decreasing in N. Applying (5.20), we obtain
‖x(`k+1h)‖ ≤ |x(`k+1h)|d ≤ e−γ(`k+1−`k)h|x(`kh)|d
≤ e−γ`k+1h|x0|d ≤Me−γ`k+1h‖x0‖ ∀k ∈ N0,(5.22)
where γ := f(`max) > 0.
From Lemma 3.3, there exists L ≥ 1 such that ‖∆(τ)‖B(X) ≤ L for every τ ∈
[0, `maxh]. Therefore, we see from (2.2) and (5.22) that
‖x(`kh+ τ)‖ ≤ L‖x(`kh)‖
≤ (eγ`maxhLM) · e−γ(`kh+τ)‖x0‖ ∀τ ∈ (0, (`k+1 − `k)h], ∀k ∈ N0.
Thus, the system (2.1) with the periodic event-triggering mechanism (5.16) is expo-
nentially stable and its stability margin is at least γ > 0.
Remark 5.9. As easily seen from the proof of Theorem 5.8, one can obtain a
similar result for the following event-triggering mechanism that uses the error of the
state:
t0 := 0, ψk := min
{
`h > tk : ‖x(`h)− x(tk)‖ > ε‖x(tk)‖, ` ∈ N
}
tk+1 := min{tk + `maxh, ψk} ∀k ∈ N0.
Remark 5.10. In Theorem 5.8, we assume that A generates an analytic semi-
group and that F is compact. These assumptions are used for the existence of sam-
pling periods with respect to which the periodic sampled-data system is exponentially
stable. We can replace them with different assumptions such as those of Corollary 2.3
in [24].
6. Numerical examples. In this section, we provide numerical examples for
both the case B ∈ B(U,X) and B 6∈ B(U,X). We consider a cascade ODE-PDE
system for bounded B and an Euler-Bernoulli beam for unbounded B.
6.1. Bounded control. We illustrate the event-triggering mechanism in The-
orem 4.1 with a heat PDE in cascade with an ODE. Let b =
[
b1 · · · bn
] ∈
L2([0, 1],R)1×n, G ∈ Rn×n, and H ∈ Rn×m. For the space variable ξ ∈ [0, 1] and the
time variable t ≥ 0, we consider the following ODE-PDE system:
∂z1
∂t
(ξ, t) =
∂2z1
∂ξ2
(ξ, t) + b(ξ)z2(t), ξ ∈ [0, 1], t ≥ 0(6.1a)
∂z1
∂ξ
(0, t) = 0,
∂z1
∂ξ
(1, t) = 0, t ≥ 0; z1(ξ, 0) = z01(ξ), ξ ∈ [0, 1](6.1b)
z˙2(t) = Gz2(t) +Hu(t), t ≥ 0; z2(0) = z02 ,(6.1c)
where z1(ξ, t) is the temperature at position ξ ∈ [0, 1] and time t ≥ 0, z2(t) is the
state of the ODE, and u(t) is the input.
6.1.1. Exponential stability of continuous-time closed-loop system. We
can reformulate the cascaded ODE-PDE (6.1) as an abstract evolution equation (2.1a)
in the following way. We write L2(0, 1) in place of L2([0, 1],C). Define the state space
X and the input space U by X := L2(0, 1)×Cn and U := Cm. Let z01 ∈ L2(0, 1) and
z02 ∈ Cn. The state space X is a Hilbert space with the inner product〈[
x1
x2
]
,
[
y1
y2
]〉
:=
〈
x1, y1
〉
L2
+ 〈x2, y2〉Cn .
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Set
x(t) :=
[
x1(t)
x2(t)
]
with x1(t) := z1(·, t) and x2(t) := z2(t); x0 :=
[
z01
z02
]
∈ X.
Define φ0(ξ) := 1 and φn(ξ) :=
√
2 cos(npiξ) for n ∈ N, which form an orthonormal
basis for L2(0, 1). Define A1 : D(A1) ⊂ L2(0, 1)→ L2(0, 1) by
(6.2) A1x1 := −
∞∑
n=0
n2pi2〈x1, φn〉L2φn
with domain
D(A1) :=
{
x1 ∈ L2(0, 1) :
∞∑
n=0
n4pi4|〈x1, φn〉L2 |2 <∞
}
and B1 : Cn → L2(0, 1) by
B1x2 := bx2 ∀x2 ∈ Cn.
If we set
A :=
[
A1 B1
0 G
]
with D(A) := D(A1)× Cn, B :=
[
0
H
]
,
then we can rewrite the cascaded ODE-PDE (6.1) as an abstract evolution equation
in the form of (2.1a); see Example 2.3.7 on p. 45 in [3] for the expansion (6.2) of A1.
Consider the situation where the state x(t) is observed at all t ≥ 0. In the case
of continuous-time control, we generate the input u as follows:
(6.3) u(t) = Fx(t), t ≥ 0,
where F :=
[
F1 F2
]
with F1 ∈ B(L2(0, 1),Cm) and F2 ∈ Cm×n. In this case, the
dynamics of the closed-loop system is given by
(6.4) x˙(t) = (A+BF )x(t), t ≥ 0; x(0) = x0 ∈ X.
The following proposition provides a sufficient condition for the strongly contin-
uous semigroup TBF (t) generated by A+BF to be exponentially stable.
Proposition 6.1. Consider the evolution equation (6.4) obtained from the ODE-
PDE system (6.1) and the state-feedback controller (6.3) as above. Suppose that
F1x1 = f〈x1, φ0〉L2 for some f ∈ Cm. The strongly continuous semigroup TBF (t)
generated by A+BF is exponentially stable if the rational transfer functions
G1(λ) :=
(
λ−B+(λI −G−HF2)−1Hf
)−1
, G2(λ) := (λI −G−HF2)−1
have poles only in C−, where B+ :=
[〈b1, φ0〉L2 · · · 〈bn, φ0〉L2].
Proof. From the strong continuity of TBF (t), it follows that x(t) := TBF (t)x
0
is continuous for every t ≥ 0. Moreover, there exist M ≥ 1 and ω ∈ R such that
‖x(t)‖ ≤Meωt for every t ≥ 0.
Let T1(t) be the strongly continuous semigroup generated by A1. Then
T1(t)x1 =
∞∑
n=0
e−n
2pi2t〈x1, φn〉L2φn ∀x1 ∈ L2(0, 1), ∀t ≥ 0.
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Since
(6.5) x1(t) = T1(t)z
0
1 +
∫ t
0
T1(t− s)B1x2(s)ds ∀t ≥ 0,
it follows that
(6.6) x+1 (t) = 〈z01 , φ0〉L2 +
∫ t
0
B+x2(s)ds ∀t ≥ 0,
where x+1 (t) := 〈x1(t), φ0〉L2 and B+ :=
[〈b1, φ0〉L2 · · · 〈bn, φ0〉L2].
On the other hand,
(6.7) x2(t) = e
(G+HF2)tz02 +
∫ t
0
e(G+HF2)(t−s)Hfx+1 (s)ds ∀t ≥ 0.
Substituting this into (6.6), we obtain
x+1 (t) = 〈z01 , φ0〉L2 +
∫ t
0
(
B+e(G+HF2)sz02 +
∫ s
0
B+e(G+HF2)(s−p)Hfx+1 (p)dp
)
ds
for every t ≥ 0. This integral equation can be solved by the Laplace transform.
Denote by L[x+1 ] the Laplace transform of x+1 . For every sufficiently large λ > 0, we
obtain
λL[x+1 ](λ) = 〈z01 , φ0〉L2 +B+(λI −G−HF2)−1z02
+B+(λI −G−HF2)−1HfL[x+1 ](λ),
and hence
(6.8) L[x+1 ](λ) = G1(λ)
(〈z01 , φ0〉L2 +B+G2(λ)z02),
where G1(λ) :=
(
λ−B+(λI −G−HF2)−1Hf
)−1
and G2(λ) := (λI −G−HF2)−1.
Suppose that G1(λ) and G2(λ) have poles only in C−. By (6.8), there exist
M1 ≥ 1 and ω1 > 0 such that |x+1 (t)| ≤ M1e−ω1t‖x0‖ for every t ≥ 0. This together
with (6.7) shows that there exist M2 ≥ 1 and 0 < ω2 ≤ ω1 such that ‖x2(t)‖Cn ≤
M2e
−ω2t‖x0‖ for every t ≥ 0.
Define the projection operator Π on L2(0, 1) by Πx1 = 〈x1, φ0〉φ0 for x1 ∈ L2(0, 1).
Set x−1 := (I − Π)x1, A−1 := A1|(I−Π)L2(0,1), and B−1 := (I − Π)B1. Lemma 2.5.7 on
p. 71 in [3] shows that T−1 (t) := T1(t)|(I−Π)L2(0,1) is the strongly continuous semigroup
generated by A−1 and is exponentially stable. Using (6.5), we obtain
x−1 (t) = T
−
1 (t)(I −Π)z01 +
∫ t
0
T−1 (t− s)B−1 x2(s)ds ∀t ≥ 0.
Therefore, there exist M3 ≥ 1 and 0 < ω3 ≤ ω2 such that ‖x−1 (t)‖ ≤M3e−ω3t‖x0‖ for
every t ≥ 0. Thus, TBF (t) is exponentially stable.
6.1.2. Numerical simulation. Let n = m = 1, F1x1 = f〈x1, φ0〉L2 for some
f ∈ R, and F2 ∈ R. Since G1(λ) in Proposition 6.1 is given by
G1(λ) =
λ−G−HF2
λ2 − (G+HF2)λ−B+Hf ,
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it follows that TBF (t) is exponentially stable if G+HF2 < 0 and B
+Hf < 0.
Set
b = b1 = 51[0.4,0.6], G = 0.5, H = 1, f = −1, F2 = −2.5,
where 1[0.4,0.6] is the indicator function of the interval [0.4, 0.6]. We obtain B
+ =
〈b, φ0〉L2 = 1, and hence TBF (t) is exponentially stable. Furthermore, as seen in the
proof of Proposition 6.1, for every ω ∈ (0, 1], there exists M ≥ 1 such that
(6.9) ‖TBF (t)‖B(X) ≤Me−ωt ∀t ≥ 0.
We here find a constant M = M(ω) satisfying (6.9) by approximation as follows. For
N ∈ N, define the projection operator ΠN on L2(0, 1) by
ΠNx1 :=
N∑
n=0
〈x1, φn〉L2φn ∀x1 ∈ L2(0, 1)
and the operators A1(N), B1(N), and F1(N) on finite-dimensional spaces by
A1(N) := A1|ΠNL2(0,1), B1(N) := ΠNB1, F1(N) := F1|ΠNL2(0,1).
Set
A(N) :=
[
A1(N) B1(N)
01×(N+1) G
]
, B(N) :=
[
0(N+1)×1
H
]
, F (N) :=
[
F1(N) F2
]
.
By the same argument in the proof of Proposition 6.1, we have that for every N ∈ N
and every ω ∈ (0, 1], there exists M(N,ω) ≥ 1 such that
(6.10)
∥∥∥e(A(N)+B(N)F (N))t∥∥∥
C(N+2)×(N+2)
≤M(N,ω)e−ωt ∀t ≥ 0.
For N ∈ N and ω ∈ (0, 1], set
(6.11) Mmin(N,ω) := sup
t≥0
eωt
∥∥∥e(A(N)+B(N)F (N))t∥∥∥
C(N+2)×(N+2)
,
which can be computed numerically. We choose a constant M = M(ω) in (6.9) so
that
M ≥ lim sup
N→∞
Mmin(N,ω).
Set ω = 0.5. As shown in Fig. 1, we numerically see that Mmin(N, 0.5) converges
to the value less than 1.571 as N → ∞. Therefore we here assume that M = 1.571
satisfies (6.9) with ω = 0.5. By Theorem 4.1, if the threshold ε of the event-triggering
mechanism (4.1) satisfies ε ≤ 0.31, then the system (2.1) with this event-triggering
mechanism is exponentially stable for every τmax > 0.
For the time responses, the initial states z01 and z
0
2 are given by z
0
1(ξ) ≡ 1 and
z02 = −1, respectively. In the simulations, we approximate L2(0, 1) by the linear
span of {φn : n ∈ N0, n ≤ 20}. Fig. 2 depicts the state norm ‖x(t)‖ and the input
u(t) by the event-triggering mechanism (4.1) with ε = 0.3 and τmax = 1. As a
comparison, we also show in Fig. 2 the case under periodic sampled-data control with
tk+1 − tk ≡ 0.4. We see from Fig. 2a that the event-triggering mechanism achieves
faster convergence of ‖x(t)‖ than the conventional periodic mechanism. Define Ts :=
sup{t ≥ 0 : ‖x(t)‖ > 0.05‖x0‖}. A small Ts means the fast convergence of the state.
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Fig. 1: Constant Mmin(N, 0.5) in (6.11).
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Fig. 2: Time response.
We obtain Ts = 3.838 under the event-triggering mechanism and Ts = 4.061 under
the conventional periodic mechanism. On the other hand, the numbers of the input
updates on (0, Ts) are 10 under both the mechanisms. This implies that the event-
triggering mechanism achieves faster state convergence, by efficiently updating the
control input. In fact, we observe from Fig 2b that the event-triggering mechanism
updates the control input more frequently on the interval [0, 1.5] when the (relative)
change of Fx(t) is large, but less frequently on the interval [2, 5] when the change of
Fx(t) is small.
6.2. Unbounded control. As a numerical example in the case B 6∈ B(U,X),
we apply the event-triggering mechanism in Theorem 5.6 to an Euler-Bernoulli beam
with structural damping [18]. Let ξ ∈ [0, 1] and t ≥ 0 denote the space and time
variables. We assume that the Euler-Bernoulli beam is hinged at the one end of the
beam ξ = 0 and has a freely sliding clamped end at the other end ξ = 1. Suppose
that the shear force u(t) is applied at ξ = 1. The dynamics of the Euler-Bernoulli
beam is given by
∂2z
∂t2
(ξ, t)− 2γ ∂
3z
∂ξ2∂t
(ξ, t) +
∂4z
∂ξ4
(ξ, t) = 0, ξ ∈ [0, 1], t ≥ 0(6.12a)
z(0, t) = 0,
∂2z
∂ξ2
(0, t) = 0,
∂z
∂ξ
(1, t) = 0, −∂
3z
∂ξ3
(1, t) = u(t), t ≥ 0,(6.12b)
where z(ξ, t) is the lateral deflection of the beam at location ξ ∈ [0, 1] and time t ≥ 0,
u(t) is the input, and γ ∈ (0, 1) is the damping constant.
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6.2.1. Abstract evolution equation of Euler-Bernoulli beams. We here
recall the results developed in Section 5 of [18]: an abstract evolution equation of the
form (2.1a) for the PDE (6.12).
We write L2(0, 1) and W 4,2(0, 1) in place of L2([0, 1],C) and W 4,2([0, 1],C), re-
spectively. We introduce the operator A0 : D(A0) ⊂ L2(0, 1)→ L2(0, 1),
A0ζ :=
d4ζ
dξ4
with domain D(A0) := {ζ ∈ W 4,2(0, 1) : ζ(0) = 0, ζ ′′(0) = 0, ζ ′(1) = 0, ζ ′′′(1) = 0}.
We consider the state space X := D
(
A
1/2
0
) × L2(0, 1), which is a Hilbert space with
the inner product〈[
x1
x2
]
,
[
y1
y2
]〉
:=
〈
A
1/2
0 x1, A
1/2
0 y1
〉
L2
+ 〈x2, y2〉L2 .
The input space U is given by U := C.
Define en ∈ L2(0, 1) and λn ∈ C by
en(ξ) :=
√
2 sin
(
−pi
2
+ npi
)
ξ ∀ξ ∈ [0, 1], ∀n ∈ N
λ±n :=
(
−γ ± i
√
1− γ2
)
·
(
−pi
2
+ npi
)2
∀n ∈ N.
The sets of functions {fn}n∈Z∗ and {gn}n∈Z∗ defined by
f±n :=
√
2
1−
(
−γ ∓ i
√
1− γ2
)2 [en/λ±nen
]
, g±n :=
1√
2
[−en/λ∓n
en
]
∀n ∈ N
are biorthogonal, that is,
〈fn, gm〉 =
{
1 n = m
0 n 6= m.
Using {fn}n∈Z∗ and {gn}n∈Z∗ , we define the operator A : D(A) ⊂ X → X by
Ax :=
∑
n∈Z∗
λn〈x, gn〉fn with D(A) :=
{
x ∈ X :
∑
n∈Z∗
|λn|2 · |〈x, gn〉|2 <∞
}
,
which is the generator of the strongly continuous semigroup semigroup T (t) given by
T (t)x :=
∑
n∈Z∗
eλnt〈x, gn〉fn ∀x ∈ X, ∀t ≥ 0.
Then σ(A) = {λn : n ∈ Z∗}. Let X−1 denote the extrapolation space associated with
T (t), and define B ∈ B(U,X−1) by
Bu := u
∑
n∈Z∗
(−1)|n|+1fn ∀u ∈ C.
Introducing the state vector
x(t) :=
[
z(·, t)
∂z
∂t
(·, t)
]
,
we can rewrite the PDE (6.12) in the form x˙(t) = Ax(t) +Bu(t), t ≥ 0.
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6.2.2. Numerical simulation. Since σ(A) = {λn : n ∈ Z∗}, we see that As-
sumption 5.1 is satisfied for every α < 0. We here choose α ∈ (−9γpi2/4,−γpi2/4) for
the system decomposition of Section 5.1 and check whether or not Assumptions 5.2
and 5.3 hold. For such α, we obtain σ(A)∩Cα = {λ−1, λ1} and ω(T−) = −9γpi2/4 <
0. The subspace X+ := ΠX is spanned by {f−1, f1}, and using this basis, we can
rewrite A+ := A|X+ and B+ := ΠB as
A+ =
[
λ−1 0
0 λ1
]
, B+ =
[
1
1
]
.
Clearly, (A+, B+) is controllable. Thus Assumptions 5.2 and 5.3 are satisfied.
Set γ = 1/15 and define the feedback operator F by
Fx := −13
4
γpi2 (〈x, g−1〉+ 〈x, g1〉) ∀x ∈ X.
Similarly to A+ and B+, we can rewrite F+ := F |X+ with respect to the basis
{f−1, f1} in the following way:
F+ = −13
4
γpi2
[
1 1
]
.
We see from Proposition 5.5 that if the threshold ε > 0 satisfies ε ≤ 0.83, then this
finite-dimensional system (5.6) with the event-triggering mechanism (5.7) is exponen-
tially stable and its stability margin is at least 7γpi2/4.
To compare event-triggered control and periodic sampled-data control, we com-
pute the time responses of the Euler-Bernoulli beam with the following initial state:
z(ξ, 0) = 1− cos(piξ), ∂z
∂t
(ξ, 0) = 0 ∀ξ ∈ [0, 1].
We apply the event-triggering mechanism (5.7) with ε = 0.70 and τmax = 1. For
periodic sampled-data control, we set tk+1 − tk ≡ 0.15. In the simulation, we ap-
proximate the state space X by the linear span of {fn : n ∈ Z∗, |n| ≤ 15}. Fig. 3a
shows that the time responses of ‖x(t)‖ are close between event-triggered control and
periodic sample-data control. However, we observe from Fig. 3b that the difference
between the control input u(t) under the event-triggering mechanism and that under
the periodic mechanism is large, particularly, during the time interval [0, 1]. Since the
relative change of Fx(t) is small on [0.3, 0.8], the event-triggering mechanism refrains
from updating the input.
To check where or not the event-triggering mechanism can reduce the number
of the input updates, we compute the time Ts := sup{t ≥ 0 : ‖x(t)‖ > 0.05‖x0‖}
and count how many times the control input is updated on (0, Ts). Under the event-
triggering mechanism (5.7), we obtain Ts = 1.882, and the control input is updated
10 times on (0, Ts). On the other hand, under the periodic mechanism, the time Ts
is Ts = 1.912 and the number of control updates is 12 on (0, Ts). Hence, the event-
triggering mechanism achieves faster convergence with less control updates than the
periodic mechanism in this example.
7. Conclusion. We have investigated the minimum inter-event time and the
exponential stability of infinite-dimensional event-triggered control systems. We have
employed the event-triggering mechanisms that compare the plant state and the error
of the control input induced by the event-triggered implementation. For these event-
triggering mechanisms, we have shown that the minimum inter-event time is bounded
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Fig. 3: Time response.
from below by a strictly positive constant if the feedback operator is compact. More-
over, we have obtained sufficient conditions on the threshold of the event-triggering
mechanisms for the exponential stability of the closed-loop system with a bounded
control operator. For infinite-dimensional systems with unbounded control operators,
we have also analyzed the exponential stability of the closed-loop system under two
event-triggering mechanisms, which are based on system decomposition and periodic
event-triggering, respectively. Future work involves extending the proposed analysis
to semi-linear infinite-dimensional systems.
Appendix A. Proof of Theorem 3.11. For τ ≥ 0, define the operator
∆(τ) ∈ B(X) by ∆(τ) := T (τ)+SτF. By the argument in Section 2.2, if F ∈ B(X,U)
is compact and if (3.10) holds for some c1 > 0 and s1 > 0, then there exists θm > 0
such that
‖F∆(τ)x0 − Fx0‖U ≤ ε‖∆(τ)x0‖ ∀x0 ∈ X, ∀τ ∈ [0, θm).
The following lemma provides some properties of the operator ∆, which are useful
to study the continuous dependence of solutions of the evolution equation (2.1) under
the event-triggering mechanism (3.2) on initial states.
Lemma A.1. For any θ > 0, the operator ∆(τ) ∈ B(X) satisfies
sup
0≤τ≤θ
‖∆(τ)‖B(X) <∞.
Moreover, if F ∈ B(X,U) is compact, then for every x0 ∈ X and every τ ≥ 0,
lim
κ→0
∆(τ + κ)x0 = ∆(τ)x0, lim
κ→0
∆(τ + κ)∗x0 = ∆(τ)∗x0.
Proof. This immediately follows from Lemma 3.3 and
∆(τ + τ1)x−∆(τ)x = T (τ)
(
T (τ1)− I
)
x+
∫ τ+τ1
τ
T (s)BFxds
= T (τ)(∆(τ1)x− x)
for every x ∈ X and every τ, τ1 ≥ 0.
The proof of Theorem 3.11 is based on the following lemma:
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Lemma A.2. Assume that B ∈ B(U,X−1) and that F ∈ B(X,U) is compact.
Assume further that the strongly continuous semigroup T (t) on X satisfies (3.10) for
some c1 > 0 and s1 > 0. Let x
0 ∈ X and t0 ≥ 0. Suppose that
(A.1) t1 := inf{t > t0 : ‖F∆(t− t0)x0 − Fx0‖U > ε‖∆(t− t0)x0‖}
satisfies t1 < ∞. For every κ1 ∈ (0, θm) and δ1 > 0, there exist κ0 ∈ (0, θm) and
δ0 > 0 such that for every η0 ≥ 0 and ζ0 ∈ X satisfying
|t0 − η0| < κ0, ‖x0 − ζ0‖ < δ0,(A.2)
we obtain
|t1 − η1| < κ1, ‖∆(t1 − t0)x0 −∆(η1 − η0)ζ0‖ < δ1,(A.3)
where
η1 := inf{t > η0 : ‖F∆(t− η0)ζ0 − Fζ0‖U > ε‖∆(t− η0)ζ0‖}.
Proof. Let x0 ∈ X and t0 ≥ 0 be given, and suppose that t1 defined by (A.1)
satisfies t1 <∞. Let us show the first inequality of (A.3). By the definition of t1, for
every κ1 ∈ (0, θm), there exist κ ∈ [0, κ1) and ε0 > 0 such that
(A.4) ‖F∆(t1 + κ− t0)x0 − Fx0‖U = ε‖∆(t1 + κ− t0)x0‖+ ε0.
Let η0 ≥ 0 and ζ0 ∈ X satisfy (A.2) for some κ0 ∈ (0, θm) and δ0 > 0. Since
t1 ≥ t0 + θm, it follows that η0 < t0 + κ0 < t1. We obtain
‖F∆(t1 + κ− t0)x0 − Fx0‖U
≤ ‖F∆(t1 + κ− η0)ζ0 − Fζ0‖U + ‖F (∆(t1 + κ− t0)− I)(x0 − ζ0)‖U
+ ‖F∆(t1 + κ− η0)ζ0 − F∆(t1 + κ− t0)ζ0‖U
< ‖F∆(t1 + κ− η0)ζ0 − Fζ0‖U + φ1(κ0, δ0),(A.5)
where
φ1(κ0, δ0) := δ0‖F (∆(t1 + κ− t0)− I)‖B(X,U)
+ (‖x0‖+ δ0)‖F∆(t1 + κ− η0)− F∆(t1 + κ− t0)‖B(X,U).
Lemmas 3.4 and A.1 show that
lim
η0→t0
‖F∆(t1 + κ− η0)− F∆(t1 + κ− t0)‖B(X,U) = 0.
Therefore, φ1(κ0, δ0) converges to zero as (κ0, δ0)→ (0, 0). Similarly,
‖∆(t1 + κ− η0)ζ0‖ < ‖∆(t1 + κ− t0)x0‖+ φ2(κ0, δ0),(A.6)
where
φ2(κ0, δ0) := δ0‖∆(t1 + κ− η0)‖B(X) + ‖∆(t1 + κ− η0)x0 −∆(t1 + κ− t0)x0‖.
Using Lemma A.1 again, we find that φ2(κ0, δ0) converges to zero as (κ0, δ0)→ (0, 0).
Combining (A.4)–(A.6), we obtain
‖F∆(t1 + κ− η0)ζ0 − Fζ0‖U > ε‖∆(t1 + κ− η0)ζ0‖
+
(
ε0 − φ1(κ0, δ0)− εφ2(κ0, δ0)
)
.
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By the argument above, there exist κ0 ∈ (0, θm) and δ0 > 0 such that for every
η0 ≥ 0 and ζ0 ∈ X satisfying (A.2),
‖F∆(t1 + κ− η0)ζ0 − Fζ0‖U > ε‖∆(t1 + κ− η0)ζ0‖.
Hence η1 < t1 + κ1 by definition. In the same way, we obtain t1 < η1 + κ1. Thus the
first inequality of (A.3) holds.
Next we prove the second inequality of (A.3). Let κ1 ∈ (0, θm) and δ1 > 0 be
given. We have shown that there exist κ0 ∈ (0, θm) and δ0 > 0 such that |t1−η1| < κ1
for every η0 ≥ 0 and ζ0 ∈ X satisfying (A.2). Since η1 > t1 − κ1 > t0, it follows that
‖∆(t1 − t0)x0 −∆(η1 − η0)ζ0‖ < ‖∆(t1 − t0)x0 −∆(η1 − t0)x0‖
+ ‖∆(η1 − t0)x0 −∆(η1 − η0)x0‖
+ δ0‖∆(η1 − η0)‖B(X).
Lemma A.1 shows that
lim
η1→t1
‖∆(t1 − t0)x0 −∆(η1 − t0)x0‖ = 0
lim
η0→t0
‖∆(η1 − t0)x0 −∆(η1 − η0)x0‖ = 0.
Moreover,
‖∆(η1 − η0)‖B(X) ≤ sup
0≤τ≤t1+2θm−t0
‖∆(τ)‖B(X) <∞.
Thus we obtain the second inequality of (A.3) for all sufficiently small κ0 ∈ (0, θm)
and δ0 > 0.
We are now in a position to show that solutions of the evolution equation (2.1)
continuously depend on initial states under the event-triggering mechanism (3.2).
Proof of Theorem 3.11. Let x0 ∈ X and te > 0 be given. Theorem 3.10 shows
that there exist at most finitely many updating instants of the input u induced by
the event-triggering mechanism (3.2) on the interval (0, te]. We first assume that on
the interval (0, te], there exist no updating instants of the input u derived from the
initial state x0. Then
inf{t > t0 : ‖F∆(t− t0)x0 − Fx0‖U > ε‖∆(t− t0)x0‖} > te.
Note that t0 = η0 = 0. By Lemma A.2, there exists δ0 > 0 such that for every ζ
0 ∈ X
satisfying ‖x0−ζ0‖ < δ0, the input u derived from the initial state ζ0 has no updating
instants on the interval (0, te]. Then
‖x(t)− ζ(t)‖ = ‖∆(t)x0 −∆(t)ζ0‖ < δ0 sup
0≤t≤te
‖∆(t)‖B(X) ∀t ∈ [0, te],
and hence we obtain the desired conclusion by Lemma A.1.
Let t1, . . . , tp ∈ (0, te] with t1 < · · · < tp be the updating instants of the input u
derived from the initial state x0. Without loss of generality, we may assume tp < te,
since otherwise we shift te slightly so that tp < te. Using Lemma A.2 iteratively, we
find that for every κ1 ∈ (0, θm) and δ1 > 0, there exists δ0 > 0 such that for every
ζ0 ∈ X satisfying ‖x0 − ζ0‖ < δ0, the input u derived from the initial state ζ0 has p
updating instants η1, . . . , ηp ∈ (0, te) with η1 < · · · < ηp and
(A.7) |t` − η`| < κ1, ‖x(t`)− ζ(η`)‖ < δ1 ∀` ∈ {1, . . . , p}.
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Choose ` ∈ {1, . . . , p} arbitrarily. Assume first that η` < t`. For every τ ∈
[0, t` − η`),
‖x(η` + τ)− ζ(η` + τ)‖ < ‖x(t`)− x(η` + τ)‖+ ‖ζ(η` + τ)− ζ(η`)‖+ δ1.
We obtain
‖x(t`)− x(η` + τ)‖ = ‖∆(t` − t`−1)x(t`−1)−∆(η` + τ − t`−1)x(t`−1)‖
and
‖ζ(η` + τ)− ζ(η`)‖ < δ1‖∆(τ)− I‖B(X) + ‖∆(τ)x(t`)− x(t`)‖.
Since 0 ≤ τ < t` − η`, it follows that |τ | < κ1 and
|(t` − t`−1)− (η` + τ − t`−1)| = |t` − η` − τ | < κ1.
Using Lemma A.1, we find that for every δ > 0, there exist κ1 ∈ (0, θm) and δ1 > 0
such that the inequalities (A.7) imply
‖x(η` + τ)− ζ(η` + τ)‖ < δ ∀τ ∈ [0, t` − η`).
We obtain a similar result for the case t` ≤ η`.
Define
zmax` := max{t`, η`}, zmin`+1 := min{t`+1, η`+1} ∀` ∈ {0, . . . , p},
where tp+1 := te and ηp+1 := te. It suffices to show that for every δ > 0, there exist
κ1 ∈ (0, θm) and δ1 > 0 such that the inequalities (A.7) imply
‖x(zmax` + τ)− ζ(zmax` + τ)‖ < δ ∀τ ∈ [0, zmin`+1 − zmax` ], ∀` ∈ {0, . . . , p}.
This follows from
‖x(zmax` + τ)− ζ(zmax` + τ)‖ < ‖∆(zmax` + τ − t`)x(t`)−∆(zmax` + τ − η`)x(t`)‖
+ δ1‖∆(zmax` + τ − η`)‖B(X).
In fact,
‖∆(zmax` + τ − t`)x(t`)−∆(zmax` + τ − η`)x(t`)‖
=
∥∥T (τ)(∆(|t` − η`|)x(t`)− x(t`))∥∥
≤ sup
0≤τ≤te
‖T (τ)‖B(X) ·
∥∥∆(|t` − η`|)x(t`)− x(t`)∥∥
for every τ ∈ [0, zmin`+1 − zmax` ] and every ` ∈ {0, . . . , p}. Moreover, Lemma A.1 shows
that
lim
η`→t`
∥∥∆(|t` − η`|)x(t`)− x(t`)∥∥ = 0 ∀` ∈ {0, . . . , p}
and that
‖∆(zmax` + τ − η`)‖B(X) ≤ sup
0≤t≤te
‖∆(t)‖B(X) <∞.
for every τ ∈ [0, zmin`+1 − zmax` ] and every ` ∈ {0, . . . , p}. This completes the proof.
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