Abstract. We present two examples of WCG spaces that are not hereditarily WCG. The first is a space with an unconditional basis, and the second is a space X such that X * * is WCG and X * * does not contain 1 . The non-WCG subspace Y of X has the additional property that Y * * is not WCG and X/Y is reflexive.
Introduction
Thirty years ago H. P. Rosenthal ([R] ) showed that there exists a non-WCG subspace of L 1 (µ), with µ an appropriate probability measure, settling in the negative the heredity problem for WCG spaces. The aim of the present paper is to provide some more examples related to some heredity questions stated in the literature. More precisely our examples concern the following.
Q 1 : Is every WCG space with an unconditional basis hereditary WCG? This is a well-known problem recently stated in [Z] . Q 2 : If X * * is WCG, does X share the same property? This problem was posed by W. Johnson and J. Lindenstrauss [JL] . Q 3 : Is every WCG space not containing 1 hereditarily WCG? K. John and V. Zizler have shown that WCG with a Fréchet smooth norm are hereditary WCG [JZ] . M. Fabián has extended this result [F1] . Thus Q 3 concerns the weaker assumption that 1 does not embed into X. Let us mention that in [MS] it has been shown that under Martin's axiom every WCG space with dim X < 2 ω is also hereditarily WCG.
In the first section, answering Q 1 , we present an example of a WCG space X with an unconditional basis that has a non-WCG subspace Y . Additionally Y is generated by a block basis of X and thus it also has an unconditional basis. This example is unexpectedly easy and is built on the well-known Talagrand's compactum. However it shares some remarkable properties. Thus the unconditional basis of X is decomposed into countably many pieces, each one generating a Hilbert space. On the other hand, the unconditional basis of the subspace Y is extended to an M -basis of X failing Johnson's property (i.e. there is no countable partition of it with each piece being a relatively weakly compact set) and which also is decomposed into countably many pieces, each one generating a non-WCG subspace of X.
The second section is combinatorial in nature. It contains one of the basic ingredients of the second example. In particular we show the following.
Theorem. There exists a sequence (T n ) n of trees satisfying the following:
(i) Each T n is of height ω and for n 1 = n 2 , if S i is a segment of T ni , i = 1, 2, then |S 1 ∩ S 2 | ≤ 1. (ii) For every partition (D n ) n of T = n T n there exists n 0 ∈ N such that D n0 ∩ T n0 contains an infinite segment of T n0 .
We actually show that the remarkable Rezničenko sequence of trees satisfies the above-stated properties.
In the third section we present a Banach space X with the following properties.
(i) Both X and X * * are WCG and do not contain 1 . (ii) There exists a subspace Y of X such that both Y and Y * * are not WCG. (iii) The quotient space X/Y is reflexive. This example answers in the negative Q 3 and is also related to Q 2 , which still remains open. The space X is of the form ( ⊕X n ) 2 where each X n is James's space J (T n ) and (T n ) n is a Rezničenko sequence. The unconditional counterpart of this example provides another example of a space with an unconditional basis containing a non-WCG subspace Y with the additional property that X/Y is reflexive. We finally mention that in the first section we provide a necessary property, weaker than Johnson's property, satisfied by any M -basis of a WCG space.
The heredity problem for spaces with an unconditional basis
In the first part of this section we prove the aforementioned property of M -bases. This will be used for checking the non-WCG property in the case of spaces without unconditional basis. In the second part we present the first of our examples. (a) a n ∈ T δn , n ≥ 1, for some sequence (δ n ) of distinct points of ∆ and
then we have, for every ε > 0 and m ∈ N that the set {n ∈ N : a n ∈ T m and |λ n | ≥ ε} is finite.
Proof. It is clear that the set
Since X is WCG there exists a weakly discrete total subset {y γ : γ ∈ Γ} of X so that the set {y γ : γ ∈ Γ} ∪ {0} is weakly compact (see [AL] ). We define a function F : T × Γ → R, by the rule F (α, γ) = f a (y γ ), for α ∈ T , γ ∈ T and easily conclude that for any pair (α, γ) ∈ T × Γ both of the sets {α ∈ T : F (α , γ) = 0} and {γ ∈ Γ : F (α, γ ) = 0} are at most countable. By applying a result of the first-named author (see [A] or [ACGJM] Lemma 2.4 or Lemma 1.6.2 in [F] ), we can find partitions {Γ δ : δ ∈ ∆} and {T δ : δ ∈ ∆} of Γ, T into countable sets with the following property: For every δ 1 , δ 2 ∈ ∆, δ 1 = δ 2 , and for every α ∈ T δ1 and γ ∈ Γ δ2 , we have f a (y γ ) = 0.
We shall show that the families {T m : m ∈ N} and {T δ : δ ∈ ∆} satisfy the desired properties. So let (α n ) ⊆ T and (λ n ) ⊆ R having properties (a) and (b) of the theorem. Assume that there exist ε > 0, m 0 ∈ N and a subsequence (α kn ) of (α n ) so that {α kn : n ≥ 1} ⊆ T m0 and |λ kn | ≥ ε, for all n ≥ 1. Let (γ n ) be a sequence of (necessarily distinct) points of Γ such that |f α kn (y γn )| ≥ 1 m0 for all n ≥ 1. Property (b) and the fact that any closed ball of X * is an Eberlein compact set in the w * topology yield that there exists a subsequence (x * µn ) of the sequence
Then we have (by also using property (a)) that,
, for all ν ∈ N, which contradicts the fact that y γν w → 0. The proof of the proposition is complete.
Theorem 2.2. Let X be a WCG Banach space, and let {(
Proof. Let {T m : m ∈ N} and {T δ : δ ∈ ∆} be families as in the statement of the above theorem. Let, for δ ∈ ∆,
It is clear that the countable family {T n,k : n, k ∈ N}, which we enumerate as {D m : m ∈ N}, satisfies the conclusion of the theorem.
An easy consequence of the above theorem is the well-known characterization of WCG Banach spaces having an unconditional basis due to Johnson (see [R] and [F] ). Theorem 2.3 (Johnson) . Let X be a WCG Banach space with an unconditional basis {x γ : γ ∈ Γ}. Then the following are equivalent:
Proof. It is clear that only the implication (i) ⇒ (ii) requires proof. For this we consider the partition Γ n , n ≥ 1, of the set Γ resulting from Theorem 2.2. It is easy to see that the family {x γ : γ ∈ Γ n } does not contain an 1 -sequence and hence it is a weakly relatively compact set.
Most of the remaining part of this section is devoted to the construction of a WCG Banach space X with an unconditional basis that contains a non-WCG subspace also having an unconditional basis. The space X will be a direct sum, in the 2 -norm of a sequence X n , n ≥ 1, of WCG Banach spaces each with an unconditional basis. The definition of the spaces X n , n ≥ 1, is based on an example of a compact space given by Talagrand ([T] , Th. 4.3) and on a rather standard method of construction of Banach spaces having an unconditional basis, which can be found for instance in [AM] (Def. 3.13 and 2.1 (iii)). We briefly describe the method.
We recall that a family A of subsets of a nonempty set Γ is said to be adequate if it satisfies the following properties:
Note that if A is an adequate family of subsets of Γ, then the space K ≡ K(A) = {χ A : A ∈ A} is a compact subspace of the compact space {0, 1}
Γ . Let A be an adequate family of subsets of the set Γ; then we can define, by using A, a Banach space X ≡ X 1,2 (A) in the following way: X will be the completion of the space c 00 (Γ) of finitely supported real functions on Γ, under the norm
It is easy to verify that the usual basis of c 00 (Γ), i.e. the family {e γ : γ ∈ Γ} is an unconditional normalized (boundedly complete) basis for the Banach space X (see [AM] , Def. 3.13).
We define now the example of the compact space of Talagrand mentioned above. In order to do this we need some terminology and notation. We denote by Σ the set N N of sequences of positive integers, endowed with the product topology (where N has the discrete topology), and by S the set of finite sequences of positive integers.
If σ ∈ Σ and n ∈ N, then σ|n is the finite sequence (σ (1), . . . , σ(n)); for s ∈ S, s = (k 1 , . . . , k n ) and σ ∈ Σ, the notation s < σ means that σ|n = s. It is clear that the countable family {V s , s ∈ S}, where V s = {σ ∈ Σ : s < σ} for s ∈ S, is a basis for the topology of Σ consisting of open and closed sets.
For m ∈ N, let
Thus every A ∈ A m is at most countable. It is easily verified that:
is the first example of a compact space so that C(K) is K-analytic in its weak topology (that is, K is a Talagrand compact) without being a WCG Banach space (that is, K is not an Eberlein compact). The space K was constructed by Talagrand in [T] (Th. 4.3).
The following lemma is due to Talagrand. Its proof is an easy application of Baire's category theorem (see [T] and [F] , Lemma 1.6.1).
Then there exist n 0 , m 0 ∈ N and an infinite member A of A m0 such that A ⊆ Γ n0 . Now we are coming to the construction of the desired WCG Banach space X. We set for every m ∈ N, X m = X 1,2 (A m ). Proof. It is clear from the previous remarks that the family {e σ : σ ∈ Σ} is an unconditional basis for X m , for every m ∈ N. Fix any m ∈ N. It is clear that
(where, for s ∈ S, |s| denotes the length of s).
Let A ∈ A m and s ∈ S with |s| = m+1. Then obviously |A∩V s | ≤ 1 and therefore we get, from the definition of the norm of the space X m that the complemented subspace Y s = span{e σ : σ ∈ V s } of X m is isometric with a Hilbert space, and the family {e σ : σ ∈ V s } is the canonical basis for Y s . It follows in particular that each member of the countable family of sets {e σ : σ ∈ V s } ∪ {0}, s ∈ S, |s| = m + 1, is weakly compact in X m , so we get from (1) that X is WCG.
The proof of the proposition is complete.
Now we set X = (
X is equal to the direct sum, in the 2 -norm, of the Banach spaces X m , m ≥ 1 defined above.
Theorem 2.6. The space X is WCG with an unconditional basis containing a non-WCG closed linear subspace Y that also has an unconditional basis.
Proof. The Banach space X is WCG as a direst sum of WCG Banach spaces in the 2 -norm. It is also clear that the family {e (σ,m) : σ ∈ Σ, m ∈ N} is an unconditional normalized basis for X. Now we are going to define the non-WCG subspace Y of X. m) , for σ ∈ Σ; then clearly x σ = 1 for every σ ∈ Σ. We also set Y = span{x σ : σ ∈ Σ} (= the closed linear span of the vectors x σ , σ ∈ Σ in X). We shall show that Y is the desired subspace of X. The family {x σ : σ ∈ Σ} is an unconditional basis of Y as a block basis of the unconditional basis {e (σ,m) : σ ∈ Σ, m ∈ N} of X. Assume for the purpose of contradiction that Y is WCG. Then Theorem 2.3 yields that there exists a sequence Γ n , n ≥ 1, of subsets of Σ with Σ = ∞ n=1 Γ n so that each set {x σ : σ ∈ Γ n } ∪ {0}, n ∈ N, is weakly compact in Y . Also by Lemma 2.4 there exist m 0 , n 0 ∈ N and an infinite member A of A m0 with A ⊆ Γ n0 . Let A = {σ k : k ∈ N} be an enumeration of A. Then clearly we have that
We consider the series m0) . Since the subspace span{e (σ k ,m0) : k ∈ N} of X is isometric with the space 1 (N), this series defines an element x * ∈ X * . Let λ be any positive integer. Then we have It is well-known that any WCG Banach space X admits an M -basis {(x γ , f γ ) : γ ∈ Γ} so that the set {x γ : γ ∈ Γ} ∪ {0} is weakly compact (see [HHZ] ). It is natural to ask whether any M -basis of a WCG Banach space satisfies Johnson's property (i.e. there is a partition (Γ n ) n of Γ such that {x γ : γ ∈ Γ n } is weakly relatively compact for all n ∈ N). With the next result we shall provide an example of an M -basis that fails Johnson's property. Additionally this example shows that the conclusion of Theorem 2.2 is in a sense the best possible. Proof. For every σ ∈ Σ we consider the subspace, X σ = span{e (σ,m) : m ≥ 1} of X; it is clear that each X σ is isometric to a separable Hilbert space having the set {e (σ,m) : m ∈ N} as an unconditional basis. It is also clear that X = σ∈Σ ⊕X σ . By making a Gram-Schmidt orthonormalization, we can find for every σ ∈ Σ an orthonormal basis {x ,m) , n = 1, for every σ ∈ Σ and n ∈ N and claim that the family {(x n σ , f n σ ) : σ ∈ Σ, n ≥ 1} is an M -basis for X that satisfies the desired property. Clearly the second part of our claim requires justification. So let us assume that the set {x n σ : σ ∈ Σ, n ≥ 1} is equal to a countable union of weakly relatively compact sets. Then since (obviously) the unconditional basis {x σ : σ ∈ Σ} of the space Y is contained in the set {x n σ : σ ∈ Σ, n ≥ 1} we would have that the space Y is WCG, a contradiction.
Remark 2.8. Observe that for every σ ∈ Σ the sequence {e (σ,m) : m ∈ N} is isometric to the usual basis of 2 (N). Also for a given σ the set {x n σ : n ≥ 1} is also an orthonormal basis for the space X σ = span{e (σ,m) : m ∈ N} . Therefore the following peculiar phenomenon occurs. In a space with an unconditional basis (e (σ,m) ) σ∈Σ, m∈N we decompose the basis into a family F σ = {e (σ,m) } m∈N σ∈Σ of pairwise disjoint sets, and in the space X σ we select a new unconditional basis (x n σ ) n such that the new biorthogonal system {x n σ } σ∈Σ, n∈N is not an unconditional basis. However we can split this system into countably many pieces (i.e., Q n = {x n σ } σ∈Σ , each one being an unconditional basis.
Summing up all the previous results we have the following. Proof. (i) The desired space X is the space defined above, namely, X = ( m ⊕X m ) 2 . The unconditional basis is the family (e (σ,n) ) σ∈Σ, n∈N . As in the proof of Proposition 2.5 we decompose the set Σ into the families {V s : |s| = n+1}. Each family {e (σ,n) : σ ∈ V s } is isometric to the usual basis of 2 (V s ), and the families {e (σ,n) : σ ∈ V s }, |s| = n + 1, n ∈ N, define a countable partition of the basis of X.
(ii) It follows from Proposition 2.7. Hence using similar arguments to the proof of the fact that (x σ ≡ x 1 σ ) σ∈Σ generates a non-WCG subspace of X, we obtain the same property for every family (x n σ ) σ∈Σ . The proof of the theorem is complete.
Sequences of trees
A tree is a partially ordered set (T, ≤) such that {s ∈ T : s ≤ t} is a well-ordered subset of T for all t ∈ T .
Let (T, ≤) be any tree. A chain in (T, ≤) is any totally ordered (and thus wellordered) subset of (T, ≤) . Any maximal chain is called a branch of (T, ≤) . A segment or interval I of (T, ≤) is any chain so that, s < t < u and s, u ∈ I imply that t ∈ I. An element t of T is called an immediate successor of s ∈ T if s < t and there is no x ∈ T so that s < x < t.
For every t ∈ T , we set S t = {u ∈ T : u is an immediate successor of t}, T t = {u ∈ T : t ≤ u} and I t = {s ∈ T : s ≤ t} (I t is called an initial segment of (T, ≤) ).
We denote by o(t) for t ∈ T the order type of I t \ {t} = {s ∈ T : s < t}. If α is any ordinal, then the α-th level of T , or Lev α (T ) is the set {t ∈ T : o(t) = α}. The height of T , or ht(T ) is the least α such that Lev α (T ) = ∅; clearly Lev 0 (T ) is the set of minimal elements of T . If Lev 0 (T ) = {t}, then we say that t is the root of T . 
(ii) ht(T n ) = ω for all n ≥ 1 and for every t ∈ T n the set S t is uncountable.
(iii) For every I 1 , I 2 segments of T n1 , T n2 respectively, n 1 = n 2 , we have that
We refer to [A] and [F] for proofs of the existence of a sequence of Rezničenko trees. But for the convenience of the reader we give below a sketch of the proof of the existence of such a sequence of trees.
Proposition 3.2. There exists a sequence of Rezničenko trees.
An outline of the proof. Every tree T n , n ∈ N, will be realized as ξ<ω1 T ξ n with T ξ n , ξ < ω 1 , n ∈ N, satisfying the following inductive properties: (iii) If ξ = ζ + 1, M is a non-empty subset of N and, for n ∈ M , I n is an initial segment of T ζ n such that I n ∩ I m = ∅ for m = n, then the set {t ∈ 2 ω : (ξ, t) is an immediate successor of max I n for all n ∈ M } is uncountable.
We proceed inductively and set T 0 n = {(0, n)} for n ≥ 1. Let ξ < ω 1 and assume that T ζ n have been constructed for all ζ < ξ and n ∈ N. If ξ is a limit ordinal, we set T ξ n = ζ<ξ T ζ n , for n ∈ N. If ξ = ζ + 1, we consider all sets of the form K = {I n : n ∈ M } where M is any non-empty subset of N, I n is an initial segment of T ζ n for n ∈ M and I n ∩ I m = ∅ for m = n. The cardinality of all such K is 2 ω , and we order them as {K ξ t : t < 2 ω } so that each K appears uncountably many times in this enumeration. We define T ξ n , for a given n ∈ N in the following way. We set for every (η, t) ∈ T ζ n , (η, t)
n } and order T ξ n in the obvious way. The inductive construction is complete. It is clear that the inductive properties (i) to (iv) stated above imply that T n , n ≥ 1, is a sequence of Rezničenko trees.
Note. It can be shown that the compact space K = {χ I : I is a segment of T n , for some n ∈ N} ∪ {0} is still another example of a Talagrand compact space that is not an Eberlein compact space (cf. [A] , [F] ).
In the sequel we prove a Baire category type property of sequences of Rezničenko trees.
Proposition 3.3. Let T n , n ≥ 1, be a sequence of Rezničenko trees, and let
an infinite segment of the tree T k0 .
Proof. We first make the following
Claim. There exists k 0 ∈ N and a 0 ∈ T k0 such that for every
Proof of the Claim. Assume for the purpose of contradiction that the claim does not hold. Therefore for every k ∈ N and every a ∈ T k there exists β ∈ T a k such that |S β ∩ D k | ≤ ω. We observe that for each k ∈ N and every finite subset F of T k , not containing the root of T k , there exists a ∈ T k such that T a k ∩ F = ∅ and also {β : β ≤ a} ∩F = ∅. Therefore proceeding by induction we construct a sequence of pairwise disjoint initial segments
Since by property (iv) of the definition of Rezničenko trees (Definition 3.1) the
contradiction. Now let k 0 be the natural number given by the claim. Then it is easy to construct by repeated use of the claim the desired infinite segment (beginning from a 0 ) in the set D k0 ∩ T k0 . : S 1 , . . . , S n are pairwise disjoint segments of (T, ≤)} (see [HO] ).
We note the following easily verified facts:
(i) If S is a nonempty subset of (T, ≤) , then S is also a tree with the induced order from (T, ≤) and the Banach space J(S) is isometrically embedded in the space J (T ) . In particular, if (S, ≤) has the property {s ∈ T : s < t} ⊆ S for every t ∈ S, then the space J(S) is complemented in J(T ). (ii) Given any ξ ≤ ht(T ) let us denote, for convenience, by T (ξ) the ξ-th level of (T, ≤) (i.e., the set Lev ξ (T ) ) and by T ξ the union ζ<ξ T (ζ + 1). Then the natural map P ξ :
If we denote by (D, ≤) the dyadic tree (i.e., that tree with a unique root, ht(D) = ω and so that each element of (D, ≤) has exactly two immediate successors), then every countable tree (S, ≤) with ht(S) ≤ ω is order isomorphic to a subtree of (D, ≤).
Note. The James tree space is the James space J(D), where (D, ≤) is the dyadic tree. It is well-known that J(D) is 2 -saturated, i.e. every infinite-dimensional subspace of J(D) contains a further subspace isomorphic to the Hilbert space 2 (N) (see [J] and [HO] ). Using this fact, Hagler and Odell proved in [HO] that this is a general phenomenon for the class of James-type Banach spaces, J (T ) , where (T, ≤) is any tree. For the sake of completeness we give below a move extensive description of the involving part of their argument.
Theorem 4.1 (Hagler -Odell). Let (T, ≤) be a tree. Then every infinite-dimensional subspace Y of J(T ) contains an infinite-dimensional subspace Z isomoprhic to a subspace of J(D) (and hence by the above remarks J(T ) is
2 -saturated).
Proof. Let ξ be the least ordinal ζ ≤ ht (T ) such that the operator
is not strictly singular (i.e., there exists an infinite-dimensional subspace Y 1 of Y so that P ζ | Y1 is an isomorphic embedding). Let Z 0 be an infinite-dimensional subspace of Y so that P ξ : Z 0 → J (T ξ ) is an isomorphic embedding. Hence there exists θ > 0 such that P ξ (z) ≥ θ for every z ∈ Z 0 with z = 1. We distinguish two cases: (I) ξ is a successor ordinal, say ξ = ζ + 1. Since the operator P ζ : Y → J(T ζ ) is strictly singular, for every infinite-dimensional subspace Z of Y and each ε > 0 there exists z ε ∈ Z, z ε = 1 with
We choose a finite subset F 1 of the level T (ζ + 1) of (T, ≤) and a vector w 1 ∈ e a : a ∈ F 1 such that P ζ+1 (z 1 ) − w 1 < ε 1 . Note that w 1 ≥ θ − ε 1 . We set Z 1 = {z ∈ Z 0 : e * a (z) = 0, for a ∈ F 1 } and note that Z 1 is infinite-dimensional. We proceed by induction and for an appropriate decreasing sequence (ε n ) ⊆ (0, θ), choose a sequence (z n ) ⊆ Z 0 , a sequence (w n ) ⊆ J(T ) supported on a sequence of finite pairwise disjoint sets (F n ) with ∞ n=1 F n ⊆ T (ζ + 1) so that z n = 1, P ζ+1 (z n ) − w n ≤ ε n and w n ≥ θ − ε n for n ≥ 1. The sequence (w n ) is clearly equivalent to the canonical basis of 2 (N), and if the sum ∞ n=1 ε n is sufficiently small, then the sequence (P ζ+1 (z n )) is equivalent to (w n ). So we are done in the case when ξ is a successor ordinal.
(II). Assume that ξ is a limit ordinal. Let
Let again (ε n ) be an appropriate sequence in the interval (0, θ). We construct by induction sequences (z n ) ⊆ Z 0 , (w n ) ⊆ J(T ) and a sequence of ordinals ζ 1 < ζ 2 < . . . < ζ n < . . . < ξ such that (a) each w n is supported on a finite set F n such F 1 ⊆ T ζ1 and F n ⊆ T ξ \T ζn−1 for n ≥ 2, (b) z n = 1 and P ξ (z n ) − w n < ε n , for n ≥ 1. The tree F = ∞ n=1 F n (with the induced order from (T, ≤) ) is clearly countable and ht(F ) = ω. Therefore, by facts (i) and (ii) the James space J(F ) is embedded into the space J(D). Since the James tree space J(D) is 2 -saturated its subspace X, generated by the basic sequence (w n ) n≥2 , contains isomorphically the space 2 (N). On the other hand (b) implies that (if the sum ∞ n=1 ε n is quite small) X is isomorphic to the space span{P ξ (z n ) : n ≥ 1}, which is embedded into Z 0 and thus into Y .
In the following theorem some properties of James spaces J(T ) on trees (T, ≤) of height ω are stated. We give an outline of the proof of this theorem.
Theorem 4.2. Let (T, ≤) be a tree of height ω (ht(T ) = ω) and set X = J(T ).

Then we have (i) the Banach space X is WCG;
(ii) X * * ∼ = X ⊕ 2 (B T ), where B T is the set of (infinite) branches of (T, ≤) (if (T, ≤) has no infinite branch, then X is reflexive), and hence in particular X * * is WCG and does not contain 1 .
Proof. (i) It is easy to verify that if T (n) is the n-th level (n ∈ N) of (T, ≤), then the set {e t : t ∈ T (n)} is isometrically equivalent to the canonical basis of the space 2 (T (n)). Thus each set {e t : t ∈ T (n)} ∪ {0} is weakly compact in X. Hence X is WCG.
(ii) For any nonempty segment S the functional S * is defined as
and it is easy to verify that S * = 1. Consider the set
pairwise disjoint segments of (T, ≤) and
It is easy to verify that D is a 1-norming set for X and also that it is norm dense in its w * -closure. Since 1 does not embed in X, Haydon's classical theorem [H] yields that D generates in norm the space X * . Thus we conclude that the set {S * : S is a segment of T } generates in norm the space X * (e.g. [A] , [F] ). Let Z be the closed linear span of the set {e * t : t ∈ T } in X * . Then it can be shown as in the case of the dyadic tree (D, ≤) (e.g. [LS] ) that Z is a predual of X and X * /Z ∼ = 2 (B T ) (if there is no infinite branch of (T, ≤), i.e., if B T = ∅, then clearly Z = X * and the space X is reflexive). Assume that B T = ∅. Then we get that X * * ∼ = X ⊕ 2 (B T ). Thus the space X * * is WCG as a direct sum of two WCG spaces; it is also not difficult to see that (for the same reason) X * * is 2 -saturated and hence does not contain the space 1 . 
