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Introduction 
Accurate characterizations of corn and soybean yield distributions are critical both for rating 
insurance premiums and for making many farm risk-management decisions.  Numerous approaches have 
been used to model yields (e.g., Day; Gallagher; Goodwin and Ker; Heifner; Just and Weninger; Marra 
and Schurle; Moss and Shonkwiler; Nelson and Preckel; Pease; Ramirez; Shively; Schurle; Wang et al.), 
but the literature has yet to reach a consensus regarding the most appropriate representation for crop yield 
distributions.  Related works have indicated that yields are trending upward with increasing variability, 
but there are conflicting results regarding dynamic aspects of yield models, and about the appropriate 
functional form to best characterize yield distributions.  For the most part, difficulties in identifying the 
shape of yield distributions come from the lack of reliable farm-level yield data (Taylor; Just and 
Weninger), which have often lead researchers to use county yields or yields for representative farms (Just 
and Weninger).  The lack of data is further complicated by limited guidance provided by theory regarding 
the shape of the crop yield distribution, aside from the normality hypothesis.  
Two lines of crop-yield modeling approaches can be identified in the literature.  At one extreme 
of the literature, rejections of normality, either empirically or by assumption, have led most researchers to 
adopt yield-modeling approaches that can take into account skewness, kurtosis and multiple modes.  
Some models have been based on explicit assumptions about the functional form of the yield probability 
density function, defined as parametric models because the crop-yield distributions are fully represented 
by the estimated parameters of the assumed distribution (Goodwin and Ker).  Examples of yield density 
functions used in related works are the Pearson family of distributions (Day), the conditional beta 
distribution (Nelson and Preckel), and the hyperbolic trigonometric transformations of the normal 
distribution (Taylor; Moss and Shonkwiler; Ramirez; Wang et al.).  Alternatively, some researchers have 
opted to abandon parametric crop yield models for nonparametric models, which make no explicit 
assumption about the functional form of the yield distribution (Goodwin and Ker).  At the other extreme 
of the literature, Just and Weninger recently challenged the predominant viewpoint by indicating that  2
current empirical evidence is not sufficient to reject the hypothesis of crop yield normality.  One 
cornerstone of Just and Weninger’ s argument is that much of the previous evidence is based on 
aggregated data, while farmers’ decisions rely on farm-level yield distributions.   
The overall purpose of this paper is to investigate corn- and soybean-yield distributions at the 
farm level, expanding the existing literature both by providing results based on a unique farm-level yield 
data and by suggesting methodological improvements in estimating crop-yield distributions.  A unique 
data set has been provided by the University of Illinois Endowment Farms, with same-site yield 
observations available from twenty-six Illinois farms for a relatively long period of time.  While crop 
yields should be tested for normality before any other distributional assumption is made, non-normal 
characteristics of the distributions might be missed with sample sizes commonly available (Taylor).  The 
University of Illinois Endowment Farms records contain yield samples with as many as thirty-eight years 
of observations, with the smallest samples having twenty years of observations.  These data provide an 
adequate representation of actual farm conditions in the major crop producing area in Illinois and allow 
both for testing for normality under actual farm conditions and for the identification of potential non-
normal characteristics.   
Alternative econometric model specifications considering yields in levels are first estimated to 
control for time; the residuals from the trend regressions are then used to characterize the yield density 
function around the trend.  Diagnostic tests provide an indication of the adequacy to the estimated model, 
including tests for the presence of hesteroskedastiticy and autocorrelation.  The Jarque-Bera test is used to 
test the null hypothesis of normality.  Deb and Sefton investigated the power of the Jarque-Bera test 
against alternative normality tests in small and large samples and generally support the use of the Jarque-
Bera tests over competing tests.   
Importantly, failure to reject normality does not imply that the normal distribution is the most 
accurate representation of crop yield distributions, unless the power of the test is one.  Hence, it is 
important to also examine the “goodness-of-fit” of the several plausible distributions, including the 
normal.  The “goodness-of-fit” approach is complementary to conventional normality testing, and allows  3
considerable flexibility in the shape of yield distributions.  It also takes advantage of stylized  features of 
crop yields, such as non-negativity and potential skewness, to improve the estimation of farm-level crop 
yield distributions.  The distributions chosen here are the Beta and Weibull distributions.  The Beta 
distribution is selected following Nelson and Preckel’ s indication that it allows for skewness and may 
have the bell-shape suggested by Day.  The Weibull distribution is selected because of its appealing 
properties, such as being bounded at zero and allowing for skewness.  The Anderson-Darling statistic is 
used to assess which among the three distributions (Weibull, Beta and normal) provides the most 
appropriate representations of crop yield distributions 
Data  
Just and Weninger indicate that "yield data from a single farm are usually inadequate for testing 
normality because only short time series are available" (p. 296).  The limited time span of farm-yield 
series might be avoided by pooling cross-sectional farm-yield data, but this approach might still not 
increase the overall information contained in highly correlated yield samples (Just and Weninger).  
Relatively long yield time series at the county, district, state and national levels are available from the 
National Agricultural Statistics Service of the United States Department of Agriculture (NASS).  
However, aggregation of yield data is likely to result in a downward bias in the representation of the yield 
variability across individual farms and might not take into account farm-specific errors in management, 
resource constraints, weather and pest conditions (Eisgruber and Schuman; Just and Weninger) and farm 
characteristics such as farm location, crop diversification and farm size (Goodwin).   
Fortunately, the University of Illinois has managed a relatively large number of farm fields with a 
"for-profit" orientation for almost four decades, resulting in a truly unique data set containing same site 
yield observations for a relatively long period of time and providing an adequate representation of actual 
farm conditions in Illinois.  The Endowment Farms are spread throughout twelve different Illinois 
counties in six Crop Reporting Districts and are further divided administratively into fields.  The farms 
are usually named for their donors and the fields are numbered.  Herein, letters designations “a” through  4
“z” represent fields in the Endowment farms, and in all presentations, each letter refers to the same site 
(i.e., field “a” always refers to the same field).  Yield data are available over 1962-1999, although data are 
not available for all fields for the entire sample data.  Moreover, most of the fields contain missing 
records, resulting in a cross-sectional sample with unequal numbers of observations across fields.  For 
example, field “r” contains corn records starting in 1962 to 1996, but is missing records in 1965 and 1983, 
while field “e” contains yields for each year between 1970 through 1994, but contains no record after 
1994.  
The criteria used to select the Endowment Farm fields for the present study are based on the total 
number of records available over two alternative periods: fields having at least 30 observations from 1962 
to 1999 or 20 observations from 1972 to 1999.  The analyses are repeated over both sample periods.  
Using these criteria, however, does not eliminate the problem of missing records or the fact that different 
series start and end at different years.  For example, field “r” contains 33 corn records from 1962 to 1999 
and 24 corn records from 1972 to 1999 while field “e” contains 23 years of yield record over 1972-1999 
data but only 25 years of yield records over 1962-1999.  Field “r” fills the criteria for being included in 
the estimations over both sample periods, but field “e” is estimated only over 1972-1999.  The sample 
sizes for each field, resulting from the number of yield records available for corn and soybeans, are 
indicated in second column of Tables 5 to 8.  Over 1962 to 1999, there are 14 and 11 fields with at least 
30 years of corn and soybeans yield records, respectively.  Over 1972 to 1999, there are 26 and 25 fields 
with at least 20 corn and soybeans yield records, respectively. 
Trend Estimation 
Crop yields have been trending upward, requiring control for deterministic components before 
assessing the distributions at a point in time.  Related literature has taken advantage of sophisticated time 
series tools to model yield trends, including the unit root modeling approach used by Wang et al. and 
ARIMA models used by Goodwin and Ker.  However, time series methods such as unit root tests and 
ARIMA models require large samples covering several decades.  Granger and Newbold (p. 81) suggested  5
that, as rule of thumb, the number of sample observations that are necessary to fit an ARIMA should 
contain at least 40-50 observations.  Davidson and McKinnon pointed out that the finite-sample statistics 
for unit roots depend on assumptions about the error term that are not commonly verifiable.  The 
Endowment Farms contain 20 to 38 observations, thus precluding the use of unit roots or ARIMA process 
to identify the trend process.  In addition, discontinued yield records and the fact that different series start 
and end at different years make it difficult to pool data cross-sectionally.  Pooling which would require 
interpolating or using predicted values in place of the missing observations.  
Therefore, trends are estimated using polynomial time functions, as suggested by Just and 
Weninger.  Individual estimation is preferred to pooling the data cross-sectionally since the University of 
Illinois Endowment yield series are long enough to allow for individual farm estimations.  Yields are 
regressed against a fifth-order polynomial time function and tested down towards the linear trend based 
on F-tests.  For corn, zero restrictions on the second through fifth polynomial terms are not rejected for all 
fields except for one.  A second-order polynomial trend is suggested for field “h” for both sample periods.  
For soybeans, zero restrictions on the third throughout fifth polynomial term are not rejected for all but a 
few scattered cases.  In the cases where the higher order polynomials are not rejected, plots of the 
predicted trends suggest overfitting, with the trend actually declining over some periods.  The second-
order polynomial trend is suggested in fields “a”, “p” and “q” for the sample period 1962 through 1999 
and in fields “a”, “c”, “f” and “w” for 1972 through 1999.  Since only a few fields result in significant F-
statistics and only field “a” had a significant second-order polynomial restriction for both sample periods, 
results will be presented for the linear trend model.  However, the choice of detrending procedure might 
induce wrong inferences about the random component of crop yield models; for example, using a linear 
trend when the actual order of the polynomial might be higher can lead to rejection of normality when the 
distribution around the convex trend is normal (Just and Weninger).  Therefore, normality and goodness-
of-fit results will be cross-checked with the trend-estimation results to insure that any rejections of 
normality are not the result of an incorrect trend.    6
The average trend estimates for the University of Illinois Endowment Farms were about the same 
using either the records included in the 1972-1999 samples (1.220 corn bushels per acre per year) or 
1962-1999 samples (1.251 corn bushels per acre per year).  These results contrast with average bushel-
per-acre corn yield gain of 1.139 bushels per acre per year in Illinois and 1.732 bushels per acre per year 
in the United from 1962 to 1999.
 1  Soybean trend estimates are also consistent across sample periods: 
soybean yields gained 0.361 bushels per acre per year from 1962 to 1999 and 0.366 bushels per acre per 
year from 1972 to 1999, compared to 0.404 and 0.393 bushels per acre per year from 1962 to 1999 in 
Illinois and the United States.  While trend values are lower, 1999 predicted yields are higher for most of 
the Endowment Farms than for Illinois and the United States. 
Diagnostic statistics for autocorrelation and heteroskedasticity indicate that the linear trend 
specification fit the yield data well for both crops and using both sample periods (Tables 1 to 4).  Positive 
autocorrelation is not an overall problem, with the lowest Durbin-Watson statistic across all regressions 
equal to 1.345 (not significant at the 5% level, two-tail test).  Most of the D-W statistics are actually 
closer to the negative autocorrelation range than to the positive autocorrelation range, but significant 
negative autocorrelation at the 5% level is present in residuals of only four estimations.  Curiously, three 
of the significant negative autocorrelations are reported in the estimated residuals from field “u”  (the 
forth is reported in field “e”).  
The presence of heteroskedasticity is assessed by regressing the square of the estimated residuals 
against polynomial time trends of order fifth and lower against the alternative hypothesis of no trend in 
the squared residuals, as suggested by Just and Weninger.  For soybeans, little hesteroskedastiticy is 
found significant at the 5% level for either of the sample. Heteroskedastiticy is also not a problem in the 
corn estimations over the 1972 through 1999 sample period, with only fields “c” and “m” reporting 
significant F-statistics at 5% level.  Cross-checking between the fields reporting rejection of normality 
and heteroskedasticity results will be provided below. 
Generally, the estimation results indicate that the linear trend model is consistently selected over 
higher-order polynomial trend models and specification results failed to indicate significant  7
hesteroskedastiticy or autocorrelation (Tables 1 to 4), contrary to bulk of the evidence from related 
literature.  As expected, trend coefficients are generally more significant over the longer sample period 
than over the shorter sample period.  Over 1962-1999, trend coefficients in 12 out of 14 corn regressions 
and 9 out of 11 soybean regressions were significant at 10% level (Tables 1 and 2).  Over 1972-1999, 
approximately one-third of the corn coefficients and one-half of the soybean coefficients are significant at 
the 10% level: 9 out of 26 and 13 out of 25 corn and soybean regressions (Tables 3 and 4).   
Normality Tests 
Potential deviations from normality have led many researchers to adopt yield-modeling 
approaches that can take into account skewness, kurtosis and multiple modes, while Just and Weninger 
have illustrated the difficulty in rejecting normality empirically.  The Jarque-Bera test and the R-test are 
two tests widely used for checking for normality. The critical values for both tests are derived from the 
distribution of the Pearson skewness and kurtosis coefficients.  While the Jarque-Bera test is 
asymptotically distributed as () 2
2 χ  (Jarque and Bera), significant points for the R-tests are obtained 
through simulation (D’Agostino and Pearson). The simplicity of using  () 2
2 χ  tables versus consulting 
Monte Carlo tables generated by alternative simulation procedures provides an advantage of the Jarque-
Bera test over the R-test in large samples.  Moreover, Jarque and Bera have indicated that the power of 
their test (the probability of rejecting the null hypothesis when the null hypothesis is false) is at least as 
great as the power of the R-test.  The asymptotic arguments cannot be extrapolated for small samples, but 
in Jarque and Bera’s Monte Carlo simulation suggested that the power of the R-test and Jarque-Bera tests 
are approximately equivalent in samples with 20 observations (p. 168).  Deb and Sefton further 
investigated the power of the Jarque-Bera test against alternative normality tests in small and large 
samples, using a much larger number of replications in Monte Carlo simulation, and generally support the 
use of the Jarque-Bera test over competing tests.  Considering that the smallest sample in this study has 
20 observations, the Jarque-Bera test is used to test the yield from the Endowment Farms for normality.   
  8
The Jarque-Bera test is defined: 
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where  1 b  and  2 b  are Pearson’s skewness and kurtosis coefficients estimated based on the central 
moments of the estimated residuals (mi) and  t e ˆ  are estimated residuals from the linear trend regression 
and n is the number of observations.   
Jarque-Bera test results, along with skewness and kurtosis statistics, are reported for Endowment 
Farm fields in Tables 5 through 8.  In Table 5, results are given for corn over the 1962 through 1999 
periods.  Normality is rejected at the 10 percent level in 6 out of 14 fields “a”, “b”, “d”, “i”, “q” and “r”, 
or approximately 43 percent of the time.  Normality is rejected for soybeans over the 1962 through 1999 
time period in 5 out 11 fields or about 45 percent of the time (Table 6).  Over the 1972 through 1999 time 
period normality is rejected in 9 out of 26 fields for corn, or about 35 percent of the time (Table 7) and 7 
out of 25 fields for soybeans, or 28 percent of the time (Table 8).  Recent modifications to the Jarque-
Bera test for small samples have been suggested by Urzúa and Deb and Sefton, but small-samples 
adjustments for the Jarque-Bera test are not used here because the adjustments would only further support 
the asymptotic results.  In small samples, the Jarque-Bera test fails to reject normality more often using 
asymptotic significant points than if small-sample adjustments to the significance points were made 
(Jarque and Bera; Urzúa; Deb and Sefton).  For example, the asymptotical  () % 10 , 2
2 χ  critical value for the 
Jarque-Bera-test is 4.605 but the actual ten-percent significance point cutoff for samples with 20 
observations produced by Jarque and Bera based on Monte Carlo simulation is 2.13.  Moreover, Monte 
Carlo simulation suggested that the power of the test is considerably lower in samples with 20 
observations than with samples with 50 observations (Jarque and Bera).  For instance, the probability of  9
rejecting the null hypothesis when the null hypothesis is represented by the Beta distribution is only 0.116 
for samples with 20 observations compare to one for samples with 50 observations.   
Further insights from the Jarque-Bera tests are provided by Figures 1 to 4, where the skewness 
and kurtosis estimates presented in Tables 5 to 8 are plotted over the 90% Jarque-Bera test boundaries.  
The normal distribution has zero skewness and kurtosis equal to three, representing a point in the chart.  
The test boundaries are drawn by solving the following implicit function for skewness and kurtosis points 
for given sample sizes (n): 
(2)   ()()
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The 90% Jarque-Bera test boundaries vary with size and several boundaries could be drawn in each chart 
if different sample sizes from different fields were considered.  However, only the asymptotic and small-
sample boundary for the smallest sample size in each sample period (20 and 30 observations) are drawn 
to facilitate the visualization of the results.   
Under normality, no more than 10% of the points in each chart would be expected to be outside 
the asymptotic boundary because the boundaries become smaller as larger sample sizes are considered, 
that is not the case in Figures 1 to 4.  For example, 35 percent of the fields in Figure 1 are outside the 
asymptotic boundary (fields “a”, “b”, “d”, “i”, and “r”) indicating that yield normality is rejected in a 
greater number than would be expected due to randomness.  Field “q” is within the 90% test boundary, 
but field “q” has 36 observations and a boundary drawn 36 observations would be smaller than the one 
drawn with 30 observations in Figure 1.  Adding field “q” to the five other fields rejecting normality 
result to the 43 percent of fields rejecting normality overt he 1962 thorough 1999 period reported above.  
The same line of arguments can be made for Figures 2, 4 and 5.  Corn normality is strongly rejected for 
that field in field “e,” which stands out for being the only field reporting negative autocorrelation and for  10
having the largest estimated trend coefficient (3.399 or twice as large as the average trend across all the 
corn linear-trend coefficients).  The only field where normality is rejected and where the second-order 
polynomial trend is suggested by the F-tests reported above is field “r” for soybeans over 1962-1999 
period.  Normality is strongly rejected in field “r” both using the residuals from the linear-trend model 
and using the residuals from the second-order polynomial trend model.  Finally, no field where normality 
is rejected indicated heteroskedastiticy at 5% level of significance. 
Overall, the results seem to indicate that normality is rejected by a far greater number of fields 
than would be explained due to randomness.  The Jarque-Bera test results are further supported by 
observing that most of the skewness-kurtosis points are in the negative skewness region.  Alternatives to 
the normal distributions are considered next based on goodness-of fit-results. 
Goodness-of-fit Tests 
This section compares fit from the normal, Beta and Weibull distribution by applying maximum 
likelihood estimation procedures and goodness-of-fit results to the Endowment Farms yields.  Goodness 
of fit, or the problem of fitting alternative distributions to samples, is not new to the statistical literature 
dating back to the work of Karl Pearson (Jarque and Bera).  However, goodness-of-fit techniques are 
becoming more widely available to researchers in fields outside statistics with recent advances in 
computational power and software developments.  In this paper, BestFit software is used to estimate and 
compare the distributions using goodness-of-fit results.  The Weibull distribution is estimated as an 
alternative to the normal distribution because it has appealing properties such as being bounded at zero 
and allowing for skewness and kurtosis.  Moreover, the moment pattern of the Weibull distribution in the 
skewness-kurtosis space resembles the pattern observed in Figures 1 to 4.  The Beta distribution is chosen 
as an alternative to the normal distribution following Nelson and Preckel’ s arguments that it allows for 
skewness and may have the bell-shape suggested by Day.  Just and Weninger argued that Nelson and 
Preckel’ s skewness results are Pearson statistics that would not support the rejection of the normality 
hypothesis.  However, failing to reject normality does not eliminate the possibility that the Beta, Weibull  11
or other distribution may fit the data better than the normal distribution, unless the power of the test is 
one.  
There are several statistics that might be used as a measure of goodness of fit, including Chi-
square statistic, the Kolmogorov-Smirnov statistic, and the Anderson-Darling statistic.  The Anderson-
Darling statistic is used here because it is not sensitive to interval choices used to divide the data, as is the 
Chi-square statistic, and it puts more emphasis on the tail of the distributions than the Kolmogorov-
Smirnov test (Law and Kelton).  Greater attention to the tail of the distribution is particularly important 
for rating insurance premiums.   
Following the notation used by Law and Kelton (p.368), the Anderson-Darling statistic is 
defined:  
(3)   [] 
∞
∞ −
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where  ) ( ˆ x F  is the distribution function of the random variables x,  ) (x F n is the empirical 
distribution function fit to a random sample of size n,  ) ( ˆ x f  is the density function of the fitted 
distribution and  ) (x Ψ  is the weight function:  { }   )] ( ˆ 1 [   ) ( ˆ   /   1 ) ( x F x F x − = Ψ .  Intuitively, the Anderson-
Darling statistic indicates the largest vertical differences between the empirical distribution function and 
the fitted distribution.  The lower the Anderson-Darling statistic the better is the fit of the distribution.  
For example, in Table 9 the Weibull distribution ranks first among the three distributions fitted to the 
linear-trend residuals from field “a” for 1962-1999 because 0.424 is smaller than 1.187 and 1.125 and for 
1972-1999 because 0.562 is smaller than 1.241 and 1.143. 
The goodness-of-fit results for corn yields indicate that the Weibull distribution is consistently 
selected over the normal and beta distributions based on the Anderson-Darling statistic (Table 9).
2 The 
Weibull distribution fit the 1962-1999 and 1972-1999 data better than the normal distribution in 12 out 14 
and 22 out of 26 fields, overwhelmingly indicating that the Weibull distribution provides a better  12
characterization of corn distributions than does the normal distribution.  The soybean goodness-of-fit 
results are slightly less conclusive, but the Weibull distribution is still predominant, ranking first 8 out 11 
and 16 out of 25 fields for the 1962-1999 and 1972-199 data (Table 10).  The Beta distribution is selected 
as the most representative corn or soybean distribution in only three isolated cases. 
The goodness-of-fit and normality results can be compared by relating the field identifications in 
Tables 5 to 8 to the field identifications in Tables 9 and 10.  Most of the fields where normality fits the 
data better than the Weibull or Beta distributions are within the Jarque-Bera boundaries indicating, from 
this perspective, consistency between the normality-test and goodness-of-fit results. In a few cases the 
normal distribution is selected over the Weibull and Beta distributions.  Importantly, in these cases 
normality is strongly rejected based on the Jarque-Bera test, so in essence, it is simply the best fitting of 
the set that is already rejected.  None of the three distributions might be accurately characterizing yields 
from those fields, potentially indicating that other distributions should be considered.  In addition, the 
Weibull distribution is selected over the normal distribution even in fields where normality was not 
rejected.  These results suggest goodness-of-fit results might help in improving the characterization of 
crop-yield distribution both when normality is rejected and when it is not rejected.   
Conclusion 
This paper assesses corn- and soybean-yield distributions at the farm level, expanding the existing 
literature both by providing results based on a unique farm-level yield data and by suggesting 
methodological improvements in estimating crop-yield distributions.  A unique data set has been provided 
by the University of Illinois Endowment Farms, with same-site yield observations available from twenty-
six Illinois farms over 1962-1999.  The University of Illinois Endowment Farms records contain yield 
samples with as many as thirty-eight years of observations, with the smallest samples having twenty years 
of observations.   
The results suggest that the linear trend provides an adequate representation of crop yields at the 
farm level during the period covered by the estimations.  Specification tests based on a linear-trend model  13
suggest significant heteroskedasticity is present in only a few farms, contrary to bulk of the evidence from 
related literature.  Moreover, the residuals from the linear model are white noise, slightly negatively 
skewed and leptokurtotic.   
Normality of yield trend residuals is tested using the Jarque-Bera test. Normality is rejected for 
corn in 6 out of 14 fields over 1962-1999, or approximately 43 percent of the time.  Normality is rejected 
for soybeans over the 1962-1999 time period in 5 out 11 fields, or about 45 percent of the time.  Over the 
1972-1999, normality is rejected in 9 out of 26 fields for corn, or about 35 percent of the time and 7 out of 
25 fields for soybeans, or 28 percent of the time.  Overall, the results seem to indicate that normality is 
rejected by a far greater number of fields than would be explained due to randomness.   
The goodness-of-fit results for corn and soybean yields indicate that the Weibull distribution is 
consistently selected over the normal and beta distributions, based on the Anderson-Darling statistic. The 
Weibull distribution fit the 1962-1999 and 1972-1999 corn data better than the normal distribution in 12 
out 14 and 22 out of 26 fields.  The soybean goodness-of-fit results are slightly less conclusive, but the 
Weibull distribution is still predominant, ranking first 8 out 11 and 16 out of 25 fields for the 1962-1999 
and 1972-199 data, respectively.  The Beta distribution is selected as the most representative corn or 
soybean distribution in only three isolated cases. In addition, the goodness-of-fit results indicate that 
falling to reject normality is still not the same as identifying normality as a "best" parameterization, with 
the Weibull distribution consistently ranking higher than the normal distribution based on goodness-of-fit 
results both in fields where normality is rejected and in fields where normality is not rejected. 
Overall, the results obtained here further support the importance of using farm data to estimate 
crop yield distributions.  Further research will expand the set of distributions to be compared using 
goodness-of-fit results, compare the farm-level results to results obtained using aggregated data, and 
assess the implications of choosing alternative distributions for rating insurance premiums and farm-level 
risk-management decisions.   14
Table 1. Corn-yield linear trend regression, University of Illinois Endowment Farms, 1962 to 1999. 
 













***  0.353 2.280 3.480
* b.  102.279
*** 0.834
**  0.136 2.403 3.609
* 
  (8.358) (0.334)      {0.070}  (8.121) (0.398)      {0.068} 
 c.  88.117
*** 1.345
***  0.377 2.487 8.808
*** d.  93.335
*** 1.585
***  0.356 2.232 2.105 
  (7.217) (0.288)      {0.005}  (8.887) (0.355)      {0.155} 
 h.  52.723
*** 3.068
***  0.439 2.246 0.197  i.  85.425
*** 1.766
***  0.520 1.984 0.013 
  (18.255) (0.655)      {0.661}  (7.075) (0.283)      {0.910} 
 m.  120.407
*** 0.950
*  0.109 2.384 1.241  n.  101.364
*** 1.175
***  0.277 2.252 4.948
** 
  (13.071) (0.489)      {0.274}  (7.930) (0.317)      {0.032} 
 o. 115.250
*** 0.972
**  0.153 1.802 2.806  p.  86.836
*** 1.590
***  0.293 2.061 0.781 
  (9.554) (0.382)      {0.103}  (10.305) (0.412)      {0.383} 
 q. 124.935
*** 1.025
***  0.218 2.348 1.118  r.  120.295
***  0.591 0.062 2.241 0.382 
  (8.514) (0.333)      {0.298}  (9.698) (0.411)      {0.541} 
 s. 129.361
*** 0.661
*  0.087 1.872 0.171  u.  95.664
***  0.475 0.041 2.859
** 1.451 
  (9.293) (0.368)      {0.681}  (9.724) (0.388)      {0.236} 
 
*  , 
**  and  
*** denotes t statistics significance at 10%, 5% and 1% level.   Standard errors are in parenthesis 
a F heter relates to the linear-trend restriction on the squared residuals.  P-values are in curly brackets 
Table 2.  Soybean-yield linear trend regression, University of Illinois Endowment Farms, 1962 to 1999. 
 











 a.  35.870
*** 0.395
**  0.189 1.756 0.144  d.  34.346
*** 0.497
***  0.397 2.314 1.197 
  (3.935) (0.147)      {0.707}  (2.553) (0.102)      {0.281} 
 i.  33.902
*** 0.259
**  0.177 1.957 1.117  m.  39.732
***  0.197 0.069 2.213 1.976 
  (2.461) (0.096)      {0.298}  (3.667) (0.134)      {0.170} 
 n.  33.871
*** 0.268
**  0.158 1.856 1.590  o.  35.182
*** 0.355
***  0.281 1.764 0.079 
  (2.652) (0.105)      {0.216}  (2.372) (0.095)      {0.780} 
 p.  26.165
*** 0.589
***  0.370 1.837 1.044  q.  37.842
*** 0.472
***  0.338 1.876 0.046 
  (3.205) (0.128)      {0.314}  (2.901) (0.113)      {0.832} 
 r.  32.707
*** 0.472
***  0.392 2.094 0.007  s.  37.509
*** 0.351
***  0.248 2.354 0.107 
  (2.451) (0.104)      {0.933}  (2.609) (0.103)      {0.746} 
 u.  32.118
***  0.120 0.031 2.743
inc 0.094 
 (2.811)  (0.112)     {0.761} 
 
*  , 
**  and  
*** denotes t statistics significance at 10%, 5% and 1% level.   Standard errors are in parenthesis 
a F heter relate to the linear-trend restriction on the squared residuals.  P-values are in curly brackets 
inc denotes Durbin-Watson statistic is inconclusive.  15
Table 3.  Corn-yield linear trend regression, University of Illinois Endowment Farms, 1972 to 1999. 
 













**  0.148 2.368 2.151  b.  106.064
***  0.695 0.033 2.402 1.582 
  (17.104) (0.597)      {0.154}  (21.575) (0.892)      {0.224} 
 c.  79.525
*** 1.634
*** 0.286  2.655
inc 5.265
** d.  96.830
*** 1.483
**  0.176 2.222 0.684 
  (14.519) (0.507)      {0.030}  (18.064) (0.630)      {0.416} 
 e.  28.485  3.399
*** 0.431  2.889
** 2.589  f.  121.587
***  0.772 0.027 2.813
inc 0.748 
  (22.031) (0.852)      {0.123}  (31.186) (1.015)      {0.397} 
 g.  99.330
*** 1.854
***  0.267 2.391 0.022  h.  55.755
** 2.972
***  0.376 2.246 0.008 
  (17.830) (0.613)      {0.883}  (21.518) (0.751)      {0.928} 
 i.  74.684
*** 2.129
***  0.428 2.100 0.386  j.  119.965
***  1.128 0.101 2.250 0.001 
  (13.841) (0.483)      {0.540}  (19.498) (0.688)      {0.973} 
 k. 147.734
***  -0.240 0.005 2.100 1.942  l.  148.918
***  -0.272 0.007 2.176 0.161 
  (20.392) (0.761)      {0.178}  (20.436) (0.684)      {0.692} 
 m.  122.009
***  0.896 0.066 2.353 0.417  n.  98.718
*** 1.269
**  0.167 2.182 1.403 
  (18.947) (0.661)      {0.524}  (15.951) (0.557)      {0.247} 
 o. 113.648
***  1.024 0.077 1.750 0.000  p.  72.098
*** 2.082
***  0.242 2.143 0.125 
  (19.929) (0.695)      {0.995}  (20.698) (0.722)      {0.726} 
 q. 125.091
***  1.016 0.103 2.316 0.105  r.  119.298
***  0.610 0.030 2.328 0.257 
  (17.422) (0.600)      {0.749}  (20.201) (0.746)      {0.617} 
 s. 131.985
***  0.566 0.027 1.830 1.516  t.  135.820
***  0.564 0.030 2.434 0.119 
  (20.343) (0.697)      {0.230}  (20.055) (0.671)      {0.734} 
 u.  90.152
***  0.654 0.035 2.891
** 0.014  v.  113.295
***  1.081 0.106 2.020 0.000 
  (19.901) (0.691)      {0.906}  (19.550) (0.654)      {0.999} 
 w. 129.092
***  1.061 0.092 2.408 0.034  x.  79.526
*  1.730 0.071 1.714 0.049 
  (20.717) (0.693)      {0.855}  (40.096) (1.478)      {0.828} 
 y. 111.081
***  1.352 0.112 1.813 0.030  z.  78.853
***  0.985 0.051 2.157 0.050 
  (23.672) (0.792)      {0.864}  (25.660) (0.871)      {0.825} 
 
*  , 
**  and  
*** denotes t statistics significance at 10%, 5% and 1% level.   Standard errors are in parenthesis 
a F heter relates to the linear-trend restriction on the squared residuals.  P-values are in curly brackets 
inc denotes Durbin-Watson statistic is inconclusive.  16
Table 4.  Soybean-yield linear trend regression, University of Illinois Endowment Farms, 1972 to 1999. 
 











 a.  32.250
*** 0.510
**  0.201 1.701 0.312  c.  37.176
***  0.208 0.062 2.044 0.017 
  (5.714) (0.199)      {0.582}  (5.020) (0.170)      {0.899} 
 d.  28.826
*** 0.678
***  0.370 2.540 0.359  e.  16.914
*** 0.698
***  0.363 2.167 0.167 
  (4.968) (0.173)      {0.554}  (5.212) (0.202)      {0.687} 
 f.  39.798
***  0.166 0.028 1.728 0.064  g.  38.546
*** 0.255
*  0.108 2.216 0.575 
  (6.545) (0.213)      {0.802}  (4.254) (0.146)      {0.455} 
 h.  22.470
*** 0.812
***  0.475 1.345 0.007  i.  32.859
*** 0.295
**  0.140 2.039 0.931 
  (4.951) (0.171)      {0.934}  (4.105) (0.143)      {0.343} 
 j.  37.417
*** 0.326
* 0.119  2.579
inc 1.630  k.  39.462
***  0.238 0.075 2.197 1.189 
  (5.144) (0.181)      {0.214}  (5.085) (0.179)      {0.287} 
 l.  40.271
***  0.118 0.018 1.364 1.877  m.  36.774
*** 0.290
*  0.113 2.101 2.856 
  (5.340) (0.179)      {0.184}  (4.695) (0.162)      {0.103} 
 n.  31.880
*** 0.329
*  0.118 1.918 0.038  o.  34.238
*** 0.385
**  0.162 1.692 0.775 
  (5.058) (0.176)      {0.847}  (4.914) (0.171)      {0.387} 
 p.  15.964
** 0.921
***  0.405 2.014 0.010  q.  42.917
***  0.302 0.095 2.090 0.933 
  (6.275) (0.219)      {0.921}  (5.435) (0.187)      {0.343} 
 r.  27.308
*** 0.657
***  0.352 2.245 2.919  s.  36.653
*** 0.375
*  0.138 2.470 3.252
* 
  (5.016) (0.186)      {0.101}  (5.435) (0.187)      {0.083} 
 t.  33.171
***  0.406 0.106 1.996 1.402  u.  29.347
***  0.205 0.041 2.844
** 1.184 
  (7.345) (0.246)      {0.248}  (5.588) (0.195)      {0.287} 
 v.  40.053
***  0.203 0.049 2.109 0.003  w.  40.309
***  0.211 0.074 2.586
inc 0.001 
  (5.562) (0.186)      {0.955}  (4.670) (0.156)      {0.977} 
 x.  29.666
***  0.312 0.089 1.617 0.012  y.  40.351
***  0.204 0.061 1.621 1.868 
  (6.391) (0.236)      {0.913}  (5.010) (0.168)      {0.185} 
 z.  31.676
***  0.053 0.004 1.574 0.028 
 (5.254)  (0.178)     {0.870} 
 
*  , 
**  and  
*** denotes t statistics significance at 10%, 5% and 1% level.   Standard errors are in parenthesis 
a F heter relates to linear-trend restriction on the squared residuals.  P-values are in curly brackets 
inc denotes Durbin-Watson statistic is inconclusive. 
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Table 5.  Corn-yield linear trend residuals’ skewness ( 1 b ) and kurtosis ( 2 b ), and Jarque-Bera tests, 
University of Illinois Endowment Farms, 1962 to 1999. 
 
Field Number 








 a.  38  -1.795  8.145  62.317
*** b.  30 -1.932  8.705 59.362
*** 
       {0.000}       {0.000} 
  c.  38  -0.270 2.949 0.465  d.  38  -1.127 5.910  21.450
*** 
       {0.793}       {0.000} 
  h.  30  -0.334 2.416 0.985  i.  38  -0.722 5.076  10.124
*** 
       {0.389}       {0.006} 
  m.  33  -0.733 3.430 3.212  n.  38 0.103 2.462 0.527 
       {0.201}       {0.768} 
  o.  38  -0.563 3.054 2.015  p.  38  -0.723 3.256 3.412 
       {0.365}       {0.182} 
  q.  36  -0.922 3.510 5.489
* r.  33  -1.108 4.017 8.174
** 
       {0.064}       {0.017} 
  s.  36  -0.540 4.060 3.435  u.  37  -0.755 3.321 3.675 
       {0.180}       {0.159} 
 
P-values based on Chi-square(2) distribution are in curly brackets. 
 
* denotes 10% significance level, 
** denotes 5% significance level, 
*** denotes 1% significance level. 
 
Table 6.  Soybean-yield linear trend residuals’ skewness ( 1 b ) and kurtosis ( 2 b ), and Jarque-Bera 
tests, University of Illinois Endowment Farms, 1962 to 1999. 
 
Field Number 








  a.  33 0.045 3.469 0.314  d.  38  -0.616 5.772  14.572
*** 
       {0.855}       {0.001} 
  i.  36  -0.515 2.817 1.643 m.  31  -0.415 3.888 1.910 
       {0.440}       {0.385} 
  n.  37  -0.087 2.289 0.827  o.  38  -1.553 6.634  36.190
*** 
       {0.661}       {0.000} 
  p.  38  -0.856 4.009 6.253
**  q.  36  -0.485 2.931 1.420 
       {0.044}       {0.492} 
 r.  34  -1.644  6.974  37.686
*** s.  37 -0.790  4.023  5.463
* 
       {0.000}       {0.065} 
  u.  38  -0.561 3.246 2.089 
       {0.352} 
 
P-values based on Chi-square(2) distribution are in curly brackets. 
denotes 10% significance level, 
** denotes 5% significance level, 
*** denotes 1% significance level.   18
Table 7.  Corn-yield linear-trend predicted values’ skewness ( 1 b ), kurtosis ( 2 b ), and Jarque-Bera 
tests, University of Illinois Endowment Farms, 1972 to 1999. 
 
Field Number 








 a.  28  -1.699  6.568  28.325
*** b.  20 -1.681  6.224 18.079
*** 
       {0.000}       {0.000} 
  c.  28  -0.305 2.558 0.663  d.  28  -1.127 5.290  12.048
*** 
       {0.718}       {0.002} 
  e.  23  -1.098 4.708 7.418
** f.  23  -0.122 2.170 0.717 
       {0.024}       {0.699} 
 g.  27  -1.411  4.626  11.934
***  h.  28  -0.363 2.340 1.124 
       {0.003}       {0.570} 
  i.  28  -0.594 4.494 4.249  j.  26  -0.595 2.501 1.805 
       {0.120}       {0.406} 
  k.  23  -0.730 3.616 2.407  l.  25  -0.086 2.922 0.037 
       {0.300}       {0.982} 
  m.  28  -0.735 3.298 2.627  n.  28 0.074 2.164 0.840 
       {0.269}       {0.657} 
  o.  28  -0.493 2.402 1.553  p.  28  -0.618 2.555 2.016 
       {0.460}       {0.365} 
  q.  27  -0.921 2.950 3.824  r.  24  -1.026 3.436 4.399 
       {0.148}       {0.111} 
  s.  26  -0.548 3.452 1.525  t.  25  -1.127 3.874 6.088
** 
       {0.467}       {0.048} 
  u.  27  -0.710 2.821 2.304  v.  25  -1.395 5.434  14.281
*** 
       {0.316}       {0.001} 
  w.  25  -1.006 5.289 9.680
***  x.  20  -1.511 4.317 9.056
** 
       {0.008}       {0.011} 
  y.  25  -0.790 4.059 3.771  z.  26  -0.472 2.639 1.105 
       {0.152}       {0.576} 
 
P-values based on Chi-square(2) distribution are in curly brackets. 
 
* denotes 10% significance level, 
** denotes 5% significance level, 
*** denotes 1% significance level.  19
Table 8.  Soybean-yield linear-trend predicted values’ skewness ( 1 b ), kurtosis ( 2 b ), and Jarque-Bera 
tests, University of Illinois Endowment Farms, 1972 to 1999.  
 
Field Number 








  a.  28 0.236 3.531 0.589  c.  25  -0.358 3.322 0.643 
       {0.745}       {0.725} 
  d.  28  -0.719 5.498 9.691
***  e.  23  -0.421 2.368 1.063 
       {0.008}       {0.588} 
  f.  23  -0.550 3.923 1.978  g.  27  -0.473 3.691 1.544 
       {0.372}       {0.462} 
  h.  27  -0.040 2.869 0.026  i.  28  -0.617 3.016 1.774 
       {0.987}       {0.412} 
 j.  26  -1.859  7.547  37.374
***  k.  24  -0.455 2.761 0.886 
       {0.000}       {0.642} 
  l.  25  -0.027 2.447 0.321 m.  27  -0.504 3.414 1.336 
       {0.852}       {0.513} 
  n.  28 0.041 2.054 1.051  o.  28  -1.365 5.198  14.337
*** 
       {0.591}       {0.001} 
  p.  28  -0.614 3.737 2.393  q.  27  -0.757 3.311 2.690 
       {0.302}       {0.261} 
  r.  25  -1.063 4.423 6.816
** s.  27  -0.731 3.631 2.852 
       {0.033}       {0.240} 
 t.  25  -1.419  6.044  18.045
***  u.  28  -0.435 2.860 0.907 
       {0.000}       {0.635} 
 v.  25  -2.344  9.571  67.869
***  w.  25  -0.804 2.895 2.705 
       {0.000}       {0.259} 
  x.  20  -1.309 3.902 6.389
**  y.  25  -0.180 2.554 0.343 
       {0.041}       {0.842} 
  z.  26  -0.172 2.389 0.533 
       {0.766} 
 
P-values based on Chi-square(2) distribution are in curly brackets. 
 
* denotes 10% significance level, 
** denotes 5% significance level, 
*** denotes 1% significance level. 
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Figure 1.  Corn-yield linear trend residuals’ skewness ( 1 b ) and kurtosis ( 2 b ),  
University of Illinois Endowment Farms, 1962 to 1999. 
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JB 90%small-sample boundary(30 obs)
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Figure 2.  Soybean-yield linear trend residuals’ skewness ( 1 b ) and kurtosis ( 2 b ),  
University of Illinois Endowment Farms, 1962 to 1999. 
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Figure 3.  Corn-yield linear trend residuals’ skewness ( 1 b ) and kurtosis ( 2 b ),  
University of Illinois Endowment Farms, 1972 to 1999. 
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Figure 4.  Soybean-yield linear trend residuals’ skewness ( 1 b ) and kurtosis ( 2 b ),  
University of Illinois Endowment Farms, 1972 to 1999. 
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Table 9.  Corn-yield linear trend residuals’ distribution goodness-of-fit results, distribution ranked first 
among the Normal, Beta and Weibull distributions by reporting the lowest Anderson-Darling 
statistics. 
 
 Field  First 
Ranked 
Normal Weibull  Beta    First 
Ranked 
Normal Weibull  Beta 
 
    1962 to 1999    1972 to 1999 
 a. Weibull  1.187 0.424 1.125   Weibull  1.241 0.562 1.143 
 b. Weibull  0.939 0.319 1.218   Weibull  0.928 0.549 1.153 
 c. Weibull  0.907 0.784 1.059   Weibull  0.452 0.334 0.476 
 d. Weibull  0.695 0.369 0.714   Weibull  0.655 0.346 0.666 
 e.           Weibull  1.007 0.630 1.721 
 f.           Weibull  0.286 0.262 0.929 
 g.           Weibull  1.556 0.908 1.206 
 h. Weibull  0.220 0.186 0.261   Weibull  0.268 0.234 0.236 
  i. Normal  1.012 1.137 1.320   Normal  0.710 0.832 0.914 
 j.           Beta  0.507 0.395 0.362 
 k.           Weibull  0.336 0.274 0.333 
  l.           Weibull  0.748 0.703 2.480 
 m.  Weibull  0.710 0.389 1.021   Weibull  0.760 0.474 1.003 
 n. Normal  0.195 0.372 0.681   Normal  0.286 0.321 0.917 
 o. Weibull  0.348 0.179 0.650   Weibull  0.373 0.287 0.355 
 p. Weibull  0.854 0.446 2.471   Weibull  0.760 0.488 1.059 
 q. Weibull  0.829 0.486 1.219   Weibull  0.948 0.668 0.958 
 r. Weibull  1.056 0.543 0.878   Weibull  0.875 0.519 0.668 
 s. Weibull  0.363 0.288 0.570   Weibull  0.293 0.175 0.420 
  t.           Weibull  0.748 0.703 2.480 
 u. Weibull  0.880 0.630 1.043   Weibull  0.670 0.521 0.608 
 v.           Weibull  0.743 0.303 0.695 
 w.           Weibull  0.463 0.381 0.481 
 x.           Beta  1.723 1.497 1.486 
 y.           Weibull  0.392 0.316 0.409 
 z.           Weibull  0.396 0.387 1.250 
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Table 10. Soybean-yield linear trend residuals’ distribution goodness-of-fit results, distribution ranked 
first among the Normal, Beta and Weibull distributions by reporting the lowest Anderson-
Darling statistics.     
 
 Field  First 
Ranked 
Normal Beta Weibull    First 
Ranked 
Normal Beta Weibull 
 
    1962 to 1999    1972 to 1999 
 a.  Normal 0.215 0.562 0.416  Normal 0.326 0.752 0.460 
  b.                 
 c.           Weibull 0.238 0.229 0.420 
 d.  Normal 0.673 0.929 0.804  Normal 0.576 0.610 0.659 
 e.           Weibull 0.236 0.156 0.227 
 f.           Normal 0.375 0.375 0.457 
 g.           Weibull 0.438 0.372 1.492 
 h.           Normal 0.166 0.298 0.453 
  i.  Weibull 0.415 0.206 0.405  Weibull 0.438 0.216 0.473 
 j.           Weibull 1.096 0.447 1.091 
 k.           Weibull 0.277 0.150 0.393 
  l.           Normal 0.162 0.230 0.380 
 m.  Normal 0.461 0.552 0.667  Weibull 0.299 0.277 0.379 
 n.  Weibull 0.187 0.178 0.426  Normal 0.263 0.295 0.305 
 o.  Weibull 1.221 0.503 1.572  Weibull 0.943 0.396 1.238 
 p.  Weibull 0.685 0.345 0.645  Weibull 0.270 0.185 0.313 
 q.  Weibull 0.353 0.280 0.428  Weibull 0.430 0.171 0.728 
 r.  Weibull 1.054 0.323 1.009  Weibull 0.416 0.151 0.378 
 s.  Weibull 0.384 0.218 0.365  Weibull 0.432 0.321 0.431 
  t.           Normal 0.162 0.230 0.380 
 u.  Weibull 0.446 0.278 0.722  Weibull 0.465 0.350 0.838 
 v.           Weibull 1.553 0.615 1.629 
 w.            Beta  0.530 0.310 0.291 
 x.           Weibull 1.137 0.752 0.848 
 y.           Normal 0.167 0.195 0.186 
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Endnotes 
                                                       
1  Trends for the United States and Illinois are estimated based on the linear-trend model for comparison. 
 
2  Results were obtained using the Kolmogorov-Smirnov statistic.  In 61 distributions out of the 76 are 
ranked first by both Kolmogorov-Smirnov and Anderson-Darling statistics.  The results are not 
qualitatively different and are not reported here for lack of space. 