Abstract-The positive-real and bounded-real lemmas solve two important linear-quadratic optimal control problems for passive and nonexpansive systems, respectively. The lemmas assume controllability, yet a passive or nonexpansive system can be uncontrollable. In this paper, we solve these optimal control problems without making any assumptions. In particular, we show how to extract the greatest possible amount of energy from a passive but not necessarily a controllable system (e.g., a passive electric circuit) using state feedback. A complete characterization of the set of solutions to the linear matrix inequalities in the positive-real and bounded-real lemmas is also obtained. In addition, we obtain necessary and sufficient conditions for a system to be nonexpansive that augment the boundedreal condition with new conditions relevant to uncontrollable systems.
I. INTRODUCTION
T HE positive-real and bounded-real lemmas are recognized as two of the most fundamental results in systems and control. They relate to two important optimal control problems, for passive and nonexpansive systems, respectively [1] - [4] . In the positive-real lemma, the solution to the optimal control problem gives the least upper bound on the energy that can be extracted from a passive system. The lemmas also provide results on the solutions of important classes of linear matrix inequalities (LMIs) and algebraic Riccati equations (AREs), the theory of spectral factorization, and the concepts of positive-real and bounded-real functions. But the classical versions of these lemmas consider only controllable systems.
In [5] , it was emphasized that a passive system (e.g., a passive electric circuit) can be uncontrollable, and a theory of passive linear systems was developed that does not assume controllability. In contrast to other papers on this subject (see [6, Sec. 3.3] and the discussion following Theorem 13 in this paper), [5] did not introduce any alternative assumptions. But it did not consider the related optimal control problem, nor did it consider nonexpansive systems. It is the purpose of this paper to solve the optimal control problems considered in the positive-real and bounded-real lemmas in the absence of any assumptions. In so doing, we characterize the set of solutions to the LMIs in these two lemmas, and we show how to use state feedback to extract the greatest amount of energy from a passive (not necessarily controllable) linear system. Also, in contrast with the case of controllable systems, we show that for there to exist a solution to the LMI in the bounded-real lemma, and for a system to be nonexpansive, it is necessary but not sufficient for the H ∞ norm of the system's transfer function to be bounded above by one. We also provide a necessary and sufficient condition, by introducing two new conditions relevant to uncontrollable systems. This paper is structured as follows. Section II introduces the notation, and contains preliminary system theoretic results that are formalized using the behavioral approach [7] . In Section III, we review the classical positivereal lemma and the associated optimal control problem. We then state the main results concerning this optimal control problem in Theorems 10, 12, and 13, which are proved in Sections IV and V. The theorems explicitly characterize the solution to the optimal control problem in terms of an ARE (relevant when the transfer function H satisfies lim ξ →∞ (H(ξ) +
H(−ξ) T ) > 0), and a spectral factorization of H(ξ) + H(−ξ)
T (relevant in the general case). Section VI contains analogous results relevant to nonexpansive systems (Theorems 20, 22, and 23, which are proved in Sections VII and VIII). In particular, we define the new concept of a bounded-real pair of polynomial matrices, which appears in our new necessary and sufficient condition for a system to be nonexpansive. Finally, some intermediate results are provided in Appendixes A-D.
II. NOTATION AND PRELIMINARIES
The notation in this paper is as follows. R (C) denotes the real (complex) numbers; C + (C + ) denotes the open (closed) right-half plane; C − (C − ) denotes the open (closed) left-half plane. If λ ∈ C, then (λ) ( (λ)) denotes its real (imaginary) part, andλ its complex conjugate. R[ξ] (R(ξ)) denotes the polynomials (rational functions) in the indeterminate ξ with real coefficients. R m ×n (resp., C m ×n , R m ×n [ξ] , and R m ×n (ξ)) denotes the m × n matrices with entries from R (resp., C, R[ξ], R(ξ)). If H ∈ R m ×n , C m ×n , R m ×n [ξ] , or R m ×n (ξ), then H T denotes its transpose, and if H is nonsingular (i.e., det(H) = 0), then H −1 denotes its inverse. R n ×n s denotes the real n × n symmetric matrices. The block column (block diagonal) matrix with entries H 1 , . . . , H n is denoted col(H 1 . . . H n ) (diag (H 1 . . . H n )). We will use horizontal and vertical lines to indicate the partition in block matrix equations (e.g., see (43)). If M ∈ C m ×m , then M > 0 (M ≥ 0) indicates that M is Hermitian positive (nonnegative) definite, and spec(M ) := {λ ∈ C | det(λI−M ) = 0}.
A V ∈ R n ×n [ξ] is called unimodular if its determinant is a nonzero constant (equivalently, V −1 ∈ R n ×n [ξ] matrices P ∈ R m ×n [ξ] and Q ∈ R m ×q [ξ] are called left coprime if rank([P −Q](λ)) is the same for all λ ∈ C.
If H ∈ R m ×n (ξ), then: 1) H (ξ) := H(−ξ) T ; 2) normalrank(H) := max λ∈C (rank(H(λ))); and 3) H is called proper if lim ξ →∞ (H(ξ)) exists, and strictly proper if lim ξ →∞ (H(ξ)) = 0. If Z ∈ R r ×n (ξ) and H := Z Z, then Z is called a spectral factor of H if 1) Z is analytic in C + ; and 2) Z(λ) has full row rank for all λ ∈ C + . If H ∈ R m ×n (ξ), then H ∞ denotes its H ∞ norm, and it is called bounded real if H ∞ ≤ 1 (i.e., H satisfies I − H (λ) T H(λ) ≥ 0 for all λ ∈ C + ). If m = n, then H is called positive-real if 1) H is analytic in C + ; and 2) H(λ)
T + H(λ) ≥ 0 for all λ ∈ C + . We let L 
t) = w(t)
T for all t ∈ R. We will consider state-space systems of the form 
and we interpret differentiation in a weak sense (see [7, Sec. 2.3.2] ). In particular, for any given u ∈ L loc 2 (R, R n ) and x 0 ∈ R d , there exists (u, y, x) ∈ B s such that for all t ≥ t 0 . Moreover, if (u, y, x) ∈ B s , then there exists x 0 ∈ R d such that x satisfies (2) for (almost) all t ≥ t 0 , so x(t) is determined by (2) in this interval (and x(t 0 ) = x 0 ).
The external behavior of (1) is denoted by
and has the properties outlined in the following two lemmas, which are easily shown from results in [8] . Lemma 1: Let B s be as in (1) and A(ξ) := ξI−A. There exist polynomial matrices P, Q, M, N, U, V, E, F, and G such that 
and we call (A, B, C, D) a realization of (P, Q). Lemma 2: Let B be as in (5) 
takes the form of (5) if P and Q are left coprime.
A system B is called controllable if, for any two trajectories w 1 , w 2 ∈ B, and t 0 ∈ R, there exists w ∈ B and t 1 ≥ t 0 such that w(t) = w 1 (t) for all t ≤ t 0 and w(t) = w 2 is controllable (resp., stabilizable), then B s is controllable (resp., stabilizable).
III. PASSIVE SYSTEMS
The positive-real lemma considers the optimal control problem concerning the available energy for a passive system. Definition 5 (Available energy, passive system): Let B s be as in (1) with m = n. For any given x 0 ∈ R d , let
and x(t 0 ) = x 0 }.
In words, the available energy is the least upper bound on the energy that can be extracted from t 0 onwards.
The positive-real lemma provides the solution (if it exists) to the optimal control problem in Definition 5, and several necessary and sufficient conditions for passivity. These relate: 1) the existence of real matrices X ≥ 0 such that
satisfies Ω(X) ≥ 0; 2) whether the transfer function
is positive-real; and 3) a second optimal control problem concerning the required energy, defined as follows.
Definition 6 (Required energy):
Let B s be as in (1) with m = n. For any given x 0 ∈ R d , let
x(t 1 ) = 0 and x(t 0 ) = x 0 }. 
and
the conditions 1)-3) also relate to the spectral properties of A Γ (X) for solutions X to the ARE Γ(X) = 0. Critically to this paper, it is typically assumed that (A, B) is controllable and (C, A) is observable. Lemma 7 (Positive-real lemma): Let B s be as in (1) with m = n, (A, B) controllable and (C, A) observable; let S σ p a and S σ p r be as in Definitions 5 and 6, and let Ω and H be as in (7) and (8) . The following are equivalent.
If, in addition, D+D T >0 and Γ(X), A Γ (X) are as in (9) and (10), then 1-5 are equivalent to each of the following.
6) There exists a unique X − ∈ R d×d s
There exists a unique X + ∈ R d×d s satisfying: i) X + ≥ 0; ii) Γ(X + ) = 0; and iii) spec(A Γ (X + )) ∈ C + . Moreover, if conditions 6 and 7 hold, then S It was shown in [5] that, if controllability and observability are not assumed, then the positive-real condition is necessary but not sufficient for there to exist a solution to the LMI in the positive-real lemma (condition 4 in Lemma 7). A new condition was provided in terms of the polynomial matrices P and Q describing the external behavior (see Lemma 1) . Specifically, it was shown that there exists a solution to the LMI if and only if (P, Q) are a positive-real pair, defined as follows.
Definition 8 (Positive-real pair): . Finally, a physical interpretation of condition 3 is given in [5, Secs. 4 and 5] . This condition relates to the fact that, if: 1) (u, y, x) ∈ B s and t 1 > t 0 satisfy x(t 0 ) = x(t 1 ) = 0 and ∫
In this paper, we develop the results in [5] to solve the optimal control problem of extracting the greatest possible amount of energy from a passive system, and to characterize the set of solutions to the LMI considered in the positive-real lemma, in the absence of any controllability or observability assumptions. The main results in this section are in the next three theorems, which will be proved in Sections IV and V.
Theorem 10: Let B s and B (u,y) s be as in (1) and (4) with m = n; let S σ p a be as in Definition 5; and let V o and Ω be as in (6) and (7) . The following are equivalent.
(u,y) s is passive).
2) The external behavior B (u,y) s takes the form of (5), where 
The final theorem provides an explicit expression for the available energy in the general case.
Theorem 13: Let B s be as in (1) with m = n; let S σ p a be as in Definition 5; and let V o and H be as in (6) and (8) . The following are equivalent. We next present an example to illustrate the distinction between the results in this section and other papers in the literature that deal with similar objectives.
It has long been recognized that the controllability and observability assumptions in the positive-real lemma are unduly restrictive, and there have been many notable attempts to relax these assumptions. A comprehensive summary is provided in [6, Sec. 3.3] (see also [9] for additional properties of the LMI Ω(X) ≥ 0). These results focus on the equivalence of the positive-real condition with the existence of solutions X ∈ R d×d s to an LMI (similar to condition 3 of Theorem 10) or an ARE (similar to condition 2 of Theorem 12) [10] - [13] . None of these papers explicitly consider the optimal control problem in Definition 5. Also, each of these papers introduce alternative assumptions that are not necessary for guaranteeing a solution to the optimal control problem. These assumptions include the followings: 1) spec(A) ∈ C − [12] , [13] ; 2) (A, B) is stabilizable [10] , [11] 
, [13] [note that this implies 3)]; 5) (C, A) is observable [10] , [11] . A key objective of this paper is to avoid such assumptions entirely.
We also note that several papers have sought to demonstrate the equivalence of the following conditions: a) H(jω) + H(−jω)
T ≥ 0 for all ω ∈ R; and b) there exists X ∈ R d×d s (not necessarily nonnegative definite) such that Ω(X) ≥ 0 [14] , [15] . The authors in [16] and [17] considered a similar problem using the formalism of the behavioral approach. These papers again introduce additional assumptions. Specifically, [14] assumes that A is unmixed; and [15] assumes sign controllability. Both of these conditions imply the assumption 6) [jωI − A B] has full row rank for all ω ∈ R. Also, [17] assumes conditions 3), 5), and 6); and [16] considers only single-input single-output systems that satisfy conditions 5) and 6). However, there are physical systems that do not satisfy any of the assumptions in these papers. For example, consider the two electric circuits in Fig. 1 . Note that, for each of these circuits, the pair (A, B) is not stabilizable. This implies that there is no state feedback law that transfers the internal currents and voltages to zero (however, there is a state feedback law that transfers the external currents and voltages to zero, and so the external behavior B (i,v ) s is stabilizable). Also, both circuits violate assumptions 1), 2), 5), and 6) in the previous discussion, and the circuit on the right has H + H = 0 [and so violates assumptions 3) and 4)]. Now, consider the circuit on the left. Following note A.1, we let
which transform the system into observer staircase form
We note that the final three columns of V o T −1 are zero [so this circuit also violates assumption 5)], and it follows from Theorem 10 that X − = T TX − T , whereX − = diag (λ 0) and λ is the least real positive number satisfying
, and from Theorem 10, we conclude that, with
2 . Note that more energy can be extracted from this system than can be extracted from the system
, despite the fact that both systems have the same transfer function.
In Remark 16, we will show how to extract the greatest possible amount of energy from this circuit. Following that remark,
a (x 0 ). Now, consider the circuit on the right of Fig. 1 . We let
From Theorem 10, we find that
. Again, Remark 16 explains how to extract the greatest amount of energy from this circuit. In that remark
We then let i = u and v = y. In this case, i and v are independent of , and it can be verified that i(t) = te
a (x 0 ). We end this section with a remark about the optimal control problem in Definition 6 concerning the required energy.
Remark 14: The required energy S σ p r (x 0 ) is not considered in Theorems 10, 12, and 13. If B s is as in (1) and (A, B) is controllable, then S σ p r (x 0 ) corresponds to the energy required to transfer the state to x 0 from the origin. However, if B s is not controllable, then there exist x 0 ∈ R d , which cannot be reached from the origin, so the required energy for such states is undefined. Indeed, the controllability of (A, B) is related to the existence of an upper bound to the set of X ∈ R d×d s , which satisfy condition 3 of Theorem 10. Specifically, if there exist z ∈ C d and λ ∈ C such that z
If, in addition, λ ∈ C − , then there are no trajectories satisfying z T x(t 0 ) = 0 and lim t→−∞ (x(t)) = 0. In fact, for a passive system, the following two conditions are equivalent: 1) the LMI in condition 4 of Lemma 7 has no upper bound; and 2) there exists The following two sections provide the proofs of Theorems 10, 12, and 13. Then, in Sections VI-VIII, we state and prove three analogous theorems relevant to nonexpansive systems.
IV. PASSIVE SYSTEMS AND THE AVAILABLE ENERGY
In this section, we prove Theorem 10. The proof uses the concept of storage functions and the results in Appendix B.
Proof of Theorem 10: That 2 ⇐⇒ 3 is shown in [5] . Here, we prove 1 ⇒ 4 ⇒ 3 ⇒ 1.
1 ⇒ 4: First, consider a k > 0 such that I + kD is nonsingular, and let z ∈ R d be fixed but arbitrary. Then, let
letx(t) = eÃ (t−t 0 ) z for all t ∈ R; and letũ = −kCx and y =Cx. It can be verified that (ũ,ỹ,x) ∈ B s ,x(t 0 ) = z, and ∫
with X − ≥ 0 by Lemma B.4 (it is conventional to include the 
5. Now, letũ,ỹ, and x be as in the previous paragraph, so ∫
To prove 4(ii), note from Lemma B.3 that S σ p a is a storage function (with respect to u T y).
a (x(t 0 )) for all (u, y, x) ∈ B s and t 1 ≥ t 0 . From the variation of the constants formula (2) and (3), for any given x 0 ∈ R d and u 0 ∈ R n , there exists a (u, y, x) ∈ B s with x differentiable, x(t 0 ) = x 0 , and u(t 0 ) = u 0 . Thus, (u T y)(
Xx 0 is a storage function (with respect to u T y). Condition 1 then follows from Lemma B.3.
It remains to show that, if (C, A) is observable and conditions 1-4 hold, then i) spec(A) ∈ C − ; and ii) if
satisfy Ω(X) ≥ 0, and note that (12) holds. Then, for any given x 0 ∈ R d and > 0, there exists (u, y, x) ∈ B s with x(t 0 ) = x 0 and t 1 ≥ t 0 such that
We will show that there exists M ∈ R (independent of ) such that x(t 1 )
Since can be chosen to be arbitrarily small, we conclude that X − ≤ X.
To obtain the bound M , let k > 0 be such that I + kD is nonsingular; letC andÃ be as in (11); let x(t 1 ) = x 1 ; and let (ũ(t),ỹ(t),x(t)) = (u(t), y(t), x(t)) for all t 0 ≤ t < t 1 , and
T τC TC eÃ τ dτ . From earlier in the proof, (C,Ã) is observable since (C, A) is, and soÕ > 0. Moreover
Also, if X ≥ 0 we let μ := 0, and otherwise, we let μ < 0 be the most negative eigenvalue of X. By Rayleigh's quotient,
V. EXPLICIT CHARACTERIZATION OF THE AVAILABLE ENERGY
In this section, we prove Theorems 12 and 13. We also show how to compute the available energy of a passive system.
Proof of Theorem 12: With the notation
then S(X) is nonsingular and
Thus,
, by Theorem 10. It remains to show that conditions 2(ii) and 2(iv) are also satisfied.
To show condition 2(ii), we let σ(u, y) = u T y. From the proof of Theorem 10, σ satisfies the conditions of Lemma B.4, so (35) holds from the proof of that lemma. Also, for any given
By taking the supremum over all t 2 ≥ t 1 and u ∈ L loc 2 (R, R n ), and using (35) from the proof of Lemma B.4, we find that
for any given x 0 ∈ R d and t 1 ≥ t 0 ∈ R. Since Ω(X − ) ≥ 0, then the the inequality in (15) must be satisfied with equality. We let v :
From [18, Sec. 2.3], for any given t 1 ≥ t 0 , the aforementioned infimum is equal to x T 0 P (t 0 −t 1 )x, where P is an absolutely continuous matrix function that satisfies P (0) = 0 and
Since x 0 ∈ R d can be chosen arbitrarily, then P (t) = dP dt (t) = 0 for all t < 0, and so Γ(X − ) = 0 by (16) .
To show condition 2(iv), we consider the cases: i) (C, A) observable; and ii) (C, A) not observable.
Case (i). (C, A) observable:
We note that [λI − A B] has full row rank for all λ ∈ C + (see Remarks 4 and 9) . This implies that [λI − A Γ (X − ) B] has full row rank for all λ ∈ C + , so (A Γ (X − ), B) is stabilizable. The proof of this condition is then identical to [4, Lemma 7] . 
Case (ii). (C,
and AΓ (X) :
it follows from case (i) thatX − ≥ 0,Γ(X − ) = 0, and spec(AΓ (X − )) ∈ C − . Also, it can be verified that
. Now, suppose λ ∈ C + and z ∈ C d satisfy A Γ (X − )z = λz, and let T 1 be as in note A.1. Since λI − AΓ (X − ) is nonsingular for all λ ∈ C + , then (18) implies that T 1 z = 0, and it is then easily shown that V o z = 0.
It remains to show that if
To prove this, we assume that (C, A) is observable, and we show that if X ∈ R d×d s satisfies X ≥ 0, X = X − , and Γ(X) = 0, then spec(A Γ (X)) ∈ C − . The case with (C, A) not observable can then be shown by considering the observer staircase form as in the proof of case (ii) previously.
If
Remark 15: From the proof of Theorems 10 and 12, in order to find the matrix X − in those theorems, it suffices to find an X − ∈ R 
with (A 11 , B 1 ) controllable. Since (C, A) is observable, then so too is (C 1 , A 11 ) . and
T it can be verified that X − ≥ 0, Γ(X − ) = 0, and
This implies that spec(A Γ (X − )) = spec(AΓ (X 11 )) ∪ spec(A 22 ) ∈ C − , so X − is the matrix in Theorem 12.
To finish this section, we prove Theorem 13. 
Proof of
and we obtain
From Theorems 10 and 12, spec(A)∈C − and spec(A Γ (X − ))∈C − . Also
The matrices in (20) have full row rank for all λ ∈ C + , so Z is a spectral factor for H + H by Lemma D.1. Next, let X − satisfy condition 2 in the present theorem. Since 
. This inductive procedure terminates in a finite number of steps with matrices P m and Q m that satisfy conditions (R1)-(R4). The procedure is inspired by the sequence of transformations outlined in [3, Sec. 8.4] . In contrast to [3] , we also consider the case of uncontrollable systems.
Next, we consider the following four statements.
S1) There exist polynomial matrices
, where A i (ξ) := ξI − A i , and the leftmost matrix is unimodular.
S2) With
then X i is a real matrix that satisfies i) X i ≥ 0; ii) Ω i (X i ) ≥ 0; and iii) if X is a real matrix that satisfies X ≥ 0 and
and W i are real matrices such that X i ≥ 0 and
has full row rank for all λ ∈ C + . From notes A.1 and A.2, there exist real matrices A m , B m , C m , and D m such that condition (S1) holds. Then, from case (i), there is a unique X m for which there exist L m and W m that satisfy conditions (S3) and (S4). Furthermore, by Theorem 10, this X m also satisfies condition (S2). Then, using Lemmas D.2-D.4, we find that there are unique X i for which there exist L i and W i that satisfy conditions (S3) and (S4), and these X i also satisfy condition (S2) (i = m − 1, . . . , 1). Now, let
Since P = P 1 and Q = Q 1 then, from note A.2, we conclude that (C 1 , A 1 ) is observable andB . This can be constructed as follows. First, it follows from note A.1 and Lemma B.5 that no generality is lost in assuming (C, A) is observable. We then let > 0, and we note that (I + D) is necessarily nonsingular. We define
and (u, y, x) ∈ B s if and only if (u , y , x) ∈ B s .
Also, with H(ξ) := D+C(ξI−A) −1 B and H (ξ) := D +C (ξI−A ) −1 B , then H = (H+ I)(I+ H) −1 . It can then be verified that H (jω) + H (−jω)
T > 0 for all ω ∈ R, D + D T > 0, and H has no poles in C + . Since, in addition, (C, A) is observable and (A, B) is stabilizable, then it can be shown that spec(A ) ∈ C − . It then follows from [11] that there exists 
VI. NONEXPANSIVE SYSTEMS
In addition to the results on passive systems, we also extend the famous bounded-real lemma to systems that are neither observable nor controllable. This lemma is concerned with nonexpansive systems, defined as follows. In our results, the following new concept of a bounded-real pair plays a central role.
Definition 17 (Nonexpansive system): Let B s be as in (1). For any given
Definition 18 (Bounded-real pair):
. We call (P, Q) a bounded-real pair if the following hold:
and λ ∈ C satisfy p T (QQ − P P ) = 0 and p(λ)
It can be shown that, if (P, Q) is a boundedreal pair, then Q is nonsingular and Q −1 P ∞ ≤ 1. But the converse is not true. For example, if P (ξ) = Q(ξ) = ξ + 1, then Q −1 P ∞ = 1, and condition 2 in Definition 18 holds, but not condition 3, so (P, Q) is not a bounded-real pair.
In this section, we provide necessary and sufficient conditions for a system to be nonexpansive (in the absence of any controllability and observability assumptions). These relate a) the existence of matrices X ∈ R d×d s such that X ≥ 0 and
satisfies Λ(X) ≥ 0; and b) the bounded-real pair concept. Also, if I − D T D > 0, then, with the notation
conditions (a) and (b) also relate to the spectral properties of A Π (X) for solutions X to the ARE Π(X) = 0. The results in this section are presented in the next three theorems, which we prove in Sections VII and VIII. 2) The external behavior B (u,y) s takes the form of (5), where (P, Q) is a bounded-real pair; 3) There exists X ∈ R d×d s such that X ≥ 0 and Λ(X) ≥ 0; A, B) is controllable, then 1) for a system to be nonexpansive, it is necessary and sufficient for the H ∞ norm of the system's transfer function to be bounded above by one; and 2) the set of solutions to the LMI in the bounded-real lemma (condition 3 in Theorem 20) is bounded. However, both of these conditions can fail to hold when (A, B) is not controllable.
Theorem 22 provides an explicit solution to the optimal control problem in Definition 17 in the case I − D T D > 0. Theorem 22: Let B s , V o , H, Π and A Π be as in (1), (6), (8) (1), (6) and (8) 
Remark 24: As is the case with the positive-real lemma, there have been many notable attempts to relax the controllability and observability assumptions in the bounded-real lemma. A particularly well-known result is the so-called strictly boundedreal lemma [6, Lemma 5.6.5] . This lemma proves that, if B s is as in (1) and spec(A) ∈ C − , and H, Π and A Π are as in (8) 
VII. NONEXPANSIVE SYSTEMS AND THE AVAILABLE STORAGE
To prove Theorem 20, we will employ transformations that relate nonexpansive and passive systems, and similar transformations that relate positive-real and bounded-real pairs.
Proof of Theorem 20: We will first show the two chains of implications 1 ⇒ 4 ⇒ 3 ⇒ 1, and 4 ⇒ 2 ⇒ 3.
1 ⇒ 4 ⇒ 3 ⇒ 1: First, let z ∈ R d , and let x(t) = e A (t−t 0 ) z for all t ∈ R,ũ = 0, andỹ = Cx. Then, (ũ,ỹ,x) ∈ B s ,x(t 0 ) = z, and ∫
With these two observations, the present implications can be shown in a similar manner to the corresponding implications in Theorem 10. 
such thatQ is nonsingular andQ −1P is proper. Now, let 
Now, let
so all of the aforementioned matrices are unimodular. Then, witĥ
it can be verified that (Ĉ,Â) is observable, and 
then it can be verified that S TΩ (X)S = Λ(X), which is nonnegative definite sinceΩ(X) is. This proves case (i). 
; and let Λ(X) andΛ(X) be as in (22) and (31), respectively. Then, (P ,Q) is a bounded-real pair (this is easily shown from note C.1), Λ(X) =Λ(X), and the proof is similar to case (ii).
⇒ 2:
We will prove this for the following two cases i) (C, A) observable; and ii) (C, A) not observable.
Case (i). (C, A) observable:
We consider the case m = n. The proofs for the cases m > n and m < n are then similar to the corresponding cases in the proof of 2 ⇒ 3. Let Σ,P ,Q,Â,B,Ĉ,D, andΩ(X) be as in case (i) of the proof of 2 ⇒ 3. Then, from that proof, (Â,B,Ĉ,D) is an observable realization of (P ,Q), andΩ(X − ) ≥ 0. Thus, (P ,Q) is a positive-real pair by Theorem 10, so (P, Q) is a bounded-real pair by notes C.2-C. 4 .
Case (ii). (C, A) not observable:
Consider the observer staircase form (see note A.1), and letΛ be as in (31). Then, It remains to prove conditions (i) and (ii) in the final paragraph of the present theorem statement. To see (i), let λ ∈ C + and z ∈ C d satisfy (λI − A)z = 0, and note that A) is observable, then z = 0, so spec(A) ∈ C − . The proof of condition (ii) is similar to the corresponding condition in Theorem 10, using the observations in the second paragraph of this proof.
VIII. EXPLICIT CHARACTERIZATION OF THE AVAILABLE STORAGE FOR A NONEXPANSIVE SYSTEM
This section contains the proofs of Theorems 22 and 23. The proofs provide methods for calculating the available storage for a nonexpansive system by using the results in Section V.
Proof of Theorem 22. 2 ⇒ 1: This follows from Theorem 20, since X − ≥ 0 and Λ(X − ) ≥ 0.
1 ⇒ 2: First, we note from Theorem 20 that (P, Q) is a bounded-real pair since S σ g a (x 0 ) < ∞. We will show that this implies condition 2 for the cases: i) (C, A) observable and m = n; ii) (C, A) observable and m > n; iii) (C, A) observable and m < n; then, finally, iv) (C, A) not observable. is an observable realization of (P ,Q). From Theorem 12, with the notation
Case (i). (C,
there exists X ∈ R d×d s such that X ≥ 0,Γ(X) = 0, and spec(AΓ (X)) ∈ C − . It can then be verified that Π(X) =Γ(X) and A Π (X) = AΓ (X), so condition 2 holds.
Case (ii). (C, A) observable, m > n: LetP ,Q,Â,B,Ĉ, andD be as in case (ii) in the proof of 2 ⇒ 3 in Theorem 20; so (P ,Q) is a bounded-real pair, and (A, B, C, D) is an observable realization for (P, Q) if and only if (Â,B,Ĉ,D) is an observable realization for (P ,Q). Also, let
It can be verified thatΠ(X) = Π(X) andÂΠ (X) = A Π (X), so this case follows from case (i).
Case (iii). (C, A) observable, m < n:
In this case, we let P ,Q,Â,B,Ĉ, andD be as in case (iii) in the proof of 2 ⇒ 3 in Theorem 20. Then, withΠ(X) andÂΠ (X) as in (32) and (33), we obtainΠ(X) = Π(X) andÂΠ (X) = A Π (X). The proof then follows the argument in case (ii).
Case (iv). (C, A) not observable:
This can be proved in the manner of case (ii) in the proof of 1 ⇒ 2 in Theorem 12.
Finally, with a similar proof to the corresponding implication in Theorem 12, we find that if X − satisfies condition 2 of the present theorem, then S For the remainder of the proof, we let (C, A) be observable and m = n. The cases m > n and m < n can be shown by augmenting to the case m = n as in the proof of Theorem 22. The case (C, A) not observable can be shown with a similar argument to the corresponding implication in Theorem 13. 
−1B is a spectral factor ofĤ+Ĥ . (I−DΣ)Σ, and it can be verified that condition (iiia) holds. Also
From Theorem 10, spec(Â) ∈ C − . Also, from Theorem 20, spec(A) ∈ C − . Since, in addition, (I−DΣ) is nonsingular, then a similar argument to the proof of Lemma D.1 shows that Z is a spectral factor of I − H H. 
APPENDIX

A. Observable Realizations of Behaviors
In this appendix, we present several results on observable realizations that are used in the proofs of the main theorems. These results build on Lemmas 1 and 2.
(A.1) Let B s and V o be as in (1) and (6); let the columns of S 2 ∈ R d×(d−d) be a basis for the nullspace of V o ; let S = [S 1 S 2 ] be nonsingular; and let S −1 =: T = col(T 1 T 2 ) (partitioned compatibly with S). Then
and (C 1 , A 11 ) is observable [7, Corollary 5.3.14] . Furthermore, with the notation B 1 := T 1 B, B 2 := T 2 B, and 
To see this, let A ∈ R d×d andÂ ∈ Rd ×d ; let V o be as in (6) 
B. Storage Functions
The storage function concept features in many classical proofs of the positive-real lemma, e.g., [1] and [2] . Here, in contrast to [1] and [2] , we present results on storage functions without any controllability assumptions.
We consider the following optimal control problem. Definition B.1: Let B s be as in (1) ; and, for any given 
In the next lemma, we prove that the available storage S σ a (x 0 ) is a quadratic form in x 0 , under an assumption that is satisfied by both passive and nonexpansive systems.
Lemma B.4: Let B s be as in (1); and let σ and S σ a be as in Definition B.1. Also, for any given z ∈ R d and t 0 ∈ R, let there exist (u, y, x) ∈ B s with x(t 0 ) = z, such that − ∫
). We then let e j denote the jth column of the identity matrix I d , we let the ijth entry of X be defined as X ij := W (e i , e j ) (i, j = 1, . . . , d), and we will show that X is symmetric and S σ a (z) = z T Xz for all z ∈ R d . To prove this, we will show that, for any given
). From [19, Lemma 3] , condition (ii) implies that, for any given be matrices that select columns fromP andQ to achieve the maximal determinantal degree. That is, i) S 1 and S 2 are diagonal matrices with all entries either 0 or 1; ii) S 1 + S 2 = I; and iii) deg(det (P S 1 +QS 2 )) takes its maximum value among all matrices S 1 and S 2 that satisfy (i) and (ii). We then let P :=P S 2 +QS 1 ,Q :=P S 1 +QS 2 , and Σ := S 2 − S 1 , so Σ is a signature matrix. The method in [5, Proof of Th. 9] then proves thatQ −1P is proper.
D. Explicit Characterization of the Available Energy: Supplementary Lemmas
In this final appendix, we present four supplementary lemmas used in the proof of Theorem 13.
Lemma D.1: Let B s and H be as in (1) and (8) with m = n; let spec(A) ∈ C − ; let X − , L, and W be real matrices that satisfy condition 2(iiia) of Theorem 13; and let
Then, Z Z = H + H , and Z is a spectral factor for H + H if and only if Y (λ) has full row rank for all λ ∈ C + . Proof: That Z Z = H + H follows by premultiplying Ω(X) in (7) 
since the rightmost matrix in this equation is nonsingular. The final three lemmas relate to the decomposition in case (ii) in the proof of Theorem 13. We refer back to that proof for definitions of conditions (R1)-(R4) and (S1)-(S4).
Lemma D.2: 
and F k be as in (S1) for the case i = k; and let
By postmultiplying both sides of the relationship in (S1) for the case i = k by diag (S −1 I), we find that (S1) holds for i = k−1. Finally, condition 2b follows since 
T is upper triangular. LetP := Y P k −1 T , and note thatQ is nonsingular withQ −1P = T T HT = diag (Ĥ 0). SinceP = Q diag (Ĥ 0), thenP andQ (partitioned compatibly with diag (Ĥ 0)) take the form indicated in (42). To show thatQ 22 in (42) is unimodular, we let λ ∈ C and
is a positive-real pair, this implies p(λ) = 0. Since, in addition, Y is unimodular, thenp(λ) = 0, and it follows thatQ 22 is unimodular. It is then easily shown from notes C.1 and
It can be verified that each of these four matrices is unimodular. Also, with A i as in (S1) for i = k − 1 and i = k, then 
We denote the rightmost matrix in (43) by S; we let Ω k −1 (X k −1 ) and Ω k (X k ) be as in (S3), and we note that S T Ω k −1 (X k −1 )S = diag (Ω k (X k ) 0). This shows 2b(ii). Also, since S is nonsingular, then 2b(iii) holds. The proof of 2c is similar, noting that (43) also holds in this case. With J n as defined in Appendix C, it can be verified that S is unimodular and SJ n S = J n , and it is then easily shown that (P k , Q k ) satisfy conditions 2 and 3 in Definition 8. Since, in addition, Q −1 k P k is positive real, then (P k , Q k ) also satisfies condition 1 in Definition 8, so (P k , Q k ) is a positive-real pair.
Finally, that deg (det (Q k )) < deg (det (Q k −1 )) will follow from condition 3a, noting from the final two block columns in (S1) that deg (det (Q i )) = deg (det (A i )). It can be verified that each of the aforementioned matrices is unimodular (the modulus of the determinant of the rightmost matrix is equal to det (K)). Also, with E k −1 := col(F k 0) and We denote the rightmost matrix in this equation by S, we let Ω k −1 (X k −1 ) and Ω k (X k ) be as in (S3) and, by direct calculation, we obtain S T Ω k −1 (X k −1 )S = diag (Ω k (X k ) 0). This proves 3b(iii). Condition 3b(iv) then follows since the rightmost matrix in the aforementioned displayed equation is nonsingular.
Next, let X k , L k , W k , X k −1 , L k −1 , and W k −1 be as in condition 3c. We recall that the rightmost matrix in the above displayed equation (denoted S) is nonsingular. We then find that
, so 3c(i) holds, and 3c(ii) follows since S −1 is nonsingular.
