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Abstract: We prove the consistency of the Power-Law Fit (PLFit) method
proposed by Clauset et al. [5] to estimate the power-law exponent in data
coming from a distribution function with regularly-varying tail. In the com-
plex systems community, PLFit has emerged as the method of choice to
estimate the power-law exponent. Yet, its mathematical properties are still
poorly understood.
The difficulty in PLFit is that it is a minimum-distance estimator. It
first chooses a threshold that minimizes the Kolmogorov-Smirnov distance
between the data points larger than the threshold and the Pareto tail, and
then applies the Hill estimator to this restricted data. Since the number
of order statistics used is random, the general theory of consistency of
power-law exponents from extreme value theory does not apply. Our proof
consists in first showing that the Hill estimator is consistent for general
intermediate sequences for the number of order statistics used, even when
that number is random. Here, we call a sequence intermediate when it grows
to infinity, while remaining much smaller than the sample size. The second,
and most involved, step is to prove that the optimizer in PLFit is with high
probability an intermediate sequence, unless the distribution has a Pareto
tail above a certain value. For the latter special case, we give a separate
proof.
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1. Introduction and motivation
The Power-Law Fit (PLFit) method, proposed by Clauset et al. [5], has emerged
as a popular method to estimate the power-law exponent in data coming from
a distribution function with regularly varying tail. Despite its popularity, the
mathematical foundations of it have not received much attention. In particular,
it is not yet known whether the estimate arising from this method is in general
consistent. This is contrary to many other methods for estimating the power-law
exponent, see e.g. [28] for a detailed introduction in the methods for estimating
power-law exponents and their rigorous properties.
Specifically, let F : [0,∞)→ [0, 1] be a distribution function of a non-negative
random variable, satisfying that, for every x > 0,
lim
t→∞
1− F (tx)
1− F (t)
= x−α. (1.1)
Then we say that F has a regularly varying tail, or equivalently that F = 1−F
is a regularly varying tail distribution. We write F ∈ RV−α to denote that
F satisfies (1.1). It follows from Karamata’s theorem ([24, Theorem 2.1 and
Corollary 2.1(ii)]) that
F (x) = x−αL(x), (1.2)
where L ∈ RV0 is a slowly varying function. The Pareto, log-gamma and Cauchy
distributions are some of the well-known families of distributions with a regu-
larly varying tail (bear in mind though that we restrict to non-negative random
variables here). Throughout the article, we assume that F is supported on [1,∞)
and is continuous.
We next explain the PLFit method. In a fundamental work [18], Bruce M.
Hill proposed a consistent estimator for the index of regular variation which is
popularly known as Hill’s estimator. Let (Xi)
n
i=1 be a random sample drawn
from a distribution function F such that F ∈ RV−α. Let X1:n ≤ X2:n ≤ . . . ≤
Xn:n denote the order statistics. We define Hill’s estimator as
α̂n,k := H
−1
n,k =
(1
k
k∑
i=1
log
Xn−k+i:n
Xn−k:n
)−1
, (1.3)
and note that α̂n,k is based on the k ∈ {1, 2, . . . , n − 1} largest observations.
Hill’s estimator does not use the full data but only the largest few observations
as they have the most information on the tail of the distribution. Several other
consistent estimators are known in the literature, such as Pickand’s estimator,
kernel estimator, peaks-over-threshold (POT) estimator, Q-Q estimator, etc.
(see [24] and [1] for nice surveys). Throughout this article, we restrict ourselves
to the Hill estimator, as the PLFit method does so.
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The main issue with Hill’s estimator is that the choice of k, the number of
largest order statistics to be used to estimate α is subjective. In the pure Pareto
case, the choice k = n gives us the Maximum Likelihood (MLE) estimator.
However, in the semiparametric setting in (1.1), the choice k = n is obviously
bad. Under the semiparametric assumption, the choice of kn plays an important
role unless the population distribution is Pareto, which is unrealistic in many
practical settings. In a seminal work [21], Mason has shown that α̂n,k = H
−1
n,kn
estimates α consistently if (kn)n≥1 is an intermediate sequence. By an interme-
diate sequence, we mean that kn ↑ ∞ and kn = o(n). However, there still are
many choices for kn, such as kn = n
β for some β ∈ (0, 1), kn = (logn)β , etc.
One naive way to choose kn is by looking at the point of stabilization when
the Hill estimator is plotted against the number of order statistics used. This
is popularly known as the Hill plot. However, the fluctuations in the Hill plot
often make this choice difficult when L is not a constant (see the so-called Hill
horror plot [24]). There are many prescriptions to improve the plot (such as
the smoothing Hill plot, alternative Hill plot etc. in [24]). The choice where
kn minimizes the sum of squares of the asymptotic bias and its standard error
has also been proposed in [14, 15, 16]. Finally, a data-driven or data-adaptive
choice of kn is proposed in [17] under some parametric assumptions on F . Sev-
eral other choices of kn were proposed based on a double bootstrap method (see
[7, 9, 28, 22] and the references therein).
Clauset et al. [5] propose to choose the cut-off kn as the value that min-
imizes the Kolmorogorov-Smirnov distance between the fitted power-law and
the empirical conditional distribution function associated to the kn largest ob-
servations, assuming that this distribution is pure Pareto. To explain this in
more detail, define
Dn,k := sup
y≥1
∣∣∣1
k
k∑
i=1
1(y,∞)
(Xn−k+i:n
Xn−k:n
)
− y−α̂n,k
∣∣∣, (1.4)
which is the Kolmogorov distance between the empirical distribution of the
sequence (Xn−k+i:n/Xn−k:n)
k
i=1 and the pure Pareto distribution on [1,∞), and
let κ⋆n := argmin1≤k≤nDn,k. Then, Clauset et al. [5] propose α̂n,κ⋆n to estimate
α. This estimation procedure will be referred to as the PLFit method, and we
shall refer to α̂n,κ⋆n as the PLFit estimator of α. The PLFit estimator gives
a quantitative estimate for the choice of k rather than a choice based on the
eyeballing technique in the Hill plot.
The PLFit estimator has become popular across a broad range of academic
disciplines, as exemplified by the large number of citations to [5]. However, a
mathematical justification for its use is still lacking in the literature. One of
the main reasons for this is that (a) it is not clear that the choice of kn in the
PLFit method is intermediate; and (b) the sequence is random, so that most
proof techniques that show properties of the Hill estimator do not apply. Bear
also in mind that the y−α̂n,k term present in (1.4) is related to the pure Pareto
distribution, rather than the semi-parametric form in (1.1) that we rely on.
Consistency is the most basic desirable property of an estimator, and has not
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yet been properly addressed in the literature. It can be expected that PLFit is
a consistent estimator when F is a Pareto distribution function. Surprisingly,
even this fact is far from being obvious and not yet known in the literature. Con-
sistency would be an easy consequence of [10, Corollary 2.2], but the corollary
uses some a.s. uniqueness property for the minimum of a certain Gaussian pro-
cess, which still lacks a rigorous mathematical proof, even though simulations
do confirm it (see [10, Remark 2.3]).
A reason behind the lack of mathematical results is that PLFit is an example
of a minimum distance estimation (MDE) procedure, in which a criterion func-
tion is minimized over the parameter space. The criterion function is a functional
measuring the distance between the empirical distribution and a parametric fam-
ily of distributions. Popular choices of criterion functions include the Crame´r-
von Mises, the Kolmogorov-Smirnov (KS), and the Anderson-Darling criterion.
MDE is known in the statistics literature for its robustness, which means that
the estimate is not much affected by the small departure of the population dis-
tribution from the parametric family. The literature on the asymptotics of MDE
based on KS distance is very limited, even under parametric assumptions, due
to many obstacles (see for example [20, Section 3.5] for a nice discussion on the
difficulties and challenges). It makes the asymptotic study of PLFit technically
challenging. Uniqueness of minimizers is for example an issue which can not be
resolved without additional assumptions, cf. [20]. Within the context of extreme
value theory this has also been recognized in [10].
The main contribution of this article is to prove consistency of PLFit estima-
tor under the semi-parametric assumption stated in (1.1) on F , as summarized
in the following theorem. In its statement, we write F← for the generalized
inverse of F , as well as
P
−→ for convergence in probability:
Theorem 1.1 (Consistency of PLFit). Suppose that F ∈ RV−α, and that F
and F← are continuous. Then α̂n,κ⋆n
P
−→ α as n→∞, so that the PLFit method
is consistent.
In light of the above discussion, our contribution can be seen as a rare example
of an asymptotic result on MDE in a semi-parametric framework. In the next
section, we explain how the proof of Theorem 1.1 is organised. Theorem 1.1 is
proved in Section 2.3, for all cases except the eventually Pareto case (where the
slowly varying function is constant above a certain value). Theorem 1.1 for the
eventually Pareto case is proved in Section 3.2.
We stress that we use a completely different approach from the one used in
[10] based on Komlo´s-Major-Tusna´dy approximation. Our approach is mostly
influenced and motivated by [21]. More precisely, we show that κ⋆n
P
−→ ∞ under
(1.1) and κ⋆n/n
P
−→ 0 when the slowly varying function L is not eventually con-
stant. The main challenge and difficulty lies in the proof of these two results.
We derive consistency of the PLFit estimator from the facts that κ⋆n is an inter-
mediate sequence with high probability and α̂n,kn
P
−→ α if kn is an intermediate
sequence, even when it is random.
This paper is organized as follows. A more detailed description of our results
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and proof strategy is given in Section 2. Section 3 established the consistency of
Hill’s estimator for random intermediate sequences. In Section 4, we establish
that the cut-off value generated by PLFit is a random intermediate sequence.
The proofs of several technical lemmas can be found in the appendix.
2. Further results and strategy of proof
We assume that we have a random sample (Xi)
n
i=1 from a distribution function
F . For for every s ∈ [0, 1], let F←(s) = inf{x ∈ (0,∞) : F (x) ≥ s} denote
the generalized inverse of F . Without loss of generality, we can assume that
F←(0) ≥ 1, because we can always add 1 to each of the observations otherwise
(recall that F is the distribution function of a non-negative random variable).
Given the random sample (Xi)
n
i=1 of size n, we compute Dn,k (see (1.4)) for
all 1 ≤ k ≤ n − 1, and we let κ⋆n = argmin1≤k≤nDn,k. Note that κ
⋆
n may not
be unique and in that case we choose the smallest one among all the available
choices. We denote the PLFit estimate for the index α by α̂n,κ⋆n = H
−1
n,κ⋆n
.
This section is organised as follows. In Section 2.1, we investigate the con-
sistency of α̂n,kn for general sequences (kn)n≥1 that are possibly random. In
Section 2.2, we discuss properties of the optimizer κ⋆n in the PLFit method.
Combining these results, we prove Theorem 1.1 in Section 2.3.
2.1. Consistency of the Hill estimator
We start by investigating the consistency of Hill’s estimator for random interme-
diate sequences. We start by defining what we mean with a random intermediate
sequence:
Definition 2.1 (Random intermediate sequences). We call a sequence (kn)n≥1
a random intermediate sequence when kn
P
−→∞ and kn/n
P
−→ 0. In particular,
it is allowed that kn is random and depends on the data.
A key result in our analysis is the following theorem, that states that α̂n,kn
P
−→
α when (kn)n≥1 a random intermediate sequence:
Theorem 2.2 (Consistency of Hill’s estimator for random intermediate se-
quence). Let (kn)n≥1 be a random intermediate sequence. Then Hill’s estimator
with k = kn is consistent, i.e., α̂n,kn
P
−→ α.
This result can be seen as an extension of [21, Proposition 1], where consis-
tency of Hill’s estimator for deterministic intermediate sequences is established.
Our proof is a refinement of the method of proof in [21]. We also refer to [13]
for a convergence proof for random intermediate sequences, under stronger as-
sumptions on F , and with stronger results.
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2.2. Properties of the PLFit optimizer κ⋆
n
The most crucial step in the analysis of the PLFit method is the study of the
asymptotic behavior of Dn,κ⋆n = min1≤k≤nDn,k. Here we start by showing that
Dn,κ⋆n
P
−→ 0 under the assumption (1.1), which has so far not yet been studied
in the literature:
Theorem 2.3 (Minimum KS distance vanishes). If F ∈ RV−α, then Dn,κ⋆n
P
−→
0 as n→∞.
In Lemma 4.4 below, we prove that if κ⋆n does not grow with the sample size,
then Dn,κ⋆n remains positive for all n with high probability. Combining this fact
with Theorem 2.3, we obtain the following theorem:
Theorem 2.4 (Optimizer of minimum KS distance tends to infinity). If F ∈
RV−α, then κ
⋆
n
P
−→∞ as n→∞.
The next task is to establish that κ⋆n/n
P
−→ 0. For this, we introduce the
following definition:
Definition 2.5 (Eventually Pareto distributions). We call a distribution func-
tion eventually Pareto when there exists an x0 and c > 0 such that F¯ (x) = cx
−α
for all x ≥ x0. Equivalently, this happens when L in (1.2) is constant above x0.
Below, we will assume that x0 is the smallest value above which L is constant.
Our main result concerning the PLFit method is the following theorem. In
its statement, we use the notation
U(x) =
α
∫ F (x)
0
logF←(1− s)ds− (α log x+ 1)F (x)∫ F (x)
0 log
F←(1−s)
x ds
. (2.1)
Theorem 2.6 (PLFit optimizer κ⋆n is sublinear when not eventually Pareto).
Suppose that F satisfies that F ∈ RV−α, as well as that F and F← are contin-
uous. Then,
Dn,[F¯ (x)n]
P
−→ sup
y≥1
y−α
∣∣∣yU(x) − L(xy)
L(x)
∣∣∣. (2.2)
Furthermore, for every x ≥ 1,
sup
y≥1
y−α
∣∣∣yU(x) − L(xy)
L(x)
∣∣∣ > 0, (2.3)
unless F is eventually Pareto. Consequently, κ⋆n/n
P
−→ 0 as n→∞ unless F is
eventually Pareto.
We note that U(x) ≡ 0 for all x ≥ x0 in the eventually Pareto case. It turns
out that this is the only way how the right-hand side of (2.2) can equal zero.
Indeed, we claim that when the right-hand side of (2.2) equals zero, then F is
eventually Pareto for some x0 ≤ x. To see this, we first note that when U(x) 6= 0,
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then the right-hand side of (2.2) is strictly positive, since y 7→ L(xy)/L(x) is
slowly varying, while y 7→ yU(x) is regularly varying with exponent U(x) 6= 0.
Thus, the right-hand side of (2.2) is strictly positive for all y sufficiently large
by Potter’s Theorem. When, instead, U(x) = 0, the right-hand side of (2.2)
simplifies to
sup
y≥1
y−α
∣∣∣1− L(xy)
L(x)
∣∣∣, (2.4)
which is strictly positive unless L(xy) = L(x) for all y ≥ 1. This is equivalent to
the statement that y 7→ L(y) is constant for all y ≥ x, which (recall Definition
2.5) is equivalent to the statement that F is eventually Pareto for some x0 ≤ x.
Despite this simple argument, it is non-trivial to conclude that κ⋆n/n
P
−→ 0 as
n → ∞ unless F is eventually Pareto, due to the fact that for PLFit, we take
an infimum of Dn,k, and to be able to interchange the limits with the infimum,
we are required to prove a tightness result, see Proposition 4.6 below.
As mentioned in the introduction, the derivation of asymptotic properties of
the minimum-distance estimator based on the KS distance is recognized to be a
mathematically challenging problem. Apart from the main ideas and structure
of proof sketched in this section, working out the details is technically challeng-
ing. The aforementioned tightness result (Proposition 4.6) is one of the most
delicate problems in the proof. Another challenging key property that required
considerable effort is the strict positivity of the right hand side of (2.2), partic-
ularly when an infimum over all x > F←(1− ε) is taken; see Lemma 4.8 below.
Unfortunately, our methods do not apply to integer-valued data, but there
are reasonable ways to resolve such issues:
Remark 2.7 (Integer-valued random variables). In many applications, the power-
law data is integer-valued. A key example consists of degrees of vertices in
real-world networks, an example that has drawn enormous attention (see e.g.,
[4, 5, 19, 28]). Our theory does not apply to this setting, as already observed in
[28]. There, it was proposed to replace the data (Xi)
n
i=1 by (Xi +Ui)
n
i=1, where
(Ui)
n
i=1 are i.i.d. uniform random variables on [0,1]. When P(X = k) > 0 for
all k ≥ k0 and the distribution function of X is in RV−α, one can see that the
distribution function F of X + U satisfies that F ∈ RV−α, as well as that F
and F← are continuous.
2.3. Consistency of PLFit for non-eventually Pareto distributions:
proof of Theorem 1.1
We now prove Theorem 1.1 when the distribution function F is not eventually
Pareto. We recall the subsequence principle (see [11, Theorem 2.3.2]), which
connects convergence in probability and almost sure convergence. It says that a
sequence of random variables (Xn)n≥1 converges in probability to X if and only
if for every subsequence (Xnm)m≥1, there is a further subsequence (Xnmk )k≥1
converging to X almost surely as k →∞. To conclude consistency of the PLFit
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estimator α̂n,κ⋆n , for any subsequence (nm)m≥1, we thus need to produce a fur-
ther subsequence (nmk)k≥1 such that α̂nmk ,κ⋆nmk
converges almost surely to α
as k ↑ ∞. We do this now.
Fix a subsequence (nm)m≥1. As κ
⋆
n
P
−→ ∞ is proved in Theorem 2.6, and
κ⋆n/n
P
−→ 0 is proved in Theorem 2.6 under the stated conditions, we can pro-
duce a further subsequence (nmk)k≥1 of (nm)m≥1 such that κ
⋆
nmk
a.s.
−→ ∞ and
κ⋆nmk
/nmk
a.s.
−→ 0. As κ⋆nmk
is an intermediate sequence with probability one, we
have that α̂nmk ,κ⋆nmk
P
−→ α as a consequence of consistency of Hill’s estimator
as in Theorem 2.2.
Using the subsequence principle once again, we obtain a further subsequence
n˜k such that α̂n˜k,κ⋆n˜k
a.s.
−→ α. If we choose (nm)m≥1 to be this subsequence, then
we obtain consistency of the PLFit estimator under the assumption stated in
Theorem 2.6. These facts prove Theorem 1.1, except in the pure or eventual
Pareto cases. The latter proofs will be deferred to Section 3.2.
2.4. Concluding comments
Though we settle the open question of consistency of the PLFit estimator in this
paper, many open questions remain. For example, rather than the Kolmogorov-
Smirnov distance used in (1.4), there are many other functionals of the data
that could be minimised. It would be of interest to investigate the consistency
of such methods more generally. The closest to our setting might be the quantile
minimization, where (1.4) is replaced by
Qn,k := sup
u∈[0,1]
∣∣∣F←k (u)− u−1/α̂n,k ∣∣∣, (2.5)
where u 7→ F←k (u) is the empirical distribution of the vector (Xn−k+i:n/Xn−k:n)
k
i=1.
This method has been investigated with extensive simulations in [8, display
(9) at Page 10]. We expect that the method developed in our paper form a
promising starting point in establishing whether this procedure is consistent.
Other functionals to be minimized could be the Crame´r-von Mises functional
k
∫∞
0
(Fk(y)− y−α̂n,k)2dy, the Anderson-Darling functional whose square equals
k
∫∞
0
(Fk(y)− y−α̂n,k)2yα̂n,k/(1− y−α̂n,k)dy, or the Hellinger distance. Here, the
Anderson-Darling criterion puts more mass on the tails of the distribution, so
may be more appropriate for power-law distributions.
Apart from consistency, questions about bias and confidence intervals for
PLFit and other similar procedures remain open, we refer to [12, Section 6.4]
and [1, Section 4.5] for an overview of the state of the art. The analysis in [10]
suggests that the construction of confidence intervals may be a nontrivial task,
as asymptotic normality of the PLFit estimator does not seem to hold even in
the Pareto case. A more comprehensive analysis of PLFit in this direction would
involve a second-order assumption on the slowly varying function L, as in [13].
Such an assumption seems required to assess the rate of growth of κ⋆n, which
would be an essential first step.
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3. Consistency of Hill’s estimator and Pareto cases
In this section, we investigate the consistency of the Hill estimator for ran-
dom intermediate sequences, and prove its consistency for the eventual Pareto
example.
3.1. Consistency of Hill’s estimator for random intermediate
sequences: Proof of Theorem 2.2
In this section, we prove Theorem 2.2 by showing that Hilll’s estimator is con-
sistent for random intermediate sequences:
Proof of Theorem 2.2. We start by briefly describing the proof of consistency
of Hn,kn given in [21, Proposition 1] when (kn)n≥1 is an intermediate sequence.
Terms appearing in this proof will be used later in other proofs in this article.
Define U(x) = F←(1 − x−1) = (1/F )←(x) : [1,∞) → [1,∞). It follows from
[25, Proposition 0.8(v)] that U ∈ RV1/α, i.e. U(x) = x
1/αL˜(x) where L˜ is a
slowly varying function. Let (Ui:n)
n
i=1 be the order statistics in increasing order
of their magnitude associated to a random sample (Ui)
n
i=1 from the Uniform(0, 1)
distribution. Using Karamata’s representation theorem ([24, Corollary 2.1]), we
obtain
L˜(x) = a1(x) exp
{∫ x
1
u−1b1(u)du
}
. (3.1)
Here a1 : (0,∞)→ (0,∞) and b1 : (0,∞)→ (0,∞) are bounded and measurable
functions satisfying limx→∞ a1(x) = a1 and limx→∞ b1(x) = 0 (see [3, discussion
after equation (1.3.1’) in page 12]). It can be shown that
Hn,kn =
1
kn
kn∑
i=1
(
logU(U−1kn+i+1:n)− logU(U
−1
kn+1:n
)
)
=
1
α
1
kn
kn∑
i=1
log
U
−1
kn−i+1:n
U
−1
kn+1:n
+
1
kn
kn∑
i=1
log
a1(U
−1
kn−i+1:n
)
a1(U
−1
kn+1:n
)
+
1
kn
kn∑
i=1
∫
U
−1
kn−i+1:n
U
−1
kn+1:n
du u−1b1(u)
=: T(1)n (kn) + T
(2)
n (kn) + T
(3)
n (kn). (3.2)
Let (Ei)1≤i≤n be a random sample of size n from the Exponential distribution
with mean 1 and the corresponding order statistics will be denoted by E1:n <
E2:n < . . . < En:n. Then we can use the distributional equality(
logU−11:n, logU
−1
2:n, . . . , logU
−1
n:n
)
d
=
(
En:n, En−1:n, . . . , E1:n
)
(3.3)
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with Re´nyi’s representation theorem [23, Theorem 1.6.1] to conclude that
T
(1)
n (kn)
d
=
1
α
( 1
kn
kn∑
i=1
Ei
)
; (3.4)
see also [21, (7)].
Therefore, T(1)n
P
−→ 1/α as kn → ∞. Further, T(2)n
P
−→ 0 if kn ↑ ∞ as a1 is
a bounded function that converges in zero, and T(2)n
P
−→ 0 as b1 is a bounded
function that converges to zero in zero. These two statements will be made
precise below, and extended to random intermediate sequences. Combining these
facts, we obtain that
Hn,kn
P
−→ 1/α if kn ↑ ∞. (3.5)
The above arguments are similar to the proof by Mason [21], see in particular
[21, Proof of Proposition 1]. However, we are dealing with a random intermediate
sequence, which requires some extra care. We will instead prove that, for every
ε > 0,
lim sup
K→∞
lim sup
n→∞
P( sup
k≥K
|T(1)n (k)− 1/α| ≥ ε) = 0, (3.6)
while, for i = 2, 3, and for every ε > 0,
lim sup
K→∞
lim sup
n→∞
P( sup
K≤k≤n/K
|T(i)n (k)| ≥ ε) = 0. (3.7)
Since, for a random intermediate sequence (kn)n≥1, the bounds K ≤ kn ≤ n/K
hold with high probability for n large, this implies that Hn,kn
P
−→ 1/α, as
required. Thus, we are left to prove (3.6) and (3.7).
We start by proving (3.6). For this, we use the union bound together with
(3.4) to obtain
P( sup
k≥K
|T(1)n (k)− 1/α| ≥ ε) ≤
n∑
k=K
P
(∣∣∣ k∑
i=1
Ei − k
∣∣∣ ≥ εαk). (3.8)
A standard large deviations Chernoff bound shows that there exists a δ(ε) > 0
such that
P
(∣∣∣ k∑
i=1
Ei − k
∣∣∣ ≥ εαk) ≤ e−δ(ε)k. (3.9)
This gives that
P( sup
k≥K
|T(1)n (k)− 1/α| ≥ ε) ≤
n∑
k=K
e−δ(ε)k = e−δ(ε)K/(1− e−δ(ε)). (3.10)
Thus, indeed, (3.6) holds.
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We continue with (3.7) for i = 2. We note that
|T(2)n (k)| ≤ log
( supx≥U−1
k:n
a1(x)
infx≥U−1k:n
a1(x)
)
. (3.11)
By the above argument and uniformly in k ≤ n/K,
U
−1
k:n ≥ U
−1
n/K:n
P
−→ K, (3.12)
since Unt:n
P
−→ t. Since limx→∞ a1(x) = a1, for every η > 0, we can find a
K > 0 such that, with probability converging to 1,
log
(supx≥U−1k:n a1(x)
infx≥U−1k:n
a1(x)
)
≤ log
(a1 + η
a1 − η
)
. (3.13)
Therefore, (3.7) holds for i = 2.
For (3.7) for i = 3, we note that, almost surely, for all k ≤ n/K,
T
(3)
n (k) ≤
(
sup
u≥U−1
n/K:n
|b1(u)|
)1
k
k∑
i=1
log
U
−1
k−i+1:n
U
−1
k+1:n
(3.14)
≤
(
sup
u≥U−1
n/K:n
|b1(u)|
)
max
k≥K
1
α
(1
k
k∑
i=1
Ei
)
=
(
sup
u≥U−1
n/K:n
|b1(u)|
)
max
k≥K
|T(1)n (k)|.
Note that, for every ε > 0,
P
(
sup
u≥U−1
n/K:n
|b1(u)| ≤ sup
u≥K−1
|b1(u)|+ ε
)
→ 1. (3.15)
The quantity supu≥K−1 |b1(u)| becomes small when K is large since b1(u)→ 0
as u→∞. Further, maxk≥K |T(1)n (k)| is a tight sequence of random variables by
the analysis of T(1)n (k). Therefore, (3.7) also holds for i = 3.
3.2. Consistency of PLFit for eventually Pareto distributions
In this section, we prove the consistency of the PLFit method for the eventually
Pareto case. For this, we investigate the properties of the (random and data-
driven) κ⋆n.
We start with the pure Pareto case. Interestingly, in this case, [10, Corol-
lary 2.2], see also the discussion below it, suggests that κ⋆n is not a random
intermediate sequence. However, by Lemma 4.4 and Theorem 2.3, it does follow
that κ⋆n
P
−→ ∞. For the Pareto distribution, we see that this suffices to prove
consistency.
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Indeed, consider the split in (3.2). For the Pareto distribution, x 7→ a1(x)
is constant, and b1(x) ≡ 0. Thus, T(2)n (k) ≡ T
(3)
n (k) ≡ 0 for every k. It suffices
to investigate T(1)n (κ
⋆
n). Since κ
⋆
n
P
−→ ∞, (3.6) shows that T(1)n (κ
⋆
n)
P
−→ 1/α,
as required. This proves the consistency of the PLFit method for the Pareto
distribution, and thus proves Theorem 1.1 in this case.
We next extend the above proof to the eventually Pareto case. Recall x0 in
Definition 2.5. In the following proposition, we show that κ⋆n/n ≤ F¯ (x0 − ε)
with high probability, so that the part of the distribution that is not Pareto is
asymptotically avoided:
Proposition 3.1 (W.h.p. κ⋆n avoids the non-Pareto regime). Assume that F is
eventually Pareto above the value x0. Then
P(κ⋆n ≥ nF¯ (x0 − ε))→ 0. (3.16)
The proof of Proposition 3.1 is deferred to Appendix C. It relies on the proof
of Theorem 2.6.
We now complete the proof of consistency of the PLFit method in the even-
tual Pareto case, subject to Proposition 3.1:
Proof of consistency of the PLFit method for the eventual Pareto case, subject to
Proposition 3.1. We again consider the split in (3.2). Recall the discussion above
(3.1). For an eventual Pareto distribution, x 7→ a1(x) is constant for x ≥ F¯ (x0),
and b1(x) ≡ 0 for x ≥ F¯ (x0). Thus,
log
a1(U
−1
kn−i+1:n
)
a1(U
−1
kn+1:n
)
=
∫
U
−1
kn−i+1:n
U
−1
kn+1:n
du u−1b1(u) = 0 (3.17)
whenever U−1kn+1:n ≥ F¯ (x0). We wish to apply this argument to κ
⋆
n. By Propo-
sition 3.1, any limit point of κ⋆n/n (which is a bounded sequence) is supported
on [0, F¯ (x0)]. As a result, w.h.p. and every ε > 0,
log
a1(U
−1
κ⋆n−i+1:n
)
a1(U
−1
κ⋆n+1:n
)
≤ log
( supu≥F¯ (x0−ε) a1(u)
infu≥F¯ (x0−ε) a1(u)
)
, (3.18)
which converges to 1 as εց 0. A similar argument gives a lower bound that con-
verges to 1 as εց 0. The same argument applies to the
∫ U−1
κ⋆n−i+1:n
U
−1
κ⋆n+1:n
u−1b1(u)du
term, so that we conclude that T(2)n (κ
⋆
n),T
(3)
n (κ
⋆
n)
P
−→ 0.
It thus again suffices to investigate T(1)n (κ
⋆
n). Since κ
⋆
n
P
−→ ∞, (3.6) shows
that T(1)n (κ
⋆
n)
P
−→ 1/α, as required. This proves the consistency of the PLFit
method for eventually Pareto distributions.
4. Proof that κ⋆
n
is intermediate subject to auxiliary results
In this section, we reduce the proof of our main results in Theorems 2.3–2.6 to
three lemmas and three propositions. The proofs of these auxiliary results will
be postponed to Appendix A below.
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4.1. Proof of Theorems 2.3 and 2.4
To prove Theorem 2.3, we need to show that Dn,κ⋆n
P
−→ 0 under the assumption
(1.1). While it is tempting to believe that this indeed holds, this fact is not
known in the literature and the mathematical argument behind the answer is
far from being obvious. The main ingredients to the proof consist of Proposition
4.1, which gives a convenient upper bound on Dn,κ⋆n as a sum of three terms,
and Lemmas 4.2–4.4 that bound these terms. We defer their proofs to Appendix
A.
As a first step, we derive a convenient upper bound on the random distance
Dn,k in the following proposition:
Proposition 4.1 (Upper bound on KS distance). For every k > 1, almost
surely,
Dn,k ≤ sup
y≥1
∣∣∣1
k
k∑
i=1
1(y,∞)
(Xn−k+i:n
Xn−k:n
)
− y−α
∣∣∣
+ sup
y≥1
∣∣y−α̂n,kn − y−α∣∣+ ( Xn:n
Xn−k:n
)−α̂n,k
. (4.1)
Given this result, it suffices to show that there exists a sequence (kn)n≥1
such that the upper bound in (4.1) converges to 0 in probability. This choice of
(kn)n≥1 may depend on the distribution function F . We prove in the following
lemma that the first term in (4.1) converges to 0 in probability if (kn)n≥1 is an
intermediate sequence:
Lemma 4.2 (KS to limiting Pareto vanishes). If (kn)n≥1 is an intermediate
sequence, then
sup
y≥1
∣∣∣1
k
k∑
i=1
1(y,∞)
(Xn−k+i:n
Xn−k:n
)
− y−α
∣∣∣ P−→ 0 (4.2)
as n→∞ when F satisfies (1.1).
For the second term in the upper bound (4.1), it is sufficient to have α̂n,kn
P
−→
α:
Lemma 4.3 (Consistency of α̂n,kn implies vanishing second term). If α̂n,kn
P
−→
α, then supy≥1 |y
−α̂n,kn − y−α|
P
−→ 0 as n→∞.
For the third term in the upper bound (4.1), it is necessary and sufficient to
have kn ↑ ∞:
Lemma 4.4 (Analysis of ratios of order statistics). When F satisfies (1.1),
1. Dn,kn ≥ e
−K almost surely when kn ≤ K; and
2. (Xn:n/Xn−kn:n)
−α̂n,kn
P
−→ 0 as n→∞ if and only if kn →∞.
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With these results in hand, we are now ready to complete the proof of The-
orem 2.3:
Proof of Theorem 2.3. Choose any intermediate sequence (kn)n≥1. By the re-
sults of Mason [21], α̂n,kn
P
−→ α, so that Lemma 4.3 applies. Then Dn,κ⋆n ≤
Dn,kn
P
−→ 0 by Lemmas 4.2, 4.3 and 4.4.
We further use Theorem 2.3 to complete the proof of Theorem 2.4:
Proof of Theorem 2.4. Note that it is enough to show that P(κ⋆n ≤ M)→ 0 as
n → ∞ for any M > 1. By Lemma 4.4, P(κ⋆n ≤ M) ≤ P(Dn,κ⋆n ≥ e
−M ). Using
Theorem 2.3, we can immediately deduce that P(Dn,κ⋆n ≥ e
−M )→ 0 as n→∞
and hence Theorem 2.4 follows.
4.2. Optimizer κ⋆
n
does not grow linearly: Proof of Theorem 2.6
In this section, we prove Theorem 2.6, which is the central part of our proof.
In this section, we will reduce this proof to two propositions (Proposition 4.5
and 4.6), and two lemmas (Lemmas 4.7 and 4.8), whose proofs are deferred to
Section B.
To prove prove Theorem 2.6, we need to show that, for every ε > 0,
lim
n→∞
P(κ⋆n/n > ε) = 0. (4.3)
Here, κ⋆n = argmin1≤k≤nDn,k.
Outline of the proof We start by explaining the outline of the proof. For
every y ≥ 1, we define the sample version of the tail empirical measure (see
(4.16) in [24]) by
ν̂n,k(y,∞) =
1
k
n∑
i=1
δXi/Xn−k:n(y,∞), (4.4)
where δ denotes Kronecker’s delta, so that
Dn,k = sup
y≥1
∣∣∣ν̂n,k(y,∞)− y−α̂n,k ∣∣∣. (4.5)
Define Dj:k = infj≤i≤k Dn,i for every pair j < k of positive integers. Using
this notation, we get that Dn,κ⋆n = min(D1:[nε]−1,D[nε]:n), where [x] denotes the
largest integer less than or equal to x. For any η > 0, it is immediate that
P(κ⋆n/n > ε) ≤ P
(
κ⋆n/n > ε, Dn,κ⋆n ≤ η
)
+ P(Dn,κ⋆n > η).
It follows from Theorem 2.3 that P(Dn,κ⋆n > η) = o(1). We use the observation
that {κ⋆n/n > ε} ⊆ {Dn,κ⋆n = D[nε]:n}, where the inclusion follows since κ
⋆
n is
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the smallest minimiser of k 7→ Dn,k. This establishes that to prove (4.3), it is
enough to show that
0 = lim
ηց0
lim
n→∞
P(D[nε]:n ≤ η)
= lim
ηց0
lim
n→∞
P
(
inf
t∈[ε,1]
sup
y≥1
∣∣∣ν̂n,[nt]([y,∞))− y−α̂n,[nt]∣∣∣ ≤ η)
= lim
ηց0
lim
n→∞
P
(
inf
t∈[ε,1]
sup
y≥1
|Zn(t, y)| ≤ η
)
, (4.6)
where
Zn(t, y) := ν̂n,[nt]((y,∞)) − y
−α̂n,[nt] . (4.7)
The remainder of the proof of Theorem 2.6 is now organised as follows. In
Proposition 4.5, we show that, for every t > 0, the process (Zn(t, y))y≥1 con-
verges in probability to a deterministic limiting process. This, in particular, also
implies that supy≥1 |Zn(t, y)| converges, for every fixed t > 0. Proposition 4.5
extends this convergence to tightness in t ∈ [ε, 1] for t 7→ supy≥1 |Zn(t, y)|. This,
in particular, also proves that the infimum over t ∈ [ε, 1] of supy≥1 |Zn(t, y)|
also converges in probability, as made precise in Lemma 4.7. Finally, Lemma
4.8 shows that the limiting variable is strictly positive when F is not eventually
Pareto (see also the discussion below Theorem 2.6). Since this yields a con-
tradiction with Theorem 2.3, it follows that κ⋆n/n > ε cannot hold with high
probability. This then completes the proof of Theorem 2.6.
We now start to provide the details in the above outline. Define
Z(t, y) := t−1F
(
yF←(1 − t)
)
− exp
{
− t
(∫ t
0
log
F←(1− s)
F←(1− t)
ds
)−1
log y
}
.
(4.8)
The main aim of the proof will be to show that
inf
t∈[ε,1]
sup
y≥1
|Zn(t, y)|
P
−→ inf
t∈[ε,1]
sup
y≥1
|Z(t, y)|, (4.9)
with the limit being strictly positive except in the eventual Pareto case. In the
following proposition, we show that (Z(t, y))y≥1 is the limit in probability of
(Zn(t, y))y≥1 pointwise in t ∈ [ε, 1]:
Proposition 4.5 (Pointwise convergence of supy≥1 |Zn(t, y)|). Suppose that F
and F← are continuous functions. Then, for t ∈ [ε, 1],
(Zn(t, y))y≥1
P
−→ (Z(t, y))y≥1 (4.10)
in the uniform topology on D[1,∞). As y 7→ Z(t, y) is continuous in y for y ≥ 1,
it follows that
sup
y≥1
|Zn(t, y)|
P
−→ sup
y≥1
∣∣Z(t, y)∣∣. (4.11)
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Define Zn(t) = supy≥1 |Zn(t, y)| and Z(t) = supy≥1 |Z(t, y)| for t > 0, so
that Proposition 4.5 shows that Zn(t)
P
−→ Z(t) pointwise in t ∈ [ε, 1]. Note,
however, that pointwise convergence in t is not enough to conclude convergence
of the process (Zn(t))t∈[ε,1] and we additionally need tightness. In the next
proposition, we prove tightness of the process (Zn(t))t∈[ε,1]:
Proposition 4.6 (Tightness of Zn(t) = supy≥1 |Zn(t, y)|). The process Zn(t) =
supy≥1 |Zn(t, y)| satisfies that, almost surely and uniformly in t ∈ [ε, 1],
sup
|h|≤δ
∣∣Zn(t+ h)− Zn(t)∣∣ ≤ f(δ) (4.12)
where f satisfies that limδ→0 f(δ) = 0. Consequently, (Zn(t))t∈[ε,1] is a tight
sequence of stochastic processes.
By Propositions 4.5-4.6, we obtain (4.9) using tightness and finite-dimensional
convergence, as stated in the next lemma:
Lemma 4.7 (Convergence in probability of D[nε]:n). If F and F
← are contin-
uous functions, then
inf
t∈[ε,1]
sup
y≥1
|Zn(t, y)|
P
−→ inf
t∈[ε,1]
sup
y≥1
|Z(t, y)|. (4.13)
Consequently, also D[nε]:n
P
−→ inft∈[ε,1] supy≥1 |Z(t, y)|.
It follows from Propositions 4.5 and 4.6, and Lemma 4.7, that
P(D[nε]:n ≤ η)→ P
(
inf
t∈[ε,1]
sup
y≥1
|Z(t, y)| ≤ η
)
. (4.14)
It is clear that inft∈[ε,1] supy≥1 |Z(t, y)| is a deterministic function. Therefore,
the probability in (4.6) actually equals either 0 or 1 depending on whether the
number inft∈[ε,1] supy≥1 |Z(t, y)| is positive or zero. In the next lemma, we show
that the limit is positive unless F is eventually Pareto:
Lemma 4.8 (Positivity of the limiting infimum except when F is eventually
Pareto). inft∈[ε,1] supy≥1 |Z(t, y)| > 0 for every ε > 0 unless F is eventually
Pareto.
The proof of Lemma 4.8 is challenging since Z(t) = supy≥1 |Z(t, y)| may not
be a continuous function of t, but is a lower semicontinuous function, instead.
We are now ready to complete the proof of Theorem 2.6:
Proof of Theorem 2.6. Assume that F is not eventually Pareto. Then inft∈[ε,1] Z(t) >
0 by Lemma 4.8. Therefore, for all η ∈ (0, inft∈[ε,1] Z(t)), the probability in (4.14)
equals 0. Hence the limit in (4.6) equals zero, and the proof of Theorem 2.6 fol-
lows.
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Appendix A: Proof of auxiliary results used in Section 4.1
In this section, we prove the auxiliary results from Section 4.1, namely, Propo-
sition 4.1 and Lemmas 4.2–4.4, in that order.
Proof of Proposition 4.1. Let να be the sigma-finite measure on ((0,∞),B(0,∞))
such that να(y,∞) = y−α for every y > 0. With this notation, and recalling
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ν̂n,k(y,∞) in (4.4), we obtain that, almost surely,
Dn,k = sup
y≥1
∣∣∣ν̂n,k(y,∞)− να̂n,k(y,∞)∣∣∣
= max
(
sup
1≤y≤Xn:n/Xn−k:n
∣∣∣ν̂n,k(y,∞)− να̂n,k(y,∞)∣∣∣,
sup
y>Xn:n/Xn−k:n
∣∣∣ν̂n,k(y,∞)− yα̂n,k∣∣∣). (A.1)
Note that ν̂n,k(Xn:n/Xn−k:n,∞) = 0, which implies that
sup
y>Xn:n/Xn−k:n
∣∣∣ν̂n,k(y,∞)− yα̂n,k ∣∣∣ = ( Xn:n
Xn−k:n
)−α̂n,k
. (A.2)
Using that max(a, b) ≤ a + b for any a, b > 0, and combining (A.1) and (A.2),
we obtain
Dn,kn ≤ sup
1≤y≤Xn:n/Xn−k:n
∣∣ν̂n,k(y,∞)− να̂n,k(y,∞)∣∣ + ( Xn:nXn−k:n
)−α̂n,k
=: I(1)n + I
(2)
n . (A.3)
Using the triangle inequality, we obtain
I(1)n ≤ sup
y≥1
∣∣∣ν̂n,k(y,∞)− να(y,∞)∣∣∣+ sup
1≤y≤Xn:n/Xn−k:n
∣∣∣y−α̂n,k − y−α∣∣∣
:= I(11)n + I
(12)
n . (A.4)
Also note that
I(12)n = sup
1≤y≤Xn:n/Xn−k:n
∣∣ exp{− α log y} − exp{− α̂n,k log y}∣∣
≤
∣∣α̂n,k − α∣∣ log (Xn:n/Xn−k:n), (A.5)
since |e−x − e−y| ≤ |x− y| for all x, y ≥ 0. Thus, the proof follows from (A.3),
(A.4) and (A.5).
Proof of Lemma 4.2. Let M+ denote the space of all locally finite point mea-
sures µ on (0,∞), that is, µ(B) <∞ for all B ∈ B((0,∞)) and 0 /∈ cl(B) where
cl(B) denotes the closure of the set B.
We say a sequence (µn)n≥1 converges vaguely to a measure µ in M+ (and
write µn
v
→ µ) if
∫
fdµn →
∫
fdµ for all bounded and continuous functions f
that vanishes in a neighbourhood of 0. It follows from [24, Theorem 4.2 (Step
2)] that ν̂n,kn
v
→ να in probability if (kn)n≥1 is an intermediate sequence.
Therefore, given a subsequence (nm)m≥1, there exists a further subsequence
(nml)l≥1 such that ν̂nml ,knml
v
→ να almost surely. As [y,∞) is a compact sub-
set of (0,∞) for all y ≥ 1, it follows from vague convergence (see [24, Theo-
rem 3.2(b)]) that ν̂nml ,knml
([y,∞))→ να([y,∞)) almost surely for every y ≥ 1.
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Thus, we can use the Glivenko-Cantelli theorem ([27, Theorem 19.1]) to con-
clude that supy≥1 |νnml ,knml
([y,∞)) − να([y,∞))| → 0 almost surely. We can
use subsequential characterization of convergence in probability (see [11, Theo-
rem 2.3.2]) once again to conclude the proof.
Proof of Lemma 4.3. Fix ε > 0 and 0 < η < min(α/2, log(ε + 1)/ log 2). Then
we immediately have the decomposition
P
(
sup
y≥1
∣∣∣y−α̂n,kn − y−α∣∣∣ > ε)
≤ P
(
sup
y≥1
∣∣∣y−α̂n,kn − y−α∣∣∣ > ε, |α̂n,kn − α̂| ≤ η)+ P(|α̂n,kn − α| > η). (A.6)
The second term in (A.6) vanishes as n→∞ as a consequence of α̂n,kn
P
−→ α.
Therefore, it suffices to show that the first term in (A.6) vanishes.
Throughout the following line of reasoning, we assume that the event {|α̂n,kn−
α| < η} occurs. Observe that
sup
y≥1
|y−α̂n,kn − y−α| = sup
y≥1
max
(
y−α̂n,kn − y−α, y−α − y−α̂n,kn
)
≤ sup
y≥1
max(y−α+η − y−α, y−α − y−α−η).
In addition, max(y−α+η − y−α, y−α− y−α−η) = y−α+η − y−α. Combining these
two estimates leads to
sup
y≥1
∣∣y−α̂n,kn − y−α∣∣ ≤ sup
y≥1
(y−α+η − y−α) = sup
y≥0
(
e(−α+η)y − e−αy
)
. (A.7)
The supremum on the r.h.s. is attained at y = log(α/(α − η)), so that
sup
y≥0
(
e(−α+η)y − e−αy
)
≤
( α
α− η
)−α[( α
α− η
)−η
− 1
]
≤ 2η − 1, (A.8)
using the facts that α/(α − η) > 1 and η < α/2. We have also assumed that
η < log((ε + 1)/2) implying 2η − 1 < ε. We conclude that the first probability
appearing in (A.6) equals zero, completing the proof.
Proof of Lemma 4.4. Let kn ≤ K for all n ≥ 1. Then,( Xn:n
Xn−kn:n
)−α̂n,kn
= exp
{
−H−1n,kn log
Xn:n
Xn−kn:n
}
≥ e−K , (A.9)
since trivially
Hn,kn ≥
1
K
log
Xn:n
Xn−kn:n
. (A.10)
Therefore, the first claim in Lemma 4.4 follows from (A.1) and (A.2) combined
with (A.9).
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For the second claim, we note that
(
log(Xn:n/Xn−kn:n)
)−1
is oP(1) if and
only if kn ↑ ∞. Further, Hn,kn = OP(1) when kn ↑ ∞ by Theorem 2.2 (which
even shows that Hn,kn
P
−→ 1/α <∞). Combining both estimates, we conclude
that, when kn ↑ ∞, (
log
Xn:n
Xn−kn:n
)−1
Hn,kn
P
−→ 0. (A.11)
When kn ≤ K, on the other hand, α̂n,kn = 1/Hn,kn remains tight by (A.10), and
Xn:n/Xn−kn:n ≤ Xn:n/Xn−K:n also remains tight, so that (Xn:n/Xn−kn:n)
−α̂n,kn
does not converge to zero in probability. This completes the proof of the second
claim in Lemma 4.4.
Appendix B: Proofs of the auxiliary results in Section 4.2
In this section, we prove the auxiliary results in Section 4.2, in the order Propo-
sition 4.5, Proposition 4.6, Lemma 4.7 and Lemma 4.8.
B.1. Proof of Proposition 4.5
We start with the almost sure limit of the Hill estimator and this will be used
as the key ingredient in the following proof and also in proof of Proposition 4.6.
Lemma B.1 (Almost sure limit of Hn,[nt]). Under the assumptions stated in
Proposition 4.5, for every t ∈ [ε, 1],
Hn,[nt]
a.s.
−→ Ht :=
1
t
∫ t
0
log
F←(1− s)
F←(1− t)
ds. (B.1)
We now start proving Proposition 4.5, and begin by giving an outline to
reduce the proof to the two claims in (B.4) and (B.5) below. The proof will then
be completed by proving (B.4) and (B.5).
We need to show that, as n→∞,
sup
y≥1
∣∣Zn(t, y)− Z(t, y)∣∣ P−→ 0. (B.2)
Let Fn denote the empirical distribution function, that is,
Fn(x) = n
−1
n∑
i=1
1(Xi ≤ x), (B.3)
and Fn = 1− Fn the empirical tail distribution. We then first observe that
ν̂n,[nt](y,∞) =
1
[nt]
[nt]∑
i=1
1(y,∞)
(Xn−[nt]+i:n
Xn−[nt]:n
)
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=
1
[nt]
n∑
i=1
1(Xi > yXn−[nt]:n) =
n
[nt]
Fn(yXn−[nt]:n).
The proof of Proposition 4.5 follows by combining (4.7) and (4.8) with the
following two convergence claims:
sup
y≥1
∣∣∣ n
[nt]
Fn(yXn−[nt]:n)− t
−1F (yF←(1− t))
∣∣∣ a.s.−→ 0, (B.4)
and sup
y≥1
∣∣∣ exp{−α̂n,[nt] log y} − exp{− t∫ t
0
log F
←(1−s)
F←(1−t)ds
log y
}∣∣∣ a.s.−→ 0.
(B.5)
Indeed, by (4.7) and (4.8), supy≥1
∣∣Zn(t, y)−Z(t, y)∣∣ is bounded from above by
the sum of the two right hand sides in (B.4) and (B.5). The rest of the proof is
dedicated to the proofs of (B.4) and (B.5).
Proof of (B.4). By the triangle inequality, the convergence claims
sup
y≥1
n
[nt]
∣∣∣Fn(yXn−[nt]:n)− Fn(yF←(1− t))∣∣∣ a.s.−→ 0, (B.6)
and sup
y≥1
∣∣∣ n
[nt]
Fn(yF
←(1− t))− t−1F (yF←(1− t))
∣∣∣ a.s.−→ 0. (B.7)
yield (B.4). These two convergence claims will be obtained separately.
We start with (B.6). We can ignore the term n/[nt] as it is bounded for all
t ∈ [ε, 1]. Fix δ ∈ (0, F←(1 − ε)). The continuity of F← is assumed and so we
can use the Glivenko-Cantelli theorem for the quantile process (see [6, (1.4.7)])
to conclude that Xn−[nt]:n
a.s.
−→ F←(1 − t). Therefore, there exists an event B
satisfying P(B) = 1, such that |Xn−[nt]:n − F
←(1 − t)| < δ for all n ≥ N1 on
the event B, where N1 is an appropriately chosen large integer. On the event B
and for n ≥ N1,∣∣∣Fn(yXn−[nt]:n)− Fn(yF←(1 − t))∣∣∣
= max
(
Fn(yXn−[nt]:n)− Fn(yF
←(1− t)), F n(yF
←(1− t))− Fn
(
yXn−[nt]:n
))
≤ Fn(yF
←(1− t)− yδ)− Fn(yF
←(1− t) + yδ)
≤
∣∣∣Fn(yF←(1 − t)− yδ)− F (yF←(1− t)− yδ)∣∣∣
+
∣∣∣Fn(yF←(1 − t) + yδ)− F (yF←(1− t) + yδ)∣∣∣
+
(
F
(
yF←(1− t)− yδ
)
− F (yF←(1− t) + yδ)
)
= I(1)n,δ + I
(2)
n,δ + I
(3)
δ . (B.8)
We investigate each of these three terms, starting with I(3)δ . Fix a large number
K > 1. Write
I(3)δ (y) = F
(
yF←(1− t)− yδ
)
− F (yF←(1− t) + yδ).
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Then,
I(3)δ = sup
y≥1
I(3)δ (y) ≤ sup
1≤y≤K
I(3)δ (y) + sup
y≥K
I(3)δ (y).
It follows from uniform continuity of y 7→ I(3)δ (y) that limδ→0 sup1≤y≤K I
(3)
δ (y) =
0 for every fixed K ≥ 1. Note that I(3)δ (y) ≤ 2F (yF
←(1 − t) − yδ) and so
supy≥K I
(3)
δ (y) ≤ F (K(F
←(1− t)− δ)). It is easy to see that
lim
K→∞
lim sup
δ→0
sup
y≥K
I(3)δ (y) ≤ limK→∞
lim
δ→0
F
(
K(F←(1− t)− δ)
)
= 0,
and therefore limδ→0 I
(3)
δ = 0.
By the Glivenko-Cantelli Theorem, supy≥1 I
(i)
n,δ
a.s.
−→ 0 for i = 1, 2 and ev-
ery δ > 0. Combining these facts and the decomposition derived in (B.8), we
conclude that (B.6) holds. The proof of (B.7) again follows from the Glivenko-
Cantelli Theorem and the fact n/[nt] → 1/t as n → ∞. This completes the
proof of (B.4).
Proof of (B.5). Note that the only n-dependence in (B.5) is in α̂n,[nt]. Further,
α̂n,[nt] = H
−1
n,[nt]. We first complete the proof of (B.5) subject to Lemma B.1,
and then complete the proof by proving Lemma B.1. By Lemma B.1, (B.5)
reduces to
sup
y≥1
|y−α̂n,[nt] − y−H
−1
t |
a.s.
−→ 0. (B.9)
By the intermediate value theorem, for some βn,y in between 1/Hn,[nt] and 1/Ht,
sup
y≥1
∣∣y−H−1n,[nt] − y−H−1t ∣∣ ≤ |H−1n,[nt] −H−1t | sup
y≥1
(log y)y−βn,y . (B.10)
SinceHn,[nt]
a.s.
−→ Ht > 0, we have that supy≥1(log y)y
−βn,y is uniformly bounded
for all n such that 1/Hn,[nt] ≥ 1/[2Ht], while |H
−1
n,[nt] −H
−1
t |
a.s.
−→ 0. This com-
pletes the proof of (B.5).
We complete the proof of Proposition 4.5 by proving Lemma B.1:
Proof of Lemma B.1. Let (Ui)i≥1 denote a collection of independent Uniform(0, 1)
random variables. The order statistics of the first n elements of (Ui)i≥1 are de-
noted by U1:n < U2:n < · · · < Un:n. We denote the empirical distribution of
(Ui)1≤i≤n by F
(U)
n . We start by observing that
Hn,[nt]
d
=
1
[nt]
[nt]∑
i=1
[
logF←(1 − Ui:n)− logF
←(1 − U[nt]:n)
]
. (B.11)
In view of (B.11), the proof of Lemma B.1 reduces to proving
logF←
(
1− U[nt]:n
) a.s.
−→ logF←(1− t), (B.12)
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and
nt
[nt]
1
t
( 1
n
[nt]∑
i=1
logF←(1− Ui:n)
)
a.s.
−→
1
t
∫ t
0
logF←(1 − s)ds. (B.13)
Note that U[nt]:n
a.s.
−→ t and by the continuous mapping theorem, we get (B.12)
as F← is assumed to be continuous. Therefore, the rest of the proof is dedicated
to the proof of (B.13).
We first note that nt/[nt]→ 1. Therefore, (B.13) reduces to proving
1
n
[nt]∑
i=1
logF←(1− Ui:n)
a.s.
−→
∫ t
0
logF←(1− s)ds. (B.14)
We start by decomposing the difference of the left and right hand sides of (B.14)
as
∣∣∣ 1
n
[nt]∑
i=1
logF←(1− Ui:n)−
∫ t
0
logF←(1− s)ds
∣∣∣
≤
∣∣∣ 1
n
[nt]∑
i=1
logF←(1− Ui:n)−
1
n
n∑
i=1
1(Ui ≤ t) logF
←(1− Ui)
∣∣∣
+
∣∣∣ 1
n
n∑
i=1
1(Ui ≤ t) logF
←(1− Ui)−
∫ t
0
logF←(1− s)ds
∣∣∣
=: I(1)n + I
(2)
n . (B.15)
Our task is now reduced to showing that
I(1)n
a.s.
−→ 0 and I(2)n
a.s.
−→ 0. (B.16)
Proof that I(1)n
a.s.
−→ 0. We know that Un,[nt]
a.s.
−→ t as n → ∞. Fix ε ∈ (0, t/2).
Then, there exists an event B satisfying P(B) = 1 and a large (random) integer
N such that |Un,[nt] − t| < ε on the event B for all n ≥ N . Therefore, for all
n ≥ N , on the event B,
I(1)n ≤
1
n
n∑
i=1
(
1(t ≤ Ui ≤ U[nt]:n) + 1(U[nt]:n ≤ Ui ≤ t)
)
logF←(1 − Ui)
≤
(
logF←(1− t+ ε)
)( 1
n
n∑
i=1
1(t− ε ≤ Ui ≤ t+ ε)
)
= logF←(1− t+ ε)
(
F (U)n (t+ ε)− F
(U)
n (t− ε)
)
a.s.
−→ 2ε
(
logF←(1 − t+ ε)
)
, (B.17)
by the Glivenko-Cantelli Theorem for the empirical process F (U)n . Finally, we can
see that the limit obtained in the right hand side of (B.17) converges to zero if
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we let ε→ 0. This completes the proof of the fact that I(1)n
a.s.
−→ 0.
Proof of I(2)n
a.s.
−→ 0. We first observe that
1
n
n∑
i=1
1(Ui ≤ t) logF
←(1− Ui) =
∫ t
0
logF←(1− u)F (U)n (du).
Therefore, the strong law of large numbers implies that I(2)n
a.s.
−→ 0 when we can
show that
E
∣∣∣1(U ≤ t) logF←(1− U)∣∣∣ <∞. (B.18)
Our next task will be to verify (B.18). Note that F←(1 − x−1) ∈ RV1/α at
infinity (see [25, Proposition 0.8(iv)]). This means that F←(1 − x) ∈ RV−1/α
at 0, that is, F←(1 − x) = x−1/αL∗(x) for all x ∈ (0, 1], where L∗ is a slowly
varying function. Fix ρ ∈ (0, 1/α). Then we can choose x1 small enough such
that L∗(x) ≤ x−ρ for all x ≤ x1 (see [25, Proposition 0.8(ii)]). Using these
bounds, we obtain
E
∣∣∣1(U ≤ t) logF←(1− U)∣∣∣
=
∫ t
0
| logF←(1− x)|dx
≤
∫ t
x1
| log(x1/αL∗(x))dx| + (α
−1 + ρ)(x1 log x
−1
1 + x1) <∞.
Hence the proof of Lemma B.1 is complete.
B.2. Proof of Proposition 4.6
In this section, we prove Proposition 4.6. To explain our proof strategy, we
begin by making some first estimates, using the triangle inequality. Recall that
t ∈ [ε, 1]. Choose δ < ε/3. We start the analysis with the observation that
Zn(t, y) = max
[
sup
1≤y≤Xn:n/Xn−[nt]:n
∣∣∣ν̂n,[nt](y,∞)− y−α̂n,[nt]∣∣∣,( Xn:n
Xn−[nt]:n
)−α̂n,[nt]]
.
(B.19)
Recall that Zn(t) = supy≥1 |Zn(t, y)|. It is straightforward to see that there
exists at least one y0 ∈ [1,∞) such that Zn(t) = Zn(t, y0) and yh ∈ [1,∞) such
that Zn(t+ h) = Zn(y + h, yh) for every h ∈ (−δ, δ). Note that, almost surely,
|Zn(t)− Zn(t+ h)|
= max
(
Zn(t, y0)− Zn(t+ h, yh), Zn(t+ h, yh)− Zn(t, y0)
)
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≤ max
(
Zn(t, y0)− Zn(t, y0), Zn(t+ h, yh)− Zn(t, yh)
)
≤ sup
y≥1
|Zn(t, y)− Zn(t+ h, y)|
≤ sup
y≥1
|ν̂n,[nt](y,∞)− ν̂n,[n(t+h)](y,∞)|+ sup
y≥1
|y−α̂n,[nt] − y−α̂n,[n(t+h)] |
=: I(1)n + I
(2)
n . (B.20)
Furthermore, note that, almost surely,
I(2)n ≤ sup
|h|<δ
sup
y≥1
∣∣y−α̂n,[n(t+h)] − y−H−1t+h ∣∣+ sup
y≥1
∣∣y−α̂n,[nt] − y−H−1t ∣∣
+ sup
|h|<δ
sup
y≥1
∣∣y−H−1t − y−H−1t+h ∣∣
=: I(21)n + I
(22)
n + I
(23). (B.21)
Our proof strategy consists of developing suitable upper bounds for each of
the above four terms. To bound I(22)n , we apply Lemma B.1. To handle the
terms I(1)n and I
(21)
n , we state two auxiliary results below. In particular, the
term I(1)n is handled by the following lemma, which shows that the process
(Fn(yXn−[nt]:n))t∈[ε,1],y≥1 is tight in the J1-topology in D[ε, 1]× [1,∞).
Lemma B.2 (Tightness of empirical process evaluated at order statistic). Un-
der the assumptions stated in Theorem 2.6, there exists a large number N1 such
that for all n ≥ N1, t ∈ [ε, 1] δ ∈ (0, ε/3), almost surely,
sup
|h|<δ
sup
y≥1
∣∣∣Fn(yXn−[nt]:n)− Fn(yXn−[n(t+h)]:n)∣∣∣ ≤ 26δ. (B.22)
To estimate the term I(21)n , we use the following functional limit theorem
for the inverse of Hill’s estimator (Hn,[nt])t∈[ε,1], which may be of independent
interest:
Proposition B.3 (Functional limit theorem for inverse Hill estimator). If F
and F← is continuous, for every ε > 0,
(Hn,[nt])t∈[ε,1]
a.s.
−→
(
t−1
∫ t
0
log
F←(1 − s)
F←(1− t)
ds
)
t∈[ε,1]
. (B.23)
Before we prove these results, we apply them to prove Proposition 4.6:
Step 1: upper bound for I(1)n . Recall that ν̂n,[nt](y,∞) = nFn(yXn−[nt]:n),
and write
sup
|h|<δ
I(1)n = sup
|h|<δ
sup
y≥1
∣∣∣ n
[n(t+ h)]
Fn
(
yXn−[n(t+h)]:n
)
−
n
[nt]
Fn(yXn−[nt]:n)
∣∣∣
≤
1
t− δ
sup
|h|<δ
sup
y≥1
n
[n(t+ h)]
∣∣∣Fn(yXn−[nt]:n)− Fn(yXn−[n(t+h)]:n)∣∣∣
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+ sup
|h|<δ
∣∣ n
[nt]
−
n
[n(t+ h)]
∣∣
=: I(11)n + I
(12)
n , (B.24)
almost surely. Using basic algebra, we obtain that
I(12)n ≤
2δ
t(t− 2δ)
≤ 6δε−2, (B.25)
for all n ≥ N2 if N2 is chosen large enough.
Combining Lemma B.2 and (B.25), for all n ≥ max(N1, N2),
I(1)n ≤ 26δ + 6δε
−2. (B.26)
Step 2: upper bound for I(23). It is clear that
H−1t+h −H
−1
t = (t+ h)
[ ∫ t+h
0
log
F←(1− s)
F←(1− t− h)
ds
]−1
− t
[ ∫ t
0
log
F←(1− s)
F←(1− t)
ds
]−1
= C1(t, h)
(
− t
∫ t+h
t
log
F←(1− s)
F←(1 − t− h)
ds+ h
∫ t
0
log
F←(1− s)
F←(1 − t)
ds
+ t2 log
F←(1 − t− h)
F←(1− t)
)
, (B.27)
where
C1(t, h) =
(∫ t
0
log
F←(1− s)
F←(1− t)
ds
)−1(∫ t+h
0
log
F←(1− s)
F←(1 − t− h)
ds
)−1
> 0.
(B.28)
Similarly, one can derive that
H−1t−h −H
−1
t = C1(t− h, h)
[
t
∫ t
t−h
log
F←(1− s)
F←(1− t)
ds− h
∫ t
0
log
F←(1− s)
F←(1− t)
ds
+ t2 log
F←(1− t+ h)
F←(1 − t)
]
. (B.29)
Since t ≥ ε, and when |h| ≤ δ ≤ ε/3,
C1(t, h) ≤
( ∫ ε/2
0
log
F←(1− s)
F←(1 − ε/2)
ds
)−2
=: C2(ε/2). (B.30)
Let g(δ) be the modulus of continuity of the uniformly continuous function
logF←(1 − t) : [ε, 1]→ (1,∞) and set ‖ logF←‖1 =
∫ 1
0
logF←(1− s)ds, where
we use that F (1) = 0 so that F←(1− s) > 1.
We use the triangle inequality with (B.27) and (B.29) to see that
sup
|h|<δ
|H−1t −H
−1
t+h| ≤ 2g(δ) + δ‖ logF
←‖1. (B.31)
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We proceed by noting that
I(23) = sup
|h|<δ
sup
y≥1
max
(
y−H
−1
t − y−H
−1
t+h , y−H
−1
t − y−H
−1
t+h
)
≤ sup
y≥1
y−H
−1
t +2g(δ)+δ‖ logF
←‖1
(
1− y−2g(δ)−δ‖ logF
←‖1
)
≤ sup
1≤y≤C3
y−H
−1
t +2g(δ)+δ‖ logF
←‖1
(
1− y−2g(δ)−δ‖ logF
←‖1
)
+ sup
y≥C3
y−H
−1
t +2g(δ)+δ‖ logF
←‖1
≤
(
2g(δ) + δ‖ logF←‖1
)
logC3 + C
−H−1t +2g(δ)+δ‖ log F
←‖1
3
≤ δ +
(
2g(δ) + δ‖ logF←‖1
)
logC3, (B.32)
if C3 > exp{(H
−1
t − 2g(δ)− δ‖ logF
←‖1) log δ−1} and δ is chosen small enough
so that H−1t − 2g(δ)− δ‖ logF
←‖1 > 0.
Step 3: upper bound for I(21)n . Define Hε := supt∈[ε,1]Ht > 0. Note that
Hε is well defined as t 7→ Ht is a bounded continuous function when t ∈ [ε, 1].
Consider a positive integer C4 > δ
−H
−1
ε/2 . Fix 0 < δ3 < min(Hε/2, (δ/ logC4)).
We can use Proposition B.3 to establish the existence of an integer N (3) such
that
sup
|h|<δ
∣∣H−1n,[n(t+h)] −H−1t+h∣∣ < δ3 (B.33)
almost surely for all n ≥ N (3) as Ht+h > 0 for all h ∈ [−δ, δ]. Applying this
estimate twice, we obtain, almost surely for all n ≥ N (3),
I(21)n ≤ sup
|h|<δ
sup
y≥1
max
(
y−α̂n,[n(t+h)] − y−H
−1
t+h , y−H
−1
t+h − y−α̂n,[n(t+h)]
)
≤ sup
|h|<δ
sup
y≥1
y−H
−1
t+h+δ3
(
1− y−δ3
)
≤ sup
1≤y≤C4
(
1− y−δ3
)
+ sup
|h|<δ
sup
y≥C4
y−H
−1
t+h+δ3
≤ δ3 logC4 +C
−H
−1
ε/2+δ3
4 < 2δ. (B.34)
Final step: putting the pieces together. Lemma B.1 implies that I(22)n
a.s.
−→ 0.
Therefore, there exists an integer N (1) such that I(22)n < δ almost surely for
n ≥ N (1). Combining (B.34), (B.32) and I(22)n < δ, for all n ≥ N
(1) ∨ N (3), we
obtain that
I(2)n ≤ 4δ +
(
2g(δ) + δ‖ logF←‖1
)
logC3 almost surely. (B.35)
We conclude Proposition B.3 from (B.26) and (B.35).
We conclude this section by proving the auxiliary results used in the proof
of Proposition B.3, i.e., Lemma B.2 and Proposition B.3:
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Proof of Lemma B.2. Here we first decompose the l.h.s. of (B.22) into two terms
depending on whether h is positive or negative, to obtain
sup
|h|<δ
sup
y≥1
∣∣∣Fn(yXn−[nt]:n)− Fn(yXn−[n(t+h)]:n)∣∣∣
≤
1
t− δ
[
sup
0<h<δ
sup
y≥1
∣∣∣Fn(yXn−[nt]:n)− Fn(yXn−[n(t+h)]:n)∣∣∣
+ sup
0<h<δ
sup
y≥1
∣∣∣Fn(yXn−[nt]:n)− Fn(yXn−[n(t+h)]:n)∣∣∣]
:=
1
t− δ
(I(1)n + I
(2)
n ). (B.36)
We derive an upper bound for I(1)n ; the upper bound for I
(2)
n follows along the
same lines. We decompose I(1)n further as
I(1)n ≤ sup
y≥1
∣∣Fn(yXn−[nt]:n)− Fn(yF←(1 − t))∣∣
+ sup
0<h<δ
sup
y≥1
∣∣Fn(yXn−[n(t+h)]:n)− Fn(yF←(1− t− h))∣∣
+ sup
0<h<1
sup
y≥1
∣∣Fn(yF←(1− t))− Fn(yF←(1− t− h))∣∣
=: I(11)n + I
(12)
n + I
(13)
n . (B.37)
In the remainder of the proof, we deal with each term separately.
Step 1: term I(11)n . We have assumed that F
←(0) ≥ 1 and so we can choose a
large real number Cδ such that
F (CδF
←(0)) < δ/2. (B.38)
Since F is uniformly continuous, for every δ > 0, there exists an η such that
|F (x)− F (y)| < δ if |x− y| < η. (B.39)
We choose δ1 such that 0 < δ1 < η/Cδ. Thus, there exists a large integer Nδ1
such that
sup
0<h<δ
|Xn−[n(t+h)]:n − F
←(1− t− h)| < δ1 (B.40)
for all n ≥ Nδ1 . Consequently, we obtain
Fn
(
yXn−[nt]:n
)
− Fn(yF
←(1− t)) ≤ Fn
(
y(F←(1− t)− δ1)
)
− Fn(yF
←(1− t))
and Fn(yF
←(1− t)
)
− Fn
(
yXn−[nt]:n
)
≤ Fn(yF
←(1− t)
)
− Fn
(
yF←(1− t) + yδ1
)
.
Combining these two inequalities, for n ≥ Nδ1 , we have following upper bound
for I(11)n :
sup
y≥1
max
(
Fn(yXn−[nt]:n)− Fn(yF
←(1− t)), F n(yF
←(1− t))− Fn(yXn−[nt]:n)
)
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≤ sup
y≥1
max
(
Fn
(
y(F←(1− t)− δ1)
)
− Fn(yF
←(1− t)),
Fn(yF
←(1− t)
)
− Fn
(
yF←(1− t) + yδ1
))
≤ sup
y≥1
∣∣Fn(y(F←(1 − t)− δ1))− Fn(yF←(1− t))− F (yF←(1− t)− yδ1)
+ F (yF←(1− t))
∣∣+ sup
y≥1
∣∣Fn(y(F←(1 − t) + δ1))− Fn(yF←(1− t))
− F (yF←(1− t) + yδ1) + F (yF
←(1 − t))
∣∣+ sup
y≥1
∣∣F (yF←(1− t))
− F (yF←(1− t)− yδ1)
∣∣+ sup
y≥1
∣∣F (yF←(1− t))
− F (yF←(1− t) + yδ1)
∣∣ =: I(111)n + I(112)n + I(113) + I(114). (B.41)
Using the Glivenko-Cantelli Theorem for the empirical process, we see that there
exists a large integer N1 such that
I(111)n + I
(112)
n ≤ δ (B.42)
almost surely for all n ≥ N1. Note that I(113) and I(114) can be treated in the
same way. We therefore only focus on the latter and note that
I(114) ≤ sup
1≤y≤Cδ
[
F
(
yF←(1− t) + yδ1
)
− F
(
yF←(1 − t)
)]
+ sup
y≥Cδ
[
F
(
yF←(1− t)
)
− F
(
yF←(1− t) + yδ1
)]
:= I(1141) + I(1142). (B.43)
We can see that I(1141) < δ by the choice of δ1 and Cδ, made in (B.39) and
(B.38) respectively. It is easy to see that I(1142) < 2F (CδF
←(1 − t)) < δ due to
the choice of Cδ in (B.38). Therefore,
I(114) ≤ 2δ. (B.44)
Combining all these facts, we obtain that
I(11)n < 5δ almost surely for all n ≥ N1. (B.45)
Step 2: term I(12)n . The following almost sure inequalities hold due to the
quantile process convergence stated in (B.40):
Fn
(
yXn−[n(t+h)]:n, yF
←(1− t− h)
)
≤ Fn
(
yF←(1− t− h)− yδ1, yF
←(1− t− h)
)
,
Fn
(
yF←(1− t− h), yXn−[n(t+h)]:n
)
≤ Fn
(
yF←(1− t− h), yF←(1 − t− h) + yδ1
)
.
We use these inequalities to derive the almost sure upper bound for I(12)n
I(12)n ≤ sup
0<h<δ
sup
y≥1
∣∣∣Fn(yF←(1− t− h)− yδ1, yF←(1− t− h))
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− F
(
yF←(1− t− h)− yδ1
)
+ F
(
yF←(1− t− h)
)∣∣∣
+ sup
0<h<δ
sup
y≥1
[
F
(
yF←(1 − t− h)
)
− F
(
yF←(1− t− h)− yδ1
)]
+ sup
0<h<δ
sup
y≥1
∣∣∣Fn(yF←(1− t− h), yF←(1 − t− h) + yδ1)
− F
(
yF←(1− t− h)
)
+ F←
(
yF←(1 − t− h) + yδ1
)∣∣∣
+ sup
0<h<δ
sup
y≥1
[
F
(
yF←(1− t− h) + yδ1
)
− F
(
yF←(1− t− h)
)]
:= I(121)n + I
(122) + I(123)n + I
(124). (B.46)
We omitted the details because these are same as in the derivation of (B.41).
The Glivenko-Cantelli Theorem implies that there exists a large integer N (2)
such that
I(121)n + I
(123)
n < δ (B.47)
for all n ≥ N (2).
The term I(122) and term I(124) can be treated in the exact same way. We
therefore focus only on the latter term. Note that
I(124) ≤ sup
0<h<δ
sup
1≤y≤Cδ
[
F
(
yF←(1− t− h) + yδ1
)
− F
(
yF←(1− t− h)
)]
+ sup
0<h<δ
sup
y≥Cδ
[
F
(
yF←(1− t− h) + yδ1
)
− F
(
yF←(1− t− h)
)]
=: I(1241) + I(1242). (B.48)
The choice of Cδ in (B.38) and δ1 in (B.39) imply that I
(1241) < δ. It is easy to see
that I(1242) < 2 sup sup0<h<δ supy≥Cδ F (yF
←(1−t−h)) = 2F (CδF←(1−t−δ)) <
δ which follows from the choice of Cδ in (B.38). Therefore, we obtain
I(124) < 2δ. (B.49)
Combining all these facts, we arrive at
I(12)n < 5δ almost surely for all n > N
(2). (B.50)
Step 3: term I(13)n . We have the almost sure upper bound on I
(13)
n
sup
0<h<δ
sup
y≥1
∣∣∣Fn(yF←(1− t− h))− Fn(yF←(1− t))∣∣∣
≤ sup
0<h<δ
sup
y≥1
∣∣∣Fn(yF←(1− t− h))− Fn(yF←(1− t))− F(yF←(1− t))
+ F
(
yF←(1− t− h)
)∣∣∣+ sup
0<h<δ
sup
y≥1
[
F
(
yF←(1− t)
)
− F
(
yF←(1− t− h)
)]
= I(131)n + I
(132). (B.51)
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We can use the Givenko-Cantelli Theorem once again to show that there exists a
large enough integer N (3) such that I(131)n < δ almost surely for all n > N
(3). We
know that (F←(1− t))t∈[ε,1] is a uniformly continuous function for every ε > 0.
For every η > 0, there exists a λ such that sup|h|<λ |F
←(1−t−h)−F←(1−t)| <
η.We can find a δ˜ such that sup0<h<δ(F
←(1−t)−F←(1−t−h)) < δ˜. Therefore,
I(132) < supy≥1
∣∣F (yF←(1 − t)) − F (yF←(1 − t) − yδ˜)∣∣. This bound is very
similar to the one derived for I(124). Hence, the same arguments apply with an
appropriately chosen Cδ˜ and we have I
(132) < 2δ. Combining these facts, we
arrive at
I(13)n < 3δ almost surely for all n ≥ N
(3). (B.52)
Combining (B.45), (B.50) and (B.52), we have that I(1)n ≤ 13δ almost surely for
all n ≥ N1, where N1 = max(N (1), N (2), N (3)). Using the fact that I(2)n can be
dealt with in a similar way, we see that there exists a sufficiently large integer
N2 such that, for all n ≥ N2,
sup
|h|<δ
sup
y≥1
∣∣∣Fn(yXn−[nt]:n)− Fn(yXn−[n(t+h)]:n)∣∣∣ < 26δ.
Proof of Proposition B.3. Using the representation (B.11) developed in the proof
of Lemma B.1, it is enough to establish that
sup
t∈[ε,1]
∣∣∣ 1
[nt]
[nt]∑
i=1
logF←(1− Ui:n)− t
−1
∫ t
0
logF←(1 − s)ds
∣∣∣ a.s.−→ 0,
(B.53)
and sup
t∈[ε,1]
∣∣∣ logF←(1− U[nt]:n)− logF←(1− t)∣∣∣ a.s.−→ 0. (B.54)
Equation (B.54) can be derived by combining the Glivenko-Cantelli Theorem
for the quantile process with the continuous mapping theorem ([27, Theo-
rem 2.3(iii)]), since F← is assumed to be continuous. We are therefore left to
prove (B.53).
Proof of (B.53). We start with the almost sure upper bound of the absolute
value in (B.53):
sup
t∈[ε,1]
∣∣∣ 1
[nt]
[nt]∑
i=1
logF←(1− Ui:n)−
1
[nt]
n∑
i=1
1(Ui ≤ t) logF
←(1− Ui)
∣∣∣
+ sup
t∈[ε,1]
∣∣∣ 1
[nt]
n∑
i=1
1(Ui ≤ t) logF
←(1− Ui)−
1
t
∫ t
0
logF←(1− s)ds
∣∣∣
=: I(1)n + I
(2)
n . (B.55)
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Below, we use the Glivenko-Cantelli Theorem to show that both terms converge
to 0.
Proof that I(1)n
a.s.
−→ 0. It is easy to obtain the almost sure upper bound for I(1)n
sup
t∈[ε,1]
1
[nt]
n∑
i=1
[
1(t ≤ Ui ≤ U[nt]:n) + 1(U[nt]:n ≤ Ui ≤ t)
]
logF←(1− Ui).
(B.56)
Fix δ1 ∈ (0, ε). Using the Glivenko-Cantelli Theorem for quantile process, there
exists a large integer N(δ1) and an event B such that P(B) = 1 and
sup
t∈[ε,1]
∣∣∣U[nt]:n − t∣∣∣ ≤ δ1
for all n ≥ N(δ1) on the event B. Therefore, on the event B, we have the
following upper bound for the expression in (B.56):
sup
t∈[ε,1]
1
[nt]
n∑
i=1
1
(
t− δ1 ≤ Ui ≤ t+ δ1
)
logF←(1− t+ δ1) := I
(11)
n (B.57)
for all n ≥ N(δ1). In this derivation, we have also used the facts that F← is
non-decreasing and log is monotonically increasing. Therefore, to conclude that
I(1)n
a.s.
−→ 0, it is enough to show that
I(11)n
a.s.
−→ 0. (B.58)
It is clear that supt∈[ε,1] logF
←(1 − t + δ1) = logF←(1 − ε + δ1) < ∞ and
supt∈[ε,1] t
−1 = ε−1. Combining these facts, we obtain that, on B,
I(11)n ≤
1
ε
logF←(1− ε+ δ1) sup
t∈[ε,1]
1
n
n∑
i=1
1(t− δ1 ≤ Ui ≤ t+ δ1)
a.s.
−→
1
ε
(
logF←(1− ε+ δ1)
)
2δ1, (B.59)
by the continuous mapping theorem and the Glivenko-Cantelli Theorem. It is
clear that the claim I(11)n
a.s.
−→ 0 follows by letting δ1 → 0 in (B.59).
Proof that I(2)n
a.s.
−→ 0. Note that
1
t
∫ t
0
logF←(1− s)ds =
1
t
E
(
1(U ≤ t) logF←(1− U)
)
,
where U is a Uniform[0, 1] random variable. We define ft(x) =
1
t1(x ≤ t)F
←(1−
x) for all t ∈ [ε, 1]. Let Fε = {ft : t ∈ [ε, 1]}. It has been proved in (B.18) that
ft is integrable for all t ∈ [ε, 1]. Note that I(2)n is bounded from above by
sup
t∈[ε,1]
nt
[nt]
sup
f∈Fε
∣∣ ∫ fdF (U)n −
∫
fdF (U)
∣∣+ sup
t∈[ε,1]
∣∣ nt
[nt]
− 1
∣∣ sup
f∈Fε
|
∫
fdF (U)|
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≤ 2 sup
f∈Fε
|
∫
fdF (U)n −
∫
fdF (U)|+
( ∫ 1
0
1
ε
logF←(1− x)dx
)
sup
t∈[ε,1]
∣∣∣ nt
[nt]
− 1
∣∣∣
:= I(21)n + I
(22)
n
almost surely as ft(x) ≤
1
ε logF
←(1 − x) for all t ∈ [ε, 1]. It is easy to see that
I(22)n is deterministic and I
(22)
n → 0.
To estimate the term I(21)n , we use general empirical process theory. We start
by defining the appropriate Glivenko-Cantelli classes. Define, for every measur-
able and integrable function f ,
‖f‖ =
∫ 1
0
|f(u)|du.
Let L denote the class of all functions such that ‖f‖ <∞. Given two functions l
and u, the bracket [l, u] denotes the class of all functions f such that l ≤ f ≤ u.
A δ-bracket in L is a bracket [lδ, uδ] such that∫
|uδ − lδ|dF
(U) ≤ δ. (B.60)
Fix δ > 0. The bracketing number N[](δ,Fε,L) is the minimum number of δ-
brackets needed to cover Fε. Note that lδ and uδ may not be elements of Fε.
Fε is said to be an F (U)-Glivenko-Cantelli class of functions when
sup
f∈Fε
∣∣ ∫ fdF (U)n −
∫
fdF (U)
∣∣ a.s.−→ 0. (B.61)
According to [27, Theorem 19.4], the class of functions Fε is F (U)-Glivenko-
Cantelli when N[](δ,Fε,L) < ∞ for every δ > 0. Therefore, we need to show
that N[](δ,Fε,L) <∞ for every δ > 0 to establish that I
(21)
n
a.s.
−→ 0.
We complete the proof by providing a finite upper bound R on N[](δ,Fε,L).
Define Iε =
∫ ε
0
logF←(1− x)dx and Mε = supx∈[ε,1] logF
←(1− x). Fix R, and
consider a partition (zi)0≤i≤R such that ε = z0 < z1 < z2 < · · · < zR = 1 and
max
1≤i≤R
(zi − zi−1) <
δε2
Iε +Mε
. (B.62)
Note that R may depend on δ, but it is always possible to choose a finite R
satisfying the above conditions.
By the above partition, (ft)t∈[ε,1] =
⋃R
i=1{ft : t ∈ [zi−1, zi]}. Recall that
ft(x) =
1
t1(x ≤ t)F
←(1−x) for all t ∈ [ε, 1]. Therefore, (ft)t∈[zi,zi+1] ⊆ [l
(i)
δ , u
(i)
δ ],
where x 7→ l(i)δ (x) and x 7→ u
(i)
δ (x) that appear in the bracket are defined as
l(i)δ (x) =
1
zi+1
1(x ≤ zi+1) logF
←(1−x), and u(i)δ (x) =
1
zi
1(x ≤ zi) logF
←(1−x),
for all 1 ≤ i ≤ R, since F←(0) ≥ 1.
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To show that N[](δ,Fε,L) < R, it is enough to show that [l
(i)
δ , u
(i)
δ ] satisfies
(B.60) for every i ≥ 1. Observe that∫
[u(i)δ (x)− l
(i)
δ (x)]dF
(U)(x)
=
∫ 1
0
( 1
zi
1(x ≤ zi+1) logF
←(1− x)−
1
zi+1
1(x ≤ zi) logF
←(1− x)
)
dx
=
zi+1 − zi
zizi+1
(∫ ε
0
logF←(1− x)dx +
∫ zi
ε
logF←(1− x)dx
)
+
1
zi
∫ zi+1
zi
logF←(1− x)dx
≤
zi+1 − zi
ε2
(Iε + (1− ε)Mε) +
zi+1 − zi
ε
Mε < δ, (B.63)
where the final inequality follows by (B.62). This implies that N[](δ,Fε,L) <
R <∞, and we conclude that Fε is a F (U)-Glivenko-Cantelli class. Hence, (B.61)
holds. This in turn implies that I(21)n
a.s.
−→ 0.
B.3. Proofs of Lemmas 4.7 and 4.8
Proof of Lemma 4.7. Proposition 4.6 implies tightness of the sequence (Zn(t))t∈[ε,1]
by [2, Theorem 8.2 ]. We have derived the convergence of finite-dimensional
distributions in Proposition 4.5. According to [29, Theorem 13.4.1], the supre-
mum is a continuous functional in the J1-topology. This completes the proof of
Lemma 4.7.
Proof of Lemma 4.8. We first note that
Z
(
F (x), y
)
= y−α
L(yx)
L(x)
− y
−F (x)
( ∫ F (x)
0 log
F←(1−s)
x ds
)
−1
=: y−α
[L(yx)
L(x)
− yU(x)
]
:= y−αK(x, y), (B.64)
where U(x) is defined in (2.1). Define V := {x ∈ (0,∞) : U(x) = 0}. There are
two possibilities, depending on whether V = ∅ or V 6= ∅. We deal with each
of these two cases separately. The former case will be divided into two subcases
and we directly verify (B.65) for each of the subcases, whereas a contradiction
argument will be used to deal with the latter case.
Case-I: V = ∅. Our aim is to show that, for every ε > 0,
inf
x∈[F←(0),F←(1−ε)]
sup
y≥1
|Z(F (x), y)| > 0. (B.65)
There are two possibilities, depending on whether U(x) > 0 or U(x) < 0 for
all x ∈ [F←(0), F←(1 − ε)]. Indeed, suppose that U(x) changes its sign when
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x ∈ [F←(0), F←(1 − ε)]. Then, by continuity of x 7→ U(x), we conclude that
V 6= ∅, which is a contradiction to our assumption. If we assume that U(x) is
positive for all x ∈ [F←(0), F←(1− ε)], then V = ∅ implies that
inf
x∈[F←(0),F←(1−ε)]
U(x) > 0. (B.66)
Suppose instead that U(x) is negative for all x ∈ [F←(0), F←(1 − ε)]. Then
V = ∅ implies that
sup
x∈[F←(0),F←(1−ε)]
U(x) < 0. (B.67)
We shall deal with each of these two conditions separately.
Assume that (B.66) holds. Define ̺ := infx∈[F←(0),F←(1−ε)] U(x) > 0. As
F←(0) ≥ 1, we can use Potter’s bound (see [25, Proposition 0.8(ii)]) for L(yx)
for large enough y. Fix ς ∈ (0, ̺). Then there exists a large positive number y0
such that
L(yx)
L(x)
≤
(yx)ς
infu∈[F←(0),F←(1−ε)] L(u)
≤ yς
(
F←(1− ε)
)ς
infu∈[F←(0),F←(1−ε)] L(u)
(B.68)
for all x ∈ [F←(0), F←(1−ε)] and y ≥ y0. It is easy to see that, for every y ≥ 1,
exp
{
U(x) log y
}
≥ y̺. (B.69)
Combining (B.68) and (B.69), we obtain that
inf
x∈[F←(0),F←(1−ε)]
y−α|K(x, y)|
= inf
x∈[F←(0),F←(1−ε)]
y−αmax
(
K(x, y),−K(x, y)
)
≥ inf
x∈[F←(0),F←(1−ε)]
y−α
(
−K(x, y)
)
≥ yς−α
(
y̺−ς −
(
F←(1− ε)
)ς
infu∈[F←(0),F←(1−ε)] L(u)
)
. (B.70)
It is easy to see that we can choose y large enough so that the lower bound
derived in (B.70) becomes positive and hence (B.65) holds.
Assume that (B.67) holds. Define ̺ := supx∈[F←(0),F←(1−ε)] U(x) < 0. We
can use Potter’s bound once again. Fix ς ∈ (0,−̺). This means that there exists
an y0 ≥ 1 such that, for all x ∈ [F←(0), F←(1− ε)] and y ≥ y0 as F←(0) ≥ 1,
L(xy)
L(x)
≥ y−ς
(
F←(1− ε)
)−ς
supu∈[F←(0),F←(1−ε)] L(u)
. (B.71)
It is clear that, for every y ≥ 1 and x ∈ [F←(0), F←(1− ε)],
exp
{
U(x) log y
}
≤ y̺, (B.72)
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where we recall that ̺ < 0. Combining (B.71) and (B.72), we obtain that
inf
x∈[F←(0),F←(1−ε)]
y−α|K(x, y)|
= inf
x∈[F←(0),F←(1−ε)]
y−αmax(K(x, y),−K(x, y))
≥ inf
x∈[F←(0),F←(1−ε)]
y−αK(x, y)
≥ yς−α
(
y−̺−ς
(
F←(1− ε)
)−ς
supu∈[F←(0),F←(1−ε)] L(u)
− 1
)
. (B.73)
Note that since (−̺− ς) > 0, we can make the right hand side of (B.73) positive
by choosing y large enough, and hence (B.65) holds.
Case-II: V 6= ∅. Note that x 7→ (|Z(F (x), y)|)y≥1 is a collection of continuous
functions. Invoking [26, Proposition 1.26(a)], we conclude that x 7→ Z(F (x)) :=
supy≥1 |Z(F (x), y)| is a lower semicontinuous function.
We now suppose that infx∈[F←(0),F←(1−ε)] supy≥1 |Z(F (x), y)| = 0 for some
ε > 0. Using lower semicontinuity of x 7→ Z(F (x)) and the fact that [F←(0), F←(1−
ε)] is a compact set, the Bolzano-Weierstrass Theorem implies that there exists
an x0 such that supy≥1 |Z(F (x0), y)| = 0. Then we must have that x0 ∈ V i.e.,
U(x0) = 0. In that case,
sup
y≥1
y−α
∣∣∣L(x0y)
L(x0)
− 1
∣∣∣ = 0, (B.74)
which implies that L(y) = L(x0) for all y ≥ x0 and hence F is eventually Pareto.
This is a contradiction to the assumption in Theorem 2.6 and so (B.65) follows
in this case.
Appendix C: Eventually Pareto case: Proof of Proposition 3.1
In this appendix, we prove Proposition 3.1. We argue by contradiction as follows.
Recall x0 in Definition 2.5. If we can show that the limit of Dn,κ⋆n is positive on
the event {κ⋆n ≥ nF (x0 − ε)}, then we obtain a contradiction to Dn,κ⋆n
P
−→ 0
(recall Theorem 2.3). Therefore, we conclude limn→∞ P(κ
⋆
n ≥ nF (x0 − ε)) = 0
following the same argument as in (4.6). The rest of the proof is dedicated to
the proof that the limit of Dn,κ⋆n is positive on the event {κ
⋆
n ≥ nF (x0 − ε)}
when F is eventually Pareto after x0, but not before x0.
By Lemma 4.7 (recall also (2.2) in Theorem 2.6),
inf
x≤x0−ε
Dnk,[nkF¯ (x)]
P
−→ inf
x≤x0−ε
sup
y≥1
y−α
∣∣∣yU(x) − L(xy)
L(x)
∣∣∣. (C.1)
Our aim is to show that the limit is strictly positive by (2.3) (recall also the
proof of Lemma 4.8 in Section B.3), since F¯ (x) is not Pareto for x ≤ x0 − ε.
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Note that x0 is the smallest positive number satisfying
sup
x≥x0
|L(x)− L(x0)| = 0. (C.2)
We shall obtain a contradiction to the minimality of x0 if the right hand side of
(C.1) vanishes.
We assume that the right hand side of (C.1) equals 0. It has been proved in
Case-I of the proof of Lemma 4.8 that the limit is positive if V = {x ≥ [1, x0−
ε] : U(x) = 0} = ∅ (see (2.1) for U(x)). Therefore, when infx≤x0−εDnk,[nkF¯ (x)]
P
−→
0, we must have that V 6= ∅. We now use the arguments in Case-II of the
proof of Lemma 4.8 to prove the existence of an element x1 ∈ V such that
sup
y≥1
y−α
∣∣∣yU(x1) − L(yx1)
L(x1)
∣∣∣ = 0. (C.3)
As x1 ∈ V, we have that U(x1) = 0, so that (C.3) reduces to
sup
x≥x1
|L(x)− L(x1)| = 0. (C.4)
Thus, (C.4) contradicts the minimality of x0 in (C.2) as x1 ∈ [1, x0−ε] and ε > 0.
Hence, the limit in (C.1) must be positive. This proves Proposition 3.1.
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