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ABSTRACT 
Background 
Understanding how physicians and other healthcare personnel respond to hospital performance 
feedback initiatives may have important implications for quality improvement efforts. Our objective was 
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to explore responses to the inaugural feedback of hospital performance on stroke quality of care 
measures among relevant physicians and personnel at U.S. Department of Veterans Health 
Administration (VHA) hospitals.  
Methods 
Qualitative interviews with hospital administrators, physicians, nurses, and quality managers at 12 VHA 
hospitals in the United States after the inaugural national release of the report on quality of acute stroke 
care processes. Interview transcripts were analyzed using an immersion/crystallization approach to 
identify recurrent themes.  
Results 
Interviews were completed with 41 individuals at 12 VHA hospitals from diverse regions of the United 
States; the majority were clinicians, either physicians or nurses, and nearly all had 20 years of 
experience or more. Interviewees described general perceptions of internal performance feedback that 
were both positive and negative, such as the notion that performance feedback could provide value to 
clinicians and hospitals, but at the same time voiced concerns about being inundated with such data. 
Interviewees also expressed skepticism about public reporting of performance data, citing numerous 
concerns and limitations. However, when interviewees described specific experiences with performance 
feedback, nearly all reactions were positive, including excitement, interest, and feeling validated about a 
job well‐done. 
Discussion 
Physicians and other healthcare personnel described hospital performance feedback on stroke quality of 
care measures to be broadly valuable but identified areas of concern related to the measurement 
process and public reporting. 
4 
 
INTRODUCTION 
Measurement of quality and performance has become increasingly important in healthcare 
systems around the world and is nearly universal among high‐income countries. In the U.S., quality 
measures were initially focused on process measures of care,1‐3 such as the quality reporting initiatives 
for health plans through the National Committee for Quality Assurance’s Health Plan Employer Data and 
Information Set.4 Over the past 5‐10 years, measurement has extended to include structural and 
outcome measures of care and now are used for increasing numbers of physicians, hospitals, and health 
plans, driven in part by the U.S. Department of Health and Human Services through the Centers for 
Medicare & Medicaid Services Hospital Quality Alliance initiatives on inpatient and outpatient care, as 
well as physician quality reporting system initiatives.5 The U.S. Department of Veterans Health 
Administration (VHA) has been a leader in measuring quality and performance, providing regular 
performance feedback to its network leaders, hospitals, and physicians to inform and improve clinical 
practice since the mid‐1990s, with particular focus on ambulatory care quality.6‐9  
Surprisingly little is known about the beliefs, preferences, and experiences of hospital 
administrators, physicians, or clinical personnel with respect to performance feedback of clinical 
processes of care and outcomes. One recent nationwide survey of U.S. hospital quality directors and 
administrators found that public reporting of hospital quality measures exerts strong influence over 
local planning and improvement efforts, although concerns were expressed about the clinical 
meaningfulness, unintended consequences, and methods of public reporting.10 Qualitative studies have 
demonstrated similar beliefs and perceptions, finding that performance measure data appear to 
motivate and energize organizations to improve or maintain high levels of performance, despite 
concerns over the limitations, validity, and interpretability of publicly reported data.11 12 
In February 2009, VHA decided to deliver performance feedback for the first time to all VHA 
hospitals on the quality of care for stroke patients, including provision of detailed performance reports. 
This decision offered a unique opportunity to explore clinician and administrator beliefs, preferences, 
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and experiences with hospital performance feedback using qualitative methods, including views on what 
constitutes appropriate response to performance feedback, intended and unintended consequences, 
and how to ensure clinical relevance and responsiveness. Until this time, stroke care had received little 
attention with respect to quality and performance measures in the VHA. Understanding how physicians 
and other healthcare personnel respond to a new hospital performance feedback initiative may have 
important implications for quality improvement efforts, for stroke care specifically, as well as more 
generally. Our objective was to explore responses to the feedback of hospital performance on stroke 
quality of care measures among relevant physicians and other healthcare personnel at VHA hospitals. 
 
METHODS 
Setting and Participants 
The data reported here were part of a larger project aimed at evaluating and improving the 
quality of stroke care in the VHA.13 Data were collected in 2010 and 2011, beginning approximately 12 
months after the release of a report from VHA Office of Quality and Performance (OQP, now the Office 
of Performance Measurement) Stroke Special Study (hereafter referred to as the OQP Report),14 which 
provided VHA hospitals feedback on Joint Commission and VHA‐specific stroke care quality measures. In 
particular, the report focused on process measures of care related to the early assessment period (i.e., 
dysphagia screening, use of thrombolysis), hospital care (i.e., fall risk assessment, rehabilitation 
consultation), and discharge care (i.e., prescription of appropriate lipid management therapies, stroke 
education counseling);14 the report was not risk‐adjusted for hospitals’ patient case‐mix, since all 
focused on process measures of care that have specific eligibility criteria to ensure that only patients for 
whom the care process is appropriate are included in the measure. Facility‐specific process measures 
were provided to an Executive Director and Director of Quality at each facility, and each facility was 
given time to review and make corrections to the final data. Facilities could also see aggregate data from 
other VHA facilities in their Veterans Integrated Service Network.  
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The purpose of the current study was to evaluate the effect of reporting (the OQP report) of 
ischemic acute stroke care on organizational change to improve stroke quality in the VHA, as well as the 
perceived effect of releasing such data publicly. The current study was conducted as part of a larger 
intervention within the VHA to examine the impact of performance feedback on quality improvement 
activities related to stroke care and all interviews reported herein were conducted prior to the 
intervention phase of the larger study. VAMC hospitals with at least 70 ischemic stroke admissions 
during Federal Year 2009 and baseline performance of <80% on two process measures of stroke care 
quality (dysphagia screening prior to oral intake, deep vein thrombus prophylaxis by hospital day 2) 
were eligible to participate. Among 153 total VAMC hospitals, 14 were eligible, 14 were invited to 
participate, and 12 agreed. 
Among participating VAMC hospitals, no limit was placed on the number of individuals who 
should participate in interviews. Facilities were prompted to identify personnel who were most likely to 
have received the OQP report, whose clinical or administrative responsibilities included the provision of 
stroke care or oversight over quality initiatives, and to whom the OQP report findings were most 
relevant. Interviewees included neurologists, internists, Emergency Department physicians, chiefs of 
staff, nurses, rehabilitation staff (e.g., physical therapists and occupational therapists), and quality 
management staff. In total, interviews with 41 physicians and other healthcare personnel were 
conducted at the 12 VHA hospitals from July 2010 to December 2011. Institutional Review Board 
approval was received from each of the 12 VHA hospitals and interviewees provided written informed 
consent to participate. 
 
Interviews 
Qualitative, semi‐structured interviews were conducted with VHA personnel who had engaged 
with the OQP Report. The interview consisted of two parts (full survey available in the Appendix), 
beginning after the interviewee was given a copy of the OQP report and time to review in anticipation of 
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the interview. The first part focused on how personnel learned of the report, their personal responses to 
the report, perceived administrative and clinical responses to the report, and perceived implications of 
the report for improving their facility’s performance scores for inpatient acute stroke care. The second 
part of the interview explored participants’ views on public reporting of performance data in general. 
After the interview, additional information was asked of participants, such as demographic information, 
years in practice, and whether respondents had specific clinical training in stroke care. Interviews were 
conducted by study investigators experienced in qualitative interview methods. The majority of 
interviews occurred face‐to‐face in private rooms at each facility. Seven interviews were conducted via 
telephone. All interviews were audio recorded, professionally transcribed, and checked for accuracy. 
 
Data Analysis 
Data collection and analysis occurred in parallel to facilitate clarification of interview questions 
in subsequent interviews and to ensure that theoretical saturation (i.e., the point at which additional 
data become redundant, no longer leading to new theoretical insights) was reached.15 Two investigators 
engaged in data analysis using an immersion/crystallization approach.16 This analytic strategy is an 
iterative process in which analysts first immerse themselves in the data, reflect upon initial 
interpretations (“crystallizations”), return to the data, and reflect on and refine interpretations.16 
Analysis took place in two major phases.  First, analysts independently read transcripts, 
consciously putting aside any preconceptions, to grasp overall themes in the data.  Analysts then met to 
discuss first impressions of the transcripts.  This process continued with several transcripts until the 
team developed a set of working codes that represented the content of the transcripts.  The analytic 
team continued reading transcripts, applying working codes to subsequent transcripts.  Through this 
process, codes were modified, combined, or deleted as analysts gained a greater understanding of the 
data.  These procedures facilitated the development of a codebook, which provided a list and 
description of each code, with examples from the transcripts.  As the codebook was developed, data 
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analysts continued to apply the consensually derived codes to subsequent transcripts, meeting weekly 
to discuss and refine the coding, until the codebook remained stable and consistent across transcripts.   
Once the codebook was finalized, the second major phase of analysis began.  In this phase, all 
transcripts were divided evenly between coders, who independently coded their assigned transcripts.  
Both team members coded every fourth transcript in common to ensure consistency in coding and 
maintain consensus over time. Throughout analysis, the team wrote working memos (e.g., provisional 
themes, questions to be further pursued) on the basis of consensus discussions and individual readings 
of the data, and actively searched for negative cases that would lead to alternative understandings of 
the data.16 17 The team used NVivo software, Version 9 (QSR International, Cambridge, MA, USA) to 
organize transcripts and codes and facilitate easy access to coded text. 
Throughout analysis, the team employed rigorous approaches to ensure validity of the data, 
including practicing reflexivity (i.e., continually questioning interpretations then turning to the data to 
verify or challenge these interpretations), striving for depth of description (i.e., seeking out the rich, 
particular details of participants’ accounts of their experiences and opinions), and searching for 
alternative explanations of the data.18‐21 
 
RESULTS 
Interviews were conducted with 41 individuals at 12 VHA hospitals, including 18 physicians, 17 
nurses, and several others responsible for clinical care, quality, or administration. Nearly all interviewees 
had 20 years of clinical experience or more, although few were currently in a position where more than 
50% of their time was spent engaged in clinical activities. All individuals worked at facilities that had 
received performance feedback on stroke quality of care from the Veterans Health Administration 
within the past year. 
When asked to describe their perceptions of, and experience with, performance feedback and 
public reporting initiatives, individuals were generally skeptical. However, when asked to discuss the 
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specific performance feedback received as part of the stroke project, individuals were much more 
complimentary and supportive. Nevertheless, individuals continued to voice concerns and experienced a 
range of reactions in response to receiving performance feedback. 
 
General Perceptions of Performance Feedback 
  Some interviewees initially described the value, in general, of performance feedback. They 
identified the importance of “knowing where we [an individual facility] stand, … important if you’re 
trying to improve” (Stroke Care Nurse, Facility 08) and in using measurement and feedback as a means 
to “find out who is better” (Chief of Emergency Medicine, Facility 01), “create accountability and 
responsibility” (Acute Stroke Care Nurse Manager, Facility 02), and as an “opportunity for 
improvement.” One interviewee explained:  
“I have been advocating for Neurology to have some performance measures because it’s the 
only way we are going to get on the map.” (Chief of Neurology, Facility 02) 
However, there was persistent concern that performance data would need to be interpreted cautiously. 
For instance, one interviewee raised caution that performance and outcomes will look worse if the 
patient population is sicker at baseline. Other interviewees pointed out that, in some situations, 
performance data would not be helpful, or might be misleading. For instance, one interviewee was 
concerned about the timeliness of the performance feedback, explaining that the more current the 
information, the more helpful it will be. Another interviewee reflected on the potential negative 
consequences of performance measurement and feedback, suggesting that performance measures 
could “be turned into policy that becomes a straight jacket” (Neurologist, Facility 04). 
Interviewees also voiced concern about being inundated with performance data and feedback, 
as well as with performance measures. For instance, there was concern about the communication of 
performance feedback, particularly via email, leading one interviewee to explain:  
10 
 
“Well you know there’s a bit of a white noise problem…I probably get 200‐250 emails a day.” 
(Chief of Medicine, Facility 03)  
Similarly, another interviewee reflected on this problem, saying:  
“I think people…are bombarded with a lot of information every day.  So getting that feedback 
results to the right people who can interpret and disseminate it to the right people [is 
important].” (Clinical Nurse Educator, Facility 09)  
However, the concern was not limited to being overwhelmed with communication, but also recognized 
that there was a potential overabundance of measures. One interviewee, while generally favorable 
towards performance measurement, noted:  
“At this point in time, we're so inundated with performance measures of this, that, and the 
other. One more, I don’t think, will make a whole lot of difference.” (Chief of Neurology, Facility 
02) 
 
General Perceptions of Public Reporting 
Interviewees expressed even greater skepticism about public reporting of performance data. 
One interviewee strongly emphasized:  
“Sharing [performance data] with [patients] without the opportunity first to improve things 
might be viewed as punitive.” (Chief of Neurology, Facility 01)  
Some stressed potential downsides of these initiatives, for instance, the belief that public reporting of 
performance data does not make a difference to patients, arguing that patients do not pick doctors and 
hospitals based on performance data, but based on other factors. For instance, the Chief of Medicine at 
one facility explained: 
“[Patients] have their beliefs about their hospital, just like you have your beliefs about your 
doctor, and you don’t care what health grade your doctor gets.  If you like your doctor, you like 
your doctor.” (Chief of Medicine, Facility 01) 
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Another interviewee shared similar sentiments:   
“I think [patients] are more interested in getting their care on time, not having to wait, getting 
the medications they need.  I’m not sure they’re completely engaged in this level of comparative 
shopping when it comes to their health care.” (Neurologist, Facility 08) 
Some interviewees explicitly suggested that such data should not be made publicly available because of 
concerns about patients’ response to and ability to comprehend the performance data. One interviewee 
explained, “I would be very careful [with] the sort of information I give to [patients],” reasoning that 
sharing particular information might lead to fear, confusion, or misinterpretation (Neurologist, Facility 
02). Another suggested “I don’t think they’d understand everything,” suggesting that perhaps only 
results should be reported, without specific details (Emergency Department Nurse Manager, Facility 06). 
And a third worried that the data would simply not be relevant to most patients, explaining: 
“Let's face it, patients aren't sitting around having a stroke. You know, I mean that's different if 
you send out diabetes data to patients. Stroke [symptoms] are sudden and [the performance 
data] doesn’t apply to me unless I’ve had a stroke.” (Chief of Medicine, Facility 01) 
However, not all interviewees agreed with this sentiment, as another explained:  
“[Patients] are smarter than we all think.” (Clinical Nurse Educator, Facility 09) 
More generally, some interviewees asked rhetorically whether public reporting of performance data “is 
really necessary,” explaining that all hospitals want to provide excellent care. One person contended 
that, regardless of public reporting, “We would still do the right thing” (Quality Management Director, 
Facility 12). 
 
Specific Experience with Performance Feedback 
When interviewees were asked to discuss the specific performance feedback received as part of 
the stroke project, individual reactions in response to receiving performance feedback were generally 
positive, including excitement and interest, although some confessed to having no memory of receiving 
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this specific performance feedback. Interviewees also varied in their ratings of the importance of the 
performance feedback. Some described receiving feedback as a non‐event, of minimal to no 
importance. For others, particularly those whose measured performance was worse than anticipated or 
who were more directly related to ongoing stroke care, receiving performance feedback stimulated, and 
motivated, the facility to work toward performance improvement. Such individuals described this 
feedback as “crucial … because the numbers were terrible” (Acute Stroke Care Nurse Manager, Facility 
02), as “very significant,” leading to formation of a local committee to address the shortcomings 
identified in the report (Neurologist, Facility 04), and as “an impetus for change” (Chief of Neurology, 
Facility 05). More specifically, one participant pointed to the value of the performance feedback in 
calling their attention to the facility’s lack of policies guiding the use of tPA, dysphagia screening, and 
use of NIH stroke scale in the Emergency Department:   
“Without the [performance feedback] we wouldn’t have known to look at that. We thought 
some processes were in place and they were running smoothly. And every once in a while things 
would happen. And we would address that, but we didn’t … We need to look at the whole 
system.” (Rehabilitation Therapist/Polytrauma Coordinator, Facility 02) 
In contrast, several participants viewed the performance feedback as validation of current quality 
improvement efforts related to stroke care. For instance, one Emergency Department Nurse Manager 
explained:  
“Well, it looked like we were doing a very fine job, so I went and told my staff we were doing a 
very fine job (laughter). So it was very important. It’s very important to show that our nurses are 
functioning at a high level of expertise.” (Facility 06) 
Similarly, a Chief of Neurology explained:  
“I was very excited about this data … I was very inspired, actually. I was also inspired that we 
had done so well (laughs) locally and saw it as an opportunity for, you know, if we could do that 
here, why couldn’t they do that anywhere?” (Facility 05) 
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Despite individuals’ generally positive reactions to receiving performance feedback, some had concerns, 
about both the validity of the data and of the methods used to measure performance. For instance, one 
interviewee explained that a measurement of care at a single point in time is not helpful and is less 
relevant to understanding performance at the facility:  
“A single snapshot can always be explained away.” (Chief of Medicine, Facility 10)   
This respondent recommended that performance should be measured over time. Another interviewee 
reacted with indignation when asked about their performance measurement, explaining:  
“I considered it to be an invalid process; [the performance feedback] was useless because the 
data was recorded all wrong.” (Chief of Neurology, Facility 12) 
 
DISCUSSION 
In February 2009, performance feedback was delivered for the first time to all U.S. Department 
of VHA hospitals on the quality of care for stroke patients, providing a unique opportunity to use 
qualitative methods to gain an in‐depth understanding of physicians’, administrators’, and other 
personnels’ beliefs, preferences, and experiences with performance feedback. Physicians and other 
healthcare personnel described hospital performance feedback on stroke quality of care measures to be 
broadly valuable but identified areas of concern related to the measurement process and public 
reporting. Our findings inform recent efforts to understand how hospital physicians and other 
healthcare personnel respond to performance feedback initiatives, as well as public reporting, and may 
have important implications for improving how quality improvement initiatives and performance data 
are communicated with hospital personnel. This is timely for VHA stroke care, since beginning in January 
2015, data on Joint Commission stroke quality indicators are abstracted by external chart reviewers and 
reported monthly to facilities in VHA as part of routine hospital quality assessments. Moreover, with the 
recent U.S. Veterans Choice Act, veterans of the U.S. military who receive care at VHA hospitals have the 
opportunity to choose to either continue to receive care in the VHA system or instead at a non‐VHA 
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facility, making public reporting of quality and comparisons to the entire U.S. healthcare system critically 
important to inform veterans’ healthcare choices. 
Our study highlights the contrast between general perceptions of any quality measurement 
activity and actual experience. Interviewees described general perceptions of performance feedback 
that were both positive and negative, such as the notion that performance feedback could provide value 
to clinicians and hospitals, but at the same time they were concerned about being inundated with 
performance data and feedback. Interviewees also expressed skepticism about public reporting of 
performance data, citing numerous concerns and limitations. However, when interviewees described 
specific experiences with performance feedback, nearly all reactions were positive, including 
excitement, interest, the opportunity to improve, and feeling validated about a job well‐done. 
Our findings focused on performance feedback for stroke quality of care are consistent with two 
prior qualitative studies exploring hospital personnel perceptions of and reactions to measurement and 
reporting of hospital performance more generally.11 12 Hafner et al. conducted focus‐group interviews 
with 29 administrators, physicians, and nurses from 29 randomly selected Joint Commission‐accredited 
hospitals and found that public reporting of performance measure data appears to motivate and 
energize organizations to improve or maintain high levels of performance.11 Interestingly, they described 
hospital personnel’s heightened awareness of the data and intense focus on performance improvement 
activities, despite concerns with the limitations, validity and interpretability of publicly reported data. In 
2009, Powell et al. conducted individual interviews with 59 clinical leaders and other healthcare 
personnel from 4 VHA hospitals on performance measurement in primary care.12 As in our study, 
interviewees described both positive and negative aspects of performance measurement, but the 
negative aspects were voiced strongly, including the concerns that performance measurement may 
result in inappropriate clinical care, can distract providers from patient concerns, and may have a 
negative effect on patient education and autonomy.12  
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Our study suggests that most clinicians, while harboring concerns about performance 
measurement and public reporting in general, remain responsive to and appreciative of efforts to 
provide performance feedback to hospitals, payers, and other quality measurement organizations. Our 
findings suggest that clinicians have two points of view that at times conflict, one that appreciates 
performance feedback and having the opportunity to better understand the quality and outcomes they 
were achieving in the delivery of stroke care, as well as another that worried that performance 
measures were not sufficiently sophisticated to account for the clinical complexity of their patients or 
that there were simply too many measures. These two conflicting points of view have been observed in 
prior research on performance feedback. For instance, in a recent national survey of hospital quality 
directors,10 several concerns with performance measures were described, including issues with risk‐
adjustment, “gaming” of measures, and random variation. These concerns were echoed in the 
qualitative studies discussed above11 12 and were voiced publicly by those describing the unintended 
consequences of quality measurement.22 23 Nevertheless, these same hospital quality directors also 
strongly believed that performance measures could be used for important inferences about quality, 
accurately reflected quality of care, and that public reporting stimulated improvement.10  
These findings suggest that the end‐users of performance feedback should be better integrated 
into the quality measurement process to alleviate concerns related to the number of performance 
measures, as well as their utility, validity, and reliability. Hospital administrators and clinical personnel 
need to be engaged in the performance measurement process, and not simply be expected to respond 
to the performance feedback, consistent with the National Quality Forum’s current Consensus 
Development Process.24 This may include early discussions of the focus of the performance measures, as 
well as the data and methodological approach, to assure that any concerns related to importance or 
measure validity are addressed early in the measure development process. In addition, engagement in 
the performance measurement process is likely influenced by the organizational cultures and leadership 
styles of facilities receiving feedback. Prior studies have found that fostering a sense of mutual trust, 
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respect, a sense of “team,” and individual accountability play a critical role in responses to performance 
feedback.25‐27 Other studies have identified key factors related to leadership and organizational 
communication that distinguished high and low performing facilities, such as having a “champion” on 
board to emphasize the importance of performance improvement for successful change.28‐30 
Although our study is one of the first to examine responses to hospital performance feedback of 
stroke quality of care, there are several important limitations of our analysis to consider. First, we 
interviewed a small number of physicians from each of the 12 VHA hospitals and we focused primarily 
on stroke care. Our findings may not be generalizable to quality of care for other acute care conditions, 
or for outpatient care, although our findings are consistent with prior qualitative research studies 
focused on those aspects of care.11 12 Second, we only interviewed hospital personnel, including 
physicians, nurses, and several other administrators responsible for providing stroke care; patient 
perspectives on performance measurement and public reporting, and the perspectives of physicians 
practicing in the ambulatory setting who need to refer patients for acute stroke care, may be different. 
Third, interviews were focused on physicians’ and other healthcare personnel’s response to hospital 
performance, not individual performance on quality of care measures for stroke. Fourth, while our study 
findings inform efforts to understand hospital personnel response to performance feedback initiatives, 
few interviewees discussed or reflected on how performance feedback led to specific organizational 
changes. This may be due, in part, to the fact that we were asking interviewees to respond to a one‐time 
quality report that was provided by VHA central office to individual facilities with no further immediate 
interactions or resources. One would expect that performance feedback of this type would be 
insufficient to stimulate organizational change at a local level. However, several interviewees did 
comment on specific experiences with performance feedback at their institution, identifying both ways 
that feedback offered local value and stimulated local concerns. Finally, the individuals who performed 
interviews were affiliated with the VHA’s Stroke Quality Enhancement Research Initiative. This may have 
contributed to their ability to establish rapport with interviewees, but may also have influenced their 
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interpretation of the data or created a social desirability bias, a type of response bias whereby 
interviewees tell interviewers what they think they want to hear. For this reason, all interviews were 
kept confidential in an effort to foster candid responses. 
After conducting 41 in‐depth interviews with physicians, nurses and other administrators 
responsible for providing stroke care at 12 VHA hospitals, we found that performance feedback on 
stroke quality of care is generally expected to be broadly valuable, but there were concerns voiced and 
suggestions made for improving the measurement process and public reporting. Our findings inform 
recent efforts to understand how hospital physicians and other healthcare personnel respond to 
performance feedback initiatives, as well as public reporting, and may have important implications for 
improving quality improvement initiatives. 
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