The last section of this section, Appendix A, also contains a theoretical consideration of our displacement models and expressions for the necessary times to achieve convergence that is relevant to the simulation times used in generating our computationally-obtained neuronal ensembles.
. Figure showing the regions where the measures of microcolumnarity are calculated. Namely, the microcolumnar strength S and periodicity T reflect the ratio of the neuronal density inside of the rectangles shown in the figure over the total density, the width W corresponds to the horizontal length of the bar below the label W, the intercolumn distance P is the distance between the central and neighboring microcolumns, the length L is the characteristic length measured from the center of the microcolumn, and the interneuronal distance Y is the distance between the reference neuron (at center) and the neurons directly above or below (within the microcolumn). For the distance scale and resolution used in this work, the length of one side of this image is 512 pixels that corresponds to 341.3 µm. Figure S2 . Effects of cluster size on local density as a function of neural loss. In our results, we find that using the neuronal deletion cluster method, the larger cluster sizes resulted in larger F values, which is effectively calculated by taking the ratio of local vs. global density. As shown above, while the local density drops for all cluster sizes, larger cluster sizes result in a slower rate of decline in local density. Since global density is always decreasing at a constant rate that depends entirely on the percent of neural loss, the larger cluster sizes cause F to appear to increase, because the numerator (local density) is decreasing at a slower rate than the denominator (global density). 1D (A,B), 2D (C,D), and 3D (E,F) harmonically constrained displacement mechanisms. The left density maps correspond to high values of the restorative harmonic force constant (k=0.2) while the ones on the right correspond to small k (k=0.005). In general the density maps on the left column, due to stronger restorative forces, show more organization than the right column counterparts. In the 1D mechanism (A,B) positional order along the vertical is mostly lost, in the 2D mechanism (C,D) horizontal dispersion can be observed, while in the 3D mechanism (E,F) a more general isotropic dispersion of the neuronal density is obtained. We can compare our computational results in Fig. 4 to the theoretical results of particles undergoing Brownian motion under the influence of a harmonic force. First, let us consider the dynamics of the unconstrained particle undergoing Brownian motion. The root-mean-square displacement of such a particle in 3D is well known as , (A1) wherein D is the diffusivity and t is time. In our model, time is measured in discrete steps, thus time can be defined as
wherein is the time step and x is the number of time steps. Assuming that both and D are measured in unitary distance u, we can show that .
(A3)
The dynamics of a particle undergoing Brownian motion and under the constraint of a harmonic force at various time scales has also been explored extensively (1) . Let us consider the probability distribution function derived in (1) and generalized in 3D in (2) for a particle behaving as a noisy, damped harmonic oscillator to be
wherein is the origin radial vector, is the radial vector at time t, and is defined as ,
wherein is the damping constant, m is the mass of the particle, and k is the spring constant of the restorative force. Assuming that is 0 and k is constant in all directions, we can write Eq. A4 as 
We can use Eq. A6 to find the expectation value of the root-mean-square displacement by integrating , (A7) which leads to the solution ,
wherein is Boltzmann's constant and T is temperature. As t grows large, this solution converges to .
(A9)
