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ABSTRACT OF DISSERTATION

EFFECTS OF APERIODICITY AND FRUSTRATION ON THE MAGNETIC
PROPERTIES OF ARTIFICIAL QUASICRYSTALS
Quasicrystals have been shown to exhibit physical properties that are dramatically
different from their periodic counterparts. A limited number of magnetic quasicrystals have been fabricated and measured, and they do not exhibit long-range magnetic
order, which is in direct conflict with simulations that indicate such a state should
be accessible. This dissertation adopts a metamaterials approach in which artificial
quasicrystals are fabricated and studied with the specific goal of identifying how aperiodicity affects magnetic long-range order. Electron beam lithography techniques were
used to pattern magnetic thin films into two types of aperiodic tilings, the Penrose P2,
and Ammann-Beenker tilings. SQUID magnetometer measurements were performed
on sample artificial quasicrystals, and their low-temperature, ground-state magnetization textures were directly imaged using X-ray photoemmission electron microscopy
(PEEM) and scanning electron microscopy with polarization analysis (SEMPA) techniques. Monte Carlo simulations of the ground state configurations for Penrose P2
and Ammann-Beenker tilings indicate the emergence of complex ordered sublattices
that have not been previously observed in periodic systems. Magnetic imaging of
artificial quasicrystals show regions of long-range order in an imperfectly equilibrated
state. Defects are found between superdomain walls and between smaller, highly
correlated vertex clusters. These results bear on the current lack of evidence for
long-range magnetic order in three-dimensional atomic quasicrystals.
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Chapter 1 Introduction

The notion that atoms can order into an aperiodic crystal is still relatively new
within the scientific community. It has been nearly 40 years since quasicrystals’ discovery, and their structural and physical properties are still not widely understood.
This dissertation addresses magnetic studies performed on various artificially fabricated quasicrystals to determine the effects of aperiodicity on long-range magnetic
order.
This introductory chapter contains two major components: Section 1.1 presents
an overview of the experimental and theoretical studies performed on magnetic quasicrystals to identify long-range ordered magnetic states, and Section 1.2 introduces
the concepts and experimental protocols employed in the study of patterned magnetic thin-films. The work contained within this dissertation will utilize concepts
from these two, seemingly-disjoint topics to identify the role of spatial aperiodicity
on long-range magnetic order.
1.1 Quasicrystals
1.1.1 History
In 1984, after a protracted battle with referees, Dan Shechtman’s seminal article
entitled “Metallic Phase with Long-Range Orientational Order and No Translational
Symmetry” was published [1]. In this work, Shechtman probed the atomic structure
of a rapidly cooled, melt-spun Al6 Mn alloy using electron diffraction. The diffraction pattern displayed well-formed Bragg peaks and indicated that the underlying
crystal possessed a fivefold rotational symmetry. This result was unorthodox, as the
long-standing rules governing crystalline order dictated fivefold rotational symmetry
to be forbidden. Shechtman’s observation was particularly controversial within the
chemistry and physics communities, and he encountered many critics; most notably,
Linus Pauling remarked of the discovery: “There is no such thing as quasicrystals,
only quasi-scientists.”
At present day, over 100 quasicrystals have been successfully synthesized within
a laboratory environment. In contrast, only three examples of quasicrystals have
been identified in nature; the earliest specimen was discovered and characterized in
2009 [2]. It was the confirmation that quasicrystals could be created via natural
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processes that led to the 2011 Nobel Prize in Chemistry to be awarded to Shechtman
“for the discovery of quasicrystals” [3].
1.1.2 Atomic Structure
It is diﬀicult to describe the atomic structure of quasicrystals, primarily due to
their characteristic long-range, aperiodic order. In periodic structures, there are only
14 Bravais lattices that define the repetition of a unit cell to fill space [4]. In contrast,
the lack of periodic translation symmetry in quasicrystals implies an infinite number
of atomic arrangements are possible [5].
Researchers typically utilize diffraction experiments to determine the crystallographic symmetries and underlying Bravais lattices of periodic crystals [6]. The same
is true for quasicrystals; though, the interpretation is not as obvious. The atomic positions of a quasicrystal are modeled by the repetition of “clusters” of atoms. Unlike
the unit cells of periodic crystals, the atomic clusters are repeated throughout space
such that neighboring clusters must overlap according to specific matching rules [7,
8]. It is essential to identify the constituent clusters of a quasicrystal in order to
determine the atomic structure.
The spatial arrangement of atoms within a quasicrystal cluster is identified by
performing diffraction experiments on “approximant crystals”. Approximant crystals
are periodic crystals composed of large unit-cells having the same short-range, spatial correlations as the quasicrystal to which they approximate. Approximants are
used as model systems for corresponding quasicrystals since all short-range atomic
correlations are reproduced. Figure 1.1 illustrates the clusters and atomic decorations for the body-centered cubic approximants of the Yb-Cd quasicrystal [9]. The
1/1 approximant (see Figure 1.1a) exemplifies a simplified construction containing a
single-cluster unit cell that repeats on a body-centered-cubic lattice. The more complicated 2/1 approximant retains the body-centered-cubic lattice but has multiple
clusters within a larger unit cell (see Figure 1.1b). Both approximants have clusters
that must join together in one of the two manners depicted in Figure 1.1c: the first
method requires the clusters to share a face, and the second method creates an intersection volume that is assigned a separate atomic decoration, see Figure 1.1f. An
additional atomic decoration, outlined in Figure 1.1e, is required to fill the free space
between the clusters of the 2/1 unit cell. With the three building blocks illustrated
in Figures 1.1d, 1.1e, and 1.1f, the scattering intensity from the YbCd5.7 icosahedral
quasicrystal phase can be reconstructed [9].
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In summary, the atomic positions within a quasicrystal can be modeled as interpenetrating clusters that join together via established matching rules that promote
aperiodic, long-range correlations between cluster centers. More information about
the atomic structure of quasicrystals can be found in the reviews by Steurer and
Deloudi [5] or Goldman and Kelton [10].
1.1.3 Magnetic Quasicrystals
As described in the previous section, quasicrystals’ atomic composition can be
modeled by an aperiodic repetition of multi-atom clusters. Therefore, a prototypical
quasicrystal would contain many clusters of a particular atomic decoration; however,
only a small subset of these atoms will carry a magnetic moment that could potentially order (either transition metals or rare-earth elements). This section reviews
the relevant literature relating to the identification of long-range magnetic order in
aperiodic quasicrystals.
1.1.3.1 Experimental Measurements
Soon after Shechtman’s initial identification of the Al6 Mn quasicrystal, magnetic
characterizations were performed on the group of Al-TM quasicrystals, where TM is a
magnetic 3d transition metal such as Mn or Fe. This collection of initial experiments
was challenging to interpret since the local moment formation on the transition metal
elements depended highly on the local environment [11, 12]. Only a small percentage
of the lattice sites support a magnetic moment, and all quasicrystals of the Al-TM
form exhibit spin-glass behavior at low temperatures [12–14].
Later, ternary quasicrystal alloys having composition R-Mg-Zn and R-Mg-Cd,
where R is a rare earth element, were synthesized. Rare earth elements form a strongly
localized magnetic moment that does not depend on the atom’s local environment
within the quasicrystal; this is in contrast with the transition metal quasicrystals and
aids in the interpretation of the magnetic characterizations as the rare earth elements
will always hold a magnetic moment. Nevertheless, signatures of spin-glass freezing
with no well-defined magnetic order were observed in the low-temperature regime [11].
However, neutron scattering experiments performed on Ho-Mg-Zn quasicrystals indicate a short-range antiferromagnetic order appears on the scale of a few lattice
spacings [15]. This length scale is similar to the size of a constituent atomic cluster,
and indicates that magnetic order is likely to exist at the intra-cluster scale [16].
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Figure 1.1: Periodic Approximants for the Yb-Cd Quasicrystal. (a) The 1/1 approximant for a Yb-Cd quasicrystal is a body-centered cubic structure with a unit
cell outlined in red. The nearest-neighbor triacontahedral clusters overlap as illustrated. (b) The 2/1 approximant has additional clusters within the unit cell. (c)
There are two methods to join neighboring clusters: face-sharing, or with an intersection volume. (d) The atomic decoration of the outer-most concentric shell of the
triacontahedra cluster. Spheres of different size and color denote different atoms. (e)
Atomic decoration for the free space between clusters in the 2/1 approximant unit
cell. (f) Atomic locations for the intersection volume shared between neighboring
clusters. (g) Atomic decorations of the nested, concentric shells within the triacontahedra cluster defined in (a). Reprinted by permission from Springer Nature: Nature
Materials [9] © 2007

4

As is the case in determining the structural order of quasicrystals, approximants
are also beneficial in exploring the consequences of aperiodicity on magnetic order in
quasicrystals. Measurements performed on the approximants having the form RCd6
have generated the most promising evidence for longer-range magnetic order in quasicrysals. In particular, X-ray resonant magnetic scattering experiments performed
on both TbCd6 [17] and HoCd6 [18] exhibit a long-range ordered antiferromagnetic
state below 24 K and 8.5 K, respectively [11]. The icosahedral quasicrystal relatives
of the RCd6 approximants were synthesized, and their bulk magnetic properties measured. Similar to the previous measurements performed on magnetic quasicrystals,
there was no evidence for an ordered antiferromagnetic state; instead, measurements
indicate the moments undergo a spin-glass freezing transition [19].
The many magnetic characterizations performed on moment-bearing quasicrystals
have yet to provide evidence supporting a long-range-ordered antiferromagnetic state.
Neutron diffraction measurements indicate a short-range-ordered antiferromagnetic
state that persists up to the constituent clusters’ size, but this order remains bounded
within atomic clusters and neighboring clusters remain disordered [16]. Additionally,
RCd6 approximants exhibit a long-range-ordered antiferromagnetic state, but there
remains a lack of experimental evidence for the ordered state in the corresponding
R-Cd quasicrystals.
It is worth reiterating that structurally an approximant contains the same local
atomic configurations as their quasicrystalline counterparts. The fact that long-rangeordered magnetic states are observed in approximants and not their quasicrystal counterparts points to the aperiodicity between atomic clusters as being the mechanism
which destroys the magnetic order. Nevertheless, as the next section shows, theoretical studies of interacting spins on aperiodic tilings result in unique, long-range-ordered
magnetic configurations despite the underlying spatial aperiodicity.
1.1.3.2 Theoretical Studies
Theoretical studies on aperiodic tilings indicate that long-range-ordered antiferromagnetic states exist on aperiodic tilings. These simulations are typically performed on two-dimensional aperiodic tilings like the Penrose, Ammann-Beenker, and
Fibonacci Tilings.
Vedmedenko and colleagues completed one of the early studies of magnetic order on an Ammann-Beenker tiling. Simulated annealing Monte Carlo simulations
were performed on a collection of unit-length spins that had either two- or threedimensional, orientational freedom. Each spin was located on a vertex of the Ammann5

Figure 1.2: Simulated Annealing Monte Carlo Simulation Performed on Spins
Pinned to the Vertices of an Ammann-Beenker Tiling. Eight low-energy subtilings
are shown with dots to indicate the spin positions. The color of each dot indicates
the projection of the spin into or out of the page. Each subtiling has the corresponding average energy and “frustration metric”, f , per-vertex labelled (see discussion
in [20]). Reprinted figure with permission from E.Y. Vedmedenko, U. Grimm, and
R. Wiesendanger, Physical Review Letters, 076407. Copyright 2004 by the American
Physical Society.
Beenker tiling, and first and second nearest-neighbor interactions were computed.
The results conclude that there are several interpenetrating subtilings in a “noncollinear”, antiferromagnetically-ordered state [20] (see Figure 1.2). Each subtiling
was found to have a unique energy and characteristic wave vector, which could complicate the structure’s experimental verification.
1.2 Artificial Ferromagnetic Films
Nanofabrication techniques have improved dramatically over the last few decades.
The combination of electron beam lithography and thin-film deposition techniques
facilitates the study of a wide variety of systems not readily found in nature. This
“metamaterials” or “materials by design” approach has become popular across all
fields of physics; this section reviews selected, relevant literature that illustrates the
application of this approach to ferromagnetic thin-films.
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1.2.1 Aperiodic Antidot Lattice
In the late 1990s, antidot lattices received broad interest for potential applications
in magnetic storage and logic devices [21, 22]. A typical antidot lattice is composed of
voids periodically placed within a magnetic thin-film having thickness much smaller
than any other spatial dimension. The magnetization texture within the film reacts
strongly to the antidots, and a modified magnetization distribution is adopted that
minimizes the amount of stray field permeating each void. The studies performed
on antidot lattices prove that artificial patterning allows for control over the magnetization texture adopted by a sample. Furthermore, the freedom inherent in the
patterning process allows researches to engineer specific interactions and geometries
at will.
Bhat et al. fabricated an aperiodic antidot lattice having two types of voids
designed to mimic the Penrose P2 tiling [23] (see Figure 1.3a). Magnetic characterizations of the antidot lattice were performed: specifically, the magnetic reversal
was measured with SQUID magnetometry, and the dynamic response was measured
with ferromagnetic resonance. Micromagnetic simulations were performed on the antidot lattice, and the results agreed with the experimental findings: the magnetic
reversal of the Penrose P2 lattice progressed via nonstochastic events signaled by
“knee anomalies” in the hysteresis loops, and the sample exhibited tenfold rotational
symmetry in the ferromagnetic resonance response.
The micromagnetic simulations performed on the Penrose P2 antidot lattice exhibited regions of uniform magnetization concentrated between the antidots (see
Figure 1.3b). As the sample’s magnetization was reversed, regions between antidots reversed their magnetization direction by discrete steps (sometimes in collective
strings), as if they had Ising degrees of freedom.
The results indicated that aperiodic discontinuities within the magnetic thinfilm greatly influenced the magnetic response of the film. However, this early work
focused on the bulk magnetic properties and spin-wave dynamics. There was little
examination of the Ising-like nature of the magnetization texture, or the question of
the existence of magnetic order within the Penrose P2 system.
1.2.2 Artificial Spin Ices
Artificial spin ices are patterned magnetic films fabricated with specific properties
that aid in the study of geometric frustration and competing interactions. As their
name indicates, they are artificial counterparts to the magnetic spin ices of pyrochlore

7

Figure 1.3: Scanning Electron Microscopy Image and Simulated Magnetization of
Penrose P2 Antidot Lattice.. (a) SEM image of the Penrose P2 antidot patterned from
a thin-film of permalloy (Ni80 Fe20 ) with two segment lengths indicated: d1 = 810 nm
and d2 = 500 nm. The light-colored regions are thin permalloy film, the dark-colored
regions are Si substrate. (b) Micromagnetic simulation of the magnetization texture
at mid-reversal. The field initially saturates the sample from left-to-right and is slowly
removed and applied in the direction indicated on the figure. The black-arrows and
color provide the in-plane magnetization directions (see color scale in lower-left).
Some horizontal segments have already reversed (indicated by cyan color), while
others remain polarized in the direction of the initial saturating field.
lattices [24]. Figure 1.4 illustrates the relationship between the interacting spins of a
pyrochlore lattice and the corresponding Ising spins of square artificial spin ice.
Artificial spin ice samples a typically thin-films of permalloy (Ni80 Fe20 ) that have
been patterned (e.g., via electron-beam lithography) into a network of separate, elongated ellipses (called nanoislands). The extreme shape anisotropy of the segments
restricts the magnetization to be uniformly directed along the long axis of an island,
and causes them to behave as Ising spins having a single degree of freedom (similar to the behavior observed for the segments in Figure 1.3b). Artificial spin ices
are designed to have frustrated interactions between the Ising spins of the network.
Many review articles exist on the topic of artificial spin ices [25–28], and the following
sections will summarize those topics relevant to the work described herein.
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Figure 1.4: Relationship Between Square and Honeycomb Artificial Spin Ice Vertices and their Pyrochlore Counterparts. There are two lattices commonly studied
in artificial spin ice literature: the square and honeycomb lattices. (a) A tetrahedral unit of a pyrochlore spin ice with spins directed toward/away from the center of
the tetrahedron. The spin ice rules dictate that two spins must be oriented inward,
and two outward. (b) The square artificial spin ice is meant to be an analog of the
system shown in (a). The same in/out spin configurations are shared between the
two representations, (c) Another geometrically frustrated arrangement equivalent to
that on the pyrochlore lattice can be found in the 2D Kagome lattice. In this case,
a spin configuration of 2-in/1-out or 1-in/2-out is obtained. The spins are coplanar
and point toward or away from the center of the tetrahedron base. (d) The 2D honeycomb lattice is the artificial model for the Kagome plane. There are three spins
that can either point into or away from the vertex. Configurations with 2-in/1-out
or vice versa are energetically favored.
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1.2.2.1 Early Studies
The 2006 work by Wang, et al. [29] established the field of artificial spin ice.
This initial work studied the magnetic configurations of nanoislands on a square
lattice. The interactions between Ising spins at a square vertex are similar to the
dipolar interactions between spins located on the tetrahedra of pyrochlore crystals
(see Figure 1.4). The goal of this early work was to reproduce the microscopic spin
ice configurations in a macroscopic system; this approach has the advantages that
the magnetic configurations of semi-classical Ising segments can be directly imaged
to reveal the residual entropy of spin-ice systems at low temperatures [30].
Want et. al rotated artificial spin ice samples in an oscillating magnetic field to
simulate a thermal bath of suﬀicient temperature to overcome the substantial reversal
barrier for each nanoisland. The Ising spin configuration of the lattice was measured
using magnetic force microscopy, and a majority population of spin-ice-rule obeying
vertex states were observed, where two nanoislands pointed in, and two pointed out.
The interaction between point-like dipoles (a working approximation for elongated
nanoislands) prefers a state where parallel dipoles order head-to-head (or tail-to-tail)
and perpendicular dipoles order head-to-tail. The authors defined a correlation function that returned +1 if a particular nanoisland pair ordered to minimize the dipolar
coupling and -1 otherwise. The results of this analysis indicated the correlation length
of the dipolar interaction only attained a few nearest neighbor distances; this behavior
agreed with the lack of long-range correlations observed in atomic spin ice systems.
1.2.2.2 Thermalizing Artificial Spin Ices
Early artificial spin ice studies could not produce well-ordered, thermalized states;
this is primarily due to the size of the permalloy nanoislands that were initially
studied. Möller and Moessner [31] developed a phenomenological model that fit the
vertex population results from Wang et al.’s rotating-field experiment [29]. Their
analysis indicates that the average energy barrier to reversal for a single nanoisland
was ≈ 2.3 × 105 K, much higher than could be obtained by heating the sample.
Morgan et al. presented one of the early examples of a thermalized Ising spin
configuration in an artificial spin ice [32]. The magnetization texture of a square
artificial spin ice sample was recorded immediately following the fabrication of the
sample; this ensured the sample did not experience any external magnetic fields that
could perturb the “as-grown” state.
The magnetic force microscopy images, presented in Figure 1.5, exhibit large
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Figure 1.5: Magnetic Force Microscopy Image of an “as-grown” Square Artificial
Spin Ice. (a) The superdomain structure exhibited consists of large patches of antiferromagnetic order with high-energy defects on the boundaries between superdomains. The separation between nanoislands is 400 nm, and the approximate width
of the superdomains is 1̃0 µm (approximately 25 lattice spacings). The inset shows
a higher-resolution scan with defects identified according to the spin configuration
in (b). (b) Magnetic force microscopy images of the ground state and defect structures. A corresponding Ising spin representation supplements each defect structure.
Reprinted by permission from Springer Nature: Nature Materials [32] © 2010
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swaths of antiferromagnetically-ordered Ising spins. The images reveal that superdomains of separate, time-reverse pairs of spin configurations exist, with high-energy
defects located on the boundaries between superdomains. This result demonstrated
that artificial spin ice systems could produce long-range-correlated states. Furthermore, it indicated that the nanoislands were thermally active at some point during the
fabrication of the sample, after which, their fluctuations ceased, and their partiallythermalized state was frozen in [33].
The prime hindrance of the as-grown imaging method is that the sample is only
thermally active during fabrication. Therefore only a single snapshot of the partiallyequilibrated spin configuration can be acquired for a particular sample. An alternative
approach employs systems composed of ferromagnetic alloys other than permalloy
which exhibit a lower Curie temperature. Unfortunately, this situation typically is
accompanied by a lower saturation magnetization and interaction strength between
neighboring segments. Kapaklis et al. [34] measured the magnetization of a square artificial spin ice sample as the sample was heated. As the temperature of the patterned
film approached the Curie temperature of the bulk film, there was an accelerated decay of the patterned film’s magnetization; this was inferred to be due to thermally
active nanoislands that order into their low-energy, antiferromagnetic state.
Zhang et al. developed a fabrication technique that allowed heating permalloy artificial spin ice systems above the Curie temperature of the bulk film, TC ≈ 540 ◦ C [35].
A silicon nitride layer separates the permalloy film from the silicon substrate and
mitigates the interdiffusion of the substrate and film. Magnetic force microscopy images were acquired after the sample was annealed, and the Ising spin configuration
had transitioned from an initially saturated state to the long-range ordered ground
state, similar to that observed in Figure 1.5a. This method produced superdomains
of antiferromagnetic order near the same size as the “as-grown” method, but did
not depend on the thermalization occurring while the sample was fabricated. This
annealing method provides a repeatable process to access the thermalized state.
1.3 Summary
Approximant crystals reproduce both the local atomic structure and the local
intercluster structures that appear in quasicrystals. The fact that the RCd6 approximant crystals order into a long-range antiferromagnetic state at low temperature
while the corresponding quasicrystal does not indicates that it is the long-range,
aperiodic spatial correlations that suppress the build-up of magnetic correlations.
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Conversely, simulations performed on aperiodic tilings indicate that magnetic order
should persist alongside aperiodic spatial correlations.
The remaining chapters within this dissertation will discuss the metamaterials
approach to study the existence of magnetic order in aperiodic tilings. Micromagnetic
and Monte Carlo simulations were performed on Ising spins arranged on aperiodic
lattices to elucidate the low-energy ordered configurations. Samples were fabricated
from ferromagnetic thin-films, and were prepared into low-energy configurations via
the as-grown and annealing methods. Their frozen-in, low-energy configurations were
imaged and compared to the results from the simulations. The magnetic order was
characterized, and any effects of aperiodicity will be identified and discussed.

Copyright© Barry W. Farmer, 2020.
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Chapter 2 Methods

The present chapter gives details of the experimental and theoretical methods applied during the study of artificial quasicrystals presented in the following chapters.
The first section covers the experimental techniques employed, including electron
beam lithography, thin-film deposition, photoemission electron microscopy (PEEM),
and scanning electron microscopy with polarization analysis (SEMPA). The second
section details the theoretical approaches applied, including vertex models, micromagnetic simulations, and simulated annealing Monte Carlo simulations.
2.1 Experimental Methods
2.1.1 Sample Fabrication
The samples studied consist of thin-film segments of permalloy (Ni80 Fe20 ) arranged
on aperiodic lattices. This section begins with an introduction to the construction
of aperiodic tilings. The next two sections describe the methods of electron beam
lithography, electron beam deposition, and lift-off procedures. The final two sections
discuss the experimental methods used to acquire the Ising spin configurations of the
samples.
2.1.1.1 Aperiodic Tilings
A tiling is a method to cover space using a base collection of geometric shapes
called prototiles. The set of prototiles and the manner in which they connect define
any specific tiling. There are three main classes of tilings: periodic, non-periodic,
and aperiodic. In an aperiodic tiling, a specific set of prototiles can only cover space
by placing edge-sharing prototiles in an aperiodic arrangement; this is an important
distinction from non-periodic tilings whose prototiles can join together to cover space
in both periodic and non-periodic manners [36, 37].
The Penrose tiling is the most widely known example of an aperiodic tiling [38].
Roger Penrose discovered this tiling in 1973, a little over a decade before the first
quasicrystal was identified and studied. This particular tiling has similar characteristics to the Al-Mn quasicrystal: it is aperiodic, it has fivefold rotational symmetry
and exhibits self-similarity. There are many examples of Penrose tilings serving as
model systems to study the effects of aperiodicity on the physical properties of ma-
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terials [39–46]. There are three separate Penrose tilings, and each has its own set
of prototiles. Penrose’s original construction contained six prototiles (P1). In later
work, Penrose devised two tilings that exhibit the same properties but require only
two prototiles: the kite and dart (P2) tiling and the thick- and thin-rhombi (P3)
tiling [36]. The sample studied in Chapter 3 is the P2 variant of the Penrose tiling
composed of kite and dart prototiles.
There are two procedures to construct the Penrose P2 tiling, as demonstrated
in Figure 2.1. The first method requires a matching rule designated for each of the
prototiles. The matching rule restricts the methods in which tiles join together, this
results in a tiling that can only be aperiodic. This rule requires the color of the circles
at every vertex to agree upon edge-to-edge connection of prototiles.
Another method, the inflation/deflation method, takes a substitution approach.
A simple tiling, usually constructed from a small number of prototiles joined using the
matching rules, seeds the procedure, and the following substitution rules apply: a kite
prototile gets replaced with two kites and a dart, and the dart gets replaced by a kite
and two half darts [47], as shown in the lower region of Figure 2.1. Computationally it
is more straightforward to construct a tiling through the inflation/deflation method,
since there is a simple rule to proceed from smaller to more intricate patterns. On
the other hand, the matching rule requires multiple trials to find the prototile and
proper orientation that matches the opening.
Each of the artificial quasicrystals studied in the subsequent chapters is defined
using the inflation/deflation method. A Python script was created that outputs the
endpoints of each line segment to a list so that it can be imported into computeraided design (CAD) software linked to the electron beam lithography system. The
CAD software allows the tiling to be scaled and interpreted into machine language
that enables the lithography system to expose a mask for metal deposition.
2.1.1.2 Electron Beam Lithography
Electron beam lithography (EBL) is a method to produce high-resolution masks
used for many applications [48]. In general, an electron beam rasters across a substrate covered with resist. As the beam sweeps over the resist, a beam blanker
switches the beam on and off to regulate the exposed areas. Exposure to the electron
beam modifies the resist polymer to either increase or decrease its solubility, depending on whether the resist is positive or negative, respectively [49]. After the exposure
step, the sample undergoes development in a chemical bath to remove the resist areas
that have the higher solubility.
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Figure 2.1: Construction of Penrose P2 Tiling via Matching Rules and Inflation/Deflation Algorithm. (Top-Left) Two prototiles define the Penrose P2 tiling:
a kite (top) and dart (bottom). A matching rule is defined such that when two of
the prototiles join, the overlapping dots must match. (Top-Right) A random patch
of Penrose P2 tiling constructed from the matching rules. The matching rules are
local, and knowledge of the entire Penrose P2 tiling is not required to generate the
tiling patches. (Bottom-Left) In the deflation method, each prototile is replaced
by a collection of smaller prototiles. The smaller prototiles are joined together to
have approximately the same border as the prototile being replaced. The deflation
method increases the density of the prototiles while maintaining the shape of the
original tiling. (Bottom-Right) An example of one repetition (generation) of the
deflation algorithm applied to the Penrose sun. The deflation method is a global rule
that affects all prototiles of a particular tiling.
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Figure 2.2: Process of Electron Beam Lithography and Lift-off for a Single- and
Double-Layer Positive Resist. (Left - 1) A single layer of ZEP520A is spin-coated onto
a wafer. (Left - 2) The electron beam exposes a region of interest within the resist.
(Left - 3) A developing solution removes the exposed region, leaving an undercut
profile that aids in lift-off. (Left - 4) The resulting mask has a thin film of metal
deposited onto it. (Left - 5) The metal adheres to the substrate in the developed
regions, and a chemical stripper removes remaining resist and unwanted metal. At
the end of the procedure, all that remains is the metal that adhered to the substrate
surface. (Right - 1 thru 5) The same procedure as with ZEP520A but with two layers
of PMMA. Two layers of PMMA having different development characteristics that
lead to a simulated undercut profile. This aids in the lift-off procedure and results in
patterns with low edge roughness.
The choice of resist depends on both the sample geometry and the post-processing
steps applied to the mask (e.g., lift-off techniques vs. ion milling). The samples
investigated herein underwent a lift-off procedure to remove the unwanted film from
deposition. Figure 2.2 demonstrates the steps involved in electron beam lithography
and lift-off for the two positive resists employed, ZEP520A (Zeon Corporation, Japan)
and polymethyl methacrylate (PMMA, MicroChem, USA).
The Penrose P2 samples studied in Chapter 3 were fabricated at the Center for
Nanoscale Science and Engineering at the University of Kentucky by Vinayak Bhat.
A commercially available silicon substrate was cleaned using O2 plasma to increase
the surface’s hydrophilic nature; this provides better adhesion of the ZEP520A:anisole
(1:2) resist mixture. The resist was spin-coated at 2000 rpm for 60 seconds to obtain
a coating of approximately 120 nm thickness. The substrate was baked at 180 ◦ C for
120 seconds to remove the solvent and cure the resist. A Raith e_Line EBL system
was employed to expose the Penrose P2 tiling into the resist layer. The samples were
developed in a sequence of xylenes for 40 seconds, methyl isobutyl ketone : isopropyl
alcohol (1:3) for 30 seconds, and a final isopropyl rinse for 30 seconds. After development, a permalloy film was deposited onto the samples (see Section 2.1.1.3). Lift-off
was performed using an N-Methyl-2-Pyrrolidone (NMP) bath at 105 ◦ C for a few
hours. Finally, the samples were ultrasonicated in the NMP bath for less than a
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minute to ensure complete lift-off.
The Ammann-Beenker samples discussed in Chapter 4 were fabricated at the
Center for Nanoscale Materials at Argonne National Laboratory by Justin Woods.
A silicon substrate with a 200-nm Si3 N4 layer on its surface was spin-coated with
two layers of PMMA. The first layer had molecular weight 495K and was approximately 90 nm in thickness, while the second layer had molecular weight 950K and
was approximately the same thickness. A Raith 150 EBL system was utilized to
expose the Ammann-Beenker tiling into the resist. The samples were developed in a
solution of ethyl alcohol : deionized water (4:1) for 45 seconds, rinsed in ethyl alcohol
for 15 seconds, and a final rinse was performed with deionized water for 15 seconds.
Lift-off was performed using a bath of Microposit 1165 (Shipley, USA) at 75 ◦ C for
12-18 hours. The samples were ultrasonicated in an acetone bath for 5 minutes to
ensure complete lift-off.
2.1.1.3 Electron Beam Deposition
In electron beam deposition, a high-energy electron beam impinges on a target
material held within a crucible (see Figure 2.3). A majority of the kinetic energy from
the electron beam is converted into thermal energy in the material to be deposited.
As the material heats above its melting point a vapor cloud forms, which happens
around 1300 ◦ C for permalloy [50]. The deposition occurs in a high-vacuum chamber
that enables the vapor to have a long mean free path, typically on the scale of the
length between sample and source; this means that the crucible behaves as a point
source for emitted material. The vapor will condense on all surfaces that are in the
line-of-sight of the source. A shutter provides a barrier to film deposition until specific
deposition rates are obtained. Upon removing the shutter, a thin-film begins to form
on the substrate. The undercut profile illustrated in Figure 2.2 shadows the material
that arrives at the surface of the resist; this allows a small amount of material to
pass and adhere to the substrate. The undercut is an important requirement for the
lift-off process and inhibits the deposited material from bridging the gap between the
sidewall of the resist and the substrate’s surface.
Each sample studied in the current project was fabricated from permalloy deposited via electron beam deposition. Permalloy is used primarily due to its low
coercivity, high permeability, and low magnetocrystalline anisotropy in the polycrystalline form. Typically, a thin film of permalloy will have a coercivity of only a few
Oersted [51]. The low magnetocrystalline anisotropy allows the magnetization to re-
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Figure 2.3: Schematic of an Electron Beam Deposition Chamber. An electron
source generates an electron beam with energy of tens of kilovolts. The Lorentz
force from the magnetic field deflects the electron beam into the deposition target
within the crucible. A crucible liner isolates the target material from the water-cooled
copper holder and allows for the easy exchange of materials. When the material heats
above its melting point, and a vapor cloud forms. The vapor cloud is blocked from
condensing on the substrate by a shutter until the specified deposition rate is obtained
(typically, the deposition rate is measured by a quartz crystal monitor, which is not
shown). Removing the shutter allows a thin film of the target material to condense
onto the substrate.
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spond to the demagnetizing field established by the patterning; this causes elongated
segments to adopt a single-domain structure with Ising-like degrees of freedom [52].
The Penrose P2 samples were fabricated at the University of Kentucky. The
primary sample studied had a thickness of 25 nm and was deposited at a nominal
rate of 1 nm / minute, as measured by a quartz crystal monitor.
The Ammann-Beenker samples were fabricated at the Center for Nanoscale Materials at Argonne National Laboratory. There were two sample thicknesses investigated, one having a 25-nm thickness and the other a 6-nm thickness; there was also
a 3-nm-thick layer of aluminum deposited onto the permalloy to inhibit oxidation.
Permalloy was deposited at 1.8 nm / minute in a vacuum pressure of 5 × 10−7 to
8 × 10−7 Torr.
2.1.2 Imaging Techniques
X-ray photoemission electron microscopy (PEEM) and scanning electron microscopy with polarization analysis (SEMPA) were used to obtain the artificial quasicrystals’ magnetization textures. The following two sections will explain the details
of the measurements.
2.1.2.1 X-ray Photoemission Electron Microscopy
X-ray absorption spectroscopy (XAS) is the foundation of PEEM measurements.
XAS measures the transition rate of core electrons exposed to incident X-rays that
have suﬀicient energy to excite core-electrons into unoccupied states above the Fermi
level. Typically, incoming X-rays match one of the probed material’s electron transition energies; this results in an amplification of the transition rate. The experiments
herein tune to the Ni L3 edge, which corresponds to the gap between the 2p and 3d
electron states, and thus offers extra sensitivity to the magnetic correlations present
in the latter states.
The excited electrons leave holes in the lower electron states that must be filled by
conduction band electrons. This process results in photon emission from the atom at
the energy difference between the two initial states. Alternatively, another electron
might acquire the energy difference between the two states and eject from the atom
in an Auger process. It is the latter mechanism that provides the electrons measured
to produce PEEM images [53].
The magnetic contrast of PEEM images is due to X-ray magnetic circular dichroism (XMCD), which is a result of the interaction between the angular momentum
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Figure 2.4: Schematic of X-ray Photoemmision Electron Microscopy Experiment.
The incoming X-rays are tuned to the Ni L3 edge to enhance the absorption. X-rays
of left- and right-hand-circular polarization are incident on the sample. Electrons are
emitted and imaged using the electron microscope objective lenses (labelled PEEM).
The Penrose P2 image shown is a characteristic X-ray absorption spectroscopy image for circularly polarized incident X-rays. Magnetic contrast is obtained from the
difference between the left-hand- and right-hand-circularly polarized images.
of the incoming photons and the spin of the target core-level electron via spin-orbit
coupling. Right-hand-circularly polarized light excites a majority of core electrons
having one spin polarization, whereas left-hand-circularly polarized light will excite
electrons of the other. The dipole selection rules forbid spin-flips in the transition
between states; therefore, the rate of transitions is proportional to the availability
of excited states that have the same spin polarization as the incoming light. The
3d electrons are responsible for the magnetization of nickel, and any imbalance of
transition rate provides a local probe of the magnetic polarization [53].
The PEEM measurements were performed at Beamline 4-ID-C at the Advanced
Photon Source at Argonne National Laboratory, in collaboration with Dr. David
Keavney [54]. PEEM provides a high-resolution image of the magnetic state with
a fast image acquisition speed. In contrast with magnetic force microscopy (MFM),
which is typically employed to characterize artificial spin ice structures, PEEM is
non-perturbative and is sensitive to the in-plane magnetization of the sample film.
Furthermore, the measurement geometry is such that the X-rays reflect from the
film’s surface, which does not require the sample to be fabricated on a silicon nitride
window, as is required for Lorentz transmission electron microscopy. These factors
make PEEM a highly desirable method for magnetic film characterization.
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2.1.2.2 Scanning Electron Microscopy with Polarization Analysis (SEMPA)
Magnetization textures of the Penrose P2 and Ammann-Beenker tilings discussed
herein were obtained using the scanning electron microscopy with polarization analysis (SEMPA) facility at NIST, Gaithersburg, Maryland [55]. SEMPA is a nonperturbative electron microscopy technique for measuring spatially resolved magnetization via probing the film’s local magnetization, instead of fringe fields that are
typically measured with MFM. SEMPA operates on the principle that when secondary electrons are ejected from a magnetic sample, they maintain their spin polarization, which is detected and correlated with the exciting electron beam’s position
on the sample film to obtain angular and sub-micrometer resolution magnetization
maps. The SEMPA spin detector is set to be separately sensitive to the two in-plane
magnetization directions, allowing direct measurement of the local magnetization direction without changing the experimental conditions. The high spatial resolution
of SEMPA makes in an exceptional tool for characterizing domain wall structures
within vertices of connected wire networks of ferromagnetic materials.
A SEMPA measurement begins by loading the sample into an ultra-high-vacuum
chamber. The sample is cleaned by exposing it to a 1-keV argon ion beam, which
removes ≈ 3 nm of material from the surface, including adsorbed oxygen and carbonbearing contaminants. After ion cleaning, the surface of the sample is verified to
be clean permalloy by using Auger spectroscopy. One to two monolayers of iron are
deposited (in situ) onto the sample surface; the monolayers are too thin to undergo
ferromagnetic ordering independently, but they exchange-couple to the underlying,
weaker magnetization of permalloy in order to enhance the domain contrast of the
permalloy layer. The thin Fe layer deposited in regions with no permalloy is not
ferromagnetically ordered, which can be verified by directly measuring a negligible
magnetization in these areas.
After sample preparation, images of the x- and y-components of the sample magnetization are recorded with SEMPA. To transform the component images into angular maps of the magnetization, a planar background, and line-by-line artifacts are
removed from each image, see Reference [55] for details of subtraction process. The
planar background and line-by-line artifacts are computed from regions outside the
Penrose P2 structure; this ensures that only unwanted features are removed from
the data. The angle of the local magnetization texture is defined trigonometrically:
My
, see Figure 2.5. Finally, a mask is applied to the angular magnetization
θ = tan−1 M
x
distribution obtained from the imaging SEM detector, so that the masked images
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show only the relevant magnetization texture of the sample film.
2.2 Theoretical Methods
As was demonstrated in Section 1.2.1, the segments of artificial quasicrystals
behave as macroscopic, Ising spins. Although the macro-spins have a single degree of
freedom, their interaction strengths depend on the spatial separation and geometric
angle of the segments. This section focuses on the methodology applied to calculate
the Penrose P2 and Ammann-Beenker magnetic ground state configurations.
2.2.1 Vertex Model
A vertex model is a method of statistical mechanics which describes the microstates of a system [56]. One popular example is the six-vertex model that describes
the locations of hydrogen atoms in the IH phase of crystalline water ice [57, 58]. In the
crystal structure of water ice, an oxygen atom has four neighboring oxygens that are
all bound by hydrogen bonds. The four near-neighbor hydrogen atoms are arranged
such that there are two hydrogens close to the central oxygen, and two further away.
The six-vertex model describes the locations of the hydrogen atoms: Consider a
square lattice with arrows pointing either into or away from a particular vertex; this
denotes whether the hydrogen atom is closer or further away. In this model, the sum
of all individual vertex energies represents the total energy of a microstate:
E=

6
∑

ni Ei

(2.1)

i=1

Ei is the particular energy for a given vertex configuration i, and ni is the number
of vertices of configuration i in the system. Note, as the system size goes to infinity,
this energy value diverges; therefore, a vertex model must be applied to finite-size
systems.
The connectedness of the Ising spins in the artificial quasicrystal complicates a
calculation of the pairwise interactions between spins. There is an additional energy
cost in assuming a particular spin configuration that depends on the spatial arrangement of all Ising spins joined at a lattice vertex. Thus, the simulated annealing
Monte Carlo simulations described in the later sections use vertex energies instead of
pairwise interactions.
The next section explains the micromagnetic simulations performed to calculate
vertex energies for each Ising spin state of the artificial quasicrystals.
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Figure 2.5: Process of Acquiring Scanning Electron Microscopy with Polarization Analysis Images. Two detectors are used to capture images of the x- and ycomponents of the polarized secondary electrons emitted from the sample; the electron polarization directly reflects the local magnetization direction at the surface of
the film. The two images are combined into an angular distribution of magnetization
x
; the angle is mapped to a color wheel such that 0◦ is red and
using θ = tan−1 M
My
180◦ is cyan. A scanning electron microscopy image of the sample is used to mask
the angular distribution and remove signal from uncorrelated magnetic material.
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2.2.2 Micromagnetic Simulations
At its core, ferromagnetism is a quantum mechanical effect. The exchange interaction that drives the emergence of a spontaneous magnetization is a result of the
Pauli exclusion principle and strong electron-electron repulsion. However, in systems
composed of many spins, as is the case in a macroscopic volume of a ferromagnetic
material, it is beneficial to adopt a continuum theory with few degrees of freedom.
Micromagnetism is a field of physics that models the behavior of ferromagnetic
material at the length scale of nanometers to micrometers [59]. The model replaces
discrete, atomic magnetic moments with an average magnetization per unit volume.
One popular micromagnetic simulation package is the Object-Oriented Micromagnetic Framework (OOMMF), which is a finite-difference simulation software developed by NIST [60].
In OOMMF simulations, a particular geometry is divided into small cubic cells
that hold a single, three-dimensional magnetization vector of a uniform length. Physically, the size of the cell correlates with the smallest volume over which the magnetization varies and is related to the exchange interaction’s strength. For permalloy,
a planar cell size of 5 x 5 nm2 is standard. The simulations performed in this work
have a 2D geometry with the 3rd dimension of the cube equal to the thin-film sample
thickness. The Ising spins comprising the wire network segments have dimensions of
roughly 100 nm × 500 nm and are composed of many micromagnetic cells.
Typically, a micromagnetic simulation has one of two goals: either to determine
the dynamics of a system or to find a magnetization configuration that minimizes the
magnetostatic energy. The work performed herein employs the second approach: to
find the Ising spin configuration that minimizes the vertices’ energy in the Penrose
P2 and Ammann-Beenker tilings.
OOMMF employs a conjugate gradient energy minimization algorithm [61] that
minimizes the total energy of the entire system. The energy of each cell has a contribution from the exchange and the magnetostatic (dipole) interactions. For the
exchange energy, the magnetization of a particular cell and its six nearest-neighbors
contribute as:
6
∑
m
⃗ i · (m
⃗i−m
⃗ j)
i
Eex = A
(2.2)
2
∆ij
j=1
where A is the exchange coeﬀicient, m
⃗ i and m
⃗ j are the magnetization unit-vectors
of cells i and j, respectively, and ∆ij is the spatial separation between cells i and
j. The magnetostatic energy comes from the calculation of the demagnetizing field
for the entire sample. The details of this calculation can be found in the articles by
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Aharoni [62], or Newell, Williams, and Dunlop [63].
Each distinct group of segments joined together at a shared point within the
Penrose P2 and Ammann-Beenker tilings was imported into OOMMF. Simulations
were initialized for all the available Ising spin configuration that a particular vertex
group could have; for a vertex having N segments (Ising spins), 2N simulations were
performed. Each simulation output two energy values, the exchange energy (Eex )
and the magnetostatic energy (Em ). Figure 2.6 exhibits each energy density for the
coordination-eight vertex observed in the center of the Ammann-Beenker tiling. The
exchange energy is localized to the central region of the vertex, and the magnetostatic
energy is more equally dispersed throughout the segments. Thus, the energy of a
vertex N with spin configuration i is given as:
1 i
i
i
EN
= Em
+ Eex
(2.3)
2
The parameters used for permalloy structures are: exchange constant A = 1.3 ×
−11
10
J/m, saturation magnetization MS = 8.6×105 A/m, magnetocrystalline anisotropy
constant K = 0, gyromagnetic ratio γ = 1.9 × 109 Hz/T and dimensionless damping
coeﬀicient α = 0.01.
2.2.3 Simulated Annealing
Simulated annealing is a Monte Carlo method inspired by the physical process
of annealing metals to create large crystal grains. The algorithm is an optimization
procedure that stochastically alters a particular system’s state variables and settles
into a global minimum of a defined energy functional.
The ”traveling salesman” problem was proposed to find a route that minimizes
the distance traveled by a salesman between a collection of cities. This optimization
problem inspired the simulated annealing algorithm [64, 65]. The algorithm initializes
by randomly selecting a route connecting the collection of cities and computes the
distance required to traverse the route. A trial state is proposed by permuting the
order of two cities at random, and a new distance computed. If the trial distance is
less than the previous distance, then the trial state is accepted. However, if the trail
distance is longer, the route is accepted with a probability derived from a Boltzmannlike distribution that depends depends on the additional distance travelled and some
effective temperature that is initially very high. If the trial state is still not accepted,
the previous state is retained, and a new trial state is initialized. After many trial
states are proposed, the temperature is reduced such that smaller excursions in the
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Figure 2.6: Magnetization Configuration and Energy Distributions for Eightfold Vertex of Ammann-Beenker Tiling. (a) OOMMF magnetization texture for an eightfold
vertex of Ammann-Beenker tiling. Arrows and color scale indicate in-plane magnetization direction. The vertex is in the lowest energy configuration and has a net
magnetization along the [1,1] direction. (b) Magnetostatic energy density for the
magnetic configuration shown in (a). Color scale indicates the local value of the energy density, black is low-energy, green is mid-energy, white is high-energy. White
pixels are concentrated on the edges of the segments that are ± 45◦ . (c) Exchange
energy density for magnetic configuration of (a). Color scale is same as (b). White
pixels are localized to regions within a vertex.
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state space are taken. The algorithm ends when the temperature is reduced to zero,
and no further trial states are accepted.
This algorithm can also be applied to find the energetically minimized spin configuration fo an artificial quasicrystal. The system’s net energy is calculated as the
sum of the individual vertex energies, as discussed in section 2.2.1. The algorithm
is first initialized with a random Ising spin configuration. An iteration of the algorithm begins with the calculation of the energy required to flip a random spin. If the
proposed spin-flip does not increase the system’s net energy, then the flip is automatically accepted, and the spin configuration is updated. If the proposed flip increases
the energy, then the probability that such a spin-flip would occur is calculated via
the Boltzmann distribution:
∆Eij
P (i → j) = e kT
(2.4)
where ∆Eij is the energy required to go from state i to state j, k is the Boltzmann
constant, and T is some effective temperature. Initially, the temperature is set such
that the probability of any spin flip is > 90%. A single iteration ends with either the
spin-flip being accepted, in which case the spin configuration is updated to reflect this,
or not. After several iterations–at least 1000× the number of spins in the lattice–the
temperature is decreased by one step, and the iteration count resets back to zero.
This procedure continues until the temperature is suﬀiciently low such that there are
no more changes to the spin configuration, or if the system has residual entropy at
low temperatures, the only spin flips accepted result in zero energy change.
2.3 Summary
Two artificial quasicrystals are studied herein, the Penrose P2 and AmmannBeenker tilings, each generated using the deflation method. Electron beam evaporation combined with lift-off techniques were used to pattern films of 6- or 25-nmthickness.
The expected low-energy spin configurations were simulated using a Monte Carlo
simulated annealing algorithm. The net energy of the system was approximated using
a vertex model. Each vertex and corresponding spin configuration were calculated
using micromagnetic simulations that output the net energy contributions from both
the exchange interaction and the dipolar interactions.

Copyright© Barry W. Farmer, 2020.
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Chapter 3 The Penrose P2 Artificial Quasicrystal

3.1 Introduction
Bhat et al. [23] presented the first magnetic measurements of an artificially patterned quasicrystal wire network. The study characterized the bulk magnetic properties of patterned, thin-film samples of 2 mm × 2 mm total area. Each sample consisted
of third-generation Penrose P2 tilings that were simultaneously patterned on an approximately 150 × 150 square array. Consequently, the bulk magnetic measurements
discussed herein represent the average response of many tilings that are slightly different from one another, due to the random errors inherent in the patterning and
lift-off processes. Corresponding micromagnetic simulations of the magnetic reversal
for a single P2 tiling were performed, and were found to reproduce the coercive field
and knee anomalies observed in SQUID magnetometer measurements performed at
T = 5 K. The existence of reproducible knee anomalies in the magnetization measurements indicates that particular segments or groups of segments among the many
replicas comprising the sample reversed in a similar or correlated manner. This initial
work was focused on the bulk magnetic properties and FMR response, and did not
address the effects that aperiodicity on attaining a fully equilibrated magnetization
texture across the entire sample.
3.2 Micromagnetic Simulations - Mirror Symmetry
To better identify the effects of geometry on the magnetic reversal of Penrose P2
tilings, a method was developed that counted the number of mirror-symmetric Ising
spin pairs as the total magnetization of the tiling was reversed [66]. Micromagnetic
simulations were performed on a single Penrose P2 tiling that had comparable dimensions to the sample studied by Bhat et al. [23], see SEM image in Figure 3.1.
The micromagnetic simulation parameters and details of the simulation protocol can
be found in Section 2.2.2.
The reversal simulation began with a saturating magnetic field of H = 12 kOe x̂.
The field was stepped down in 10 Oe steps to H = -12 kOe x̂; afterward, the field
was stepped upward to complete the hysteresis loop. At each field-step of the reversal
simulation, an equilibrated snapshot of the magnetization texture was obtained, and
the magnetization for each segment of the tiling could be identified.

29

Figure 3.1: Scanning Electron Microscopy Image of Penrose P2 Artificial Quasicrystal. The horizontal dashed line indicates the mirror symmetry axis of the sample
that coincides with the field direction. Two exemplary mirror symmetric segments
are labelled as mi and m∗i . The artificial quasicrystal is composed of segments that
have lengths l1 = 810 nm and l2 = 500 nm and all segments have the same width,
w = 85 nm, and film thickness t = 25 nm.
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The magnetization textures recorded during the simulation provide a segment-bysegment evolution of the reversal process; using this information, a measure of the
mirror symmetry of the sample was formulated:
⟨m
⃗ ·m
⃗ ∗ ⟩ϕ =

Nϕ
∑

m
⃗ ϕi · m
⃗ ∗ϕ
i /Nϕ

(3.1)

i

In this equation: m
⃗ ϕi is the Ising polarization of a film segment having angle ϕ with
respect to x̂, m
⃗ ∗ϕ
i is the Ising polarization of the mirror-symmetric compliment segment (see Figure 3.1), and Nϕ is the number of mirror-symmetric segment pairs in
the tiling. The correlation function defined by Equation 3.1 can vary from +1 when
the magnetization state is perfectly mirror-symmetric, 0 when there are no correlations between the magnetization of the upper- and lower-halves of the tiling, and −1
when the segment polarizations are perfectly anti-mirror-symmetric. Note that the
0◦ segments along the mirror symmetry axis were not included in the calculation.
Furthermore, the equation was calculated at each field-step, and separately for the
three groups of segments defined by ϕ = 0◦ , ϕ = ± 36◦ , or ϕ = ± 72◦ . The results
from the calculation are displayed in Figure 3.2.
There are three regimes highlighted with arrows in Figure 3.2. The first arrow indicates a region of the magnetic reversal where mirror symmetry is maintained while
predominantly 0◦ segments switch. The first segment to reverse at H ≈ −300 Oe x̂
breaks the perfect mirror symmetry of the saturated state. As the field is decreased
further, additional 0◦ segments reverse, and the mirror symmetry is reduced. At
H ≈ −350 Oe x̂, multiple segment reversals take place, and mirror symmetry is restored; this implies that the segment reversals at this field were the mirror-symmetric
compliments of segments that had already reversed. It is interesting to note that
the 0◦ segments attached to high-energy vertices in the saturated state (i.e., 3-in/0out, 2-in/0-out or vice-versa) are more likely to reverse in the initial reversal regime
(see Figure 1.3 for a simulated magnetization texture of the Penrose P2 tiling at
H ≈ −460 Oe x̂). The fact that the first segment reversals maintain mirror symmetry and are tied to high-energy vertices in the saturated state indicates that the
Penrose P2 geometry controls the initial magnetic reversal; this is likely the reason
why the reversals across many tiling replicas were correlated in the SQUID measurements and produced a knee anomaly in the bulk magnetization [23].
The second arrow in Figure 3.2 indicates a region where collective, string reversals
are nucleated in a stochastic manner. The strings are composed of groups of connected
segments that all reverse their Ising polarization in a single field step. Typically, the
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Figure 3.2: Measure of Mirror Symmetry of the Penrose P2 Quasicrystal Undergoing
Simulated Magnetic Reversal. The scatter-plots represent the measure of the mirror
symmetry as calculated by Equation 3.1 for the three groups of segments (see left
axes). The histograms provide the count of segments that reverse per field-step (see
right-axes). Arrow 1 indicates the field regime where mirror symmetry is broken and
re-established by reversals of the 0◦ segments. Arrows 2 and 3 indicate stochastic
reversal regimes where the measure of mirror symmetry drops to a minimum. The
two vertical dashed lines indicate a region where there are many segment reversals,
and in some cases connected 0◦ and ±36◦ segments reverse collectively along a string.
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strings observed in the stochastic reversal regime exhibit multiple branching points
where a single vertex has more than two attached segments that reverse. The strings
tend to meander through the tiling in a non-mirror-symmetric fashion. The strings
tend to propagate along the applied field direction, but due to branching and the underlying pattern geometry there is a finite width perpendicular to the field direction.
The third arrow highlights the region of ±72◦ segment reversals that primarily
reverse by stochastic, single-spin flips. In this regime, there are a few small collective
reversals, which is expected since most of the 0◦ and ±36◦ segments have already
reversed: If a reversal string is nucleated at a 72◦ segment, there is a high probability
that it will immediately terminate at a vertex attached to a previously reversed 0◦ or
±36◦ segment.
This analysis reveals that the aperiodic tiling geometry dominates reversal in the
low-field regime since the magnetic reversals tend to maintain the mirror-symmetry
of the tiling. However, the low-field regime does not exhibit collective magnetic reversals that would reveal the longer-range lattice effects on magnetic correlations. The
higher-field, stochastic regime exhibits mirror-symmetric magnetic reversals, but in
this regime, the field is large enough to bias the string nucleation and propagation direction. Any information extracted about the strings in this regime, i.e., propagation
direction bias, average length, dimensionality, etc., is obfuscated by the influence of
the strong applied field. An approach without an applied magnetic field is preferred
to better understand the effects the lattice has on the collective magnetic behavior.
3.3 Magnetically Ordered Ground State - Simulation
It was unknown whether the Penrose P2 artificial quasicrystal magnetization could
attain an ordered, low-energy magnetic state similar to the square artificial spin ice
reviewed in Section 1.2.2. Even though the micromagnetic simulations provided evidence that the segment magnetizations resembled the single-domain segments of the
artificial spin ices, the aperiodicity of the Penrose P2 tiling establishes many distinct
local environments within which the segments interact. Typically, in systems with
various local, pair-wise interactions, a spin glass order prevails, and spins freeze into
local energy minima that do not easily evolve into the system’s global minimum [13].
A simulated annealing Monte Carlo approach was employed to identify the lowenergy spin configurations of the Penrose P2 quasicrystal. Initially, it was unclear
how to define the magnetic interaction energy between the Ising-like segments. The
interaction strength could not be simply calculated as the dipolar interaction between
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needle-like dipoles [31, 67] due to the existence of domain walls and the bending of
magnetization within the connected regions where segments join (referred to herein
as “vertices”). Furthermore, micromagnetic simulations of the entire tiling are computationally expensive and could not be performed at a suﬀicient rate to make a
Monte Carlo approach practical. With these two complications in mind, a vertex
model was adopted to approximate the total interaction energy between Ising spins
as the sum of the magnetostatic energies for each vertex contained within the tiling
(see Section 2.2). The magnetostatic energies were extracted from micromagnetic
simulations performed for each of the nine vertex types contained in the Penrose P2
Tiling (see Figure 3.3).
3.3.1 Micromagnetic Simulations - Vertex Energies
The third-generation Penrose P2 tiling contains nine separate vertex types, as
illustrated in Figure 3.3. Three of the vertices are only found on the edge of the
tiling and appear only due to the tiling’s finite size. The remaining six vertices
appear within the bulk of the tiling and reappear in any larger-generation tiling. The
orientation of each vertex in Figure 3.3 is arranged such that if a mirror symmetry
axis exists, it is aligned vertically.
The coordination of each vertex determines the number of magnetic states accessible in the Monte Carlo simulations. For example, five Ising spins join together
to form the coordination-five vertex, CN 5-1; this vertex has 25 = 32 separate spin
configurations for which the magnetostatic energy must be calculated. Each spin
configuration was imported into OOMMF in zero applied field and allowed to equilibrate. All spin configurations were initialized with a uniform magnetization within
the segment volume and hard, high-energy domain walls within the connected region
where segments join. The micromagnetic simulations evolved into configurations with
lower magnetostatic energy; the segments retained a predominantly uniform magnetization and high-energy domain walls being relaxed to smoother (smaller |∇M |),
lower-energy textures.
Figure 3.4 displays the magnetostatic energy for each of the CN 5-1 vertex spin
configurations, and the equilibrated magnetization texture for the two lowest-energy
Ising spin configurations. The lowest-energy configuration depicted in Figure 3.4a
has a ferromagnetic magnetization texture where neighboring segment polarizations
are aligned, and the magnetization “flows” through the vertex; the two, top-left
segments point into the vertex, and the three, lower-right segments point away from
the vertex. This particular configuration allows for domain walls within the central
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CN 5-3

CN 5-4

CN 4

CN 3

CN 3-edge CN 2-edge-1 CN 2-edge-2
Figure 3.3: Nine Vertices of the Penrose P2 Tiling. Each vertex is aligned such
that if there is a mirror symmetry axis, it is vertical. The vertices in the last row are
found only on the edge of the tiling and appear due to the tiling’s finite size. The six
vertices illustrated in the upper two rows are found within the bulk of the tiling and
appear in higher-generation tilings (which may also have different edge vertices).
vertex to slowly evolve between the segment polarization directions, which minimizes
the exchange energy cost. The second-lowest energy configuration of Figure 3.4b has a
hard domain wall that incurs additional exchange energy with only a minimal increase
in the dipolar (demagnetization) energy. The plot of magnetostatic energies (see
Figure 3.4c) identifies the spin configurations corresponding to each energy level; the
ten degenerate configurations with the lowest energy value are related via the fivefold
rotational symmetry of the CN 5-1 vertex combined with time-reversal symmetry of
the Ising spins.
Close inspection of Figure 3.4c shows there is a subtle energy variation between
values that appear roughly equal; this is mainly due to the incompatibility between
the micromagnetic simulation’s square spatial gridding and edges of the ± 36◦ and
± 72◦ segments of the Penrose P2 tiling. For example, if a domain wall is established
at the base of a vertical segment then it is perfectly horizontal; however, if the same
domain wall is formed at the base of a ± 36◦ or ± 72◦ segment, it would have a step35

(a) Lowest Energy State

(b) First Elevated State

(c)

Figure 3.4: Penrose P2 CN 5-1 Vertex Energy Values and Configurations for the
Lowest Two Spin States. (a) The magnetic texture of the lowest energy configuration
for the coordination-five vertex. The white arrows illustrate the order of the spin
configuration label in the energy plot: this particular configuration is {1,-1,-1,-1,1}.
(b) The magnetic texture for the first elevated state. This texture exhibits a hard
domain wall within the central region. (c) Total magnetostatic energy extracted from
micromagnetic simulations for each of the 25 = 32 Ising configurations of the CN 5-1
vertex. Each configuration is indexed on the x-axis where 1 (-1) reflects a segment
pointing into (away from) the vertex. The magnetostatic energies are concentrated
into four obvious groups: the two lowest-energy groups contain spin configurations of
2-in/3-out or vice versa, the next-highest group contains configurations with 1-in/4out or vice versa, and the highest-energy group is 5-in/0-out or vice versa.
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like appearance that would incur a slightly higher exchange energy cost. Therefore,
vertex spin configurations with energies within approximately ± 1% were averaged
together to eliminate the gridding artifacts. The averaging reduced the tendency of
the Monte Carlo simulations to select specific kinetic pathways while equilibrating to
the low-energy Ising spin configurations.
3.3.2 Simulated Annealing Monte Carlo
A simulated annealing Monte Carlo program was written to determine the Ising
spin configuration, which minimizes the total vertex energy of the Penrose P2 tiling
(see Section 2.2.3).
The algorithm is initialized by assigning a randomized distribution of Ising spins
to the Penrose P2 tiling segments. A random spin is selected and tested to identify whether switching the Ising polarization will either increase, decrease, or make
no change to the tiling’s total interaction energy. If reversing the polarization will
increase the energy, then a simulated thermal bath is probed to determine the probability that such a spin-flip could be thermally excited. Here, it is important to note
that the simulation begins with an elevated thermal bath temperature such that all
proposed spin-flips are equally probable. If instead, the polarization-flip creates no
change or lowers the total interaction energy, then it is accepted, and the Ising polarization state evolves. After many evolutions of the Ising spins, the thermal bath
temperature is slightly reduced, and an additional round of spin-flip proposals are
tested on the previously equilibrated state. The algorithm continues until there is no
further reduction in the magnetostatic energy of the tiling.
As was discussed in the previous section (see Section 3.3.1), the interaction energy
of the tiling is approximated by the sum of vertex energies. Therefore, to test the
energy cost of a single spin-flip, the energy difference must be calculated for the
altered vertex states on either endpoint of the segment under examination.
There were 1024 simulations initiated for the Penrose P2 tiling, and all simulations
converged to Ising configurations with the same final energy. Furthermore, all the
Ising configurations had every vertex in the lowest-possible energy state. All final
Ising configurations resided in the absolute minimum of the vertex-model interactionenergy functional.
A comparative analysis was performed on the many low-energy spin configurations obtained from Monte Carlo simulations. There were only a few configurations
that were identical among the results due to a sizeable residual degeneracy of the
Monte Carlo ground state. However, correlated groups of spins were identified by
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comparing the lowest-energy outputs from the Monte Carlo simulations. When two
outputs were compared, specific groups of Ising spins would all appear to either agree
or be in the time-reversed state. The comparative analysis yielded three types of
segment subgroups within the ground state configurations: 1) Single spins that could
be individually varied between compared states with no change in energy; 2) shortrange-correlated groups of spins, and 3) long-range-correlated groups that spanned
many vertices. The short-range-correlated groups were typically composed of the five
segments attached to a coordination-five vertex, and which could simultaneously be
oriented in any of the ten degenerate, low energy configurations of the CN 5-1 vertex.
Figure 3.5 shows a ground-state spin configuration with a color code that identifies
all spins belonging to a single correlated group, or “sublattice”. The green sublattice
(SL4) is the most extensive and most long-range-correlated collection of Ising spins.
All the spins in SL4 must be reversed at the same time in order for the energy to
remain unchanged. The blue sublattice (SL3) represents the smallest long-range correlated group of spins. Similar to the segments of SL4, if all of the blue spins were
reversed, there would be no change to the net energy. The red sublattice (SL1) identifies spins that are short-range correlated; each coordination-five vertex is individually
tenfold degenerate, and the net magnetization of the low-energy configuration can orient into any of the tenfold rotationally symmetric directions. The coordination-two
vertices of SL1 are found only on the edge of the tiling. Each coordination-two edge
vertex is twofold degenerate, and one spin must point into the vertex and one out.
Finally, the segments belonging to the magenta sublattice (SL2) are independent (uncorrelated), and their direction is not determined within the vertex model. In other
words, they can take on either Ising polarization available to them without affecting
the net interaction energy of the tiling.
We emphasize the vertex-model calculation for the net energy includes only shortrange magnetic interactions: Each tiling is isolated, and only the interactions between
segments attached to the same vertex are calculated. Further, short-range, intravertex interactions are incapable of ordering all the Ising segments within the Penrose
P2 tiling, and a residual degeneracy remains in the vertex-model ground state, as
expected for an artificial spin ice with only short-range interactions. This degeneracy
is calculated as: 2 × 2 × (106 · 25 ) × 210 ≈ 1.31 × 1011 . The first factor of 2 is from
the time-reversal symmetry of the long-range-correlated SL4 sublattice. The second
factor of 2 is similar in origin but for the SL3 sublattice. The third factor of (106 ·
25 ) is due to the tenfold degeneracy contribution from each of the six coordinationfive vertices of SL1 and the twofold degeneracy contribution from each of the five
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Figure 3.5: Simulated Annealing Monte Carlo Ground State for the Penrose P2
Tiling with Short-Range Interactions. There are four sublattices identified by color:
SL1 (red) is a short-range ordered sublattice, SL2 (magneta) is an uncorrelated sublattice where each segment acts independently, SL3 (blue) and SL4 (green) are longrange-ordered sublattices (see text for additional discussion).
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coordination-two vertices of SL1. Finally, the last factor of 210 is due to the timereversal symmetry of the ten disordered, single-segments of SL2. Initially, the residual
degeneracy of the ground state seems to be large, but when compared to the total size
of phase space in the paramagnetic limit (2215 = 5.27 × 1064 ), it presents a dramatic
reduction in the allowed Ising spin microstates.
To reduce the degeneracy of the ground state further, longer-range interactions
can be included by assuming the segments to behave as point dipoles with longrange dipolar interactions between the dipoles. The energy of this long-range dipolar
coupling can then be calculated as:
E=

∑

µ0
⃗ j · êjk )(m
[3(m
⃗ k · êjk ) − m
⃗j ·m
⃗ k]
3
j>k 4πrjk

(3.2)

where m
⃗ j,k is the net magnetization of a particular segment, rjk is the magnitude of
the displacement vector between the two segments, and êjk is the unit vector along
the displacement vector. The sum has been restricted such that there is no doublecounting of dipole interaction energies.
Simulated annealing Monte Carlo simulations were performed on the Penrose
P2 tiling using only the dipolar interaction between segments. This second-round
of simulations only allowed for fluctuations within the ground state configuration
space of the vertex model. This restriction implied that the long-range correlated
sublattices (SL3 and SL4) were frozen in and unable to fluctuate. Furthermore, the
Ising segments attached to ordered vertices in SL1 could only fluctuate among the
degenerate, low-energy Ising configurations; the vertex energy could not be elevated
to a higher-energy state in order to minimize the longer-range interactions. The
polarization of each segment belonging to SL2 was allowed to fluctuate, since the
vertex-model interactions did not previously order them. The final ordered state is
shown in Figure 3.6, where white arrows were added to indicate the ordered, net
magnetization directions of the fivefold, CN 5-1 vertices.
The long-range dipolar interactions lifted many degeneracies of the vertex-model
ground state: Each coordination five, SL1 vertex ordered with a net magnetization
aligned in a swirling configuration. The swirl’s directionality agreed with the direction of the nearby Ising spins of the ordered SL4 sublattice. Furthermore, the
coordination-two vertices of SL1 ordered to form flux-closure loops with the nearby
SL4 spins. Those segments that order with the surrounding SL4 sublattice are redefined to belong to the red sublattice of Figure 3.6; and the order on this sublattice
matches the swirling order of the green SL4 sublattice. Finally, the independent,
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Figure 3.6: Simulated Annealing Monte Carlo Ground State for the Penrose P2
Tiling with Long-Range Interactions. The long-range dipolar interactions created
additional order within the Penrose P2 tiling. The fivefold vertices of SL1 are biased
such that their net magnetization (indicated by small white arrows) rotates around
the sample boundary. The central coordination-five vertex is still free to align to any
of the tenfold directions.
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disordered segments of SL2 were coupled via the long-range dipolar interaction, and
they aligned with the net magnetization of the central coordination-five vertex; this
collection of segments forms the magenta sublattice, shown in Figure 3.6, which has
a net magnetization along the +x-direction.
The long-range dipolar interactions have further reduced the degeneracy of the
ground state to 2 × 2 × 10 = 40. The first factor of 2 comes from the twofold
degeneracy of SL4, which also orders the red segments of Figure 3.6. The second
factor of 2 comes from SL3, which is also twofold degenerate. The final factor of 10
comes from the central coordination-five vertex that was initially part of SL1, but is
now grouped with the magenta segments.
A long-range-ordered ground state configuration was determined by simulations
for the Penrose P2 lattice. The next section will give a comparison of the above results
with the magnetic imaging performed on as-grown samples to determine whether the
long-range order does, indeed, exist in patterned thin-film samples.
3.4 Magnetic Imaging
The Monte Carlo simulations performed in the previous section indicated that the
Penrose P2 tiling has a multiply-degenerate, minimal-energy magnetization texture
into which the Ising spins can order. As discussed in Section 1.2.2.2, a promising
method to observe the ground state configuration of square artificial spin ices is
to use imaging techniques to directly image the as-grown configuration. Therefore,
images of the as-grown Penrose P2 artificial quasicrystal were acquired using both
X-ray photoemission electron microscopy (PEEM) and the higher-resolution scanning
electron microscopy with polarization analysis (SEMPA).
3.4.1 X-ray Photoemission Electron Microscopy Images (PEEM)
PEEM images were obtained at room temperature on the as-grown arrays using
the Advanced Photon Source Beamline 4-ID-C. Samples were mounted in a PEEM
instrument with an incident beam angle of �16◦ ; this angle provides magnetic sensitivity along the beam propagation direction within the film’s plane. Enhanced magnetic
contrast was obtained by first, tuning the photon energy to the appropriate resonance
(the Ni L3 edge at 852 eV), and, secondly, taking differences of images with rightand left-circularly polarized radiation.
The PEEM images of Figure 3.7 do not provide the resolution needed to determine
a segment-by-segment spin configuration, or details of superdomain walls. However,
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(a)

(b)

Figure 3.7: Photoemission Electron Microscopy Images of As-Grown Penrose P2
Quasicrystal. (a) PEEM image of a subarea of a 16 × 16 array of as-grown Penrose
P2 artificial quasicrystals. Note that PEEM is only sensitive to magnetization (amplitude represented by gray scale) along the x-ray beam propagation direction (large
arrow shown). Three small white arrows highlight tilings that contain near-identical
magnetization textures, which suggests the presence of strong correlations between
segment magnetizations. (b) Close-up PEEM image showing similar textures in two
adjacent artificial quasicrystals. A large arrow indicates the x-ray beam direction.
Figures courtesy of David Keavney, Argonne National Laboratory.
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PEEM images do provide evidence for long-range correlations via evident similarities
between magnetic textures of imaged tilings, see Figure 3.7. A higher-resolution
image of the magnetization texture is required to make direct comparisons with the
Monte Carlo outputs and, in particular, details of superdomain wall structures that
exert an important influence on the ground state spin order.
3.4.2 Scanning Electron
(SEMPA)

Microscopy

with

Polarization

Analysis

SEMPA measurements provide a high-resolution image of the magnetization direction within the film (see Section 2.1.2.2 for details of measurement). The magnetization within each segment, as well as domain walls necessarily nucleated where
segments join, can both be resolved in SEMPA measurements. There were ten images of the Penrose P2 artificial quasicrystal obtained in the as-grown state and eight
images in the saturated state; all images are presented in Appendix A.
Representative SEMPA images for the as-grown and field-saturated states are
provided in Figure 3.8. In both images, each segment’s magnetization is uniformly
polarized along the long axis of the segment, which supports the Ising approximation
made in the Monte Carlo simulations. Furthermore, in Figure 3.8a, the magnetization of the coordination-five vertex in the inset agrees with one of the degenerate,
low-energy configuration generated by the micromagnetic simulations (cross-reference
Figure 3.4a). The agreement between the simulations and SEMPA images supports
the assumption that isolated vertex energies used in the vertex model dominate the
kinetics that develop the ground state, and that longer-range interactions may be
initially ignored over certain temperature ranges.
3.5 Results and Discussion
The Ising polarization for each segment of the Penrose P2 quasicrystal can be
extracted from SEMPA images. Each SEMPA image was acquired directly following
the sample fabrication, and therefore, it represents a magnetic state that was frozen
in close to a transition to the low-energy ground state (see Section 1.2.2.2).
The Ising polarization map extracted from the as-grown SEMPA image is displayed in Figure 3.9. Some vertices of the as-grown state are found to be in elevated
energy configurations compared to the lowest-energy states predicted by micromagnetic simulations. In particular, there are 12 high-energy vertices out of 121 vertices
of the lattice (i.e., approximately 10%), which indicates that the frozen-in, as-grown
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(a)

(b)

Figure 3.8: Scanning Electron Microscopy Imaging with Polarization Analysis
(SEMPA) Images of As-Grown and Field-Saturated Penrose P2 Quasicrystals. (a)
SEMPA image of as-grown Penrose P2 quasicrystal. The color scale and black arrows denote in-plane magnetization direction. (Inset) High-resolution SEMPA image
of domain walls in the central coordination-five vertex. This magnetization texture
agrees with the lowest-energy micromagnetic simulation output. (b) SEMPA image
of remnant state after applied field protocol, H = 0 Oe → +1000 Oe → -1000 Oe
→ +1000 Oe → 0 Oe, along the vertical direction. After the field protocol, the remnant magnetization is parallel to the long-axis of each segment and the vertical (y-)
component of each segment’s magnetization is directed down-the-page.
configuration, does not completely represent the equilibrium ground state. However,
it is essential to very carefully compare the as-grown SEMPA images with the predicted ground state with the simulated ground state to determine whether long-range
order exists in experimental samples at finite (room) temperature.
Figure 3.10 exhibits the dipolar map of the as-grown magnetization texture with
a color scale matching that of Figure 3.6 to indicate the sublattice to which each
segment belongs. The segment color scale varies between light and dark shades to
differentiate the two, time-reverse-symmetric states possible for each sublattice. The
image shows that the as-grown state is separated into competing “superdomains”
of ground-state order. High-energy vertices are located at the boundary between
superdomains; these vertices are highlighted by dots in Figure 3.10.
As was suspected by the occurrence of high-energy vertices in the as-grown SEMPA
images, the samples were not fully equilibrated during their fabrication. However,
the ordered superdomains are evidence that the long-range-ordered correlations were
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Figure 3.9: Dipole Map of Penrose P2 Quasicrystal in the As-Grown State as
Measured with SEMPA. The Ising approximation has been applied to the segment
magnetizations of Figure 3.8a to produce this dipole map. Each Ising spin has an
arrow and color to indicate in-plane direction. The red and yellow dots on the vertices
indicate high-energy vertices that do not agree with the lowest-energy vertex states
from micromagnetic simulations.
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Figure 3.10: Dipole Map of Penrose P2 Quasicrystal in the As-Grown State with
Segment Sublattice Groupings Identified. Coarse-grained dipole map similar to that
of Figure 3.9; however, the color scale here indicates to which sublattice each segment belongs (see sublattice colors defined in Figure 3.6). Light and dark shades
differentiate the two time-reversed states for each sublattice. The red and yellow
dots on the vertices indicate high-energy vertices that are excited on the boundaries
of superdomains of different time-reverse order within a sublattice.
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building up before the Ising spins froze into their as-grown configuration [33]. It
is expected that a better-controlled thermalization technique could provide a more
substantial correlation length within the sublattices, and a wholly ordered Penrose
P2 artificial quasicrystal could be obtained.
3.6 Summary
Micromagnetic and Monte Carlo simulations were used to obtain the low-energy
magnetization texture for a Penrose P2 tiling composed of ferromagnetic segments
that behave as Ising spins. When only short-range interactions are included via a
vertex model, there are many degenerate low-energy configurations. Four separate
sublattices were identified: the vertex model interactions ultimately ordered two sublattices, and two were disordered. Additional long-range point-dipole interactions
were included in the Monte Carlo simulations to order the previously disordered sublattices. The final ordered ground state of the Penrose P2 tiling is composed of three
“swirling” sublattices, two of which are coupled (green and red in Figure 3.6) and one
of which is decoupled (blue in Figure 3.6), and one central, ferromagnetically ordered
sublattice (magenta in Figure 3.6) that can order along either direction of any one of
the five mirror planes in the tiling.
Physical samples were fabricated and imaged using PEEM and SEMPA. The
PEEM images indicate that certain magnetic textures were repeated among tiling
replicas. The SEMPA images provided suﬀicient resolution to determine each segment’s Ising polarization and vertex domain wall configurations. The SEMPA measurements provided dipole maps that could be directly compared to the Monte Carlo
ground state configurations; these comparisons show there are superdomains of magnetic order, and the segments exhibit long-range correlated behavior.
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Chapter 4 The Ammann-Beenker Artificial Quasicrystal

4.1 Introduction
The magnetically ordered texture that the Penrose P2 tiling exhibits cannot be
strictly classified as either antiferromagnetic or ferromagnetic. The texture has properties of both types of order; specifically, the outer sublattice has a magnetization
that closes upon itself around the pattern that suggests antiferromagnetic order which
minimizes stray field by adopting many loops of magnetic flux closure. Conversely,
the central sublattice has a net magnetic moment that indicates a ferromagnetic
tendency. The origin of such complex magnetic ordering was assumed to be a consequence of the aperiodicity of the Penrose P2 tiling.
A second quasiperiodic tiling was studied to provide further evidence of the effects
aperiodicity has on magnetic ordering: The Ammann-Beenker tiling is an aperiodic
tiling that was discovered shortly after the Penrose tiling. The Ammann-Beenker
tiling has an eightfold rotational symmetry that is characteristically forbidden for
periodic lattices. Furthermore, unlike the Penrose P2 tiling, the Ammann-Beenker
tiling is composed of segments that all have the same length. Two prototiles define
the tiling, a rhombus, and a square.
4.2 Sample Properties
Two samples were initially fabricated having the Ammann-Beenker geometry:
the first sample was fabricated from a 25-nm-thick permalloy film, and the second
sample from a 6-nm-thick permalloy film. Each sample was capped with a 2-nm
Aluminum layer to inhibit the oxidation of the underlying permalloy film [68]. The
samples were deposited on a silicon wafer with a 200-nm-thick silicon-nitride (SiN4 )
surface layer; this layer provides an effective barrier to permalloy diffusion into the
substrate during the annealing process [35]. Each film was produced using electron
beam lithography, combined the lift-off procedure. Details of sample fabrication can
be found in Section 2.1.1.
An SEM image of the 6-nm-thick quasicrystal is shown in Figure 4.1. The figure
displays a single tiling from the 10 × 10 square array having 100 µm separation
between neighbors. The tiling is composed of segments that have a width of 110 nm
and a length of 500 nm.
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Figure 4.1: SEM Image of the Ammann-Beenker Artificial Quasicrystal. The
lighter-colored material is a 3-nm-thick aluminum capping layer that protects a 6nm-thick permalloy film. Each segment has width = 110 nm and length = 500 nm.
The total apical width of the quasicrystal is ≈ 6 µm. This image is focused on a
single tiling from a square, 10 × 10 array with nearest neighbor separation = 100 µm.
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4.3 Magnetically Ordered Ground State - Simulation
The magnetically ordered ground state for the Ammann-Beenker artificial quasicrystal was obtained using a similar protocol to that of the Penrose P2 quasicrystal
(see Section 3.3). Micromagnetic simulations were performed on all spin configurations that each of the eight constituent vertices could attain. The micromagnetic
simulations’ energy values were imported into a simulated annealing Monte Carlo algorithm, and a spin configuration that minimized the total energy of the quasicrystal
was found.
4.3.1 Micromagnetic Simulations - Vertex Energies
The first-generation Ammann-Beenker tiling has eight separate vertex configurations and 280 total segments. Each segment is connected at both ends to a vertex,
similar to the Penrose P2 tiling of the previous chapter. The vertices are connected
and allow for a sizeable exchange contribution to the energy due to bending of the the
magnetization within each vertex core. In typical, disconnected artificial spin ices,
an Ising approximation assumes the magnetization is uniform, and there are no exchange energy contributions from bending magnetization. Complications introduced
by the connected structure demand adoption of a more comprehensive approach to
determine the magnetic energies of each vertex, and a dumbbell charge model cannot
be used. [67].
OOMMF micromagnetic simulations were performed to find the vertex energy
values for all the allowable vertex spin configurations. The eight vertices of the
Ammann-Beenker tiling are shown in Figure 4.2, along with depictions of the lowestenergy spin configurations, and the micromagnetic energy values of the two lowest
states, and the configurational degeneracies. Every vertex has 2N available spin states
where N is the number of segments composing the vertex. Geometric and timereversal symmetries for the isolated vertices dictate that specific spin configurations
must be energetically degenerate. The eightfold rotational symmetry of a Type-V
vertex results in an eightfold degeneracy, and time-reversal symmetry produces a
twofold degeneracy for Types-I, VII, and VIII vertices.
A more complicated degeneracy is exhibited by the Types-II, III, IV, and VI
vertices; where both filled and unfilled arrows indicate spin directions in Figure 4.2.
The lower-energy spin configuration for this set of vertices is fourfold degenerate due
to a decoupling of the spin interactions into two groups represented by the filled
and unfilled arrows. The spins indicated by the filled arrows can order in one of the
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I

II

III

IV

E0 = 1.95 x 10-18 J
Degeneracy = 2

E0 = 2.83 x 10-18 J
Degeneracy = 4

E0 = 3.35 x 10-18 J
Degeneracy = 4

E0 = 4.10 x 10-18 J
Degeneracy = 4

E1 = 2.22 x 10-18 J
Degeneracy = 4

E1 = 3.05 x 10-18 J
Degeneracy = 4

E1 = 3.49 x 10-18 J
Degeneragy = 4

E1 = 4.23 x 10-18 J
Degeneracy = 2

E1-E0 = 2.7 x 10-19 J

E1-E0 = 2.3 x 10-19 J

E1-E0 = 1.4 x 10-19 J

E1-E0 = 1.3 x 10-19 J

V

VI

VII

VIII

E0 = 5.28 x 10-18 J
Degeneracy = 8

E0 = 3.15 x 10-18 J
Degeneracy = 4

E0 = 1.22 x 10-18 J
Degeneracy = 2

E0 = 1.86 x 10-18 J
Degeneracy = 2

E1 = 5.54 x 10-18 J
Degeneracy = 16

E1 = 3.85 x 10-18 J
Degeneracy = 4

E1 = 2.44 x 10-18 J
Degeneracy = 2

E1 = 1.94 x 10-18 J
Degeneracy = 2

E1-E0 = 2.6 x 10-19 J

E1-E0 = 7.0 x 10-19 J

E1-E0 = 1.2 x 10-18 J

E1-E0 = 8.0 x 10-20 J

Figure 4.2: Eight Vertices of The Ammann-Beenker Artificial Quasicrystal. Each
vertex configuration is listed with the lowest- and next-lowest energy levels, and the
corresponding degeneracy of each energy level. For vertices having degeneracy = 2
or 4, the groups of arrows of the same type (filled or unfilled) can undergo a timereverse operation without affecting the energy. The single vertex with degeneracy =
8 has a net magnetization that can freely rotate to any of the eightfold rotationally
symmetric orientations.
two time-reversed states; independently, the spins indicated by the unfilled arrows can
also order into one of the two time-reversed states. There is no energy cost associated
with the relative order between the spins of the filled- and unfilled-arrows.
4.3.2 Simulated Annealing Monte Carlo
The energies resulting from the micromagnetic simulations were imported into a
simulated annealing Monte Carlo program to find a spin configuration that produces
the lowest global energy. The total magnetostatic energy of the finite-sized sample
was defined as the sum of all independent vertex energies, where a factor of 1/2 was
included on the dipolar energy to prevent double-counting (see Section 2.2.2).
There were 512 simulations initiated, and all simulations converged to spin states
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having the same global energy of 3.818×10−16 Joules. In contrast with the Penrose P2
results, not all vertices relaxed into their low energy configurations; that is, the ground
state spin configuration contained vertices whose environment would not permit them
to reach their absolute minimum vertex energy. These vertices were Type II and III,
and confined within the quasicrystal bulk.
Similarly, as was done for the Penrose P2 tiling, the resulting ground state spin
configurations were compared to identify correlated behavior. Two unique groups of
spins behaved as single entities; if any member of a group was reversed, then the entire
group of spins was also reversed. A third group of correlated spins was identified that
was ferromagnetically ordered with a net magnetization that could orient in any of
the eightfold rotationally symmetric directions.
The previously defined groups (sublattices) of spins are colored green, red, and
blue in Figure 4.3. The green and red sublattices are twofold degenerate due to
time-reversal symmetry, and the blue sublattice is eightfold degenerate due to the
ferromagnetic correlations that align the net magnetization along with one of the
eightfold lattice symmetry directions.
The vertices in elevated energy states are identified in Figure 4.3 by white dots
and a number indicating the energy level above the ground state configuration. The
elevated vertices are located on the interface between the blue and green sublattices.
There are eight cyan-colored segments also on this interface; they adopt high-energy
charges to reduce the total magnetostatic energy developed between the central blue
and outer green sublattice, as follows: In Figure 4.3, the elevated vertices are located
on the right-most cyan segments, if the configuration of the Ising spins within the
green sublattice were reversed into their time-reversed configuration, then the elevated
vertices would be located on the left-most cyan segments. Furthermore, the cyan
segments are always located symmetrically about the net magnetization direction of
the blue sublattice.
The vertex spin interactions severely limit the degeneracy of the Ammann-Beenker
spin system. In the paramagnetic state, the tiling has a degeneracy of 2280 ≈ 1.94 ×
1084 . In the ordered ground state configurations, the degeneracy is 2 × 2 × 8 = 32,
where the factors of 2 are due to the time-reverse symmetry of the red and green
sublattice, and the factor of 8 is due to freedom of the ferromagnetically-ordered blue
sublattice to order in any of the eight-fold lattice directions.
There is a surprising number of similarities between the predicted ground state
configurations of the Ammann-Beenker tiling and the Penrose P2 tilings. Both tilings
have ground states that can be described by separately ordered sublattices. Further-
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Figure 4.3: Monte Carlo Ground State Configuration of Ammann-Beenker Tiling.
The polarization of each Ising spin is indicated by arrows. The color of each arrow
denotes the sublattice to which the segment belongs. The total vertex energy of the
ground state configuration is provided in the lower-right.
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more, both lattices have a central region that is ferromagnetically ordered and a
degeneracy that results from the rotational symmetry of the central vertex.
Conversely, there are two main differences between the two tilings: First, the
Ammann-Beenker ground-state degeneracy is much lower than that of the Penrose
P2 tiling when similar interactions are considered. The nearest-neighbor vertex interactions produce a global degeneracy of 32 in the Ammann-Beenker tiling, whereas
the Penrose P2 tiling has a degeneracy of ≈ 1.31 × 1011 , considering the same interactions. It is important to keep in mind that longer-range dipole interactions are
required to reduce the Penrose P2 degeneracy down to 40. Secondly, the Penrose P2
tiling could attain a minimal energy configuration where all vertices were ordered into
their lowest energy state. However, the ground state configuration of the AmmannBeenker tiling has residual, elevated vertices that cannot be further relaxed, and are
“topologically protected” [69].
4.4 Magnetic Imaging - Scanning Electron Microscopy with Polarization
Analysis
The magnetic imaging performed on the Penrose P2 tilings revealed an incompletely ordered state; competing superdomains of reversed ground-state order were
observed in the as-grown samples (see Figure 3.10). The Penrose tiling was equilibrated via the as-grown (see Section 1.2.2.2) method and was imaged before the
frozen-in state was disturbed via applied magnetic fields. The as-grown method
depends on the scaling of the Ising segment polarization reversal barrier with thickness [33]. The segments are thermally active during film deposition if they are thin
enough for the thermal bath energy to covercome reversal barriers. Magnetic imaging performed on as-grown square artificial spin ices were the first to detect large
superdomains of antiferromagnetically ordered Ising spins [32]. Later studies indicated that artificial spin ices could be thermally annealed by heating the sample in
a vacuum. A silicon substrate with a silicon nitride top layer was used in order to
reduce the interdiffusion of the permalloy film and the substrate [35]. The thermal
annealing procedure provides better control over the magnetic equilibration than the
as-grown method since soak times and temperature ramps can be finely tuned to
produce larger ordered superdomains, compared to the as-grown method [35, 70].
Figure 4.4 is a SEMPA image taken while the sample was in the as-grown configuration that was presumably frozen in during sample fabrication. The color wheel
in the lower-left of the figure specifies the in-plane magnetization direction. The
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Figure 4.4: SEMPA Image of Ammann-Beenker As-Grown State. The local magnetization direction is indicated by the color of each pixel as per the color scale in
the bottom-left. In the as-grown state the sample had a net magnetization along the
+x direction, as indicated by the abundance of red segments.
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majority of the segments are polarized along the +x direction, which is indicated
by the predominance of red-colored segments and the absence of cyan in the figure;
suggesting that the sample may have been exposed to a stray magnetic field during transport to the SEMPA facility, or that there was a residual field within the
deposition chamber that could have biased otherwise thermally-fluctuating spins.
The second SEMPA image, shown in Figure 4.5, was taken after the sample was
annealed. The annealing protocol began with the sample being heated to 600 ◦ C.
At this temperature, SEMPA was no longer able to resolve the magnetization of
each segment, due to fluctuations of the Ising polarizations. The sample was left
overnight in a vacuum chamber to slowly cool to room temperature and obtain a static
magnetization state. The annealed image displays a more equilibrated configuration
indicated by an equal distribution of segment polarizations among all the available
Ising directions.
In summary, SEMPA provides a direct image of the magnetic configurations of
the Ammann-Beenker artificial quasicrystals, and the resulting images indicate that
the as-grown samples were far from the ground state configuration and appeared
to be polarized. An annealing procedure was applied, and the annealed magnetic
configuration exhibited a near-equal distribution of the segment magnetizations. All
SEMPA images for the Ammann-Beenker tiling are provided in Appendix B.
4.5 Annealed State vs. Ground State
The Ising polarization for each segment can be extracted from the SEMPA images of the Ammann-Beenker quasicrystal and compared to the predicted ground
state configuration. Figure 4.6 shows the Ising configuration from the annealed state.
The color of each segment is chosen to agree with the sublattice colorization used in
Figure 4.3. Each segment of a particular sublattice is colored either a light or dark
shade of the sublattice color; the shade of the segment expresses which of the two
time-reverse-symmetry states are taken by the segment. The coloring scheme illustrates the tendency for segments to be ordered into longer-range collections: quasi-1D
chains frequent the red sublattice and flux closure loops are prominent in the green
sublattice.
The blue sublattice is near-fully ordered; there are 33 segments in one ordered state
and 7 segments in the time-reversed state. The green sublattice is predominately
ordered in one large superdomain with smaller dark green superdomains scattered
throughout the sample. There are 147 segments ordered in the light green and 45
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Figure 4.5: SEMPA Image of Ammann-Beenker Annealed State. The local magnetization direction is indicated by the color of each pixel as per the color scale in
the bottom-left. In the annealed state the artificial quasicrystal has a more equally
distributed segment magnetization leading to a low value for the net magnetization.
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Figure 4.6: Ising Representation of Ammann-Beenker Annealed State. The magnetization direction of each segment is provided by the arrow directions. Three separate
sublattices are identified by the arrow colors: blue, green, and red. The light and dark
shades of each color highlight the two time-reverse symmetry states accessible. White
dots are placed on vertices in a high-energy configuration and the numbers within the
dots represent the energy level of the vertex above the ground-state configuration.
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segments in the dark green colored state. Finally, the red sublattice is almost equally
split between the two ordered states and exhibits two large superdomains. The lightcolored superdomain holds 21 segments, and the dark-colored superdomain contains
19 segments.
Vertices in high-energy configurations are highlighted in Figure 4.6 with white
dots and labeled with numerical values equal to the energy level occupied above the
ground state. The higher-energy vertices are located on interfaces between domains
of opposite time-reverse symmetry. Furthermore, there is a large concentration of
high-energy Type-VIII vertices on the boundary of the tiling; this is likely due to the
small energy difference between the two energy levels of this vertex (see Figure 4.2)
and energetic differences due to the local dipolar field/longer-range interactions that
were not included in the micromagnetic and Monte Carlo simulations.
4.6 Cluster Construction
Although the Ammann-Beenker artificial quasicrystal studied within this chapter
was generated using a deflation method, an alternative approach can define the tiling.
In this approach, a unit-cell-like cluster is rotated and placed such that specific regions
of the cluster overlap previously placed clusters [71–73]. This construction method is
a two-dimensional analog to the three-dimensional method described in Section 1.1.2.
The spatial cluster comprises two square prototiles and four rhombus prototiles,
as shown in the left-hand column of Figure 4.7. Each prototile border is decorated
with an arrow that defines the cluster’s matching rule: when two clusters overlap, the
arrows must agree. Forty-eight clusters are required to generate the first-generation
Ammann-Beenker tiling discussed in this Section (see bold arrows in Figure 4.7 that
define the border of the first-generation Ammann-Beenker artificial quasicrystal).
4.6.1 Cluster Spin Decoration - Degeneracies Rediscovered
The spatial topology of the Ammann-Beenker tiling is defined by the location and
rotation of each of the spatial clusters. After the clusters are arranged to develop
the spatial configuration, a separate set of clusters are constructed to define the
spin polarization of each segment within the spatial cluster. The spin clusters are
decorated in a manner to minimize the micromagnetic energy of the constituent
vertices. Clearly, the spin clusters must be placed in the same position and orientation
as the spatial clusters.
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x8

x16

x32

x48

Figure 4.7: Cluster Overlap Technique to Construct First-Generation AmmannBeenker Tiling. The base cluster, depicted on the left-hand side, is repeatedly placed
to generate the Ammann-Beenker tiling. To ensure the formation of the AmmannBeenker tiling, clusters are placed with maximal density [71, 72]. A matching rule
is imposed such that each line segment and the arrow must agree where clusters
overlap. Four concentric layers (48 total clusters) are required to produce the firstgeneration Ammann-Beenker tiling whose border is outlined in red bold arrows in
the bottom-most tiling.
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Vertices located on the border of the spatial clusters are not fully defined, and
represent only pieces of the eight vertices that appear in the first-generation AmmannBeenker tiling, see Figure 4.2. When the spatial clusters are placed to overlap with
previously assigned clusters, the outer vertices adopt the previously assigned tile’s
coordination or add to the coordination of an incompletely-defined vertex. Only the
central vertices within a cluster retain the same coordination as clusters are joined
together. For this reason, the spin polarization is only defined for the internal vertices.
The internal vertices comprise two Type-I vertices and one Type-II vertex.
There are eight segments in a cluster; therefore, there are 28 = 256 spin configurations available. To minimize the spin interaction energy of a cluster, each vertex
within the cluster must have minimum energy according to the micromagnetic energies of Figure 4.2. Figure 4.8 displays the four low-energy cluster configurations
that are energetically degenerate; here, the arrows no longer determine a matching
rule; instead, the arrows indicate the spin-polarization direction for a particular segment. The cluster previously used to define the tiling geometry is now replaced by
four spin-clusters that determine the system’s low-energy Ising spin configurations. In
Figure 4.8, the spin configuration of the Type-II vertex differentiates the four clusters.
The darker shaded clusters have a horizontal net magnetization of the Type-II vertex
(see vertex orientational guide in Figure 4.2), and the lighter shaded vertices have
a vertical net magnetization of the same vertex. The red and green colors indicate
time-reversed states.
Figure 4.9a shows (three green, three red, one dark-green, and one dark-red)
clusters that are joined together to create a spin texture for the central region of the
Ammann-Beenker tiling. The first eight clusters are placed without creating any highenergy vertices. The spin clusters can be assigned such that the net magnetization can
be directed in any of the eightfold rotationally symmetric directions. This freedom
adds an eightfold degeneracy to the ground state spin configuration.
The second layer of spin clusters must be assigned to minimize any newly created
vertices’ energy. Each of the second layer clusters overlaps the first layer by a single
rhombus, and neighboring second-layer clusters share a segment and two vertices,
both of Type-III. An alternating sequence of red and green clusters fill the second
layer to fulfill the minimum energy requirements; the result is exhibited in Figure 4.9b.
After the alternating green and red spin-ordered clusters are assigned, there are
two Type-III vertices that are in a low-energy spin configuration, four that are in
the first-elevated spin configuration, and two that are in a very-high energy configuration; these vertices are highlighted in Figure 4.9b by blue, yellow, and red dots,
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(a)

(b)

(c)

(d)

Figure 4.8: Spin-Ordered-Clusters for Construction of Ground State Spin Configuration. When the spin degree of freedom is added to a cluster there are four
spin configurations that minimize the vertex energy of the three, bulk vertices. The
Monte Carlo ground state is predominantly composed of the light-green and light-red
spin-ordered clusters that are time-reverse symmetric. The dark-green and dark-red
spin-ordered clusters are also time-reverse symmetric and are less frequently found in
the Monte Carlo ground state.
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respectively. Interchanging the red and green spin clusters switches the low-energy
and very-high-energy vertices, but does not change the net energy; this produces a
twofold degeneracy in the ground state spin configuration.
The third layer of clusters (see Figure 4.9c) overlaps the second layer by a single
rhombus, but each cluster overlaps a neighboring cluster by two rhombuses and a
square. The intralayer overlap determines which spin clusters must neighbor each
other in the third layer. Each light-shaded cluster must neighbor a dark-shaded
cluster for the intralayer spin configurations to agree. The freedom to overlap two
of the same color, as is shown in Figure 4.9c, or two of opposite color generates a
two-fold degeneracy in the spin configurations of this layer.
The interlayer overlap between the second- and third-layers of the clusters fixes
two additional spin directions on the Type-III vertex, which previously only had two
spin polarizations assigned from the second-layer. Also, a Type-IV vertex has two
additional spin polarizations fixed at the borders between the strongly-overlapping
clusters in the third layer. The two previously-mentioned spin assignments restrict
the manner in which neighboring clusters can overlap; the clusters in the third layer
at the twelve-o’clock position in Figure 4.9c can either be in the shown configuration
of dark-red and red (from left-to-right), or green and dark-green (from left-to-right).
Moreover, the spin clusters must be assigned such that a green and dark-green clusterpair must be neighbored on either side by a dark-red and red cluster-pair, or viceversa.
The fourth and final layer of spin clusters, shown in Figure 4.9d, is mostly predetermined by the spin assignments of the third layer. The fourth layer clusters overlap
the third layer clusters by two rhombuses and a square. Third-layer Type-VI vertices
gain two additional spin assignments due to the tiling of fourth layer spin clusters.
The restrictions from the previously defined spin values and the interlayer overlap
ultimately determine the spin cluster assignments of the fourth layer and there is
no freedom in placing the fourth layer clusters; the fourth layer does not add to the
ground state degeneracy.
The final step in constructing the ground state configuration predicted by the
Monte Carlo simulations requires revisiting the high-energy vertices at the interface
between the first and second layers. Particular segments must have their spins reversed to minimize the energy of the high-energy Type-III vertices. The spin reversals
reduce the energy of the Type-III vertices while increasing the energy of a neighboring vertex by a smaller amount. Following the guidance of the reference Monte Carlo
ground state configurations of Figure 4.3, the spin polarizations of the cyan-colored
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(a)

(b)

(c)

(d)

Figure 4.9: Spin-Ordered-Cluster Construction of the Ground State. The ground
state spin configuration can be constructed by assigning spin directions using the
spin-ordered-clusters of Figure 4.8. (a) Spin-ordered-clusters are added in concentric
layers starting from the central, Type-V vertex. (b) The second layer is assigned to
minimize the energy of newly-established vertices. The interface between the first and
second layers remains frustrated; low-energy, singly-elevated energy, and high-energy
vertices are highlighted on the interface by blue, yellow, and red dots, respectively. (c)
and (d) Additional layers can be assigned spin-ordered-clusters without producing
singly-elevated, or high-energy vertices.
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segments must be reversed to obtain the lowest-energy configuration.
The cluster tiling method, and its extension to spin-ordered-clusters, has reproduced the Ammann-Beenker ground state configuration simulated with Monte Carlo.
This method shows the spin order can be tiled using overlapping spin-ordered-clusters.
However, as the lattice size increases, there is a higher probability that high-energy
vertices may be created due to neighboring spin-ordered-clusters assigning spins in a
non-energetically-minimized manner; similar to the high-energy vertices at the interface between the first- and second-layers.
Cluster methods have previously been applied to a Penrose P3 artificial quasicrystal [70] that was disconnected and had only dipolar interactions between spins. In the
previous work, all overlaps between clusters were analyzed, and high-energy vertices
were amended by switching segment polarizations within the overlapping vertices.
This was successful to remove most high-energy vertices due to the tendency of the
dipolar interaction to prefer small, flux closure loops that minimize net magnetization. However, in the application to the Ammann-Beenker tiling, the segments
are connected and there is a sizable exchange interaction between segments. The
added exchange interaction prefers magnetic states having Ising polarizations that
flow through any particular vertex, and this tends to correlates spins at a longer
distance compared to the dipolar interaction. This behavior was apparent at the
interface between the first and second layer where high-energy vertices were created.
The overlap area between the first and second layer was the same for each cluster,
however some high-energy vertices were created and some vertices were low-energy;
a low-energy resolution could not be obtained that depends solely on cluster intersection areas as was done for the Penrose P3. Furthermore, the Penrose P3 approach
required two separate clusters of different geometry, each with two time-reversed spin
configurations, whereas our approach to the Ammann-Beenker tiling required a single geometric cluster with four separate spin configurations. Finally, the Penrose P3
method resulted in a sizeable residual degeneracy that was unresolved by applying
the cluster tiling method. In contrast, the overlapping cluster approach applied to
the Ammann-Beenker tiling produces a well-ordered state that has a low residual
degeneracy.
4.7 Phase Transition - Potential Order Parameters
The experimental SEMPA measurements and Monte Carlo simulations were performed such that the Ammann-Beenker artificial quasicrystal was initially in a para-
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magnetic state. In the Monte Carlo simulations, the paramagnetic state contains
rapidly fluctuating Ising spins. The spins were initially exposed to a thermal bath
energy much larger than the barriers to reversal. In the paramagnetic state, the spins
fluctuate in an uncorrelated manner. The experimental protocol is slightly different:
the artificial quasicrystal is heated above the ordering temperature of the permalloy
film [74]. In this state, the magnetization within each segment is not ordered, and
the concept of an Ising spin is no longer applicable. However, as the sample temperature crosses below the Curie point, permalloy’s ferromagnetic order is re-established,
but at a much weaker strength compared to the room temperature value. At these
elevated temperatures, the Ising spin does not have the same magnetization strength
and the interaction energy between Ising spins is comparable to the thermal bath
energy. This state is similar in detail to the initial Monte Carlo state.
The Monte Carlo simulation provides insight into how the Ammann-Beenker artificial quasicrystal orders into the ground state configuration. As the simulations
converge to the ground state configuration, there is a significant reduction in symmetries compared to the paramagnetic state. The central sublattice orders into a
ferromagnetic state that breaks the lattice’s eightfold rotational symmetry, and the
outer sublattices each exhibit fourfold rotational symmetry instead of the eightfold
rotational symmetry of the paramagnetic state. The reduction in symmetry is usually
attributed to a phase transition in Landau theory [75], but the definition of a relevant
order parameter (e.g., spin-spin correlation function) for the Ammann-Beenker tiling
is not apparent.
Nevertheless, the population of specific spin configurations can be tracked in the
Monte Carlo simulations as the tiling is cooled to zero-temperature. There are three
second-order phase transitions between the high-temperature paramagnetic state and
the low-temperature ground state in honeycomb artificial spin ice systems [76, 77].
The phase transitions progress with each transition increasing the spin-spin correlation length: The first phase transition represents the correlation of nearest neighbor
spins such that there are no vertices with three spins all pointing in or out (spin ice
rule obeying state) and all vertices have a plus-or-minus charge. The second phase
transition is characterized by a long-range order of the ± 1 charges into a NaCl-like
ionic state (this state also exhibits spins that are aligned in a clockwise or counterclockwise loop around a single hexagon). The final transition into the lowest-energy
state signifies the crystallization of flux closure loops into a long-range ordered spin
solid. By identifying similar spin correlations in the Ammann-Beenker tiling, one can
hope to characterize the evolution into the ordered ground state configuration.

67

Figure 4.10: Population of High-Charge Vertices During Monte Carlo Simulated
Annealing. In the high-temperature paramagnetic state, vertex energies are uniformly
distributed among all the available energy states, of which ≈ 45.1% have an elevated
vertex charge. As the temperature is reduced, the vertices are biased into lowerenergy configurations and the total charge of each vertex is reduced toward 0 (if the
vertex contains an even number of segments) or 1 (if an odd number of segments).
The mid-transition value is marked by the vertical line at kB T = 4.586×10−19 Joules.
The ground state configuration has residual vertices in a high-charge state; therefore
the population does not approach 0. The temperature axis has been normalized to
the smallest energy difference between the lowest and first-elevated vertex states (see
Type-VIII vertex of Figure 4.2).
4.7.1 Vertex Charge Distribution
The first parameter to characterize the transition from the paramagnetic phase to
the ordered phase is the density of elevated vertex charges. A vertex charge is defined
as the number of spins pointing out of a vertex minus the number pointing into a
vertex, with the convention that a positive charge has a more significant number of
outward-directed spins [67].
The density of vertices having a charge greater than one (if an odd vertex) or
greater than zero (if an even vertex) is calculated as the temperature is reduced
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during the Monte Carlo simulation, and the result is shown in Figure 4.10. The
high-temperature states have approximately 45% of the vertices in a high charge
configuration. This percentage relates precisely to the number of vertex states having
a high-charge out of all vertex states; 45% of vertices would be in a high-energy
state if all vertex states were uniformly occupied. This result indicates that the spin
configurations obtained in the high-temperature Monte Carlo simulations are equally
probable to be in low- or high-energy vertex configurations, and the energy barriers
between states are small compared to the thermal bath energy.
As the temperature is reduced, the number of high-charge vertices is reduced toward zero. The vertex energy barriers begin to bias the equilibration kinetics at lower
temperatures, and vertices begin to populate low-charge, low-energy configurations.
The transition between a large population of high-charge vertices and a low population occurs at approximately kB T = 4.586 × 10−19 Joules1 . Note that the density
of charges cannot fall to exactly zero due to residual high-charge vertices that remain in the ground state configuration (see cyan-colored segments with white-dots in
Figure 4.3).
4.7.2 Spin Cluster Distribution
The ground state configuration can alternatively be formed via the cluster method
described in Section 4.6.1. The spin cluster is a longer-range ordered collection of spins
similar to the clockwise or counterclockwise spin-ordered hexagons that crystallize as
the honeycomb artificial spin ice approaches the ground state [76, 77]. The first
generation Ammann-Beenker tiling requires 48 clusters to determine the geometry;
the ground state spin configuration is constructed with 46 clusters belonging to one
of the four spin orders shown in Figure 4.8, the remaining 2 clusters necessarily
harbor high-energy vertices that do not agree with the low-energy spin clusters (see
cyan-segments with white-dots in Figure 4.3).
The spin cluster density is shown in Figure 4.11. At higher simulation temperatures, there are no ordered spin clusters. As the temperature is reduced, the fraction
of ordered spin clusters increases to the maximum value of 46/48 ≈ .958. The transition occurs at approximately kB T = 1.715 × 10−19 Joules1 , which is ≈ 1/3 the
temperature of the vertex-charge transition.
1

Energy values reported herein are direct outputs from OOMMF and should only be compared
between magnetic states shown in Figure 4.2. The energy values have not been scaled to reflect
temperature values where the Ising approximation no longer holds within segments.
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Figure 4.11: Population of Spin-Ordered-Clusters During Monte Carlo Simulated
Annealing. At high-temperatures there are no spin-ordered-clusters. As the temperature is reduced, the spins begin to order and as long-range correlations are established.
As the correlations grow, spin-ordered-clusters can be identified with spin configurations matching those found in Figure 4.8. The mid-transition value is marked by
the dotted-line at kB T = 1.715 × 10−19 Joules. The high-charge vertex transition
temperature is marked by the dashed-line at kB T = 4.586 × 10−19 Joules, approximately 3× larger. The population does not reach exactly 1.0 due to the high-energy
vertices found in the Monte Carlo ground state (see cyan segments in Figure 4.3).
The temperature axis has been normalized to the smallest energy difference between
the low and first-elevated vertex states (see Type-VIII vertex in Figure 4.2).
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4.8 Correlation Analysis - Magnetic Order
Typically, the long-range magnetic order can be characterized by a spin-spin correlation function. However, this approach has not previously been applied to artificial
quasicrystals due to the complications in defining the appropriate nearest-neighbor
distances separating the Ising segments. A correlation method has been developed
to characterize the Monte Carlo ground state and the post-annealed state of the
Ammann-Beenker tiling by using a network approach to measure distances.
4.8.1 Spin-Spin Correlation
Commonly, spin-spin correlations are calculated for periodic structures that have
a uniform separation between neighboring moments. The spin-spin correlations are
then reported in terms of some correlation length that scales as some multiple of a
characteristic, periodic length. However, due to the aperiodic nature of the AmmannBeenker tiling, the near-neighbor coordination of segments varies from site to site,
and identification of some characteristic length scale is complicated. A method that
simplifies the identification of nearest neighbor segments is employed that counts the
number of vertices traversed in the shortest path between Ising spin pairs. If, for
instance, the shortest path between two segments traverses two vertices, they are
identified as second-nearest neighbors.
An additional complication in defining a spin-spin correlation function arises from
the constrained polarization of the Ising spins. The magnetization for each segment
can only lie along a segment’s long axis; this means the spin polarizations have a
single degree of freedom and are one-dimensional. However, a vertex’s magnetic
interactions are two-dimensional, and the relative in-plane orientation between segments is important in determining vertex degeneracy and energy values. Therefore,
the following spin-spin correlation function is adopted:
⃗ ⃗0) · S(
⃗ ⃗0 + N
⃗) >
C(N ) =< S(

(4.1)

In the above equation, N is the number of vertices traversed along the shortest path
between segments, S(0) is the reference Ising polarization, and S(0 + N ) is the Ising
polarization of the segment N vertices away (the N th nearest neighbor). The < ... >
bracket indicates that this value is averaged over all Ising spin pairs belonging to a
particular spin configuration, and no spin pair is double-counted.
Figure 4.12 displays the spin-spin correlation function calculated for the ground
state configuration (Figure 4.3) and the lowest-energy SEMPA configuration (Fig71

Figure 4.12: Spin-Spin Correlations for Ammann-Beenker Artificial Quasicyrstal.
The spin-spin correlation (see Equation 4.1) was evaluated for the Monte Carlo ground
state and the lowest-energy state from the SEMPA experiments. The correlation function oscillates between positive and negative values and has a period of approximately
three lattice spacings.
ure 4.6). The correlation calculation oscillates between positive and negative values
and has a period of roughly six nearest-neighbor lengths; furthermore, the amplitude
decays to an almost-constant value at higher nearest neighbor lengths. These features suggest the underlying magnetization texture for both the ground state and the
SEMPA measured state is long-range, antiferromagnetically ordered [78].
Furthermore, the spin-spin correlation can be analyzed on individual sublattices
to determine the type of magnetic order each sublattice exhibits. The correlation
analysis is performed on both the Monte Carlo ground state (Fig. 4.13a) and the
SEMPA lowest-energy state (Fig. 4.13a) in Figure 4.13. The two magnetization textures have very similar spin-spin correlations; specifically, note the blue sublattice
correlations on both textures indicate a ferromagnetically ordered state. Both green
sublattice correlations show evidence of antiferromagnetic order signaled by a correlation value that oscillates between positive and negative values. However, the red
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(a)

(b)

Figure 4.13: Sublattice Spin-Spin Correlations for Ammann-Beenker Artificial Quasicrystal. The spin-spin correlation function (see Equation 4.1) was evaluated for the
Monte Carlo ground state (a) and the lowest-energy state from the SEMPA experiments (b). Correlations were calculated between segments of the same sublattice:
blue sublattice (top), green sublattice (center), and red sublattice (bottom). The correlation analysis of the blue sublattice (top) shows ferromagnetic behavior for both
states. The correlation function indicates antiferromagnetic correlations for the green
sublattice (middle). Finally, the spin-spin correlation on the red sublattice (bottom)
shows evidence for antiferromagnetic behavior in the Monte Carlo state (a), however the amplitude of the antiferromagnetic correlations is dramatically lower for the
SEMPA low-energy state (b).
sublattice shows antiferromagnetic order with a period of approximately nine segments in the Monte Carlo ground state; however, the antiferromagnetic oscillations
are suppressed in the as-grown data but the general shape remains.
4.9 Summary
The ground state configuration of the Ammann-Beenker tiling was found using a
combination of micromagnetic and Monte Carlo simulations. The ground state spin
configuration shared similar characteristics with the Penrose P2 tiling of Chapter 3,
including sublattice behavior and residual low-energy degeneracy. The AmmannBeenker tiling exhibited residual high-energy vertices that were not previously observed in the Penrose P2 ground state. Furthermore, only nearest-neighbor vertex
interactions were suﬀicient to obtain a ground state configuration with low residual
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degeneracy, in contrast with the Penrose P2 tiling, where long-range dipolar interactions were required.
Artificial Ammann-Beenker quasicrystals were fabricated, and their magnetic
states were observed using SEMPA. The as-grown samples showed a saturated-like
state where the magnetization was biased along one direction of the tiling. After
undergoing an annealing procedure, the magnetization texture exhibited a more uniform radial distribution. The annealed state was compared to the Monte Carlo ground
state, and large superdomains of ground-state order were identified.
A phase transition from the paramagnetic state to the ordered ground state was
characterized by tracking two separate, local spin order parameters. The populations
of spin-ordered-clusters and high-charge vertices were calculated using Monte Carlo
simulated annealing simulations. There was evidence of two, separate transition
temperatures: The transition from a paramagnetic state to a spin-ordered state was
found to occur at a temperature ≈ 3× larger than the transition into the long-range
spin-ordered-cluster state. Comparison to the proposed periodic honeycomb artificial
spin ice phase diagram suggests the Ammann-Beenker tiling should exhibit multiple
second-order phase transitions (i.e., among various sublattices) from a paramagnetic
state at highest temperatures, to a long-range-ordered ground state of complex symmetry at lowest temperatures.
Finally, a spin-spin correlation function was calculated for the Monte Carlo ground
state and the experimental annealed state SEMPA measurement. The spin-spin correlation indicates ferromagnetic order on the central, blue sublattice and antiferromagnetic behavior for the remaining green and red sublattices. The experimental
state showed the correlations to decay faster than in the Monte Carlo ground state;
furthermore, the antiferromagnetic order on the experimental red sublattice was not
as clearly defined, likely due to the limited number of segments in the red sublattice.

Copyright© Barry W. Farmer, 2020.
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Chapter 5 Future Work

The previous two chapters demonstrate that artificial quasicrystals exhibit complex, long-range-ordered, magnetic states evident in experimental measurements of
sample materials. The magnetic imaging performed on both the Penrose P2 (Chapter 3) and Ammann-Beenker (Chapter 4) tilings exhibited underlying long-range magnetic correlations that could not be identified as either ferro- or antiferro-magnetically
ordered. The simulated, low-energy states for both tilings were composed of separate
sublattices that contain distinct collections of highly-correlated spins. The degeneracy of the low-energy configuration was determined to be linked to the underlying
time-reverse and rotational symmetries of the separately correlated sublattices.
Furthermore, the simulations performed as part of the present study show that the
patterning geometry significantly affects the emergence of a low-energy ordered state.
For example, when short-range vertex interactions are calculated for the Penrose P2
tiling, there remains a sizeable residual degeneracy of 1.31 × 1011 in the ground
state; however, when the same interactions are calculated for the Ammann-Beenker
tiling, there is a residual degeneracy of only 32. This discrepancy suggests that the
Ammann-Beenker tiling is more apt to order than the Penrose P2 tiling, even though
both are aperiodic. A direct search for phase transitions using magnetic and thermal
measurements of artificial quasicrystals are needed to explore these possibilities.
5.1 Increased Tiling Size
The two tilings studied herein had a similar number of segments: the Penrose P2
tiling had 215, and the Ammann-Beenker tiling had 280. The tilings were terminated
at this size, such that they were small enough to simulate, while large enough to
include the majority of bulk vertex configurations. Furthermore, both tilings were
generated using a deflation method (see Section 2.1.1.1), and the next step of the
deflation algorithm increases the segment count by approximately fourfold.
However, another approach to generate the tilings was introduced in Section 4.6.
The Ammann-Beenker (and Penrose P3 tiling; see [70]) can be constructed via an
overlapping cluster approach that can yield a tiling with an arbitrary number of segments. An open question is how the magnetic order/correlations/frustration behave
as a function of system size.
An example of the effects of truncated correlations due to system size is found
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in the red sublattice of the ordered Ammann-Beenker tiling (see Figure 4.3). This
particular sublattice extends to the edge of the tiling and terminates at an edge
vertex. At larger tiling sizes, the edge vertex would become a coordination-eight
vertex; this would favor a magnetic configuration where the magnetization flows
through the vertex (see the low-energy configuration of the coordination-eight vertex
in Figure 4.2), if the segment from the red sublattice points into the vertex, then
the segment 180◦ opposite would point away. This behavior suggests that the red
sublattice would increase in size as the sample size is increased.
Another complication could arise as additional spin-ordered clusters are added
to the outer layers of the tiling. Similar to the high-energy vertices created at
the boundary between first- and second-layers of the spin-ordered clusters on the
Ammann-Beenker tiling (see Figure 4.9), later layers could create high-energy vertices that are not as quickly relaxed through single-spin flips; or maybe relaxed in
multiple, equivalent pathways which would increase the degeneracy of the ordered
state, or result in spin-glass behavior.
Therefore, further understanding of the magnetic order on aperiodic tilings can
be gathered by studying tilings of a larger dimension. How magnetic correlations
grow or cease to exist as the tiling approaches the infinite limit may be necessary
in identifying why there is a lack of an accepted observation of long-range magnetic
order in atomic-scale quasicrystals.
5.2 Connected vs. Disconnected Segments
Bhat et al.’s early work on the Penrose P2 tiling [23] initiated many additional
investigations of artificial quasicrystals by groups outside of the University of Kentucky [70, 79–83]. Most of the studies were performed on artificial quasicrystals
composed of connected segments; only a single study, which identified the ordered
spin texture of the Penrose P3 tiling, addressed disconnected vertices [70].
There are a few interesting comparisons between the ordered states of the disconnected Penrose P3 tiling and the connected tilings studied herein. First, the
disconnected Penrose P3 tiling exhibited residual high-energy vertices that could not
be fully minimized; these high-energy vertices are similar to those found in the ordered state of the connected Ammann-Beenker tiling (see Chapter 4). However, the
high-energy vertices of the Penrose P3 tiling are disordered at the nearest-neighbor
interaction level; this is in contrast with the connected Ammann-Beenker tiling whose
high-energy vertices preferentially reside on specific vertices at the nearest-neighbor
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interaction level. The high-energy vertices of the disconnected Penrose P3 would
likely crystallize at a higher energy resolution if one included long-range interactions.
Second, the disconnected Penrose P3 tiling exhibits a single “skeleton”-like sublattice into which many “flippable” vertices are embedded [70]. This behavior is very
similar to what is exhibited in the connected Penrose P2 tiling, which is remarkable
considering the difference in local vertex interactions. A disconnected tiling prefers a
head-to-head or tail-to-tail alignment of Ising segments that are 180◦ opposite each
other, whereas a connected tiling prefers a head-to-tail alignment for the same pair.
In general, the dipolar interaction favors a ground state with many small-scale fluxclosure loops that would typically appear around the border of a single prototile in
the Penrose P3 tiling. However, the connected Penrose P2 tiling harbors domain
walls in the vertices, and this favors the creation of 1D chains of head-to-tail Isingspin-order that minimizes the exchange contributions from hard domain walls. The
marked difference in the two types of ordering mechanics highlights the aperiodic
geometry’s influence on emergent sublattice behavior.
Further work needs to be performed to establish the differences between connected
and disconnected aperiodic tilings and determine if sublattice behavior is generic to
all aperiodic tilings.
5.3 Order-Disorder Transition and Blocking Temperature
The Monte Carlo simulations indicate that the transition from the disordered,
paramagnetic phase to the ordered phase proceeds in at least two steps for the
Ammann-Beenker tiling (see discussion in Section 4.8). The first transition is from
a highly-energetic state where all vertex states are uniformly populated to a lowerenergy configuration that minimizes high-energy vertex configurations. This transition happens at approximately kB T = 4.586 × 10−19 Joules, or approximately
T = 33, 000 ◦ C, which is well above the boiling point of bulk Permalloy. A second
transition from the the spin-ice-rule obeying state to a long-range-ordered spin state
occurs at approximately kB T = 1.715×10−19 Joules, or approximately T = 12, 000 ◦ C.
These elevated temperatures relate to the energy differences between the low-energy
vertex spin configurations, as provided in Figure 4.2. However, the details of the
barriers encountered as a vertex spin configuration evolves from one state to another
is not captured with micromagnetic simulations. A model for the magnetic reversal
of a segment involves a domain wall that nucleates and subsequently sweeps across
a segment; this process has an energy barrier near the domain wall nucleation en-
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ergy [84]. Even though the temperature scales are well above what would be expected
in a real-world system, the fact that one transition is at ≈ 1/3 the energy of the higher
transition remains.
At temperatures near the Curie temperature, the magnetization is reduced, and
the energy barriers to Ising segment reversals are also reduced [34, 85]. The barrier
hierarchy identified in Figure 4.2 will be altered since both the dipolar coupling
between segments and exchange stiffness of domain walls decrease as the temperature
is increased [86]. The rate of change is not equal between the two interactions, and
the hierarchy of energy barriers may vary as the temperature is elevated; this would
change the equilibration dynamics in the Monte Carlo simulations and modify the
transitions characterized in Section 4.8.
The magnetic imaging performed herein was performed on samples that had already blocked and were in non-fluctuating states. Faster X-ray imaging techniques
could be performed as the artificial quasicrystals are equilibrating in order to identify
the equilibration dynamics [87, 88]. Furthermore, X-ray photon correlation spectroscopy (XPCS) could be performed on artificial quasicrystals to identify the sublattices’ symmetry breaking as they order. For example, the blue sublattice of the
Ammann-Beenker tiling (see Figure 4.3) breaks the rotational symmetry of the paramagnetic state as it ferromagnetically orders into one of the eightfold rotationally
symmetric directions; this could be observed in XPCS experiments by the migration of intensity from the initial eightfold rotationally symmetric peaks into peaks
having no rotational symmetry. Furthermore, the green and red sublattices of the
Ammann-Beenker tiling each break the eightfold rotational symmetry of the paramagnetic state in favor of an ordered, fourfold rotationally symmetric state; this could
also be measured by monitoring the migration of intensity from eightfold peaks to
fourfold peaks as the temperature is reduced and magnetic order sets in (see [88] for
XPCS experiments performed on square artificial spin ices).
5.4 Summary
The results presented herein show that a rich set of metamaterials can be fabricated and studied with highly-controlled experiments and numerical simulations to
determine the effects frustration and aperiodicity have on magnetic order. Two separate artificial magnetic quasicrystals were fabricated, simulated, and imaged; the
results indicate that there are some shared properties between the magnetic ground
states, yet there are also marked differences. Furthermore, the differences in ground
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state degeneracy with the same interactions between the two quasicrystals points to
different equilibration pathways that need to be investigated further. The metamaterials approach to designing and fabricating magnetic thin-films allows for the study of
an unlimited variety of magnetic systems, each with the potential to exhibit a unique
magnetic order or set of phases.

Copyright© Barry W. Farmer, 2020.
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Appendix A SEMPA Images - Penrose P2 Artificial Quasicrystal

The sample fabricated for SEMPA measurement contained a 10 × 10 array of
Penrose P2 artificial quasicrystals. Approximately 10% of the tilings were measured.
The following pages exhibit the SEMPA measurements for both the as-grown and
the field-cycled states if measurements were performed. Each tiling is labeled with
two numbers; the first is the column number, and the second the row number of the
measured tiling within the array.
Field-Cycled

As-Grown

1-2

2-2
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Field-Cycled

As-Grown

3-2

4-2

5-2
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Field-Cycled

As-Grown

6-2

7-2

8-2
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As-Grown

Field-Cycled

9-1

9-2

9-3
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Appendix B SEMPA Images - Ammann-Beenker Artificial Quasicrystal

The sample fabricated for SEMPA measurement contained a 10 × 10 array of
Ammann-Beenker artificial quasicrystals. Nine of the tilings were measured after
undergoing an annealing protocol. The following pages exhibit the SEMPA measurements for both the as-grown and the annealed arrays if measurements were performed.
Each tiling is labeled with a number and a letter, the number (letter) corresponds to
the column (row) of the array, as demonstrated in the following SEM image of the
sample.
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