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Abstract. The controllability of synchronization is an intriguing question in complex
systems, in which hiearchically-organized heterogeneous elements have asymmetric and
activity-dependent couplings. In this study, we introduce a simple and effective way
to control synchronization in such a complex system by changing the complexity of
subsystems. We consider three Stuart-Landau oscillators as a minimal subsystem
for generating various complexity, and hiearchically connect the subsystems through
a mean field of their activities. Depending on the coupling signs between three
oscillators, subsystems can generate ample dynamics, in which the number of attractors
specify their complexity. The degree of synchronization between subsystems is
then controllable by changing the complexity of subsystems. This controllable
synchronization can be applied to understand the synchronization behavior of complex
biological networks.
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1. Introduction
Synchronization of interacting elements is an emergent phenomenon in complex
systems [1, 2, 3]. Rhythms and synchronization of neuronal activities are essential
for odor discrimination [4], visual feature integration [5], and brain computation [6],
but perfect synchronization is not always desirable, but can sometimes be disastrous
in mental disorders such as epilepsy [7]. However, considering the enormous number
of connections between cells and organs in the body, the apparent independence or
desynchronization between rhythms in different organs may be a bigger puzzle rather
than their synchronization [8]. Indeed electrical engineers design desynchronization to
implement time division multiple access (TDMA) that prevents message collisions and
provides asynchronous sleep cycles for nodes on wireless sensor networks [9]. Complex
systems sometimes show partial synchronization. Two types of partial synchronization
have been recognized. The chimera state shows spatial separation of synchronized
and desynchronized domains [10], whereas the periodic synchronization shows temporal
alternation between synchronized and desynchronized states [11, 12]. Unihemispheric
sleep is an example of the chimera state where one half of the brain sleeps while the other
half remains awake; some animals adopt this strategy when predation risk is high [13].
Context-dependent control of synchronization is therefore necessary to ensure that
complex systems function appropriately. In particular, to disrupt synchronization
and achieve desynchronization, various methods have been proposed; these
include simply decreasing interaction strengths to stimulating with a short
pulse [14], giving linear/nonlinear delayed feedback [15, 16, 17], and introducing
inhibitory interactions [18]. Recent studies have investigated the synchronization-
desynchronization transition in complex networks [19, 20]. These studies have revealed
that in locally-coupled networks, this transition can be controlled by adapting the
topology of networks [20]. However, those controls require parameter optimization,
because the transition between synchronized and desynchronized states is sharp. On top
of the fine-tuning problem, real systems generally have high complexities: (i) complex
networks have heterogeneous couplings with excitatory and inhibitory links [21]; (ii) the
strength of the couplings depends on the activities of nodes [22]; and (iii) the networks
are hierarchically organized [23, 24, 25]. Therefore, precise control of synchronization
looks implausible in complex systems.
We ask how such complex systems realize precise and robust control of
synchronization between interacting elements. In a hierarchical system, generation
of coherent behavior becomes increasingly difficult as the complexity of subsystems
increases. This simple observation suggests a simple and effective way to control
synchronization of a complex system by changing the complexity of its subsystems. Here
we formulate a minimal model to demonstrate this idea by using coupled Stuart-Landau
oscillators.
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Figure 1. (Color online) Possible interactions between three oscillators. Black arrows:
positive interactions; red bar-headed arrows: negative interactions.
2. Stuart-Landau oscillator
Synchronization phenomena can be generally described by considering oscillators and
their coupling. In particular, we adopt Stuart-Landau oscillators in which amplitude
and phase are variable [26]:
Z˙σ = (λσ − |Zσ|2 + iωσ)Zσ +K
∑
σ′ 6=σ
aσσ′Zσ′ . (1)
First, we consider a subsystem that consists of three coupled oscillators with σ, σ′ ∈
{1, 2, 3} as a minimal set for generating diverse complexity. The dynamics of the complex
variable Zσ ≡ rσeiθσ can be understood by decomposing amplitude and phase parts:
r˙σ = (λσ − r2σ)rσ +K
∑
σ′ 6=σ
aσσ′rσ′ cos(θσ′ − θσ), (2)
θ˙σ = ωσ +K
∑
σ′ 6=σ
aσσ′
rσ′
rσ
sin(θσ′ − θσ). (3)
In the absence of coupling (K = 0), the amplitude converges to a stable focus (rσ = 0)
for λσ < 0, but the focus loses stability at the Hopf bifurcation point (λσ = 0), and
a stable limit-cycle emerges with amplitude
√
λσ and frequency ωσ for λσ > 0. Note
that rσ = −
√
λσ is another solution for λσ > 0. Here we used only positive-definite
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Figure 2. (Color online) Phase planes of the three coupled oscillators. (a) λ1 = 1.0
and λ2 = λ3 = 0.2, and (b) λ1 = λ2 = λ3 = 1.0. Black points: attractors; arrows:
vector flows (x˙, y˙) on the plane (x, y). (b) The basins of the three attractors, S1,
S2, and B, are painted with red (top left), blue (bottom right), and green (middle),
respectively.
rσ; when rσ became negative in simulations, we made it positive with the following
transformation, rσ = −rσ and θσ = θσ + π.
Once the coupling is applied (K > 0), the subsystem produces ample dynamics
depending on the adjacency matrix A with entries aσσ′ that determine the coupling
sign from oscillator σ′ to oscillator σ. The phase part of Eq. (3) is a generalized
Kuramoto model [26], in which oscillators have positive and negative couplings, and
their coupling strengths depend on their amplitudes. The amplitude dependence has
the physical meaning that when oscillator σ′ affects oscillator σ, the coupling strength
is proportional to the affecter amplitude rσ′ , but inversely proportional to the receiver
amplitude rσ; i.e., the pair of strong affecter and weak receiver exhibits a maximal
coupling.
When coupling is weak, the amplitudes can be approximated as rσ ≈
√
λσ, and
the three phase equations of Eq. (3) can be reduced to two equations of the phase
differences, x ≡ θ1 − θ2 and y ≡ θ1 − θ3. Assuming identical intrinsic frequencies
(ωσ = w) for simplicity, we obtain
x˙ = − (b12 + b21) sin x− b13 sin y − b23 sin(x− y), (4)
y˙ = − b12 sin x− (b13 + b31) sin y + b32 sin(x− y), (5)
where bσσ′ ≡ aσσ′Krσ′/rσ. Their steady states (x˙ = 0 and y˙ = 0) are governed by
the parameters λσ and the adjacency matrix A. Here self-couplings can be safely
ignored (aσσ = 0), because their contribution is absent in Eq. (3). Considering that
the off-diagonal elements aσσ′ for σ 6= σ′ can take either 1 or -1 for positive or negative
couplings, the adjacency matrix A has a total of 64(= 26) possibilities. Leaving index
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degeneracy aside, 16 cases remain (Fig. 1). Most of them drive (x, y) to single attractors
at steady states, regardless of λσ. However, two anti-symmetric matrices,
A =


0 −1 −1
1 0 −1
1 1 0

 ,


0 1 −1
−1 0 1
1 −1 0

 ,
which correspond to Networks 9 and 10 in Fig. 1, are exceptional in that they
produce multiple attractors for similar λσ (λ1 ≈ λ2 ≈ λ3). However, the two anti-
symmetric matrices also generate single attractors for largely dissimilar λσ. The effective
coupling bσσ′ ≡ aσσ′Krσ′/rσ can be different from the topological coupling aσσ′ for
largely dissimilar λσ. Therefore, we focus on Networks 9 and 10, which can alter their
complexity (number of attractors) by controlling λσ. In particular, Network 9 has three
populations of distinguishable oscillators: The first oscillator attracts the other two; the
second repels the other two; and the third attracts one and repels one. In contrast,
Network 10 has three populations of indistinguishable oscillators.
Network 9 produces single attractors for dissimilar λσ (Fig. 2a), but three attractors
for similar λσ (Fig. 2b). For λ1 = λ2 = λ3 = 1, the (x, y) phase plane has three attractors
(π/3, 2π/3), (5π/3,−2π/3), and (π, 0). We label them S1, S2, and B, because S1 and
S2 have small basins of attractors, whereas B has a big basin (Fig. 2b). When initial
conditions [x(0), y(0)] are given in the small basins, the subsystem is quickly attracted to
S1 or S2, but when initial conditions are given in the big basin, the subsystem approaches
B slowly; Near the center B, the change in the radius of the cycle is not readily apparent.
When the amplitude dynamics in Eq. (2) is off (r˙σ = 0), and the phase model in Eq. (3)
is only considered with frozen amplitudes, the subsystem is not attracted to the centers,
but revolves endlessly around the centers at given initial radii [27]. S1, S2, and B are
special positions in which the coupling terms,
∑
σ′ 6=σ aσσ′rσ′ cos(θσ′ − θσ) = 0 in Eq. (2),
vanish and amplitudes rσ =
√
λσ become fixed.
Network 10 has the same phase plane as Network 9, with simple translations
x→ x− π and y → y.
3. Hierarchical Oscillators
To demonstrate that the synchronization of a hierarchical system can depend on the
complexity (number of attractors) of subsystems, we construct a hierarchical system
composed of multiple units. Each unit corresponds to one subsystem of the three
coupled oscillators. The amplitude and phase of the oscillator σ in the nth unit are
represented as Znσ ≡ rnσeiθnσ . We consider an inter-unit coupling in addition to the
intra-unit coupling (Fig. 3a). In particular, we start by simply copying the intra-unit
coupling into the inter-unit coupling:
Z˙nσ = (λσ − |Znσ|2 + iωnσ)Znσ +K
∑
σ′ 6=σ
aσσ′Znσ′ + ǫK
∑
m6=n
∑
σ′ 6=σ
aσσ′Zmσ′ , (6)
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Figure 3. (Color online) Hierarchical organization of coupled oscillators. (a) Single
units (blue filled circles) are composed of three coupled oscillators (black points), and
the units interact with each other (thick blue arrow). (b) Each unit contributes to
form mean fields Z¯σ, which then affect every unit in reverse.
where ǫ is introduced to represent weaker inter-unit couplings compared with intra-unit
couplings (0 < ǫ < 1). By using an arithmetic average of Znσ for N units,
Z¯σ ≡ 1
N
N∑
n=1
Znσ, (7)
we can rearrange Eq. (6) as
Z˙nσ = (λσ − |Znσ|2 + iωnσ)Znσ + K˜
∑
σ′ 6=σ
aσσ′(Znσ′ + ǫ˜Z¯σ′), (8)
where K˜ = K(1− ǫ) and ǫ˜ = Nǫ/(1− ǫ). Henceforth, we use the rescaled parameters as
K˜ → K and ǫ˜→ ǫ. This equation can be interpreted as the mean fields Z¯σ affect every
unit (Fig. 3b). To probe the inter-unit synchronization, we define order parameters for
three populations of oscillators:
ρσ =
∣∣∣ 1
N
N∑
n=1
eiθnσ
∣∣∣ (9)
with σ ∈ {1, 2, 3}. Because three populations usually have the same degree of
synchronization, hereafter, we represent them simply as ρ, unless otherwise specified.
For the anti-symmetric intra-unit couplings, the arithmetic mean field leads to
desynchronize units (ρ = 0), because the inter-unit coupling in Eq. (8) effectively
generates repulsive interactions between units. For an example of two-unit systems
(N = 2), Z1σ indirectly interacts with Z2σ through Z2σ → Z2σ′ → Z¯σ′ → Z1σ or
Z1σ → Z1σ′ → Z¯σ′ → Z2σ. These three-step interactions always yield a negative loop
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as a net for the anti-symmetric matrices A. The effective repulsion between units leads
them to stay as far away as possible. This state has been referred as the splay state [20].
Therefore, under the arithmetic mean field, the anti-symmetric intra-unit coupling can
provide an effective scheme for the desynchronization of hierarchical systems.
For the inter-unit coupling, we also consider a geometric average (log-average) of
Znσ,
Z¯σ ≡ r¯σeiθ¯σ = [
N∏
n=1
Znσ]
1/N . (10)
The geometric average is frequently suitable in biological systems [28]. Unlike the
arithmetic average in Eq. (7), the geometric average decouples amplitude and phase
averages:
r¯σ ≡ [
N∏
n=1
rnσ]
1/N , (11)
θ¯σ ≡ 1
N
N∑
n=1
θnσ. (12)
The average phase θ¯σ is given as an arithmetic average of bare phases, independent on
amplitudes. After adopting the geometric mean field Z¯σ of Eq. (10), we decompose
Eq. (8) into amplitude and phase parts:
r˙nσ = (λσ − r2nσ)rnσ +K
∑
σ′ 6=σ
aσσ′
[
rnσ′ cos(θnσ′ − θnσ) + ǫr¯σ′ cos(θ¯σ′ − θnσ)
]
, (13)
θ˙nσ = ωnσ +K
∑
σ′ 6=σ
aσσ′
[rnσ′
rnσ
sin(θnσ′ − θnσ) + ǫ r¯σ
′
rnσ
sin(θ¯σ′ − θnσ)
]
. (14)
In this study, we adopt the geometric mean-field coupling, because it produces
broader spectrum of synchronization between units. This completes our formulation
of hierarchical oscillators.
4. Controlling synchronization
We investigate the synchronization of hierarchical oscillators governed by Eqs. (13)
and (14). We first consider a two-unit system (N = 2), because it contains essential
ingredients in the hierarchical system; then, we extend the model into large systems.
4.1. Two-unit system
To examine the dynamics of two-unit systems, we again focus on the phase differences
(x1,2 and y1,2) between three oscillators within each unit, and the phase difference
z between two units. The phase variables (θ11, θ12, θ13, θ21, θ22, θ23) of two units are
transformed to (x1, y1, x2, y2, z) where x1 ≡ θ11 − θ12, y1 ≡ θ11 − θ13, x2 ≡ θ21 − θ22,
y2 ≡ θ21−θ23, and z ≡ θ11−θ21. Here we assume identical intrinsic frequencies (ωnσ = ω)
for simplicity.
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Figure 4. (Color online) Phase plane of two-unit systems. Under weak coupling (K =
0.1 and ǫ = 0.4) and identical intrinsic frequencies (ωnσ = 1) for λ1 = λ2 = λ3 = 1, the
hierarchical system generates seven dynamic states: (i) SS state, in which two units
are attracted into the same attractor S1 or S2; (ii) BS state, in which one unit rotates
around S1 or S2, and the other rotates around B; (iii) BSS
′ state, in which one unit
rotates around B, and the other unit jumps alternately between S1 and S2. (iv) BB
state, in which two units slowly approach B; (v) BBH ; (vi) BBV ; (vii) BBD states,
in which two units slowly approach horizontally-, vertically-, and diagonally-shifted
attractors from B. Different colors represent different pairs of two units.
First, when λσ are widely dissimilar, individual units have single and identical
attractors (Section 2). Thus the phase differences (x1, y1) and (x2, y2) for two units are
attracted into the same attractor in the absence of inter-unit coupling. The attraction
is not perturbed even with weak coupling (ǫ = 0.4) between units. Therefore, the
inter-unit coupling contributes to fully synchronize the two units (ρ = 1).
Second, when λσ are similar (e.g., λ1 = λ2 = λ3 = 1), individual units of Network
9 have three attractors (Fig. 2b), and two units can be attracted to different attractors
(S1, S2, B). This complexity impedes the synchronization between the two units. In
the absence of inter-unit coupling, the two units have four states if one considers the
symmetry of S1 and S2: (i) SS state, in which two units stay in the same small basin;
(ii) SS ′ state, in which two units stay in different small basins. (iii) BS state, in which
one unit stays in the big basin, while the other unit stays in one of the two small basins;
and (iv) BB state, where two units stay in the big basin. Under weak inter-unit coupling
(ǫ = 0.4), we numerically solved Eqs. (13) and (14), and observed ample dynamics of
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Table 1. State probability and synchronization of two-unit systems. The probabilities
of eight states were obtained for the two-unit systems in the absence (ǫ = 0) and
presence (ǫ = 0.4) of inter-unit coupling, given λ1 = λ2 = λ3 = 1, K = 0.1,
and ωnσ = 1. The order parameter ρ represents the degree of synchronization
between two units. ρ = 1 means perfect synchronization; ρ = 0 means perfect
desynchronization. We ran 104 different initial conditions to estimate the state
probability and synchronization, and computed the standard deviation from 10 sets of
ensembles to obtain their uncertainties.
X P (X |ǫ = 0) ρ(ǫ = 0) P (X |ǫ = 0.4) ρ(ǫ = 0.4)
SS 0.057± 0.001 0.6± 0.3 0.078± 0.003 1
SS′ 0.057± 0.003 0.6± 0.3 0 -
BS 0.449± 0.005 0.6± 0.3 0.013± 0.001 0.6± 0.3
BSS′ 0 - 0.245± 0.005 0.7± 0.3
BB 0.437± 0.004 0.6± 0.3 0.151± 0.005 0.8± 0.2
BBH 0 - 0.208± 0.005 0.4
BBV 0 - 0.154± 0.004 0.4
BBD 0 - 0.152± 0.004 0.4
the two-unit system (Fig. 4):
(i) SS state. Two units arrive at the same attractor, either S1 or S2, and are fully
synchronized (ρ = 1).
(ii) SS ′ state. This state is unstable and excluded for ǫ = 0.4. Therefore, two units
never sit on S1 and S2.
(iii-1) BS state. Two units rotate around B and S1/S2 instead of being attracted into
fixed points.
(iii-2) BSS ′ state. One unit shows a precessional cycle around B, and the other unit
jumps alternately between S1 and S2.
When two units sit on different basins (BS and BSS ′ states), they show partial
synchronizations (0 < ρ < 1). Regarding the BB state, we found new stationary
solutions in the two-unit system that satisfy rnσ =
√
λσ = 1 with no contribution of
coupling terms in Eq. (13):
K
[
cosx1 + cos y1
]
+ ǫK
[
cos
(
x¯+
z
2
)
+ cos
(
y¯ +
z
2
)]
= 0, (15)
K
[
cosx1 − cos(x1 − y1)
]
+ ǫK
[
cos
(
x1 − z
2
)
− cos
(
x1 − y¯ − z
2
)]
= 0, (16)
K
[
cos y1 + cos(x1 − y1)
]
+ ǫK
[
cos
(
y1 − z
2
)
+ cos
(
x¯− y1 + z
2
)]
= 0, (17)
K
[
cosx2 + cos y2
]
+ ǫK
[
cos
(
x¯− z
2
)
+ cos
(
y¯ − z
2
)]
= 0, (18)
K
[
cosx2 − cos(x2 − y2)
]
+ ǫK
[
cos
(
x2 +
z
2
)
− cos
(
x2 − y¯ + z
2
)]
= 0, (19)
K
[
cos y2 + cos(x2 − y2)
]
+ ǫK
[
cos
(
y2 +
z
2
)
+ cos
(
x¯− y2 − z
2
)]
= 0 (20)
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with x¯ ≡ (x1 + x2)/2 and y¯ ≡ (y1+ y2)/2. Under these constraints, Eq. (14) yields five
phase difference equations:
x˙1 = K
[
sin y1 + sin(x1 − y1)
]
+ ǫK
[
sin
(
x¯+
z
2
)
+ sin
(
y¯ +
z
2
)
− sin
(
x1 − z
2
)
+ sin
(
x1 − y¯ − z
2
)]
, (21)
y˙1 = K
[
sin x1 + sin(x1 − y1)
]
+ ǫK
[
sin
(
x¯+
z
2
)
+ sin
(
y¯ +
z
2
)
− sin
(
y1 − z
2
)
+ sin
(
x¯− y1 + z
2
)]
, (22)
x˙2 = K
[
sin y2 + sin(x2 − y2)
]
+ ǫK
[
sin
(
x¯− z
2
)
+ sin
(
y¯ − z
2
)
− sin
(
x2 +
z
2
)
+ sin
(
x2 − y¯ + z
2
)]
, (23)
y˙2 = K
[
sin x2 + sin(x2 − y2)
]
+ ǫK
[
sin
(
x¯− z
2
)
+ sin
(
y¯ − z
2
)
− sin
(
y2 +
z
2
)
+ sin
(
x¯− y2 − z
2
)]
, (24)
z˙ = K
[
sin x1 + sin y1 − sin x2 − sin y2
]
+ ǫK
[
sin
(
x¯+
z
2
)
− sin
(
x¯− z
2
)
+ sin
(
y¯ +
z
2
)
− sin
(
y¯ − z
2
)]
. (25)
We examine the stationary conditions, x˙1 = y˙1 = x˙2 = y˙2 = z˙ = 0. It is interesting that
x˙2 = y˙2 = 0 is automatically satisfied, once x˙1 = y˙1 = 0 with constraints, x¯ = {0, π}
and y¯ = {0, π}. The condition gives four BB states:
(iv-1) BB state (x¯ = π and y¯ = 0). Two units arrive at B (x1 = x2 = π and y1 = y2 = 0)
with arbitrary phase difference z between two units. Any z values can satisfy z˙ = 0
in Eq. (25); i.e., two units are coupled, but still behave independently.
(iv-2) BBH state (x¯ = 0 and y¯ = 0). Two units (x1, y1) and (x2, y2) are horizontally
located from their center (0, 0); y1 = y2 = 0, and x1(= −x2) and z satisfy
eix1 + 2ǫeiz/2 = −1. (26)
(iv-3) BBV state (x¯ = π and y¯ = π). Two units (x1, y1) and (x2, y2) are vertically located
from their center (π, π); x1 = x2 = π, and y1(= 2π − y2) and z satisfy
eiy1 − 2ǫeiz/2 = 1. (27)
(iv-4) BBD state (x¯ = 0 and y¯ = π). Two units (x1, y1) and (x2, y2) are diagonally
located from their center (0, π); x1 − y1 = −π, and y1(= 2π − y2) and z satisfy
eiy1 + 2ǫei(y1−z/2) = 1. (28)
The complex Eqs. (26)-(28) give exact values of the phase differences (x1, y1) and (x2, y2)
between three oscillators within each unit, and the phase difference z between two units.
However, if ǫ is too small, they do not have solutions. Therefore, BBH , BBV , and BBD
states can only emerge under sufficient inter-unit coupling. For ǫ = 0.4, the three states
show partial synchronization (ρ = 0.4). The realization of these seven states depends on
initial conditions, [rnσ(0), θnσ(0)]. However, the initial-condition dependence is chaotic
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Figure 5. (Color online) Control of synchronization. The synchronization between
1000 units is controlled by adjusting the complexity of individual units through λσ.
Given Network 9 (red) and Network 10 (blue), single attractors are generated for
dissimilar λσ (λ1 = 1.0 and λ2 = λ3 = 0.2), while three attractors are generated for
similar λσ (λ1 = λ2 = λ3 = 1.0). The dissimilar λσ is changed to the similar λσ at
t = 2000, and back to the dissimilar λσ at t = 8000. For the simulation, coupling
parameters were set to K = 0.1 and ǫ = 0.4, and uniformly-distributed intrinsic
frequencies were used as ωnσ ∈ [0.99, 1.01].
in the two-unit system. Although we can not predict final states given initial conditions,
the realization probability of each state is not uncertain (Table 1). The probability of
SS state, which generates full synchronization (ρ = 1), is relatively small because the
probability is small that two units will enter the same small basin. Therefore, as the
number of units considered increases, the likelihood that each unit sits on a different
attractor also increases, so the units in a hierarchical system may become partially
synchronized.
We performed the same analysis for Network 10, and confirmed that
the two-unit system of Network 10 also generates seven states like Network
9. Their realization probabilities are also the same except for the switch
between BB and BBH states: P (BB|Network10)=P (BBH |Network9) ≈ 0.21 and
P (BBH |Network10)=P (BB|Network9) ≈ 0.15.
4.2. Multi-unit system
We now consider a hierarchical system that is composed of a large number of subsystems
(N > 2). When the system is sufficiently large (N = 1000), it produces homogeneous
synchronization patterns, independent of initial conditions, unlike the two-unit system.
However, like the two-unit system, we could control the synchronization of the large
system simply by changing the complexity (number of attractors) of subsystems by
adjusting λσ (Fig. 5). For largely dissimilar λσ, individual units have single attractors,
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Figure 6. (Color online) Parameter dependence of synchronization. Given λ2/λ1
and λ3/λ1, the degree of synchronization between 1000 units is recorded for a long
period after equilibration. Its time average 〈ρ1〉 is represented by colors (blue:
desynchronization; red: synchronization). (a) Network 9 and (b) Network 10. Axes
have base-10-logarithmic scales to allow presentation of a large range of λσ. For the
simulation, coupling parameters were set to K = 0.1 and ǫ = 0.4, and uniformly-
distributed intrinsic frequencies were used as ωnσ ∈ [0.99, 1.01].
and thus become easily synchronized (ρ = 1). In contrast, similarity of λσ increases,
it becomes more probable that they will enter basins of different attractors. This
circumstance leads to partial synchronization or desynchronization of units (0 ≤ ρ≪ 1).
Network 9 was slightly more effective for synchronization, but slightly less effective for
desynchronization than Network 10. This result is similar to the observation that in
the two-unit system, Network 10 had a higher probability than Network 9 of generating
the BB state, in which individual units behave independently despite the inter-unit
interaction.
To check the robustness of controllability, we examined how parameters λσ affect
the degree of synchronization. We obtained similar degrees of synchronization over
large ranges of λσ (Fig. 6). This demonstrates robust control of synchronization based
on changes of the number of attractors, not based on changes of the attractor positions.
5. Summary
We introduced a simple and effective way to control synchronization between elements
in complex systems, in which hierarchically-organized heterogeneous elements have
asymmetric and activity-dependent couplings. We formulated this idea by using Stuart-
Landau oscillators. Each subsystem consisted of three oscillators that interacted to
each other positively or negatively. Anti-symmetric couplings between three oscillators
were special to generate single and multiple dynamic attractors depending on the
amplitudes of the oscillators. Here the number of attractors could specify the complexity
of subsystems. When the subsystems were connected through a mean field of their
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average activities, the degree of synchronization between subsystems was controllable
by changing the complexity of subsystems. In particular, we considered two kinds
of mean fields using arithmetic average and geometric average, and found that the
geometric mean field that counts large outliers less important was effective for controlling
synchronization.
The controllable synchronization can be applied to understand the synchronization
behavior of complex biological networks. Interestingly, anti-symmetric couplings of three
populations (Network 9) are realized in pancreatic islets [29], and the synchronization
between pancreatic islets is an important requirement in glucose metabolism [30]. Our
finding may help to understand how islet-cell networks are synchronized.
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