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Abstract. The uncertainty relation based on the Shannon entropies of the
probability densities in position and momentum spaces is improved for quantum
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have used the Lp – Lq norm inequality of L. De Carli and the logarithmic uncertainty
relation for the Hankel transform of S. Omri. Applications to some relevant three-
dimensional central potentials are shown.
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1. Introduction
The position-momentum uncertainty principle is likely the most prominent difference
between classical and quantum physics. The first mathematical realization of this
principle was done by W. Heisenberg [1] and E. Kennard [2] in terms of the standard
deviations of the quantum-mechanical probability densities of the particle in position
and momentum spaces. However the so-called Heisenberg uncertainty relation is neither
the most appropriate nor the most stringent [3–5]. Indeed, the standard deviation is a
measure of separation of the region(s) of concentration of the probability cloud from the
centroid (a particular point of the distribution), rather than a measure of the extent to
which the distribution is in fact concentrated [4–6]. Information theory [7, 8] provides
more appropriate local (Fisher information) and global (Shannon, Re´nyi and Tsallis
entropies) uncertainty measures. The Shannon entropy has been argued to be the
best global measure of the spreading of a probability distribution according to some
criteria [5, 7, 9]; see also [10,11] for further details.
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The (differential) Shannon entropies of the position and momentum continuous
probability distributions, ρ(~r) and γ(~p), respectively, are known to fulfil the so-called
entropic uncertainty relation (units with ~ = 1 are used)
S[ρ] + S[γ] ≥ D(1 + ln pi) (1)
where
S[ρ] = −〈ln ρ〉 = −
∫
RD
ρ(~r) ln ρ(~r)dDr (2)
denotes the D-dimensional position Shannon entropy, and S[γ] denotes the
corresponding momentum Shannon entropy. This relation was conjectured
independently in 1957 by H. Everett [12] and I.I. Hirschman [13] and proved in 1975
by W. Beckner [14] and I. Bialynicki-Birula and J. Mycielski [15]. It provides a strict
improvement upon the standard Heisenberg relation [5, 15].
The Re´nyi entropy of the position probability ρ(~r) is defined [16] by
Rq[ρ] =
1
1− q ln
∫
RD
[ρ(~r)]q dDr, q > 0, q 6= 1. (3)
Notice that this quantity is a generalization of the Shannon entropy given by (2) so that
lim
q→1
Rq[ρ] = S[ρ].
Due to this property it is often convenient to consider the general case of the Re´nyi
entropy and use the limit q → 1 obtain the particular results for the Shannon entropy.
We shall use this strategy in Section 2.
The main goal of this paper is to refine the entropic uncertainty relation (1) for
particles moving in a central potential VD(r), r = |~r|. The D-dimensional (D ≥ 2)
central-field approximation has been successfully applied in one- and many-body physics
from the early days of quantum mechanics up until now, to explain numerous physical
properties and phenomena of natural systems (see e.g., [17–24]). For example, it is
known to be the theoretical basis of the periodic table of the chemical elements [25]
together with the Pauli exclusion principle. Moreover, the central potentials are being
very often used as prototypes for numerous other purposes and systems not only in the
three-dimensional world (e.g., oscillator-, Coulomb-, and van der Waals-like potentials)
but also in non-relativistic and relativistic D-dimensional physics (see e.g., [21,22,24]).
Recently, it has been also applied to study the behaviour of the quantum dots and
wires as well as to interpret the experiments of dilute bosonic and fermionic systems
in magnetic traps at extremely low temperatures [23, 26, 27], what is provoking a
fast development of a density-functional theory of independent particles moving in
multidimensional central potentials [28,29].
We begin with the Schro¨dinger equation of the corresponding D-dimensional central
force problem:[
−1
2
~∇2D + VD(r)
]
Ψ(~r) = EΨ(~r), (4)
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~∇2D denoting the Laplace operator [21, 30, 31] associated with the position vector in
hyperspherical coordinates ~r = (r, θ1, . . . , θD−1) ≡ (r,ΩD−1), ΩD−1 ∈ SD−1 (surface of
the D-dimensional sphere), which is given by
~∇2D ≡
∂2
∂r2
+
D − 1
r
∂
∂r
− Λ
2
D−1
r2
and the squared hyperangular momentum operator Λ2D−1 is known to fulfil the eigenvalue
equation
Λ2D−1Yl,{µ}(ΩD−1) = l(l +D − 2)Yl,{µ}(ΩD−1).
The symbol Yl,{µ}(ΩD−1) denotes the hyperspherical harmonics [30,32] characterized by
the D− 1 hyperangular quantum numbers (l ≡ µ1, µ2, . . . , µD−1 ≡ m) ≡ (l, {µ}), which
are integer numbers with values l = 0, 1, 2, . . ., and l ≥ µ2 ≥ . . . ≥ µD−2 ≥ |µD−1| ≥ 0.
Notice that for D = 2 we only have one quantum number l ∈ Z.
The eigenfunctions Ψ(~r) of this problem may be written as
Ψ(~r) ≡ R(r)Yl,{µ}(ΩD−1) = r 1−D2 u(r)Yl,{µ}(ΩD−1), (5)
where the reduced radial eigenfunction u(r) is the physical solution of the one-
dimensional Schro¨dinger equation in the radial coordinate r; namely[
−1
2
d2
dr2
+
L(L+ 1)
2r2
+ VD(r)
]
uE,l(r) = EuE,l(r), (6)
where we have used the notation L = l + (D − 3)/2 for the grand hyperangular
momentum. Since L(L + 1) = l(l + D − 2) + (D − 1)(D − 3)/4, it is worth to
realize by looking at Eq. (6) that a particle moving in a D-dimensional potential is
subject to two additional forces besides the force coming from the external potential
VD(r): the centrifugal force associated with non-vanishing hyperangular momentum,
and a quantum fictitious force associated to the so-called quantum-centrifugal potential
(D−1)(D−3)/(8r2) which has a purely dimensional origin [33]. This potential vanishes
for D = 1 and 3, being negative for D = 2 and positive for D ≥ 4. Then the quantum
fictitious force, which exists irrespective of the hyperangular momentum and has a
quadratic dependence on the dimensionality, has an attractive character when D = 2
and is repulsive for D ≥ 4. Let us also remark that L = l when D = 3.
From Eq. (5), one can find that the allowed quantum-mechanical state (E, l, {µ})
has the following probability density
ρ(~r) =
|u(r)|2
rD−1
∣∣Yl,{µ}(ΩD−1)∣∣2 , (7)
where, according to (4) and (6), we know that u(r) = uE,l(r) and ρ(~r) = ρE,l,{µ}(~r). In
addition, the normalization-to-unity of the wave function Ψ(~r) ≡ ΨE,l,{µ}(~r) yields that∫ ∞
0
|u(r)|2dr = 1
for the reduced radial eigenfunction, where we have taken into account the normalization
condition of the hyperspherical harmonics:∫
SD−1
∣∣Yl,{µ}(ΩD−1)∣∣2 dΩD−1 = 1.
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Then, according to Eqs. (2) and (7), one has that the Shannon entropy of the
D-dimensional density ρ(~r) is given by
S[ρ] = S[ω] + (D − 1)〈ln r〉+ S(Yl,{µ}), (8)
where S[ω] denotes the Shannon entropy of the one-dimensional probability density
ω(r) = |u(r)|2, i.e.
S[ω] = −
∫ ∞
0
ω(r) lnω(r)dr.
Similarly, S(Yl,{µ}) gives the Shannon entropy of the hyperangular probability density
|Yl,{µ}|2, i.e.
S(Yl,{µ}) = −
∫
SD−1
∣∣Yl,{µ}∣∣2 ln ∣∣Yl,{µ}∣∣2 dΩD−1 (9)
with the volume element
dΩD−1 =
D−1∏
j=1
(sin θj)
αjdθj, αj = D − j − 1.
Moreover, the logarithmic expectation value 〈ln r〉 is defined as
〈ln r〉 =
∫
RD
ρ(~r) ln r dDr =
∫ ∞
0
ω(r) ln r dr
A parallel analysis in momentum space yields the following expression
S[γ] = S[ω˜] + (D − 1)〈ln p〉+ S(Yl,{µ}), (10)
for the momentum Shannon entropy of a particle in the D-dimensional central potential
VD(r), where S[ω˜] and 〈ln p〉 have analogous expressions to S[ω] and 〈ln r〉 but with
respect to the momentum density
γ(~p) =
∣∣∣Ψ˜(~p)∣∣∣2 = |u˜(p)|2
pD−1
∣∣Yl,{µ}(ΩD−1)∣∣2
where Ψ˜(~p) is the Fourier transform of Ψ(~r), (keep in mind that the hyperspherical
harmonics remains invariant under this transformation). The reduced radial momentum
eigenfunction u˜(p) is related to u(r) by means of the Hankel transform
u˜(p) = (−i)l
∫ ∞
0
√
rpJl+D/2−1(rp)u(r)dr, (11)
the Jν(x)-symbol being the first-kind Bessel function of order ν. Let us call ω˜(p) =
|u˜(p)|2 the momentum reduced radial probability density. The overall phase (−i)l will
play no role in our investigations.
Summing Eqs. (8) and (10) we obtain:
S[ρ] + S[γ] = S[ω] + S[ω˜] + (D − 1)(〈ln r〉+ 〈ln p〉) + 2S(Yl,{µ}), (12)
which will be the basic starting point to obtain our goal. Let us emphasize that
the hyperangular Shannon entropy S
(Yl,{µ}) is under control since the hyperspherical
harmonics are well-known mathematical objects so that they do not depend on the
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external potential VD(r). On the other hand, the remaining terms S[ω] + S[ω˜] and
〈ln r〉 + 〈ln p〉 do depend on VD(r); so that, we will try to bound them from below in
terms of the hyperquantum number l which characterizes the state. This will be done
in Sections 2 and 3 by use of the Lp – Lq norm inequality of L. De Carli [34] and
the logarithmic uncertainty relation of S. Omri [35], respectively. In Section 4, the new
entropic uncertainty relation is given and discussed. Let us advance that the encountered
lower bound to the Shannon-entropy sum only depends on the hyperangular quantum
numbers in an analytical form. Then, in Section 5 the new entropic relation is examined
for two relevant three-dimensional central potentials: the Coulomb and the harmonic
oscillator potentials. Finally, some conclusions and open problems are given in Section
6.
2. Entropic uncertainty relations for the reduced radial wavefunctions
In this Section we will find the Re´nyi-entropy-based and the Shannon-entropy-based
uncertainty relations of the reduced radial wave functions u(r) and u˜(p) in position and
momentum spaces respectively.
Taking into account that u˜(p) is the Hankel transform (11) of u(r), we can directly
apply the Theorem 1.2 of L. De Carli [34] to write that(∫ ∞
0
|u˜(p)|q dp
) 1
q
≤ C(q, q′; ν)
(∫ ∞
0
|u(r)|q′ dr
) 1
q′
(13)
for 1 < q′ ≤ 2, and 1/q′ + 1/q = 1, with the constant
C(q, q′; ν) =
A(q′; ν)
A(q; ν)
, A(q; ν) = 2
1
2q
q
1
2(ν+
1
2
+ 1
q )
Γ
(
q
2
(
ν + 1
2
)
+ 1
2
) 1
q
where ν = l +D/2− 1.
Let us now rewrite this inequality for the reduced radial probability densities ω(r)
and ω˜(p). For this purpose it is convenient to use the parameters (α, β) related to (q, q′)
by q = 2α and q′ = 2β, so that 1/α + 1/β = 2. Then Eq. (13) transforms into the
following inequality(∫ ∞
0
[ω˜(p)]αdp
) 1
2α
≤ C
(∫ ∞
0
[ω(r)]βdr
) 1
2β
,
where C = C(2α, 2β; ν). Then, the Neperian logarithm of this inequality multiplied by
the negative factor 1/(1− α) (since q ≥ 2⇔ α ≥ 1) yields that
1
1− α ln
(∫ ∞
0
[ω˜(p)]αdp
)
≥ 2α lnC
1− α −
1
1− β ln
(∫ ∞
0
[ω(r)]βdr
)
,
where we have used the fact that α/(1− α) = −β/(1− β).
Then, recalling that the qth-order Re´nyi entropy of a probability density f(x), with
0 < x <∞, is given according to Eq. (3) by
Rq[f ] ≡ 1
1− q ln
∫ ∞
0
[f(x)]qdx,
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the last inequality gives rise to the following Re´nyi-entropy-based uncertainty relation
for the position and momentum reduced radial probability densities:
Rβ[ω] +Rα[ω˜] ≥ 2α ln [A(2α; ν)]
α− 1 +
2β ln [A(2β; ν)]
β − 1 . (14)
Finally, let us highlight that since β = α/(2α − 1) and making the limit α → 1 this
inequality yields the Shannon-entropy-based uncertainty relation for the reduced radial
probability densities ω(r) and ω˜(p):
S[ω] + S[ω˜] ≥ C ′ν (15)
with
C ′ν = 2l +D + 2 ln
[
Γ
(
l + D
2
)
2
]
− (2l +D − 1)ψ
(
l +
D
2
)
where ψ(x) = Γ′(x)/Γ(x) denotes the well-known digamma function. To obtain (15)
from Eq. (14) we have taken into account that the Shannon entropy of a probability
density f(x), S[f ] = − ∫∞
0
f(x) ln f(x)dx, is [7] the limiting case α → 1 of the Re´nyi
entropy Rα[f ].
3. Logarithmic uncertainty relation for central potentials
In this Section we will show that the position and momentum probability densities
of a particle moving in a spherically symmetric potential VD(r) satisfy the following
uncertainty relation
〈ln r〉+ 〈ln p〉 ≥ ψ
(
2l +D
4
)
+ ln 2; l = 0, 1, 2, . . . (16)
This inequality improves for central potentials the Beckner’s logarithmic uncertainty
relation [36] of general validity, in which the lower bound on the logarithmic sum is
ψ (D/4) + ln 2.
To prove the expression (16) we begin with the 2011-dated logarithmic uncertainty
relation of S. Omri [35]∫ ∞
0
|f(r)|2 ln r dλµ(r) +
∫ ∞
0
|f˜(p)|2 ln p dλµ(p) ≥
[
ψ
(
µ+ 1
2
)
+ ln 2
]
Nµ, (17)
where f ∈ L2 (0,∞), the measure dλµ(r), r ∈ [0,∞) is given by
dλµ(r) =
r2µ+1
2µΓ(µ+ 1)
dr,
and the Hankel transform f˜(p) of order µ is defined by
f˜(p) =
∫ ∞
0
f(r)jµ(rp)dλµ(r), µ ≥ −1
2
,
where jµ(r) is the normalized spherical Bessel function of the first kind, given by
jµ(z) =
2µΓ(µ+ 1)
zµ
Jµ(z).
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Moreover, the normalization constant Nµ is defined as
Nµ =
∫ ∞
0
|f(r)|2dλµ(r).
If we take the following function
f(r) = r−l−
D−1
2 u(r)
together with the value µ = l +D/2− 1, we find that:∫ ∞
0
|f(r)|2 ln r dλµ(r) = Nµ
∫ ∞
0
ω(r) ln r dr = Nµ〈ln r〉, (18)∫ ∞
0
|f˜(p)|2 ln p dλµ(p) = Nµ
∫ ∞
0
ω˜(p) ln p dp = Nµ〈ln p〉, (19)
and the explicit value of the normalization constant is given by
Nµ =
1
2µΓ(µ+ 1)
. (20)
With expressions (18), (19) and (20) the inequality (17) boils down to the wanted
relation (16).
4. Shannon-entropy-based uncertainty relation for central potentials
In this Section we will give and discuss the Shannon-entropy-based uncertainty relation
for general D-dimensional central potentials, which provides a lower bound to the sum
S[ρ] + S[γ] in terms of D and the hyperquantum numbers of the corresponding state.
The entropy sum given in Eq. (12) is bounded from below as
S[ρ] + S[γ] ≥ Bl,{µ} (21)
where
Bl,{µ} = 2l +D + 2 ln
[
Γ
(
l + D
2
)
2
]
− (2l +D − 1)ψ
(
l +
D
2
)
+ (D − 1)
(
ψ
(
2l +D
4
)
+ ln 2
)
+ 2S(Yl,{µ}) (22)
where S(Yl,{µ}) is given by Eq. (9), and the inequalities (15) and (16) have been
taken into account to bound the terms S[ω] + S[ω˜] and 〈ln r〉 + 〈ln p〉, respectively.
Notice that this bound depends on the hyperangular quantum numbers (l, {µ}) and the
dimensionality D, but not on the principal (energetic) quantum number n because the
analytical form of the central potentital VD(r) was not specified.
For completeness, the central bound (22) and the general bound given by (1) are
represented in Figure 1, for D = 3, as a function of the quantum numbers (l,m). The
horizontal line represents the general bound (equal to 3(1 + ln pi) in this case), while
the points represent the values of the central bound for different quantum numbers
(l,m). The comparison of these bounds shows that the new lower bound is bigger (so,
better) than the general one for all values (l,m) except for l = m = 0. For dimensions
The Shannon-entropy uncertainty relation for D-dimensional central potentials 8
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Figure 1. General bound given by (1) (dashed horizontal line) and central bound (22)
(•) for different values of (l,m).
other than 3, it might occur that the bound does not get improved for more than one
set of values (l, {µ}); this is e.g., the case of the values (l, µ2, µ3) = (0, 0, 0), (1, 0, 0)
and (1, 1, 0), when D = 4. The reason might be due either to the separation done in
Eq. (12) between the sum of the Shannon entropies of the reduced densities and the
logarithmic uncertainty sum, or to the fact that, when l = 0, the logarithmic uncertainty
relation (16) does not represent any improvement with respect to the general inequality
by Beckner [36], that is not sharp enough in this case.
Finally, let us point out that in the asymptotic case l → ∞, the Shannon entropy
of the hyperspherical harmonics Yl,{µ} have the asymptotic behaviour [37]
S(Yl,{µ}) = O(1)
for finite values of µj, and
S(Yl,{µ}) = −1
2
(K − 1) ln l +O(1),
having the parameters µj (j = 2, . . . , D − 1) the values l − aj, with aj ∈ N fixed, for
j = 2, . . . , K, being finite otherwise (i.e. for j = K+1, . . . , D−1). Then, the asymptotic
behaviour of the new bound (22) in these two cases is given by
Bl,{µ} = (D − 1) ln l +O(1)
and
Bl,{µ} = (D −K) ln l +O(1),
respectively.
Thus, the larger the value of l, the bigger is the new central bound, and the larger
the improvement with respect to the general bound (1).
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5. Applications to hydrogenic and isotropic oscillator potentials
In this Section we will discuss the Shannon-entropy-based uncertainty relation (21) for
the two main prototypes of central systems: the hydrogenic and isotropic oscillator
systems.
5.1. Hydrogenic systems
In this case, VD(r) = −1r (atomic number = 1). The densities in the position and
momentum space are [38]
ρn,l,{µ}(~r) = Nn,l e
− 2r
η
(
2r
η
)2l [
L
(2l+D−2)
n−l−1
(
2r
η
)]2 ∣∣Yl,{µ}(ΩD−1)∣∣2 ,
and
γn,l,{µ}(~p) = N˜n,l
(ηp)2l
(1 + η2p2)2l+D+1
[
C
(l+D−12 )
n−l−1
(
1− η2p2
1 + η2p2
)]2 ∣∣Yl,{µ}(ΩD−1)∣∣2 ,
where
Nn,l =
(
2
η
)D
2 (n− l − 1)!
2η(n+ l +D − 3)! ,
N˜n,l =
(n− l − 1)!
2pi(n+ l +D − 3)!4
2l+DΓ2
(
l +
D − 1
2
)
ηD+1,
η = n+
D − 3
2
,
and L
(α)
k (·) and C(α)k (·) are the Laguerre and Gegenbauer polynomials of degree k
and parameter α, respectively. The principal quantum number takes the values
n = 0, 1, 2, . . ., and l = 0, 1, . . . , n− 1.
The Shannon entropies of these two densities have not yet been analytically
calculated despite the enormous efforts done since a long time (see Ref. [32] for a recent
review). So we have evaluated S[ρ] and S[γ] numerically to obtain the entropy sum
S[ρ] + S[γ]. The ratio
Ξn,l,m =
S[ρ] + S[γ]
Bl,m
(23)
between the entropy sum and central bound (22), for D = 3, is represented in Figure 2
for several states. Naturally, in all the cases Ξn,l,m ≥ 1. Moreover, the ratio is lower for
larger values of l (n fixed), as suggested by the analysis of Section 4.
5.2. Isotropic oscillator systems
In this case, VD(r) =
1
2
λr2, λ > 0. The densities in the position and momentum space
are [38]
ρn,l,{µ}(~r) =
2n!λl+
D
2
Γ
(
n+ l + D
2
)r2le−λr2 [L(l+D2 −1)n (λr2)]2 ∣∣Yl,{µ}(ΩD−1)∣∣2 ,
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Figure 2. Ratio (23) (•) for several states (n, l,m) of the hydrogen atom.
and
γn,l,{µ}(~p) =
1
λD
ρn,l,{µ}
(
~p
λ
)
,
where n, l = 0, 1, 2, . . .
Analogously to the previous Subsection, the Shannon entropies, S[ρ] and S[γ], for
these two densities are evaluated numerically to obtain the entropy sum S[ρ] + S[γ].
The ratio
Φn,l,m =
S[ρ] + S[γ]
Bl,m
(24)
between the entropy sum and central bound (22), for D = 3 and λ = 1, is represented
in Figure 3 for several states. Like in the hydrogenic systems, in all the cases Φn,l,m ≥ 1.
Moreover, the ratio is lower for larger values of l (n fixed), as suggested by the analysis
of Section 4. It is worth remarking that for this system the entropy sum of the ground
state (n, l,m) = (0, 0, 0) is equal to 3(1 + ln(pi)) (i.e. exactly the bound (1) for D = 3).
However, as we can see in Figure 3, the ratio of this value with respect to B0,0 is
Φ0,0,0 ' 1.15, which is clearly greater than unity obtained with the general bound (1),
as the ground state (0, 0, 0) of the isotropic oscillator saturates this latter bound. Thus,
again we observe that the new bound improves the general bound (1) for all states (l,m)
except when l = 0.
6. Conclusions and open problems
In this work the Shannon-entropy-based uncertainty relation (1) of the D-dimensional
quantum systems has been improved for spherically symmetric potentials. We have
obtained that the resulting lower bound does not depend on the specific form of the
potential since it only depends on the hyperangular quantum numbers (l, {µ}). Moreover
we have observed that this bound is indeed a strict improvement of the general bound
(1) for all values of (l,m) except when l = m = 0. The latter is because the logarithmic
uncertainty relation (16) does not represent for l = 0 any improvement with respect to
the general Beckner inequality (which is not sharp enough for s states). It would be
nice to overcome this limitation in the future. Moreover, we have studied and discussed
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Figure 3. Ratio (24) (•) for several states (n, l,m) of the isotropic oscillator.
the new “central” bound for various states and for some relevant spherically symmetric
potentials of Coulomb and oscillator types.
Finally let us point out an important open problem closely related to that
resolved here; namely, to improve for central potentials the general Re´nyi-entropy-based
uncertainty relation of Bialynicki-Birula, Zozor and Vignat [39,40].
Acknowledgements
 LR would like to thank all members of the Atomic Physics Group from University of
Granada for their kind hospitality.  LR acknowledges financial support by the Grant of
the Polish Ministry of Science and Higher Education for years 2010-2012. JSD and PSM
are very grateful for partial support to Junta de Andaluc´ıa (under grants FQM-4643
and FQM-2445) and Ministerio de Ciencia e Innovacio´n under project FIS2011-24540.
JSD and PSM belong to the Andalusian research group FQM-0207.  LR and PSM are
grateful for the GENIL-PYR-2010-27 research grant.
[1] W. Heisenberg. Z. Phys., 43:172, 1927.
[2] E.H. Kennard. Z. Phys., 44:326, 1927.
[3] J. Hilgevoord and J. B. M. Uffink. More certainty about the uncertainty principle. Eur. J. Phys.,
6:165, 1985.
[4] V. Majernik and L. Richterek. Entropic uncertainty relations. Eur. J. Phys., 18:79, 1997.
[5] J.B.M. Uffink. Measures of Uncertainty and the Uncertainty Principle. PhD Thesis, University
of Utrecht, 1990. See also references herein.
[6] M. J. W. Hall. Universal geometric approach to uncertainty, entropy and information. Phys. Rev.
A, 59:2602–2615, 1999.
[7] T. M. Cover and J. A. Thomas. Elements of Information Theory. Wiley, N.Y., 1991.
[8] B. R. Frieden. Science from Fisher Information. Cambridge University Press, Cambridge, 2004.
[9] C. E. Shannon. A mathematical theory of communication. Bell Syst. Tech. J., 27:379–423 and
623–656, 1948.
[10] H. Hatori. A note on the entropy of continous distributions. Kodai Math. Sem. Rep., 10:172,
1958.
[11] I. Csiszar. Axiomatic characterizations of information measures. Entropy, 10:261, 2008.
The Shannon-entropy uncertainty relation for D-dimensional central potentials 12
[12] H. Everett III. In B.S. DeWitt and N. Graham, editors, The Many-Worlds Interpretation of
Quantum-Mechanics. Princeton University Press, Princeton, 1993.
[13] I.I. Hirschman. A note on entropy. Amer. J. Math., 79:152, 1957.
[14] W. Beckner. Inequalities in Fourier analysis. Ann. Math., 102:159, 1975.
[15] I. Bialynicki-Birula and J. Mycielski. Uncertainty relations for information entropy in wave
mechanics. Commun. Math. Phys., 44:129, 1975.
[16] A. Re´nyi. Probability theory. North Holland, Amsterdam, 1970.
[17] N. Bohr. Der Bau der Atome und die physikalischen und chemischen Eigenschaften der Elemente.
Z. Physik, 9:1–67, 1922.
[18] V. Fock. Na¨herungsmethode zur Lo¨sung des quantenmechanischen Mehrko¨rperproblems. Z.
Physik, 61:126–148, 1930.
[19] D. R. Hartree. The wave mechanics of an atom with a non-coulomb central field. Part. I. Theory
and methods. Proc. Camb. Phil. Soc, 24:89–110, 1928.
[20] Y. Kitagawara and A. O. Barut. Period doubling in the n+ l filling rule and dynamic symmetry
of the Demkov-Ostrovsky atomic model. J. Phys. B: At. Mol. Opt., 16:3305–3327, 1983.
[21] A. Chatterjee. Large-N expansions in quantum mechanics, atomic physics and some O(N) invariant
systems. Phys. Rep., 186:249, 1990.
[22] D. R. Herschbach, J. Avery, and O. Goscinski, editors. Dimensional Scaling in Chemical Physics.
Kluwer Acad. Publ., Dordrecht, 1993.
[23] J. R. Anglin and W. Ketterle. Bose-Einstein condensation of atomic gases. Nature, 416:211–218,
2002.
[24] P. S. Wesson. Five-dimensional Physics. Classical and Quantum Consequences of Kaluza-Klein
Cosmology. World Scientific, Singapore, 2006.
[25] D.I. Mendeleev. The relation between the properties and atomic weights of the elements. J. Russ.
Chem. Soc., 1:60–77, 1869.
[26] F. Gleisberg, W. Wonneberger, U. Schlo¨der, and C. Zimmermann. Noninteracting fermions in a
one-dimensional harmonic atom trap: Exact one-particle properties at zero temperature. Phys.
Rev. A, 62:063602, 2000.
[27] B. DeMarco and D. Jin. Onset of Fermi degeneracy in a trapped atomic gas. Science, 285:1703,
1999.
[28] I. A. Howard, N. H. March, and L. M. Nieto. Complete functional theory for the fermion density of
independent particles subject to harmonic confinement in d dimensions for an arbitrary number
of closed shells. Phys. Rev. A, 66:054501, 2002.
[29] J. S. Dehesa, R. Gonza´lez-Fe´rez, P. Sa´nchez-Moreno, and R. J. Ya´n˜ez. Kinetic energy bounds for
particles confined in spherically-symmetric traps with non-standard dimensions. New J. Phys,
9:131, 2007.
[30] J. S. Avery. Hyperspherical Harmonics and Generalized Sturmians. Kluwer, Dordrecht, 2000.
[31] E. Romera, P. Sa´nchez-Moreno, and J. S. Dehesa. Uncertainty relation for Fisher information of
D-dimensional single-particle systems with central potentials. J. Math. Phys., 47:103504, 2006.
[32] J. S. Dehesa, S. Lo´pez-Rosa, A. Mart´ınez-Finkelshtein, and R. J. Ya´n˜ez. Information theory of D-
dimensional hydrogenic dystems: Application to circular and Rydberg states. Int. J. Quantum
Chem., 110:1529–1548, 2010.
[33] W. P. Schleich and J. P. Dahl. Dimensional enhancement of kinetic energies. Phys. Rev. A,
65:052109, 2002.
[34] L. De Carli. On the Lp-Lq norm of the Hankel transform and related operators. J. Math. Anal.
Appl., 348:366–382, 2008.
[35] S. Omri. Logarithmic uncertainty principle for the Hankel transform. Int. Transf. Spec. Funct.,
22:655–670, 2011.
[36] W. Beckner. Pitt’s inequality and the uncertainty principle. Proceed. Amer. Math. Soc., 123:1897–
1905, 1995.
[37] S. Lo´pez-Rosa, I. Valero, P. Sa´nchez-Moreno, and J. S. Dehesa. Information-theoretic properties
The Shannon-entropy uncertainty relation for D-dimensional central potentials 13
of Rydberg atoms. 2013. Accepted in Journal of Mathematical Physics.
[38] R.J. Ya´n˜ez, W. van Assche, and J.S. Dehesa. Position and momentum information entropies of
the d-dimensional harmonic oscillator and hydrogen atom. Phys. Rev. A, 50:3065–3079, 1994.
[39] I. Bialynicki-Birula. Formulations of uncertainty relations in terms of Re´nyi entropies. Phys. Rev.
A, 74:052101, 2006.
[40] S. Zozor and C. Vignat. On classes of non-gaussian asymptotic minimizers in entropic uncertainty
principles. Physica A, 375:499–517, 2007.
