Abstract. This paper will primarily present a method of proving generating function identities for partitions from linked partition ideals. The method to introduce is built on a conjecture by George Andrews and that those generating functions satisfy some q-difference equations. We will come up with the generating functions of the partitions in KanadeRussell conjectures to illustrate the legitimacy of this method.
1. Introduction 1.1. Background. As usual, a partition λ of a positive integer n is a weakly decreasing sequence of positive integers λ 1 ≥ λ 2 ≥ · · · ≥ λ ℓ whose sum equals n. By convention, we may also assume that 0 has one partition, which is called the empty partition ∅.
In the theory of partitions, the generating function identities are of the great interest as they encapsulate all the information of the partitions in question. In a series of papers [1] [2] [3] dated back to the 1970s, George Andrews initiated a general theory of partition identities. These papers later formed Chap. 8 of Andrews' book "The theory of partitions" [4] . In particular, Andrews introduced the concept of linked partition ideal. Recently, Andrews further communicated the idea that linked partition ideals deserve some more attention for their generating functions can be elegantly formulated.
The following conjecture by Andrews provides us a basis of "guessing" the generating function: (q A1 ; q A1 ) n1 · · · (q Ar ; q Ar ) nr ,
(1.1) in which L 1 , L 2 and L 3 are linear forms in n 1 , . . . , n r and Q is a quadratic form in n 1 , . . . , n r . Here the coefficient of the x m q n term is the number of partitions of n in this linked partition ideal with m parts.
This conjecture has numerous pieces of empirical evidence:
1. The first Rogers-Ramanujan identity (cf. Corollary 7.67 in [4] ) states that the number of partitions of a nonnegative integer n into parts congruent to ±1 modulo 5 is the same as the number of partitions of n such that each two consecutive parts have difference at least 2. We know that the generating function of partitions under the above difference-at-a-distance theme is n≥0 q n 2 (q; q) n .
A generalization of the Rogers-Ramanujan identities is due to Gordon (cf. Theorem 7.5 in [4] ). In a special case of Gordon's generalization, we deal with partitions of the form λ 1 + λ 2 + · · · + λ ℓ , where for all j, λ j − λ j+k−1 ≥ 2 with k ≥ 2 fixed. It can be shown that the generating function is n1,n2,...,n k−1 ≥0
(q; q) n1 (q; q) n2 · · · (q; q) n k−1 ,
where N j = n j + n j+1 + · · · + n k−1 . Andrews showed that this partition set is a linked partition ideal. 2. In the first Göllnitz-Gordon identity, one studies partitions of the form λ 1 + λ 2 + · · · + λ ℓ , in which no odd part is repeated, λ j − λ j−1 ≥ 2 if λ j odd and λ j − λ j−1 > 2 if λ j even. It can be shown that the generating function is (−q; q 2 ) ∞ n1,n2≥0
(q 2 ; q 2 ) n1 (q 2 ; q 2 ) n2 .
This partition set is also a linked partition ideal as claimed by Andrews. With the aid of the above conjecture and necessary computer algebra systems, if we want to find a generating function identity for a linked partition ideal, we are able to single out the promising candidates by running through a number of functions in the above fashion and comparing the series expansions.
Kanade-Russell conjectures.
As we have already seen, many linked partition ideals consist of partitions under certain difference-at-a-distance theme. Here we say that a partition λ = λ 1 + λ 2 + · · · + λ ℓ satisfies the difference d at distance k condition if, for all j, λ j − λ j+k ≥ d. Hence, we may restate the corresponding partition set in the first Rogers-Ramanujan identity as "the set of partitions with difference at least 2 at distance 1."
In 2014, Kanade and Russell [7] proposed six challenging conjectures on partition identities of Rogers-Ramanujan type. For example, the first of their conjectures reads as follows. Conjecture 1.2 (Kanade-Russell conjecture I 1 ). The number of partitions of a nonnegative integer n into parts congruent to 1, 3, 6 or 8 modulo 9 is the same as the number of partitions of n with difference at least 3 at distance 2 such that if two consecutive parts differ by at most 1, then their sum is divisible by 3.
Several more conjectures of the same flavor were proposed in two subsequent papers of Kanade [6] , and Kanade and Russell [8] . In particular, among these conjectures (including the six conjectures in [7] ), there are eleven of them involving the modulus 12. It is notable that in a very recent preprint of Bringmann, JenningsShaffer and Mahlburg [5] , seven of the modulo 12 conjectures were proved.
One major difficulty of proving the Kanade-Russell conjectures is that it is not always easy to find generating functions for the partitions under certain differenceat-a-distance themes. Fortunately, this problem was settled in two recent papers of Kanade and Russell [8] , and Kurşungöz [10] . However, their proofs, although totally different, are both purely combinatorial.
On the other hand, if we notice that the partition sets under difference-at-adistance themes in the six conjectures are either a linked partition ideal or a subset of a linked partition ideal, a more algebraic approach can be provided. The resulting generating functions in turn give us more evidences for Andrews' conjecture.
1.3. Outline of the paper. In Section 2, we will give a detailed account of properties of linked partition ideals and their generating functions. Among those, the most consequential property is that those generating functions satisfy some qdifference equations. Such a q-difference equation is obtained by solving a system of q-difference equations. To do so, we reformulate in Section 3 an algorithm due to Andrews (cf. [4, Lemma 8.10] ) into the matrix form to make it easier to proceed with.
In the next three sections, as experiments, we apply our method to not only reprove the six generating function identities involved in the Kanade-Russell conjectures but also present six more new identities. Notice that our method is also applicable to the cases where the partitions in question are from a nice subset of a partition ideal.
We end our paper with several interesting transformation formulas motivated by a recent preprint of Bringmann, Jennings-Shaffer and Mahlburg [5] .
A remark.
The proof of Andrews' conjecture should be regarded as a lucrative objective: if we could successfully prove this conjecture, we essentially yield a universal and solid method of deducing generating functions of partitions from linked partition ideals.
Linked partition ideals
We now give a brief review of linked partition ideals. Note that we shall restate some definitions in [4, Chap. 8] .
Let P be the set of partitions. Given a partition λ ∈ P, let |λ| denote the sum of all parts of λ, let ♯(λ) denote the number of parts in λ and let ♯ k (λ) denote the number of occurrences of parts of size k in λ. For example, if λ = 3+3+2+1+1+1, then ♯(λ) = 6, ♯ 1 (λ) = 3, ♯ 2 (λ) = 1, ♯ 3 (λ) = 2 and ♯ k (λ) = 0 for k ≥ 4. From the definition of partitions, we can see that only finitely many of the ♯ k (λ) are nonzero.
It is able to define a partial order "≤" by asserting that, for any two partitions λ and π, π ≤ λ whenever ♯ k (π) ≤ ♯ k (λ) for all k. Andrews also defined the "meet" and "join" operations for λ and π by treating P as a lattice:
(
Definition 2.1. A subset I of P is called a partition ideal if for any λ in I , π is also in I whenever π ≤ λ.
Remark 2.1. Andrews further asserted that a partition ideal is indeed a semi-ideal in the notation of lattice theory.
We next define the modulus of a partition ideal. To do so, we need the following notation.
Let I be a partition ideal. We define I (m) by the collection of partitions in I whose smallest part is > m. We also include the empty partition ∅ in I (m) . We then define a bijection φ : I → I (1) by sending λ = λ 1 + λ 2 + · · · + λ ℓ to (λ 1 + 1) + (λ 2 + 1) + · · · + (λ ℓ + 1) and the empty partition to itself. Definition 2.2. We say that a partition ideal I has modulus m if m is a positive integer such that φ m I = I (m) .
Remark 2.2.
A modulus is not necessarily unique.
For two partitions λ and π in I , their sum λ ⊕ π is defined to satisfy
Lemma 8.9 in [4] gives a unique decomposition for each λ ∈ I if I has modulus m.
Lemma 2.1. Let I be a partition ideal of modulus m. For each λ ∈ I , we uniquely have
, . . . are in I , all satisfying the property that the largest part ≤ m.
Definition 2.3. We define, for each partition ideal I of modulus m, L I = {λ ∈ I : the largest part of λ ≤ m}.
Here, again, the empty partition is included in L I .
Definition 2.4. For any partition π ∈ P, its m-tail Tail m (π) is defined to be the collection of parts of π which are at most m. For example, Tail 2 (3 + 3 + 2 + 1 + 1 + 1) = 2 + 1 + 1 + 1.
Now we are ready to give the definition of linked partition ideals.
Definition 2.5. We say that a partition ideal I is a linked partition ideal if (i) I has a modulus, say m; (ii) the L I corresponding to m is a finite set; (iii) for each π ∈ L I , there corresponds a minimal subset L I (π) ⊆ L I (called the linking set of π) and a positive integer l(π) (called the span of π) such that for any partition λ, it belongs to I with Tail m (λ) = π if and only if we can find a partitionπ with Tail m (π) ∈ L I (π) such that
Finally, we consider a two-variable generating function for any subset S of P:
Under the setting of Definition 2.5, if we further define I π to be the set of partitions in I whose m-tail is π ∈ L I , then (8.4.13) in [4] tells us that
In other words,
3. Systems of q-difference equations
As we will see in the next section, a crucial point there can be summarized as the following question: Suppose we have a system of q-difference equations, say,
. . .
where the F 's and p's are in x and q, is it possible to deduce a q-difference equation merely involving F 1 ? Fortunately, an affirmative algorithm is provided by Andrews in the proof of [4, Lemma 8.10] . We would like to translate Andrews' algorithm to the matrix form to make it more transparent.
At first, the system (3.1) can be written in the matrix form
Step (1). We put u 1 (x) = F 1 (x). Then (3.2) becomes
, then we shall terminate at this place by noticing that
For Steps (s) with 2 ≤ s ≤ k, we proceed iteratively as follows.
Step (s). Supposing that in the (s − 1)-th Step, we obtain 4) whereP s−1 is a k × k matrix with the (i, j)-th entry beingp i,j (x).
Since we have arrived at the s-th
Step, we know that at least one of thep s−1,s (x), p s−1,s+1 (x), . . .,p s−1,k (x) is not identically zero. Otherwise, the program should be terminated at the (s − 1)-th Step. Further, ifp s−1,s (x) is identically zero and p s−1,t (x) (for some t with s + 1 ≤ t ≤ k) is not identically zero, (3.4) can be rewritten by switching the s-th and t-th columns ofP s−1 and switching F s and F t . For notational convenience, we simply rename F s by F t and F t by F s so that the new relation is still of the form (3.4) while withp s−1,s (x) not identically zero.
We then make the following substitution
where
Here all diagonal entries in the k × k matrix T (x) are 1 except for the s-th diagonal entry. In the s-th row of T (x), for s ≤ t ≤ k, the (s, t)-th entry of T (x) isp s−1,t (x). All remaining entries in T (x) are 0.
is not identically zero, the matrix T (x) is invertible. In particular, we have
It follows from (3.4) and (3.6) that
whereP
Claim 3.1. The matrixP s obtained above is of the form
More precisely, in row r (1 ≤ r ≤ s − 1) ofP s , the (r, r + 1)-th entry is 1 and the (r, c)-th entries are 0 for all c > r + 1.
Proof. We argue by induction on s. When s = 1, there is nothing to prove. Assuming that the result is true for some s − 1 and noticing thatP s−1 is such a matrix obtained in the (s − 1)-th Step, we know thatp r,r+1 (x) = 1 for all r ≤ s − 2 and thatp r,c (x) = 0 for all r ≤ s − 2 and c > r + 1.
It is obvious that the first s − 1 rows of T (xq −m )P s−1 are identical to the first
If c = r + 1, then the only non-zero contribution in the above summation is
If c > r + 1, then we first treat the r = s − 1 case. One has
For r ≤ s − 2, we simply notice thatp r,j (x) = 0 for j > r + 1 from our assumption and that T (−1) j,c (x) = 0 for j ≤ r + 1 since j ≤ s − 1 and j = c.
Letp
New i,j (x) be the (i, j)-th entry ofP s . We now check that ifp New s,t (x) = 0 for all t ≥ s + 1, then we shall stop at this place by noticing with the help of Claim 3.1 that
Assuming that the above program is terminated after ℓ (≤ k) steps, we obtain a new system of q-difference equations
where the r's are in x and q.
With this new system, a q-difference equation involving merely u 1 can be obtained by simple eliminations. Finally, we recall that F 1 (x) is set to be u 1 (x) in
Step (1).
Kanade-Russell conjectures
We may summarize the following four types of partition sets under difference-at-adistance themes from the Kanade-Russell conjectures.
• Type I:
Partitions with difference at least 3 at distance 2 such that if two consecutive parts differ by at most 1, then their sum is divisible by 3.
• Type II:
Partitions with difference at least 3 at distance 2 such that if two consecutive parts differ by at most 1, then their sum is congruent to 2 modulo 3.
• Type III:
Partitions with difference at least 3 at distance 3 such that if parts at distance 2 differ by at most 1, then the sum of the two parts and their intermediate part is congruent to 1 modulo 3.
• Type IV:
Partitions with difference at least 3 at distance 3 such that if parts at distance 2 differ by at most 1, then the sum of the two parts and their intermediate part is congruent to 2 modulo 3.
In this section, we investigate partition sets of types I, II, III and IV under the setting of linked partition ideals.
Partition set of type I.
Recall that the partition set of type I is the set of partitions with difference at least 3 at distance 2 such that if two consecutive parts differ by at most 1, then their sum is divisible by 3. In other words, if
Let P TI denote the partition set of type I.
Claim 4.1. P TI is a partition ideal of modulus 3.
Proof. We first prove that P TI is a partition ideal. It suffices to show that for any λ = λ 1 + λ 2 + · · · + λ ℓ in P TI , if we delete a part from λ, the resulting partitionλ is still in P TI . Obviously, if the deleted part is λ 1 or λ ℓ , thenλ ∈ P TI . Hence, we may assume thatλ = λ 1 + · · · + λ k−1 + λ k+1 + · · · + λ ℓ with λ k not being λ 1 or λ ℓ . To see thatλ satisfies the first condition, it suffices to check that
On the other hand, λ k−1 − λ k+1 ≥ 3 along with the fact that λ ∈ P TI ensure the second condition. Henceλ ∈ P TI , as desired.
We next show that P TI has modulus 3. Hence we need to prove that φ
TI . Notice that the empty partition is in both partition sets.
TI , we may construct a new partitionπ byπ = (
TI . This confirms that P TI has modulus 3.
From the definition of P TI , it is straightforward to observe the following facts. linking set
where the π i 's are as defined in Claim 4.3.
Following (2.3), we have
(4.1)
3)
) denote the generating function of partitions in P TI whose smallest part is at least 1 (resp. 2, 3).
It follows that
Hence, to determine q-difference equations satisfied by G PT I,1 (x), G PT I,2 (x) and G PT I,3 (x), it suffices to find q-difference equations for H 0 (x), H 5 (x) and H 6 (x), respectively.
We now deduce from (4.1), (4.2), (4.3) and (4.5) that
and likewise from (4.4) and (4.6) that
As a result, the system (4.1)-(4.7) can be rewritten as
We first use the algorithm in Section 3 to deduce the q-difference equation satisfied by H 0 (x) and accordingly G PT I,1 (x).
Step (1). We put
Step (2). We put
Step (3). We put u 6 (x) =
For convenience, we write
where the coefficients are rational functions in x and q given byP 3 .
Noting from (4.8) that
we may eliminate u 5 (x) by (4.21)
Substituting (4.25) into (4.22), we may eliminate u 6 (x)
Substituting (4.24), (4.25) and (4.26) into (4.23), we arrive at, after simplification, the following q-difference equation for G PT I,1 (x).
Theorem 4.4. It holds that
and
In the same manner, we may find the q-difference equations for H 5 (x) and H 6 (x), and accordingly G PT I,2 (x) and G PT I,3 (x). Theorem 4.5. It holds that 
Partition set of type II.
Recall that the partition set of type II is the set of partitions with difference at least 3 at distance 2 such that if two consecutive parts differ by at most 1, then their sum is congruent to 2 modulo 3. In other words, if
Let P TII denote the partition set of type II.
Claim 4.7. P TII is a partition ideal of modulus 3. 
Similarly, let us denote by H i (x) = H i (x, q) the generating function of partitions λ in P TII with Tail m (λ) = π i for i = 0, 1, . . . , 6 where the π i 's are as defined in Claim 4.9.
Following (2.3), we have
) denote the generating function of partitions in P TII whose smallest part is at least 1 (resp. 2).
Let G PT II,a (x) denote the generating function of partitions in P TII where 1 appears at most once.
We may deduce from (4.30), (4.31) and (4.32) that
and likewise from (4.33), (4.35) and (4.36) that
Hence, the system (4.30)-(4.36) can be rewritten as Using the algorithm in Section 3, we are able to prove the following q-difference equations for G PT II,1 (x), G PT II,2 (x) and G PT II,a (x), respectively. Theorem 4.10. It holds that
Theorem 4.11. It holds that
Theorem 4.12. It holds that 
Let P TIII denote the partition set of type III.
Claim 4.13. P TIII is a partition ideal of modulus 3. Claim 4.15. The span and linking set of partitions in L PT III are given as follows. 
50) Let G PT III,1 (x) = G PT III,1 (x, q) (resp. G PT III,2 (x)) denote the generating function of partitions in P TIII whose smallest part is at least 1 (resp. 2).
Let G PT III,a (x) denote the generating function of partitions in P TIII where 1 appears at most once.
Likewise, we can use the algorithm in Section 3 to deduce the following qdifference equations for G PT III,1 (x), G PT III,2 (x) and G PT III,a (x), respectively. 
Theorem 4.16. It holds that
p 0 (x, q)G PT III,1 (x) + p 3 (x, q)G PT III,1 (xq 3 ) + p 6 (x, q)G PT III,1 (xq 6 ) + p 9 (x, q)G PT III,1 (xq 9 ) + p 12 (x, q)G PT III,p 0 (x, q)G PT III,a (x) + p 3 (x, q)G PT III,a (xq 3 ) + p 6 (x, q)G PT III,a (xq 6 ) + p 9 (x, q)G PT III,a (xq 9 ) + p 12 (x, q)G PT III,
Partition set of type IV.
Recall that the partition set of type IV is the set of partitions with difference at least 3 at distance 3 such that if parts at distance 2 differ by at most 1, then the sum of the two parts and their intermediate part is congruent to 2 modulo 3. In other words, if λ = λ 1 + λ 2 + · · · + λ ℓ is in this partition set, then
Let P TIV denote the partition set of type IV. 
, π 10 , π 11 , π 12 , π 13 , π 14 } π 10 = 3 + 2 1 {π 0 , π 1 , π 3 , π 4 , π 5 , π 7 , π 8 , π 10 , π 11 , π 12 , π 13 , π 14 } π 11 = 3 + 2 + 1 1 {π 0 , π 1 , π 3 , π 4 , π 5 , π 7 , π 8 , π 10 , π 11 , π 12 , π 13 , π 14 } π 12 = 3 + 3 1 {π 0 , π 3 , π 7 , π 10 , π 12 , π 14 } π 13 = 3 + 3 + 1 1 {π 0 , π 3 , π 7 , π 10 , π 12 , π 14 } π 14 = 3 + 3 + 2 1 {π 0 , π 3 , π 7 , π 10 , π 12 , π 14 } Let us denote by H i (x) = H i (x, q) the generating function of partitions λ in P TIV with Tail m (λ) = π i for i = 0, 1, . . . , 14 where the π i 's are as defined in Claim 4.21.
82)
This system may be simplified as
Let G PT IV,1 (x) = G PT II,1 (x, q) denote the generating function of partitions in P TIV whose smallest part is at least 1.
Let G PT IV,a (x) denote the generating function of partitions in P TIV where 1 appears at most once.
Let G PT IV,b (x) denote the generating function of partitions in P TIV where the smallest part is at least 2 with 2 appearing at most once.
It follows that
Likewise, we can use the algorithm in Section 3 to deduce the following qdifference equations for G PT IV,1 (x), G PT IV,a (x) and G PT IV,b (x), respectively. 
Theorem 4.22. It holds that
p 0 (x, q)G PT IV,1 (x) + p 3 (x, q)G PT IV,1 (xq 3 ) + p 6 (x, q)G PT IV,1 (xq 6 ) + p 9 (x, q)G PT IV,1 (xq 9 ) + p 12 (x, q)G PT IV,p 0 (x, q)G PT IV,a (x) + p 3 (x, q)G PT IV,a (xq 3 ) + p 6 (x, q)G PT IV,a (xq 6 ) + p 9 (x, q)G PT IV,a (xq 9 ) + p 12 (x, q)G PT IV,p 0 (x, q)G PT IV,b (x) + p 3 (x, q)G PT IV,b (xq 3 ) + p 6 (x, q)G PT IV,b (xq 6 ) + p 9 (x, q)G PT IV,b (xq 9 ) + p 12 (x, q)G PT IV,
"Guessing" the generating functions
It is, of course, not easy to discover a closed form for each generating function directly from q-difference equations obtained in the previous section. However, Andrews's conjecture presented in the introduction shall give us enough clues.
Recall that Andrews' conjecture states as follows.
Conjecture 5.1. Every linked partition ideal I has a two-variable generating function G I (x, q) of the form
, L 2 and L 3 are linear forms in n 1 , . . . , n r and Q is a quadratic form in n 1 , . . . , n r .
It also appears to be true that some "nice" subsets of a linked partition ideal also enjoy a generating function of the form (5.1). One may investigate the second Rogers-Ramanujan identity or other conjectures of Kanade and Russell as examples.
Hence, we may search from a number of functions of the form (5.1) and compare the series expansions to find suitable candidates.
Theorem 5.1. Let G PT I,1 (x, q) (resp. G PT I,2 (x, q), G PT I,3 (x, q)) denote the generating function of partitions of type I whose smallest part is at least 1 (resp. 2, 3). We have
2)
3) Theorem 5.2. Let G PT II,1 (x, q) (resp. G PT II,2 (x, q)) denote the generating function of partitions of type II whose smallest part is at least 1 (resp. 2) and let G PT II,a (x, q) denote the generating function of partitions of type II where 1 appears at most once. We have Theorem 5.3. Let G PT III,1 (x, q) (resp. G PT III,2 (x, q)) denote the generating function of partitions of type III whose smallest part is at least 1 (resp. 2) and let G PT III,a (x, q) denote the generating function of partitions of type III where 1 appears at most once. We have
In the above theorems, we rediscover six generating function identities proved in [8] and [10] and obtain six new identities.
We will provide an approach to prove these identities in the next section with the help of computer algebra.
Computer algebra assistance
The proofs of the generating function identities in the previous section can be carried out by the same procedure. We only demonstrate (5.2) as an instance.
6.1. The main idea. If we write
where g PT I,1 (M ) ∈ Q(q), then we can translate the q-difference equation in Theorem 4.4 to a recurrence of g PT I,1 (M ).
Definition 6.1. Let K = Q(q) with q transcendental. A sequence (a n ) in K is called q-holonomic if there exist p, p 0 , . . . , p r ∈ K[x], not all zero, such that p 0 (q n )a n + p 1 (q n )a n+1 + · · · + p r (q n )a n+r = p(q n ).
Hence, the sequence g PT I,1 (M ) is q-holonomic.
On the other hand, if we write we may also find a recurrence relation satisfied byg PT I,1 (M ). Hence,g PT I,1 (M ) is also q-holonomic.
A result of Kauers and Koutschan [9] states that if two sequences (a n ) and (b n ) are q-holonomic, so is their linear combination (αa n + βb n ). Hence, we may find a recurrence relation satisfied by g PT I,1 (M ) −g PT I,1 (M ). As long as g PT I,1 (M ) − g PT I,1 (M ) = 0 for enough initial cases, we are safe to say that this difference is identical to 0 for all M and hence arrive at the desired generating function identity.
Two Mathematica packages.
To proceed with our proof, we require two Mathematica packages: qMultiSum [11] and qGeneratingFunctions [9] . These packages along with their instructions can be found on the webpage of Research Institute for Symbolic Computation (RISC) of Johannes Kepler University To begin with, we load the two packages after installing them.
<< RISC ' qMultiSum ' << RISC ' q G e n e r a t i n g F u nc ti on s ' Hence, for all M ≥ 0, from which we see that g PT I,1 (M ) (M ≥ 1) is uniquely determined by g PT I,1 (0). It is also trivial that g PT I,1 (0) = 1.
In particular, for M ≥ 0, we have the following recurrence 0 = g 6.5. Recurrence for g PT I,1 (M )−g PT I,1 (M ). Finally, we deduce the recurrence for g PT I,1 (M ) −g PT I,1 (M ) from (6.4) and (6.5) . This can be accomplished by the QREPlus function of the qGeneratingFunctions package. We need the following codes, in which sumrec1 records the recurrence relation for g PT I,1 (M ) and sumrec2 records the recurrence relation forg PT I,1 (M ). (q 9 , q a+9 ; q 6 ) n x 2n+1 . (7.8)
