In this paper an analysis of the flow field around a surface combatant ship is carried out. The test case considered is the flow around a model of the US naval combatant DDG51; three different speeds of advance are analyzed, corresponding to Fr=0.28, 0.35 and 0.41, with Reynolds numbers equal to 1.200 10 7 , 1.499 10 7 and 1.756 10 7 respectively, the scale of the model being =28.83. Numerical simulations have been carried out by means of the unsteady Reynolds-Averaged Navier-Stokes equations solver χnavis, developed at CNR-INSEAN. The computations are conducted on a sequence of grids in order to perform an accurate analysis of the grid convergence property of the solver. Validation of the results are provided by comparisons with experimental data.
INTRODUCTION
This paper describes the work that has been done in the framework of the WP5 of the Research Project EUROPA ERG1 RTP N° 110.067 "Development and Validation of Tools for the Prediction of Hydrodynamics Signatures", DALIDA, financially supported by the Italian and the French Navies, throughout the European Defence Agency. The main goal of this work package is to develop and evaluate numerical solutions in order to simulate wave field, wave breaking, risk of air capturing and convection, and wake around a ship. Several numerical tools among those at DGA Hydrodynamic (already, Bassin d'Essais des Carènes) and INSEAN-CNR disposal will be evaluated. In particular in the present paper the simulations that have been performed at CNR-INSEAN with the in-house unsteady Reynolds-Averaged Navier-Stokes equations (RANSE) solver navis will be presented. The test case considered is the steady advancement of the DDG51 ship model; three different speeds will be investigated. The choice of this test is ascribed to two main reasons: first of all, the availability of a large experimental data base; second, the different regimes at which those tests were realized, ranging from low speed (Fr=0.28) to high speed (Fr=0.41) at which strong breaking wave phenomena have been observed.
The paper is organized as follows: in the next section, the mathematical and he numerical models with the proper boundary and initial conditions will be briefly recalled. Numerical results will follow; first a description of the numerical grid employed will be given, and then an analysis of the computed flow fields will be reported. Wave and velocity fields will be investigated, comparison with experimental data will be provided. The analysis of the resistance, with verification and validation of the results, will be presented in the last section.
MATHEMATICAL AND NUMERICAL MODELS
The governing equations for the unsteady motion of an incompressible viscous fluid can be written in integral form as:
where V is a control volume, S(V) its boundary, and n the outward unit normal. In the general formulation, the equations are written in an inertial frame of reference, in order to take into account the possibility of block motion to follow possible moving boundaries. The equations are made non-dimensional with a reference velocity U ∞ and a reference length L and the water density .
In equation (1), F c and F d represent inviscid (advection and pressure) and diffusive fluxes, respectively:
In the previous equation, p=P+z/Fr 2 is the hydrodynamic pressure (i.e. the difference between the total P and the hydrostatic pressure -z/Fr 2 , Fr=U ∞ /(gL) 1/2 being the Froude number and g the acceleration of gravity parallel to the vertical axis z, positive upward). V is the local velocity of the control volume boundary, Re=U ∞ L/ the Reynolds number,  the kinematic viscosity, and  t the non-dimensional turbulent viscosity; in the present work, the turbulent viscosity has been calculated by means of the Spalart-Allmaras (1994) one-equation model. In what follows, u i is the i-th Cartesian component of the velocity vector (the Cartesian components of the velocity will be also denoted with u, v, and w).
The problem is closed by enforcing appropriate conditions at physical and computational boundaries. On solid walls, the relative velocity is set to zero (whereas no condition on the pressure is required); at the (fictitious) inflow boundary, velocity is set to the undisturbed flow value, and pressure is extrapolated from inside; on the contrary, pressure is set to zero at the outflow, whereas velocity is extrapolated from inner points.
At the free surface, whose location is one of the unknowns of the problem, the dynamic boundary condition requires continuity of stresses across the surface; if the presence of the air is neglected, the dynamic boundary condition reads:
where  ij is the stress tensor,  is the average curvature, We=(U ∞ 2 L/) 1/2 is the Weber number ( being the surface tension coefficient), whereas n, t 1 and t 2 are the surface normal and two tangential unit vectors, respectively.
The actual position of the free surface F(x,y,z,t)=0 is computed from the kinematic condition:
Initial conditions have to be specified for the velocity field and for the free surface configuration:
The numerical solution of the governing equations (1) is computed by means of a simulation code developed at CNR-INSEAN; the code yields the numerical solution of the Unsteady Reynolds averaged Navier Stokes equations with proper boundary and initial conditions. The algorithm is formulated as a finite volume scheme, with variable co-located at cell centres. Turbulent stresses are taken into account by the Boussinesq hypothesis, with several turbulence models (both algebraic and differential) implemented. Free surface effects are taken into account by a single phase level-set algorithm. Complex geometries and multiple bodies in relative motion are handled by a suitable dynamical overlapping grid approach. High performance computing is achieved by an efficient shared and distributed memory parallelization. For more details, the interested reader is referred to Di Mascio et al. (2001) , Di Mascio et al. (2006) , Di , Di Mascio et al. (2009) and for details. 
GEOMETRY AND COMPUTATIONAL PARAMETERS
The calculations were performed around the model (model scale =24.824) of the US naval combatant DDG51 (Figure 1 ) whose main dimensions are given in table 1. This ship has been taken as benchmark for an international collaboration between three institutes (namely the David Taylor Model Basin, the Iowa Institute of Hydraulic Research and the Italian Ship Model Basin, CNR-INSEAN), and therefore, extensive experimental results are available (see Olivieri et al. (2001) , Olivieri et al. (2004) and Stern et al. (2000) ); moreover, in the last two workshops on CFD for ship hydrodynamics held in Gothenburg in 2000 (Larsson et al. (2000) ) and in Tokyo in 2005 (Hino (2005) ), it has been used as representative of modern ship hull forms for a surface naval combatant. In the computations which follow, the model is considered in bare hull configuration.
The frame of reference which has been considered has the longitudinal axis aligned with the free stream velocity, positive backward; the z-axis is vertical, positive upward; y-axis completes a right hand system of reference. The origin is placed on the undisturbed free surface, amidships.
Simulations were carried out at three different speeds; the attitude of the ship is fixed at the dynam-ical position, with values of trim and sinkage taken from the experiments carried out at CNR-INSEAN (see Olivieri et al. (2001) and Olivieri et al. (2004) ).
The trim is positive when the ship rotates the bow downward, the sinkage is positive if the LCG moves downward. 
COMPUTATIONAL GRID
The volume grid around the hull has been built by means of a standard grid generator, namely ANSYS ICEM CFD. The computational grid exploits the Chimera-type topology capability (i.e. domains can overlap) available in the CNR-INSEAN RANS code. The grid topology is chosen in order to match the requirements of the numerical algorithms, i.e. grid clustering toward solid walls is determined by the estimated boundary layer thickness and refinements are considered around the free surface as well as in regions were strong gradient are expected.
The design of the grid focused on geometrical details of the hull, trying to keep as orthogonal as possible the cell faces in order to avoid degradation in the accuracy of the solution. The use of an overlapping grid approach easily allows the treatment of complex geometries, keeping the quality of the mesh, in terms of orthogonality, expansion ratio and grid refinement properties, satisfactory high.
A view of the computational mesh is given in Figure 2, where an overview of the surface mesh on the hull and on the plane of symmetry and a particular of the grid around the bulbous bow are shown. By the overlapping grid approach the time required for the generation of the mesh is highly reduced, even in the case of bodies with complex shapes. Moreover, since each region of the domain is discretized with a group of blocks, each independent of the other, any modification of the grid can be easily handled. The entire computational mesh is made by a total of 26 blocks, the total number of volumes is around 6,000,000. In the following table the number of volumes used for the discretization of different regions are summarized; it has to be note that only one of the two sides has been discretized, the geometry being symmetrical about the vertical plane. Medium and coarse grids are obtained by removing every other point from the finer mesh.
RESULTS
In this section the results obtained for the three cases are presented; the wave field first and then the velocity field will be analyzed. Results will be compared with available experimental data. In the final section an analysis of the computed resistance coefficients will be shown; the verification of the results, as well as the assessment of the numerical uncertainty and the comparison with experimental values will be carried out.
Wave fields
An overview of the computed free surface at Froude number equal to 0.28 and 0.41 are presented in Figure 3 ; from these figures the capability of the single phase level set approach developed at CNR-INSEAN in dealing with free surface waves in non breaking and breaking conditions can be clearly in-ferred. This test case is very severe to check the capabilities of free surface simulation algorithms in dealing with complex three dimensional wave breaking phenomena, because of the formation of a water sheet on the hull at the bow, the formation of multiple jets, impingements and splash-ups at least at medium and high Froude numbers. The wave patterns obtained for the three different Froude numbers are presented in Figure 4 ; results obtained on finest grid are compared with the measurements taken at INSEAN (Olivieri et al. (2001) , Olivieri et al. (2004) ). As expected, at Fr=0.41 larger wave elevations can be observed, minimum and maximum wave heights being h/Lpp=-0.015, 0.026; for the lower Froude number, extreme values are almost halved: h/Lpp =-0.007, 0.015. At the medium Froude number the wave elevation range is h/Lpp=-0.012, 0.021. In these figures, the prediction of the shoulder wave, and the wave system at the dry transom, composed by both the transverse and the divergent front waves can be clearly observed. For the medium and the higher Froude number, it is interesting to note the divergent wave system downstream the bow breaking wave, whose crests are almost aligned with the free stream, and the so-called rooster tail system at the transom stern. In those figures, it can be noticed that some interesting features of the breaking waves are well resolved by the numerical simulation (see the works by Dong et al. (1997) and Waniewski et al. (2002) ): as the flow impinges on the bow, a strong vertical velocity component induces a motion which creates a liquid sheet along the wall; this rise up increases with the Froude number. At the medium and the higher speed the formation of a jet that impinges on the free surface follows. A second and even a third jet due to the splash-up and its plunging can be clearly observed in Figure 4 , followed by the reconnection phase.
The qualitative agreement between numerical results and measurements are well satisfactory. In the experiments surface tension effects seem more pronounced; moreover, differently from experimental observations, breaking waves at the transom stern did not appear in the simulation, because of lack in the grid resolution. In Figure 5 , the computed wave profiles are compared (only for the lower and the higher Froude numbers) with the experimental data. At the lower Froude number the agreement is satisfactory, in spite of the large deviation at the first crest; such disagreement has been already observed in all the calculations in Larsson et al. (2000) , and it should be due to the way the experimental wave profile is taken. In fact, a photographic and digitizing system was used; therefore, if the maximum wave height is not attained on the hull surface, the result in the photo does not show the profile on the hull but the envelope of the maximum wave heights. This conjecture is supported by the DTMB measurements of the wave profile on a similar model, where a waterproof pencil is used and the first crest of the wave profile is somewhat lower (see fig. 5 in Stern et al. (2000) ). However, the agreement with experimental data for the crest at the bow is well within the experimental uncertainties (Stern et al. (2005) ); moreover, for the shoulder and stern waves, the agreement is very satisfactory. For the higher speed, the agreement with the experimental data is very good along the whole hull surface, whereas for the medium Froude number experimental data are not available. For all the speeds a monotonic convergence is observable. 
Velocity fields
An overview of the computed axial velocity fields is given in Figure 6 for the Fr=0.28 and 0.41 test cases respectively; this figure gives a global view of the flow around the model and highlight interesting flow features. The axial velocity component for the speed corresponding to Fr=0.28 is shown for cross sections around the fore perpendicular (x/Lpp =0.00), close to the trailing edge of the bulbous bow (x/Lpp =0.10) and in its wake (x/Lpp =0.20 and x/Lpp =0.40), around midships (x/Lpp =0.60), in the region where the hull surface narrows (x/Lpp =0.80), at the propeller plane (x/Lpp =0.9643) and in the wake of the hull (x/Lpp =1.00, x/Lpp =1.10) in Figure 7 and Figure 8 . In these figures the comparison with the measurements taken at CNR-INSEAN (Olivieri et al. (2001) ) is also presented.
In the cross section at the fore perpendicular, a stagnation point in correspondence of the leading edge of the bulb is evident; the peculiar shape of the bulb, due to the sonar dome, determines the generation of a pair of streamwise vortices, which are shed one from the upper region of the bulb and one from the edge of the bulb itself. These two vortices merge at the trailing edge of the bulb, forming a pair (port and a starboard side) of contra rotating bow bilge vortices. The presence of the bow bilge vortex at port side is clearly revealed by the iso-lines of the axial velocity in Figure 7 , related to the section located x=0.20Lpp downstream the fore perpendicular. The position and the strength of the bow bilge vortex clearly depend on the Froude number. At sections x/Lpp =0.40, x/Lpp =0.60 and x/Lpp =0.80 (around amidships, and in the stern region), the bow bilge vortex is still present. By the action of the bow bilge vortex, high momentum fluid is convected toward the hull at the center plane, whereas low moment fluids is convected from the boundary layer region toward the far field on the side of the surface hull; consequentially a significant decrease of the boundary layer along the keel and a considerable growth of the boundary layer along the side wall are well highlighted in the figures. At section x/Lpp =0.6, a second vortex is observed, having the same rotation of the first one. This second vortex, known as the stern bilge vortex, is attributable to the convergence of the limiting streamlines in the after body flow, due to the adverse pressure gradient (Tanaka (1988) ). The growth of the boundary layer thickness along the ship hull is well captured by the numerical simulations. The wake (x/Lpp =0.9346) is characterized by the presence of a very thick boundary layer and it is dominated (as the whole flow in the stern region) by the vertical motion due to the hull shape. The main characteristics of the wake are well represented by the numerical results up to the last cross section presented (x/Lpp=1.10); the dimension and the shape of the wake clearly depend on the speed of advance, with a strong interaction with the wave system at the transom of the ship.
The comparison between the computed and the measured velocity at different cross planes for the lowest Froude number case, clearly highlights the reliability of the numerical simulations, the agreement being well satisfactory. =0.80, 0.9346, 1.00, 1,10. 
Resistance
In this section an analysis of the total resistance coefficient computed at the three speeds is reported; both verification (the evaluation of the order of convergence and the assessment of numerical uncertainty) and validation (the comparison with the experi-mental data) analysis of the results are carried out following the classical approach by Roache (1997) . The analysis of the grid convergence for the total resistance coefficient (defined as C T =X/(0.5 U 2 S 0 ), where X is the longitudinal force, S 0 the wetted surface in ballast condition,  the density of the water and U the speed of advance) is reported in Table 3 . In the previous table values computed on the coarse, medium and fine grid, denoted with the subscript 3,2 and 1 respectively, are reported; the extrapolated value is computed following the classical Richardson's extrapolation procedure, i.e. considering that the medium and the fine computation are in the asymptotic range and therefore the theoretical order of convergence (2 in this case) has been reached. The extrapolated value is defined as:
The actual order of convergence is computed as:
The grid uncertainty is computed as U G =((C T ) 1 -(C T ) 2 )/3 and is expressed as percentage of the extrapolated value; the iterative convergence uncertainty being negligible, grid uncertainty is the only contribution to the numerical uncertainty.
At all the Froude number, the estimated order of accuracy is close to the theoretical value of two; moreover, for the numerical uncertainty is very small. This indicates that the grid converged results are provided. The comparison with available experimental data (Oliveiri et al. (2001) ) is reported in Table 4.
The agreement well satisfactory, the error (in percentage of the experimental data) being less than 1% at medium and higher Froude number, and around 5% at the lower speed. The higher value of the error at the lower Froude number seems indicate a lack in the resolution of the free surface in the longitudinal direction.
CONCLUSIONS
The simulations of the flow around the US naval combatant DDG51 model have been carried out by means of the numerical solutions of the RANS equations. Three different speed of advance have been analyzed; plunging wave breaking phenomena of the bow wave have been observed at the medium (Fr=0.35) and the highest (Fr=0.41) Froude numbers. Spilling breaker develops at the lower Froude (Fr=0.28). The Navier Sotkes solver χnavis developed at INSEAN has proved to provide accurate results in both breaking and non breaking conditions; by comparison with experimental data, a well satisfactory agreement for both the wave and the velocity fields has been observed. The wave profiles on the surface hull is well reproduced at both low and high Froude number, i.e. regardless the presence of a breaking wave.
The numerical uncertainty for the total resistance coefficient is rather small (less than 1%); the measured order of convergence is close to the theoretical value of two for the whole Froude number range investigated. Comparison with available experimental data has been also performed, the agreement is well satisfactory; the error, with respect to the measured values, is less than 5% at the lower Froude number , and less than 1% for the medium and the higher speed.
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