Abstract. Reaction-diffusion systems on the surface and the interior of complex domains are potent models of growth in living organisms. The simulation of these models requires numerical methods capable of handling large deformations and the accurate coupling of the evolution of substances in the lumen and on the surface of the deforming geometries. Here, we develop a novel computational method to handle such problems by combining a remeshed particle method with a phase field method. Remeshed particle methods are well suited to discretizing deforming geometries, while the phase field method is used to impose boundary conditions that effectuate the coupling of substances evolving in their lumen and on their surfaces. We demonstrate that this hybrid method enables for the first time the accurate coupling of reaction-diffusion on a deformable surface and its interior. The method is validated on benchmark problems and the the effect of lumen diffusion to a pattern forming reaction-diffusion system on a deforming surface is discussed.
1. Introduction. Reaction-diffusion systems are classic models of essential biological processes such as organogenesis and tumor and plant growth [49, 50] . The majority of reaction-diffusion models is concerned with the evolution of either volume or surface bound substances. The additional complexity of substances synchronously evolving in three dimensions, on deforming surfaces, and in their interior presents a number of challenges to numerical methods. We address these challenges by coupling remeshed particles and phase field methods.
Simulations in nondeforming, two-dimensional (2D) domains of activator-inhibitor and activator-substrate systems give rise to spots and stripes and other patterns encountered in nature [39, 21, 3] . Varea, Aragon, and Barrio considered pattern formation on the surface of a sphere, using a linearized Brusselator [51] . In turn, Chaplain, Ganesh, and Graham proposed the Schnakenberg system as a patterning mechanism on the surface of spherical tumors [9] . They suggest that the generated spots could act as a prepattern that would then lead to exophytic growth of the tumor and invasion into the surrounding tissue. Madzvamuse and Maini studied the effect of continuously growing 2D domains on the formed patterns [33] . In recent years, reaction-diffusion systems have been coupled with models of active transport and mechanical signaling to understand pattern formation [23, 18] . Baker and Maini used a reaction-diffusion system to model the morphogen Dpp in a one-dimensional (1D) representation of the developing Drosophila wing disc [2] . More recently, Soriano et al. proposed a coupling between mechanical stress and a 1D activator-inhibitor system to regulate symmetry breaking in the regeneration of hydra [47] .
Diffusion on deforming surfaces and in the interior. Holloway and
Harrison proposed an extended version of the Brusselator reaction-diffusion model for pattern selection in plants [16] . The system is solved on the surface of a hemisphere that deforms in time according to the concentration of one of the species. The surface is discretized as a triangle mesh and the system is solved using a finite element model (FEM) [53] . The explicit representation of the surface, via triangulation, allows for the efficient solution of the reaction-diffusion equation. However, when the surface is deformed, the finite elements can become distorted leading to numerical artifacts and requiring retriangulation of the surface.
Level sets use an implicit representation to capture accurately smooth surfaces and their deformations [37, 45, 36] . Bertalmio et al. introduced a level set method to perform diffusion calculations on implicit surfaces [7] . The surface quantities are extended into a narrow band around the surface and the Laplace-Beltrami operator is then discretized on a regular lattice within the narrow band. This formulation was used to compute the transport and diffusion of quantities on deforming surfaces [1, 52] . Second order convergence of the discretization was shown numerically on static and moving surfaces embedded in two dimensions and three dimensions. Remeshed particle methods were also used for the simulation of reaction-diffusion processes on surfaces undergoing large deformations [6] . The closed point method was introduced as an alternative to extend surface quantities into the narrow band [43] . This method enables the use of the standard Laplace operator instead of the Laplace-Beltrami operator within the narrow band and supports open surfaces with boundaries. The work was later extended for use with implicit time stepping schemes [31] .
Alternatives to level set methods in representing surfaces implicitly are phase field methods. Phase field methods have been proposed to compute diffusion inside an arbitrary volume embedded in a larger domain and discretized on a regular lattice [22] . Levine and Rappel later extended the method to allow for Robin boundary conditions on the surface [30] . They include surface quantities which are not allowed to diffuse but can locally react with other surface quantities and be transferred to and from the volume. The diffusion equation is solved using the alternating direction implicit method. Penalization methods have been proposed to enforce Dirichlet, Neumann, and Robin boundary conditions for the heat equation within irregular geometries [20, 42] . Similarly to the phase field method, the geometry is embedded within a larger domain but results have shown that a first order accuracy or less is obtained by those methods. A level set method was used to solve the Poisson and heat equations where the values are extrapolated out of the domain to enforce Robin boundary conditions [38] . A cut-cell finite volume method was developed to solve reaction-diffusion systems within arbitrary geometries which are deformed using a level set method [48] . The similar virtual node method was proposed to solve elliptic problems with immersed interfaces or within embedded boundaries. Their method cuts cells of a regular lattice and solves the system using an FEM [4] . An extended comparison of these methods is shown in Appendix A.
Novak et al. coupled reaction-diffusion systems in a stationary volume and on its surface [35] . The method was applied to evaluate errors in measurements from fluorescence loss in photobleaching experiments. They use a regular lattice to discretize the domain and a finite volume scheme to solve the equations. They use a staircase approximation of the surface which can lead to numerical errors. Voronoi meshing is used to compute the surface normals which are needed to solve diffusion on the surface and for the boundary conditions in the volume. They show convergence of the numerical solutions for the diffusion equation on a sphere and for a system where surface and volume diffusion are coupled. Their numerical discretization of the Laplace-Beltrami operator on the surface of a sphere shows a diverging error. In a recent work, Halatek and Frey analyzed Min-protein dynamics in E. coli by solving a coupled set of reaction-diffusion equations on the surface and in the interior of a static 2D geometry using FEM [13] . To the best of our knowledge no reaction-diffusion systems have been simulated with simultaneously evolving substances in the lumen and on the surface of deforming geometries.
1.2. Remeshed particle methods for deforming surfaces. Level set and phase field methods are commonly described in an Eulerian formulation and discretized using finite difference or finite volume schemes on fixed meshes. These discretizations introduce extra dispersion or dissipation artifacts even in flows with zero velocity gradient such as solid body rotation and translation [11] . Enright et al. introduced Lagrangian marker particles at subgrid resolution to increase the accuracy of the Eulerian level set advection [11] . A recent method introduced by Leung and Zhao connects each grid point in the neighborhood of the interface, to a particle at the closest location on the interface [28] . More recently, the method was extended to solve reaction-diffusion systems on deforming surfaces using those particles [27] .
Remeshed particles are an alternative method that uses particles to discretize the entire level set. It relies on the Lagrangian formulation of the level set's evolution that is handled by advecting the particles [14] . The method introduces only initialization errors, that can be easily minimized, for evolutions of solid body translation and rotation. A known problem of Lagrangian methods is the deformation of the particle locations that renders particle approximations of continuous functions inaccurate. Remeshing was introduced to resolve this problem, by projecting the weights of distorted particles on regularized particle locations while conserving the moments of the functions carried by the particles [24] . The remeshing procedure is computationally inexpensive as it only involves mapping the particle values onto a new set of particles located on a regular lattice. The method has been shown to handle accurately a wide range of problems in complex and deforming geometries [25, 26] . Recent work has shown the unique relation of remeshed particle methods with semi-Lagrangian methods and finite difference schemes [10] . Bergdorf, Sbalzarini, and Koumoutsakos later applied [6] the remeshed particle methods to the projections of Bertalmio et al. [7] to solve reaction-diffusion systems on deforming surfaces. Remeshing also enables the deployment of multiresolution particles, allowing for unprecedented accuracy in the evolution of level sets in benchmark problems [5] . Remeshed particle methods, however, encounter problems when it is necessary to impose accurate boundary conditions. This open problem is the subject of the present paper.
A coupling method of diffusion on the surface and the interior.
The present work relies on the projection operator introduced by Bertalmio et al. [7] and its discretization using remeshed particle methods by Bergdorf, Sbalzarini, and Koumoutsakos [6] to handle diffusion on surfaces. The method is combined with the phase field method [30] so as to couple, for the first time, reaction-diffusion systems on the surface and in the interior of deforming geometries. We propose a formulation where the phase field is computed as a function of the level set. We choose a level set formulation as it can capture large deformations of the interface. We use a Lagrangian method to track the interface due to its increased accuracy. Specifically, we discretize and solve the advection equations with a remeshed particle method as it removes numerical dissipation without increasing the number of computational elements. The phase field method has a low computational cost and it is shown to have second order accuracy in solving the diffusion equation. It also naturally defines the volume quantities within a narrow band around the surface. Both surface and volume quantities are defined within that band and this property is critical in order to couple the two systems. We permit boundary conditions on edges of the surface and allow the surface deformation to be confined within arbitrarily shaped geometries. We show convergence of the method on benchmark problems and compare our results with those of Holloway and Harrison [16] and Novak et al. [35] . We demonstrate our approach on a pattern-forming Schnakenberg model active in the interior and on the surface of a concentration dependent deformation of a sphere.
The outline of this article is as follows: In section 2 we present the governing equations on the surface and its interior and their extension into a shared computational domain. Section 3 describes the numerical discretization of the equations. In section 4 we show results of benchmark problems and pattern-forming reaction-diffusion systems with deforming domains. Section 5 summarizes the results and discusses strengths and weaknesses of our method.
2.
Reaction-diffusion on a deforming surface and its interior. We consider N s species that react and diffuse on a smooth closed surface Γ(t) which can deform in time. Similarly, we have N v species which react and diffuse inside the volume Ω(t) enclosed by Γ(t) = ∂Ω(t) (see Figure 2 .1). The concentrations of those species will be denoted as c s with s = 1, . . . , N s for the surface species and as c v with v = N s + 1, . . . , N s + N v for the volume species. To simplify notation, we also introduce the vector c s containing all surface species, the vector c v containing all volume species, and the vector c = c s ∪ c v containing all species. We note that c s and c are only defined on Γ(t) while c v is defined on all of Ω(t) including its boundary Γ(t). c will be used to couple surface and volume concentrations through reactions and boundary conditions for the diffusion equations.
Reaction-diffusion on a deforming surface.
We consider a surface Γ(t) = {x Γ (t)} that deforms in time according to the velocity field v Γ :
On Γ(t), we solve equations of the form
for each species s on the surface. Each species s is defined by its concentration c s , its diffusion constant D s , and its reaction terms R s (c). We note that the reaction terms can involve both surface and volume species. Δ Γ is the Laplace-Beltrami operator on Γ expressing diffusion along the surface. 
Reaction-diffusion in the interior of a deforming surface. Within Ω, we solve the convection-reaction-diffusion of concentrations c v with velocity fields
, and boundary condition terms B v (c):
where n is the outward pointing surface normal on Γ. We specify the velocity field v for volume species v and surface species s such that v v = v and v Γ = v| Γ . We note that the reaction terms R v (c v ) can only depend on volume species. The boundary condition terms B v (c) can depend on both volume and surface species. As an example we consider coupling surface and volume concentrations by defining a transfer rate k s for a surface species s to become a volume species v and a transfer rate α v for the opposite direction. This is solved by defining a Robin boundary condition of the form 
Coupling reaction-diffusion in the interior
The extended representation also applies to the remaining space-dependent quantities v, c, c v and
The surface Γ is represented as the zero isocontour of a level set function [37] :
The level set function is initialized as a signed distance function such that |∇φ| = 1 and we define φ to be negative in Ω and positive on the outside. The outward pointing surface normal is computed as (2.6) n = ∇φ/|∇φ|.
We wish to solve an extended version of (2.2)-(2.3) in the shared computational domain D using the implicit surface representation given in (2.5). This will result in a set of equations coupling surface and volume concentrations without any splitting between surface and volume related events. Furthermore, the level set representation enables numerical simulations that can accurately capture large deformations. In the following, we describe the governing equations for the evolution of the level set function φ and the concentrationsc s andc v in the domain D.
We solve (2.1) by varying the level set in time as governed by (2.7) ∂φ ∂t +ṽ · ∇φ = 0, whereṽ can depend on various factors such as the concentration of a particular species. Following earlier work [6, 7] , we extend the surface concentrations into a narrow band Γ b around Γ with |φ| ≤ γ (see Figure 2 .1). Throughout this article, we choose γ = 5 h, where h is the grid spacing. If we choosec s and the velocity fieldṽ such that
which can now be solved in the narrow band Γ b . We choose the phase field method to extend (2.3) into the computational domain D while using the implicit surface representation [22, 30] . We introduce the "phase field" ψ w as a mollified Heaviside that is ≈ 1 inside Ω and ≈ 0 otherwise. We define ψ w as a function of the level set φ with a width w (ψ w (φ) = ψ(φ/w)) and we assume antisymmetry ψ(x) = 1 − ψ(−x). In this work, we choose the function (2.10)
with the properties ψ(1) = 0, ψ(−1) = 1, and ψ (−1) = ψ (1) = 0 (see Figure 2. 2). We can now rewrite (2.3) as (2.11)
where K = Ω (ψ w ) 2 /A is a normalization factor and A is the area of the interface Γ. Throughout this work, we use periodic boundary conditions on Γ e . In (2.11) the diffusion operator is now computed as ∇ · (ψ wDv ∇c v )/ψ w which is only meaningful for φ ≤ w. The boundary condition on Γ has been replaced by the term B v (c)(ψ w ) 2 /(Kψ w ) that is defined in the extended domain D. The shape of this term is shown in Figure 2 .3 and we note that it is only nonzero close to the boundary Γ for |φ| < w. Throughout this work, we choose w = 2 h < γ, where h is the grid spacing and γ defines the width of the narrow band Γ b . This choice of w ensures that the B v (c) function can involve both surface and volume concentrations. We can therefore use B v (c) in (2.11) to couple the volume diffusion to the concentrations on the surface. Similarly, we can use R s (c) in (2.9) while enforcing (2.8) to allow the volume concentrations to affect the ones on the surface. 3. Numerical method. We solve the governing equations (2.7), (2.9), (2.11) with a time splitting scheme. We first advance the system in time without advection as in
and then perform the advection part using a remeshed particle method to solve . A more detailed description of these steps is given in the next three subsections. The numerical method is implemented using the PPM library [44] .
3.1. Reaction and diffusion terms on the surface. We solve (3.1) following the approach described in [6, 7] . First, we need to ensure that the property ∂c s /∂n = 0 is kept. We therefore occasionally extendc s into Γ b by solving the following PDE to steady state while keepingc s of the points with |φ| < h fixed [36, 40] :
We solve (3.4) with a weighted essentially nonoscillatory (WENO) scheme [19] and only update values within the narrow band Γ b . A high order scheme is required here since an O(h p ) error in solving (3.4) leads to an O(h p−2 ) error in the diffusion equation. The frequency of extensions depends on the width of the narrow band and the numerical scheme chosen to solve (3.1). Unless otherwise noted, we choose to extend every five time steps. A similar extension could also be performed for the velocity fieldṽ to conform to (2.8). Here, we will instead computeṽ as a function of the extendedc s . Furthermore, we avoid discontinuities in the velocity field by smoothly letting the velocity go to zero at the borders of Γ b .
At this stage of the time step, all quantities are defined on a regular lattice and we use a second order finite difference stencil to discretize the anisotropic diffusion operator in (3.
3.2.
Reaction and diffusion terms in the interior of the surface. When solving (3.2), we can ignore points in Ω e with φ > w, where φ is the distance to the surface and w defines the width of the phase field. Following earlier work, we set ∂c v /∂t = 0 for ψ w < 10 −8 [22] . Any space dependent variable in Ω needs to be extended into the region of Ω e with φ ≤ w. We chooseD v as an extension of D v which is constant along the normal direction into Ω e . The initial condition forc v in Ω e is set such that it is locally symmetric around the boundary Γ to minimize the error [22] .
2) could be computed numerically according to the discretization of the geometry but here we will use the value K = 3 4w . This is valid if the maximal curvature is 1/h. Inhomogeneous diffusion of the form ∇ · (a∇c) as in (3.2) is discretized at each grid point i using a second order finite difference scheme:
where N (i) is the set of neighbors of i. a i,j is computed using a harmonic mean [34] :
For the diffusion part, the time step for time integration with forward Euler is limited by δt < Kψw . 3.3. Advection using the remeshed particle method. The advection equations in (3.3) are solved using the remeshed particle method described in [6] . A scalar function c(x, t) can be represented as a superposition of particles with particle weights c p (t) located at positions x p (t):
where
is the particle kernel function and d is the dimensionality of the problem. J(i) has the Kronecker delta property J(i) = δ 0i and conserves the first r moments according to
At this stage of the time step, we have the vector of concentrationsc , the level set function φ n , and the velocity fieldṽ defined on the grid. The contributions from the reaction and diffusion terms have already been added toc . We generate particles at the location of the grid points with weights c p and φ p to represent the fieldsc and φ n according to (3.7). We then move the particles by solving
for a single time step of size δt. Finally, we "remesh" the particles to deal with Lagrangian distortion and to allow for an efficient computation of the diffusion for the next time step [25] . For the concentrations c p we can perform the remeshing by evaluating
where x new p = i h are the new particle locations on the grid points and M h (x) = M (x/h) is the remeshing kernel. In this work, M (x) is defined as the tensorial product of M 4 kernels. This choice of M (x) conserves the first four moments of the field interpolated between particles and grid [25] .
The situation is different for the level set function φ as it is subject to a nonconservative advection equation. We use Shepard's rule in order to maintain the property of partition of unity [46] :
As the level set function φ is advected, it loses the property that |∇φ| = 1, i.e., it is no longer a signed distance function. Therefore, we periodically reinitialize the level set so that it maintains this property by solving
to steady state, where φ o = φ(τ = 0) [36] . We solve (3.12) with a WENO scheme [19] . The frequency of reinitialization is controlled by measuring the furthest distance a particle has moved and sum over consecutive time steps until we have surpassed c reinit h, where c reinit is the reinitialization parameter. This ensures that the difference between φ and the actual signed distance to Γ will converge as the grid is refined. Unless otherwise noted, we choose c reinit = 0.45.
Geometric constraints.
To investigate the effect of geometric constraints, we allow the velocity fieldṽ to be limited by an obstructing surface Γ o as shown in We use a signed distance function φ o to represent geometries of arbitrary shape and to compute their surface normal n o . We then update the velocity field as
where ψ(x) is the mollified Heaviside defined in (2.10) and w o is the mollification width which we set to w o = 2 h.
Boundary conditions on edges of the surface.
We wish to model reaction-diffusion systems on nonclosed surfaces like the hemisphere surface. This requires boundary conditions to be defined on the boundary of the surface. Here, we only consider boundaries which we can define by cutting a closed surface by a plane. We can then compute "ghost values" outside of Γ b on the other side of the plane according to a Taylor expansion to enforce the boundary condition.
Results.
In this section we show results from the application of our method to benchmark problems for reaction-diffusion equations. Furthermore, we present results for pattern-forming reaction-diffusion systems with deforming domains. In section 4.1, we consider a reaction-diffusion system on a deforming surface, compare with published results and extend the system to include geometric constraints. We then assess the accuracy of the phase-field method for reaction-diffusion inside a volume in section 4.2. The accuracy of our approach to couple reaction-diffusion on a deforming surface and its interior is compared with published results in section 4.3. In section 4.4, we demonstrate our approach on a pattern-forming Schnakenberg model.
Reaction-diffusion on a deforming surface with the Brusselator.
We compare our method for reaction-diffusion on a deforming surface with an alternative method using a triangulated surface [16] . Furthermore, we wish to check our proposed method for boundary conditions on edges of the surface and we wish to examine the effect of geometric constraint on the deforming surface.
A variant of the Brusselator reaction-diffusion system was proposed as a patterning mechanism for plant growth [16] . The system defines the evolution of two species X and Y diffusing along a surface and reacting with each other. It is known to produce stable patterns on a static surface. The initial geometry is a hemisphere where the surface boundary is subject to a no-flux boundary condition and is not allowed to move. The velocity field is oriented in the direction of the surface normal and is proportional to X. X and Y evolve according to (4.1) The velocity field v is computed as
where η(|φ|) uses the level set function φ to smoothly let the velocity go to zero at the borders of Γ b . Our default set of parameters is chosen according to Figure 4C of [16] . Figure 4 .1 shows a comparison of our results with results produced using the software provided by [16] . Their method represents the surface explicitly with finite elements. This has the advantage of having one computational element per surface element while in our method we have many in the narrow band. The main expected disadvantage is a large computational cost to remesh the surface for large deformations or, alternatively, a lack of robustness in those cases. In [16] , it is mentioned that their code loses accuracy in concave regions. When running their software, we noticed that it tends to keep the surface convex and this effect is visible in the leftmost figures of Figure 4 .1. In the rightmost figures of Figure 4 .1 one can see random growth directions in their result. In their method, the surface is deformed by visiting the finite elements in random order and moving them in a normal direction until the area has been increased by a factor proportional to the concentration of the surface species. Our method does not have these artificial fluctuations. Figure 4 .2 illustrates the robustness of the method with respect to large changes in the geometry. While the surface deforms, the reaction-diffusion system continuously changes the pattern which can lead to significantly different shapes. Figure 4 .3 shows the effect of adding geometric constraints to the system. We run the system with the same default set of parameters as before but limit the growth by a box. In this case, the constraint does not seem to have a major effect on the pattern as compared with Figure 4 .2. Figure 4C of [16] . The color of the surface shows the species X as in Figure 4.1 (white (low) to black (high) ) (the image was adapted from [26] ). 
Accuracy of reaction-diffusion inside a volume.
Before coupling surface and volume diffusion, we assess the accuracy of our method for volume diffusion only. We consider the concentration c v in a 2D, circular domain Ω with radius R and solve (4.3)
which has the following exact solution in polar coordinates:
We choose R = 0.25, a = 10, D v = 0.005, and run up to t = 10. Furthermore, we use a forward Euler time integration and choose the time step according to
Given the computed numerical solutions c i at each grid point i within Ω and the exact analytical result c e at t = 10, we compute the L ∞ = max i (|c i − c e |) as well as the L 1 and L 2 norms defined as With Neumann boundary conditions we achieve a convergence rate close to second order. Robin boundary conditions, on the other hand, lead to a slightly increased error and worse convergence rate at low resolutions. We believe that the reason for the increased error is that in (2.11) we use α vcv to enforce the Robin boundary condition while we should use α vcv | Γ at the closest point on Γ.
Accuracy of coupled reaction-diffusion on a surface and its interior.
In order to assess the accuracy of the proposed coupling between surface and volume diffusion, we solve the following system involving the concentration c v in the volume Ω and the concentration c s on the surface Γ [35] :
where Ω is the unit sphere. The exact solution in spherical coordinates is given by
where k = 1.527338738393456 was computed numerically. The system is solved up to t = 0.1. The same norms as in section 4.2 are computed for the relative error of the solution of c s which we approximate as the values ofc s with |φ| < h. Figure 4 .5 shows the results of the refinement study compared with published results [35] . We note that while the L ∞ error converges close to the O(h 1.4 ) reported by Novak, the L 1 and L 2 errors converge close to second error.
4.4.
Reaction-diffusion on a deforming surface and its interior. The Schnakenberg system was proposed as a prepatterning system in tumor growth [9] . Similarly to the Brusselator system, we have two species X and Y diffusing and reacting on a surface. It is also known to generate steady patterns on static geometries. Here, we introduce an additional species Z representing a variant of X which can freely 
Convergence for coupled system on sphere and in volume compared to results reported by Novak et al. [35] .
diffuse within the interior of the surface. X, Y , and Z evolve according to (4.9)
where k and α control the transfer rates from X to Z and vice versa. The initial conditions are set to (4.10)
where R ∼ U(0.995, 1.005) adds random noise to the homogenous steady state solution of (4.9) . For the surface species we use the parameters of "Experiment 4" in [9] : 
where η(|φ|) is the same function that was used in section 4.1 to smoothly let the velocity go to zero at the borders of Γ b . We note that v v was chosen such that v v = v s on the surface Γ while η(|φ|) ensures a smooth transition between v v and v s . The velocity is scaled by v = 0.05 and we let the pattern evolve without deformation until t = 5. Without diffusion in the volume, we set k = α = v v = 0, drop Z, and solve the system only on the surface. At approximately t = 5, the system reaches a stable pattern of spots on a sphere (see top left image in Figure 4 .6). Similar patterns are observed when we couple it to diffusion within the volume (see first column in Figure 4 .6). After t = 5, we introduce the velocity field and observe that the pattern of spots on the surface remains more stable as k and α are increased (see Figure 4 .6).
The volume concentration Z at t = 12 is shown in Figure 4 .7. We can see that the pattern of Z closely follows the one of X keeping ∇Z · n close to 0 on the surface. Z can then accelerate the diffusive transport of X by taking a shortcut through the volume in convex regions such as the "spikes" that form while growing.
Conclusions.
We combine remeshed particles with phase field models, to simulate, for the first time, reaction-diffusion equations in the volume and on the surface of deforming geometries. A remeshed particle method is used to discretize the level set equations that define the deforming surfaces. The remeshed particles are combined with a phase field method so as to enforce boundary conditions that enable the coupling of the evolution of substances in the volume and the lumen. The method allows for nonclosed surfaces like the hemisphere surface and the study of geometric constraints limiting the growth. The accuracy of the method is demonstrated on benchmark problems and by comparison with published results. We show that the method can handle arbitrarily deformed geometries that occur when the surface velocity depends on the pattern formed by a Turing-like reaction-diffusion system.
The simulation of diffusion on the surface relies on an implicit representation of the surface and as such it requires more computational elements compared to an explicit representation. On the other hand, this representation allows for simpler and more regular operations on those computational elements, a feature that can be exploited for the efficient parallelization and vectorization of the implementation. Another potential drawback of the method can be the need to frequently solve (3.4) to steady state within the narrow band Γ b . The benefits of not having to retriangulate the surface can compensate for this drawback.
For systems with coupled reaction-diffusion equations, the computational cost of the proposed method, for the spatial discretizations, is O(N ), where N is the number of particles. Future work will focus on the development of multiresolution remeshed particle and phase field methods for the solution of reaction-diffusion equations, allowing for a more efficient use of the computational elements.
We note that the proposed method can be extended to surface-volume interactions beyond reaction-diffusion. Of particular interest are systems where surface species affect the mechanical properties of the boundary of an elastic solid [15] or tumor growth where diffusing volume species affect surface reactions rates [8, 32] .
Appendix A. Comparison of methods to solve PDEs with irregular boundaries. Several methods have been proposed to solve PDEs within irregular and deforming geometries or where such a geometry is immersed in a larger domain. In both cases one could use a body fitted mesh and solve the system with an FEM [53] , but this would require expensive remeshing when the geometry is deformed. In this section we compare methods that solve these kinds of PDEs without a body fitted mesh, but where the surface is given implicitly (e.g., with a level set function). Table A .1 compares a selection of methods that may be suited to solve PDEs within irregular and deforming geometries. In this work we wish to accurately solve a parabolic PDE (the diffusion equation) with Robin boundary conditions. We also wish to couple the method with quantities diffusing on the surface according to (2.9) which is solved in the narrow band Γ b . It is therefore desirable to have access to volume quantities within a similar narrow band. We note that methods suited to solve PDEs with an immersed geometry or with discontinuous coefficients may not generally be suited to solve diffusion equations within irregular and deforming geometries with Robin boundary conditions as in (2.3) . To the best of our knowledge there is no immersed interface method that could solve such an equation. Under these considerations, the phase field method of Levine and Rappel [30] is best suited for our problem. We note that the level set method proposed by Papac et al. [38] could also have been considered but it has a considerably higher computational cost to enforce the boundary condition. The method they use to enforce Robin boundary conditions requires the solution of three equations like (3.4) to steady state in each time step. This is considerably more expensive than evaluating the term B v (c)(ψ w ) 2 /(Kψ w ) in (2.11).
