A tool for the morphological analysis of heterogeneous media, namely, the normalized configuration entropy, is applied to the study of the specific morphology of granular metallic thin films. The proposed method allows us to determine the typical length l o that is characteristic of the disorder of the image and we have developed an optical model for heterogeneous media, that is based on the partition of the actual image of the medium at the size l o . The model accounts well for the optical properties of thin granular gold films near the percolation threshold, where the classical effective-medium theories fail. The sensitivity of our model to local fluctuations in the morphology is tested on simulated images that are generated by using different algorithms.
I. INTRODUCTION
The morphology is the main parameter governing the optical response of heterogeneous media, and the different theories developed for modelization of the optical properties take the morphology into account in different ways. The classical effective-medium theories [1] [2] [3] account for the morphology by only one global parameter, the fraction of one component, and the global shape of the clusters. Their further improvements do not explicitly better take into account the morphology in the meaning of geometrical disorder. [4] [5] [6] The models especially developed to account for the anomalous absorption at percolation 7, 8 assume the morphology to follow the scaling laws of the percolation theory. The actual media deviate often from the simplified morphologies assumed by the above models. It was evidenced long ago that local morphological fluctuations may strongly influence the optical response of granular metallic films. 9 None of the theories referenced above uses any local morphological parameter of the actual image, and it thus cannot account for the optical properties resulting from local fluctuations in the morphology of the actual experimental media.
The only model taking the morphology fully into account is the renormalization based on Kadanoff's block theory. 10 Also the RLC ͑resistance self capacity͒ equivalent electric model based on the Franck and Lobb calculations, 11 which has been so far applied essentially to theoretical random morphologies, 12 could be applied to real images as well. However, none of the optical models developed up to now uses any local parameter, characteristic of the disorder, that would be directly measurable in the resulting image. The disorder was essentially analyzed in terms of fractality, or multifractality. Nevertheless the experiment has shown that this type of analysis can be ambiguous and its results must be interpreted with caution. 13, 14 In this work we propose a tool for morphological characterization of the disorder, the normalized configuration entropy, which is well adapted to heterogeneous media, and less ambiguous than the fractal analysis. We start by briefly recalling the theoretical development of this tool in Sec. II and we present then in Sec. III an optical model that uses a characteristic parameter derived from this analysis. The model is then validated in Sec. IV on real granular gold films near the percolation threshold. Finally the sensitivity of this model to local fluctuations in the morphology is tested in Sec. V on simulated images, that are generated by using different algorithms.
II. NORMALIZED CONFIGURATION ENTROPY
Based on the information theory, 15, 16 the normalized configuration entropy [13] [14] [15] [16] [17] was developed to make an unambiguous morphological analysis of two-phase heterogeneous media and, particularly, of granular metallic thin films. In fact, this kind of disordered morphology was usually studied in terms of fractality, 18 or multifractality, with all the uncertainties inherent to this type of analysis when it came to treatment of images of the actual media, 13, 14 a consequence of the finite size of the image and of the narrow range of existence of the fractality. The main difficulty consists in accurate determination of the fractal or multifractal exponents through the linear fit of a ''noisy'' curve in a limited size range.
Our tool consists in analyzing a two-phase image through a sliding window of variable size l, defining a set of l cells ͑cells of size l͒. This analysis allows determination of the filling probability distribution ͕p i ͖ of the image for each size l. The p i (l) probability is defined as the number of l cells containing i black pixels, N i (l) divided by the total number of l cells, N(l):
An essential ingredient is a good statistics due to the number of samples, which is much larger than in the case of an analysis with a fixed grid. Applying then Shannon's entropy formula, we obtain the definition of the configuration entropy: the sum of each probability weighted by its own quantity of information ͑logarithm of the inverse probability͒:
One can notice that this definition is the same as the ''entropy'' of the multifractal theory, when the q-moment order exponent is equal to one. [14] [15] [16] [17] [18] [19] In order to be able to compare the entropy values calculated with different sizes of analysis, it is necessary 20 to normalize the entropy. For this normalization we have chosen, from theoretical considerations, [13] [14] [15] [16] [17] the maximum theoretical entropy, corresponding to the flat histogram of the filling probability distribution ͑all the probabilities being equal to the inverse of the number of possible cases, l 2 ϩ1͒. We thus define the normalized configuration entropy as follows:
We must note that the entropy, as first defined in Eq. ͑2͒, is an additive quantity. The application of this concept, in order to make a comparative measurement ͑for different sizes of the analysis window͒ of the disorder in a given image, needs a normalization, destroying the additivity of the H function. Another method, computing the entropy in the continuous case [21] [22] [23] ͑the filling variable being continuous, instead of discrete in our case͒, preserves the additivity of the measured entropy. The relation between these two methods has been discussed in one of our papers.
We have applied our tool to different types of images, experimental and simulated ones. It turns out in all the cases that an optimum length l 0 exists, for which ͑1͒ the entropy is maximum, ͑2͒ the disorder is maximum, ͑3͒ the probability distribution is the closest to the flat histogram, and ͑4͒ the highest number of different configurations is realized. The entropy optimum length l 0 is a characteristic of the disorder in the image; the more the image is disordered, the smaller the length. In order to illustrate this relation, we have studied the variation of this length and its related entropy versus the black pixel fraction in several images generated by different algorithms. The optimum length reaches the minimum and the entropy the maximum near the percolation threshold. 17 Around this threshold this minimum value of the optimum length corresponds to the size of the smallest constituent of the image-an element that, if randomly added, transforms the medium from the nonpercolated to the percolated state.
At the size of the entropy optimum length, the maximum of the configurations can be observed, without any redundancy or lack of information. From the point of view of optics, we consider that the local optical responses of all these different configurations will combine so as to achieve the global optical response of the whole medium. This point of view is close to the assumption of the optical theories developed to account for the percolation, 7,8 except that we take into account the real distribution function of the configuration at size l 0 in the image, instead of the theoretical distribution given by the percolation theory. Our optical model can therefore be applied to any morphology.
III. OPTICAL MODELS
The optical models we have developed 24 are based on the following point of view: a partition of the image of a two phase medium can be made into blocks of size l 0 , which is determined by the entropic analysis. One then calculates the metal fraction of each block and determines its state of percolation, by looking for a conducting path between two opposite edges of the block, within a four neighbor labeling. The effective dielectric function of each block is then calculated by using the generalized Maxwell-Garnett model 1, 2 : a percolating block with metal fraction is assimilated to an equivalent cell that is composed of a metallic matrix embedding a dielectric sphere with the dielectric fraction (1Ϫ); conversely, a nonpercolating block is assimilated to a dielectric matrix embedding a metallic sphere with the metal fraction . One thus gets a series of effective dielectric functions of percolating ( i P ) i blocks and nonpercolating ( k NP ) k blocks:
At this step, in order to distinguish between two types of possible electromagnetic propagation in these heterogeneous media, we have proposed two different models. The first model ͑inspired by Hilfer's model 25 for porous media͒ consists in performing a self-consistent calculation of the global effective dielectric function e of the medium by using the Bruggeman model, 3 which is generalized to N components ͑N is the number of blocks in the whole image͒. The polarizability resulting from the sum of all the components ͑blocks͒ embedded in the effective medium is set equal to zero, in order to account self-consistently for the fact that, in the first order, all these heterogeneous cells do not scatter light, when immersed in the equivalent effective homoge- We then calculate the optical properties ͑R denotes reflectance and T transmittance͒ of the whole medium, by using the Abelès formulas for thin films 26 ͑see also Appendix͒. In this first model, the calculation of the effective-medium dielectric function is made directly for the size of the whole medium. It is equivalent to applying a coherent treatment to the local electromagnetic fields, i.e., to assuming that their respective phases have the same value.
The second model performs first a local calculation of the optical properties (R j ,T j ) in each block, by applying the Abelès formulas to the local effective dielectric functions that are calculated from the formulas ͑2͒ and ͑3͒. Then the global optical properties (R,T) of the whole medium are obtained by a simple summation over all blocks:
The main feature of this second model is that it performs an incoherent treatment of the local fields already starting from the local size l 0 .
IV. TEST OF THE OPTICAL MODELS ON GRANULAR METALLIC FILMS
We have chosen to validate our models on granular metallic films near the percolation threshold, for which we have got the image of the morphology and the experimental optical properties. We also compare these experimental measure- ments with the predictions obtained from our two models and from two classical effective-medium theories: the Maxwell-Garnett and Bruggeman theories ͑see also Appendix͒. We studied gold granular films deposited by thermal evaporation under ultrahigh vacuum on borosilicate glass substrates by Peiro, 27 and Gadenne. The deposition was performed at room temperature and the samples were then annealed at 98°C during 24 h. Transmission electron microscopy TEM was performed directly on samples taken from the substrates, just after the optical measurements. Reflectance and transmittance measurements were performed under near normal incidence using a Cary 5 spectrophotometer in the spectral range 300-3000 nm.
The mass thickness was evaluated using a quartz oscillator. The first sample (A) has a mass thickness equal to d A ϭ61 Å, the mass thickness of the second sample (B) is d B ϭ107 Å. The TEM images were discretized (512 ϫ512 pixels), filtered, and binarized by using a thresholding method developed in our laboratory, in order to separate out the two phases present in this kind of image without any loss of information. The metal fraction is p A ϭ32% in the first image and p B ϭ60% in the second image. It clearly shows up, and it is verified by image labelling, that image A is nonpercolated ͑Fig. 1͒, and B is percolated ͑Fig. 2͒.
The entropic analysis leads to the same value of the entropy optimum length for the two images ͑Fig. 3 and 4͒: 18 pixels, corresponding to 100 nm on the samples. This equality of the entropy optimum lengths can be explained by the fact that these two samples are roughly equidistant from the percolation, and the entropy optimum length variation versus concentration is symmetric about the percolation threshold. 17 The experimental optical properties of the two samples in the near infrared beyond 1000 nm ͓Figs. 5͑a͒, 5͑b͒, 6͑a͒, and 6͑b͔͒ confirm the observations made on the images: sample A is situated below the percolation threshold ͑reflectance R decreases and transmittance T increases with wavelength, which is a characteristic of the dielectric behavior of the whole medium͒ and sample B is above the percolation threshold ͑R increases and T decreases with wavelength, a characteristic of the metallic behavior of the whole medium͒.
Below 500 nm the optical properties are dominated by the gold interband transitions: both samples exhibit qualitatively the same behavior due to their high content of metal. Between 500 and 1000 nm, the behavior is resonantlike and differs for each sample:
Sample A: The structure centered at 600 nm corresponds to the surface plasmon resonance in metallic grains. The Maxwell-Garnett model ͑for nonpercolating media͒ provides a fairly good account of the position and amplitude of this metallic-grain resonance, but it does not reproduce correctly the optical properties in the near infrared. On the contrary, the Bruggeman model accounts well for the optical properties in the near infrared, but never reproduces the metallicgrain resonance. The two models we propose account satisfactorily for both the grain resonance and the infrared behavior of the reflectance. The second model fails in accounting for the near infrared transmittance, whereas the first model accounts well for both features.
Sample B: A trace of the metallic grain resonance remains in the experimental results around 600 nm, due probably to the presence of isolated metallic clusters. The MaxwellGarnett model ͑for percolating media͒ predicts in this case a too large structure around the gold interband transition threshold ͑500-600 nm͒ and the infrared values become too high for R and too weak for T. The Bruggeman model gives a better account in the infrared, but fails in the intermediate region. The predictions offered by our models for this sample point out the relative inefficiency of our second model, as compared to the first one, which accounts for both the structure near the gold interband threshold and the infrared behavior. The efficiency of the first model in the 500-600-nm region is a consequence of its accounting for the different configurations that are present in the sample's morphology.
The failure of the second model in accounting for the absolute values of R and T in the infrared region can be attributed to the fact that the noncoherent calculation is applied starting from a too small size. The first model, by making a coherent calculation up to the size of the whole image, ͑by using the Maxwell-Garnett model up to the entropy optimum length and then the Bruggeman model up to the size of the whole image͒ leads to considerably better results.
The comparison with the experimental results and the above remarks about the method of calculation lead us to dismiss the second model, for the benefit of the first. We will now show in more detail the sensitivity of this model to the morphology and, more specifically, to the fluctuations of the local filling probability distribution.
V. SENSITIVITY OF OUR OPTICAL MODEL TO THE FLUCTUATIONS IN LOCAL MORPHOLOGY
We start by generating two different types of images with different local filling probability distributions. First is the Poisson grain model ͑PGM͒, which we apply with circles of constant diameter equal to 15 pixels, thrown randomly, with uniform density, into the image. Second are images generated by using the turning band method ͑TBM͒, 28 with a cardinal sine correlation function, with a step equal to 5 pixels; different thresholdings then allow one to obtain different black pixel fractions in the image.
We studied three particular fractions: 20% ͑well below the percolation threshold p c ͒ ͓Figs. 7͑a͒ and 7͑b͔͒, 50% ͑around the percolation threshold, p c ϭ50% for the TBM, p c Ϸ60% for the PGM͒ ͓Figs. 7͑c͒ and 7͑d͔͒, and 80% ͑well above p c ͒ ͓Figs. 7͑e͒ and 7͑f͔͒. The results of the entropic analysis of these six images are summarized in the first row of Table I . As pointed out in Sec. II, the entropy optimum length has its minimum around the percolation.
Let us now have a look at two characteristics of the morphology for these two sorts of images: ͑i͒ the local filling probability distribution at size l 0 ͑Figs. 8, 9, and 10͒ in the PGM images is flatter than in the TBM ones, especially for the black pixel fraction 50% ͑Fig. 9͒. ͑ii͒ The percolating block fraction ͑row 2 in Table I͒ is higher in the TBM images than in the PGM images for all fractions.
These differences can be attributed to the more ramified morphology of PGM images. We have calculated using our model the dielectric function, for the two types of images and for the three above fractions ͑Figs. 11, 12, and 13͒. Three characteristic structures show up in these results, which can be related to the theories involved in our model:
͑i͒ The metallic grain resonance ͑around 2.5-3 eV͒ comes from the Maxwell-Garnett model applied to nonpercolating media. Within this model, the position of the resonance is shifted towards the low energies with the increasing metal fraction.
͑ii͒ The dielectric hole resonance ͑around 3.5-3.6 eV͒ originates from the Maxwell-Garnett model applied to percolating media. Within this model, its position is also shifted towards the low energies with the increasing metal fraction.
͑iii͒ A broad structure ͑around 2-4 eV͒ in the imaginary part of the dielectric function, has its source in the Bruggeman model. The broad absorption predicted by this model is shifted towards high energies and its amplitude decreases when moving from both sides of the percolation threshold ͑p c ϭ33% for a depolarization coefficient equal to 1/3, in the case of two components͒. 29 At 20% fraction ͑Fig. 11͒ it is the metallic grain resonance around 3 eV and the contribution of the Bruggeman model around 2 eV that show up. The metallic grain resonance is weaker in the TBM than in the PGM. This can be attributed to the more extended filling ratio distribution in TBM than in PGM. The structure related to the Bruggeman contribution is a little more pronounced for the TBM than for the PGM. It can be due to the number of percolating blocks, which is larger for the TBM than for the PGM ͑cf. Table I͒. In fact, in our model, the Bruggeman theory is applied to a large number of blocks rather than to two components, as in the classical theory. In order to understand the role played by the Bruggeman contribution in our model, we therefore can no longer speak of metal fraction, but only of number, or ratio of percolated blocks, which show a metallic behavior. In this case where the number of percolating blocks is small ͑case comparable to the low metal fractions in the classical theory͒, the Bruggeman structure increases with that number.
At 50% fraction ͑Fig. 12͒ the metallic behavior dominates: the real and imaginary parts of the dielectric function become very large at low energies. The dielectric hole resonance ͑identical for the two types of images͒ shows up around 3.6 eV, as a contribution of the nonpercolating blocks. The metallic grain resonance is still apparent on the real part of the dielectric function, around 2.7-3 eV. It is more pronounced for the PGM because the filling ratio distribution is narrower for this image. The structure showing on the imaginary part of the dielectric function around 2 and 3 eV may be due to the Bruggeman contribution. For this case where the number of percolating blocks is large ͑case comparable to the high metal fractions in the classical theory͒, the Bruggeman structure decreases with the above number. The PGM, with fewer percolating blocks than the TBM, displays a negligible Bruggeman structure, in contrast with the TBM where the structure is huge.
At 80% fraction ͑Fig. 13͒, the properties predicted by our model are very close to those of a continuous metallic film. Nevertheless, the dielectric hole resonance remains around 3.6 eV, identical for both images. The structure in the imaginary part, attributed to the Bruggeman contribution, arises now around 1.1 and 2.5 eV, and it is different for the two images. The absorption is larger in the PGM than in the TBM a consequence of the smaller ratio of percolating blocks in the PGM than in the TBM ͑as is the 50% fraction images͒.
These simulations clearly demonstrate that the optical properties predicted by our model are very sensitive to slight fluctuations in the morphology of the medium, especially, the local filling probability distribution and the local percolation probability.
One may remark that our model does not predict any fixed value for the critical concentration of percolation, in the sense of the transition from dielectric to metallic optical behavior, but that this transition directly depends on the local morphology.
VI. CONCLUSION
The notion of normalized configuration entropy had already shown its efficiency in the analysis of the morphology of heterogeneous media and in the discrimination between two images displaying the same classical morphological parameters. The entropic characteristic length issued from this analysis has been introduced through an optical model that was developed on the basis of the effective-medium approximation. This model accounts very satisfactorily for the optical properties of granular gold films near the percolation threshold. Both the metallic grain resonance and the infrared behavior are correctly reproduced by this model, without any adjustable parameters. It can thus be considered as a predic tive tool for the optical properties of thin metallic films whenever the image of their morphology is available. It has allowed us to show the important influence of fluctuations of the local geometry on optical properties, by simulating different kinds of images with the same metal fraction and different local morphologies. These predictions still remain to be tested on real materials. 
