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Abstract
By means of variational method, we give some observations about the location of zeros of Neu-
mann Sturm–Liouville eigenfunctions.
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1. Introduction
Sturmian theory of ordinary differential equations, begin with the celebrated paper [8] of
Sturm in 1836, is a classical but still growing subject. It is well known that there are many
articles concerning with the so-called “Sturm-comparison theorems” to realize the position
and oscillation of zeros of solutions of Sturm–Liouville problems (see, for example, [6] and
references quoted therein). However, if we want to realize the position of the zeros of the
eigenfunctions of a Sturm–Liouville operator, the above mentioned results often cannot
be used because the eigenvalue, which is part of the equation, is not a priori known. Still,
in applications, there are requisitions for this kind of information. For example, in [7],
an estimate of the position of the zeros corresponded to a need call for technique reason.
In [5], the information of the position of the zero of the second Neumann eigenfunction
of (1) is used to locate the second nodal line of the second Neumann eigenfunction of the
Laplacian on a convex planar domain. In this article, we give some results about the zeros
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type:
(py ′)′(z) − ρy(z) + λqy(z) = 0 in (a, b), y ′(a) = y ′(b) = 0, (1)
where p(z), q(z) are positive and continuous in [a, b]; p(z) is differentiable in (a, b); ρ(z)
is nonnegative and continuous in [a, b]. It is well known that (see [4]) for (1), there exist
countably many eigenvalues 0  λ1 < λ2 < λ3 < · · · . Also if un is the nth eigenfunction
corresponds to the nth eigenvalue λ = λn, then un has exactly n− 1 zeros in (a, b) (see [4,
Chapter 5, Theorem 19]). In Section 2 we will give some comparison theorems about the
position of the zeros through the variational method. To be more precise, let vn(z) satisfy
the eigenvalue problem (2) corresponding to the nth eigenvalue µ = µn > 0 in (a, b) for
n 2,
(p1v
′)′(z) − ρ1v(z) + µq1v(z) = 0, v′(a) = v′(b) = 0, (2)
p1, ρ1, q1 satisfy the same condition as p,ρ, q . The tool we shall use is the well-known
variational principle (see [4, Chapter 5, p. 161]); for n 2,
λn = inf
h∈Sn
∫ b
a p(h
′)2 + ρh2 dz∫ b
a qh
2 dz
=
∫ b
a p(u
′
n)
2 + ρu2n dz∫ b
a qu
2
n dz
,
µn = inf
h∈Sn1
∫ b
a
p1(h′)2 + ρ1h2 dz∫ b
a
q1h2 dz
=
∫ b
a
p1(v′n)2 + ρ1v2n dz∫ b
a
q1v2n dz
,
where Sn = {f ∈ W 1,2(a, b) | ∫ b
a
quif dz = 0 for i = 1,2, . . . , n − 1}, Sn1 = {f ∈
W 1,2(a, b) | ∫ ba q1vif dz = 0 for i = 1,2, . . . , n − 1} and W 1,2(a, b) is the standard
Sobolev space (see [1]). For the elements in Sn (similarly for Sn1 ), we have the follow-
ing lemma which will be frequently used later.
Lemma 1. Suppose f (z) is Lipschitz continuous on [a, b], f (τi) = 0 for some τi ∈ (a, b),
i = 1,2, . . . , m  n − 1 and τi = τj if i = j . Denote τ0 = a, τm+1 = b; then there
exists ci ∈ R, i = 0,1,2, . . . ,m, so that the function g(z) = cif (z) for z ∈ [τi, τi+1],
i = 0,1,2, . . . ,m, will belong to Sn.
Proof. Since there are m + 1  n unknowns ci in a linear algebraic systems with n − 1
constrains, the result is true. 
Denote zfk be the kth zero of f (z) in (a, b), in Theorems 1–4, we get some results about
the relative positions of zunk and z
vn
k . Moreover, In [3, Chapter V, (19a)], there is a standard
(but somewhat complicated) way to transform (1) into a specific form p ≡ 1, q ≡ 1, Corol-
laries 1 and 2 will reveal some information for this case. In Section 3, Theorems 5–8 give
some estimates of zunk and ξ
n
k , the latter are those local extremal points of un, from the
shape of the coefficient functions.
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k
Without loss of generality, we suppose that un(z) > 0 in (a, zun1 ), vn(z) > 0 in (a, z
vn
1 )
through this paper. We need several lemmas before we prove Theorem 1.
Lemma 2 [4, Chapter 5, Proposition 2, Theorem 19]. Each eigenvalue of
(pf ′)′(z) − ρ(z)f (z) + λq(z)f (z) = 0 in (a, b),
a1f (a) + a2f ′(a) = 0, b1f (b) + b2f ′(b) = 0
is nondegenerate if a21 + a22 = 0 and b21 + b22 = 0.
Observe that, if c ∈ (a, zu21 ), then in (a, c), u2(z) is positive, so from [4, Chapter 5,
Theorem 19], u2(z) is the first eigenfunction in (a, c) satisfying the boundary conditions
as stated in Lemma 3(i). Additionally, since (u′2(c))2 +u22(c) = 0 for all c ∈ (a, b), from [4]
we also have the variational formulas of λ2 over (a, c) and (c, b), respectively, in Lemma 3.
Lemma 3 [4, Chapter 5, Propositions 11 and 12]. (i) If c ∈ (a, zu21 ), then (λ2, u2(z)) is thefirst eigenpair of
(pf ′)′(z) − ρ(z)f (z) + λq(z)f (z) = 0 in (a, c)
with f ′(a) = 0, u′2(c)f (c) − u2(c)f ′(c) = 0.
If c ∈ (zu21 , b), then (λ2, u2(z)) is the first eigenpair of
(pf ′)′(z) − ρ(z)f (z) + λq(z)f (z) = 0 in (c, b)
with u′2(c)f (c) − u2(c)f ′(c) = 0, f ′(b) = 0.
Moreover, λ2 is nondegenerate in each case, and if c ∈ (a, zu21 ),
λ2 = inf
f∈W 1,2(a,c)
−p(c)[u′2(c)/u2(c)]f 2(c) +
∫ c
a
p(f ′)2 + ρf 2 dz∫ c
a qf
2 dz
= −p(c)u
′
2(c)u2(c) +
∫ c
a p(u
′
2)
2 + ρ(u2)2 dz∫ c
a
q(u2)2 dz
,
if c ∈ (zu21 , b),
λ2 = inf
f∈W 1,2(c,b)
p(c)[u′2(c)/u2(c)]f 2(c) +
∫ b
c
p(f ′)2 + ρf 2 dz∫ b
c
qf 2 dz
= p(c)u
′
2(c)u2(c) +
∫ b
c
p(u′2)2 + ρ(u2)2 dz∫ b
c
q(u2)2 dz
.
(ii) Similar results hold for v2 with zu21 being replaced by zv21 , p,ρ, q replaced by
p1, ρ1, q1.
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we always let zun0 = zvn0 = a, zunn = zvnn = b.
Lemma 3′. (i) If c ∈ (zunk , zunk+1) for some k, 0 k  n−1, then (λn,un(z)) is the (k+1)th
eigenpair of
(pf ′)′(z) − ρ(z)f (z) + λq(z)f (z) = 0 in (a, c)
with f ′(a) = 0, u′n(c)f (c) − un(c)f ′(c) = 0, (1′)
as well as the (n − k)th eigenpair of
(pf ′)′(z) − ρ(z)f (z) + λq(z)f (z) = 0 in (c, b)
with u′n(c)f (c) − un(c)f ′(c) = 0, f ′(b) = 0. (1′′)
Moreover, λn is nondegenerate in each case. For k  1, let χj , j = 1,2, . . . , k, be the j th
eigenfunction of (1′) then
λn = inf
f∈Sk+1(a,c)
−p(c)[u′n(c)/un(c)]f 2(c) +
∫ c
a
p(f ′)2 + ρf 2 dz∫ c
a qf
2 dz
= −p(c)u
′
n(c)un(c) +
∫ c
a
p(u′n)2 + ρ(un)2 dz∫ c
a q(un)
2 dz
,
where Sk+1(a, c) is a subspace of W 1,2(a, c) consisting of the functions that are orthog-
onal to χ1, χ2, . . . , χk in (a, c). Also for k  n − 2, let χ¯j , j = 1,2, . . . , n − k − 1, be the
j th eigenfunction of (1′′) then
λn = inf
f∈Sn−k(c,b)
p(c)[u′n(c)/un(c)]f 2(c) +
∫ b
c
p(f ′)2 + ρf 2 dz∫ b
c
qf 2 dz
= p(c)u
′
n(c)un(c) +
∫ b
c
p(u′n)2 + ρ(un)2 dz∫ b
c
q(un)2 dz
,
where Sn−k(c, b) is a subspace of W 1,2(c, b) consisting of the functions that are orthogo-
nal to χ¯1, χ¯2, . . . , χ¯n−k−1 in (c, b).
(ii) Similar results hold for vn with zunk being replaced by zvnk , p,ρ, q replaced by
p1, ρ1, q1.
Proof. We need only to prove the first part of (i), the other parts are similarly proved. Since
(λn,un(z)) satisfies (1′) with exactly k zeros in (a, c), from [4, Chapter 5, Theorem 19], we
know they are the (k + 1)th eigenpair of (1′). Since (u′n(c))2 +u2n(c) = 0 for all c ∈ (a, b),
we further get from variational principle (see [4, Chapter 5, Propositions 11 and 12] and
the statement before [4, Chapter 5, Theorem 14]) the formulas of λn over (a, c) and (c, b),
respectively. 
Lemma 4. If q ≡ q1, ρ ≡ ρ1 ≡ 0, p1/p is strictly increasing in (a, b), then zunk  zvnk for
some k, 1 k  n − 1, would imply p1/p < µn/λn in (a, zun).k
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increasing property of p1/p that p1/p > µn/λn for z ∈ (zvnk , b) ⊂ (zunk , b). First sup-
pose zunk < z
vn
k , un(z
vn
k ) = 0. Choose c = zvnk if zvnk ∈ (zunk , zunk+1), let c be an arbitrary
number in (zunk , z
un
k+1) if z
vn
k > z
un
k+1. Then we adjusts vn according to Lemma 1 to a
function v˜n ∈ Sn−k(c, b) defined by v˜n(z) ≡ 0 in [c, zvnk ], v˜n(z) ≡ civn in [zvni , zvni+1],
i = k, k + 1, . . . , n − 1; then each v˜n(zvni ) = 0 for i = k, k + 1, . . . , n − 1 and v˜′n(b) = 0.
Hence we have
p
(
z
vn
k
)u′n(zvnk )
un(z
vn
k )
[
v˜n
(
z
vn
k
)]2 +
b∫
z
vn
k
p(v˜′n)2 dz =
b∫
z
vn
k
p(v˜′n)2 dz
=
b∫
z
vn
k
p1
(
p
p1
)
(v˜′n)2 dz <
λn
µn
b∫
z
vn
1
p1(v˜
′
n)
2 dz = λn
b∫
z
vn
1
q(z)(v˜n)
2(z) dz,
which is a contradiction to the characterization of λn over (c, b) ⊂ (zunk , b) in Lemma 3′.
Similar arguments hold for the case zvnk = zunm for some k m n − 1, and we complete
the proof. 
Theorem 1. If q ≡ q1, ρ ≡ ρ1 ≡ 0, (p1/p)′ > 0 in (a, b), then zvnk < zunk for k = 1,2, . . . ,
n − 1.
Proof. From (2) and the fact v′n(b) = vn(zvnk ) = 0, we have
z
vn
i+1∫
z
vn
i
p1(z)
[
v′n(z)
]2
dz = µn
z
vn
i+1∫
z
vn
i
q(z)(vn)
2(z) dz for i = k, k + 1, . . . , n − 1. (3)
From (1) and the fact u′n(a) = un(zunk ) = 0, we have
z
un
i+1∫
z
un
i
p(z)
[
u′n(z)
]2
dz = λn
z
un
i+1∫
z
un
i
q(z)(un)
2(z) dz for i = 0,1,2, . . . , k − 1. (4)
If zunk  z
vn
k for some k, 1 k  n − 1, then it follows from (4) and Lemma 4,
z
un
i+1∫
z
un
i
p1(u
′
n)
2 =
z
un
i+1∫
z
un
i
p
(
p1
p
)
(u′n)2 dz < µn
z
un
i+1∫
z
un
i
q(un)
2 dz
for i = 0,1,2, . . . , k − 1. (5)
From Lemma 1, there exists ci , i = 0,1,2, . . . , n − 1, so that we may define a function
w ∈ Sn1 by w ≡ ciun in [zuni , zuni+1] for i = 0,1,2, . . . , k − 1; w ≡ 0 in [zunk , zvnk ], w ≡ civn
in [zvn, zvn ] for i = k, k+1, . . . , n−1. From (3) and (5) we see that the Rayleigh quotienti i+1
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that zvnk < z
un
k and this completes the proof. 
Parallel to Lemma 4 and Theorem 1 we also have
Lemma 5. If q ≡ q1, p1/p ≡ ρ1/ρ, (p1/p)′ > 0 in (a, b), then zunk  zvnk for some k,
1 k  n − 1, would imply p1/p ≡ ρ1/ρ < µn/λn in (a, zunk ).
Theorem 2. If q ≡ q1, p1/p ≡ ρ1/ρ, (p1/p)′ > 0 in (a, b), then zvnk < zunk .
Here again we give some preliminary lemmas to prepare the proof of Theorem 3.
Lemma 6. If p ≡ p1, ρ ≡ ρ1 and q1/q is strictly increasing in [a, b], then zvnk  zunk for
some k, 1 k  n − 1, would imply q/q1 < µn/λn in (zunk , b).
Proof. Suppose q/q1  µn/λn at some point in (zunk , b), then we would have from
the decreasing property of q/q1 that (q/q1)(z) > µn/λn for z ∈ (a, zvnk ) ⊂ (a, zunk ).
If zvnk < z
un
k , un(z
vn
k ) = 0, as in Lemma 4 we can adjust vn on (a, zvnk ) to a function
v˜n ∈ Sk(a, c) for some c ∈ (zunk−1, zunk ) with v˜n ≡ 0 on [zvnk , c], v˜n ≡ civn on [zvni , zvni+1]
for i = 0,1,2, . . . , k − 1 and v˜′n(a) = 0. Then we have
−p(zvnk )u′n(z
vn
k )
un(z
vn
k )
[
v˜n
(
z
vn
k
)]2 +
z
vn
k∫
a
p(v˜′n)2 + ρ(v˜n)2 dz =
z
vn
k∫
a
p(v˜′n)2 + ρ(v˜n)2 dz
= µn
z
vn
k∫
a
q1(v˜n)
2 dz = µn
z
vn
k∫
a
q
(
q1
q
)
(v˜n)
2 dz < µn
(
λn
µn
) zvnk∫
a
q(v˜n)
2 dz
= λn
z
vn
k∫
a
q(v˜n)
2 dz. (6)
From Lemma 3′, (6) is impossible. Similar arguments hold for the case zunm = zvnk for some
m k. Hence this lemma is true. 
Theorem 3. If p ≡ p1, ρ ≡ ρ1, (q1/q)(z) is strictly increasing in [a, b], then zunk < zvnk for
k = 1,2, . . . , n − 1.
Proof. Suppose zvnk  z
un
k for some k, first from vn(z
vn
k ) = v′n(a) = 0, we have
z
vn
i+1∫
z
vn
i
p(v′n)2 + ρ(vn)2 dz = µn
z
vn
i+1∫
z
vn
i
q1(vn)
2 dz for i = 0,1,2, . . . , k − 1. (7)
From Lemma 6, q(z)/q1(z) < µn/λn in (zun, b), then we would havek
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i+1∫
z
un
i
p(u′n)2 + ρ(un)2 dz = λn
z
un
i+1∫
z
un
i
q(un)
2 dz
= λn
z
un
i+1∫
z
un
i
(
q
q1
)
q1(un)
2 dz <
(
µn
λn
)
λn
z
un
i+1∫
z
un
i
q1(un)
2 dz
= µn
z
un
i+1∫
z
un
i
q1(un)
2 dz for i = k, k + 1, . . . , n − 1. (8)
From Lemma 1, there exists ci , i = 0,1,2, . . . , n − 1, so that we may define a func-
tion m ∈ Sn1 by m ≡ civn in [zvni , zvni+1] for i = 0,1,2, . . . , k − 1; m ≡ 0 in [zvnk , zunk ] and
m ≡ ciun in [zuni , zuni+1] for i = k, k + 1, . . . , n − 1. Then from (7) and (8), the Rayleigh
quotient of m over [a, b] will be strictly less than µn, which is a contradiction. Hence we
know that zunk < z
vn
k . 
In (1), if ρ ≡ 0, the graph of un is harder to control, for this situation we have
Corollary 1. Suppose p ≡ p1, q ≡ q1, ρ1 ≡ 0, ρ ≡ 0. If ρ/q is strictly increasing in (a, b),
then zunk < z
vn
k for k = 1,2, . . . , n−1. If ρ/q is strictly decreasing in (a, b), then zvnk < zunkfor k = 1,2, . . . , n − 1.
Proof. We rewrite the differential equation of (1) as
(pu′)′ + λ
(
q − ρ
λ
)
u = 0.
Observe that
q − (ρ/λ)
q
= 1 − 1
λ
(
ρ
q
)
.
From Theorem 3, we get the results. 
As we mentioned in Section 1, for a standard form of (1), p ≡ 1, q ≡ 1, we have the
following information from Corollary 1.
Corollary 2. In (1), suppose p ≡ 1, q ≡ 1. If ρ is increasing in [a, b], then zunk > τnk for
k = 1,2, . . . , n−1. If ρ is decreasing in [a, b], then zunk < τnk for k = 1,2, . . . , n−1, where
τnk =
(2k − 1)
2(n − 1)(b − a) + a
is the kth zero of the nth eigenfunction of (1) with p ≡ q ≡ 1, ρ ≡ 0.
The information included in Theorem 4 and Corollary 3 can be used, for example, in [5].
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in (a, b), then∫ zvnk
a
p1(τ ) dτ∫ b
a
p1(τ ) dτ
<
∫ zunk
a
p(τ ) dτ∫ b
a
p(τ ) dτ
for k = 1,2, . . . , n − 1.
Proof. Since under the condition p(z) ≡ q(z) in (1), replacing p(z) (as well as q(z)) by
p(z)/
∫ b
a p(z) dz does not change the solution of (1). Make the adjustment to the coeffi-
cients of (2), too. So we need only consider the situation that
b∫
a
p(z) dz =
b∫
a
p1(z) dz = 1.
Let x(z) = ∫ z
a
p(τ ) dτ ; then un(x) would satisfy
[p2u′]′(x) + λnu(x) = 0 for 0 < x < 1, u′(x) = 0 at x = 0 and x = 1.
Similarly, let ξ(z) = ∫ za p1(τ ) dτ ; then vn(ξ) would satisfy[
p21v
′]′(ξ) + µnv(ξ) = 0 for 0 < ξ < 1, v′(ξ) = 0 at ξ = 0 and ξ = 1.
Observe that x(zunk ), ξ(z
vn
k ) are the zeros of un(x) and vn(ξ) over (0,1), respectively.
From Theorem 1 we know that if (p21/p
2)′ > 0 (which is equivalent to (p1/p)′ > 0), then
ξ(z
vn
k ) < x(z
un
k ). This completes the proof. 
Corollary 3. In (1), suppose ρ ≡ 0, q(z) ≡ p(z) in (a, b), we have
(i) If p′(z) > 0 in (a, b), then
z
un
k∫
a
p(τ ) dτ <
2k − 1
2(n − 1)
b∫
a
p(τ ) dτ.
(ii) If p′(z) < 0 in (a, b), then
z
un
k∫
a
p(τ ) dτ >
2k − 1
2(n − 1)
b∫
a
p(τ ) dτ.
Proof. Consider p1 ≡ q1 ≡ 1 in (2), then the zero of vn(z) will be
z
vn
k =
(2k − 1)
2(n − 1) (b − a) + a,
from Theorem 4 we get the result. 
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Denote the kth interior critical points of un by ξnk , for n 3, k = 1,2, . . . , n − 2, then
they are all local extremes by the reason as stated in the proof of Lemma 7. In addition to the
above comparison theorems, we shall investigate the position of znk and ξ
n
k in the following.
For convenience, we write znk for z
un
k . First we use the Sturm comparison theorems (see [4,
Chapter 5, Theorems 15–17]) to know
Proposition 1. For n 2,
(i) zn1 is decreasing with respect to n.
(ii) znn−1 is increasing with respect to n.
(iii) znk < zn−1k  znk+1 for 1 k  n − 2.
Next we take the “shape” of the coefficient functions into consideration. Let
z∗ = (a + b) − z
be the reflection point of z with respect to z = (a + b)/2, we have
Theorem 5. Suppose ρ ≡ 0 in (1).
(i) If p(z)  p(z∗), q(z) q(z∗), p(z) ≡ p(z∗) or q(z) ≡ q(z∗) for z ∈ [a, (a + b)/2),
then z21 > (a + b)/2.
(ii) If p(z)  p(z∗), q(z) q(z∗), p(z) ≡ p(z∗) or q(z) ≡ q(z∗) for z ∈ [a, (a + b)/2),
then z21 < (a + b)/2.
Proof. (i) Suppose z21  (a + b)/2, then z21  z21
∗
and z21
∗  (a + b)/2. Define
t (z) = −cu2(z∗) for z in [a, b],
where c > 0 is a constant chosen to satisfy
z21∫
a
q(z)u2(z) dz +
b∫
z21
∗
q(z)t (z) dz = 0.
Then t (z) satisfies
d
dz
[
p(z∗)dt (z)
dz
]
+ λ2q(z∗)t (z) = 0 in (a, b), t ′(a) = t ′(b) = 0. (9)
Since t (z21
∗
) = 0, t ′(b) = 0, a direct computation yields
b∫
z2
∗
p(z∗)
[
t ′(z)
]2
dz = −
b∫
z2
∗
d
dz
[
p(z∗)
dt (z)
dz
]
t (z) dz = λ2
b∫
z2
∗
q(z∗)
[
t (z)
]2
dz.1 1 1
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b∫
z21
∗
p(z)
[
t ′(z)
]2
dz
b∫
z21
∗
p(z∗)
[
t ′(z)
]2
dz = λ2
b∫
z21
∗
q(z∗)
[
t (z)
]2
dz
 λ2
b∫
z21
∗
q(z)
[
t (z)
]2
dz.
Since p(z) ≡ p(z∗) or q(z) ≡ q(z∗), we actually have the inequality
b∫
z21
∗
p(z)
[
t ′(z)
]2
dz < λ2
b∫
z21
∗
q(z)
[
t (z)
]2
dz. (10)
On the other hand, (1) implies
z21∫
a
p(z)
[
u′2(z)
]2
dz = λ2
z21∫
a
q(z)
[
u2(z)
]2
dz. (11)
Now we define a function f by f ≡ u2 in [a, z21], f ≡ 0 in [z21, z21∗], f ≡ t in [z21∗, b].
Then f ∈ S2 and from (10) and (11), we see that the Rayleigh quotient of f will be strictly
less than λ2, which raises a contradiction. This completes the proof of (i).
(ii) Transform the variable z to z¯ = a + b − z ∈ [a, b], then (ii) is true by (i). 
Corollary 4. In (1), suppose ρ ≡ 0.
(i) If p(z) is decreasing, q(z) is increasing, p ≡ constant or q ≡ constant in (a, b), then
z21 > (a + b)/2.
(ii) If p(z) is increasing, q(z) is decreasing, p ≡ constant or q ≡ constant in (a, b), then
z21 < (a + b)/2.
Lemma 7. For z < ξ31 , u
′
3(z) < 0; for z > ξ31 , u′3(z) > 0.
Proof. From the equality (pu′3)′ = −λ3qu3, the results are easily seen to be true. 
Theorem 6.
(i) If p(z)  p(z∗), q(z) q(z∗), p(z) ≡ p(z∗) or q(z) ≡ q(z∗) for z ∈ [a, (a + b)/2),
then ξ31 > (a + b)/2.
(ii) If p(z)  p(z∗), q(z) q(z∗), p(z) ≡ p(z∗) or q(z) ≡ q(z∗) for z ∈ [a, (a + b)/2),
then ξ31 < (a + b)/2.
Proof. (i) Suppose u′3((a + b)/2) 0, then it follows from Lemma 7 that ξ31  (a + b)/2
 ξ3∗. Consider t (z) ≡ u3(z∗) on [a, b], then t (z) satisfies (9). As in Lemma 1, we may1
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f ≡ c2u3 in [z31, ξ31 ], f ≡ c2u3(ξ31 ) in [ξ31 , ξ31
∗], f ≡ c2t in [ξ31
∗
, z31
∗], f ≡ c3t in [z31
∗
, b].
Observe that u3(a) = u3(z31) = t (b) = t (z31
∗
) = u′3(ξ31 ) = t ′(ξ31
∗
) = 0, we have
b∫
a
p(f ′)2 dx =
z31∫
a
p(z)
(
c1u
′
3(z)
)2
dz +
ξ31∫
z31
p(z)
(
c2u
′
3(z)
)2
dz
+
z31
∗∫
ξ31
∗
p(z)
(
c2t
′(z)
)2
dz +
b∫
z31
∗
p(z)
(
c3t
′(z)
)2
dz

z31∫
a
p(z)
(
c1u
′
3(z)
)2
dz +
ξ31∫
z31
p(z)
(
c2u
′
3(z)
)2
dz
+
z31
∗∫
ξ31
∗
p(z∗)
(
c2t
′(z)
)2
dz +
b∫
z31
∗
p(z∗)
(
c3t
′(z)
)2
dz
 λ3
{ z31∫
a
q(z)(c1u3)
2(z) dz +
ξ31∫
z31
q(z)(c2u3)
2(z) dz
+
z31
∗∫
ξ31
∗
q(z∗)c2t2(z) dz +
b∫
z31
∗
q(z∗)(c3t)2(z) dz
+
ξ31
∗∫
ξ31
q(z)
[
c2u3
(
ξ31
)]2
dz
}
 λ3
{ z31∫
a
q(z)(c1u3)
2(z) dz +
ξ31∫
z31
q(z)(c2u3)
2(z) dz
+
ξ31
∗∫
ξ3
q(z)
[
c2u3
(
ξ31
)]2
dz
}
1
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z31
∗∫
ξ31
∗
q(z)c2t
2(z) dz +
b∫
z31
∗
q(z)(c3t)
2(z) dz
= λ3
b∫
a
qf 2 dz.
The assumption p(z) ≡ p(z∗) or q(z) ≡ q(z∗) implies that the strict inequality holds:∫ b
a p(f
′)2 dz < λ3
∫ b
a qf
2 dz, which is a contradiction. Hence u′3((a + b)/2) < 0 and
ξ31 > (a + b)/2.
(ii) Transform the variable z to z¯ = a + b − z ∈ [a, b], then (ii) is true by (i). 
Theorem 7.
(i) If p(z) is decreasing, q(z) is increasing, p(z) ≡ constant or q(z) ≡ constant in (a, b),
then z31 > (3a + b)/4, z32 > (a + 3b)/4.
(ii) If p(z) is increasing, q(z) is decreasing, p(z) ≡ constant or q(z) ≡ constant in (a, b),
then z31 < (3a + b)/4, z32 < (a + 3b)/4.
Proof. (i) Since u3 is the second Neumann eigenfunction of (1) in [a, ξ31 ], by Corollary 4
and Theorem 6, we have z31 > (a+ξ31 )/2 > (a+[(a+b)/2])/2 = (3a+b)/4. On the other
hand, consider changing of variable z¯ = a + b − z, then u3(z¯) will be the third Neumann
eigenfunction of (p(z¯)y ′)′(z¯) + λ3q(z¯)y(z¯) = 0 in (a, b) with p(z¯) increasing and q(z¯)
decreasing. Similar to the previous arguments, let ξ¯31 be the local minimum of u3(z¯), then
from Corollary 4 and Theorem 6 we know that the first zero z¯31 of u(z¯) satisfies z¯
3
1 < (a +
ξ¯31 )/2 < (a +[(a + b)/2])/2 = (3a + b)/4, hence z32 = a + b− z¯31 > a + b− (3a + b)/4 =
(a + 3b)/4. 
Theorem 8. For n 3,
(i) If p(z) is decreasing, q(z) is increasing, p(z) ≡ constant or q(z) ≡ constant in (a, b),
then
ξnk >
k
n − 1 (b − a) + a for k = 1,2, . . . , n − 2,
znk >
2k − 1
2(n − 1)(b − a) + a for k = 1,2, . . . , n − 1.
(ii) If p(z) is increasing, q(z) is decreasing, p(z) ≡ constant or q(z) ≡ constant in (a, b),
then
ξnk <
k
n − 1 (b − a) + a for k = 1,2, . . . , n − 2,
znk <
2k − 1
2(n − 1)(b − a) + a for k = 1,2, . . . , n − 1.
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the formulas are true. For n 4, first notice the facts that un is on one hand the (n − 1)th
Neumann eigenfunction on [a, ξnn−2] with the first interior extremal point ξn1 , the first zero
zn1 and the last zero z
n
n−2; and on the other hand it is the (n− 1)th Neumann eigenfunction
on [ξn1 , b] with the last interior extremal point ξnn−2, the first zero zn2 and the last zero znn−1.
So for n 4, by induction we have
ξn1 >
(n − 3)a + ξnn−2
n − 2 and ξ
n
n−2 >
ξn1 + (n − 3)b
n − 2 .
Which implies
ξn1 >
(n − 2)a + b
n − 1 and ξ
n
n−2 >
a + (n − 2)b
n − 1 .
It follows that for n 4, by induction again we have
zn1 >
(2n − 5)a + ξnn−2
2(n − 2) >
(2n − 5)a + (a + (n − 2)b)/(n− 1)
2(n − 2) =
(2n − 3)a + b
2(n − 1) ,
znn−1 >
ξn1 + (2n − 5)b
2(n− 2) >
((n − 2)a + b)/(n− 1) + (2n− 5)b
2(n − 2) =
a + (2n− 3)b
2(n − 1) .
Next we observe the fact that for n  4, un is the (n − 2)th Neumann eigenfunction on
[ξn1 , ξnn−2] with (n − 3) zeros znk , k = 2,3, . . . , n − 2, and (n − 2) extremal points ξnk ,
k = 2,3, . . . , n − 3. So for n 4, 2 k  n − 2, by induction we have
znk >
{2[(n− 2) − 1] − [2(k − 1) − 1]}ξn1 + [2(k − 1) − 1]ξn2
2[(n − 2) − 1]
>
(2n − 2k − 3)[((n− 2)a + b)/(n − 1)] + (2k − 3)[(a + (n − 2)b)/(n− 1)]
2(n− 3)
= (2n − 2k − 1)(n − 3)a + (2k − 1)(n − 3)b
2(n− 1)(n − 3)
= [2(n− 1) − (2k − 1)]a + (2k − 1)b
2(n− 1) =
2k − 1
2(n − 1)(b − a) + a,
and for n 5, 2 k  n − 3, we have
ξnk >
{2[(n− 2) − 1] − 2(k − 1)}ξn1 + 2(k − 1)ξn2
2[(n − 2) − 1]
>
(2n− 2k − 4)[((n− 2)a + b)/(n− 1)] + (2k − 2)[(a + (n − 2)b)/(n− 1)]
2(n − 3)
= 2(n− k − 1)(n − 3)a + 2k(n− 3)b
2(n − 1)(n − 3)
= (n − 1 − k)a + kb
n − 1 =
k
n − 1 (b − a) + a.
(ii) is similarly treated as before. 
70 C.-P. Chu / J. Math. Anal. Appl. 293 (2004) 57–70Remark. Let w be a Dirichlet eigenfunction of the differential equation in (1), making the
change of dependent variables f = pw′; then f would satisfy[
1
q
f ′
]′
(z) + λ
p
f (z) = 0, f ′(a) = 0, f ′(b) = 0.
So Theorems 7 and 8 can be used to estimate the extremal points of w. As to get estimates
of the zeros of w, we can start from some similar results in [2], then use the techniques we
used here.
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