Abstract-We consider the problem of sequential linear prediction of real-valued sequences under the square-error loss function. For this problem, a prediction algorithm has been demonstrated [1]-[3] whose accumulated squared prediction error, for every bounded sequence, is asymptotically as small as the best fixed linear predictor for that sequence, taken from the class of all linear predictors of a given order . The redundancy, or excess prediction error above that of the best predictor for that sequence, is upper-bounded by ln( ) , where is the data length and the sequence is assumed to be bounded by some . In this correspondence, we provide an alternative proof of this result by connecting it with universal probability assignment. We then show that this predictor is optimal in a min-max sense, by deriving a corresponding lower bound, such that no sequential predictor can ever do better than a redundancy of ln( ) .
I. INTRODUCTION
In this correspondence, we consider the problem of predicting a sequence x n = fx[t]g n t=1 as well as the best linear predictor out of a large, continuous class of linear predictors. The real-valued sequence x n is assumed to be bounded, in that jx[t]j < A for some A < 1, and for all t. Rather than assuming a statistical ensemble of sequences, and attempting to achieve good expected performance, the goal of this game is to predict the sequence as well as the best predictor out of a large class of predictors for every possible sequence x n . As such, we seek to minimize the following form of regret: (1) wherex a [t] is the prediction at time t of a sequential algorithm and xc [t] is the prediction at time t of a predictor in the class C of predictors.
We first consider the class of first-order linear predictors, such that the competing class of predictors C = R has elements w 2 R, which form predictions asxw[t] = wx[t01] for each sample of the sequence x n . For linear predictors, we assume predictionsx w [1] = 0, i.e., that x[t] = 0, for t 0. While this class of predictors is rather limited in forecasting ability, we permit the constant w to be selected based on observing the entire sequence x n in advance. As we will show, there does not exist a sequential algorithm that can outperform the best predictor from this class for all sequences. In this correspondence, we present an algorithm for which this regret is at most A 2 ln(n) and also demonstrate that there is a lower bound of A 2 ln(n) 0 G for any sequential algorithm, and for some constant G. This algorithm was first shown by Vovk [4] , and later by Azoury and Warmuth [2] . Our approach is based on sequential probability assignment, and is motivated by recent results in the universal source coding literature [5] - [11] . We then consider the class of pth-order linear predictors, such that the competing class of predictors C = R p has elementsxw,w 2 R p , which form predictions as a linear function of the past p samples, i.e., We again permit the parameter vectorw to be selected based on observing the entire sequence x n in advance. We will show an algorithm for which the regret in (1) ample, the prediction algorithm presented here will produce bounded predictions for a bounded input, however, the algorithm in [1] will not necessarily produce bounded regressions. Further, the lower bounds for regression in [1] cannot be applied to the linear prediction problem. We therefore build upon the results of [1] , and extend them to the specific problem of linear prediction.
II. SCALAR LINEAR PREDICTORS
We begin with the class of scalar linear predictors and seek to minimize the following regret: 
where
Note that w [n] this is a function of the entire sequence, and cannot be obtained until the whole sequence has been observed. A slightly more general loss function which often arises in many signal processing problems is where 0, and w0 is given. Choosing = 0 yields the original least squares expression. Here, is typically used to incorporate additional a priori knowledge concerning w [12] . In this correspondence, we will assume that w 0 = 0, which could also be obtained through a suitable change of variables. The minimizing value of w for this problem is given by We next describe a universal prediction algorithm whose accumulated average square error is as small, to within a negligible term, as that of a linear predictor that was preset to the best value given the sequence in advance. We can writẽ Theorem 1 states that the average squared prediction error of the universal predictor is within O(n 01 ln(n)) of the best batch scalar linear prediction algorithm, uniformly, for every individual sequence x n .
A. Outline of Proof of Theorem 1
The proof of the theorem is based on sequential probability assignment. Given Also, define a function of the loss, namely the "probability"
which can be viewed as a probability assignment of the predictor with parameter w to the data x n induced by performance of w on the sequence. We refer to such exponential functions of the loss as probabilities in analogy to problems in sequential data compression. We construct a universal estimate of the probability of the sequence x n , as an a priori weighted combination, or mixture, among all of the probabilities
where p(w) is an a priori weighting assigned to the parameter w.
Since the assigned probabilities for the square-error loss are Gaussian in form, the Gaussian prior enables the integration of probabilities assigned to the sequence. We let
The universal probability assignment can thus be obtained in closed form.
As shown in the Appendix, this universal probability is as large as the probability assigned to the sequence by the predictor with the smallest prediction error, i.e., the largest probability among the continuum of probabilities P w (x n ). We now must relate this universal probability to an actual prediction. We note that the universal probability is Gaussian, but not in the form of an assigned probability, i.e., with the loss of a particular predictor in the exponent. As such, we then find another Gaussian, expressed in predictor form which is larger than the universal probability, for all sequences of interest. Taking the negative logarithm of this probability then provides the loss of this universal predictor and completes the proof of the theorem.
B. Bounded Predictions
One interesting difference between the prediction and regression problems relates to the performance of the universal algorithm on bounded data. This theorem is proven in the Appendix. We also note that when applied to the regression problem, as in [1] , the corresponding universal regression algorithm does not share this property. In the Appendix, we also provide an example of bounded sequencesx n and y n for which the associated universal regression algorithm does not produce bounded regressions.
III. LOWER BOUND
In this section, we will demonstrate that the predictor described in Theorem 1 is nearly optimal in that no sequential predictor can do much better, in a min-max sense. This is made precise in the following theorem. Theorem 3 states that for any sequential algorithm, there exists a sequence such that the time-average squared prediction error is at least O(n 01 ln(n)) worse than the best fixed linear predictor for that sequence.
A. Proof of Theorem 3
We begin by noting that for any distribution on where Ex (1) is an expectation taken with respect to the distribution on x n . Thus, it is enough to lower-bound
to obtain a lower bound on the total regret.
We proceed by considering the following distribution on x n . Let be a random variable drawn from a beta distribution with parameters
where C > 0 is a constant and 0 (1) Given this distribution, we now compute a lower bound for (5) . By the linearity of the expectation, (5) becomes
where we drop the explicit x n -dependence of the expectations to simplify notation. Each term in (6) can now be calculated separately. Given , the probability of any sequence x t01 is equal to
where F t02 is the total number of transitions between the two states in a sequence of length (t 0 1) and K is a constant. Given , F t02 is a binomial random variable with parameter (10 ) and size (t0 2). The constant K is the probability of x [1] . We obtain
Thus, the conditional expectation is given by,
Due to the well-known properties of the beta distribution, the preceding expectation becomes
By this result, the MMSE prediction (7) is given bŷ This expectation can then be expanded and is evaluated in the following lemma. As before, F n is the number of transitions between the two states in a sequence of size n. This yields a simple form for the predictor
which enables evaluation of the second term in (6) as described in the following lemma. Proof: Given in the Appendix.
Lemma 2:
Thus, using Lemmas 1 and 2, the overall lower bound L(n) can be computed and is given by the following lemma. T is invertible and where
the solution is no longer unique, however a suitable choice can often be made using, e.g., pseudoinverses. We will also consider the more general least squares (ridge regression) problemw where l(x n ;x ñ w ) is the running total squared prediction error for a linear predictor with coefficientsw. We now construct a universal pth-order linear predictor using a mixture over all predictorsw. The following theorem extends Theorem 1 using a vector version of the mixture approach.
Letx w [n] be the output of a pth-order linear predictor with parameter vectorw, and l(x n ;x ñ w ) be the running total squared prediction error. Define a universal predictorx u [n] Theorem 4 tells us that the average squared prediction error of the pth-order universal predictor is within O(p ln(n)=n) of the best batch pth-order linear prediction algorithm, for every individual sequence x[n]. This result can be compared with Foster's result for binary data and predictors in the simplex i a i = 1, yielding regret of [2 + p log(p(n + 1))]=n [14] . For = 2, our bound yields (2kak 2 + A 2 x p log(1 + A 2 x n=2))=n, which for Ax = 1 2 , i.e., data on an interval of length 1, yields, (2kak 2 + (p=4) log(1 + n=8))=n. The proof of Theorem 4 follows that of Theorem 1, with vector extensions of the Gaussian mixture and is omitted for brevity.
A. Lower Bound for pth-Order Linear Prediction
The lower bound obtained for first-order linear prediction can be generalized to the pth-order linear prediction case as described in the following theorem. 
to get a lower bound on the total regret.
We consider the following distribution on x n , which is constructed For the second term in (9), we need to calculate The sequencex ñ w is the best set (in terms of square error) of pth-order linear predictions which has access to the whole sequence x n . With square error loss, this predictor is the well-known least squares predictor. However, the expected loss for this predictor is difficult to compute, even for our distribution. The following inequality will prove useful in this regard:
where E x j is the conditional expectation conditioned on all p values of . Therefore, the lower bound in (9) is lower-bounded by
The term infw E x j [L(x n ; x ñ w )] is the MMSE and given by [13] The second term in (10) Thus, after replacing t 3 with its definition, we conclude that for any
given , there exists a constant G such that 
where = h= 2 .
We would like to have the universal probability be as large as the probability assigned to the sequence by the predictor with For this value of w = w 3 [n] , after comparing with (4) and after some algebra, we obtain 02h ln(Pu(x n )) = min w l(x n ;x n w ) + w 2 + h ln 1 + R n01 xx [0] 01 : (12) We now have a method of assigning a universal probability to the sequence that achieves, to first order in the exponent, the same sequential probability as the best predictor. We now must relate this universal probability to an actual prediction.
Since each of the predictors assigns a probability that is exponential in the prediction error for that predictor, we look to the exponent of relating the prediction error at time n to the probability P w (x n jx n01 ).
Similarly, we expect to obtain an expression of this form for Pu(xnjx n01 ). From (11) Although Gaussian (quadratic exponential), P u (x n jx n01 ) cannot be expressed in the same form as Pw(xnjx n01 ), i.e., quadratic exponential in the loss at time n.
However, after some algebra, we see that it is almost in this form will remain valid. Our "probability" assignment algorithm had two free constants to be set, h and 2 . Now that we have selected a range for the constant h, the constant 2 can be chosen such that = h= 2 is an arbitrary positive constant which does not depend on knowing A in advance. It is worth noting that while the parameter h appears in the upper bound on the excess prediction error (via (12)), it is independent of the algorithm. As a result, while the excess prediction error will depend on the smallest implying that the universal predictor performs as well as the best parameter w to within a parameter redundancy term of O(ln(n)=n).
B. Proof of Theorem 2
This can be shown in the scalar case using the Schwarz inequalitỹ
Using the vector notation, For the regression problem, the corresponding universal regression y u [n] would be given bỹ
For a sequences where the second line follows from
Again, using conditional expectations, we obtain 
E. Proof of Lemma 3
After combining results of Lemmas 1 and 2, the overall lower bound L(n) is given by 
