The 2011 Tohoku earthquake (Mw9.0) was followed by a large number of aftershocks that 2 resulted in 70 early warning messages in the first month after the main shock. Of these 3 warnings, a non-negligible fraction (63%) were false warnings where the largest expected 4 seismic intensities were overestimated by at least two intensities or larger. These errors can 5 be largely attributed to multiple concurrent aftershocks from distant origins that occur within 6 a short period of time. Based on a Bayesian formulation that considers the possibility of 7 having more than one event present at any given time, we propose a novel likelihood function 8 suitable for classifying multiple concurrent earthquakes, which uses amplitude information.
Introduction
EEW are compared to the values that appear in the JMA catalog in Table 1 .
Data set
analysis of the Tohoku earthquake (Mw9.0). An early warning was issued to the public in 66 the Tohoku region about 8 s after the first P-arrival, which is 31 s after the origin time (see 67 Data and Resources). acceleration k(t) was then converted to displacement A(t). The conversion was done by twice 74 integration of k(t) using a recursive digital filter with the frequency response of a mechanical 75 seismometer (Katsumata, 2008) .
where the function gain factor gn and filter constants h 0 , h 1 , h 2 , h 3 depend on the sampling 
The following approach to classification uses both the vector sum of the three component s. The method also computes expected P-and S-wave arrival times (t p and t s ) to determine 84 whether a station should have observed P-wave or S-wave or neither. These arrival times 85 are computed with the JMA 1D layered velocity structure (Ueno et al., 2002) .
86
Bayesian Method
87
The problem of continuous parameter estimation for multiple events can be formulated as 88 a Bayesian inference problem. Let θ be the vector of parameters that characterizes an 89 event and Θ be a set of events that are parametrized by θ's, Θ = {ø, {θ 1 }, . . . , {θ 1 , θ 2 , . . .}}.
90
Suppose z 1:t is the complete history of observations from all the stations till the current time 91 t, the posterior P (Θ t |z 1:t ) reveals the distribution of information of current ongoing events 92 at time t given the evidence and prior information.
93
P (Θ t |z 1:t ) = P (z t |Θ t ) P (Θ t |z 1:t−1 ) P (z t |z 1:t−1 ) ,
8 where P (z t |Θ t ) is the likelihood function and is typically denoted as L, L(z t |Θ t ) = P (z t |Θ t ).
94
P (Θ t |z 1:t−1 ) is the updated prior at time t,
95
P (Θ t |z 1:t−1 ) = P (Θ t |Θ t−1 )P (Θ t−1 |z 1:t−1 ) dΘ t−1 ,
and P (Θ 0 |z 0 ) ≡ P (Θ 0 ) is the prior distribution of Θ.
96
Particle Filter
97
In general, Equation (3) does not have a closed-form solution, and there exists several sub-98 optimal solutions to approximate the posterior distribution (Arulampalam et al., 2002) , one 99 of which is grid search. Grid search, though simple to implement, suffers a few problems.
100
First of all, when the parameters are continuous and not sufficiently restricted, the method 101 cannot cover the complete parameter space since there can only be a finite number of grids.
102
Secondly, the grid size is predefined, and as a result, it requires a large number of grids to 103 achieve good coverage at a desired resolution.
104
Another solution is the Particle Filter (PF), which is a sequential Monte Carlo method 105 that approximates the posterior distribution with a set of weighted particles (Doucet et al., 106 2001). As the number of particles goes to infinity, the solution from PF approaches the 107 optimal solution. There is a rich literature on PF and its variation (Doucet et al., 2001;  for reference.
110
Sampling. At the beginning of each iteration, the value of each particle is drawn from an
where ∼ denotes that the sample Θ i t is drawn according to the distribution q(·).
113
Weight update. PF approximates the posterior with a collection of weighted particles.
where w i t is the weight for particle i at time t. The sum of total weights are normalized to 1.
The weights for all particles are updated as new evidence z t comes in and renormalized
116
at the end of each update.
where q(·) is the same important density that appears in the sampling step. To simplify the calculation, q(·) is often chosen to be the transition prior P (Θ 
Small N ef f indicates severe degeneracy in which case resampling is required. Resampling weighted particles according to current distribution P (Θ t |z 1:t ). There exists many methods
127
for sampling from a discrete distribution, which we will not discuss here.
128
Each iteration typically involves one sampling and one weight update. Resampling only 129 happens when N ef f drops below a certain threshold.
130

Model
131
In the rest of the section, we discuss the practical implementation details of a PF-based real- 
The relationship between the parameters is illustrated in Figure 1 . These formulae are 
164
Given Equation (10) and Equation (11) and that the displacement is log-normally dis-
, we propose the following likelihood function for a single station,
Here A exp is the expected A max and σ is the standard deviation of displacement measurement.
167
Depending on whether the station has observed P-wave, S-wave, or neither, the expected 168 maximum displacement and its standard deviation are different. For convenience, by rear-
169
ranging Equation (10) and Equation (11), we can compute A exp and σ for the following three 170 cases.
171
Note that Equation (12) is based on amplitude which departs from standard arrival-time 172 based methods. The main reason for adopting this approach is the observation that the 173 information of no shaking is critical in separating and classifying multiple earthquakes that 174 occur close in space and time. This will be further discussed in Discussion.
175
• Has not observed any seismic wave:
• Has observed P-wave:
• Has observed S-wave:
A noise and σ noise are the noise in displacement measurement due to recent environmental 176 noise and can be computed independently for each station by keeping a running window. σ p 177 and σ s can be precomputed from historical earthquake data.
178
The decision of which A exp to compute for a station depends on whether P-wave, S-wave,
179
or neither has arrived at the station. The expected travel time of P-wave and S-wave (t p and 180 t s ) can be computed with ray theory, given the relative location of the station to a hypocenter
Comparison between t p , t s , the absolute current time t, and the absolute event 
184
This design of the likelihood function is based on the maximum displacement A max that a seismometer observes during the shaking of P-or S-wave. However, a seismometer may not observe the maximum displacement immediately after the wave arrival. In this case, the initial estimates can be highly incorrect using this likelihood function. A simple delay function g(·) can be included to approximate the instantaneous displacement before the maximum is observed,
where t and t 0 are the absolute current time and the absolute event origin time. t p is the 185 expected P-wave travel time. An example of g(t) is a left shifted sigmoid function.
The likelihood L(·|·) is applied in each time step to update the weight of each particle.
187
Assuming that each station makes independent observation and the collection of observations 188 from all stations is z, the complete likelihood function becomes
where n is the number of stations. Note that the independence assumption is a minor sampling from a discrete approximation of the posterior density P (·|z) as in Equation (6),
201
RPF samples from a continuous approximation (Musso et al., 2001 ). More specifically, RPF draws samples from the approximation,
where
is the rescaled kernel density of K(·). h is the bandwidth,
204
and w i is the normalized weight for particle i. As a comparison, K h (θ) is the Dirac delta 205 function δ(θ) in the regular particle filter. Special care is given to the design of kernels to 206 minimize the error between approximated and actual distribution. Under the assumption 207 that all particles are equally-weighted and the density is Gaussian, the optimal kernel is the
208
Epanechnikov kernel (Musso et al., 2001) .
where n x is the dimension of the parameter space, C nx is the volume of the unit hypersphere 210 in R nx . Figure 3 lists a few popular kernels in the literature.
211
The bandwidth vector h can be chosen proportionally to the variance in the particle 
Approximate Method for Multiple Concurrent Quakes
215
PF allows for solving the Bayesian inference problem when exact inference is intractable; 216 however, for the estimates to approach the optimal solution, the number of required particles 217 must grow exponentially with the number of events.
218
Fortunately, as shown in historical records, the probability of having n concurrent earth-
219
quakes within a time window of 60 seconds is exponentially small for large n (n > 3).
220
Incorporating this information into the prior distribution can significantly reduce the size of coordinate, M is the event magnitude, and t 0 is the event starting time. In the presence of 225 n = 3 quakes, the states to be searched reside in a 5 × 3 = 15-dimensional space.
226
This amount of computation may be executable in reasonable time on a supercomputer 227 or a networked system of computers with parallel implementation of particle filter (Durham 228 and Geweke, 2013; Miao et al., 2010) . In this paper, however, we propose a simple heuristics 229 to keep track of multiple quakes. The heuristics has the desired property such that the 230 complexity grows linearly with the number of the events.
231
As a first approximation, the heurisitcs initializes separate particle filters pf 1 (θ 1 ), pf 2 (θ 2 ), . . . for all possible quakes rather than keeping track of all events within one particle filter 233 pf (Θ = {θ 1 , θ 2 , . . .}). Each particle filter communicates its current estimateθ at the end of 234 each update step to all other particle filters. Specifically, each particle filter pf i computes 235 the following posterior at time t,
This approximation breaks down the 5n state space where n is the number of concurrent 237 quakes, and dramatically reduces the required computations to keep all events estimation 238 up to date. It is suboptimal, however, since all the particles from pf 1 , pf 2 , . . . combined only 239 cover a small fraction of the complete parameter space.
240
The heuristic initializes a new particle filter with each single station P-wave pick, using a 241 high enough threshold such that noisy detections are filtered out. Since local detection can be 242 due to an existing event that is being tracked by another particle filter, it is necessary to con-243 dition new initialization on a separate metric. A natural choice of metric is P z|θ 1 ,θ 2 , . . . , i.e., the probability that the triggered measurement can be explained by existing events.
245
Computation of this metric can follow directly from the single station likelihood calculation 246 as in Equation (12); however, determining A exp is nontrivial in this case since it involves 247 computing the additive effect of the interference of multiple wavefronts. We propose an al-ternative metric which allows for rapid computation; the metric is the probability of shaking 249 due to any of the existing events and threshold on the highest probability:
By tuning the threshold τ , we adjust how conservative the system is in declaring new 251 events. The complete algorithm is outlined in Algorithm 1 in the appendix for reference.
252
Results
253
We carried out the particle filter parameter estimation approach on the data described in
254
Data and Processing, using a flat prior around the first triggered station and 1,000 particles 255 for each particle filter. The algorithm updates at a one-second interval and all experiments 256 were run in simulated real-time. As the results demonstrate, the first particle filter was initiated at the first P-wave arrivals, and 264 15 s later, another particle filter was created. This approach successfully identified the two 265 separate events. In addition, all estimates converge within 10 s after the initializations. On 266 average, the method is able to localize the epicenters to within 20 km and produce magnitude 267 estimates with an error of ±1, relative to the JMA unified hypocenter catalog (Table 1) . (Table 1) . However, the 276 algorithm was still able to identify and separate the two events and provide accurate estimates 277 of their magnitudes to within ±0.5.
278
Case 3: 11 March 2011, 14:46:00 -14:49:00 (Tohoku earthquake). We used the 279 dataset of the Tohoku earthquake to show that the approach also works for a single event. regions between events and is therefore crucial in separating multiple concurrent earthquakes.
309
Another advantage of our approach is the use of regularized particle filter to circumvent 310 the need for intensive computation that traditional grid search requires. Although a prior 311 distribution is still required as mentioned in Model, such a distribution can be compiled from 312 historical records. Alternatively, initial measurements can be used to "select" the appropriate 313 priors to achieve better performance (Liu et al., 2011) .
314
This approach is also subject to several weaknesses. For example, the algorithm is sen-
315
sitive to the choice of prior distribution, the number of particles, the values of A noise , σ noise , 316 σ p and σ s . While these values can be adjusted and adapted in real time, it requires extensive 317 empirical studies and analyses of historical records for the algorithm to be robust. Some of the slow convergence and high variance results in Results may be attributed to suboptimal 319 choices in these parameters.
320
In this paper we use only three cases to test the proposed method, so we are currently 321 carrying out more extensive evaluations of our method using the many examples of multiple 322 earthquake sequences that have occurred over the last several years.
323
As a side note, the performance of parameter estimation for multiple seismic events is Figure 3: Some popular smoothing kernels used in regularized particle filter. Each kernel integrates to 1 to ensure that the resulting density is still a probability density function. 
A Appendix
Algorithm 1: Outline of regularized Particle Filter for multiple seismic event detection. The "CONVERGED" criteria can be substituted with desired conditions, e.g. change in estimates θ t−10 −θ t−1 < δ. P F ← {} Initialize thresholds τ , α Initialize bandwidth vector h ∈ R nx while not end do Check for new event Z ← list of station measurements that triggered
, z for i = 1 → N do Draw θ i ∼ P (θ, z) Assign weights based on prior and z, w i ∼ P (θ, z) pf ← {θ i , w i } N i=1 , z P F ← P F ∪ pf Update weight, resample if needed for pf ∈ P F do {θ i , w i }
, z for i = 1 → N do Draw ∼ K from the Epanechnikov Kernel Compute weighted empirical covariance matrix S k of {θ i , w i }
N i=1
Compute lower triangle
