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Abstract
In this thesis, I explore aspects of a new jet shape - N-subjettiness - designed to
identify boosted hadronically-decaying objects (with a particular focus on tagging top
quarks) at particle accelerators such as the Large Hadron Collider. Combined with
an invariant mass cut on jets, N-subjettiness is a powerful discriminating variable
for tagging boosted objects such as top quarks and rejecting the fake background
of QCD jets with large invariant mass. In a crossover analysis, the N-subjettiness
method is found to outperform the common top tagging methods of the BOOST2010
conference, with top tagging efficiencies of 50% and 20% against mistag rates of
4.0% and 0.19%, respectively. The N-subjettiness values are calculated using a new
infrared- and collinear-safe minimization procedure which I call the linear k-means
clustering algorithm. As a true jet shape with highly effective tagging performances,
N-subjettiness has many advantages on the experimental as well as on the theoretical
side.
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Chapter 1
Introduction
The Large Hadron Collider (LHC) will search for new physics by probing a previously
unexplored kinematic regime. Most new physics scenarios that provide a solution to
the hierarchy problem predict that the LHC will produce new heavy particles with
decay channels involving top quarks, W/Z bosons, and Higgs bosons. In addition,
many extensions of the standard model including technicolor and Higgs compositeness
invoke new heavy resonances within the LHC reach with large branching fractions to
pairs of gauge bosons and top quarks. Therefore, a key task in the search for physics
beyond the standard model is to efficiently identify final state electroweak gauge
bosons and top quarks in a variety of kinematic configurations.
With its current center-of-mass energy of fs = 7 TeV, the LHC is already able
to produce new TeV-scale resonances which can decay to highly boosted electroweak
bosons and/or top quarks. For a large enough boost factor, the decay and fragmenta-
tion of such a boosted object yields a collimated spray of hadrons which a standard jet
algorithm would reconstruct as a single jet. Thus, standard reconstruction methods
for electroweak bosons and top quarks become ineffective due to the immensely large
background of ordinary QCD jets. One possibility is to focus on channels where the
boosted object decays leptonically, though such methods discard much of the original
signal and may therefore not be optimal for detecting new heavy resonances.
Recently, there has been considerable progress in identifying boosted hadronically-
decaying objects using jet substructure techniques. Algorithmic methods use infor-
mation from the jet clustering procedure to extract the internal structure of jets
[1, 2, 3, 4, 5, 6, 7], and are able to successfully distinguish between jets originating
from boosted electroweak boson and top quarks (denoted here as "W jets", "top
jets", etc.) and those originating from light quarks or gluons ("QCD jets"). Jet
shape methods efficiently tag boosted objects with jet-based observables that take
advantage of the different energy flow in the decay pattern of signal jets and back-
ground jets [8]. In addition, there are "jet grooming" techniques such as filtering
[9, 10], pruning [11, 12], trimming [13], and their combinations [14] which aid in the
identification of boosted objects by reducing the smearing effects of jet contamination
from initial state radiation, underlying event activity, and pileup. Taken together,
these jet substructure methods show much promise for enhancing searches for new
physics in all-hadronic decay channels.1
In this thesis, I discuss aspects of the jet shape "N-subjettiness" (denoted by
TN), and a new tagging method for hadronically-decaying boosted objects based on
this variable. It was recently introduced in Ref. [29], and originally adapted from
the event shape "N-jettiness" advocated in Ref. [30] as a way to veto additional jet
emissions and define an exclusive jet cross section. 2 Here, I take advantage of the
multi-body kinematics in the decay pattern of boosted hadronic objects, and use N-
subjettiness to effectively "count" the number of subjets in a given jet. I find that
- 3 /T 2 is an effective discriminating variable for three-prong objects like boosted top
quarks, and though not explored in this thesis, T2 /1i can be used to efficiently tag
boosted electroweak bosons (see Ref. [29]).
Compared to previous jet substructure techniques, N-subjettiness has a number
of advantages. First, to identify boosted objects, one wants to find jets that contain
two or more lobes of energy. While previous jet shape measures do capture the devi-
ation of a jet from a one-lobe QCD-like configuration, N-subjettiness is a more direct
measure of the desired energy flow properties. Second, it is convenient to be able
'Additional recent related work appears in Refs. [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27,
28].
2A few days before Ref. [29], an independently discovered tagging method based on N-subjettiness
(though defined slightly differently) was presented in Ref. [31]. This thesis is an extension of the
work in the former and will thus mostly use the same definitions and concepts as those in Ref. [29].
to adjust the relative degree of signal efficiency and background rejection without
having to perform computationally intensive algorithmic adjustments. Like for other
jet shape methods, TN can be calculated for every jet, and a flexible one-dimensional
cut on a function f(Ti,.. . ,TN) can determine the efficiency/rejection curve. Simi-
larly, the set of TN values can be used as input to a multivariate discriminant method
for further optimization. Third, N-subjettiness is an inclusive jet shape and is de-
fined and calculated without any reference to a jet substructure algorithm.3 This will
likely make N-subjettiness more amenable to higher-order perturbative calculations
and resummation techniques (see, e.g. recent work in Ref. [32, 33]) compared to al-
gorithmic methods for studying substructure. Finally, N-subjettiness gives favorable
efficiency/rejection curves compared to other jet substructure methods (see Chapter 3
for an apples-to-apples comparison against other top-tagging methods).
The remainder of this paper is organized as follows. In Chapter 2, we define N-
subjettiness and discuss our general methods. We present a tagging efficiency study
in Sec. 3, where we use N-subjettiness to identify individual hadronic top quarks, and
compare our method against those of the BOOST2010 study [34]. Our conclusions
follow in Chapter 4. The appendices will contain further information, such as a proof
of an important claim made in Chapter 2 (App. A), a discussion about a generalized
definition of N-subjettiness and associated minimization procedures (App. B), and
additional event displays (App. C).
3In the previous work of Ref. [29], there was still some residual algorithmic dependence in the
definition of N-subjettiness, namely in finding the candidate subjet directions, but this has now
been completely removed. See Sec. 2.2 for further discussion.
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Chapter 2
Boosted Top Quarks and
N-subjettiness
Boosted hadronic objects have a fundamentally different energy pattern than QCD
jets of comparable invariant mass. For concreteness, we will consider the case of
a boosted top quark as shown in Fig. 2-2(a), though a similar discussion holds for
boosted electroweak bosons, Higgs bosons or new physics objects (see for example
Ref. [29]). In a particle accelerator, the top quark will decay almost instantly into a
b-quark and a W boson, after which the latter decays into two quarks about 2/3 of
the time. Therefore, a jet originating from a sufficiently boosted top quark should be
composed of three distinct-but not necessarily easily resolved-hard subjets with
a combined invariant mass of around 171 GeV, as seen in Fig. 2-1(a). A boosted
QCD jet with an invariant mass of around 171 GeV usually originates from a single
hard parton and acquires mass through large angle soft splittings, as is depicted in
Fig. 2-1(b). We want to exploit this difference in expected energy flow to differentiate
between these two types of jets by "counting" the number of hard lobes of energy
within a jet.
(b)
Figure 2-1: Schematic of fully hadronic decay sequences in (a) tE and (b) dijet QCD
events. Whereas a top jet is typically composed of three distinct lobes of energy, a
QCD jet acquires invariant mass through multiple splittings.
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Figure 2-2: Left: Event displays for (a) top jets and (c) QCD jets with invariant
mass near mnop. For displaying purposes, the particles were clustered into virtual
calorimeter cells of size 0.1 by 0.1; the marker size for each cell is proportional to the
logarithm of its scalar transverse momentum in units of GeV (cells with PT < 1 GeV
were not displayed). The blue open diamond indicates the total jet direction as
calculated by the anti-kT algorithm. The red open square indicates the direction which
yields r, while the red circles indicate the two subjet directions and the crosses the
three subjet directions corresponding to T2 and -3, respectively. The discriminating
variable -3/72 measures the relative alignment of the jet energy along the crosses
compared to the circles. Right: ;i distributions of the same (b) top and (d) QCD jets
as a function of position. Note that the global minimum of i does not necessarily
agree with the jet direction, e.g. the red square, which corresponds to the darkest
spot in (b), does not line up with the blue diamond.
2.1 Defining N-subjettiness
I start by defining the inclusive jet shape called "N-subjettiness" and denoted by
TN. First, one reconstructs a candidate top jet using some jet algorithm. I define the
N-subjettiness of a jet to be
TN= min TN (2.1)
N subjet directions
TN = PT,i min t 1, ii, AR2,i ARN,ij (2.2)
Here, i runs over the constituent particles in a given jet, PT,i are their transverse
momenta, and ARj, = V/(Ay) 2 + (A4)2 is the distance in the rapidity-azimuth plane
between a candidate subjet J and a constituent particle i. The normalization factor
do is taken as
do= PT,iRo, (2.3)
where Ro is the characteristic jet radius used in the original jet clustering algorithm.
The minimization over the candidate subjet directions in Eq. (2.1) is not a trivial
step and may at first look like a computationally (too) daunting procedure, but in
Sec. 2.2 I present a fast algorithm which can perform this task.
It is straightforward to see that TN quantifies how N-subjetty a particular jet is,
or in other words, to what degree it can be regarded as a jet composed of N subjets.
Jets with rN ~ 0 have all their radiation aligned with the candidate subjet directions
and therefore have N (or fewer) subjets. Jets with TN > 0 have a large fraction of
their energy distributed away from the candidate subjet directions and therefore have
at least N + 1 subjets. Figs. 2-2(b) and 2-2(d) show typical ~r1 distributions of a top
jet and a QCD jet. Plots of ri, T2 and r3 comparing top jets and QCD jets are shown
in Fig. 2-3.
Less obvious is how best to use TN for identifying boosted top quarks. While one
might naively expect that an event with small T3 would be more likely to be a top
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Figure 2-3: Distributions of (a) ri, (b) r2 and (c) T3 for boosted top and QCD jets.
For these plots, I impose an invariant mass window of 160 GeV < mjet < 240 GeV
on jets with R = 1.0 and 500 GeV < pT < 600 GeV.
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discriminating variable between top jets and QCD jets. In this thesis, I do not explore
T2 /T1 for top jets, though it appears to contain additional information.
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jet, observe that a QCD jet can also have small T3, as shown in Fig. 2-3(c). Similarly,
though top jets are likely to have large T1 and T2 , QCD jets with a diffuse spray of
large angle radiation can also have large r and T2, as shown in Figs. 2-3(a) and 2-3(b).
However, those QCD jets with large r2 typically have large values of T3 as well, so it
is in fact the ratio T3/7 2 which is the preferred discriminating variable. As seen in
Fig. 2-4(b), top jets have smaller T3 /T 2 values than QCD jets. Of course, one can also
use the full set of TN values in a multivariate analysis, as suggested by Figs. 2-5(a)
and 2-5(b), and we will briefly explore this possibility in Sec. 3.3.
As mentioned in the introduction, N-subjettiness is adapted from the similar
quantity N-jettiness introduced in Ref. [30]. There are three important differences:
the sum over i only runs over the hadrons in a particular jet and not over the entire
event, I do not have candidate (sub)jets corresponding to the beam directions, and
the distance measure is only longitudinally boost invariant and not fully Lorentz
invariant. The definition of TN is by no means unique, and some variations are
discussed in App. B, though Eqs. (2.1) and (2.2) appear to be well-suited for boosted
object identification.
2.2 Finding Candidate Subjets
A key step for defining N-subjettiness is to appropriately choose the candidate subjet
directions. As also mentioned in Ref. [30], ideally one would determine TN by min-
imizing over all possible candidate subjet directions, analogously to how the event
shape thrust is defined [35]. In that case, TN is a strictly decreasing function of N, and
0 < -N /TN1 < 1. In Ref. [29], it was thought that a search for the global minimum
of rN for each jet would be too computationally intensive, so the candidate subjet
directions were determined by using the exclusive kT clustering algorithm [36, 37],
forcing it to return exactly N jets. This was found to work well in terms of efficiency,
but it introduced an algorithmic dependence and a certain sense of arbitrariness in the
jet shape. Below, however, I present a fast infrared- and collinear safe minimization
procedure which can determine the candidate subjet directions of the global minimum
(which is inherently independent of any algorithm) of iN to arbitrary precision. A
comparison between different subjet finding procedures can be found in App. B.
Minimizing the function rN of Eq. (2.1) is similar to the classical computer science
problem of finding k number of clusters in a data set, and is called the k-means
clustering problem, which is to find the k cluster centers (or "means") that minimize
the in-cluster variance (i.e. the weighted sum of the distances squared between the
data points and the closest cluster center).' A solution to this problem is commonly
known as Lloyd's algorithm [38], which terminates in polynomial time and produces
k means which form a (local) minimum of the cluster variance. Combined with
sufficiently many reseedings of the initial k cluster centers, Lloyd's algorithm can find
the global minimum of the cluster variance.
I present here an adaptation of Lloyd's algorithm, which aims to execute the
minimization hinted at in Eq. (2.1). Note that TN is the weighted sum of the linear
rapidity-azimuth distances between particles and the closest subjet direction. Suppose
for a moment that we want to minimize 1i of a particular cluster C. Taking the first-
order partial derivatives with respect to the coordinates (yo, #o) of the only subjet
direction and setting them to zero gives:
O =i 0 1 pr,i(yi - yo)
Eyo do y) 2 + (#, - #0)2
19fil 1 pr,i (#i - #0)
= 0 = -________0#0 do E V(yTC - yo) 2 + (#, - #0)2
Any pair (yo, #0) which solves these two equations for a given distribution of
particles (PT,i, yi, #i)iEC corresponds to a local minimum of 'i. Finding such a pair,
let alone finding the one that corresponds to the global minimum, does indeed not
seem straightforward. However, it turns out that one can find such a pair to arbitrary
precision by a fast iterative algorithm. Furthermore, I prove in App. A that there
is only one local minimum (which is thus also the global minimum) for a typical
'The "k" is standard notation in the computer science literature, though strictly speaking we are
trying to find "N" number of clusters in the thesis. Henceforth, I will use "k" when referring to the
algorithms, and N to the jet shape N-subjettiness, but know that technically N = k throughout.
distribution of particles.
In the spirit of Lloyd's algorithm, let us suppose we already have a "guess" or
initial seeding of the candidate subjet direction; call it (Yo , 46)). Now let us define
the following recursive procedure:
PT,iYi 2Ti~
(n+,)n- iEC V(rL))(2( 2()),(n+1) iC
YO, E I-Y PT~J(2 >01 ) n)2
ECc (n) ±(0 0)) iECc -(_,)(n))2
It is straightforward to see that if (yon+l) qfl)) = (Y (n) n,) we have found a
local minimum. In general, the sequence y d does not converge in finite time,
but instead quickly tends to an asymptotic value. Hence we can find a local minimum
of ~r to arbitrary precision. Furthermore, the analytic proofs of App. A show that,
with probability one, any given cluster of particles has only one local minimum of ~ri,
which is thus the global minimum (see for example Figs. 2-2(b) and 2-2(d)).
Another way of looking at the calculation of the global minimum of ;N, is that
such a procedure simply amounts to dividing up the jet into N distinct subclusters,
calculating the sum of the T of the subclusters, and then finding the partition into
subclusters which gives rise to the lowest such sum. From Eq. (2.2), we see that
particles should be assigned to the cluster associated with the nearest subjet direction,
as the particle's contribution to TN enters through the -i value of that specific subjet.
In the above paragraph, I argued that it is possible to construct a sequence which
in practice always converges to the global minimum of ~r of any one cluster. With
this motivation in hand, we are ready to formulate a linearized variant of Lloyd's
algorithm. Again, when this algorithm converges (to within arbitrary precision of N
asymptotic directions), then it converges to a local minimum of FN-
Linear weighted k-means algorithm. (N = k)
1. Initialization step. Pick initial subjet directions ( 0)4.0 . .. Set
'Y , ', JE{I1,...,N}
n=0.
2. Assignment step. Divide the jet into clusters (C " J E{1,...,N}
the particles to the closest subjet direction. In other words, i E C( n if and
only if
ye-y # -#" < y 3-#" VM =, J.
(2.4)
3. Update step. Based on the previous subjet directions y(, *O
(YOJ 0,J )JE{ 1,...,N}
calculate new subjet directions y(n+) , #(n+1) as follows:
YO~' OJ / JE{1,...,N}
PT,iZi PT,idi
( (n)2 ( ~ f) 2 2n 1 (n --- (iy) (c i-I7 2
YOJTJ OJ -PT,,
We 2 n 2 EC Y_,,)2 (jOn)
(2.5)
4. Iteration. Repeat Steps (b) and (c) until the average directional change
of the subjets 2K(n+l) is smaller than some threshold 6p (which encodes the
desired precision), i.e. until
J=1
(2.6)
For all practical purposes, the linear k-means algorithm is very fast. For example,
for 6 = 10~4, a non-optimized C++ implementation of the algorithm running on a
standard 2.54 GHz processor can calculate a local minimum of aT3 of a typical top jet
in less than 10- seconds on average (given an initial seed). For every two orders of
magnitude in 6 improvement, about a factor of two in computing time is needed; this
empirical law roughly holds at least up to 5 < 10-10. In none of millions of analyzed
jets did the algorithm fail to converge to the desired precision of at least 6 < 104.
2.3 Infrared- and Collinear Safety
The speed of the algorithm allows one to run the algorithm many times with different
seeds to ensure that the global minimum is found, as the definition of Eq. (2.2) is
such that a jet typically has relatively few local minima. For more discussion, see
App. A.
Once the candidate subjets are identified through the algorithm of the previous
section, N-subjettiness is a proper inclusive jet shape. Since Eq. (2.1) is linear in each
of the constituent particle momenta, TN is an infrared- and collinear-safe observable.
That is, the addition of infinitesimally soft particles does not change N-subjettiness
(infrared safety), and the linear dependence on the particle momenta combined with
the smooth angular dependence ensures that the same -N is obtained for collinear
splittings (collinear safety). Crucially, the candidate subjets used in N-subjettiness
must be determined via a method that is also infrared- and collinear-safe. The ar-
guments presented in App. A show that the addition of infinitesimally soft particles
does not affect the minimization procedure, as they cannot create extra local min-
ima. I conclude that infrared- and collinear safety is thus automatic with the global
minimization procedure of the previous section or by using exclusive kT declustering
to find the subjet directions.
2.4 Summary
To summarize, N-subjettiness is an inclusive jet shape that offers a direct measure
of how well jet energy is aligned into subjets, and is therefore an excellent starting
point for boosted object identification. The ratio rN /rN1 is an easily adjustable
offline parameter which can be varied to adjust signal efficiency/background rejection
without having to redo the clustering of the particles in an event. It is suspected that
N-subjettiness will lend itself better to theoretical studies than algorithmic boosted
object tagging methods, either in fixed-order or resummed QCD calculations, though
I will not attempt to perform such studies in this thesis. As we will see in the next
section, N-subjettiness compares favorably to other boosted object tagging methods
in terms of discriminating power.
Chapter 3
Efficiency Study
In this chapter, we investigate the tagging efficiencies for top jets and the mistagging
rates for QCD jets. Here, we select candidate boosted objects using an invariant
mass cut augmented with an N-subjettiness criterion and compare our results to the
common top tagging methods described in the BOOST2010 study [34]. For a detailed
account on how the other top tagging methods are used to produce the results of
Fig. 3-2 and Table 3.1, I refer the reader to Ref. [34]. For detailed descriptions of the
methods themselves, see their respective original sources, Refs. [2, 3, 4, 5, 6, 7, 12,
23, 24, 39, 40].
In Ref. [29], N-subjettiness was already compared to simple implementations of
the Johns Hopkins Top Tagger [7] and the ATLAS YSplitter method [4] on event
samples produced with the Pythia8 Monte Carlo generator [41, 42]. That study had
different underlying event (UE) as well as different initial- and final state radiation
(ISR/FSR). Both the Hopkins and ATLAS method were likely also not applied op-
timally. The BOOST2010 study was aimed to even out the playing field and make
apples-to-apples comparison between top taggers possible by letting research groups
apply their tagging methods themselves on a set of benchmark samples.
3.1 Analysis Overview
The basic criterion for tagging a boosted top quark is that the jet invariant mass
should fall near mtop ~ 171 GeV. For concreteness, we consider the mass window of
160 GeV < mjet < 240 GeV for top jets in Sec. 3.2. The upper limit of this mass
range is relatively high (about 70 GeV above mtp while the lower limit is chosen to
be only about 10 GeV below mt0 p), because boosted top jets often acquire additional
mass from additional soft splittings. We then apply a cut on the T3 /T 2 ratio, where
the cut is adjusted to change the relative signal tagging efficiency and background
mistagging rate.
For all of the results and figures in this paper, I used the benchmark samples of the
BOOST2010 study [34]. The event samples used in the study are publicly available
at:
* http://www.lpthe.jussieu.fr/-salam/projects/boost2010-events/
" http://tev4.phys.washington.edu/TeraScale/boost2010/
These events were produced with HERWIG 6.510 [43] to simulate proton-proton
collisions at a center-of-mass energy of 7 TeV. The generated events include a descrip-
tion of the underlying event. HERWIG is used in conjunction with JIMMY [44]
that takes care of the underlying event generation. The samples relied on a tune from
ATLAS [45] 1.
For the efficiency studies in this chapter (and for the figures in the previous chap-
ter), I used the samples for QCD dijet production and Standard Model tt production.
They are divided in sub-samples of equal size, with parton PT ranges from 200-300
GeV, 300-400 GeV, ... , 700-800 GeV. Together they yield an approximately flat
parton transverse momentum distribution in a kinematic regime that is interesting
for new physics searches at the LHC. It must be clarified that such a flat transverse
momentum of partons is artificial (as physical cross-sections fall off roughly exponen-
'The parameters of this tune are set as such: PDF = MRST2007LOMOD, PTJIM = 3.6 x
(fi/1800 GeV) 2 n, JMRAD(73) = 2.2, JMRAD(91) = 2.2 and PRSOF = 0.0 (i.e. HERWIG's
internal soft UE turned off).
tially with PT), and is only of interest as a benchmark sample to test the performance
of tagging methods.
Also in accordance with the BOOST2010 proceedings, I cluster particles into jets
with the anti-kT algorithm [46] with a jet radius parameter of R = 1.0 in FastJet
2. 4. 3 [47, 48]. No simulation of detector effects is performed, but only stable particles
with pseudorapidity 1r71 < 5.0 (except neutrinos and muons) are used. Per event, I
consider a maximum of two jets with PT > 200 GeV.
To compute TN, the jets are first reclustered with the exclusive-kT algorithm [36,
37] into exactly N candidate subjets. Subsequently, random noise is added to the
rapidity-azimuth coordinates of these subjets. The resulting N distorted positions
then serve as input to the linear weighted k-means algorithm of Sec. 2.2. The above
procedure is repeated 50 times (with different random seeds), and the "best" N subjet
direction outcomes of the algorithm (i.e. those with the lowest value of TN) are used
in the calculation of TN of the jet.
3.2 Boosted Top results
Fig. 3-1(a) shows the approximately fiat jet PT distribution of the roughly 10' jets
analyzed jets of the combined Herwig samples with parton PT between 200-800 GeV.
In Figs. 3-1(b) and 3-1(c), which show the invariant mass distribution for the com-
bined PT sample as well as the sample with parton PT between 500-600 GeV, one
can see that a T3 /T 2 cut decreases the background rate more than the signal rate.
In addition to the large concentration of jets near or just above mtop, we see that a
significant number of jets fall between roughly mw ~ 80 GeV and mtop. One intuitive
explanation for the occurrence of jets with such low masses is that the jet algorithm
sometimes fails to capture all decay products of the top quark within the jet radius
(an effect which becomes more dramatic at low transverse momenta). Indeed, we
see in Figs. 3-1(b) and 3-1(c) that jets with a mass below 160 GeV generally have
T3 /T 2 > 0.5, while a majority of jets with mass between 160 GeV and 240 GeV have
r3/2 < 0.5, a fact which strongly indicates that at least one of three decay products
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Figure 3-1: Kinematic information of anti-kT jets. (a) Transverse momentum distri-
bution of jets in the combined sample of parton-level PT between 200 and 800 GeV.
Note that this is an unphysical pT distribution, and merely serves as a fair "testing
ground" for the various tagging methods. (b),(c) Mass distributions of jets in the
combined sample as well as the 500 GeV < PT < 600 GeV sample. Note that the
N-subjettiness cut T3 /T 2 < 0.5 eliminates nearly all QCD jets as well as top jets with
a mass much smaller than mop, but leaves most of the top resonance peak intact.
of the top quark is missing in the low-mass jets.
In Fig. 3-2, I show the results of a basic tagging application based on N-subjettiness
values, namely a method only utilizing a fixed mass window of [160 GeV, 240 GeV]
and a flexible 73 /- 2 cut. It outperforms the top tagging methods considered in the
BOOST2010 study [34] for signal efficiencies below 50%. At 20% signal efficiency, the
T3/7 2 cut yields signal versus background improvements by a factor of 15.7 in S/B
and 2.37 in S/V'I5. Table 3.1 contains the mistag rates for the other top taggers with
optimized parameters for the specific working points of 20% and 50% tagging effi-
ciency, as well as the mistag rates at the same working points for the N-subjettiness
method discussed above. Note that the mistag rates for the method presented in
this thesis are lower than for the other top tagging methods; in Fig. 3-2(b), one can
see that this statement remains true for any signal efficiencies between these working
points.
Table 3.1: Summary of mistag rates at different working points for different top-
taggers. Recall that smaller mistag rates (for a fixed tagging efficiency) are desired
over higher mistag rates. The univariate N-subjettiness method, described in Sec. 3.2,
requires T3/T 2 < s and 160 GeV < mjet < 240 GeV, with s variable. The multivariate
N-subjettiness method, described in Sec. 3.3, requires I3 /(T 2 - T2 ;o) < s and mjet E
[mmin, mmax], with s, 72;o, mmin, mmax all variable.
3.3 Further Optimization
In the above efficiency study, I only considered cuts on the r3/-r 2 ratio combined with a
fixed mass window to tag boosted tops. One could certainly generalize this approach
Mistag rate
Tagger working point = 20 % c = 50 %
Hopkins 0.4% 4.9%
CMS 0.4% 5.2%
Pruning 0.3% 7.6%
ATLAS 0.7% 4.6%
Thaler/Wang 1.5% 6.0%
N-subjettiness (univariate) 0.24% 4.3%
N-subjettiness (multivariate) 0.19% 4.0%
efficiency
(a) all PT samples
efficiency
(c) 500 GeV < PT < 600 GeV
(b) all PT samples
efficiency
(d) 500 GeV < PT < 600 GeV
Figure 3-2: Top jet signal efficiency/background rejection plots. The orange curve
corresponds to tagging rates of the method based on a sliding N-subjettiness cut of
3/2 combined with a fixed mass window. The rightmost points in each plot corre-
spond to just applying a jet invariant mass window of 160 GeV < mjet < 240 GeV,
and points to the left of these are obtained from progressive cutting on the 73/-2 ratio
only. The other curves were taken from the BOOST2010 study [34].
efficiency
to include floating mass windows or more complicated cuts in the T2-7 3 plane, or
even to perform a multivariate analysis on the full set of TN values. Such studies are
beyond the scope of the present work, but as a small step towards optimization, I
consider a simple generalization of T3 /7-2 with a fixed mass window: a general linear
cut in the 72-T 3 plane with a floating mass window.
For N-subjettiness, I utilize a cut of T 3 /(r 2 - T2 ;o) < s for a slope parameter
s C [0, 1] with steps of 0.02 and an intercept parameter T2;o E [0, 0.1] with steps of 0.01.
The floating mass window [mmin, mmax] was varied with mmin E [150 GeV, 170 GeV]
and mmax E [220 GeV, 300 GeV], with steps of 2 GeV and 10 GeV, respectively. In
Fig. 3-3, the gray data points are the attainable points in the efficiency space corre-
sponding to the region of the four-dimensional parameter space (s, T2 ;o, mmin, mmax)
specified by the above parameter ranges. The orange curve is the same as the one in
Fig. 3-2, i.e. it corresponds to the parameter subspace (s, 0, 160 GeV, 240 GeV) with
s E [0, 1]. Fig. 3-3 shows that for a given signal efficiency, further rejection of QCD
jets by a factor of roughly 1.1 to 1.25 is possible, warranting a further exploration
of multivariate methods. In particular, for the working points of 20% and 50% top
signal efficiency, the mistag rates are now improved to 0.19% and 4.0%, respectively.
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Figure 3-3: Optimized top jet signal efficiency/background rejection plot for the
combined sample of jets generated by partons of transverse momenta between 200
GeV and 800 GeV. The orange curve corresponds to tagging rates of the method
based on a sliding N-subjettiness cut of 13/T 2 combined with a fixed mass window of
160 GeV < mie < 240 GeV (the same curve as in Figs. 3-2(a) and 3-2(b)). The gray
points correspond to tag/mistag rates for the multivariate selection method within
part of the parameter space (s, T2;o,, mm m , as described in Sec. 3.3. Recalling
that lower curves are better than higher ones, we see that modest improvements are
possible with this multivariate analysis.
Chapter 4
Conclusions
In this thesis, I explored aspects of the inclusive jet shape N-subjettiness, which is
designed to tag boosted hadronic objects. I found how the ratio r 3 /T 2 is an effective
variable to isolated boosted top quarks from the background of QCD jets with large
invariant mass. This result can be extended to efficiently tag any N-prong boosted
object by the ratio -rN/rN-1 (see for example Ref. [29], where an analogous tagging
technique is used for tagging boosted W bosons, for which N = 2). Selection methods
based on N-subjettiness methods were shown to offer better tagging efficiencies than
other commonly used discriminating methods for identification of boosted objects.
The discriminating power of N-subjettiness thus has important beneficial implications
for phenomenological studies at the LHC, in particular for searches of physics beyond
the standard model.
Other possible avenues for further research could be to use minimization of N-
jettiness as a jet finding algorithm, where now the generalized k-means clustering
algorithm of App. B is the jet algorithm. The speed and the behavior of the k-means
algorithm certainly do not rule out an application of this kind, and the fact that
the 1-subjettiness minimum does not generally line up with the anti-kT jet direction
means that an N-subjettiness minimization method for jet finding would definitely
have different (and perhaps better) behavior than the anti-kT jet algorithm in certain
situations. The results of App. B also motivate going beyond "thrust-like" # = 2
measures [35]. Perhaps the linear # = 1 measure, which is more akin to jet broadening
[49] and less studied in the literature, deserves a more prominent place in jet physics.
N-subjettiness exhibits several desirable properties which warrant further experi-
mental and theoretical investigations. On the experimental side, rN can be calculated
on a jet-by-jet basis and thereby offers considerable flexibility of application. While
we focused just on ratios of rN as discriminating variables, multivariate optimization
along the lines of Sec. 3.3 could improve signal efficiency and background rejection
even further. In addition, some of the N-subjettiness variations mentioned in App. B
might also be effective discriminating variables by themselves or in combination. On
the theoretical side, TN is an infrared- and collinear-safe inclusive jet shape which
can be defined without the need for an algorithmic subjet finding method. Thus, the
prospects for theoretical calculations involving N-subjettiness look promising both
using fixed-order perturbative calculations and using resummation techniques.
With the first LHC data on the books, the search for new physics is already
underway. New phenomena may be revealed in the production of highly boosted top
quarks and/or electroweak bosons, and I expect that N-subjettiness will prove to be
a useful variable for exploring such extreme kinematic regimes.
Appendix A
The Unique Minimum of a Sum of
Cones
A.1 Relevance to N-subjettiness and Linear k-means
Clustering
In the motivation for the linear, weighted k-means algorithm at the beginning of
Sec. 2.2, I claimed that the distribution of
F(y, #) Z PT,i (y - y )2 + (4 -doi=1
for a cluster C of finitely many particles (i.e. |C| < oc) has a unique minimum with
probability one. This statement is equivalent to saying that for any local minimum
(y*, #*) of F(y, #) for a cluster of finitely many particles, we must have that
F(y*, #*) = 1.
This statement has profound consequences for the clustering method presented in
Sec. 2.2. It means that whenever the linear, weighted k-means converges for N =
k = 1, it converges to the global minimum of fi(y, #), so we can trivially read off ri!
Similarly, it implies that the calculation of TN for N = k > 2 with weighted, linear
k-means is essentially reduced to finding the partition of the cluster C of particles
into N number of non-empty subclusters CU) which yield the lowest r~N value.
More precisely, Theorem A.2.1 and the fact that in practice the linear, weighted
k-means algorithm always converges to arbitrary precision, together imply that com-
puting TN of a jet amounts to finding the partition of the cluster
C = {C(), C( .. ., C(N)}
into non-empty subclusters CC) which gives rise to the lowest value of r + T(2 +
- + (N), where the r) are the values at the (now easily calculable) global minima
of the F (y, <) distributions associated with their respective subclusters CU).
In practice, the number of local minima of TN is relatively small. Crucially, it-
erating the linear, weighted k-means algorithm only 10 times with different random
seeds for each jet seemed to be enough to find the global minimum in virtually all
cases, as repeating it more did not generally lower the found N-subjettiness values.
As mentioned in Sec. 3.1, I rerun the algorithm 50 times per jet in all of my studies
(to err on the conservative side).
A.2 Statement and Proof of Theorem
Let me first introduce a definition which will make the language (and hopefully the
intuition) in this section easier.
Definition Any function z(x) = z(x 1 , x 2,...,,n) = s Zdi(xd - md) 2 is defined
to be a cone on Rn with slope s > 0 and center m = (i, m 2 , ... , n). A sum of cones
zi with slopes si and centers mi on R" is defined as the function z(x) = E zi(x) =
Si En-(x - Mq)2.
Comparing the above definition for n = 2 with Eq. (2.2) for N = 1, in the language
of jets, cones can be identified with particles, slopes with transverse momenta, R 2 as
the rapidity-azimuth plane' and the sum of cones as ri.
To justify the claim made in Sec. 2.2 and reiterated in the section above, we are
to prove the following theorem.
Theorem A.2.1. A finite sum of arbitrary cones on R2 has, with probability one, a
unique local minimum. Furthermore, this local minimum is the global minimum.
As a warm-up case, let us consider the analogous case for n = 1 first.
Lemma A.2.2. A finite sum of arbitrary cones on R 1 has, with probability one, a
unique local minimum. Furthermore, this local minimum is the global minimum.
Proof. Observe that the sum of cones can be represented by the function
z(x) = Zslx - mil. (A.1)
Note that z(x) -+ +oo as x -* too, so it must have a global minimum. Its derivative
is
- E s,+ E si :x(M
z W= ilx<mi ilx>mi
undefined x E M
where M is the set of minima (mi). We see that z'(x) behaves as an increasing step
function. Now take x = x* to be the global minimum. By definition, we must have
z'(x* + e) > 0 and z'(x* - E) < 0 for infinitesimal E > 0 with probability one (a flat
sum is a zero probability event for a finite number of arbitrary cones). But because
the derivative of the sum of cones behaves as an increasing step function, we must
then have z'(x) > 0 for any x > x* and z'(x) < 0 for any x < x*, ruling out local
minima other than the global minimum x = x*.
We are now ready to prove Theorem A.2.1.
1Note that technically the restricted rapidity-azimuth plane is, unlike R 2 , topologically equivalent
to an annulus. This technicality does not affect the equivalence with the claim of Sec. 2.2, as a jet
only occupies a small patch of the whole (y, 4) space, and can thus be thought of as living on a
patch which is topologically equivalent to a disk.
Proof. Again, because a sum of cones on R2 tends to infinity far away from the
cluster centers, the sum must have a global minimum (X*l, x*2). Now consider any
line L C R2 which contains (x*1, x*2 ), and let this line L be parametrized by the
coordinate
x1  v(x1 -x*l)2 - x2 _ 2)2 :XCLE (A+2z (A.2)
- (x1-x*1)2-(x2 _ 2)2-
where L+ and L- are both halflines, with L+ U L- = L, L+n L- = 0 and (x*1, x*2 ) E
L+. Let ZL(x) be the restriction of z(x) to the line L. In this construction, it is
obvious that for (x*l, x* 2) to be a global minimum, we must have z' (E) > 0 and
z4(-E) < 0 for infinitesimal E > 0.
We now calculate each cone's contribution to ZL(x). If the cone's center mi E L,
then its contribution is just ZL,i(x) = sifx - mi|, where mi is the distance between m
and x* if m C L+ (and negative the distance if m E L-). If the cone's center is not
on L, then its contribution to ZL will be a conic section, more specifically the positive
leaf of a hyperbola, so it will be of the form
zL,i(x) = ai (X (A.3)
1+ b
with derivative
ai X - mi
zi(x) = - , (A.4)
where mi is the perpendicular projection of mi on L, ai is the distance between mi
and its perpendicular projection on L times si, and bi = sil. What matters is that
zi(x) is a strictly increasing function.
Hence the derivative of the sum of cones restricted to the line L is the sum of an
increasing step function and a strictly increasing function, and consequently zL(x) is
strictly increasing on the whole line L (apart from points which coincide with cone
centers, where it is undefined). As in the proof of Lemma A.2.2, we conclude that
nowhere on L can we find another local minimum. Since L was arbitrary, this must
hold for any line through the global minimum. But the set of lines through (x*l, x* 2 )
covers all of R 2, so no other local minimum other than the global minimum can exist.
This proves the theorem. D
Remark Note that the crucial element of the proof of the 2D case above is that the
first derivative of any "vertical slice" of the potential function for each particle (in the
case of conic potential functions, these slices were either hyperbolas or 1D cones) is a
weakly increasing function. Hence the proof naturally extends to potential functions
for which the second derivative on any vertical slice is positive everywhere (or zero,
as long as the first derivative does not make decreasing steps). Therefore, similar
arguments as above would also prove that the sum of any finite sum of paraboloids
on R2 has only one minimum. (In fact, in this case the second derivative of any slice
is strictly positive, so there cannot even be a degenerate line of minima.)
The proof no longer holds for potential functions for which the second derivative
is negative on some vertical slices, or for which the first derivative makes a decreasing
step. This category of potential functions includes those where the potential grows
slower than linearly in the separation from the particle's positions (if it grows as the
square root of the separation, for example), and also the Snowmass cone potential
used in many iterative cone algorithms, which is shaped as a paraboloid for small
separations but is flat for separations large than a characteristic cone radius. The
fact that in the latter local minima can be created by infinitesimally soft particles is
indeed the Achilles' heel of many cone algorithms (such as the CDF Midpoint Cone
Algorithm [50]), as infrared safety is compromised. Other (seedless) cone algorithms,
most notably SISCone [51], have since found a way around this problem.
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Appendix B
Generalized Formulations of
N-subjettiness and Minimization
B.1 Generalized Definition of N-subjettiness
The definition of N-subjettiness in Eqs. (2.1) and (2.2) is not unique, and different
choices for N can be used to give different weights to the emissions within a jet. These
generalizations of N-subjettiness are similar to different "angularities" [52] used in
e+e- - hadrons measurements.
Analogously to Refs. [29, 30], a general N-subjettiness measure is
gen = min gen (.1TN N subjet directions (B.1)
g = 1 min {d(pj, pi)} , (B.2)
where do is a normalization factor, J runs over the N candidate subjets, and d(pj, pi)
is a distance measure between a candidate subjet pj and a jet constituent pi. Like
in Sec. 2.2, one needs a method to figure out the value of TN by minimizing iN over
possible candidate subjets pj.
There are many choices for d(pj, pi), but a nice two-parameter, longitudinally
boost-invariant choice for the distance measure is
d"'8(pi, p) = PT,i (PT,J)' (A RJ,)3. (B.3)
In the next section, I present a minimization-based subjet-finding method for a = 0
and 0 < # < 2. If desired, one could replace PTJ with ETJ = prj + m2 to include
information about the subjet mass; similarly, one could also use ET,i instead of PT,i
to include the mass of the jet constituents. For e+e- applications, one would replace
the transverse momentum PT with the total momentum |p (or the energy E) and
AR with the opening angle AQ. A natural choice for the normalization factor to keep
0 < TN < 1 is
do = max {(PT,J)a} (Ro)' ZpZ, (B.4)
where Ro is the characteristic jet radius.
By making d(pj, pi) linear in pT,i, rN iS automatically an infrared-safe observable.
Collinear-safety requires linearity in PT,i as well, but imposes the addition requirement
that 3 > 0. The value of a is unconstrained. Of course, I am assuming that the
candidate subjet finding method is also infrared- and collinear-safe.
In the body of the paper, we used a = 0, # = 1. This choice corresponds
to treating each subjet democratically, and using a kT-like distance measure. This
distance measure makes TN similar to jet broadening [49],1 and I found that this was
an effective choice for boosted object identification. By varying #, we can change the
angular weighting. A thrust-like [35] weighting corresponds to /3 = 2, while other
angularities [52] with -oo < a < 2 are given by # = 2 - a. By varying a, we can
weight the distance measure by the hardness of the subjet directions. Large positive
(negative) a means that the minimum in Eq. (B.2) is given by the distance to the
hardest (softest) candidate subjet. Further studies of boosted object identification
using different values of a and 13 would be interesting, since studies of jet angularities
have shown that additional information about jet substructure can be gleaned by
'By similar, we mean the distance measure has the same ARji -+ 0 limit. Because thrust-like
observables are defined in a preferred rest frame and we are working with a longitudinally boost-
invariant measure, the correspondence is inexact.
combining different angular information [321.
B.2 Generalized Weighted k-means Clustering Al-
gorithm
For one class of generalizations of N-subjettiness as in Eqs. (B.1) and (B.2) for which
a = 0 in the distance measure of Eq. (B.3),
rT N min ~ (B.5)
N subjet directions
r~ : PT,i min (i - y0,J)2  i ~ 0,J)2) , (0 < ; 2) (B.6)
one can define a generalized weighted k-means clustering algorithm. The linear
weighted k-means algorithm of Sec. 2.2 was for the specific case # = 1. For general
#, similar (heuristic) arguments can be given for the formulation of the algorithm.
In particular, the assignment step shall be the same, but now the angular weight-
ing parametrized by # will require slightly different update steps. See Sec. 2.2 for
how I motivated the update step for # = 1 by setting the partial derivative of -TN
equal to zero and requiring a convergence condition at the minimum. A completely
analogous derivation produces the following generalized method for performing the
minimization in Eq. (B.5).
General weighted k-means algorithm. (N = k)
1. Initialization step. Pick initial subjet directions (y0) 03)
S J{1,.,N}
2. Assignment step. Divide the jet into clusters C by assigning
the particles to the closest subjet direction. In other words, i E C if and
only if
y - )y + (# - #)2 (i< - yo) + (# - #()) VM f J.
(B.7)
3. Update step. Based on the previous subjet directions y n,# O.}
(YO, 0, J JE{1,...,N}
calculate new subjet directions y(n+1) (n+1) as follows:
YOJ JE{1,...,N}
PT,iYi EPT,i#i
(n+1) - -0+ -_2) O(n+1) 2_ 2_ 
YS, PT, 2-,6 OJ PT )5EC (n) 2) jEC (n) 2 ( 0)2)
(B.8)
4. Iteration. Repeat Steps (b) and (c) until the average directional change
of the subjets (n+i is smaller than some threshold 6p (which encodes the
desired precision), i.e. until
N
A~n~) 1> \/((±) 
- (n))+ (00gn+1 (n))Y < 6. (n 0
J=1
(B.9)
It is instructive to think about the different powers # as "distance weights". Note
that for # = 2, the update step simplifies dramatically, as all particles are assigned
equal distance weights. 2 For # < 2, more weight is put on particles closer to the can-
2 1n the computer science literature, the term "(weighted) k-means algorithm" always refers to
this specific 3 = 2 case. To my best knowledge, the generalization to different powers # has never
didate subjet directions. If /3 > 2, more weight is put on particles that are far away,
as the power 2-23 now becomes negative. Besides providing no useful physical inter-
pretation, it also has the consequence that the algorithm no longer converges. The
#3= 0 case is simply not interesting because r0 would no longer include positional
information, and for 3 < 0 we would have to give up collinear safety. Hence the only
physically relevant measures are those in which the angular dependence scales with
powers 0 < # < 2 . I should comment that the cases in which 0 < 3 < 1 may not
be very practical, as the remark at the end of Sec. A.2 shows that for these angular
dependencies, ~r1 can in principle have many local minima. Therefore, I suspect that
only the cases for which 1 < 0 < 2 are both practical and feasible.
One could also interpret the separation dependence of the distance weight as a
quantification of the probability that a particle actually belongs to a jet. In this
interpretation, one could justify giving less weight to particles that are relatively far
away. After all, these particles are more likely to originate from initial state radiation
or from radiation of other nearby jets; one could thus make the argument that they
should have less influence on the position of the subjets of a jet.
B.3 Comparison of Subjet Finding Methods
The generalizations of the previous two sections widen the range of possible selection
methods. For example, one could attempt to redo the analysis of Chapter 3 with
T/ 2 as a top-tagger, where # can now take on any value between 0 and 2. One
could also imagine using a combined selection method where jets are selected on their
"quadratic" (0 = 2) and "linear" (0 = 1) N-subjettiness values.
In this section, I succinctly present three alternatives to using linear k-means
clustering and N-subjettiness. I consider the two cases where k-means is used to find
candidate subjets, but now with # = 1/2 and 3 = 2. The third alternative is to use
the subjet directions found by reclustering the jets with the exclusive kT algorithm in
Eq. (2.2), which was the method utilized in [29]. I consider three simple discriminants
been explored before, though k-medians clustering [53] is somewhat similar to the linearized version
of k-means but unfortunately not rotationally invariant.
corresponding to these three subjet-finding methods (in addition to a mass window of
[160 GeV, 240 GeV]): ( 2 2 > > and ~ kTi ), respectively. Fig. B-1,
which is otherwise entirely analogous to Fig. 3-2, displays the results of these methods.
The three alternative discriminants and associated subjet finding methods are seen
to be less powerful than the linear N-subjettiness and k-means clustering method
considered in Chapter 3.
1010 . . . .
N-subjettiness, P = 1
N-subjettiness, P = 2 .
N-subjettiness, P = 1/2
N-subjettiness, P = 1 (kT subjets)
1
10
-2a
10
10
0.1 0.2 0.3 0.4 0.5 0.6 0.7
Signal efficiency
Figure B-1: Top jet signal efficiency/background rejection plots for the combined
sample of jets generated by partons of transverse momenta between 200 GeV and
800 GeV, for the four selection methods of Sec. B.3. All methods first impose a fixed
mass window 160 GeV < mis < 240 GeV and impose progressive sliding cuts on
the ratio of their 3-subjettiness and 2-subjettiness measures. One can see that the
classical "quadratic" k-means algorithm and its discriminant (#3 = 2) do worst, while
their linear variants (#3 = 1) discussed in the body of the thesis do best. However,
lower values of #3 do not further improve top identification, and even do worse (see e.g.
the curve for #3 = 1/2). We also observe that using the linear k-means minimization
procedure over exclusive kr subjet finding yields significant improvements across the
entire efficiency space.
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Appendix C
Additional Event Displays
Boosted Top Jet
4.5
4r
-1.5 -1 -0.5 0
Boosted QCD Jet
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Figure C-1: Top row: boosted top jets. Bottom row: QCD jets with invariant mass
close to mtop. The coloring and labeling is the same as in Fig. 2-2.
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