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Abstract
Popular graph neural networks implement con-
volution operations on graphs based on polyno-
mial filters defined in the spectral domain. In this
paper, we propose a novel graph convolutional
layer inspired by the auto-regressive moving av-
erage (ARMA) filters that, compared to the poly-
nomial ones, are more robust and provide a more
flexible graph frequency response. We propose
a neural network implementation of the ARMA
filter with a recursive and distributed formula-
tion, obtaining a convolutional layer that is ef-
ficient to train, localized in the node space, and
can be transferred to new graphs unseen during
training. We report a spectral analysis of the pro-
posed trainable filter, as well as experiments on
four major downstream tasks: semi-supervised
node classification, graph signal classification,
graph classification, and graph regression. The
results show that ARMA filters bring significant
improvements over graph neural networks based
on polynomial filters.
1. Introduction
Graph Neural Networks (GNNs) are a class of models ly-
ing at the intersection between deep learning and meth-
ods for structured data, which perform inference on dis-
crete objects (nodes) by accounting for arbitrary relation-
ships (edges) among them (Battaglia et al., 2018). A GNN
combines node features within local neighborhoods on the
graph to learn graph embeddings (Perozzi et al., 2014; Du-
venaud et al., 2015; Yang et al., 2016; Hamilton et al., 2017;
Bacciu et al., 2018), or to directly perform inference tasks
by mapping the node features into categorical labels or real
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values (Scarselli et al., 2009; Klicpera et al., 2019).
Of particular interest for this work are those GNNs that
implement a convolution operation in the spectral domain
with a nonlinear trainable filter (Bruna et al., 2013; Henaff
et al., 2015), which selectively amplifies the graph Fourier
coefficients of the node features and map the node features
in a new space. To avoid the expensive spectral decompo-
sition and projection in the frequency domain, state-of-the-
art GNNs approximate graph filters with finite order poly-
nomials (Defferrard et al., 2016; Kipf & Welling, 2016a;b).
Polynomial filters have a finite impulse response and re-
alize a weighted moving average filtering of graph sig-
nals on local node neighbourhoods (Tremblay et al., 2018),
thus allowing for fast distributed implementations based
on Chebyshev polynomials and Lanczos iterations (Susn-
jara et al., 2015; Defferrard et al., 2016; Liao et al., 2019).
Despite their attractive computational efficiency, polyno-
mial filters are sensitive to changes in the graph signal (an
instance of the node features) or in the underlying graph
structure (Isufi et al., 2016). Moreover, due to their smooth-
ness, polynomial filters cannot model sharp changes in the
frequency response (Tremblay et al., 2018). A more versa-
tile class of filters is the family of Auto-Regressive Moving
Average filters (ARMA) that provide a larger variety of fre-
quency responses (Narang et al., 2013).
In this paper, we address the limitations of existing graph
convolutional layers in modeling a desired filter response,
and propose a novel GNN convolutional layer based on the
ARMA filter. Our ARMA layer implements a non-linear
and trainable graph filter that generalizes the graph con-
volutional layers based on polynomial filters, and provides
the GNN with enhanced modeling capability thanks to a
flexible design of the filter’s frequency response. Contrar-
ily to polynomial filters, traditional ARMA filters are not
localized in node space, making their implementation in-
efficient. To address this scalability issue, the proposed
ARMA layer relies on a recursive formulation, which leads
to a fast and distributed implementation that exploits effi-
cient sparse operations on tensors. The resulting filters are
not learned in the Fourier space induced by a given Lapla-
cian, but are localized in the node space and independent
from the underlying graph structure. This allows our GNN
to handle graphs with unseen topologies in inductive infer-
ence tasks.
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To assess the performance of the proposed ARMA layer,
we apply it to semi-supervised node classification, graph
signal classification, graph classification, and graph regres-
sion tasks. Results show that the proposed GNN with
ARMA layers outperforms GNNs based on polynomial fil-
ters in several downstream tasks.
2. Spectral filtering on graphs
We assume a graph with M nodes to be characterized
by a symmetric adjacency matrix A ∈ RM×M and refer
to graph signal X ∈ RM×F as the instance of all fea-
tures (vectors in RF ) associated with the graph nodes. Let
L = IM −D−1/2AD−1/2 be the symmetrically normal-
ized Laplacian (D is the degree matrix), with spectral de-
composition L =
∑M
m=1 λmumu
T
m. A graph filter is a
linear operator that modifies the components of X on the
eigenvectors basis of L, according to a frequency response
h acting on each eigenvalue λm. The filtered graph signal
reads
X¯ =
M∑
m=1
h(λm)umu
T
mxm
= U diag[h(λ1), . . . , h(λM )]UTX
(1)
This formulation inspired the seminal work of (Bruna et al.,
2013) that implemented spectral graph convolutions in a
neural network. Their GNN learns end-to-end the param-
eters of each filter implemented as h = Bc, where B ∈
RM×K is a cubic B-spline basis and c ∈ RK is a vector of
control parameters. Such filters are not localized, since the
full projection on the eigenvectors yields paths of infinite
length and the filter accounts for interactions of each node
with the whole graph, rather than those limited to the node
neighborhood. Since this contrasts with the local design
of classic convolutional filters, (Henaff et al., 2015) intro-
duced a parametrization of the spectral filters with smooth
coefficients to achieve spatial localization. However, the
main issue with such spectral filtering (Eq.1) is the com-
putational complexity: not only the eigendecomposition of
L is computationally expensive, but a double product with
U must be computed whenever the filter is applied. No-
tably, U in (1) is full even when L is sparse. Finally, since
spectral filters depend on their specific Laplacian spectrum,
they cannot be applied to graphs with a different structure.
2.1. GNNs based on polynomial filters and limitations
The desired filter response h(λ) can be approximated by a
polynomial of order K,
hPOLY(λ) =
K∑
k=0
wkλ
k, (2)
which performs a weighted moving average of the graph
signal (Tremblay et al., 2018). Polynomial filters are lo-
calized in space, since the output at each node in the fil-
tered signal is a linear combination of the nodes in its
K-hop neighbourhood. These filters overcome important
limitations of the spectral formulation, by avoiding the
eigen-decomposition and by not relying on a fixed Lapla-
cian spectrum, making them suitable for inductive infer-
ence tasks on graphs with different structures (Zhang et al.,
2018).
Compared to conventional polynomials, Chebyshev poly-
nomials attenuate unwanted oscillations around the cut-
off frequencies (Shuman et al., 2011). Fast localized
GNN filters can approximate the desired filter response by
means of the Chebyshev expansion Tk(x) = 2xTk−1(x)−
Tk−2(x) (Defferrard et al., 2016), resulting in convolu-
tional layers that perform the filtering operation
X¯ = σ
(
K−1∑
k=0
Tk(L˜)XWk
)
, (3)
where L˜ = 2L/λmax−IM , σ is a non-linear activation (e.g.,
ReLU), and Wk ∈ RFin×Fout are the k trainable weight
matrices that map the node’s features from an input space
RFin to a new space RFout .
A first-order polynomial filter has been adopted by (Kipf
& Welling, 2016a) for semi-supervised node classification.
They propose a GNN called Graph Convolutional Network
(GCN), where the convolutional layer is a simplified ver-
sion of a Chebyshev filter, obtained from (3) by considering
only K = 1 and setting W = W0 = −W1
X¯ = σ
(
AˆXW
)
. (4)
Additionally, L˜ is replaced by Aˆ = D˜−1/2A˜D˜−1/2, with
A˜ = A + γIM (usually, γ = 1). In respect to L˜, Aˆ con-
tains self-loops that compensate for the removal of the term
of order 0 in the polynomial filter, by ensuring that a node is
part of its first order neighbourhood and that its features are
preserved after the convolution. Higher-order node neigh-
bourhoods can be reached by stacking multiple GCN lay-
ers. However, since each GCN layer performs a Lapla-
cian smoothing, after few convolutions the node features
becomes too smoothed over the graph (Li et al., 2018).
The output of an k-degree polynomial filter is a linear com-
bination of the input within each vertex’s k-hop neigh-
bourhood. Since the input beyond the k-hop neighborhood
has no impact on the output, to represent global structures
on the graph it is necessary to use high-degree polynomi-
als. However, high-degree polynomials have poor inter-
polatory and extrapolatory performance around the known
graph frequencies, are sensitive to small changes/noise on
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the graph topology (which leads to overfitting), and require
more computational power to be computed/learned (Isufi
et al., 2016). Moreover, since polynomial are smooth, it
not possible to model filter responses with sharp changes.
2.2. Rational filters in graph signal processing
An ARMA filter can approximate well any desired filter
response h(λ) thanks to a rational design that allows to
model a larger variety of filter shapes, compared to a poly-
nomial filter (Tremblay et al., 2018). The filter response
of an ARMA filter of order K, denoted in the following as
ARMAK, reads
hARMAK(λ) =
∑K
k=0 pkλ
k
1 +
∑K
k=1 qkλ
k
, (5)
which, in the node domain, translates to the following fil-
tering relation in the node space
X¯ =
(∑K
k=0 pkL
k
)
X
1−∑Kk=1 qkLk . (6)
To illustrate how an ARMA filter accounts for larger sec-
tions of the graph compared to a polynomial filter of
the same order, consider a dynamic process on the graph
x(0),x(1),x(2), . . . defined by the map x(t+1) = Lx(t).
The representation x¯(t) given by a polynomial filter is
x¯(t) = x(t) + p1x
(t+1) + p2x
(t+2) + . . .
which is a regression on the evolution of the diffusion pro-
cess on the graph, starting from the current state. The
ARMA filter introduces an additional term
x(t) = q1x¯
(t+1) + q2x¯
(t+2) + . . .
which is a regression over the (unknown) graph process
driven by the representation x¯. This additional term makes
the model more robust to noise and captures longer dynam-
ics on the graph since x¯ depends, in turn, on several prop-
agation steps. By rearranging terms and using the previous
map definition, we recover Eq. 6:
x¯(t) = q1x¯
(t+1) + q2x¯
(t+2) + p1x
(t+1) + p2x
(t+2) + ..
x¯(t) − q1x¯(t+1) − q2x¯(t+2).. = p1x(t+1) + p2x(t+2)..(
1−
∑
k
qkL
k
)
x¯(t) =
(∑
k
pkL
k
)
x(t)
The Laplacian appearing in the denominator of (6) implies
a matrix inversion and a multiplication with a dense matrix,
which is inefficient to implement in a GNN. To circumvent
this issue, CayleyNets (Levie et al., 2019b) approximate the
inverse with a fixed number of Jacobi iterations, by using
an elaborated and computationally intensive formulation to
avoid numerical instability.
To implement our GNN, we take inspiration from a more
straightforward approach that completely avoids comput-
ing the inverse and approximates the effect of an ARMA1
filter by iterating until convergence the first-order recursion
X¯(t+1) = aMX¯(t) + bX, (7)
where M = 12 (λmax − λmin)I − L. The recursive applica-
tion of Eq. (7) is adopted in graph signal processing to ap-
ply a low-pass filter on a graph signal (Loukas et al., 2015;
Isufi et al., 2016), but (7) is also equivalent to the recurrent
update used in Label Propagation (Zhou et al., 2004) and
Personalized Page Rank (Page et al., 1999) to propagate
information on a graph with a restart probability.
We first analyze the frequency response of an ARMA1 fil-
ter, from the convergence of (7):
X¯ = lim
t→∞(aM)
tX(0) + b
t∑
i=0
(aM)tX. (8)
The eigenvalues of M are related to those of the Laplacian
L as follows: µm = (λmax − λmin)/2 − λm, where µm
and λm represent the m-th eigenvalue of M and L, respec-
tively. Since µm ∈ [−1, 1], for |a| < 1 the first term of
(8), (aM)t, goes to zero when t → ∞. The second term,
b
∑t
i=0(aM)
t, represents a geometric series that converges
to the matrix b(I−aM)−1, with eigenvalues b/(1−aµm).
It follows that the frequency response of the ARMA1 filter
is
hARMA1(µm) =
b
1− aµm =
r
µm − p , (9)
with r = − ba and p = 1a .
By summing K ARMA1 filters it is possible to recover the
effect of the ARMAK filter in (5). The resulting filtering
operation is
X¯ =
K∑
k=1
M∑
m=1
rk
µm − pkumu
T
mxm, (10)
with hARMAK (µm) =
∑K
k=1
rk
µm−pk . Different orders
(≤ K) of the numerator and denominator in (5), are triv-
ially obtained by setting some coefficients to 0. It follows
that ARMA filters can generalize every polynomial filter,
by zeroing the denominator coefficients.
3. The ARMA neural network layer
In graph signal processing, the filter coefficients are opti-
mized with polynomial regression and least-square regres-
sion to reproduce a desired filter response h∗(λ), which
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L̃  + σW(2)1 V(2)1
Graph Conv Skip 1-2
L̃  + σW(1)1 V(1)1
Graph Conv Skip 1-1
L̃  + σW(T)1 V(T)1
Graph Conv Skip 1-T
L̃  + σW(T)K V(T)K
Graph Conv Skip K-T
X
L̃  + σW(2)K V(2)K
Graph Conv Skip K-2
L̃  + σW(1)K V(1)K
Graph Conv Skip K-1
Avg Pool X¯
... ... ...
ARMA Graph Conv layer
Figure 1. The ARMA convolutional layer. Same colour indicates shared weights.
must be provided a priori by the designer. Also, Eq. (7)
must be applied many times before converging to a steady
state and precautions must be taken to avoid instability dur-
ing the optimization (Isufi et al., 2016).
We address these issues by proposing a formulation of the
ARMA filters based on neural networks. Specifically, we
implement one recursive update in (7) with a Graph Con-
volutional Skip (GCS) layer, defined as
X¯(t+1) = σ
(
L˜X¯(t)W(t) +XV(t)
)
, (11)
where W(t) ∈ RF tout×F t+1out and V(t) ∈ RFin×F t+1out are train-
able parameters, and X are the initial node features. The
modified Laplacian matrix L˜ = I − L is derived by set-
ting λmin = 0 and λmax = 2 in M. This is a reasonable
simplification, since the spectrum of L lies in [0, 2] and the
trainable parametersW(t) andV(t) can compensate for the
small offset introduced.
Thanks to the non-linearities and a larger set of trainable
parameters, it is possible to approximate the response of
any ARMA1 filter by stacking only a small (fixed) number
T of GCS layers. In this way, it is possible to avoid the
convergence issues of the original formulation and obtain a
very fast and stable implementation of the filter. Addition-
ally, we do not require to specify the target response h∗(λ),
since the filter parameters are learned end-to-end from the
data, by optimizing a loss function with gradient descent.
Each GCS layer is localized in the node space, as it per-
forms a filtering operation only through local exchanges
between neighboring nodes on the graph and, through the
skip connection, also with the initial node features. The
computational complexity (in time and space) of the GCS
layer is linear in the number of edges, and can be efficiently
implemented as a sparse product of L and X.
The output of the ARMAK convolutional layer is obtained
by combining K parallel stacks of T GCS layers
X¯ =
1
K
K∑
k=1
X¯
(T )
k , (12)
where X¯(T )k is the last output of the k-th stack (see Fig. 1).
All the GCS layers in each stack share the same parame-
ters, except for W(1)k ∈ RFin×Fout in the first layer, which
performs a different mapping from the input to the out-
put node features domain. Namely, W(t)k = W
(t+1)
k =
Wk ∈ RFout×Fout ,∀t > 1 and V(t)k = V(t+1)k = Vk ∈
RFin×Fout ,∀t. This design strategy endows the ARMA fil-
ters with a strong regularization that helps to prevent over-
fitting and greatly reduces the space complexity, in terms
of trainable parameters.
To encourage each GCS stack to learn an ARMA1 filter
with a response different from the ones learned by the other
stacks, we apply stochastic dropout to the skip connections
of the GCS layers. Finally, since the GCS stacks are in-
dependent, the computation of an ARMA layer can be dis-
tributed across multiple processing units.
3.1. Properties and relationship with other approaches
The ARMA layer can naturally deal with time-varying
topologies and graph signals (Holme, 2015; Grattarola
et al., 2019) by replacing the constant term X in (11) with
a time-dependent input X(t).
Contrarily to filters defined in the spectral domain (Bruna
et al., 2013), ARMA filters do not explicitly depend on the
eigenvectors and the eigenvalues of L, making them robust
to perturbations in the underlying graph. For this reason,
as formally proven for generic rational filters (Levie et al.,
2019a), the proposed ARMA filters are stable and trans-
ferable, i.e., they can generalize to graph signals not seen
during training and to graphs with different topologies.
Differently from polynomial filters, in the ARMA layer L
is not exponentiated and remains sparse. This implies much
faster computations compared to Chebyshev filters (Deffer-
rard et al., 2016), since LK becomes quickly dense. In par-
ticular, LK describes a fully connected graph if K is the
graph diameter, which is usually small in real-world net-
works.
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Unlike in a GCN (Kipf & Welling, 2016a), thanks to the
skip connections it is possible to stack multiple GCS layers
without risking to over-smooth the node features (Li et al.,
2018). The weights sharing in the ARMA architecture
shares similarities with a recurrent neural networks with
residual connections (Wu et al., 2016). Similarly to GNNs
operating directly in the node domain (Scarselli et al., 2009;
Gallicchio & Micheli, 2010), each GCS layer computes the
filtered signal x¯(t+1)i at vertex i as a combination of signals
x
(t)
j in its 1-hop neighborhood, j ∈ N (i). Such a commu-
tative aggregation solves the problem of undefined vertex
ordering and varying neighborhood sizes, making the pro-
posed convolution operation permutation invariant. Finally,
we note that the skip connections in ARMA inject in each
GCS layer t of the stack the initial node features X. This is
different from a skip connection that either takes the output
of the previous layer X(t−1) as input (Pham et al., 2017;
Hamilton et al., 2017), or connects all the layers in a GNN
stack directly to the output (Wu et al., 2018).
4. Spectral analysis of the ARMA layer
The filter response of the ARMA filter derived in Sec. 2.2
cannot be exploited to analyze our GNN formulation, due
to the presence of non-linearities. Therefore, we first recall
that a filter changes the components of a graph signal X
on the eigenbase induced by L (which is the same as in L¯,
according to Sylvester’s theorem). Then, we investigate the
effect of the proposed ARMA layer by taking the ratio of
all the components of X on the eigenbase before and after
applying a stack of GCS layers. We define the empirical
filter response h˜ as
h˜m =
uTmx¯m
uTmxm
, (13)
where x¯ is a row of the GCS stack’s output X¯ and u is
an eigenvector of L. For visualization purposes, we train
our GNN on a mono-dimensional graph signal X, which is
the 4th feature of the nodes in the Cora citation network (see
the experiments for more details), and analyze the output of
two GCS stacks in the ARMA layer. By using a single unit
in the hidden layer, the matrices W and V in (11) reduce
to the real values w and v. Hence, we can also compute
hARMA1 analytically according to (9), by replacing a, bwith
w, v.
Fig. 2(a) depicts h˜ after the 1st, 2nd, and 3rd layer in the first
GCS stack and the filter response hARMA1 at convergence
(black line). Clearly, with only 3 GCS layers is already
possible to obtain a good approximation of the response of
an ARMA1 filter.
Fig. 2(d) shows how much the filter response h˜, resulting
from a different number of GCS layers in the stack, mod-
ifies the Fourier components uT x¯ of X¯ associated to each
graph frequency. The quantities h˜ and uT x¯ obtained in
a second GCS stack of our ARMA layer are depicted in
Fig. 2(b,d). From these plots it emerges the powerful mod-
eling capability of our ARMA layer that, by combining
K different filter responses, can selectively shrink or am-
plify the Fourier components of the graph in many different
ways.
We conclude our analysis by comparing the empirical re-
sponse h˜ resulting from a stack of GCNs, which is reported
in Fig 2(c). As also highlighted by recent works (Wu et al.,
2019; Maehara, 2019), the filtering obtained by stacking
one or more GCNs has the undesired effect of symmetri-
cally amplifying the lowest and also the highest frequen-
cies of the spectrum. This is due to the GCN filter response,
which is (1− λ)T in the linear case, and can assume nega-
tive values when T is odd. The effect is mitigated by sum-
ming γIM to the adjacency matrix, which adds self-loops
with weight γ and shrinks the spectral domain of the graph
filter. For high values of γ, the GCN acts more as a low-
pass filter that prevents high frequency oscillations. This
is due to the presence of self loops, which limit the spread
of information across the graph and the communication be-
tween neighbors.
However, even after adding γIM , GCN cuts almost com-
pletely the medium frequencies and then amplifies again
the higher ones, as shown in Fig. 2(f). Our ARMA filter, in-
stead, can implement a filter response that gradually damp-
ens the Fourier components as their frequency increases.
Furthermore, as shown in Fig. 2(a,b), ARMA can learn dif-
ferent shapes of filter responses. On the other hand, the
only degree of freedom to modify a GCN response con-
sists in manually tuning the hyperparameter γ, to shrink
the spectrum of the associated Laplacian.
5. Experiments
We consider 4 downstream tasks: node classification, graph
signal classification, graph classification, and graph regres-
sion. For a fair comparison, in all experiments we allow
each filter to reach a node neighborhood of the same order
on the graph. This is ensured by using the same polynomial
order K for polynomial/rational filters, or by using a stack
of K GCN layers. The details of every dataset considered
in the experiments and the hyperparameters configuration
for each model are deferred to the supplementary material.
5.1. Semi-supervised node classification
First, we consider transductive node classification on 3
citation networks, Cora, Citeseer, and Pubmed. The in-
put is a single graph described by an adjacency matrix
A ∈ RM×M , the node features X ∈ RM×Fin , and the
labels yl ∈ RMl of a subset of nodes Ml ⊂M . The targets
GNNs with convolutional ARMA filters
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(c) h˜ in a GCN stack
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Figure 2. First row: empirical filter responses in two GCS stacks of an ARMA layer (a,b); black lines indicate the theoretical response
at convergence. In (c), the empirical response of a stack of GCN layers. Second row: filtering effect of two GCS stacks in the ARMA
filter (d,e) and of a stack of GCN layers (f) in the Fourier domain. Peaks are due to numerical imprecision in correspondence of tiny
component values.
are the labels yu ∈ RMu of the unlabelled nodes. The node
features are sparse bag-of-words vectors representing text
documents. The binary undirected edges inA indicate cita-
tion links between documents. The models are trained us-
ing 20 labels per document class (yl) and the performance
is evaluated as classification accuracy on yu.
Secondly, we perform inductive node classification on the
protein-protein interaction (PPI) network. The dataset con-
sists of 20 graphs used for training, 2 for validation, and 2
for testing. Contrarily to the transductive setting, the testing
graphs (and the associated node features) are unobserved
during training. Additionally, each node can be associated
to more than one class (multi-label classification).
We use a 2-layers GNN with 16 hidden units for the cita-
tion networks and 64 units for PPI. In the citation networks
high dropout rates and L2-norm regularization are exploited
to prevent overfitting. Tab. 1 reports the classification ac-
curacy obtained for GNN with different filters, namely a
GNN equipped with the proposed ARMA filters, ChebNets
(Defferrard et al., 2016), GCN (Kipf & Welling, 2016a),
and CayleyNets (Levie et al., 2019b) that, like ARMA, im-
plement rational spectral filters. As additional baselines,
we also include Graph Attention Networks (GAT) (Velick-
ovic et al., 2017), GraphSAGE (Hamilton et al., 2017), and
Graph Isomorphism Networks (GIN) (Xu et al., 2019).
Transductive node classification is a semi-supervised task
that demands using a simple model with strong regulariza-
tion to avoid overfitting on the few labels available. This is
the key of GCN’s success when compared to more complex
filters, such as ChebNet. Thanks to its flexible formulation,
the proposed ARMA layer can implement the right degree
of complexity and performs well on each task. On the other
hand, since the PPI dataset is larger and more labels are
available during training, less regularization is required and
the models that are more complex are advantaged. This is
reflected by the better performance achieved by ChebNets
and CayleyNets, compared to GCNs. On PPI, ARMA sig-
nificantly outperforms every other model, due to its pow-
erful modelling capability that allows to learn filters with
filter responses of different shapes.
Fig. 3 shows the training times of the GNN model con-
figured with GCN, Chebyshev, Cayley, and ARMA lay-
ers. The Chebyshev filters computes powers of L to reach
higher-order neighborhoods, which translates in slow mul-
GNNs with convolutional ARMA filters
Figure 3. Training times on the PPI dataset. Times are recorded
using an Nvidia GTX 2080.
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Table 1. Semi-supervised node classification accuracy.
Method Cora Citeseer Pubmed PPI
GAT 83.1 ±0.6 70.9 ±0.6 78.5 ±0.3 81.3 ±0.1
GrSage 73.7 ±1.8 65.9 ±0.9 78.5 ±0.6 70.0 ±0.0
GIN 75.1 ±1.7 63.1 ±2.0 77.1 ±0.7 78.1 ±2.6
GCN 81.5 ±0.4 70.1 ±0.7 79.0 ±0.5 80.8 ±0.1
ChebNet 79.5 ±1.2 70.1 ±0.8 74.4 ±1.1 86.4 ±0.1
CayleyNet 81.2 ±1.2 67.1 ±2.4 75.6 ±3.6 84.9 ±1.2
ARMA 83.4 ±0.6 72.5 ±0.4 78.9 ±0.3 90.5 ±0.3
tiplications with (almost) dense matrices. On the other
hand, the ARMA layer exploits sparse operations that are
linear in the number of nodes in L and can be trained in
a time comparable to the simple GCN architecture. Fi-
nally, CayleyNet is slower than the other methods, due to
the complex formulation based on the Jacobi iterations.
5.2. Graph signal classification
In this task, N different graph signals Xn ∈ RM×Fin , n =
1, . . . , N , defined on the same graph with adjacency ma-
trix A ∈ RM×M , must be associated to labels y1, . . . , yN .
We perform these experiments following the same setting
of (Defferrard et al., 2016) for the MNIST and 20news
datasets.
MNIST. To emulate a classic CNNs operating on a regular
2D grid, an 8-NN graph is defined on the 784 pixel of the
MNIST images. The elements in A are
aij = exp
(
−‖pi − pj‖
2
σ2
)
, (14)
where pi and pj are the 2D coordinates of pixel i and
j. Each graph signal is a vectorized image x ∈ R784×1.
The network architecture is GNN(32)-P(4)-GNN(64)-P(4)-
FC(512)-FCSoftmax(10), where GNN(n) indicates a GNN
layer with n filters, P(s) a pooling operation with stride
s, and FC(u) a fully connected layer with u units (the ac-
tivation is specified as a subscript when relevant). Pool-
ing is implemented by hierarchical clustering (GRA-
CLUS) (Dhillon et al., 2004), which maps the graph sig-
nal x¯(l) at layer l into a new node feature space x(l+1) ∈
Table 2. Graph signal classification accuracy.
GNN layer MNIST 20news
GCN 98.48 ± 0.2 65.45 ± 0.2
ChebNet 99.14 ± 0.1 68.24 ± 0.2
CayleyNet 99.18 ± 0.1 68.84 ± 0.3
ARMA 99.20 ± 0.1 70.02 ± 0.1
RMl+1×Fl+1 .
Tab. 2 reports the results obtained by using as filter ARMA,
ChebNets, CayleyNets, or a stack of GCNs. The results
are averaged over 10 runs and show that ARMA achieves
a slightly higher (almost perfect) accuracy compared to
Cheby and Cayley nets, while the performance of GCN is
significantly lower.
20news. The dataset consists of 18,846 documents divided
in 20 classes. Each graph signal is a document represented
by a bag-of-words of the 104 most frequent words in the
corpus, embedded via Word2vec (Mikolov et al., 2013).
The underlying graph of 104 nodes is defined by a 16-
NN adjacency matrix built as in Eq. (14), with the differ-
ence that pi, pj are now the embeddings of words i and
j. We report results obtained with a single convolutional
layer (GCN, ChebNet, CayleyNet, or ARMA), followed
by global average pooling and softmax. As in (Defferrard
et al., 2016), we use 32 filters for ChebNet. Instead, for
GCN, CayleyNet and ARMA, better results are obtained
with only 16 filters. The classification accuracy reported in
Tab. 2 shows that ARMA significantly outperforms every
other models also on this dataset.
5.3. Graph classification
In this task, the i-th datum is a graph represented by a pair
{Ai,Xi}, i = 1, . . . N , where Ai ∈ RMi×Mi is an adja-
cency matrix with Mi nodes, and Xi ∈ RMi×F describes
the node features. Each sample must be classified with
a label yi. We test the models on five different datasets.
We use node degree, clustering coefficients, and node la-
bels as additional node features. For each dataset we adopt
a fixed network architecture GNN-GNN-GNN-AvgPool-
FCSoftmax, where AvgPool indicates a global average pool-
ing layer. We compute the model performance over 10
runs, using 10% of the data for testing and 10% as vali-
dation data for early stopping. We report in Table 3 the av-
erage accuracy on the test set. For comparison, Tab. 3 also
includes the results from GAT, GraphSAGE, and GIN. The
GNN equipped with the proposed ARMA layer achieves
the highest mean accuracy with respect to the polynomial
filters (Cheby and GCN). Compared to CayleyNets, which
are also based on a rational filter implementation, ARMA
achieves not only a higher mean accuracy but also a lower
GNNs with convolutional ARMA filters
Table 3. Graph classification accuracy.
Method Enzymes Protein D&D MUTAG BHard
GAT 51.7±4.3 72.3±3.1 70.9±4.0 87.3±5.3 30.1±0.7
GrSage 60.3±7.1 70.2±3.9 73.6±4.1 85.7±4.7 71.8±1.0
GIN 45.7±7.7 71.4±4.5 71.2±5.4 86.3±9.1 72.1±1.1
GCN 53.0±5.3 71.0±2.7 74.7±3.8 85.7±6.6 71.9±1.2
ChebNet 57.9±2.6 72.1±3.5 73.7±3.7 82.6±5.2 71.3±1.2
CayleyNet 43.1±10.7 65.6±5.7 70.3±11.6 87.8±10.0 70.7±2.4
ARMA 60.6±7.2 73.7±3.4 77.6±2.7 91.5±4.2 74.1±0.5
standard deviation. These empirical results indicate that
our implementation is robust and, thus, confirm the hypoth-
esis discussed in Sec. 3 about the stability and convergence
of the proposed ARMA layer.
5.4. Graph regression
This task is similar to graph classification, with the differ-
ence that the target output yi is now a real value, rather
than a discrete class label. We consider the QM9 chemi-
cal database (Ramakrishnan et al., 2014), which contains
more than 130,000 molecular graphs. The nodes represent
heavy atoms and the undirected edges the atomic bonds
between them. Nodes have discrete attributes indicating
one of four possible elements. The regression task con-
sists in predicting a given chemical property of a molecule
given its graph representation. As for graph classification,
we evaluate the performance on randomly generated 80-
10-10 train-validation-test splits. The network architecture
adopted to predict each property is a GNN(64)-AvgPool-
FC(128). We report in Tab. 4 the mean squared error (MSE)
averaged over 10 independent runs, relative to the predic-
tion of 9 molecular properties. It can be noticed that each
model achieves a very low standard deviation. This is ex-
pected since the very large amount of training data allows
the GNN to learn a configuration that generalizes well on
the test set. Contrarily to the previous tasks, here there is
not a clear winner among GCN, ChebNet, and CayleyNet,
since each of them perform better than the other on some
tasks. On the other hand, ARMA always achieves the low-
est MSE in predicting each molecular property.
6. Conclusions
We proposed a novel graph convolutional layer based on
a rational graph filter, which allows to model a more ex-
pressive filter response compared to polynomial filters. Our
ARMA layer consists of parallel stacks of recurrent oper-
ations, which allow to approximate a graph filter with an
arbitrary order K, by means of efficient sparse tensor mul-
tiplications. We reported a spectral analysis of our neural
network implementation, which provides an insight on the
Table 4. Graph regression mean squared error.
Property GCN ChebNet CayleyNet ARMA
mu 0.445±0.007 0.433±0.003 0.442±0.009 0.394±0.005
alpha 0.141±0.016 0.171±0.008 0.118±0.005 0.098±0.005
HOMO 0.371±0.030 0.391±0.012 0.336±0.007 0.326±0.010
LUMO 0.584±0.051 0.528±0.005 0.679±0.148 0.508±0.011
gap 0.650±0.070 0.565±0.015 0.758±0.106 0.552±0.013
R2 0.132±0.005 0.294±0.022 0.185±0.043 0.119±0.019
ZPVE 0.349±0.022 0.358±0.001 0.555±0.174 0.338±0.001
U0 atom 0.064±0.003 0.126±0.017 1.493±1.414 0.053±0.004
Cv 0.192±0.012 0.215±0.010 0.184±0.009 0.163±0.007
mechanisms behind the proposed layer and shows that our
ARMA layer overcomes a known issue of simpler polyno-
mial models like GCN. The experiments showed that the
proposed ARMA layer is able to outperform existing GNN
architectures, including those based on polynomial filters
and other more complex models, on a large variety of graph
machine learning tasks on graph data.
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Supplementary material
Node classification
The statistics of the node classification datasets are reported in Tab. 5. The three citation networks (Cora, Citeseer, and
Pubmed) are taken from https://github.com/tkipf/gcn/raw/master/gcn/data/, while the PPI dataset
is taken from http://snap.stanford.edu/graphsage/.
Table 5. Details of the node classification datasets
Dataset Nodes Edges Node attr. Node classes
Cora 2708 5429 1433 7 (single label)
Citeseer 3327 9228 3703 6 (single label)
Pubmed 19717 88651 500 3 (single label)
PPI 56944 818716 50 121 (multi-label)
Table 6. Hyperparameters used in node classification.
Dataset L2 reg. pdrop lr GCN ChebNet CayleyNet ARMAL K K # Jacob. it. [K,T ]
Cora 5e-4 0.75 1e-2 1 2 1 5 [2,1]
Citeseer 5e-4 0.75 1e-2 1 3 1 5 [3,1]
Pubmed 5e-4 0.25 1e-2 1 3 2 5 [1,1]
PPI 0.0 0.25 1e-2 2 3 3 5 [3,2]
Tab. 6 describes the optimal hyperparameters used in GCN, ChebNet, CayleyNet and ARMA for each node classification
dataset. For all GNN, we report the L2 regularization weight, the learning rate (lr) and dropout probability (pdrop). For
GCN, we report the number of stacked graph convolutions (L). For ChebNet, we report the polynomial order (K). For
CayleyNet, we report the polynomial order (K) and the number of Jacobi iterations. For ARMA, we report number of
GCS stacks (K), and stack’s depth (T ). Additionally, we configured the MLP in GIN with 2 hidden layers and trained the
parameter , while for GRAPHSAGE we used the max aggregator, to differentiate more its behavior from GCN and GIN.
Finally, GAT is configured with 8 attention heads and the same number of layers L as GCN.
Each model is trained for 2000 epochs with early stopping (based on the validation accuracy) at 50 epochs. We used
full-batch training, i.e., in each epoch the weights are updated one time, according to a single batch that includes all the
training data.
Graph signal classification
To generate the datasets we used the code available at github.com/mdeff/cnn_graph. The models are trained for
20 epochs on each dataset. We used batches of size 32 for MNIST and 128 for 20news. In the 20news dataset, the words
are embedded in vectors of size 200.
Table 7. Details of the graph signal classification datasets.
Dataset Nodes Edges Classes Tr. samples Val. samples Test samples
MNIST 784 5,928 10 55,000 5,000 10,000
20news 10,000 249,944 20 10,168 7,071 7,071
Table 8. Hyperparameters used in graph signal classification.
Dataset L2 reg. lr pdrop GCN ChebNet CayleyNet ARMAL K K # Jacob. it. [K,T ]
MNIST 5e-4 1e-3 0.5 3 25 12 11 [5,10]
20news 1e-3 1e-3 0.7 1 5 5 10 [1,1]
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The statistics of the graph signal classification datasets are reported in Tab. 7, while Tab. 8 reports the optimal hyperparam-
eters configuration for each model.
Graph classification
The datasets Enzymes, Proteins, D&D, and MUTAG are taken from the repository Benchmark Data Sets for Graph
Kernels https://ls11-www.cs.tu-dortmund.de/staff/morris/graphkerneldatasets, while the
dataset Bench-hard is taken from https://github.com/FilippoMB/Benchmark_dataset_for_graph_
classification. The statistics of each graph classification dataset are summarized in Tab. 9.
For all methods, we use a fixed architecture composed of three GNN layers, each with 32 output units, ReLU activations,
and L2 regularization with a factor of 10−4. All models are trained to convergence with Adam, using a learning rate of
10−3, batch size of 32, and a patience of 50 epochs. We summarize in Table 10 the hyperparameters used for ARMA,
ChebNets, and CayleyNets on the different datasets.
Table 9. Summary of statistics of the graph classification datasets
Dataset Samples Classes Avg. nodes Avg. edges Node attr. Node labels
Bench-hard 1,800 3 148.32 572.32 – yes
Enzymes 600 6 32.63 62.14 18 no
Proteins 1,113 2 39.06 72.82 1 no
D&D 1,178 2 284.32 715.66 – yes
MUTAG 188 2 17.93 19.79 – yes
Table 10. Hyperparameters for graph classification and graph regression.
Dataset GCN ChebNet CayleyNet ARMAL K K Jacobi iters. pdrop K T
Bench-hard 2 2 2 10 0.4 1 2
Enzymes 2 2 2 10 0.6 2 2
Proteins 4 4 4 10 0.6 4 4
D&D 4 4 4 10 0.0 4 4
MUTAG 4 4 4 10 0.0 4 4
Graph regression
The QM9 dataset used for graph regression is available at http://quantum-machine.org/datasets/, and its
statistics are reported in Tab. 11.
The hyperparameters are reported in Tab. 12. Only for this task, CayleyNets use only 3 Jacobi iterations, since with more
iterations we experienced numerical errors and the loss quickly diverged. All models are trained for 1000 epochs with early
stopping at 50 epochs, using Adam optimizer with initial learning rate 1e-3. We used batch size 64 and no L2 regularization.
Table 11. Summary of statistics of the graph regression dataset
Samples Avg. nodes Avg. edges Node attr.
133,885 8.79 27.61 1 (∈ N4)
Table 12. Hyperparameters for graph classification and graph regression.
Dataset GCN ChebNet CayleyNet ARMAL K K Jacobi iters. pdrop K T
QM9 3 3 3 3 0.75 3 3
