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THESIS ABSTRACT
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TITLE OF STUDY: Asymptotic Properties of Solutions for Some Fractional
Integro-differential Equations
MAJOR FIELD: Mathematics
DATE OF DEGREE: May, 2016
There are many results in the literature on the asymptotic behavior of ordinary
differential equations. Under certain conditions, solutions of some ordinary dif-
ferential equations are asymptotic to lines or in general to polynomials. In con-
trast, there are very few studies on the asymptotic behavior of solutions fractional
integro-differential equations. In this dissertation we would like to contribute
in filling this gap by studying the asymptotic (long-time) behavior of solutions
for some general classes of fractional integro-differential equations. There exist
different kinds of fractional derivatives in the literature. We consider the most
commonly used ones: the Riemann-Liouville and Caputo fractional derivatives.
Reasonable sufficient conditions under which the solutions behave like power func-
tions at infinity are established. For this purpose, we combine and generalize some
viii
well-known integral inequalities with some desingularization techniques.
The nonexistence of solutions of some classes of fractional integro-differential
inequalities is investigated. The Caputo and Riemann-Liouville fractional deriva-
tives of sub-first and sub-second orders are treated both. The nonlinear source
term consists of a convolution of a (possibly singular) kernel with a polynomial
of the state. We establish various criteria under which there are no (nontrivial)
global solutions. To that end, the test function method to the weak formulation
of the problem is applied. Then, we use suitable estimation techniques and in-
equalities to achieve our objectives. Some examples are provided to illustrate our
findings.
Our results could be utilized to identify the limitations of many physical sys-
tems and to analyze the behavior of solutions of some nonlinear fractional differen-
tial equations and inequalities for which the explicit solution may not be available.
Also our results will extend the abundant results on integer-order problems to the
(limited results available for) fractional-order problems.
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 ملخص الرسالة
  أحمد مهدي مقبل أحمد الاسم :
الخصائص التقاربية لحلول بعض المعادلات التفاضلية التكاملية عنوان الرسالة : 
 الكسورية
  الرياضيات  التخصص :
  6102مايو تاريخ التخرج : 
هناك العديد من النتائج المتوفرة حول السلوك التقاربي للمعادلات التفاضلية العادية. 
وفقا لاستقصائنا, هناك عدد قليل جدا من الدراسات التي تتناول السلوك التقاربي 
 لحلول المعادلات التفاضلية التكاملية الكسورية (ذات رتب غير صحيحة). 
تقاربي (على المدى من خلال دراسة السلوك الفي هذه الأطروحة ملأنا هذه الفجوة 
من المعادلات التفاضلية التكاملية الكسورية. هناك العديد من نوع عام  البعيد) لحلول
ليوفيل وكابوتو -المشتقات الكسورية, غير أننا تناولنا أكثرها شيوعا: مشتقات ريمان
الحلول عند قيم الكسورية. تم تحديد شروطا كافية و معقولة بموجبها تتصرف 
الزمن الكبيرة كدوال قوى. لهذا الغرض، قمنا بدمج و تطوير بعض المتراجحات 
 التكاملية مع بعض تقنيات إزالة عدم الانتظام.
كما قمنا بدراسة عدم وجود حلول لبعض المتراجحات التفاضلية التكاملية الكسورية, 
لقد حددنا معايير  .عددةيوفيل من رتب مت-بوتو وريمانحيث تعاملنا مع مشتقات كا
مختلفة لا توجد بموجبها حلول شاملة غيرصفرية. تحقيقا لهذه الغاية، تم تطبيق 
طريقة الدالة الاختبارية للصيغة الضعيفة للمشكلة. ثم بعد ذلك، استخدمنا تقنيات 
تقدير ومتراجحات مناسبة لتحقيق أهدافنا. عدة أمثلة قمنا بضربها لشرح النتائج التي 
  ا إليها.توصلن
يمكن استخدام النتائج التي توصلنا إليها لتحديد أوجه القصور في العديد من النظم 
الفيزيائية وتحليل سلوك حلول المعادلات و المتراجحات التفاضلية الكسورية غير 
الخطية التي لا تمتلك حلول صريحة. أيضا نتائجنا توسع و تعمم النتائج المتوفرة 
الرتب الصحيحة و حتى تلك القليلة المتوفرة للرتب غير  للعديد من المسائل ذات
 الصحيحة.
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CHAPTER 1
INTRODUCTION
In this chapter we present the motivation and outline of our investigation. A brief
history of fractional calculus and some recent areas of applications of fractional
differential equations are given in Section 1.1. A short overview of the long-time
behavior of solutions of differential equations is introduced in Section 1.2. In
Section 1.3, we state the problems of study. The objectives of our research are
listed in Section 1.4. In Section 1.5, we explain our approaches to achieve the
research objectives. The significance of the study of the asymptotic properties of
solutions for fractional integro-differential equations is discussed in Section 1.6.
We highlight our main contributions in Section 1.7 and give an outline of the
remaining chapters in Section 1.8.
1.1 Fractional Calculus
Fractional calculus is the generalization of the classical Newtonian calculus to
arbitrary orders. It deals with the generalizations of differentiation and integration
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to any order, not necessarily integer. The fractional derivatives and integrals are
not local properties. Thereby they take into account the history of the system
and the nonlocal effects. So it seems that fractional calculus interprets the reality
of nature better.
The theory of fractional derivatives goes back to Leibniz’s notes, in which
the meaning of the derivative of order 1
2
is discussed. L’Hopital wrote a letter
to Leibniz dated 30th September 1695, asking what would be the result if the
order n = 1
2
in particular notation Leibniz has used for the nth derivative of a
function d
nf(x)
dxn
= Dnf (x), where n is a positive integer. Leibniz replied “It will
lead to a paradox. From this apparent paradox, one day useful consequences will
be drawn.” Indeed these few words announced the birth of fractional calculus.
Studies over the last three hundred years have proved Leibniz’s prediction. Later
the question turned out to be: Can n be any fractional, real or complex num-
ber? The answer of this question was affirmative but the name still fractional
order derivatives and it might be better to called them arbitrary order deriva-
tives. During the time, foundations of fractional calculus has been established by
many famous mathematicians, e.g. Grunwald, Liouville, Riemann, Euler, Abel,
Lagrange, Heaviside, Fourier etc. Many of them set original approaches, which
outlined in [1, 2].
In fractional calculus, the fractional derivatives are defined through fractional
integrals. Several different derivatives have been defined and studied: Grunwald-
Letnikov, Riemann-Liouville, Caputo, Hadamard and Erde´lyi–Kober are just a
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few to name [3, 4, 2]. A recent generalization of the Riemann-Liouville and
Hadamard fractional operators introduced by Katugampola in 2011 [5, 6]. In this
dissertation we consider only the most common derivatives, Riemann-Liouville
and Caputo which will be presented in Chapter 3. Some major contributions and
events in fractional calculus during the last fifty years are reported in [7, 8, 9, 10].
For three centuries the theory of fractional derivatives developed mainly as a
pure theoretical field of mathematics. Many books were written on the theories
and developments of fractional calculus [11, 12, 13, 3, 14, 15, 16, 4, 2, 17, 18, 19]. In
[3] and [2], Kilbas et al. and Samko et al., respectively, provided a comprehensive
study of the subject.
In the last few decades, the theory of fractional differential equations turned
out to be very attractive not only to mathematicians but also to physicists, en-
gineers, biologists, and economists. Numerous phenomena in various fields of
science and engineering can be described by fractional differential and integro-
differential equations. The differential and integro-differential equations of nonin-
teger orders describe many systems better than those of integer orders especially
while studying hereditary phenomena and systems with memory. A consider-
able interest in the theory and applications of fractional differential equations
is witnessed in [20, 21, 22, 3, 14, 23, 2, 24]. Some recent applications include
viscoelasticity [25, 26, 27, 28, 29], mechanics [30, 31, 32, 33, 34, 35], electro-
magnetic theory [36, 37], rheology [38, 39], polymer physics [40], control systems
[41, 42, 43, 44], bioengineering [45, 46], digital circuit synthesis [47], robots, nan-
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otechnology [48, 20, 49], and stochastic processes [50, 51, 52, 53, 54] and so many
others [55, 56, 57, 58, 22, 59, 60, 61, 62].
1.2 Long-time Behavior
Analyzing the asymptotic behavior of functions is a mathematical analytic tool
that describes limiting behavior. It is a main tool for studying the ordinary and
partial differential equations which arise in the mathematical models of real life
phenomena. Indeed, the asymptotic behavior analysis is used to determine the
asymptotic behavior of solutions to a differential equation without fully solving
it. The asymptotic behavior has many applications in different scientific fields. It
is used in applied mathematics to construct numerical methods to approximate
solutions. In the theoretical physics it is used to analyze the behavior of physical
systems when they are very large. In computer science, the asymptotic behavior
is used in analyzing the performance of algorithms when applied to very huge
input data sets.
Several aspects of the qualitative theory of differential equations and dynamical
systems deal with asymptotic properties of solutions. These properties are about
what happens with the system after a long period of time.
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1.3 Problem Statement
We consider the following class of nonlinear fractional integro-differential equa-
tions
(
Dµ0+x
)
(t) = f
(
t, (Dβ0+x)(t),
∫ t
0
k(t, s,
(
Dγ0+x
)
(s))ds
)
, t > 0, (1.1)
supplied with appropriate initial data. The derivatives Dµ0+ , D
β
0+ and D
γ
0+ repre-
sent either the Caputo or the Riemann-Liouville fractional derivatives of orders
µ, β and γ, respectively, where 0 ≤ β < µ and 0 ≤ γ < µ. The definitions of the
Caputo and the Riemann-Liouville fractional derivatives are given in Chapter 3,
Section 3.2.
1.4 Research Objectives
1. We study the asymptotic behavior of solutions for the nonlinear fractional
integro-differential equation (1.1) when the fractional derivative is of Caputo
type and Riemann-Liouville type and 1 < µ < 2. More precisely, we achieved
the following:
(a) Studying different types of the nonlinear function f and the kernel k.
In this regard, we considered the following cases:
- Cases of fractional and non-fractional source terms.
- Cases of convolution and non-convolution kernels.
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- Cases of bounded kernels.
- Case of singular kernel.
- Case of delay.
(b) Finding an appropriate underlying space.
(c) Making use of some known and ad-hoc inequalities.
(d) Determining sufficient conditions on the different nonlinearities.
(e) Illustrating our results as much as possible with examples.
2. Under some sufficient conditions, we prove some boundedness results for
solutions of (1.1) when the fractional derivative is of Caputo type and 0 <
µ < 1.
3. We study the power-type decay of solutions for the nonlinear fractional
integro-differential equation (1.1) when the fractional derivative is of Riemann-
Liouville type and 0 < µ < 1.
4. We discuss nonexistence of (nontrivial) global solutions for the initial value
problem formed by (1.1) subject to some appropriate initial conditions when
0 < µ < 1 and 1 < µ < 2. The function f in the right-hand side of (1.1)
satisfies
f
(
t, (Dβ0+x)(t),
∫ t
0
k(t, s,
(
Dγ0+x
)
(s))ds
)
≥ −σ(Dβ0+x)(t) +
∫ t
0
h(t− s) |x(s)|q ds,
6
for some nonnegative locally integrable function h, σ = 0, 1. We establish
some criteria under which there are no (nontrivial) global solutions. These
criteria are in the form of sufficient conditions on the kernel h, the orders,
the exponent q, and the initial conditions. In this regard, we
- find an appropriate underlying space,
- determine a suitable test function,
- find the weak formulation of the problem,
- set sufficient conditions on the different parameters,
- consider general forms of the kernel in the convolution term,
- discuss how the (integer or fractional) damping affects the range of non-
existence,
- illustrate our results with examples and special well-known equations.
1.5 Methodology
The main procedures and techniques we used to achieve our objectives include:
- Fractional calculus theory and tools to treat the terms involving fractional
integrals and derivatives.
- Considering the associated Volterra integral equations corresponding to (1.1).
- Using the properties of fractional derivatives to find appropriate underlying
spaces for the solutions based on specific equations or inequalities.
- Test function method to establish non-existence results.
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- Desingularization techniques to estimate the singular terms.
- Making use of some crucial estimations.
- Making use of some known or ad-hoc inequalities.
- Making use of generalized versions of Bihari-type inequalities and comparison
tests to obtain bounds.
- Selecting the appropriate initial conditions based on the fractional derivative
type.
- Making use of asymptotic theories to analyze the long run behavior of the
solutions.
1.6 Significance of Study
From both the theoretical point of view and the application point of view, it
is of great importance to have an idea about the behavior of solutions for large
values of the time variable. The significance of studying the asymptotic properties
for solutions of differential and integral equations is well recognized especially
when these equations cannot be solved explicitly. The study of asymptotically
linear solutions to linear and nonlinear ordinary differential equations is important
in many fields like fluid mechanics, differential geometry, bidimensional gravity,
Jacobi fields, etc. see e.g. [63].
The existence of asymptotically linear solutions is related to many analytic
properties like existence of bounded, monotonic, non-oscillatory, square integrable
solutions and eventually positive (negative) solutions. As a consequence, the topic
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of long-time behavior of solutions for ordinary differential equations attracted
many researchers, e.g. see [64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78,
79, 80, 81, 82, 83].
The study of the asymptotic behavior of the solutions is not well-developed
in the theory of fractional differential equations and fractional integro-differential
equations. Indeed, we can find only very few papers [84, 85, 86, 87, 88, 89, 90, 91,
92, 93] in the literature dealing with special kinds of problems.
It is known from the definitions of fractional derivatives that they use in some-
way all the history of the state through a convolution with a singular kernel.
Moreover, in the case of fractional integro-differential equations, the source term
may involve additional singularities in the kernel. Because of all these issues, it is
difficult to apply the existing approaches and methods in the literature for integer
order to the noninteger.
As is well known, studying nonexistence of solutions for differential equations
is as important as studying the existence of solutions. The sufficient conditions of
nonexistence of solutions provide necessary conditions for existence of solutions.
Investigating the nonexistence of solutions for differential equations provide very
important and necessary information on limiting behaviors of many physical sys-
tems. It is also interesting to know what could happen to these solutions such
as blowing up in finite time or at infinity. In industry, knowing the blow up in
finite time can prevent accidents and malfunction. It helps also improving the
performance of machines and extending their life-span.
9
1.7 Main Contribution
We establish useful results for analyzing the long-time behavior of many history
dependent systems. Reasonable sufficient conditions ensuring that no (nontriv-
ial) solutions can exist for all time, are determined. Some nonexistence criteria
when the fractional derivatives are of Caputo type or Riemann-Liouville type are
found. We generalize and extend the relevant existing results for integer orders
and provide new benchmarking and study cases to the community of computing
and analysis.
To the best of our knowledge, there are no similar investigations on the long-
time behavior and nonexistence of solutions for fractional integro-differential equa-
tions and inequalities of type (1.1). The situation is different from the integer
order. The few works on nonexistence of solutions, we aware of, are concerned
with a polynomial type source. This is of course a special case corresponding to
the Dirac delta function as kernel in our proposed nonlocal problem.
Our results could be used to analyze the long-time behavior of solutions for
the nonlinear fractional integro-differential problems which have no explicit so-
lutions. Such problems arise in many areas such as: optimal control, dynamic
systems, mechanical structures, viscoelasticity. In the area of mathematical anal-
ysis, our results will extend the results for integer order problems to fractional
order problems.
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1.8 Dissertation Outline
This dissertation consists of seven chapters, including the current introduction
chapter which introduces the research work, provides motivation and significance
of study, states the problem, the research objectives, the research approach, and
our main contribution.
Chapter 2 contains a review of previous works concerning existence, asymptotic
behavior, long-time behavior, blow-up and nonexistence of solutions for differential
and integro-differential equations of integer and noninteger orders.
In Chapter 3 we present the used notations, underlying function spaces, back-
ground material and some preliminary results. It contains, in particular, the
definitions and basic properties of the fractional integrals and derivatives used in
this dissertation. Some useful lemmas and inequalities that will be used later in
our proofs are listed there.
The asymptotic behavior of solutions is studied in detail in Chapter 4. In this
chapter, we consider the initial value problem formed by the nonlinear fractional
integro-differential equation (1.1) of order 1 < µ < 2 subject to some appropri-
ate initial conditions. Several sufficient conditions related to different cases of
nonlinearities are handled.
Chapter 5 is concerned with the long-time behavior of solutions when 0 < µ <
1. The boundedness of solutions is investigated when the fractional derivative is
of Caputo type. For the Riemann-Liouville fractional derivative, the power-type
decay is discussed in this chapter.
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In Chapter 6 the problem of nonexistence of nontrivial global solutions is tack-
led in a weighted space of continuous functions by the method of test functions.
Different nonexistence criteria are established in the form of sufficient conditions
on the kernel, the derivative, the orders, the exponent, and the initial conditions.
Conclusions and possible directions for future works are briefly discussed in the
last chapter, Chapter 7.
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CHAPTER 2
LITERATURE REVIEW
This chapter is devoted to a review of the literature. We review works concern-
ing existence, nonexistence, blow-up, decay and asymptotic behavior of solutions
of some differential and integro-differential equations of integer and noninteger
orders. Section 2.1 contains results on existence of solutions for some classes of
fractional integro-differential equations. In Section 2.2, we survey recent results
on the long-time behavior of solutions for several classes of differential, integro-
differential, fractional and fractional integro-differential equations. Section 2.3 is
devoted to some nonexistence and blow-up results existing in the literature.
2.1 Existence Results for Fractional Integrodif-
ferential Equations
There is a great volume of literature on existence of solutions for various classes
of fractional differential and integro-differential equations, (e.g. see [94, 95, 96,
13
97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113]).
Agarwal, et al. surveyed in [94] many of these existence results. They focused
on initial and boundary value problems for fractional differential equations with
Caputo fractional derivatives of orders between 0 and 1 and between 1 and 2.
Furati and Tatar considered in [103], the Cauchy-type fractional differential
problem 
(
Dα0+x
)
(t) = f(t, x(t)) +
∫ t
0
k(t, s, x(s))ds, t > 0,
lim
t→0+
t1−αx(0+) = b, b ∈ R,
(2.1)
where Dα0+ is the Riemann-Liouville fractional derivative of order α, 0 < α < 1.
They used the Schauder fixed point theorem to prove a local existence result in the
C1−α [0,∞) (see Definition 3.6 in Section 3.1) for some classes of the nonlinearities
f and k involving some power functions on t, s and x. The case of k ≡ 0 has been
studied by Delbosco and Rodino [114], Kilbas et al. [115], and many others.
In their paper [108], Kirane, Medved, and Tatar, considered the second-order
semilinear Volterra integro-differential problem

x′′(t) = Ax (t) + f (t) +
∫ t
a
g
(
t, s, x(s),
(
Dβ10+x
)
(s), ...,
(
Dβn0+x
)
(s)
)
ds, t > 0,
x(0) = x0, x
′(0) = x1, x0, x1 ∈ X,
where the fractional derivatives Dβi0+ , 0 < βi ≤ 1, i = 1, ..., n, are of Riemann-
Liouville or Caputo type. Here A is an operator that generates a strongly con-
tinuous cosine family of bounded linear operators in the Banach space X. The
nonlinear function f : R+ = [0,∞) → X is assumed to be continuously differen-
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tiable and the nonlinear function g : R+ × R+ × X × ... × X → X is assumed
to be continuous, continuously differentiable with respect to its first variable and
Lipschitz continuous with respect to the other variables.
They proved existence and uniqueness of the solutions in the space of contin-
uously differentiable functions in case of Caputo fractional derivatives. When the
fractional derivatives Dβi0+ are of Riemann-Liouville type, they also required the
continuity of these derivatives.
In 2012, Trujillo et al. [98] established the existence and uniqueness of solutions
for the nonlinear fractional integro-differential problem

(
CDαa+x
)
(t) = f
(
t,
(
CDβa+x
)
(t),
∫ t
a
g (t, s, x(s)) ds
)
, t ∈ (a, b],
x(k)(a) = ck, k = 0, 1, ...,m− 1,
where CDαa+ is the Caputo fractional derivative of order α, m − 1 < α < m,
n−1 < β < n, β < α , m,n ∈ N, f : [a, b]×R×R→ R and g : [a, b]×[a, b]×R→ R
are continuous functions.
They showed that this problem has a unique solution x ∈ Cm−1 [a, b] with
CDαa+x ∈ C [a, b]. Their main tool is the fixed point theorem for nonself mappings.
First, using a suitable substitution, they constructed an equivalent fractional inte-
gral equation. Then, used some fractional integral inequalities and the nonlinear
alternative Leray-Schauder type to achieve their existence result. Moreover, under
an additional condition, the uniqueness of solution was established by using the
Banach contraction principle.
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2.2 Asymptotic Behavior Results
The long-time behavior of solutions of differential equations attracted many re-
searchers. In many cases, the main idea is to establish sufficient reasonable con-
ditions ensuring comparison or similarity with the long-time behavior of solutions
of simpler differential equations. This section is divided into three subsections. In
the first subsection we present some results in the literature concerning the asymp-
totic behavior of solutions for different forms of integer order differential equations.
Subsection 2.1.2 contains similar results for fractional differential equations. The
few available works on the long-time behavior of solutions for some fractional
integro-differential equations are indicated in Subsection 2.1.3.
2.2.1 Asymptotic Behavior of Solutions for Differential
Equations of Integer Order
The asymptotic behavior of solutions for ordinary second order differential equa-
tions has been studied by many authors, e. g. Bihari [65], Cohen [66], Constantin
[67], Tong [116], Trench [117], Naito [118], Kusano, et al. [72, 71], Rogovchenko
[119], Rogovchenko, et al. [120], Philos [121], Philos, et al. [122] and [123], Pinto
[124], Pachpatte [125], Coppel [68], Agarwal, et al. [64], Mustafa [78, 79], Mustafa,
et al. [93, 80, 81, 82, 83].
In 1957, using his generalization of Bellman Lemma, Bihari [65] studied the
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second order nonlinear differential equation
x′′(t) + f(t)g(x(t)) = 0, t ≥ 1,
and showed that lim
t→∞
x′ (t) exists, provided that f : [1,∞) → R, g : R → R are
continuous functions satisfying
∫ ∞
1
t |f(t)| dt <∞ and |g(y)|
t
≤ h
( |y|
t
)
for all y, t ≥ 1,
where h : [0,∞) → [0,∞) is nondecreasing, continuous function with h(0) = 0,
h(y) > 0 for all y > 0 and
∫∞
0
t
h(t)
dt =∞.
Cohen [66] proved in 1976 that the nonlinear differential equation
x′′ (t) = f(t, x (t)), t ≥ 1, (2.2)
has a solution asymptotic to a+ bt at infinity, where a, b are real constants, b 6= 0.
The function f in (2.2) is assumed to satisfy the following conditions:
1. f (t, x) is continuous in D = {(t, x) : t ≥ 1, x ∈ R},
2. ∂f
∂x
exists and satisfies ∂f(t,x)
∂x
> 0 on D,
3. |f (t, x)| ≤ ∂f(t,0)
∂x
|x (t)| on D,
4.
∫∞
1
t∂f(t,0)
∂x
dt <∞.
The asymptotic behavior of solutions for (2.2) has been the subject of intensive
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research and studied under different conditions by many other authors see e.g.
Tong [116] (1982), Kusano and Trench [72], [71] (1985), Rogovchenko [119] (1998),
Constantin [126] (2005), Mustafa and Rogovchenko [80] and [81] (2006).
In 1985, Kusano and Trench [71] established some conditions ensuring that the
solutions of the nonlinear differential equation
x(n) + f(t, x) = 0, t ≥ t0 ≥ 0, (E)
exist on [t0,∞) and have the asymptotic behavior
lim
t→∞
t−kx(t) = c 6= 0.
These conditions are explicitly given in the following theorem:
Theorem Suppose that f is continuous and satisfies an inequality of the form
|f(t, x)| ≤ φ(t)F (x) for (t, x) ∈ [t0,∞)× (0,∞), t0 ≥ 0,
where φ : [t0,∞) → [0,∞) and F : (0,∞) → [0,∞) are continuous, F (1) = 1
and
1
(n− k − 1)!
∫ ∞
t0
tn−k−1φ(t)F (tk)dt = M <∞, k ∈ {0, 1, ..., n− 1}.
Suppose also that F satisfies one of the following conditions:
(C 1) F is non-decreasing and lim
t→0+
F (x)/x = 0,
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(C 2) F is non-decreasing and lim
t→∞
F (x)/x = 0,
(C 3) F is non-increasing.
In addition, if F (xz) ≤ F (x)F (z) for x, z > 0, θ and c are positive constants
with 0 < θ < 1, the equation (E) has a solution x0 on [t0,∞) which belongs to
X :=
{
x ∈ C[t0,∞) :
∣∣x(t)− ctk∣∣ ≤ cθtk, t ≥ t0, 1 ≤ k ≤ n− 1} ,
and satisfies lim
t→∞
t−kx0(t) = c 6= 0, provided c is sufficiently small if (C 1) holds,
or sufficiently large if (C 2) or (C 3) holds.
In 2004, Philos, et al. [122], studied solutions that behave asymptotically at
infinity like polynomials of degree at most n−1 for the nth order (n > 1) nonlinear
ordinary differential equation
x(n)(t) = f(t, x(t)), t ≥ t0 > 0, (E1)
where f is a continuous real-valued function on [t0,∞)× R. Their main result is
formulated in the following theorem:
Theorem Let m be an integer with 1 ≤ m ≤ n− 1, and assume that
|f(t, z)| ≤ p(t)g
( |z|
tm
)
+ q(t) for all (t, z) ∈ [t0,∞)× R,
where p and q are nonnegative continuous real-valued functions on [t0,∞) such
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that ∫ ∞
t0
tn−1p(t)dt <∞,
∫ ∞
t0
tn−1p(t)dt <∞,
and g is a nonnegative continuous real-valued function on [0,∞) which is not
identically zero. Let a0, a1, ..., am be real numbers and T ≥ t0, and assume that
there exists a positive constant C so that
[∫ ∞
T
(s− T )n−1
(n− 1)! p(s)ds
]
sup
{
g(z) : 0 ≤ z ≤ C
Tm
+
m∑
i=0
|ai|
Tm−i
}
+
∫ ∞
T
(s− T )n−1
(n− 1)! q(s)ds ≤ C.
Then, the differential equation (E 1) has a solution x on the interval [T,∞), which
is asymptotic to the polynomial a0 + a1t+···+amtm for t→∞, i.e.
x(t) = a0 + a1t+ ··· + amtm + o(1).
The asymptotic behavior of solutions for the problem

x′′ (t) = f(t, x (t) , x′ (t)), t > 1,
x (1) = c1, x
′ (1) = c2, c1, c2 ∈ R,
(2.3)
has been studied by Dannan [69] in 1985. He proved that any solution x of (2.3)
is asymptotic to a+ bt+ o (t) as t→∞, under the following conditions:
1. the function f(t, u, v) is continuous on D = {(t, u, v) : t > 1, u, v ∈ R},
2. |f(t, u, v)| ≤ φ (t) g
(
|u|
t
)
+ ψ (t) |v| for (t, u, v) ∈ D, where φ (t) and ψ (t)
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are nonnegative continuous functions on [1,∞),
3. g(u) is a nonnegative, continuous, nondecreasing function on [0,∞), and
satisfies
|g (αu)| ≤ φ1 (α) g (u) ,
for α ≥ 1, u ≥ 0, where φ1 (α) > 0 is continuous for α > 1,
4.
∫∞
1
ψ (t) dt = θ1 < ∞,
∫∞
1
φ (t) dt = θ2 < ∞ and there exists M ≥ 1 such
that
Ψ (t)
∫ ∞
1
φ (s)
φ1 (MΨ (s))
Ψ2 (s)
ds ≤M
∫ ∞
1
ds
g (s)
,
where Ψ (t) = exp
[∫ t
1
ψ (s) ds
]
, such that |c1|+ |c2| ≤M and
lim
t→∞
∫ t
1
f (s, x (s) , x′ (s)) ds
always exists.
The problem (2.3) also has been studied by Constantin [67] (1993), Rogovchenko
[119] (1998), Rogovchenko [120] (2000), Lipovan [127] (2003), Mustafa and Ro-
govchenko [83] (2002), [82] (2004) and others.
Levin [73] in 1963 considered the equation
x′(t) = −
∫ t
0
h(t− s)g(x(s))ds, t > 0,
and proved that if h ≥ 0, h′ ≤ 0, h′′ ≥ 0, h′′′ ≤ 0, xg(x) > 0 for x 6= 0, and
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∫ ±∞
0
g(ξ)dξ =∞, then x→ 0, x′ → 0, x′′ → 0 as t→∞.
Halanay in [70] studied the same equation and obtained the same results of
Levin but using less restrictive conditions on h, namely h(t) − 0e−λt defines a
positive kernel (t ≥ 0), h′ ∈ L1, and lim
t→∞
h(t) exists.
The global existence and uniqueness for the problem
x′(t) = f
(
t, x(t),
∫ t
0
h(t, s)x(s)ds
)
,
under a generalized Lipschitz-type condition on f and for a continuous kernel
h(t, s) on ∆ = {(t, s) : 0 ≤ s ≤ t < T ≤ ∞} is proved in [128]. Well-posedness
for a similar problem has been proved in [129] using Darbo’s fixed point theorem
for a smooth kernel and under some growth condition on the nonlinearity. When
the kernel is summable over (0,∞) and its L1-norm is small enough, the global
existence of solution is established (see [129]).
In 2013, Cheng and Ding [130] investigated the asymptotic behavior of solu-
tions to the linear Volterra integro-differential system
x′i(t) = ai(t) + bi(t)xi(t) +
n∑
j=1
∫ t
0
Kij(t, s)xj(s)ds,
where t ∈ R+, i = 1, 2, ..., n. They proved that there exists a solution x =
(x1, x2, ..., xn)
T : R+ → Rn for this system such that x(t) is asymptotic to (ci +
Ai(t))βi(t), t→∞, i = 1, 2, ..., n, with c = (c1, c2, ..., cn)T ∈ Rn and ci +Ai(t) ≥ 0
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provided that
0 < lim
t→∞
inf βi(t) ≤ lim
t→∞
sup βi(t) <∞, lim
t→∞
inf (ci + Ai(t)) > 0,
where ai, bi : R+ → R and Kij : R+×R+ → R, i, j = 1, 2, ..., n are all continuous
functions,
Ai(t) =
∫ t
0
ai(s)
βi(s)
ds, βi(t) = exp
(∫ t
0
bi(s)ds
)
, t ∈ R+,
Ai := sup
t∈R+
|Ai(t)| <∞, and 0 ≤
n∑
j=1
∫ ∞
0
(∫ t
0
∣∣∣∣Kij(t, s)βj(s)βi(s)
∣∣∣∣ ds) dt < 1.
2.2.2 Asymptotic Behavior of Solutions for Fractional Dif-
ferential Equations
Recently, few papers discussed the issue of asymptotic behavior for some types of
fractional differential equations, see [93, 84, 85, 86, 131, 88, 90, 91].
In [93], Ba˘leanu and Mustafa proved that the solution of the nonlinear frac-
tional differential problem

(
Dα0+ (x− x0)
)
(t) = f (t, x (t)) , 0 < α < 1, t > 0,
x (0+) = x0, x0 ∈ R,
(2.4)
is asymptotic to o (taα) as t→∞, 0 < 1− a < α. They assumed that
|f (t, x)| ≤ h (t) g
( |x|
(t+ 1)α
)
,
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and
t(q3/q1)[1−q1(1−α)]
{∫ t
0
[h (s)]q2 ds
}q3/q2
≤M (t+ 1)α , t ≥ 0,
for some sufficiently large constant M, q1, q2, q3 > 1, a ∈ (0, 1) , g : [0,∞)→ [0,∞)
is continuous, nondecreasing function and the function h : [0,∞) → [0,∞) is
continuous with
t(q3/q1)[1−q1(1−α)] ‖h‖q3Lq2 (0,t) = O (tα) when t→∞.
In 2010, Ba˘leanu et al. discussed in [86] the long-time behavior of solutions to
some linear fractional differential equations of order greater than one. They proved
that the problem

(
Dα0+x
)′
(t) = h(t)x(t), 0 < α < 1, t > 0,
lim
t→0+
(t1−αx(t)) = c0, c0 ∈ R,
where Dα0+ is the Riemann-Liouville fractional derivative of order α, has a solution
x ∈ C ((0,∞),R) such that
lim
t→∞
(
t1−αx(t)
)
= c1, c1 ∈ R,
and it has the asymptotic expansion
x(t) = (c0 +O(1)) t
α−1 +
(
c1
Γ(α + 1)
+ o(1)
)
tα when t→∞,
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provided that the functional coefficient h(t) satisfies the conditions: h : (0,∞)→
R is continuous such that for some T > 0,
∫ ∞
T
sα+1 |h(s)| ds <∞,
and
max{1, T}
∫ T
0+
|h(s)|
s1−α
ds+
∫ ∞
T
sα |h(s)| ds < Γ(α + 1).
Also, the authors in [84] established under the condition
|f(t, x)| ≤ φ
(
t,
|x|
(1 + t)α
)
, t ≥ 0, x ∈ R,
(f : [0,∞) × R → R is continuous and φ : [0,∞) × [0,∞) → [0,∞) is continu-
ous function and it is assumed nondecreasing in the second argument), that the
solution of the nonlinear fractional differential equation
(Dα0+x
′) (t) + f(t, x) = 0, 0 < α < 1, t > 0,
can be expressed asymptotically as c1 + c2t
α +O(tα−1) when t→∞ , c1, c2 ∈ R.
In [90] and [91], Medved studied the problem of asymptotic integration of
nonlinear higher order fractional differential equations of Caputo type.
In 2012, Medved [91] studied the behavior of solutions for the fractional dif-
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ferential problem

(
CDαa+x
)
(t) = f (t, x (t)) , t ≥ a > 1, 1 < α < 2,
x (a) = c0, x
′ (a) = c2.
(2.5)
He showed that problem (2.5) has a solution asymptotic to b + ct as t → ∞, for
some b, c ∈ R, provided that
1. f(t, u) is continuous in D = {(t, u) : t ∈ [0,∞), v ∈ R},
2. There are continuous nonnegative functions h : R+ → R+, g : R+ → R+
and g is nondecreasing with γ > 0 and p(γ − 1) + 1 > 0 such that
|f (t, u)| ≤ tγ−1h (t) g
( |u|
t
)
, t > 0, (t, u) ∈ D,
where p > 1, p (α− 2) + 1 > 0, q = p
p−1 , γ = 3− α + 1p ,
∫ ∞
a
hq (s) ds <∞ and
∫ ∞
a
sq−1
gq (s)
ds =∞.
The fractional differential equation of Caputo type
(
CDα+1a+ x
)
(t) = f(t, x(t), x′(t)), a ≥ 1 , 0 < α < 1,
has been studied in [91] with analogous conditions to the above ones. It has been
proved also that all solutions of this equation are asymptotic to c1t+c2, c1, c2 ∈ R.
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In [90], Medved also showed that all solutions of the initial value problem

(
CDα+1a+ x
)
(t) = f(t, x(t)), t ≥ a > 1, 0 < α < 1,
x(a) = c1, x
′(a) = c2,
where CDα+1a+ is the Caputo fractional derivative of order α+ 1, are asymptotic to
a line for large values of t, provided that the following conditions hold:
1. f(t, u) is continuous in Λ = {(t, u) : t ∈ [0,∞), v ∈ R}.
2. There are continuous nonnegative function h : R+ → R+, continuous non-
negative nondecreasing function g : R+ → R+, and real numbers λ > 0,
p > 1 q = p
p−1 with p(λ− 1) + 1 > 0, λ = 2− α− 1p such that
|f(t, x)| ≤ tλ−1h(t)g
( |x|
t
)
, t > 0, (t, x) ∈ Λ,
∫ ∞
a
hq(s)ds <∞ and
∫ ∞
a
tq−1dt
gq(t)
=∞.
In 2015, Medved and Posp´ıˇssil considered in the paper [92] a more general case
when the right-hand side depends on Caputo fractional derivatives of the solution.
They proved that there exists a constant b ∈ R such that any global solution of
the initial value problem

(
CDαa+x
)
(t) = f
(
t, x (t) , x′ (t) , ..., x(n−1) (t) ,
(
CDα1a+x
)
(t) , ...,
(
CDαma+ x
)
(t)
)
,
x(i) (a) = ci, i = 0, 1, ..., n− 1, n ∈ N,
where t ≥ a and n− 1 < αj < α < n, j = 1, 2, ...,m,m ∈ N, is asymptotic to btr
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with r = max {n− 1, αm}.
2.2.3 Asymptotic Behavior of Solutions for Fractional Integro-
differential Equations
In 2004, Momani, et al. [132] discussed the Lyapunov stability and asymptotic
stability conditions for the solutions of the fractional integro-differential equations
(Dαa+x) (t) = f(t, x(t)) +
∫ t
a
k(t, s, x(s))ds, 0 < α ≤ 1, t ≥ a, (E2)
with the initial condition
(
I1−αa+ x
)
(a+) = c0 ∈ R. The assumptions
|f(t, x(t))| ≤ γ(t) |x| ,
∫ t
s
k(σ, s, x(s))dσ ≤ δ(t) |x| , s ∈ [a, t],
where γ(t) and δ(t) are continuous nonnegative functions and
sup
∫ t
a
(t− s)α−1[γ(s) + δ(s)]ds <∞,
were imposed. The authors proved that every solution x(t) of (E2) satisfies
|x(t)| ≤ |c0|
Γ(α)
(t− a)α−1 exp
{
1
Γ(α)
∫ t
a
(t− s)α−1[γ(s) + δ(s)]ds
}
<∞,
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and if ∫ t
a
(t− s)α−1[γ(s) + δ(s)]ds = O ((t− a)α−1) ,
then |x(t)| ≤ C0(t− a)α−1 where C0 is a positive constant, and hence the solution
of (E2) is asymptotically stable.
Furati and Tatar [104] considered the equation (E2) subject to the initial con-
dition
lim
t→a+
(
t1−αx(t)
)
= b, b ∈ R, 0 < α < 1, a = 0,
and showed that solutions decay polynomially for some nonlinear functions f and
k. When k ≡ 0, they proved in [131] that solutions of the problem exist globally
and decay as a power function in the space Cα1−α [0,∞) defined in (4.65), see
Section 4.5. In 2007, the same authors considered in [88] the equation (E2) and
found bounds for solutions on infinite time intervals and also provided sufficient
conditions assuring decay of power type for the solutions.
In 2014, Brestovanska and Medved studied in [87] the initial-value problem

x′′ (t) + f (t, x (t) , x′ (t)) +
m∑
i=1
hi (t)
∫ t
0
(t− s)αi−1 gi (τ, x (τ) , x′ (τ)) dτ = 0,
x (1) = c1, x
′ (1) = c2, c1, c2 ∈ R,
where 0 < αi < 1, i = 1, 2, ...,m, m ∈ N and t > 0. Sufficient conditions for all
solutions of the above problem to be asymptotic at infinity to a line are found.
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2.3 Nonexistence Results
2.3.1 Nonexistence Results for Differential and Integrod-
ifferential Equations of Integer Order
There are many results in the literature regarding the nonexistence of solutions
and blow up of solutions for differential, integral and integro-differential equations
of integer orders (ordinary or partial), see e.g. [133, 134, 135, 136, 137, 138, 139,
140, 141, 142, 143, 144, 145, 146, 147].
For the nonlinear integral equations especially Volterra integral equations, we
refer the reader to [148, 149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160,
161, 162, 163, 164] and the references therein. A comprehensive bibliography can
be found in [165]. Some recent results on blow-up solutions for nonlinear Volterra
integral equations of the second kind are surveyed in [159].
It is well-known that the Bernoulli differential equation
x′(t) + x(t) = xq(t), t > 0, q > 1, (2.6)
has the solution
x(t) =
((
x1−q0 − 1
)
e(q−1)t + 1
) 1
1−q , x0 = x(0),
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which blows up in finite time
Tb =
1
1− q ln
(
1− x1−q0
)
if and only if the initial data x0 > 1, (see e.g. [165]).
The nonlinear second-order ordinary differential equation
x
′′
(t) = xq(t), (2.7)
subject to
x(0) = x0, x
′(0) = x1,
has the solution
x (t) =
(
1− q
2
√
2
q + 1
t+ x
1−q
2
0
) 2
1−q
, (2.8)
when x1 =
√
2
q+1
xq+10 , x0 > 0, and this solution blows up in finite time
Tb =
2
q − 1
√
q + 1
2
x
1−q
2
0 . (2.9)
The nonlinear Volterra integro-differential equation
x′(t) = −c+
∫ t
0
xq(s)ds, t > 0, q > 1, (2.10)
can be transformed by differentiation into (2.7).
When c =
√
2
q+1
xq+10 , x0 > 0, the solution of (2.10) is given by (2.8)and it
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blows up in the finite time (2.9).
Agarwal et al., showed in [133] that the integro-differential inequalities
(−1)2n x(2n)(t) ≥
∫ t
0
k (t− s, x (s)) ds, t ≥ 0, n = 0, 1, 2, ...,
have no positive solutions on [0,∞) for n = 0 and no bounded positive solutions
on [0,∞) for n ≥ 1 if the inequalities
−µ2n +
∫ ∞
0
eµsh (s) ds > 0, for all µ > 0, n = 0, 1, 2, ...,
hold, where k : C [0,∞) × (0,∞) → [0,∞) and h : C [0,∞) → [0,∞) satisfy the
following:
1. k : C [0,∞)× (0,∞)→ [0,∞) such that k (t, u) 6= 0 on J × (0,∞) for some
subinterval J of [0, T ] , T > 0.
2. h : C [0,∞)→ [0,∞) is not identically zero on [0, T ].
3. There exists a positive constant T1 such that
k(t,u)
u
≥ h (t) for (t, u) ∈ [0, T )×
(0, T1).
In [151], Ma lolepszy and Okrasin´ski, considered the nonlinear Volterra integral
equation
x(t) =
∫ t
0
k (t− s) f (x (s)) ds, t ≥ 0, (2.11)
where the function f : [0,∞) → [0,∞) is continuous, strictly increasing and
f(0) = 0. The kernel k : (0,∞) → [0,∞) is positive and locally integrable such
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that lim
t→∞
K(t) :=
∫ t
0
k(s)ds = ∞. They proved that solutions of (2.11) blow up
if g is a strictly increasing, positive and continuous function with g(t) < f(t) for
t ∈ (c,∞), g(c) = f(c), lim
t→∞
t
g(t)
= 0 and the series
∞∑
m=0
K−1
(
(g−1 ◦ f)m (t)
g ((g−1 ◦ f)m (t))
)
converges for some point t ∈ (c,∞). The solution x of (2.11), they considered, is
assumed to be continuous with x (0) = 0 and x > 0 in (0, T ).
When the function
f (t) =

f1 (t) , 0 ≤ t < a,
ptq, t ≥ a,
, p > 0, q > 1,
is positive, absolutely continuous and strictly increasing such that f(0) = 0 and
lim
t→0+
t
f(t)
= 0, the same authors found in [150] that the convergence of the integral
∫ t
0
K−1 (τ)
τ ln τ
dτ, (2.12)
for any t ∈ (0, 1) is a necessary and sufficient condition for existence of blow-up
solutions to equation (2.11).
Based on the above results and other related results from [156, 157], the authors
also established in 2010 lower and upper estimates of the blow-up time for solutions
of (2.11), (see [149]).
In 2012, Ma lolepszy and Niedziela, showed that every nontrivial solution of
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equation (2.11) with f given by
f (t) =

tq1 , 0 ≤ t < 1, 0 < q1 < 1,
tq2 , t ≥ 1, q2 > 1,
blows up in finite time. They relaxed the condition lim
t→∞
K(t) =∞ to lim
t→∞
K(t) > 1
and the integral (2.12) to converge only for a sufficiently small t. By a nontrivial
solution, they mean a continuous function x defined on [0, T ) such that x(0) = 0
and x(t) > 0 for all t ∈ (0, T ), where [0, T ) is the maximal interval of existence
and 0 < T ≤ ∞.
Mydlarczyk proved in [152] that the positive continuous solution of
x(t) =
∫ t
0
(t− s)α−1f1 (s) f2 (x (s) + f3 (s)) ds, t, α > 0,
blows up if and only if
∫ ∞
ν
(
s
f2 (s)
) 1
α ds
s
<∞, for any ν > 0,
where fi, (i = 1, 2, 3) are nondecreasing and continuous for t 6= 0, fi(t) = 0 for
t ≤ 0 and fi(t) > 0 for t > 0. For f3 ≡ 0, he gave the following implicit form for
lower and upper bounds on the blow-up time Tb,
α
∫ Tb
0
f
1
α
1 (s) ds ≤
∫ ∞
0
(
s
f2 (s)
) 1
α ds
s
≤ (α + 1)Tbf
1
α
1 (Tb) , 0 < α ≤ 1,
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α
(
2
1
α − 1
)
2
1
α
∫ Tb
2
0
f
1
α
1 (s) ds ≤
∫ ∞
0
(
s
f2 (s)
) 1
α ds
s
≤ α
∫ Tb
0
f
1
α
1 (s) ds, α > 1.
He also studied the asymptotic growth of the blowing up solution near the blow-up
time Tb and showed that there exist constants a1, a2 > 0 such that
1
3
F−1 (a1 (Tb − t)) ≤ x (t) ≤ F−1 (a2 (Tb − t)) , t→ T−b ,
where F−1 is the inverse function of
F (ν) =
∫ ∞
ν
(
s
f2 (s)
) 1
α ds
s
.
In 2011, Ma showed in [141] that the solution of the nonlinear VIDE
x′(t) + x(t) =
∫ t
0
k(t− s)f (x (s)) ds, t > 0, (2.13)
blows up in finite time if and only if for some β > 0,
∫ ∞
ν
(
s
f (s)
) 1
β ds
s
<∞, for any ν > 0, (2.14)
where k(t) is a positive and locally integrable function with lim
t→∞
∫ t
0
k(s)ds = ∞.
The function f(t) is assumed to be continuous, nonnegative and nondecreasing
for t > 0, f ≡ 0 for t ≤ 0, and lim
t→∞
f(t)
t
= ∞. Clearly, if f(x (s)) = |x(s)|q in the
equation (2.13) , the condition (2.14) simply means that q > 1.
Brunner and Yang (2012) considered in [148] the blow-up behavior of the
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Hammerstein-Volterra integral equation
x(t) = g (t) +
∫ t
0
k(t− s)f (s, x (s)) ds, t > 0, (2.15)
where
(i) f : R+ × R+ → R+ is continuous function with f(t, 0) ≡ 0 and
f(t1, x1) < f(t2, x2) for (0, 0) < (t1, x1) ≤ (t2, x2) and x1 6= x2,
(ii) lim
u→∞
f(0,u)
u
=∞,
(iii) g(t) is a positive, nondecreasing, continuous function,
(iv) the kernel k (t) = tβ−1h (t) , β > 0, h (t) ≥ 0 is bounded in any finite interval
and inf
t∈[0,σ]
h (t) > 0 for some σ > 0.
They proved, under the conditions (i)-(iv), that the solution of (2.15) blows
up in finite time if and only if there exists t1 such that
g (t1) + min
u∈[0,∞)
[∫ t1
0
k(t1 − s)f (s, u) ds− u
]
> 0,
∫ ∞
ν
(
s
f (t1, s)
) 1
β ds
s
<∞ for all ν > 0.
In 2013, the same authors generalized this result to the delayed Hammerstein-
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Volterra integral equation (see [164])
x(t) = g (t) +
∫ t
φ(t)
k(t− s)f (s, x (s)) ds, t ≥ t0,
where the delay function φ (t) is continuous with t0 − τ ≤ φ (t) < t for all t ∈
(t0,∞) and τ ≥ 0. Also, x(t) = ψ (t), t0 − τ ≤ t < t0 is an initial given function.
2.3.2 Nonexistence Results for Fractional Differential and
Integro-differential Equations
For the fractional integro-differential case we cannot find much. The few works we
are aware of are concerned with a polynomial source. This is of course a special
case corresponding to the Dirac delta function in our case.
In the last two decades the nonexistence of local and global solutions and
blowing-up solutions are investigated for ordinary and partial fractional differen-
tial equations, we refer to [166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176,
177, 178, 179, 180, 181, 182, 183] and the references therein.
In 2010, Laskri and Tatar investigated nonexistence of global solutions for the
Cauchy problem

(
Dα0+x
)
(t) ≥ tβ |x(t)|q , t > 0, 0 < α < 1, q > 1,(
Dα−10+ x
)
(0+) = x0, x0 ∈ R,
(2.16)
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in the space
Lα (0, b) =
{
x ∈ L1 (0, b) , Dα0+x ∈ L1 (0, b)
}
, α, b > 0.
They found that problem (2.16) does not admit nontrivial global Lα solutions
when β > −α, 1 < q ≤ β+1
1−α and x0 ≥ 0. They also showed that the exponent β+11−α
is critical (see [180]).
In 2013, Furati, Kassim and Tatar considered in [168] the problem

(
Dα,β0+ x
)
(t) ≥ tγ |x(t)|q , t > 0, q > 1, γ ∈ R,(
Dλ−10+ x
)
(0+) = x0 > 0, λ = α + β − αβ,
(2.17)
where
Dα,β0+ := I
β(1−α)
0+
d
dt
I1−λ0+ , 0 < α < 1, 0 ≤ β ≤ 1,
and Iρ0+ is the Riemann-Liouville fractional integral of order ρ > 0. Using the test
function method introduced in [184], they proved that when γ > −α, 1 < q < 1+γ
1−α
and x0 > 0, the problem (2.17) has no global nontrivial solution in the weighted
space of continuous functions Cλ1−λ [0, b]. Furati and Kirane showed in [167] that
the fractional differential equation
x′(t) +
(
CDα0+x
)
(t) = |x(t)|q , t > 0, 0 < α < 1, q > 1, (2.18)
admits no global solutions when x(0) = x0 > 0.
In 2014, Kadem et al., proved in [169] that the global solutions of the following
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fractional differential systems with exponential nonlinearities

x′(t) + p
(
CDα0+x
)
(t) = ey(t), t > 0, p > 0, 0 < α < 1,
y′(t) + q
(
CDβ0+y
)
(t) = ex(t), t > 0, q > 0, 0 < β < 1,

p
(
CDα0+x
)
(t) = λey(t), t > 0, p > 0, 0 < α < 1,
q
(
CDβ0+y
)
(t) = λex(t), t ≥ 0, q > 0, 1
2
≤ λ ≤ 1, 0 < β < 1,
subject to the initial conditions x(0) = x0 > 0, y(0) = y0 > 0, blow up in a finite
time. They also provided bounds on the blow-up time of the solution for each
system. Using the methods developed in [162], they discussed the asymptotic
behavior of the solutions of the systems near the blow-up by working on their
corresponding systems of Volterra integral equations.
39
CHAPTER 3
PRELIMINARIES
In this chapter we briefly introduce some basic definitions, notions and properties
from the theory of fractional calculus and fractional differential equations. We
present some preliminary results related to the fractional integrals and derivatives
to be used in the next chapters. More details about the theory of fractional
integrals and derivatives can be found in [3, 4, 2].
3.1 Some Function Spaces
This section contains definitions of some important spaces such as the spaces of
p-integrable, continuous, continuously differentiable, absolutely continuous and
some weighted spaces of continuous functions. We present also some relations
and properties of these spaces that will be used later in formulating our theorems
and proofs.
Definition 3.1 [3] Let −∞ ≤ a < b ≤ ∞. The space Lp (a, b) (1 ≤ p ≤ ∞)
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consists of all Lebesgue real-valued measurable functions f on (a, b) for which
‖f‖p <∞, where
‖f‖p =
(∫ b
a
|f (s)|p ds
)1/p
, 1 ≤ p <∞,
‖f‖∞ = ess sup
a≤t≤b
|f (t)| ,
and ess sup |f (t)| is the essential supremum of the function |f (t)|.
Definition 3.2 [185] The space L1loc (a, b) consists of all Lebesgue measurable
functions f : (a, b) → R for which ‖f‖1 < ∞ on all strictly contained subsets
Ω of (a, b).
Definition 3.3 [3] We denote by C [a, b] and Cn [a, b] , n ∈ N0 = N ∪ {0} ,
the spaces of continuous and n−times continuously differentiable functions on
[a, b],with the norms
‖f‖C = max
t∈[a,b]
|f (t)| ,
‖f‖Cn =
n∑
i=0
∥∥f (i)∥∥
C
=
n∑
i=0
max
t∈[a,b]
∣∣f (i) (t)∣∣ , n ∈ N0,
respectively, where C [a, b] = C0 [a, b].
Definition 3.4 [186] A function f : [a, b] → R is absolutely continuous if for
every positive number , there is a positive number δ such that whenever a finite
sequence of pairwise disjoint sub-intervals (ai, bi) of [a, b] satisfies
∑
i
(bi − ai) <
δ then
∑
i
(f (bi)− f (ai)) < . We denote by AC[a, b] the space of absolutely
continuous functions on [a, b].
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It is known (see [3]) that AC [a, b] coincides with the space of primitives of
Lebesgue integrable functions
f ∈ AC[a, b]⇔ f (t) = c+
∫ t
a
g (s) ds, g ∈ L1 (a, b) .
Therefore the absolutely continuous function f has an integrable derivative f ′ = g
almost everywhere on [a, b] and c = f (a). In general, we have the following
definition.
Definition 3.5 For n ∈ N, we denote by ACn [a, b] the space of all real-valued
functions which have continuous derivatives up to order n − 1 on [a, b] such that
Dn−1f ∈ AC [a, b], D = d
dt
, that is
ACn [a, b] =
{
f : [a, b]→ R such that Dn−1f ∈ AC [a, b]} .
Note that AC [a, b] ⊂ C [a, b] and ACn+1 [a, b] ⊂ Cn [a, b] ⊂ ACn [a, b] , n ≥ 1.
Definition 3.6 [3] We denote by Cγ [a, b] , 0 ≤ γ < 1, the following weighted
space of continuous functions
Cγ [a, b] = {f : (a, b]→ R : (t− a)γ f(t) ∈ C [a, b]} , (3.1)
with the norm
‖f‖Cγ = ‖(t− a)γ f (t)‖C ,
In particular, C [a, b] = C0 [a, b].
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Definition 3.7 [3] For n ∈ N and 0 ≤ γ < 1, we denote by Cnγ [a, b], the
following weighted space of continuously differentiable functions up to order n− 1
with nth derivative in Cγ [a, b] ,
Cnγ [a, b] =
{
f : (a, b]→ R | f ∈ Cn−1 [a, b] , f (n) ∈ Cγ [a, b]
}
,
with the norm
‖f‖Cnγ =
n−1∑
k=0
∥∥f (k)∥∥
C
+
∥∥f (n)∥∥
Cγ
.
In particular, Cγ [a, b] = C
0
γ [a, b].
We have the following characterization of the space Cnγ [a, b].
Lemma 3.1 [3] Let n ∈ N and 0 ≤ γ < 1. The space Cnγ [a, b] consists of those
and only those functions f which can be represented in the form
f (t) = (Ina g) (t) +
n−1∑
k=0
ck (t− a)k ,
where g ∈ Cγ [a, b] ,
(Ina g) (t) =
1
(n− 1)!
∫ t
a
(t− s)n−1 g (s) ds,
and ck (k = 0, 1, ..., n− 1) are arbitrary constants.
Moreover,
g = f (n), ck =
f (k) (a)
k!
(k = 0, 1, ..., n− 1).
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Note that Cnγ [a, b] ⊂ ACn [a, b], n ≥ 1. Furthermore, we have the following
relationship.
Lemma 3.2 [187] Let 0 ≤ γ < 1, n ≥ 1. Then, f (n) ∈ Cγ [a, b] if and only if
f ∈ Cnγ [a, b].
From the definitions of the spaces Cn [a, b] , Cγ [a, b] and C
n
γ [a, b], we have the
following continuous embedding.
Lemma 3.3 [3] The following embedding holds:
Cn [a, b]→ Cnµ1 [a, b]→ Cnµ2 [a, b] , n ∈ N0, 0 ≤ µ1 ≤ µ2 < 1,
with
‖f‖Cnµ2 ≤ K ‖f‖Cnµ1 , K = min
[
1, (b− a)µ2−µ1] .
In particular,
C [a, b]→ Cµ1 [a, b]→ Cµ2 [a, b] ,
with
‖f‖Cµ2 ≤ (b− a)
µ2−µ1 ‖f‖Cµ1 .
3.2 Fractional Integrals and Derivatives
In this section we introduce some notation, definitions and preliminary results
from fractional calculus related to two derivatives we are going to use throughout
this study, namely the Riemann-Liouville and Caputo fractional derivatives.
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3.2.1 Riemann-Liouville Fractional Derivative
Definition 3.8 The Riemann-Liouville left-sided and right-sided fractional inte-
grals of order α > 0 are defined by
(
Iαa+u
)
(t) =
1
Γ(α)
∫ t
a
(t− s)α−1u(s)ds, a < t < b, (3.2)
(Iαb−u) (t) =
1
Γ(α)
∫ b
t
(s− t)α−1u(s)ds, a < t < b, (3.3)
respectively, provided the right-hand sides exist. We define
I0a+u = I
0
b−u = u.
The function Γ(α) is the Euler gamma function defined by
Γ (α) =
∫ ∞
0
tα−1e−tdt, α > 0.
Definition 3.9 The Riemann-Liouville left-sided and right-sided fractional deriva-
tives of order α ≥ 0, are defined by
(Dαa+u) (t) = D
n
(
In−αa+ u
)
(t), t > a, (3.4)
(Dαb−u) (t) = (−1)nDn
(
In−αb− u
)
(t), t < b, (3.5)
respectively, where Dn = d
n
dtn
, n = [α]+1, [α] is the integral part of α. In particular,
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when α = m ∈ N0, it follows from the definition that
Dma+u = D
mu, Dmb−u = (−1)mDmu.
Lemma 3.4 [3] Let α ≥ 0, n = [α] + 1 and 0 ≤ γ < 1. If u ∈ Cnγ [a, b], then the
fractional derivatives Dαa+u and D
α
b−u exist on (a, b] and [a, b), respectively.
The next lemma shows that the Riemann-Liouville fractional integral and
derivative of the power functions yield power functions multiplied by certain co-
efficients and with the order of the fractional derivative added or subtracted from
the power.
Lemma 3.5 [3] If α ≥ 0, β > 0, then
(
Iαa+ (s− a)β−1
)
(t) =
Γ (β)
Γ(β + α)
(t− a)β+α−1 , t > a,
(
Iαb− (b− s)β−1
)
(t) =
Γ (β)
Γ(β + α)
(b− t)β+α−1 , t < b,
(
Dαa+ (s− a)β−1
)
(t) =
Γ (β)
Γ(β − α) (t− a)
β−α−1 , t > a,
(
Dαb− (b− s)β−1
)
(t) =
Γ (β)
Γ(β − α) (b− t)
β−α−1 , t < b.
In particular, if β = 1, then
(
Dαa+1
)
(t) =
(t− a)−α
Γ (1− α) , (D
α
b−1) (t) =
(b− t)−α
Γ (1− α) .
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Lemma 3.6 [3] For j = 1, 2, ..., n, n = [α] + 1, we have
(
Dαa+ (s− a)α−j
)
(t) = 0, t > a,(
Dαb− (b− s)α−j
)
(t) = 0, t < b.
3.2.2 Caputo Fractional Derivative
The next fractional derivative we define is called the Caputo fractional derivative
introduced by Caputo in his paper [188] in 1967 and adopted in the framework
of the theory of linear viscoelasticity by Caputo and Mainardi [189]. Actually,
this is the kind of fractional derivative which is commonly used by engineers. We
present here its definition and some of its properties.
Definition 3.10 The Caputo left-sided and right-sided fractional derivatives of
order α ≥ 0, are defined by
(
CDαa+u
)
(t) =
(
Dαa+
(
u(s)−
n−1∑
j=0
u(j)(a)
j!
(s− a)j
))
(t) ,
(
CDαb−u
)
(t) =
(
Dαb−
(
u(s)−
n−1∑
j=0
u(j)(b)
j!
(b− s)j
))
(t) ,
respectively, where n = [α] + 1 for α /∈ N0 and n = α for α ∈ N0. In particular,
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when α = n ∈ N0, it follows from these definitions that
CD0a+u =
CD0b−u = u,
CDna+u = D
nu, CDnb−u = (−1)nDnu.
Note that if u(j)(a) = 0 for all j = 0, 1, ..., n− 1, then
CDαa+u = D
α
a+u,
and if u(j)(b) = 0 for all j = 0, 1, ..., n− 1, then
CDαb−u = D
α
b−u.
Lemma 3.7 Let α ≥ 0, β > 0, n = [α] + 1 for α /∈ N0 and n = α for α ∈ N0.
If u ∈ ACn[a, b], then CDαa+u and CDαb−u exist almost everywhere on [a, b] and are
represented by
(
CDαa+u
)
(t) =
(
In−αa+ D
nu
)
(t), (3.6)(
CDαb−u
)
(t) = (−1)n (In−αb− Dnu) (t), (3.7)
Lemma 3.8 [3] Let α > 0, β > 0, n = [α] + 1 for α /∈ N0 and n = α for α ∈ N0.
Then, the following relations hold
(
CDαa+ (s− a)β−1
)
(t) =
Γ (β)
Γ(β − α) (t− a)
β−α−1 , β > n,
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(
CDαb− (b− s)β−1
)
(t) =
Γ (β)
Γ(β − α) (b− t)
β−α−1 , β > n,
(
CDαa+ (s− a)m
)
(t) = 0,
(
CDαb− (b− s)m
)
(t) = 0, m = 0, 1, ..., n− 1.
In particular, if m = 0, then the Caputo fractional derivative of a constant is equal
to zero.
Though the Riemann–Liouville fractional derivative is the most studied deriva-
tive in the fractional calculus, the Caputo fractional derivative is the most popu-
lar among physicists and engineers. The reason is that the differential equations
modeled in terms of Caputo derivative require ordinary initial conditions just as
ordinary differential equations do. On the contrary, fractional differential equa-
tions with Riemann–Liouville derivative require unusual initial conditions involv-
ing fractional integrals that are difficult to evaluate. This limits its applications
in physics and other sciences but makes it more interesting and challenging for
mathematicians.
For more details about fractional integrals and fractional derivatives, the reader
is referred to the books [15, 44, 2, 3].
3.3 Preliminary Results
In this section we present some other important definitions, lemmas, theorems
and properties which justify the assumption, tools and the methods utilized in
our results later.
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3.3.1 Fractional Calculus Lemmas
Lemma 3.9 [2] (Fractional Integration by Parts) Let α ≥ 0, m1 ≥ 1,m2 ≥ 1
and 1
m1
+ 1
m2
≤ 1 + α (m1 6= 1 and m2 6= 1 in the case when 1m1 + 1m2 = 1 + α). If
ϕ1 ∈ Lm1 (a, b) and ϕ2 ∈ Lm2 (a, b), then
∫ b
a
ϕ1 (t)
(
Iαa+ϕ2
)
(t) dt =
∫ b
a
ϕ2 (t)
(
Iαb−ϕ1
)
(t) dt.
The Riemann fractional integration operator Iαa+ has the semigroup property
expressed in the following lemma.
Lemma 3.10 [3] Let α > 0, β > 0 and 0 ≤ γ < 1. Then
Iαa+I
β
a+u = I
α+β
a+ u,
almost everywhere in [a, b] for u ∈ Lp (a, b) and holds at any point in (a, b] if
u ∈ Cγ [a, b]. When u ∈ C [a, b] , then this relation is valid at every point in [a, b].
The fractional differentiation is an inverse operation of the fractional integra-
tion from the left as shown in the following lemma.
Lemma 3.11 [3] Let α > 0 and 0 ≤ γ < 1. If u ∈ Cγ [a, b] , then the relation
Dαa+I
α
a+u = u
holds at every point in (a, b]. When u ∈ C [a, b] this relation is valid at every point
50
in [a, b].
Lemma 3.12 [3] Let 0 < β < α and 0 ≤ γ < 1. If u ∈ Cγ [a, b] , then
Dβa+I
α
a+u = I
α−β
a+ u
at every point in (a, b]. When u ∈ C [a, b] , this relation is valid at every point in
[a, b]. In particular, if β = m ∈ N and α > m, then DmIαa+u = Iα−ma+ u.
Lemma 3.13 [98] Let n− 1 < α < n, m− 1 < β < m and β < α.
1. If u ∈ C [a, b] , then
CDβa+I
α
a+u = I
α−β
a+ u
at every point in [a, b] ,
2. If u ∈ C n−1 [a, b] and CDαa+u ∈ C [a, b] , then CDβa+u ∈ C [a, b].
Now we consider some other properties of the Riemann-Liouville fractional
integral Iαa+ in the space Cγ [a, b] defined in Definition 3.6.
Lemma 3.14 [3] Let α > 0 and 0 ≤ γ < 1.
(i) Then, Iαa+ is bounded from Cγ [a, b] into Cγ [a, b].
(ii) If γ ≤ α, then Iαa+ is bounded from Cγ [a, b] into C [a, b].
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Lemma 3.15 [190] Let 0 ≤ γ < 1 and α > γ. If u ∈ Cγ [a, b], then
(
Iαa+u
) (
a+
)
= lim
t→a+
(
Iαa+u
)
(t) = 0.
The following result is about the composition Iαa+D
α
a+ of the Riemann-Liouville
fractional integration and differentiation operators.
Lemma 3.16 [3] Let α > 0, 0 ≤ γ < 1, n = [α] + 1. If u ∈ Cγ [a, b] and
In−αa+ u ∈ Cnγ [a, b] , then
(Iαa+D
α
a+u) (t) = u (t)−
n∑
i=1
(
Dn−iIn−αa+ u
)
(a)
Γ(α− i+ 1) (t− a)
α−i
for all t ∈ (a, b]. In particular, if 0 < α < 1, u ∈ Cγ [a, b] and I1−αa+ u ∈ C1γ [a, b]
then
(Iαa+D
α
a+u) (t) = u (t)−
(
I1−αa+ u
)
(a)
Γ(α)
(t− a)α−1 . (3.8)
The next Lemma is an analog of Lemma 3.16 for the Caputo fractional deriva-
tive.
Lemma 3.17 [3] Let α > 0 and n = − [−α]. If u ∈ ACn [a, b] or u ∈ Cn [a, b] ,
then (
Iαa+
CDαa+u
)
(t) = u (t)−
n−1∑
i=1
u(i) (a)
i!
(t− a)i ,
for all t ∈ (a, b]. In particular, if 0 < α ≤ 1 and u ∈ AC [a, b] or u ∈ C1 [a, b] ,
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then (
Iαa+
CDαa+u
)
(t) = u(t)− u(a), t ∈ (a, b] . (3.9)
3.3.2 Some Useful Inequalities
We mention here some useful basic inequalities and some linear and nonlinear
integral inequalities to be used in the next chapters.
Lemma 3.18 [191] If λ, ν, ω > 0, then, for any t > 0, we have
∫ t
0
(t− s)ν−1 sλ−1e−ωsds ≤ Ctν−1,
where C is a positive constant independent of t. In fact,
C = max
{
1, 21−ν
}
Γ (λ) (1 + λ (λ+ 1) /ν)ω−λ.
The inequalities in the next lemma are of Jensen’s inequalities type.
Lemma 3.19 [192] Let ai, i = 1, ...,m, m ∈ N, be nonnegative real numbers.
Then, (
m∑
i=1
ai
)q
≤ mq−1
m∑
i=1
aqi for q ≥ 1.
Moreover, if ai > 0 for all i = 1, ...,m, then
(
m∑
i=1
ai
)q
≥ mq−1
m∑
i=1
aqi for 0 ≤ q ≤ 1.
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Lemma 3.20 [193] (Ho¨lder’s Inequality) Suppose that 1 ≤ p, q ≤ ∞ with 1
p
+ 1
q
=
1. If u ∈ Lp (a, b) and v ∈ Lq (a, b) then uv ∈ L1 (a, b) and
‖uv‖1 ≤ ‖u‖p ‖v‖q .
Lemma 3.21 [194] (Bihari’s Inequality) Let u and λ be continuous and nonneg-
ative functions on [a,∞) and ω be continuous and nondecreasing functions on
[0,∞) and positive on (0,∞) . If
u(t) ≤ c+
∫ t
a
λ(s)ω(u(s))ds, t ∈ [a,∞) ,
where c is a positive constant, then
u (t) ≤ W−1
[
W (c) +
∫ t
a
λ(s)ds
]
, t ∈ [a, b1] ,
where
W (v) =
∫ v
v0
dτ
ω(τ)
, v > 0, v0 > 0,
W−1 is the inverse function of W and b1 is chosen so that
W (c) +
∫ t
a
λ(s)ds ∈ Dom (W−1) , for all t ∈ [a, b1] ,
Dom here denotes the domain of the function W−1.
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Let S ⊂ R be a set. For two functions f, g : S → R/ {0} , we say that f ∝ g if
g/f is nondecreasing on S.
In his paper [124], Pinto extended the Bihari’s inequality to two nonlinearities
as shown in the following Lemma.
Lemma 3.22 ([124], Lemma 1) Let u, λi, i = 1, 2 be continuous and nonnegative
functions on I = [a, b] and ωi, i = 1, 2 be continuous and nondecreasing functions
on [0,∞) and positive on (0,∞) such that ω1 ∝ ω2 and let c be a positive constant.
If
u(t) ≤ c+
∫ t
a
λ1(s)ω1(u(s))ds+
∫ t
a
λ2(s)ω2(u(s))ds, t ∈ [a, b] ,
then, for t ∈ [a, b1] ,
u (t) ≤ W−12
(
W2(c1) +
∫ t
a
λ2(s)ds
)
,
where
1. W1(v) =
∫ v
c
dτ
ω1(τ)
, v > 0,W2(v) =
∫ v
v0
dτ
ω2(τ)
v > 0, v0 > 0, i = 1, 2 and W
−1
i is
the inverse function of Wi.
2. The constants c0 and c1 are given by c0 = c and c1 = W
−1
1
(∫ b1
a
λ1(s)ds
)
.
3. b1 is the largest number such that b1 ≥ a and
∫ b1
a
λi(s)ds ≤
∫ ∞
ci−1
dτ
ωi(τ)
, i = 1, 2.
By induction on n, Pinto generalized Lemma 3.22 to a finite number of non-
linearities.
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Lemma 3.23 ([124], Theorem 1) Let u, λi, i = 1, ..., n be continuous and non-
negative functions on I = [a, b] and the functions ωi, i = 1, ..., n be continuous
nonnegative and nondecreasing on [0,∞) such that ω1 ∝ ω2 ∝ ... ∝ ωn. Assume
further that c is a a positive constant. If
u(t) ≤ c+
n∑
i=1
∫ t
a
λi(s)ωi(u(s))ds, t ∈ [a, b] ,
then, for t ∈ [a, b1] ,
u (t) ≤ W−1n
(
Wn(cn−1) +
∫ t
a
λn(s)ds
)
,
where
1. Wi(v) =
∫ v
vi
dτ
ωi(τ)
, v > 0, vi > 0, i = 1, ..., n and W
−1
i is the inverse function
of Wi.
2. The constants ci are given by c0 = c and ci = W
−1
i
(
Wi(ci−1) +
∫ b1
a
λi(s)ds
)
,
i = 1, ..., n− 1.
3. The number b1 ∈ [a, b] is the largest number such that
∫ b1
a
λi(s)ds ≤
∫ ∞
ci−1
dτ
ωi(τ)
, i = 1, ..., n.
Lemma 3.24 ([124], Theorem 4) Let u, λi, ωi, i = 1, 2, 3 and c be as in Lemma
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3.23. If
u(t) ≤ c+
∫ t
a
λ1(s)ω1(u(s))ds+
∫ t
a
λ2(s)ω2
(∫ s
a
λ3(τ)ω3(u(τ))dτ
)
ds,
then, for t ∈ [a, b1] ,
u(t) ≤ W−13
(
W3(c2) +
∫ t
a
λ3(s)ds
)
,
where Wi,W
−1
i , i = 1, 2, 3 and c0, c1, c2 are the same as in Lemma 3.23.
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CHAPTER 4
ASYMPTOTIC BEHAVIOR OF
SOLUTIONS FOR
FRACTIONAL
INTEGRO-DIFFERENTIAL
EQUATIONS
This chapter is devoted to the study of the asymptotic behavior of solutions for
the fractional integro-differential equation (1.1) with the Caputo and Riemann-
Liouville fractional derivatives of orders 1 < µ < 2, 0 ≤ β < µ and 0 ≤ γ < µ.
We begin this chapter by discussing the existence and uniqueness of solutions of
(1.1). Section 4.2 is devoted to definitions of some classes of functions needed
throughout this study. In Section 4.3, we present and prove some important
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results that represent useful tools in proving our theorems. Section 4.4 is devoted
to our main results on the asymptotic behavior of solutions for the fractional
integro-differential equation (1.1) when the fractional derivatives are of Caputo
type. This is followed by a section on similar results with the Riemann-Liouville
fractional derivatives.
4.1 Well-posedness
There is fairly a large number of works on the well-posedness of fractional differ-
ential equations. In fact most of the analytical investigations are on existence and
uniqueness. Several nonlinearities of the form
f(t, x), f(t, x,Dβ0+x), f
(
t, x,Dβ0+x,
t
0 k(s, t,D
γ
0+x(s))ds
)
,
(with different kinds of fractional derivatives) or even more general have been
treated. The local existence has been proved under weak conditions. For our
purpose here, the local existence holds under the simple continuity of the nonlin-
earities (see[94, 96, 97, 98, 99, 100, 101, 104, 106, 107, 108, 110, 195]). Assump-
tions such as uniform boundedness, boundedness by continuous functions or by
the product of functions of time in certain Lebesgue spaces times polynomials in
the state, power type functions of the state or more generally increasing functions
of the state (like our assumptions (4.14) and (4.15)) also have been used (see
[99, 98, 97, 196, 103, 88, 107, 113]). As our interval of (local) existence is bounded
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then the continuity of the nonlinearities combined with appropriate underlying
spaces (like our spaces (3.1), (4.7) and (4.65) here in the present dissertation)
ensures the local existence of solutions. The initial data as well as the initial
conditions are taken into account in the selection of the underlying space. To this
end, several methods and techniques have been used: Shauder fixed point the-
orem, Shaefer fixed point theorem, Krasnoselskii’s fixed point theorem, Banach
contraction principle, Leray-Shauder alternative, upper, lower solutions, etc.
As for the integer order case, the uniqueness is proved under extra Lipschitz
conditions on the nonlinearities (see [98, 196, 108, 195]).
In this dissertation we will be concerned mainly with asymptotic properties of
solutions. Therefore, the local existence (which we will assume throughout this
document) justifies our investigations. There is no need for uniqueness as our
result will apply for all possible solutions. Unlike blow up in finite time, for the
”nonexistence” results we shall not need any local existence result.
4.2 Notation and Abbreviations
Before presenting our results we need to define the following classes of functions:
Definition 4.1 We say that a function h : [0,∞) → [0,∞) is of type Hσ if
h ∈ C [0,∞) and tσh(t) ∈ L1 (1,∞) , σ ≥ 0.
Definition 4.2 We say that a function h : [0,∞) → [0,∞) is of type H′σ if
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h ∈ C [0,∞) with h′ ∈ L1 (0,∞) and
∫ t
1
sσh′(t− s)l (s) ds ∈ L1 (1,∞) ,
for some function l of type Hσ.
Definition 4.3 We say that a function h : [0,∞)× [0,∞)→ [0,∞) is of type M
if it is continuous on {(t, s) : 0 ≤ s ≤ t ≤ ∞} with tα max
τ≥1
h(τ, t) ∈ L1 (1,∞).
Definition 4.4 We say that a function g is of type G if it is continuous nonde-
creasing on [0,∞) and positive on (0,∞).
Definition 4.5 We say that a function g is of type G1 if it is of type G and
g(v) ≤ ug( v
u
), u ≥ 1, v > 0.
Definition 4.6 We say that a function g is of type G2 if it is of type G1 and∫ t
t0
dτ
g(τ)
→∞ as t→∞ for any t0 > 0.
The above classes are not empty. Examples showing this fact are given in
sections 4.4 and 4.5 and their subsections.
4.3 Some Useful Lemmas
In this section, we prove some auxiliary lemmas needed in the next two sections.
In the next lemma, we prove a version of Pinto’s Lemmas 3.22 and 3.23, without
the monotonicity and the ordering requirements.
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Define the functions
ϕ1(t) := max
s∈[0,t]
{ω1 (s)} ,
ϕi(t) := max
s∈[0,t]
{
ωi(s)
ϕi−1(s)
}
ϕi−1(t), i = 2, ..., n.
(4.1)
Note that ϕi, i = 1, ..., n are nonnegative nondecreasing functions on [0,∞),
ωi (t) ≤ ϕi (t) , i = 1, ..., n for all t ∈ [0,∞) and ϕ1 ∝ ϕ2 ∝ ... ∝ ϕn.
Lemma 4.1 Let u, λi, i = 1, 2 be as in Lemma 3.22 and ωi, i = 1, 2 be continuous
functions on [0,∞) and positive on (0,∞). Assume further that c is a positive
constant. If
u(t) ≤ c+
∫ t
a
λ1(s)ω1(u(s))ds+
∫ t
a
λ2(s)ω2(u(s))ds, t ∈ [a, b] ,
then, for t ∈ [a, b1] ,
u (t) ≤ Φ−12
(
Φ2(c1) +
∫ t
a
λ2(s)ds
)
, (4.2)
where
1.
Φ1(v) =
∫ v
c
dτ
ϕ1(τ)
,Φ2(v) =
∫ v
v0
dτ
ϕ2(τ)
, v > 0, v0 > 0,
ϕi are as in (4.1), i = 1, 2, and Φ
−1
i is the inverse function of Φi.
2. The constants c0 and c1 are given by c0 = c and c1 = Φ
−1
1
(∫ b1
a
λ1(s)ds
)
.
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3. b1 is the largest number such that b1 ≥ a and
∫ b1
a
λi(s)ds ≤
∫ ∞
ci−1
dτ
ϕi(τ)
, i = 1, 2.
Proof. Let
v1 (t) = c+
∫ t
a
λ1(s)ω1(u(s))ds, v2 (t) =
∫ t
a
λ2(s)ω2(u(s))ds, t ∈ [a, b] ,
and v = v1 + v2. Clearly, u ≤ v and
v′ (t) = λ1(t)ω1(u(t)) + λ2(t)ω2(u(t) ≤ λ1(t)ϕ1(u(t)) + λ2(t)ϕ2(u(t))
≤ λ1(t)ϕ1(v(t)) + λ2(t)ϕ2(v(t)), t ∈ [a, b] .
Then,
d
dt
(Φ1 (v (t))) =
v′ (t)
ϕ1(v(t))
≤ λ1(t) + λ2(t)ψ (v(t)) , (4.3)
where ψ (v(t)) = ϕ2(v(t))
ϕ1(v(t))
is nonnegative nondecreasing function on [0,∞).
Integrating (4.3) over [a, t] , t ≤ b1, yields
Φ1 (v (t)) ≤
∫ t
a
λ1(s)ds+
∫ t
a
λ2(s)ψ (v (s)) ds
≤ a1 +
∫ t
a
λ2(s)ψ (v (s)) ds,
where Φ1 (v (a)) = 0 and a1 =
∫ b1
a
λ1(s)ds.
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Let y (t) = Φ1 (v (t)), then
y (t) ≤ a1 +
∫ t
a
λ2(s)ψ
(
Φ−11 (y (s))
)
ds, t ∈ [a, b1] ,
and using Bihari’s inequality (Lemma 3.21), we obtain
y (t) ≤ Ψ−1
(
Ψ (a1) +
∫ t
a
λ2(s)ds
)
, t ∈ [a, b1] ,
where Ψ (u) =
∫ u
c2
dτ
ψ(Φ−11 (τ))
, c2 = Φ1 (v0). Now, as u ≤ v = Φ−11 (y), it appears
that
u (t) ≤ Ψ−1
(
Ψ (a1) +
∫ t
a
λ2(s)ds
)
, t ∈ [a, b1] . (4.4)
In view of
Ψ (u) =
∫ u
c2
dτ
ψ
(
Φ−11 (τ)
) = ∫ Φ−11 (u)
Φ−11 (c2)
Φ′1 (s) ds
ψ (s)
=
∫ Φ−11 (u)
v0
ds
ϕ2(s)
,
we entail that Ψ = Φ2 ◦ Φ−11 and (4.4) imply (4.2).
Using Lemma 4.1 and induction on n, we can prove the following lemma which
improves Lemma 3.23.
Lemma 4.2 Let u, λi, i = 1, ..., n be continuous and nonnegative functions on
I = [a, b] and the functions ωi, i = 1, ..., n be continuous functions on [0,∞) and
positive on (0,∞). Assume that c is a positive constant. If
u(t) ≤ c+
n∑
i=1
∫ t
a
λi(s)ωi(u(s))ds, t ∈ [a, b] ,
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then, for t ∈ [a, b1] ,
u (t) ≤ Φ−1n
(
Φn(cn−1) +
∫ t
a
λn(s)ds
)
,
where
1. Φi(v) =
∫ v
vi
dτ
ϕi(τ)
, v > 0, vi > 0, ϕi are as in (4.1) , i = 1, ..., n and Φ
−1
i is the
inverse function of Φi.
2. The constants ci are given by c0 = c and ci = Φ
−1
i
(
Φi(ci−1) +
∫ b1
a
λi(s)ds
)
,
i = 1, ..., n− 1.
3. The number b1 ∈ [a, b] is the largest number such that
∫ b1
a
λi(s)ds ≤
∫ ∞
ci−1
dτ
ϕi(τ)
, i = 1, ..., n.
We will need to deal with the limit of the ratio of the Riemann-Liouville
fractional integral Iα+1a+ of a function and the power function t
α as t→∞. This
is treated in the next lemma.
Lemma 4.3 Let f ∈ L1 (a,∞) , a ≥ 0. Suppose that u and v are real-valued
functions defined on [a,∞) , then
lim
t→∞
1
tα
∫ t
a
(t− s)αf (s, u(s), v (s)) ds =
∫ ∞
a
f (s, u(s), v (s)) ds .
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Proof. It is enough to prove that
lim
t→∞
∣∣∣∣ 1tα
∫ t
a
(t− s)αf (s, u(s), v (s))dτ)− 1
Γ(α + 1)
∫ ∞
a
f (s, u(s), v (s)) ds
∣∣∣∣ = 0.
Notice that
∣∣∣∣ 1tα
∫ t
a
(t− s)αf (s, u(s), v (s))−
∫ ∞
a
f (s, u(s), v (s)) ds
∣∣∣∣
=
∣∣∣∣∫ t
a
(1− s
t
)αf (s, u(s), v (s)) ds−
∫ ∞
a
f (s, u(s), v (s)) ds
∣∣∣∣
=
1
Γ(α + 1)
∣∣∣∣∫ ∞
a
(
χ[a,t] (s)
(
1− s
t
)α
− 1
)
f (s, u(s), v (s)) ds
∣∣∣∣
≤ 1
Γ(α + 1)
∫ ∞
a
∣∣∣χ[a,t] (s)(1− s
t
)α
− 1
∣∣∣ |f (s, u(s), v (s))| ds,
where
χ[a,t] (s) =

1, s ∈ [a, t]
0, s /∈ [a, t]
.
As
lim
t→∞
χ[a,t] (s)
(
1− s
t
)α
= 1, for s < t,
we obtain by the Dominated Convergence Theorem [193],
lim
t→∞
∣∣∣∣ 1tα
∫ t
a
(t− s)α f (s, u(s), v (s))− 1
Γ(α + 1)
∫ ∞
a
f (s, u(s), v (s)) ds
∣∣∣∣
≤ lim
t→∞
∫ ∞
a
∣∣∣χ[a,t] (s)(1− s
t
)α
− 1
∣∣∣ |f (s, u(s), v (s))| ds
=
∫ ∞
a
lim
t→∞
∣∣∣χ[a,t] (s)(1− s
t
)α
− 1
∣∣∣ |f (s, u(s), v (s))| ds = 0,
which is the desired result.
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4.4 Equations with Caputo Fractional Deriva-
tives
In this section, we consider the following special case of (1.1),
(
CDα0+x
)′
(t) = f
(
t, (CDβ0+x)(t),
∫ t
0
k
(
t, s,
(
CDγ0+x
)
(s)
)
ds
)
, t ≥ 0, (4.5)
subject to
x(0) = c0,
(
CDα0+x
)
(0+) = c1, c0, c1 ∈ R, (4.6)
where 0 ≤ β ≤ α < 1 and 0 ≤ γ ≤ α < 1. The functions f and k satisfy the
following hypotheses:
(H1) f(t, u, v) is a continuous function in D = {(t, u, v) : t ≥ 0, u, v ∈ R}.
(H2) k(t, s, u) is continuous in E = {(t, s, u) : 0 ≤ s < t <∞, u ∈ R}.
Definition 4.7 We mean by a solution x of (4.5)− (4.6), a function x : [0,∞)→
R, that it is continuable (continuous defined on [0,∞)), satisfies the equation (4.5)
and the initial conditions (4.6) and is in the space Cα,1 [0,∞) defined by
Cα,1 [0,∞) =
{
x ∈ C [0,∞) , (CDα0+x)′ ∈ C [0,∞)} . (4.7)
Throughout this section and its subsections wherever we mention the solutions
of the problem (4.5)− (4.6) and its special forms, we mean the classical solutions
in the sense of Definition 4.7.
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In this section, we investigate the asymptotic behavior of solutions of (4.5)−
(4.6), but before that we need the following two lemmas.
Lemma 4.4 Let x be a solution of problem (4.5)−(4.6) with f ∈ L1 (0,∞). Then,
lim
t→∞
x(t)
tα
= lim
t→∞
(
CDα0+x
)
(t)
Γ(α + 1)
=
1
Γ(α + 1)
(
c1 +
∫ ∞
0
f
(
s, (CDβ0+x)(s),
∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)
ds
)
.
Proof. Integrating both sides of (4.5) over [0, t] yields
(
CDα0+x
)
(t) = c1 +
∫ t
0
f
(
s, (CDβ0+x)(s),
∫ s
0
k
(
s, τ,
(
CDγ0+x
)
(τ)
)
dτ
)
ds. (4.8)
Applying Iαa+ to both sides of equation (4.8), taking into account the semigroup
property (Lemma (3.10)) and Lemmas 3.17 and 3.5, we get
x(t) = c0 +
c1t
α
Γ(α + 1)
+
(
Iα+10+ f
(
s, (CDβ0+x)(s),
∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
))
(t).
(4.9)
Next, we divide both sides of (4.9) by tα, to obtain for t > 0,
x(t)
tα
=
c0
tα
+
c1
Γ(α + 1)
+
1
tα
(
Iα+10+ f
(
s, (CDβ0+x) (s) ,
∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
))
(t).
By taking the limit as t →∞, the result follows from (4.8) and Lemma 4.3.
Lemma 4.5 If x is a solution for the problem (4.5) − (4.6) and the functions f
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and k satisfy (H1) and (H2), then
|x(t)|
tα
≤ A1 + A2
∫ t
0
∣∣∣∣f (s, (CDβ0+x)(s),∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣ ds, (4.10)
for all t ≥ 1, where
A1 = |c0|+ |c1|
Γ(α + 1)
, A2 =
1
Γ(α + 1)
.
Proof. It follows from (4.9) that
|x(t)| ≤ |c0|+ |c1| t
α
Γ(α + 1)
+
(
Iα+10+
∣∣∣∣f (s, (CDβ0+x)(s), ∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣) (t)
≤ |c0|+ 1
Γ(α + 1)
(|c1| tα
+
∫ t
0
(t− s)α
∣∣∣∣f (s, (CDβ0+x)(s),∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣ ds)
≤ |c0|+ |c1| t
α
Γ(α + 1)
+
tα
Γ(α + 1)
∫ t
0
∣∣∣∣f (s, (CDβ0+x)(s), ∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣ ds.(4.11)
for all t > 0. Dividing by tα, t ≥ 1, completes the proof.
The rest of this section is divided into five subsections organized according to
the types of conditions on the nonlinear function f and the kernel k.
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4.4.1 Case of a Non-fractional Source
In this subsection, we consider the problem (4.5) − (4.6) with β = γ = 0 and
0 < α < 1, that is,
(
CDα0+x
)′
(t) = f
(
t, x(t),
∫ t
0
k (t, s, x(s)) ds
)
, t ≥ 0, (4.12)
subject to
x(0) = c0,
(
CDα0+x
)
(0+) = c1, c0, c1 ∈ R. (4.13)
In addition to the conditions (H1) and (H2), the functions f and k are assumed
here to satisfy the hypotheses
(H3) There are functions h1, h3 of type Hα, h2 of type H0, and gi of type G2,
i = 1, 2, 3 with g1 ∝ g2 ∝ g3 such that
|f(t, u, v)| ≤ h1(t)g1(|u|) + h2(t)g2(|v|), (t, u, v) ∈ D, (4.14)
|k(t, s, u)| ≤ h3(s)g3(|u|), (t, s, u) ∈ E. (4.15)
A nonlinear integral inequality for several nonlinearities is obtained in the
following lemma.
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Lemma 4.6 Let A1 and A2 be positive constants, and
u1 (t) = A1 + A2
∫ t
0
h1(s)g1(|x(s)|)ds,
u2 (t) = A2
∫ t
0
h2(s)g2 (u3 (s)) ds, (4.16)
u3 (t) =
∫ t
0
h3(s)g3 (|x(s)|) ds, for all t ≥ 0,
where h1, h3 are of type Hα, h2 is of type H0 and gi are of type G2, i = 1, 2, 3 and
x is a solution for the problem (4.12)− (4.13). Then,
u (t) ≤ u (1) + A2
∫ t
1
sαh1(s)g1(u (s))ds+ A2
∫ t
1
h2(s)g2(u (s))ds
+
∫ t
1
sαh3 (s) g3(u (s))ds, for all t ≥ 1, (4.17)
where
u = u1 + u2 + u3, (4.18)
and
u (1) = A1 + A2
∫ 1
0
h1(s)g1(|x(s)|)ds+ A2
∫ 1
0
h2(s)g2 (u3(s)) ds
+
∫ 1
0
h3(s)g3 (|x(s)|) ds. (4.19)
Proof. We start by differentiating the expression u defined in (4.18), to obtain
u′ (t) = A2h1(t)g1(|x(t)|) + A2h2(t)g2(u3 (t)) + h3(t)g3(|x(t)|), t > 0.
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Since
g1(|x(t)|) ≤ tαg1
( |x(t)|
tα
)
,
g3 (|x(t)|) ≤ tαg3
( |x(t)|
tα
)
, for all t ≥ 1,
we see that, for all t ≥ 1,
u′ (t) ≤ A2tαh1(t)g1
( |x(t)|
tα
)
+ A2h2(t)g2(u3 (t)) + t
αh3(t)g3
( |x(t)|
tα
)
. (4.20)
Let
z(t) = A1 + A2
∫ t
0
h1(s)g1(|x(s)|)ds
+ A2
∫ t
0
h2(s)g2
(∫ s
0
h3(τ)g3(|x(τ)|)dτ
)
ds, t ≥ 0, (4.21)
It is clear from Lemma 4.5 and the condition (H3) that
|x(t)|
tα
≤ z(t) for all t ≥ 1. (4.22)
Also, we have
z(t) ≤ u (t) and u3 (t) ≤ u (t) , for all t ≥ 0. (4.23)
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So for all t ≥ 1,
u′ (t) ≤ A2tαh1(t)g1(u(t)) + A2h2(t)g2(u (t)) + tαh3(t)g3(u(t)). (4.24)
Integrating both sides of (4.24) over [1, t] leads to
u (t) ≤ u (1) + A2
∫ t
1
sαh1(s)g1(u (s))ds+ A2
∫ t
1
h2(s)g2(u (s))ds
+
∫ t
1
sαh3(s)g3(u (s))ds,
where u (1) can be expressed using (4.18) as given in (4.19).
The main result of this section is given in the following theorem.
Theorem 4.1 Suppose that the functions f and k satisfy (H1), (H2) and (H3).
Then, any solution of the problem (4.12)−(4.13) is asymptotic to btα when t→∞,
for some b ∈ R.
Proof. Direct application of Lemma 3.23 to (4.17) (see Lemma 4.6) yields for
t ≥ 1,
u(t) ≤ G−13
(
G3(C2) +
∫ t
1
sαh3(s)ds
)
,
where
Gi(v) =
∫ v
vi
dσ
gi(σ)
, v > 0, vi > 0, i = 1, 2, 3,
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and G−1i is the inverse function of Gi,
C0 = A4, C1 = G
−1
1
(
G1(C0) +
∫ ∞
1
sαh1(s)ds
)
,
C2 = G
−1
2
(
G2(C1) +
∫ ∞
1
h2(s)ds
)
.
Note that the hypotheses of Lemma 3.23 are all satisfied with b1 = ∞ because
Gi(∞) =
∫∞
t0
dσ
gi(σ)
=∞, i = 1, 2, 3, for any t0 > 0.
As
∫∞
1
sαh1(s)ds < ∞,
∫∞
1
h2(s)ds < ∞,
∫∞
1
sαh3(s)ds < ∞, G−1i is nonde-
creasing, i = 1, 2, 3, we see that
G1(C0) +
∫ ∞
1
sαh1(s)ds <∞, G2(C1) +
∫ ∞
1
h2(s)ds <∞,
G−13
(
G3(C2) +
∫ ∞
1
sαh3(s)ds
)
<∞,
and
u(t) ≤ A5 for some constant A5 > 0. (4.25)
Since
|x(t)|
tα
≤ u(t) for all t ≥ 1, (4.26)
we conclude that
|x(t)|
tα
≤ A5, for all t ≥ 1. (4.27)
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Now,
∫ t
0
∣∣∣∣f (s, x(s),∫ s
0
k (s, τ, x(τ)) dτ
)∣∣∣∣ ds
≤
∫ t
0
[
h1(s)g1(|x(s)|) + h2(s)g2
(∫ s
0
h3(τ)g3(|x(τ)|)dτ
)]
ds
≤
∫ 1
0
[
h1(s)g1(|x(s)|) + h2(s)g2
(∫ s
0
h3(τ)g3(|x(τ)|)dτ
)]
ds
+
∫ t
1
[
sαh1(s)g1
( |x(s)|
sα
)
+ h2(s)g2 (u (s))
]
ds = I1 + I2 ,
where
I1 =
∫ 1
0
[
h1(s)g1(|x(s)|) + h2(s)g2
(∫ s
0
h3(τ)g3(|x(τ)|)dτ
)]
ds
is finite by the continuity of the integrand functions over [0, 1]. Also,
I2 =
∫ t
1
[
sαh1(s)g1
( |x(s)|
sα
)
+ h2(s)g2 (u (s))
]
ds
is uniformly bounded by (4.25) and (4.27).
Hence the integral
∫ t
0
f
(
s, x(s),
∫ s
0
k (s, τ, x(τ)) dτ
)
ds
is absolutely convergent and
lim
t→∞
∫ t
0
f
(
s, x(s),
∫ s
0
k (s, τ, x(τ)) dτ
)
ds <∞,
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which in view of (4.8) in the proof of Lemma 4.3 implies that there exists a real
number b such that
lim
t→∞
(
CDα0+x
)
(t)
Γ(α + 1)
=
1
Γ(α + 1)
(
c1 +
∫ ∞
0
f
(
s, x(s),
∫ s
0
k (s, τ, x(τ)) dτ
)
ds
)
= b.
Finally, we deduce from Lemma 4.4 that
lim
t→∞
x(t)
tα
= b,
and the proof is complete.
Example 4.1 Consider the fractional integro-differential equation
(
CDα0+x
)′
(t) = tµ1e−t (|x(t)|)λ1 + tµ2e−t
(∫ t
0
sµ3e−(s+t) (|x(s)|)λ3 ds
)λ2
, t > 0,
(4.28)
where
0 < α < 1, 0 ≤ λ1 ≤ λ2 ≤ λ3 ≤ 1 and µ1, µ2, µ3 > 0.
Let
hi (t) = t
µie−ρit, gi (t) = tλi , 0 < ρi ≤ 1, i = 1, 2, 3,
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Obviously, the conditions (H1), (H2) and (H3) are satisfied
∫ ∞
1
tαh1 (t) dt <
∫ ∞
0
tαh1 (t) dt =
∫ ∞
0
tα+µ1e−ρ1tdt =
Γ(α + µ1 + 1)
ρα+µ1+11
<∞,∫ ∞
1
h2 (t) dt <
∫ ∞
0
h2 (t) dt =
∫ ∞
0
tµ2e−ρ2tdt =
Γ(µ2 + 1)
ρµ2+12
<∞,∫ ∞
1
tαh3 (t) dt <
∫ ∞
0
tαh3 (t) dt =
∫ ∞
0
tα+µ2e−ρ3tdt =
Γ(α + µ2 + 1)
ρα+µ2+13
<∞,∫ ∞
t0
dt
gi (t)
=
∫ ∞
t0
dt
tλi
=∞, gi (v) = vλi ≤ u1−λivλi = ugi
(v
u
)
, u ≥ 1, v, t0 > 0.
All the conditions of Theorem 4.1 are fulfilled. We conclude that every solution
of the problem (4.28)− (4.13) is asymptotic to d1tα when t→∞, d1 ∈ R.
Remark 4.1 Theorem 4.1 and Lemma 4.6 can be proved without the monotonic-
ity condition of the functions gi and the condition g1 ∝ g2 ∝ g3 as we will show
in the next results.
Consider the following hypotheses:
(H4) There are functions h1, h3 of type Hα, h2 of type H0, and gi of type G1,
i = 1, 2, 3 such that (4.14) and (4.15) are satisfied and
∫ t
t0
dτ
ϕi(τ)
→∞ as t→∞, t0 > 0,
where
ϕ1(t) = max
s∈[0,t]
{g1 (s)} , ϕ2(t) = max
s∈[0,t]
{
g2(s)
ϕ1(s)
}
ϕ1(t),
ϕ3(t) = max
s∈[0,t]
{
g3(s)
ϕ2(s)
}
ϕ2(t), t ≥ 0.
(4.29)
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The fact that gi (t) ≤ ϕi (t) , i = 1, 2, 3 for all t ∈ [0,∞) clearly leads, in view
of Lemma 4.6, to the following result.
Lemma 4.7 Suppose that x is a solution for the problem (4.12)− (4.13). Let u,
ui, hi be as in Lemma 4.6 and let gi be as in (H4), i = 1, 2, 3. Then,
u (t) ≤ u (1) + A2
∫ t
1
sαh1(s)ϕ1(u (s))ds+ A2
∫ t
1
h2(s)ϕ2(u (s))ds
+
∫ t
1
sαh3 (s)ϕ3(u (s))ds, for all t ≥ 1, (4.30)
where ϕi, i = 1, 2, 3 are as in (4.29).
Note that applying Lemma 3.23 to (4.30) gives
u(t) ≤ Φ−13
(
Φ3(C2) +
∫ t
1
sαh3(s)ds
)
, t ≥ 1,
where
Φi(v) =
∫ v
vi
dσ
ϕi(σ)
, v > 0, vi > 0, i = 1, 2, 3, (4.31)
ϕi, i = 1, 2, 3 are as in (4.29) and Φ
−1
i is the inverse function of Φi,
C0 = A4, C1 = Φ
−1
1
(
Φ1(C0) +
∫∞
1
sαh1(s)ds
)
,
C2 = Φ
−1
2
(
Φ2(C1) +
∫∞
1
h2(s)ds
)
.
(4.32)
Therefore, the following result can be proved in the same way as Theorem 4.1.
Theorem 4.2 Suppose that the functions f and k satisfy the conditions (H1),
(H2) and (H4). Then, any solution of the problem (4.12) − (4.13) is asymptotic
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to btα when t→∞, for some b ∈ R.
4.4.2 Case of a Bounded Non-convolution Kernel
We investigate, in this subsection, the asymptotic behavior of solutions of (4.12)−
(4.13) when the functions f and k satisfy the following hypotheses
(H5) There are functions h1 of type Hα, h2 of type H0, h of type M and gi of
type G1, i = 1, 2, 3, such that the functions f , k and ϕi, i = 1, 2, 3, satisfy
(4.14) ,
|k(t, s, u)| ≤ h(t, s)g3(|u|), (t, s, u) ∈ E, (4.33)
and ∫ t
t0
dτ
ϕi(τ)
→∞ as t→∞, t0 > 0, (4.34)
where ϕi, i = 1, 2, 3 are given in (4.29).
An example of the function h of type M, in (H5), is h (t, s) = se−(s+t) with
∫ ∞
1
tα max
τ≥1
h(τ, t)dt =
∫ ∞
1
e−1tα+1e−tdt ≤ e−1
∫ ∞
0
tα+1e−tdt = e−1Γ (α + 2) <∞.
Lemma 4.8 Let u be a continuous and nonnegative function on [1,∞) and let c
be a positive constant. Assume that
u (t) ≤ c+
∫ t
1
sαh1(s)ϕ1(u (s))ds+
∫ t
1
h2(s)ϕ2(u (s))ds
+
∫ t
1
sαh(t, s)ϕ3 (u (s)) ds, for all t ≥ 1,
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where h1, h2, h and ϕi, i = 1, 2, 3, satisfy (H5). Then,
u (t) ≤ Φ−13
(
Φ3(C2) +
∫ t
1
sα max
1≤τ≤t
h(τ, s)ds
)
, (4.35)
where Φi, Φ
−1
i and Ci are as in (4.31) and (4.32).
Proof. Let h˜(t, s) = max
1≤τ≤t
h(τ, s). Clearly, h˜(t, s) is nonnegative and nonde-
creasing in t for each fixed s and h(t, s) ≤ h˜(t, s) for all 1 ≤ s ≤ t. Let
y (t) = c+
∫ t
1
sαh1(s)ϕ1(u (s))ds+
∫ t
1
h2(s)ϕ2(u (s))ds
+
∫ t
1
sαh˜(T, s)ϕ3 (u (s)) ds, 1 ≤ t ≤ T ,
where T is arbitrarily chosen such that 1 ≤ T ≤ ∞. Clearly, u (t) ≤ y (t) and
y (t) ≤ c+
∫ t
1
sαh1(s)ϕ1(y (s))ds+
∫ t
1
h2(s)ϕ2(y (s))ds
+
∫ t
1
sαh˜(T, s)ϕ3 (y (s)) ds, 1 ≤ t ≤ T . (4.36)
The result follows by applying Lemma 3.23 to (4.36) because T is arbitrarily
chosen.
The main result of this subsection is given next.
Theorem 4.3 Suppose that the functions f and k satisfy (H1), (H2) and (H5).
Then, any solution of the problem (4.12)−(4.13) is asymptotic to btα when t→∞,
for some b ∈ R.
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Proof. We know from the condition (H5) that t
αh1(t), h2(t), t
α max
τ≥1
h(τ, t) ∈
L1 (1,∞) , Φ−1i is nondecreasing and Φi (∞) =∞, i = 1, 2, 3, thus
Φ1(C0) +
∫ ∞
1
sαh1(s)ds <∞, Φ2(C1) +
∫ ∞
1
h2(s)ds <∞,
Φ3(C2) +
∫ ∞
1
sα max
τ≥1
h(τ, s)ds <∞.
Consequently, there exists a constant B5 > 0 such that (4.35) implies that
u(t) ≤ B5 for all t ≥ 1, (4.37)
and
|x(t)|
tα
≤ u(t) ≤ B5, for all t ≥ 1. (4.38)
Therefore,
∫ t
0
∣∣∣∣f (s, x(s),∫ s
0
k (s, τ, x(τ)) dτ
)∣∣∣∣ ds
≤
∫ 1
0
(
h1(s)g1(|x(s)|) + h2(s)g2
(∫ s
0
h(s, τ)g3(|x(τ)|)dτ
))
ds
+
∫ t
1
(
sαh1(s)ϕ1
( |x(s)|
sα
)
+ h2(s)ϕ2 (u (s))
)
ds.
As ∫ t
1
(
sαh1(s)ϕ1
( |x(s)|
sα
)
+ h2(s)ϕ2 (u (s))
)
ds
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is uniformly bounded from (4.37) and (4.38), the integral
∫ t
0
f
(
s, x(s),
∫ s
0
k (s, τ, x(τ)) dτ
)
ds
is absolutely convergent and the rest of the proof is as in the proof of Theorem
4.2.
4.4.3 Case of a Convolution Kernel
In this subsection, we discuss the asymptotic behavior of solutions of (4.12)−(4.13)
when the functions f and k satisfy the following hypotheses
(H6) There are functions h1 of type Hα, h2 of type H0, h of type H′α and gi of
type G1, i = 1, 2, 3 such that the functions f , k and ϕi, i = 1, 2, 3 satisfy
(4.14) ,
|k(t, s, u)| ≤ h(t− s)l (s) g3(|u|), (t, s, u) ∈ E,
and (4.34), respectively.
Lemma 4.9 Suppose that x is a solution for the problem (4.12) − (4.13). Let
u, u1 and u2 be as in Lemma 4.6 with
u3 (t) =
∫ t
0
h(t− s)l (s) g3(|x(s)|)ds, for all t ≥ 0,
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where h1, h2, h and gi, i = 1, 2, 3 satisfy (H6). Then,
u (t) ≤ A˜1 + A2
∫ t
1
sαh1(s)ϕ1(u (s))ds+ A2
∫ t
1
h2(s)ϕ2(u (s))ds
+
∫ t
1
sαh(t− s)l (s)ϕ3 (u (s)) ds, for all t ≥ 1, (4.39)
where
A˜1 = A1 + A2
∫ 1
0
h1(s)g1(|x(s)|)ds+ A2
∫ 1
0
h2(s)g2 (u3 (s)) ds
+
∫ 1
0
max
0≤t<1
h(t− s)l (s) g3(|x(s)|)ds. (4.40)
and ϕi, i = 1, 2, 3 are as in (4.29).
Proof. For u = u1 + u2 + u3, we see that
u (t) = A1 + A2
∫ t
0
h1(s)g1 (|x(s)|) ds+ A2
∫ t
0
h2(s)g2 (u3 (s)) ds
+
∫ t
0
h(t− s)l (s) g3 (|x(s)|) ds
≤ A˜1 + A2
∫ t
1
h1(s)g1 (|x(s)|) ds+ A2
∫ t
1
h2(s)g2 (u3 (s)) ds
+
∫ t
1
h(t− s)l (s) g3 (|x(s)|) ds,
where A˜1 is the constant given in (4.40). Let
z(t) = A1 + A2
∫ t
0
h1(s)g1(|x(s)|)ds
+ A2
∫ t
0
h2(s)g2
(∫ s
0
h(s− τ)l (τ) g3(|x(τ)|)dτ
)
ds, t ≥ 0.(4.41)
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Clearly,
u3 (t) ≤ u (t) and z(t) ≤ u (t) , for all t ≥ 0.
We have from Lemma 4.5 and the assumption (H6) that
|x(t)|
tα
≤ z(t) for all t ≥ 1.
Since g1 and g3 are of type G1 and gi ≤ ϕi, i = 1, 2, 3, we deduce that
u (t) ≤ A˜1 + A2
∫ t
1
sαh1(s)ϕ1 (u (s)) ds+ A2
∫ t
1
h2(s)ϕ2 (u (s)) ds
+
∫ t
1
sαh(t− s)l (s)ϕ3 (u (s)) ds.
for all t ≥ 1.
Lemma 4.10 Let u be a continuous and nonnegative function on [1,∞) and let
c be a positive constant. Assume that
u (t) ≤ c+
∫ t
1
sαh1(s)ϕ1(u (s))ds+
∫ t
1
h2(s)ϕ2(u (s))ds
+
∫ t
1
sαh(t− s)l (s)ϕ3 (u (s)) ds, for all t ≥ 1,
where h1, h2, h and ϕi, i = 1, 2, 3 satisfy (H6). Then,
u (t) ≤ Φ−13
(
Φ3(C2) +
∫ t
1
H(s)ds
)
, for all t ≥ 1, (4.42)
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where
H(t) = h(0)tαl (t) + tαl (t)
∫ ∞
1
|h′(s− 1)| ds, t ≥ 1,
and Φ−1i , Φi and Ci, i = 1, 2, 3, are as in 4.31 and 4.32.
Proof. Let
y (t) = c+
∫ t
1
sαh1(s)ϕ1(u (s))ds+
∫ t
1
h2(s)ϕ2(u (s))ds,
+
∫ t
1
sαh(t− s)l (s)ϕ3 (u (s)) ds, t ≥ 1.
Then, u (t) ≤ y (t) for all t ≥ 1, and
y′ (t) = tαh1(t)ϕ1(u (t)) + h2(t)ϕ2(u (t)) + tαh(0)l (t)ϕ3 (u (t))
+
∫ t
1
sαh′(t− s)l (s)ϕ3 (u (s)) ds
≤ tαh1(t)ϕ1(y (t)) + h2(t)ϕ2(y (t)) + tαh(0)l (t)ϕ3 (y (t))
+
∫ t
1
sα |h′(t− s)| l (s)ϕ3 (u (s)) ds
≤ tαh1(t)ϕ1(y (t)) + h2(t)ϕ2(y (t)) + tαh(0)l (t)ϕ3 (y (t))
+
∫ t
1
sα |h′(t− s)| l (s)ϕ3 (y (s)) ds. (4.43)
Suppose that
y1 (t) =
∫ t−1
0
|h′(s)|
(∫ t
t−s
ταl (τ)ϕ3 (y (τ)) dτ
)
ds, t ≥ 1.
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The derivative of y1 takes the form
y′1 (t) = |h′(t− 1)|
(∫ t
1
ταl (τ)ϕ3 (y (τ)) dτ
)
+
∫ t−1
0
|h′(s)| [tαl (t)ϕ3 (y (t))
− (t− s)α l (t− s)ϕ3 (y (t− s))] ds
= |h′(t− 1)|
∫ t
1
ταl (τ)ϕ3 (y (τ)) dτ + t
αl (t)ϕ3 (y (t))
∫ t−1
0
|h′(s)| ds
−
∫ t−1
0
(t− s)α l (t− s) |h′(s)|ϕ3 (y (t− s)) ds
= |h′(t− 1)|
∫ t
1
ταl (τ)ϕ3 (y (τ)) dτ + t
αl (t)ϕ3 (y (t))
∫ t
1
|h′(σ − 1)| dσ
−
∫ t
1
σαl (σ) |h′(t− σ)|ϕ3 (y (σ)) dσ, t ≥ 1.
Now, setting
w (t) := y (t) + y1 (t) , t ≥ 1,
leads to
w′ (t) = tαh1(t)ϕ1(u (t)) + h2(t)ϕ2(u (t)) + tαh(0)l (t)ϕ3 (u (t))
+
∫ t
1
sαh′(t− s)l (s)ϕ3 (u (s)) ds+ |h′(t− 1)|
∫ t
1
ταl (τ)ϕ3 (y (τ)) dτ
+tαl (t)ϕ3 (y (t))
∫ t
1
|h′(σ − 1)| dσ −
∫ t
1
σαl (σ) |h′(t− σ)|ϕ3 (y (σ)) dσ.
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Clearly, u (t) ≤ y (t) ≤ w (t) for all t ≥ 1, so,
w′ (t) ≤ tαh1(t)ϕ1(y (t)) + h2(t)ϕ2(y (t)) + tαh(0)l (t)ϕ3 (y (t))
+
∫ t
1
sα |h′(t− s)| l (s)ϕ3 (y (s)) ds+ |h′(t− 1)|
∫ t
1
ταl (τ)ϕ3 (y (τ)) dτ
+tαl (t)ϕ3 (y (t))
∫ t
1
|h′(σ − 1)| dσ −
∫ t
1
σα |h′(t− σ)| l (σ)ϕ3 (y (σ)) dσ
= tαh1(t)ϕ1(w (t)) + h2(t)ϕ2(w (t)) + t
αh(0)l (t)ϕ3 (w (t))
+ |h′(t− 1)|
∫ t
1
ταl (τ)ϕ3 (w (τ)) dτ + t
αl (t)ϕ3 (w (t))
∫ t
1
|h′(τ − 1)| dτ .
Integrating both sides of this inequality over [1, t] gives
w (t) ≤ c+
∫ t
1
sαh1(s)ϕ1(w (s))ds+
∫ t
1
h2(s)ϕ2(w (s))ds
+h(0)
∫ t
1
sαl (s)ϕ3 (w (s)) ds+
∫ t
1
|h′(s− 1)|
(∫ s
1
ταl (τ)ϕ3 (w (τ)) dτ
)
ds
+
∫ t
1
sαl (s)ϕ3 (w (s))
(∫ s
1
|h′(τ − 1)| dτ
)
ds
= c+
∫ t
1
sαh1(s)ϕ1(w (s))ds+
∫ t
1
h2(s)ϕ2(w (s))ds
+h(0)
∫ t
1
sαl (s)ϕ3 (w (s)) ds+
∫ t
1
ταl (τ)
(∫ t
τ
|h′(s− 1)| ds
)
ϕ3 (w (τ)) dτ
+
∫ t
1
sαl (s)
(∫ s
1
|h′(τ − 1)| dτ
)
ϕ3 (w (s)) ds
= c+
∫ t
1
sαh1(s)ϕ1(w (s))ds+
∫ t
1
h2(s)ϕ2(w (s))ds+
∫ t
1
H (s)ϕ3 (w (s)) ds,
where
H (s) = h(0)sαl (s) + sαl (s)
∫ ∞
s
|h′(τ − 1)| dτ + sαl (s)
∫ s
1
|h′(τ − 1)| dτ .
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Lemma 3.23 allows us to conclude the result.
Here is our main result of this subsection.
Theorem 4.4 Suppose that the functions f and k satisfy (H1), (H2) and (H6).
Then, any solution of the problem (4.12)−(4.13) is asymptotic to btα when t→∞,
for some b ∈ R.
Proof. Under the condition (H6), the inequality, (4.42) implies that there exists
a constant B5 > 0 such that
u(t) ≤ B5 for all t ≥ 1. (4.44)
Thus,
|x(t)|
tα
≤ B5, for all t ≥ 1, (4.45)
and
∫ t
0
∣∣∣∣f (s, x(s),∫ s
0
k (s, τ, x(τ)) dτ
)∣∣∣∣ ds
≤
∫ 1
0
(
h1(s)g1(|x(s)|) + h2(s)g2
(∫ s
0
h(s− τ)g3(|x(τ)|)dτ
))
ds
+
∫ t
1
(
sαh1(s)ϕ1
( |x(s)|
sα
)
+ h2(s)ϕ2 (u (s))
)
ds.
The first integral on the right-hand side is finite by the continuity of the integrand
functions over [0, 1] and the second one is uniformly bounded by (4.44) and (4.45).
The conclusion is achieved as in the proof of Theorem 4.2.
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Example 4.2 The functions
k (t, s, x(s)) =
e−t
1 + tes
(|x(s)|)λ , h (t) = e−t, l (t) = e−2t and g3 (t) = tλ, 0 ≤ λ ≤ 1,
all satisfy (H6). Indeed, it is obvious that
∫ ∞
1
tαl (t) dt <
∫ ∞
0
tαe−tdt = Γ(α + 1) <∞,∫ ∞
1
|h′(t− 1)| dt =
∫ ∞
1
e−(t−1)dt <∞,∫ t
1
sαh′(t− s)l (s) ds = −
∫ t
1
sαe−(t−s)e−2sds = −e−t
∫ t
1
sαe−sds,∫ ∞
1
∣∣∣∣∫ t
1
sαh′(t− s)l (s) ds
∣∣∣∣ dt = ∫ ∞
1
e−t
(∫ t
1
sαe−sds
)
dt
≤
∫ ∞
1
e−t
(∫ ∞
1
sαe−sds
)
dt ≤ Γ(α + 1)
∫ ∞
1
e−tdt <∞.
4.4.4 Case of a Singular Kernel
Notice that, in all the above subsections, we assumed the continuity of the kernel
k on [0,∞). Here we treat the singular kernel appeared in the fractional integral
operator Iβ0+ .
Consider the following equation
(
CDα0+x
)′
(t) = f
(
t, x(t),
(
Iβ0+x
)
(t)
)
, t ≥ 0, 0 < α < 1, β > 0, (4.46)
subject to
x(0) = c0,
(
CDα0+x
)
(0) = c1, c0, c1 ∈ R. (4.47)
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We suppose that the function f satisfies the following hypotheses
(H7) f satisfies (H1) and there are functions h1 ∈ Hα, h2 ∈ Hα+β and gi ∈ G2,
i = 1, 2 with g1 ∝ g2 such that
|f(t, u, v)| ≤ h1(t)g1(|u|) + h2(t)g2(|v|), (t, u, v) ∈ D.
Lemma 4.11 If x is a solution for the problem (4.46)− (4.47) and the functions
f satisfies (H7), then
|x(t)|
tα
,
∣∣∣(Iβ0+x) (t)∣∣∣
tα+β
≤ z(t), for all t ≥ 1, (4.48)
where
z(t) = A1 + A2
∫ t
0
h1(s)g1(|x(s)|)ds
+ A2
∫ t
0
h2(s)g2
(∣∣∣(Iβ0+x) (s)∣∣∣) ds, t ≥ 0, (4.49)
A1 = max
{
|c0|+ |c1|
Γ(α + 1)
,
|c0|
Γ(β + 1)
+
|c1|
Γ(α + β + 1)
}
,
A2 =
{
1
Γ(α + 1)
,
1
Γ(α + β + 1)
}
.
Proof. Integrating both sides of (4.46) over [0, t] yields
(
CDα0+x
)
(t) = c1 +
∫ t
0
f
(
s, x(s),
(
Iβ0+x
)
(s)
)
ds. (4.50)
90
Next, applying Iαa+ to both sides of equation (4.50) gives
x(t) = c0 +
c1t
α
Γ(α + 1)
+
(
Iα+10+ f
(
s, x(s),
(
Iβ0+x
)
(s)
))
(t), t ≥ 0,
and
|x(t)| ≤ |c0|+ |c1| t
α
Γ(α + 1)
+
tα
Γ(α + 1)
∫ t
0
∣∣∣f (s, x(s),(Iβ0+x) (s))∣∣∣ ds, t ≥ 0. (4.51)
For t ≥ 1, (4.51) implies that
|x(t)|
tα
≤ |c0|+ |c1|
Γ(α + 1)
+
1
Γ(α + 1)
∫ t
0
∣∣∣f (s, x(s),(Iβ0+x) (s))∣∣∣ ds.
From condition (H7), we have
|x(t)|
tα
≤ |c0|+ |c1|
Γ(α + 1)
+
1
Γ(α + 1)
∫ t
0
h1(s)g1(|x(s)|)ds
+
1
Γ(α + 1)
∫ t
0
h2(s)g2
(∣∣∣(Iβ0+x) (s)∣∣∣) ds , for all t ≥ 1, (4.52)
Also, for all t ≥ 0,
(
Iβ0+x
)
(t) = Iβ0+
(
c0 +
c1s
α
Γ(α + 1)
+
(
Iα+10+ f
(
τ, x(τ),
(
Iβ0+x
)
(τ)
))
(s)
)
(t)
=
c0t
β
Γ(β + 1)
+
c1t
α+β
Γ(α + β + 1)
+
(
Iα+β+10+ f
(
τ, x(τ),
(
Iβ0+x
)
(τ)
))
(t),
∣∣∣(Iβ0+x) (t)∣∣∣ ≤ |c0| tβΓ(β + 1) + tα+βΓ(α + β + 1)
(
|c1|+
∫ t
0
f
∣∣∣(s, x(s),(Iβ0+x) (s))∣∣∣ ds) .
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For t ≥ 1, we deduce that
∣∣∣(Iβ0+x) (t)∣∣∣
tα+β
≤ |c0|
Γ(β + 1)
+
|c1|
Γ(α + β + 1)
+
1
Γ(α + β + 1)
∫ t
0
h1(s)g1(|x(s)|)ds
+
1
Γ(α + β + 1)
∫ t
0
h2(s)g2
(∣∣∣(Iβ0+x) (s)∣∣∣) ds , (4.53)
for all t ≥ 1. The result is obtained from (4.52) and (4.53).
The next theorem represents the main result of this subsection.
Theorem 4.5 Suppose that the functions f satisfies (H7). Then, any solution of
the problem (4.46)− (4.47) is asymptotic to btα when t→∞, for some b ∈ R.
Proof. Differentiating the expression z, given by (4.49), we obtain
z′ (t) = A2h1(t)g1(|x(t)|) + A2h2(t)g2
(∣∣∣(Iβ0+x) (t)∣∣∣) , t ≥ 0.
We concluded from (4.48) and the monotonicity of g1 and g2, that
z′ (t) ≤ A2tαh1(t)g1(z(t)) + A2tα+βh2(t)g2(z(t)). (4.54)
Integrating both sides of (4.54) over [1, t] leads to
z (t) ≤ z (1) + A2
∫ t
1
sαh1(s)g1(z (s))ds+ A2
∫ t
1
sα+βh2(s)g2(z (s))ds. (4.55)
As h1 ∈ Hα, h2 ∈ Hα+β and gi ∈ G2, applying Lemma 3.23 to (4.55) gives, for all
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t ≥ 1,
z(t) ≤ A3, A3 > 0 is a constant. (4.56)
Recalling (4.49) and (4.50), we deduce
∣∣(CDα0+x) (t)∣∣
Γ(α + 1)
≤ z(t) for all t ≥ 0.
In view of the relation (4.48), it follows that
∣∣(CDα0+x) (t)∣∣
Γ(α + 1)
,
|x(t)|
tα
,
∣∣∣(Iβ0+x) (t)∣∣∣
tα+β
≤ A3, for all t ≥ 1. (4.57)
Now, the proof can be completed by following the same process of the above
proofs.
4.4.5 Case of Fractional Source Terms
Now, we are going to generalize the result of Theorem 4.1 to the problem (4.5)−
(4.6), where 0 ≤ β ≤ α < 1 and 0 ≤ γ ≤ α < 1. We start by estimating the two
derivatives CDβ0+x and
CDγ0+x as shown in the following lemma.
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Lemma 4.12 Let x be a solution of problem (4.5)− (4.6). Then,
∣∣∣(CDβ0+x)(t)∣∣∣ ≤ |c1| tα−βΓ(α− β + 1) + tα−βΓ(α− β + 1)
×
∫ t
0
∣∣∣∣f (s, (CDβ0+x) (s) ,∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣ ds,∣∣(CDγ0+x) (t)∣∣ ≤ |c1| tα−γΓ(α− γ + 1) + tα−γΓ(α− γ + 1)
×
∫ t
0
∣∣∣∣f (s, (CDβ0+x) (s) ,∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣ ds,
for all t > 0.
Proof. We know that applying Iα+1a+ to both sides of equation (4.8) yields
x(t) = c0 +
c1t
α
Γ(α + 1)
+
(
Iα+10+ f
(
s, (CDβ0+x)(s),
∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
))
(t).
(4.58)
With help of Lemma 3.5 and Lemma 3.13, CDβ0+x and
CDγ0+x take the forms
(CDβ0+x)(t) =
c1t
α−β
Γ(α− β + 1)
+
(
Iα−β+10+ f
(
s, (CDβ0+x) (s) ,
∫ s
0
k
(
s, τ,
(
CDγ0+x
)
(τ)
)
dτ
))
(t) ,
(
CDγ0+x
)
(t) =
|c1| tα−γ
Γ(α− γ + 1)
+
(
Iα−γ+10+ f
(
s, (CDβ0+x) (s) ,
∫ s
0
k
(
s, τ,
(
CDγ0+x
)
(τ)
)
dτ
))
(t) .
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Therefore,
∣∣∣(CDβ0+x)(t)∣∣∣ ≤ |c1| tα−βΓ(α− β + 1)
+
(
Iα−β+10+
∣∣∣∣f (s, (CDβ0+x) (s) ,∫ s
0
k
(
s, τ,
(
CDγ0+x
)
(τ)
)
dτ
)∣∣∣∣) (t)
=
|c1| tα−β
Γ(α− β + 1) +
1
Γ(α− β + 1)
×
∫ t
0
(t− s)α−β
∣∣∣∣f (s, (CDβ0+x) (s) ,∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣ ds
≤ |c1| t
α−β
Γ(α− β + 1) +
tα−β
Γ(α− β + 1)
×
∫ t
0
∣∣∣∣f (s, (CDβ0+x) (s) ,∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)∣∣∣∣ ds,
for all t > 0.
The same can be done for
∣∣(CDγ0+x) (t)∣∣.
Lemma 4.6 can be generalized without major changes in the proof.
Lemma 4.13 Let
u1 (t) = A1 + A2
∫ t
0
h1(s)g1(
∣∣∣(CDβ0+x)(s)∣∣∣)ds,
u2 (t) = A2
∫ t
0
h2(s)g2 (u3 (s)) ds,
u3 (t) =
∫ t
0
h3(s)g3(
∣∣(CDγ0+x) (s)∣∣)ds,
for all t ≥ 0, where h1 ∈ Hα−β, h2 ∈ H0, h3 ∈ Hα−γ and gi are of type G2,
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i = 1, 2, 3. Assume that x is a solution for the problem (4.5)− (4.6). Then,
u (t) ≤ u (1) + A2
∫ t
1
sα−βh1(s)g1(u (s))ds+ A2
∫ t
1
h2(s)g2(u (s))ds
+
∫ t
1
sα−γh3 (s) g3(u (s))ds, for all t ≥ 1, (4.59)
where
u = u1 + u2 + u3, (4.60)
and
u (1) = A1 + A2
∫ 1
0
h1(s)g1(
∣∣∣(CDβ0+x)(s)∣∣∣)ds+ A2 ∫ 1
0
h2(s)g2 (u3(s)) ds
+
∫ 1
0
h3(s)g3
(∣∣(CDγ0+x) (s)∣∣) ds. (4.61)
Theorem 4.6 Suppose that the functions f and k satisfy (H1), (H2) and (H3)
with h1 ∈ Hα−β, h2 ∈ H0, h3 ∈ Hα−γ. Then, any solution of the problem
(4.5)− (4.6) is asymptotic to btα when t→∞, for some b ∈ R.
Proof. We first note that the relation (4.59), implies, in view of Lemma 3.23,
that
u(t) ≤ G−13
(
G3(C2) +
∫ t
1
sα−γh3(s)ds
)
, t ≥ 1,
where C2 = G
−1
2
(
G2(C1) +
∫∞
1
h2(s)ds
)
, C1 = G
−1
1
(
G1(C0) +
∫∞
1
sα−βh1(s)ds
)
,
C0 = A3. Therefore, there exists a constant A7 > 0 such that
∣∣∣CDβ0+x(t)∣∣∣
tα−β
≤ A7 for all t ≥ 1, (4.62)
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and consequently by exploiting the continuity of CDβ0+x,
CDγ0+x (see Lemma 3.13),
we see that
∫ t
0
∣∣∣∣f (s, (CDβ0+x)(s),∫ s
0
k
(
s, τ,
(
CDγ0+x
)
(τ)
)
dτ
)∣∣∣∣ ds
≤
∫ 1
0
(
h1(s)g1(
∣∣∣(CDβ0+x)(s)∣∣∣) + h2(s)g2(∫ s
0
h3(τ)g3(
∣∣(CDγ0+x) (τ)∣∣)dτ)) ds
+
∫ t
1
sα−βh1(s)g1

∣∣∣(CDβ0+x)(s)∣∣∣
sα−β
+ h2(s)g2 (u (s))
 ds,
is uniformly bounded for all t > 0, and as in the proof of previous theorems
lim
t→∞
(
CDα0+x
)
(t)
Γ(α + 1)
= b = lim
t→∞
x(t)
tα
.
The proof is complete.
4.5 Equations with Riemann-Liouville Fractional
Derivatives
When 1 < µ < 2, we write Dµ0+ = D
α+1
0+ , 0 < α < 1, in the equation (1.1). It
is clear that DDα0+ =
(
Dα0+
)′
= Dα+10+ in case of the Riemann-Liouville fractional
derivative.
In this section, we consider the equation
(
Dα+10+ x
)
(t) = f
(
t, (Dβ0+x)(t),
∫ t
0
k
(
t, s,
(
Dγ0+x
)
(s)
)
ds
)
, t > 0, (4.63)
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subject to (
I1−α0+ x
)
(0+) = a1, ( D
α
0+x) (0
+) = a2, a1, a2 ∈ R, (4.64)
where Dα+10+ , D
β
0+ and D
γ
0+ are the Riemann-Liouville fractional derivatives of or-
ders α + 1, β and γ, respectively, 0 ≤ β ≤ α < 1 and 0 ≤ γ ≤ α < 1. We assume
that the functions f and k satisfy the hypotheses
(H˜1) f(t, u, v) is a C1−α function in D = {(t, u, v) : t ≥ 0, u, v ∈ R}.
and (H2), respectively.
We study the asymptotic behavior of solutions for the problem (4.63)− (4.64)
in the sense of the following definition.
Definition 4.8 We mean by a solution x of (4.63)−(4.64), a function x : (0, b]→
R, that it is continuable, satisfies the equation (4.63) and the initial conditions
(4.64) and is in the space Cα+11−α [0, b] , 0 < b ≤ ∞, defined by
Cα+11−α [0, b] =
{
x : (0, b]→ R | x ∈ C1−α [0, b] , Dα+10+ x ∈ C1−α [0, b]
}
, (4.65)
where the space C1−α [0, b] is defined in (3.1).
4.5.1 Some Useful Lemmas
The following lemmas will be needed in the next subsections.
Lemma 4.14 Let 0 < α < 1. If x ∈ Cα+11−α [0, b], then Dα0+x ∈ C [0, b].
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Proof. Note that if x ∈ Cα+11−α [0, b], then Dα+10+ x = D20+I1−α0+ x ∈ C1−α [0, b] and
we have from Lemma 3.2, I1−α0+ x ∈ C21−α [0, b] ⊂ AC2 [0, b] ⊂ C1 [0, b]. Therefore
DI1−α0+ x = D
α
0+x ∈ C [0, b].
Lemma 4.15 Let x be a solution of problem (4.63) − (4.64) with f ∈ L1 (0,∞).
Then,
lim
t→∞
x(t)
tα
= lim
t→∞
(
Dα0+x
)
(t)
Γ(α + 1)
=
1
Γ(α + 1)
(
a2 +
∫ ∞
0
f
(
s,
(
Dβ0+x
)
(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
)
ds
)
.
Proof. Applying I10+ to both sides of equation (4.63) and then applying I
α
a+ to
the resulting equation, taking into account Lemmas (3.10), 3.16 and 3.5, we get
(Dα0+x) (t) = a2 +
∫ t
0
f
(
s, (Dβ0+x)(s),
∫ s
0
k
(
s, τ,
(
Dγ0+x
)
(τ)
)
dτ
)
ds, (4.66)
x(t) =
a1t
α−1
Γ(α)
+
a2t
α
Γ(α + 1)
+
(
Iα+10+ f
(
s, (Dβ0+x)(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
))
(t).
(4.67)
for all t > 0. Taking the limit of the ratio x(t)
tα
as t → ∞ gives the desired result
with help of Lemma 4.3.
The next two lemmas provide estimates for some integrals which will appear
later in our results.
Lemma 4.16 Let b2, b3 and b4 be positive constants and z (t) be a continuous and
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nonnegative function on [0,∞). Assume that
z(t) ≤ b2 + b3t+ b4t
∫ t
0
(h1(s)g1 (z(s)) + h2(s)g2 (z(s))) ds, t ≥ 0, (4.68)
where h1, h2 ∈ H1 and g1, g2 ∈ G2 with g1 ∝ g2. Then,
z(t) ≤

G−12 (d2) , 0 ≤ t < 1
tG−12 (d3) , t ≥ 1
,
where
d2 = G2 (d1) +
∫ 1
0
h2(s)ds, d1 = G
−1
1
(
G1(d0) +
∫ 1
0
h1(s)ds
Γ(α + 1)
)
, d0 = b2 + b3,
d3 = G2(e1) + b4
∫ ∞
1
sh2(s)ds, e1 = G
−1
1
(
G1(d4) + b4
∫ ∞
1
sh1(s)ds
)
,
d4 = d0 + b4g1(G
−1
2 (d2))
∫ 1
0
h1(s)ds+ b4g2
(
G−12 (d2)
) ∫ 1
0
h2(s)ds,
and G−1i is the inverse function of Gi (t) =
∫ t
t0
dτ
gi(τ)
, i = 1, 2, t0 > 0, t > 0.
Proof. For 0 ≤ t < 1 we obtain from (4.68)
z(t) ≤ b2 + b3 + b4
∫ t
0
h1(s)g1(z(s))ds+ b4
∫ t
0
h2(s)g2 (z(s)) ds.
It follows from Lemma 3.23 that
z(t) ≤ G−12 (d2) .
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For t ≥ 1, we have from (4.68)
z(t)
t
≤ b2 + b3 + b4
∫ t
0
h1(s)g1(z(s))ds+ b4
∫ t
0
h2(s)g2 (z(s)) ds
≤ d4 + b4
∫ t
1
sh1(s)g1
(
z(s)
s
)
ds+ b4
∫ t
1
sh2(s)g2
(
z(s)
s
)
ds. (4.69)
Now, the hypotheses of Lemma 3.23 are satisfied with b1 =∞ (because
∫∞
t0
dτ
gi(τ)
=
∞, i = 1, 2). Then, (4.69) for t ∈ [1,∞) leads to
z(t)
t
≤ G−12 (d3) .
This completes the proof.
Lemma 4.17 Let b2, b3 and b4 be positive constants and let z(t) be a continuous
and nonnegative function on [0,∞). If
z(t) ≤ b2+b3t+b4t
∫ t
0
(
h1(s)g1(z(s)) + h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
))
ds, t ≥ 0,
(4.70)
where h1, h3 are of type H1, h2 is of type H0 and gi is of type G2, i = 1, 2, 3 with
g1 ∝ g2 ∝ g3. Then,
z(t) ≤

G−13 (M) , 0 ≤ t < 1
tG−13 (M1) , t ≥ 1
,
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where
M = G3 (d2) +
∫ 1
0
h3(s)ds, d2 = G
−1
2
(
G2(d1) + b4
∫ 1
0
h2(s)ds
)
,
d1 = G
−1
1
(
G1(d0) + b4
∫ 1
0
h1(s)ds
)
, d0 = b2 + b3,
M1 = G3(e2) +
∫ ∞
1
sh3(s)ds, e2 = G
−1
2
(
G2(e1) + b4
∫ ∞
1
h2(s)ds
)
,
e1 = G
−1
1
(
G1(M2) + b4
∫ ∞
1
sh1(s)ds
)
,
M2 = d0 + b4g1(G
−1
3 (M))
∫ 1
0
h1(s)ds+ b4g2
(
g3
(
G−13 (M)
) ∫ 1
0
h3(τ)dτ
)∫ 1
0
h2(s)ds.
Proof. For 0 ≤ t < 1, we obtain from (4.70)
z(t) ≤ b2 + b3 + b4
∫ t
0
(
h1(s)g1 (z(s)) + h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
))
ds.
It follows from Lemma 3.24 that
z(t) ≤ G−13 (M) for all 0 ≤ t < 1.
For t ≥ 1, we have from (4.70),
z(t)
t
≤ d0 + b4
∫ 1
0
(
h1(s)g1(G
−1
3 (M)) + h2(s)g2
(∫ s
0
h3(τ)g3(G
−1
3 (M))dτ
))
ds
+b4
∫ t
1
(
h1(s)g1(z(s)) + h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
))
ds
≤ M2 + b4
∫ t
1
(
h1(s)g1(z(s)) + h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
))
ds.
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Let u = u1 + u2 + u3, where
u1 (t) = M2 + b4
∫ t
0
h1(s)g1(z(s))ds,
u2 (t) = b4
∫ t
0
h2(s)g2 (u3 (s)) ds, u3 (t) =
∫ t
0
h3(s)g3(z(s))ds, t > 0.
Differentiating u, we get, in virtue of the monotonicity of gi, i = 1, 2, 3,
u′ (t) ≤ b4th1(t)g1 (u (t)) + b4h2(t)g2 (u (t)) + th3(t)g3 (u (t)) . (4.71)
for all t ≥ 1. Integrating both sides of (4.71) over [1, t] gives
u (t) ≤ u (1) + b4
∫ t
1
sh1(s)g1(u (s))ds+ b4
∫ t
1
h2(s)g2(u (s))ds
+
∫ t
1
sh3(s)g3(u (s))ds. (4.72)
Now, since
∫∞
t0
dτ
gi(τ)
=∞, i = 1, 2, 3 for any t0 > 0, the hypotheses of Lemma 3.23
are satisfied with b1 =∞. Therefore, by Lemma 3.23, the inequality (4.72) leads
to
u(t) ≤ G−13 (M1) , for all t ≥ 1.
The proof is now complete.
Although the estimates in Lemmas 4.16 and 4.17 are not the best, they ensure
that all the involved integrals are bounded, which is the most useful fact we need
in the next subsections.
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4.5.2 Case of a Non-fractional Source
In this subsection, we consider the problem (4.63) − (4.64) with β = γ = 0 and
0 < α < 1, that is,
(
Dα+10+ x
)
(t) = f
(
t, x(t),
∫ t
0
k (t, s, x(s)) ds
)
, t > 0, (4.73)
subject to (
I1−α0+ x
)
(0+) = a1, (D
α
0+x) (0
+) = a2, a1, a2 ∈ R. (4.74)
First, we need the following condition:
(H˜3) There are functions h1, h3 ∈ H1, h2 ∈ H0 and gi ∈ G2, i = 1, 2, 3 with
g1 ∝ g2 ∝ g3 such that
|f(t, u, v)| ≤ h1(t)g1
( |u|
tα−1
)
+ h2(t)g2(|v|), (t, u, v) ∈ D, (4.75)
and
|k(t, s, x)| ≤ h3(s)g3
( |x|
sα−1
)
, (t, s, x) ∈ E. (4.76)
Now, we prove the main result in this subsection.
Theorem 4.7 Suppose that f and k satisfy (H˜1), (H2) and (H˜3). Then, any
solution of the problem (4.73)− (4.74) is asymptotic to ctα when t→∞, for some
c ∈ R.
Proof. For the case of the Riemann-Liouville fractional derivative, applying
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Iα+10+ to both sides of the equation in (4.73) yields
x(t) =
a1t
α−1
Γ(α)
+
a2t
α
Γ(α + 1)
+
(
Iα+10+ f
(
s, x(s),
∫ s
0
k(s, τ, x(τ))dτ
))
(t).
Then, for all t > 0,
|x(t)|
tα−1
≤ |a1|
Γ(α)
+
|a2| t
Γ(α + 1)
+
t
Γ(α + 1)
∫ t
0
[
h1(s)g1
( |x(s)|
sα−1
)
+h2(s)g2
(∫ s
0
h3(τ)g3
( |x(τ)|
τα−1
)
dτ
)]
ds. (4.77)
Let us denote the right hand side of inequality (4.77) by z(t) for all t > 0, then
|x(t)|
tα−1
≤ z(t), for all t > 0, (4.78)
and consequently,
z(t) ≤ |a1|
Γ(α)
+
|a2|
Γ(α + 1)
t+
t
Γ(α + 1)
∫ t
0
[h1(s)g1(z(s))
+h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
)]
ds for all t > 0. (4.79)
It follows from Lemma 4.17 that
z(t) ≤ tG−13 (M1) , for all t ≥ 1,
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and we have from (4.78) that
|x(t)|
tα
≤M3 := G−13 (M1) , for all t ≥ 1. (4.80)
Let
J :=
∫ t
0
∣∣∣∣f (s, x(s),∫ s
0
k(s, τ, x(τ))dτ
)∣∣∣∣ ds, t > 0.
Using the assumption (H˜3) and (4.78) we see that
J ≤
∫ 1
0
[
h1(s)g1(z(s)) + h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
)]
ds
+
∫ t
1
[
h1(s)g1(z(s)) + h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
)]
ds, t ≥ 1. (4.81)
The second integral on the right-hand side of (4.81) can be estimated using (4.78)
as follows
J2 ≤
∫ t
1
sh1(s)g1(M3)ds+
∫ t
1
h2(s)g2
(∫ 1
0
h3(τ)g3 (z(τ)) dτ
+
∫ s
1
h3(τ)g3(z(τ))dτ
)
ds
≤ g1(M3)
∫ t
1
sh1(s)ds+ g2
(
g3(M4)
∫ 1
0
h3(τ)dτ + g3(M3)
∫ t
1
τh3(τ)dτ
)
×
∫ t
1
h2(s)ds.
for all t ≥ 1. As h1, h3 ∈ H1, h2 ∈ H0, we deduce that J2 is uniformly bounded
and so is J .
It means that the integral
∫ t
0
f
(
s, x(s),
∫ s
0
k(s, τ, x(τ))dτ
)
ds is absolutely con-
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vergent and so
lim
t→∞
∫ t
0
f
(
s, x(s),
∫ s
0
k(s, τ, x(τ))dτ
)
ds <∞. (4.82)
Integrating both sides of (4.73) over the interval [0, t] yields
(Dα0+x) (t) = a1 +
∫ t
0
f
(
s, x(s),
∫ s
0
k(s, τ, x(τ))dτ
)
ds.
Now, (4.82) insures that there is a real number cˆ such that
lim
t→∞
Dα0+x(t) = cˆ.
By Lemma 4.15
lim
t→∞
x(t)
tα
= lim
t→∞
(
Dα0+x
)
(t)
Γ(α + 1)
= c,
c := cˆ
Γ(α+1)
. This completes the proof.
4.5.3 Case of a Singular Kernel
Consider the following equation
Dα+10+ x(t) = f
(
t, x(t),
(
Iβ0+x
)
(t)
)
, t > 0, 0 < α < 1, 0 < α + β < 1, (4.83)
subject to (
I1−α0+ x
)
(0+) = a1, (D
α
0+x) (0
+) = a2, a1, a2 ∈ R. (4.84)
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To study the asymptotic behavior of solutions for the problem (4.83)− (4.84),
we assume that the function f satisfies the condition
(H˜7) There are functions h1, h2 ∈ H1 and g1, g2 ∈ G2 with g1 ∝ g2 such that
|f(t, u, v)| ≤ h1(t)g1
( |u|
tα−1
)
+ h2(t)g2
( |v|
tα+β−1
)
, (t, u, v) ∈ D.
Theorem 4.8 Suppose that f satisfies the conditions (H˜1), and (H˜7). Then, any
solution of the problem (4.83)− (4.84) is asymptotic to ctα when t→∞, for some
c ∈ R.
Proof. We have from the condition (H˜7) after applying I
α+1
0+ to both sides of
equation (4.83),
t1−α |x(t)| ≤ |a1|
Γ(α)
+
|a2| t
Γ(α + 1)
+
t
Γ(α + 1)
∫ t
0
[
h1(s)g1
( |x(s)|
sα−1
)
+h2(s)g2

∣∣∣(Iβ0+x) (s)∣∣∣
sα+β−1
 ds, t > 0. (4.85)
As
(
Iβ0+x
)
(t) =
a1t
α+β−1
Γ(α + β)
+
a2t
α+β
Γ(α + β + 1)
+ Iα+β+10+ f
(
τ, x(τ),
(
Iβ0+x
)
(τ)
)
(s) (t) ,
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for all t > 0, we arrive at
∣∣∣(Iβ0+x) (t)∣∣∣ ≤ |a1| tα+β−1Γ(α + β) + |a2| tα+βΓ(α + β + 1) + Iα+β+10+ ∣∣∣f (τ, x(τ),(Iβ0+x) (τ))∣∣∣ (s) (t)
≤ |a1| t
α+β−1
Γ(α + β)
+
tα+β
Γ(α + β + 1)
(
|a2|+
∫ t
0
∣∣∣f (s, x(s),(Iβ0+x) (s))∣∣∣ ds) ,
or equivalently with help of (H˜7),
t1−α−β
∣∣∣(Iβ0+x) (t)∣∣∣ ≤ |a1|Γ(α + β) + tΓ(α + β + 1)
(
|a2|+
∫ t
0
[
h1(s)g1
( |x(s)|
sα−1
)
+h2(s)g2

∣∣∣(Iβ0+x) (s)∣∣∣
sα+β−1
 ds
 for all t > 0. (4.86)
Now, let
z(t) = A1 + A2t+ A3t
∫ t
0
h1(s)g1( |x(s)|
sα−1
)
+ h2(s)g2

∣∣∣(Iβ0+x) (s)∣∣∣
sα+β−1
 ds,
(4.87)
for all t > 0, where
A1 = max
{ |a1|
Γ(α)
,
|a1|
Γ(α + β)
}
, A2 = max
{ |a2|
Γ(α + 1)
,
|a2|
Γ(α + β + 1)
}
,
A2 = max
{
1
Γ(α + 1)
,
1
Γ(α + β + 1)
}
.
It is not difficult to see from the relations(4.85)− (4.87), that
t1−α |x(t)| , t1−α−β
∣∣∣(Iβ0+x) (t)∣∣∣ ≤ z(t), t > 0,
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and consequently, for t > 0,
z(t) ≤ A1 + A2t+ A3t
∫ t
0
h1(s)g1(z(s))ds+ A3t
∫ t
0
h2(s)g2 (z(s)) ds, t > 0.
It follows from Lemma 4.16 that
z(t) ≤ tG−12 (d3) , for all t ≥ 1,
where G−12 and d3 are given in Lemma 4.16. Now, the proof can be completed in
a similar manner of the proof of Theorem 4.7.
4.5.4 Case of Delay
Here we consider the following equation
Dα+10+ x(t) = f
(
t, x(ψ (t)),
∫ t
0
k(t, s, x(ψ (s)))ds
)
, t > 0, 0 < α < 1, (4.88)
subject to (
I1−α0+ x
)
(0+) = a1, (D
α
0+x) (0
+) = a2, a1, a2 ∈ R. (4.89)
In order to study the asymptotic of solutions for the problem (4.88)− (4.89),
we set the following condition:
(H8) There are functions h1, h3 ∈ H1, h2 ∈ H0, gi ∈ G2, i = 1, 2, 3 with g1 ∝
g2 ∝ g3 and a function ψ which is nonnegative continuous on [0,∞) with
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ψ (t) ≤ t and lim
t→∞
ψ (t) =∞ such that
|f(t, u, v)| ≤ h1(t)g1
( |u|
ψα−1 (t)
)
+ h2(t)g2(|v|), (t, u, v) ∈ D,
|k(t, s, x)| ≤ h3(s)g3
( |x|
ψα−1 (s)
)
, (t, s, x) ∈ E.
Theorem 4.9 Suppose that f and k satisfy the conditions (H˜1), (H2) and (H8).
Then, any solution of the problem (4.88)−(4.89) is asymptotic to ctα when t→∞,
for some c ∈ R.
Proof. We have here for all t > 0,
|x(t)|
tα−1
≤ |a1|
Γ(α)
+
t
Γ(α + 1)
(
|a2|+
(
I10
∣∣∣∣f (s, x(ψ (s)), ∫ s
0
k(s, τ, x(ψ (τ)))dτ
)∣∣∣∣) (t)) .
Therefore,
|x(t)|
tα−1
≤ |a1|
Γ(α)
+
|a2| t
Γ(α + 1)
+
t
Γ(α + 1)
∫ t
0
[
h1(s)g1
( |x(ψ (s))|
ψα−1 (s)
)
+h2(s)g2
(∫ s
0
h3(τ)g3
( |x(ψ (τ))|
ψα−1 (τ)
)
dτ
)]
ds, t > 0. (4.90)
Let us denote the right hand side of inequality (4.90) by z(t) for all t > 0, then
|x(t)|
tα−1
≤ z(t) and |x (ψ (t))|
ψα−1 (t)
≤ z (ψ (t)) , t > 0. (4.91)
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We also see from the condition (H8) on ψ and from the monotonicity of z,
|x (ψ (t))|
ψα−1 (t)
≤ z (t) , t > 0, (4.92)
and thereafter,
z(t) ≤ |a1|
Γ(α)
+
|a2|
Γ(α + 1)
t+
t
Γ(α + 1)
∫ t
0
[h1(s)g1(z(s))
+h2(s)g2
(∫ s
0
h3(τ)g3(z(τ))dτ
)]
ds, t > 0. (4.93)
The rest of the proof is similar to that of Theorem 4.7.
4.5.5 Case of Fractional Source Terms
We study in this subsection the asymptotic behavior of solutions for the problem
(4.63)− (4.64) under the following condition:
(H10) There are functions h1, h3 ∈ H1, h2 ∈ H0 and gi ∈ G2, i = 1, 2, 3, with
g1 ∝ g2 ∝ g3 such that
|f(t, u, v)| ≤ h1(t)g1
( |u|
tα−β−1
)
+ h2(t)g2(|v|), (t, u, v) ∈ D,
|k(t, s, x)| ≤ h3(s)g3
( |x|
tα−γ−1
)
, (t, s, x) ∈ E.
Now, we are ready to state and prove the main result of this subsection.
Theorem 4.10 Suppose that f and k satisfy the conditions (H˜1), (H2) and
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(H10). Then, any solution of the problem (4.63) − (4.64) is asymptotic to ctα
when t→∞, for some c ∈ R.
Proof. Here we have
x(t) =
a1t
α−1
Γ(α)
+
a2t
α
Γ(α + 1)
+
(
Iα+10+ f
(
s, (Dβ0+x)(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
))
(t) ,
(4.94)
|x(t)|
tα−1
≤ |a1|
Γ(α)
+
|a2| t
Γ(α + 1)
+
t
Γ(α + 1)
∫ t
0
h1(s)g1

∣∣∣(Dβ0+x)(s)∣∣∣
sα−β−1

+h2(s)g2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τα−γ−1
)
dτ
)]
ds, t > 0. (4.95)
Applying Dβ0+ and D
γ
0+ to both sides of (4.94), and taking Lemma 3.5 and Lemma
3.12 into account, we have
(Dβ0+x)(t) =
a1t
α−β−1
Γ(α− β) +
a2t
α−β
Γ(1 + α− β)
+
(
Iα+1−β0+ f
(
s, (Dβ0+x)(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
))
(t) , t > 0 ,
(
Dγ0+x
)
(t) =
a1t
α−γ−1
Γ(α− γ) +
a2t
α−γ
Γ(1 + α− γ)
+
(
Iα+1−γ0+ f
(
s, (Dβ0+x)(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
))
(t) , t > 0 ,
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respectively. Therefore for all t > 0,
t1−(α−β)
∣∣∣(Dβ0+x)(t)∣∣∣
≤ |a1|
Γ(α− β) +
|a2| t
Γ(1 + α− β) +
t
Γ(1 + α− β)
∫ t
0
h1(s)g1

∣∣∣(Dβ0+x)(s)∣∣∣
sα−β−1
 ds
+
t
Γ(1 + α− β)
∫ t
0
h2(s)g2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τα−γ−1
)
dτ
)
ds, t > 0 .
(4.96)
t1−(α−γ)
∣∣(Dγ0+x) (t)∣∣
≤ |a1|
Γ(α− γ) +
|a2| t
Γ(1 + α− γ) +
t
Γ(1 + α− γ)
∫ t
0
h1(s)g1

∣∣∣(Dβ0+x)(s)∣∣∣
sα−β−1
 ds
+
t
Γ(1 + α− γ)
∫ t
0
h2(s)g2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τα−γ−1
)
dτ
)
ds, t > 0 .
(4.97)
Now, let
b2 = |a1|max
{
1
Γ(α)
,
1
Γ(α− β) ,
1
Γ(α− γ)
}
, b3 = |a2| b4,
b4 = max
{
1
Γ(α + 1)
,
1
Γ(1 + α− β) ,
1
Γ(1 + α− γ)
}
,
114
and
z(t) = b2 + b3t+ b4t
∫ t
0
h1(s)g1

∣∣∣(Dβ0+x)(s)∣∣∣
sα−β−1

+h2(s)g2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τα−γ−1
)
dτ
)]
ds, t > 0.
Then, we obtain for all t > 0,
|x(t)|
tα−1
,
∣∣∣(Dβ0+x)(t)∣∣∣
tα−β−1
and
∣∣(Dγ0+x) (t)∣∣
tα−γ−1
≤ z(t). (4.98)
The remaining steps of the proof are similar to those of Theorem 4.7.
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CHAPTER 5
BOUNDEDNESS AND
POWER-TYPE DECAY OF
SOLUTIONS FOR
FRACTIONAL
INTEGRO-DIFFERENTIAL
EQUATIONS
In this chapter, we consider the fractional integro-differential equation (1.1) with
the Caputo and Riemann-Liouville fractional derivatives of orders 0 ≤ β < µ < 1
and 0 ≤ γ < µ < 1.
The long-time behavior of solutions is investigated for the initial value prob-
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lem composed of the equation (1.1) with the initial conditions x(0) = c0 and
I1−µ0+ x(0
+) = c1, where c0, c1 ∈ R, when the fractional derivatives are of Caputo
and Riemann-Liouville types, respectively. The first section is dedicated to the
study of boundedness of the solutions of (1.1) for all the time with the Caputo frac-
tional derivatives. The power-type decay of the solutions is discussed in Section
5.2 when the derivatives are the Riemann-Liouville fractional derivatives.
Throughout this chapter, we use the following classes of functions.
Definition 5.1 We say that a function h : [0,∞) → [0,∞) is of type Hσ,δ if
h ∈ C [0,∞) and tσhδ(t) ∈ L1 (1,∞) , σ ≥ −1, δ ≥ 1.
Definition 5.2 We say that a function h : [0,∞) → [0,∞) is of type qcalHr,η if
h ∈ C [0,∞) and trqeqηthq ∈ L1 (0,∞) , 0 ≤ r < q−1
q
, η > 0 and q ≥ 1.
5.1 Equations with Caputo Fractional Deriva-
tives
The equation (1.1) with the Caputo fractional derivatives of orders 0 ≤ β, γ <
µ < 1, is considered in this section, that is

(
CDµ0+x
)
(t) = f
(
t, (CDβ0+x)(t),
∫ t
0
k
(
t, s,
(
CDγ0+x
)
(s)
)
ds
)
, t ≥ 0,
x(0) = c0, c0 ∈ R.
(5.1)
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We discuss the boundedness of the continuable solutions of (5.1) in the space
Cµ [0,∞) defined by
Cµ [0,∞) := {f : [0,∞)→ R | | | |f, CDµ
0+
f ∈ C [0,∞) .
In addition to the hypotheses (H1) and (H2), introduced in Chapter 4, Section
4.4, we suppose that the functions f and k satisfy the following assumptions:
(H11) There are functions h1, h2 of type Hµq−1,q, h3 of type H0,1; q ≥ 1, and gi,
i = 1, 2, 3, are of type G with gq1 ∝ gq2 ∝ g3 such that
|f(t, u, v)| ≤ h1(t)g1
(
tβ |u|)+ h2(t)g2 (|v|) , (t, u, v) ∈ D,
|k(t, s, u)| ≤ h3(s)g3 (sγ |u|) , (t, s, u) ∈ E,
∫ ∞
t0
τ q−1dτ
gq1(τ)
=∞,
∫ ∞
t0
dτ
gq2(τ)
=∞,
∫ ∞
t0
τ q−1dτ
g3(τ)
=∞, t0 > 0.
The main result of this section is stated in the following theorem.
Theorem 5.1 Suppose that the functions f and k satisfy (H1), (H2) and (H11).
Then, there exists a positive constant c ∈ R such that any continuable solution
x ∈ Cµ [0,∞) of problem (5.1) satisfies
|x(t)| ≤ c,
∣∣∣(Dβ0+x)(t)∣∣∣ ≤ ct−β and ∣∣(Dγ0+x) (t)∣∣ ≤ ct−γ for all t > 0.
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Proof. Applying Iµ0+ to both sides of the equation in (5.1), we obtain
x(t) = c0 +
(
Iµ0+f
(
s, (CDβ0+x)(s),
∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
))
(t), (5.2)
for all t > 0. Taking the derivatives CDβ0+ and
CDγ0+ of (5.2), gives in view of
Lemma 3.13 and Lemma 3.5,
(CDβ0+x)(t) = I
µ−β
0+ f
(
s, (CDβ0+x)(s),
∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
)
(t),
(
CDγ0+x
)
(t) =
(
Iµ−γ0+ f
(
s, (CDβ0+x)(s),
∫ s
0
k(s, τ,
(
CDγ0+x
)
(τ))dτ
))
(t).
By virtue of (H11), we have
|x(t)| ≤ |c0|+ 1
Γ(µ)
∫ t
0
(t− s)µ−1sr
[
h˜1(s)g1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣)
+ h˜2(s)g2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ)] ds, (5.3)
for all t > 0, where h˜i (t) = t
−rhi(t), i = 1, 2, r = 1 − µ − 1p , 1 − µ + β < 1p ,
1− µ+ γ < 1
p
and p = q
q−1 . Similarly, we get for all t > 0,
∣∣∣(CDβ0+x)(t)∣∣∣ ≤ 1Γ(µ− β)
∫ t
0
(t− s)µ−β−1sr
[
h˜1(s)g1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣)
+ h˜2(s)g2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ)] ds,
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∣∣(CDγ0+x) (t)∣∣ ≤ 1Γ(µ− γ)
∫ t
0
(t− s)µ−γ−1sr
[
h˜1(s)g1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣)
+ h˜2(s)g2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ)] ds.
Using Ho¨lder’s inequality, we find
∫ t
0
(t− s)µ−1srh˜1(s)g1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds
≤
(∫ t
0
(t− s)p(µ−1)sprds
) 1
p
(∫ t
0
h˜q1(s)g
q
1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds) 1q , t > 0.
Notice that ∫ t
0
(t− s)p(µ−1)sprds =
(
I
p(µ−1)+1
0+ s
pr
)
(t) .
Since p(µ− 1) + 1 > 0 and pr + 1 > 0, we see, from Lemma 3.5, that
∫ t
0
(t− s)p(µ−1)sprds = Γ (pr + 1)
Γ (p(µ+ r − 1) + 2)t
p(µ+r−1)+1, t > 0.
Therefore,
∫ t
0
(t− s)µ−1srh˜1(s)g1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds
≤ B1tµ+r−1+
1
p
(∫ t
0
h˜q1(s)g
q
1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds) 1q ,
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where B1 =
(
Γ(pr+1)
Γ(p(µ+r−1)+2)
) 1
p
. Also,
∫ t
0
(t− s)µ−1srh˜2(s)g2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ) ds
≤ B1tµ+r−1+
1
p
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ) ds) 1q .
Recalling that µ+ r − 1 + 1
p
= 0, so (5.3) becomes
|x(t)| ≤ |c0|+ B1
Γ(µ)
(∫ t
0
h˜q1(s)g
q
1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds) 1q
+
B1
Γ(µ)
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ) ds) 1q ,(5.4)
for all t > 0. Similarly, we get the following estimates on CDβ0+x and
CDγ0+x for
all t > 0,
∣∣∣(CDβ0+x)(t)∣∣∣ ≤ B2t−β
[(∫ t
0
h˜q1(s)g
q
1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds) 1q
+
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ) ds) 1q
]
,
(5.5)
∣∣(CDγ0+x) (t)∣∣ ≤ B3t−γ
[(∫ t
0
h˜q1(s)g
q
1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds) 1q
+
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ) ds) 1q
]
,
(5.6)
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where B2 =
1
Γ(µ−β)
(
Γ(pr+1)
Γ(p(µ−β+r−1)+2)
) 1
p
and B3 =
1
Γ(µ−γ)
(
Γ(pr+1)
Γ(p(µ−γ+r−1)+2)
) 1
p
.
Let
z(t) = |c0|+B4
(∫ t
0
h˜q1(s)g
q
1
(
sβ
∣∣∣(CDβ0+x)(s)∣∣∣) ds) 1q
+ B4
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(
τ γ
∣∣(CDγ0+x) (τ)∣∣) dτ) ds) 1q , (5.7)
for all t > 0, where
B4 = max
{
B1
Γ(µ)
, B2, B3
}
.
It is obvious from the inequalities (5.4), (5.5), (5.6) and (5.7) that
|x(t)| ≤ z(t), tβ
∣∣∣(CDβ0+x)(t)∣∣∣ ≤ z(t), tγ ∣∣(CDγ0+x) (t)∣∣ ≤ z(t), t > 0. (5.8)
As g1, g2 and g3 are nondecreasing functions, it clear that
z(t) = |c0|+B4
(∫ t
0
h˜q1(s)g
q
1 (z (s)) ds
) 1
q
+ B4
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3 (z (τ)) dτ
)
ds
) 1
q
, t > 0.
Using Lemma 3.19, we obtain
(z(t))q ≤ B5 +B6
∫ t
0
h˜q1(s)g
q
1 (z (s)) ds
+B6
∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3 (z (τ)) dτ
)
ds, t > 0,
where B5 = 3
q−1 |c0|q and B6 = 3q−1Bq4. Let u(t) = (z(t))q, then we have for all
122
t > 0,
u(t) ≤ B5 +B6
∫ t
0
h˜q1(s)g
q
1(u
1
q (s))ds+B6
∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3(u
1
q (τ))dτ
)
ds.
From Lemma 3.24, with
λ1(t) = B6h˜
q
1(t), λ2(t) = B6h˜
q
2(t), λ3(t) = h3(t),
w1 (u) = g
q
1
(
u
1
q
)
, w3 (u) = g3
(
u
1
q
)
,
w2
(∫ s
0
h3(τ)w3(u(τ))dτ
)
= gq2
(∫ s
0
h3(τ)g3(u
1
q (τ))dτ
)
,
we deduce that
u(t) ≤ W−13
(
W3(c2) +
∫ t
0
λ3(s)ds
)
≤ W−13
(
W3(c2) +
∫ ∞
0
λ3(s)ds
)
:= M for all t > 0,
where M is a positive constant. The desired result follows in virtue of (5.8).
Remark 5.1 As special case of Theorem 5.1 with β = γ = 0, there exists a
positive constant c ∈ R such that any continuable solution x ∈ Cµ [0,∞) of the
problem 
(
CDµ0+x
)
(t) = f
(
t, x(t),
∫ t
0
k (t, s, x(s)) ds
)
, t ≥ 0,
x(0) = c0, c0 ∈ R,
satisfies |x(t)| ≤ c, for all t > 0.
Remark 5.2 It is not hard to see that the conclusion of Theorem 5.1 is still valid
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if we replace the condition (H11) by the following condition: There are functions
k1 of type Hµq−1,q, k2 of type H0,1, q ≥ 1 and fi of type G with f q1f q2 ∝ f3 such
that
|f(t, u, v)| ≤ k1(t)f1(tβ |u|)f2(|v|), (t, u, v) ∈ D,
|k(t, s, u)| ≤ k2(s)f3(sγ |u|), (t, s, u) ∈ E,
∫ ∞
t0
τ q−1dτ
f q1 (τ)f
q
2 (τ
q)
=∞,
∫ ∞
t0
τ q−1dτ
f3(τ)
=∞, t0 > 0.
5.2 Equations with Riemann-Liouville Fractional
Derivatives
Here we consider the following problem

(
Dµ0+x
)
(t) = f
(
t, (Dβ0+x)(t),
∫ t
0
k(t, s,
(
Dγ0+x
)
(s))ds
)
, t > 0,(
I1−µ0+ x
)
(0+) = c1, c1 ∈ R,
(5.9)
where Dµ0+ , D
β
0+ , D
γ
0+ are the Riemann-Liouville fractional derivative of orders µ,
β and γ, respectively, with 0 ≤ β < µ < 1 and 0 ≤ γ < µ < 1.
We study the power-type decay of continuable solutions for the problem (5.9)
in the space Cµ1−µ [0,∞) defined in (4.65). Before stating and proving our next
theorem, we assume that the functions f and k satisfy the following:
(H12) There are functions h1, h2 of type qHr,η, h3 of type H0 and gi of type G,
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i = 1, 2, 3 with gq1 ∝ gq2 ∝ g3 0 ≤ r < q−1q , η > 0 and q ≥ 1 such that
|f(t, u, v)| ≤ h1(t)g1
( |u|
tµ−β−1
)
+ h2(t)g2 (|v|) , (t, u, v) ∈ D,
|k(t, s, u)| ≤ h3(s)g3
( |u|
sµ−γ−1
)
, (t, s, u) ∈ E, 0 ≤ β, γ < µ < 1,
∫ ∞
t0
τ q−1dτ
gq1(τ)
=∞,
∫ ∞
t0
dτ
gq2(τ)
=∞,
∫ ∞
t0
τ q−1dτ
g3(τ)
=∞, t0 > 0.
Theorem 5.2 Suppose that the functions f and k satisfy the conditions (H˜1),
(H2) and (H12). Then, there exists a positive constant c such that any continuable
solution x ∈ Cµ1−µ [0,∞) of the problem (5.9) satisfies
|x(t)| ≤ ctµ−1,
∣∣∣(Dβ0+x)(t)∣∣∣ ≤ ctµ−β−1 and ∣∣(Dγ0+x) (t)∣∣ ≤ ctµ−γ−1 for all t > 0.
Proof. Applying Iµ0+ to both sides of the equation in (5.9) gives
x(t) =
c1t
µ−1
Γ(µ)
+
(
Iµ0+f
(
s, (Dβ0+x)(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
))
(t), t ≥ 0.
(5.10)
Lemma 3.5 and Lemma 3.12 allow us to write,
(Dβ0+x)(t) =
c1t
µ−β−1
Γ(µ− β) +
(
Iµ−β0+ f
(
s, (Dβ0+x)(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
))
(t),
(5.11)(
Dγ0+x
)
(t) =
c1t
µ−γ−1
Γ(µ− γ) +
(
Iµ−γ0+ f
(
s, (Dβ0+x)(s),
∫ s
0
k(s, τ,
(
Dγ0+x
)
(τ))dτ
))
(t),
(5.12)
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for all t > 0. In virtue of the condition (H12), we observe that for all t > 0,
|x(t)| ≤ |c1| t
µ−1
Γ(µ)
+
1
Γ(µ)
∫ t
0
(t− s)µ−1s−re−ηs
h˜1(s)g1

∣∣∣(Dβ0+x)(s)∣∣∣
sµ−β−1

+ h˜2(s)g2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τµ−γ−1
)
dτ
)
ds
]
. (5.13)
Furthermore,
∣∣∣(Dβ0+x)(t)∣∣∣ ≤ |c1| tµ−β−1Γ(µ− β) + 1Γ(µ− β)
∫ t
0
(t− s)µ−β−1s−re−ηsh˜1(s)
×g1

∣∣∣(Dβ0+x)(s)∣∣∣
sµ−β−1
 ds+ 1
Γ(µ− β)
∫ t
0
(t− s)µ−β−1s−re−ηsh˜2(s)
×g2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τµ−γ−1
)
dτ
)
ds, (5.14)
and
∣∣(Dγ0+x) (t)∣∣ ≤ |c1| tµ−γ−1Γ(µ− γ) + 1Γ(µ− γ)
∫ t
0
(t− s)µ−γ−1s−re−ηsh˜1(s)
×g1

∣∣∣(Dβ0+x)(s)∣∣∣
sµ−β−1
 ds+ 1
Γ(µ− γ)
∫ t
0
(t− s)µ−γ−1s−re−ηsh˜2(s)
×g2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τµ−γ−1
)
dτ
)
ds, (5.15)
where h˜i(t) = t
reηthi(t), i = 1, 2, η > 0, 1 − pr > 0, 1p >
max {1− µ+ β, 1− µ+ γ} and p = q
q−1 .
Using Ho¨lder’s inequality and Lemma 3.18, the estimates (5.13) − (5.15) be-
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come
|x(t)|
tµ−1
≤ |c1|
Γ(µ)
+
C
1
p
Γ(µ)
∫ t
0
h˜q1(s)g
q
1

∣∣∣(Dβ0+x)(s)∣∣∣
sµ−β−1
 ds

1
q
+
C
1
p
Γ(µ)
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τµ−γ−1
)
dτ
)
ds
) 1
q
,
∣∣∣(Dβ0+x)(t)∣∣∣
tµ−β−1
≤ |c1|
Γ(µ− β) +
C
1
p
1
Γ(µ− β)
∫ t
0
h˜q1(s)g
q
1

∣∣∣(Dβ0+x)(s)∣∣∣
sµ−β−1
 ds

1
q
+
C
1
p
1
Γ(µ− β)
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τµ−γ−1
)
dτ
)
ds
) 1
q
,
∣∣(Dγ0+x) (t)∣∣
tµ−γ−1
≤ |c1|
Γ(µ− γ) +
C
1
p
2
Γ(µ− γ)
∫ t
0
h˜q1(s)g
q
1

∣∣∣(Dβ0+x)(s)∣∣∣
sµ−β−1
 ds

1
q
+
C
1
p
2
Γ(µ− γ)
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τµ−γ−1
)
dτ
)
ds
)
,
where
C = max
{
1, 2p(1−µ)
}
Γ (1− pr)
(
1 +
(1− pr) (2− pr)
p(µ− 1) + 1
)
(pη)pr−1 .
C1 = max
{
1, 2p(1−µ−β)
}
Γ (1− pr)
(
1 +
(1− pr) (2− pr)
p(µ− β − 1) + 1
)
(pη)pr−1 ,
C2 = max
{
1, 2p(1−µ−γ)
}
Γ (1− pr)
(
1 +
(1− pr) (2− pr)
p(µ− γ − 1) + 1
)
(pη)pr−1 .
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Defining
z(t) = A1 + A2
∫ t
0
h˜q1(s)g
q
1

∣∣∣(Dβ0+x)(s)∣∣∣
sµ−β−1
 ds

1
q
+A2
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3
(∣∣(Dγ0+x) (τ)∣∣
τµ−γ−1
)
dτ
)
ds
) 1
q
, t > 0,
and using
|x(t)|
tµ−1
,
∣∣∣(Dβ0+x)(t)∣∣∣
tµ−β−1
,
∣∣(Dγ0+x) (t)∣∣
tµ−γ−1
≤ z(t), for all t > 0, (5.16)
we arrive at
z(t) = A1 + A2
(∫ t
0
h˜q1(s)g
q
1 (z(s)) ds
) 1
q
+A2
(∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3 (z(τ)) dτ
)
ds
) 1
q
, t > 0,
where
A1 = |c1|max
{
1
Γ(µ)
,
1
Γ(µ− β) ,
1
Γ(µ− γ)
}
,
A2 = |c1|max
 C
1
p
Γ(µ)
,
C
1
p
1
Γ(µ− β) ,
C
1
p
2
Γ(µ− γ)
 .
Taking the power q ≥ 1 of both side and using Lemma 3.19 with m = 3, we obtain
u(t) ≤ A3 + A4
∫ t
0
h˜q1(s)g
q
1(u
1
q (s))ds+ A4
∫ t
0
h˜q2(s)g
q
2
(∫ s
0
h3(τ)g3(u
1
q (τ))dτ
)
ds,
for all t > 0, where u(t) = zq(t), A3 = 3
q−1Aq1, A4 = 3
q−1Aq2.
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Now, we conclude from Lemma 3.24, that there exists a positive constant M1
such that
u(t) ≤M1 for all t > 0.
Hence, z(t) ≤ c := M
1
q
1 and as a result of inequality (5.16), the assertion of the
theorem is established.
Example 5.1 Consider the equation
(
Dµ0+x
)
(t) = e−t (x(t))
1
3 + e−t
(∫ t
0
sλe−t
(t2 + 1) es
x(s)ds
) 1
3
, t > 0, (5.17)
where 0 < µ < 1 and λ > −µ− 1. The right-hand side of the equation (5.17) can
be rewritten as
t
1
3
(µ−1)e−t
(x(t))
1
3
t
1
3
(µ−1) + e
−t
(∫ t
0
sλ+µ−1e−(s+t)
x(s)
sµ−1
ds
) 1
3
, t > 0.
Let
h1 (t) = t
1
3
(µ−1)e−η1t, h2 (t) = e−η2t, h3 (t) = tλ+µ−1e−η3t, λ > −µ, t > 0,
0 < η < ηi ≤ 1, i = 1, 2, 3, g1 (t) = g2 (t) = t 13 and g3 (t) = t, t > 0.
Clearly, these functions satisfy the condition (H12) with β = γ = 0.
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CHAPTER 6
NONEXISTENCE OF GLOBAL
SOLUTIONS FOR
FRACTIONAL
INTEGRO-DIFFERENTIAL
EQUATIONS
The aim of this chapter is to study the nonexistence of (nontrivial) global solutions
for the initial value problem formed by (1.1) subject to some appropriate initial
conditions when
f
(
t, (Dβ0+x)(t),
∫ t
0
k(t, s,
(
Dγ0+x
)
(s))ds
)
≥ −σ(Dβ0+x)(t) +
∫ t
0
h(t− s) |x(s)|q ds,
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for some nonnegative function h. The constant σ could be any nonnegative real
number. For the purpose of studying the effect of considering one or two fractional
derivatives, we choose σ to be either 0 or 1.
Our objective is to establish some criteria under which there are no (nontrivial)
global solutions in some specific underlying space. To the best of our knowledge
there are no investigations on the nonexistence of solutions for such fractional
integro-differential inequalities. This chapter is organized as follows: In the next
section we introduce a test function and derive some of its properties. Section 6.2 is
devoted to the statements and proofs of our results when the fractional derivatives
are of Caputo type. Examples for special types of kernels are provided. In Section
6.3 we study the nonexistence of global nontrivial solutions for problems with the
Riemann-Liouville fractional derivatives.
6.1 The Test Function, Some Identities and In-
equalities
In this section, we consider the test function
ϕ (t) :=

T−λ (T − t)λ , 0 ≤ t ≤ T,
0, t > T .
(6.1)
This function enjoys the following properties.
Lemma 6.1 Let ϕ be as in (6.1) and r > 1, then, for λ > nr − 1, n = 0, 1, 2, ...,
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we have ∫ T
0
ϕ1−r (t) |Dnϕ (t)|r dt = Cn,rT 1−nr, T > 0,
where
Cn,r =
(Γ(λ+ 1))r
(λ− nr + 1) (Γ(λ− n+ 1))r .
Proof. Since the nth derivative of ϕ is
Dnϕ (t) = (−1)n λ (λ− 1) (λ− 2) ... (λ− n+ 1)T−λ (T − t)λ−n
=
(−1)n Γ(λ+ 1)
Γ(λ− n+ 1) T
−λ (T − t)λ−n , for all 0 ≤ t ≤ T,
we deduce that
∫ T
0
ϕ1−r (t) |Dnϕ (t)|r dt =
(
Γ(λ+ 1)
Γ(λ− n+ 1)
)r
T−λ
∫ T
0
(T − t)λ−nr dt
= Cn,rT
1−nr, for all 0 ≤ t ≤ T .
Lemma 6.2 Let α ≥ 0 and ϕ be as in (6.1) with λ > α− 1, then, we have for all
0 ≤ t ≤ T,
(DαT−ϕ) (t) =
Γ(λ+ 1)
Γ(λ− α + 1)T
−λ (T − t)λ−α , (6.2)
∫ T
0
tm (DαT−ϕ) (t) dt = Gm,λT
m+1−α, m = 0, 1, 2, ..., n− 1, n = [α] + 1, (6.3)
where Gm,λ =
(−1)mm!Γ(λ+1)
Γ(λ−α+m+2) .
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Proof. For all 0 ≤ t ≤ T , we have from Lemma 3.5,
(DαT−ϕ) (t) =
(
DαT−T
−λ (T − s)λ
)
(t) =
Γ(λ+ 1)
Γ(λ− α + 1)T
−λ (T − t)λ−α .
For m = 0, it is obvious that
∫ T
0
(DαT−ϕ) (t) dt =
Γ(λ+ 1)
Γ (λ− α + 2)T
1−α.
For m = 1, 2, ..., n− 1, an integration by parts m times over [0, T ] , gives
∫ T
0
tm (DαT−ϕ) (t) dt =
m−1∑
j=0
[
(−1)j m!
(m− j)!t
m−j (Ij+1T− DαT−ϕ) (t)]T
0
+ (−1)mm!
∫ T
0
(ImT−D
α
T−ϕ) (t) dt. (6.4)
Using (6.2) and Lemma 3.5, we find that for all 0 ≤ t ≤ T,
(
Ij+1T− D
α
T−ϕ
)
(t) =
Γ(λ+ 1)
Γ (λ− α + j + 2)T
−λ (T − t)λ−α+j+1 ,
(ImT−D
α
T−ϕ) (t) =
Γ(λ+ 1)
Γ (λ− α +m+ 1)T
−λ (T − t)λ−α+m .
Therefore
[
tm−j
(
Ij+1T− D
α
T−ϕ
)
(t)
]T
0
= 0 for all j = 0, 1, 2, ...,m− 1, (6.5)
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and ∫ T
0
(ImT−D
α
T−ϕ) (t) dt =
Γ(λ+ 1)
Γ (λ− α +m+ 2)T
m−α+1. (6.6)
Now, substituting (6.5) and (6.6) in (6.4) gives the desired result in (6.3).
Lemma 6.3 Let α ≥ 0, n = [α] + 1 and ϕ be as in (6.1) with λ > α− 1, then
(
In−αT− ϕ
)
(t) =
Γ(λ+ 1)
Γ(λ+ n− α + 1)T
−λ (T − t)λ+n−α ,
for all 0 ≤ t ≤ T . Moreover, In−αT− ϕ ∈ ACn[0, T ].
Proof. It follows from Lemma 3.5 that
(
In−αT− ϕ
)
(t) =
(
In−αT−
(
T−λ (T − s)λ
))
(t) =
Γ(λ+ 1)
Γ(λ+ n− α + 1)T
−λ (T − t)λ+n−α ,
for all 0 ≤ t ≤ T , which is clearly in the space ACn[0, T ] for λ > α− 1.
Lemma 6.4 Let α ≥ 0 and n = [α] + 1 for α /∈ N0 and n = α for α ∈ N0. For
g ∈ C[a, b] and f, In−αb− g ∈ ACn[a, b], we have
∫ b
a
g (t)
(
CDαa+f
)
(t) dt =
∫ b
a
f(t) (Dαb−g) (t) dt+
n−1∑
j=0
[(
Dα+j−nb− g
)
(t)
(
Dn−1−jf
)
(t)
]b
a
.
Proof. As f ∈ ACn[a, b], we obtain from the definition (3.6) ,
∫ b
a
g (t)
(
CDαa+f
)
(t) dt =
∫ b
a
g (t)
(
In−αa+ D
nf
)
(t)dt.
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Now, as g ∈ Lm1 (a, b) for any m1 ≥ 1 and Dnf ∈ L1 (a, b), we deduce from
Lemma 3.9,
∫ b
a
g (t)
(
In−αa+ D
nf
)
(t)dt =
∫ b
a
Dnf (t)
(
In−αb− g
)
(t)dt.
Since In−αb− g ∈ ACn [a, b] and Dn−1f ∈ AC [a, b], the integrating by parts n times
yields
∫ b
a
g (t)
(
CDαa+f
)
(t) dt =
n−1∑
j=0
[(
Dα+j−nb− g
)
(t)
(
Dn−1−jf
)
(t)
]b
a
+ (−1)n
∫ b
a
f(t)Dn
(
In−αb− g
)
(t) dt,
which is the desired result with the help of (3.5).
Lemma 6.5 Let α ≥ 0 and ϕ be as in (6.1) with λ > max {0, α− 1}. Suppose
that f ∈ ACn[0, T ], n = [α] + 1 for α /∈ N0 and n = α for α ∈ N0. Then,
∫ T
0
ϕ (t)
(
CDα0+f
)
(t) dt =
∫ T
0
f(t) (DαT−ϕ) (t) dt−
n−1∑
j=0
Gˆj,αT
n−α−j (Dn−1−jf) (0) ,
where Gˆj,α =
Γ(λ+1)
Γ(λ+1−α−j+n) .
Proof. From (6.2) in Lemma 6.2, we have for j = 0, 1, 2, ..., n− 1,
(
Dα+j−nT− ϕ
)
(0) =
Γ(λ+ 1)
Γ(λ+ 1− α− j + n)T
n−α−j,
(
Dα+j−nT− ϕ
)
(T ) = 0.
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As ϕ ∈ C[0, T ] for λ > 0 and In−αT− ϕ ∈ ACn[0, T ] by Lemma 6.3, the result follows
from Lemma 6.4.
Lemma 6.6 Let ρ ≥ 0, n = [ρ] + 1 and r > 1. Let ϕ be as in (6.1) with λ >
nr − 1. Suppose that h is a nonnegative function which is different from zero
almost everywhere and tr(n−ρ−1)h1−r (t) ∈ L1loc [0,∞). Then, for any T > 0,
∫ T
0
(
DρT−ϕ
)r
(t)
(∫ T
t
h(s− t)ϕ (s) ds
)1−r
dt ≤ Cˆρ,rT 1−nr
∫ T
0
tr(n−ρ−1)h1−r(t)dt,
where Cˆρ,r =
(
1
Γ(n−ρ)
)r
Cn,r, Cn,r is given in Lemma 6.1.
Proof. It is clear that ϕ(j)(T ) = 0 for all j = 0, 1, ..., n − 1. Hence DρT−ϕ
= CDρT−ϕ. Also, as ϕ ∈ ACn[0, T ] for λ > n − 1, it follows that CDρT−ϕ =
(−1)nIn−ρT− Dnϕ and
(
DρT−ϕ
)
(t) ≤ (In−ρT− |Dnϕ|) (t) = 1Γ(n− ρ)
∫ T
t
(s− t)n−ρ−1 |(Dnϕ) (s)| ds
=
1
Γ(n− ρ)
∫ T
t
(s− t)n−ρ−1h 1r′ (s− t)ϕ 1r′ (s)h− 1r′ (s− t)ϕ− 1r′ (s) |(Dnϕ) (s)| ds.
Using Ho¨lder’s inequality with 1
r
+ 1
r′ = 1, we find
(
DρT−ϕ
)
(t) ≤ 1
Γ(n− ρ)
(∫ T
t
h(s− t)ϕ (s) ds
) 1
r′
×
(∫ T
t
(s− t)(n−ρ−1)r h− rr′ (s− t)ϕ− rr′ (s) |(Dnϕ) (s)|r ds
) 1
r
.
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Therefore,
∫ T
0
(
DρT−ϕ
)r
(t)
(∫ T
t
h(s− t)ϕ (s) ds
)1−r
dt
≤ b1
∫ T
0
∫ T
t
(s− t)r(n−ρ−1) h− rr′ (s− t)ϕ− rr′ (s) |(Dnϕ) (s)|r dsdt
= b1
∫ T
0
∫ s
0
(s− t)r(n−ρ−1) h1−r(s− t)ϕ1−r (s) |(Dnϕ) (s)|r dtds
= b1
∫ T
0
ϕ1−r (s) |(Dnϕ) (s)|r
(∫ s
0
(s− t)r(n−ρ−1) h1−r(s− t)dt
)
ds.
where b1 =
(
1
Γ(n−ρ)
)r
. Let τ = s− t in the inner integral, we obtain the uniform
bound ∫ s
0
τ r(n−ρ−1)h1−r(τ)dτ ≤
∫ T
0
τ r(n−ρ−1)h1−r(τ)dτ .
Now the result follows from Lemma 6.1.
6.2 Problems with Caputo Fractional Derivatives
We consider in this section the initial value problem

(
CDµ0+x
)
(t) + σ
(
CDβ0+x
)
(t) ≥ ∫ t
0
h(t− s) |x(s)|q ds, t > 0, q > 1,
x(0) = x0, x
′(0) = x1, ..., x(n−1)(0) = xn−1,
(6.7)
where CDµ0+ and
CDβ0+ are the Caputo fractional derivatives of orders µ and β,
respectively, n − 1 ≤ β < µ < n, n ∈ N, σ = 0, 1 and x0, x1, ..., xn−1 ∈ R, are
given initial data.
Clearly, x ≡ 0 is the trivial solution of (6.7) (in case of zero initial data). We
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shall exclude this situation and consider only nontrivial solutions.
By a global nontrivial solution to the initial value problem (6.7), we mean a
nonzero function x ∈ ACn [0, T ] for all T > 0, for which the inequality in (6.7)
holds for all t > 0 and satisfying the initial data in (6.7).
Note that the two spaces Cµ,1 [0, T ] and Cµ [0, T ] defined in Section 4.4 and
Section 5.1, respectively, are subspaces of AC [0, T ] for all T > 0.
To the best of our knowledge there are no investigations on the nonexistence
of global solutions for fractional integro-differential inequalities of type (6.7).
Observe that when 0 < µ < 1, β = σ = 1 and h(t) = δ(t) (the Dirac delta
function) in (6.7) then we recover (2.18). Also, when µ = 1, σ = 1, β = 0
and h(t) = δ(t), the equation corresponding to (6.7) is equivalent to (2.6). The
nonlinear Volterra integro-differential equation (2.10) is a special case of (6.7)
with a constant kernel and µ = β = 1. If µ = σ = 1 and β = 0 in (6.7) and
g(x (s)) = |x(s)|q in (2.13), we have an equivalence between (6.7) and (2.13).
We prove nonexistence of (nontrivial) global solutions for the initial value
problem (6.7) in the space ACn [0, T ], for all T > 0 and under some integral
conditions on the kernel h. The proof is based on the test function method due
to Mitidieri and Pohozaev [184] adopted here to the fractional case.
To investigate the competition between the roles of the first order derivative
and the fractional derivatives of orders 0 < µ < 1 and 1 ≤ µ < 2 in determining
the nonexistence criteria, we consider the following two cases.
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6.2.1 Case 0 ≤ µ < 1, β = 1
In this subsection we prove nonexistence results for the problem

σx′(t) +
(
CDµ0+x
)
(t) ≥ ∫ t
0
h(t− s) |x(s)|q ds, t > 0, q > 1, 0 ≤ µ < 1,
x(0) = x0, x0 ∈ R.
(6.8)
We start first with the case σ = 0, that is,

(
CDµ0+x
)
(t) ≥ ∫ t
0
h(t− s) |x(s)|q ds, t > 0, q > 1, 0 < µ < 1,
x(0) = x0, x0 ∈ R.
(6.9)
Theorem 6.1 Let 0 < µ < 1 and h be a nonnegative function which is different
from zero almost everywhere with t−µq
′
h1−q
′
(t) ∈ L1loc [0,∞). Assume that,
lim
T→∞
T 1−q
′
∫ T
0
t−µq
′
h1−q
′
(t)dt = 0, (6.10)
where q′ = q
q−1 . Then, the problem (6.9) does not admit any global nontrivial
solution when x0 ≥ 0.
The condition (6.10) is satisfied by a large number of functions h. Some
examples and classes of h are given below, for instance, see Corollary 6.2 and
Example 6.1.
Proof. Assume, on the contrary, that a solution x ∈ AC[0, T ] exists for all
T > 0. By establishing decaying bounds on the different terms arising in the
weak formulation of the problem, we show that such a solution must be the trivial
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solution.
Multiplying both sides of the inequality in (6.9) by the test function ϕ defined
in (6.1) with λ > 2q′ − 1 and integrating, we obtain
∫ T
0
ϕ (t)
(
CDµ0+x
)
(t)dt ≥
∫ T
0
ϕ (t)
(∫ t
0
h(t− s) |x(s)|q ds
)
dt. (6.11)
We have from Lemma 6.5,
∫ T
0
ϕ (t)
(
CDµ0+x
)
(t) dt =
∫ T
0
x(t)
(
DµT−ϕ
)
(t) dt− x0Gˆ0,µT 1−µ, (6.12)
where Gˆ0,µ =
Γ(λ+1)
Γ(λ−µ+2) . Substituting (6.12) in (6.11) yields
J + x0Gˆ0,µT
1−µ ≤
∫ T
0
x (t)
(
DµT−ϕ
)
(t) dt, (6.13)
where
J :=
∫ T
0
ϕ (t)
(∫ t
0
h(t− s) |x(s)|q ds
)
dt. (6.14)
To obtain a bound for the expression J , we rewrite J as
J =
∫ T
0
|x(s)|q
(∫ T
s
h(t− s)ϕ (t) dt
)
ds =
∫ T
0
|x(s)|qK(s)ds, (6.15)
where
K(s) :=
∫ T
s
h(t− s)ϕ (t) dt, 0 ≤ s < t ≤ T . (6.16)
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By Ho¨lder’s inequality with 1
q
+ 1
q′ = 1, we obtain
∫ T
0
x (t)
(
DµT−ϕ
)
(t) dt ≤
∫ T
0
x (t)K
1
q (t)K−
1
q (t)
(
DµT−ϕ
)
(t) dt
≤
(∫ T
0
|x (t)|qK (t) dt
) 1
q
(∫ T
0
K−
q′
q (t)
(
DµT−ϕ
)q′
(t) dt
) 1
q′
.
Therefore (6.13) can be rewritten as
J + x0Gˆ0,µT
1−µ ≤ J 1q
(∫ T
0
K−
q′
q (t)
(
DµT−ϕ
)q′
(t) dt
) 1
q′
. (6.17)
From the positivity of J, Gˆ0,µ and the nonnegativity of x0, we get from (6.17),
J ≤ J 1q
(∫ T
0
K−
q′
q (t)
(
DµT−ϕ
)q′
(t) dt
) 1
q′
,
which implies that
J ≤
∫ T
0
K−
q′
q (t)
(
DµT−ϕ
)q′
(t) dt. (6.18)
But, we see from Lemma 6.6 that
J ≤
∫ T
0
K−
q′
q (t)
(
DµT−ϕ
)q′
(t) dt =
∫ T
0
(∫ T
t
h(s− t)ϕ (s) ds
)1−q′ (
DµT−ϕ
)q′
(t) dt
≤ Cˆµ,q′T 1−q′
∫ T
0
t−µq
′
h1−q
′
(t)dt. (6.19)
It follows, from the assumption (6.10), that x ≡ 0 and this completes the proof.
As a corollary of Theorem 6.1, we have the following result.
Corollary 6.1 Let 0 < µ < 1 and h be a nonnegative function which is different
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from zero almost everywhere with t−µq
′
h1−q
′
(t) ∈ L1loc [0,∞). Assume that, for
any T > 0, there are some positive constants c and
θ <
1
q − 1 (6.20)
such that ∫ T
0
t−µq
′
h1−q
′
(t)dt ≤ cT θ, (6.21)
where q′ = q
q−1 . Then, the problem (6.9) does not admit any global nontrivial
solution when x0 ≥ 0.
Proof. To prove this corollary it suffices to notice that the conditions (6.20) and
(6.21) imply that the hypothesis (6.10) is fulfilled. Indeed, in virtue of (6.21), we
have
0 ≤ T 1−q′
∫ T
0
t−µq
′
h1−q
′
(t)dt ≤ cT 1−q′+θ.
We find from (6.20) that 1− q′ + θ < 0 and the condition (6.10) follows.
The following corollary of Theorem 6.1 is concerned with a large class of kernels
that appear in applications.
Corollary 6.2 Let 0 < µ < 1 and q > 1. Suppose that h(t) ≥ at−ν, t > 0, for
some constant a > 0, where 1− q (1− µ) < ν < 2 + q (µ− 1). Then, the problem
(6.9) does not admit a global nontrivial solution when x0 ≥ 0.
Proof. It suffices to show that the function h satisfies (6.10). Indeed, h(t) ≥
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at−ν , implies that h1−q
′
(t) ≤ a1−q′tν(q′−1), a > 0, and
∫ T
0
t−µq
′
h1−q
′
(t)dt ≤ a1−q′
∫ T
0
tν(q
′−1)−µq′dt
=
a1−q
′
ν (q′ − 1)− µq′ + 1T
ν(q′−1)−µq′+1,
where ν (q′ − 1)− µq′ + 1 > 0 as a consequence of ν > 1− q (1− µ). Therefore,
T 1−q
′
∫ T
0
t−µq
′
h1−q
′
(t)dt ≤ a
1−q′
ν (q′ − 1)− µq′ + 1T
2−ν+q′(ν−µ−1).
It follows from ν < 2 + q (µ− 1) that 2 − ν + q′ (ν − µ− 1) < 0 and so (6.10) is
satisfied.
Remark 6.1 Corollary 6.2 can be looked at also as a consequence of Corollary
6.1 with
c =
a1−q
′
ν (q′ − 1)− µq′ + 1 ,
θ = ν (q′ − 1)− µq′ + 1 = q (1− µ) + ν − 1
q − 1 , 0 ≤ µ < 1.
It is clear from 1− q (1− µ) < ν < 2− q (1− µ) that 0 < θ < 1
q−1 .
The next example treats a special case of the kernel h in Corollary 6.4.
Example 6.1 Consider the problem

(
CDµ0+x
)
(t) ≥
(
Iβ10+ |x(s)|q
)
(t), t > 0, 0 < µ < 1, β1 > 0, q > 1,
x(0) = x0, x0 ≥ 0.
(6.22)
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This problem is a special case of the problem (6.9) with
h(t) = tβ1−1, 0 < β1 < q (1− µ) , 0 < µ < 1.
Therefore, as a consequence of Corollary 6.2 with h(t) = t−ν, ν = 1 − β1, the
problem (6.22) does not admit a global nontrivial solution when x0 ≥ 0.
Now, to investigate the effect of the first-order derivative and the fractional
derivative of order 0 ≤ µ < 1, (when combined together) we consider the problem
(6.8) with σ = 1.
Theorem 6.2 Let 0 ≤ µ < 1. Suppose that h is a nonnegative function which is
different from zero almost everywhere with h1−q
′
, t−µq
′
h1−q
′
(t) ∈ L1loc [0,∞) and
lim
T→∞
T 1−q
′
(
T−q
′
∫ T
0
h1−q
′
(t)dt+
∫ T
0
t−µq
′
h1−q
′
(t)dt
)
= 0, (6.23)
where q′ = q
q−1 . Then, the problem

x′(t) +
(
CDµ0+x
)
(t) ≥ ∫ t
0
h(t− s) |x(s)|q ds, t > 0, q > 1,
x(0) = x0, x0 ∈ R,
(6.24)
does not admit any global nontrivial solution when x0 ≥ 0.
Proof. Assume, on the contrary, that a solution x ∈ AC[0, T ] exists for all
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T > 0. We have
∫ T
0
ϕ (t)x′(t)dt+
∫ T
0
ϕ (t)
(
CDµ0+x
)
(t)dt ≥
∫ T
0
ϕ (t)
(∫ t
0
h(t− s) |x(s)|q ds
)
dt.
(6.25)
A simple integration by parts (a special case of Lemma 6.5), yields
∫ T
0
ϕ (t)x′(t)dt = −
∫ T
0
x(t)ϕ′ (t) dt− x0.
Therefore,
J + x0
(
1 + Gˆ0,µT
1−µ
)
≤
∫ T
0
x (t) (−ϕ′ (t)) dt+
∫ T
0
x (t)
(
DµT−ϕ
)
(t) dt, (6.26)
where J is given in (6.14) and (6.15). We deduce after applying Ho¨lder’s inequality
to the integrals in the right-hand side of (6.26),
J + x0
(
1 + Gˆ0,µT
1−µ
)
≤ J 1q
(
A
1
q′ +B
1
q′
)
, (6.27)
where
A :=
∫ T
0
K−
q′
q (t) (−ϕ′ (t))q′ dt, B :=
∫ T
0
K−
q′
q (t)
(
DµT−ϕ (t)
)q′
dt. (6.28)
The inequality (6.27) leads to
J ≤ J 1q
(
A
1
q′ +B
1
q′
)
,
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or
J ≤ 2q′−1 (A+B) . (6.29)
The integral A is estimated by
A =
∫ T
0
K−
q′
q (t) (−ϕ′ (t))q′ dt =
∫ T
0
(∫ T
t
h(s− t)ϕ (s) ds
)1−q′ (
D1T−ϕ (t)
)q′
dt
≤ Cˆ1,q′T 1−2q′
∫ T
0
h1−q
′
(t)dt, (Lemma 6.6 with ρ = 1). (6.30)
We know from the proof of Theorem 6.1 that
B ≤ Cˆµ,q′T 1−q′
∫ T
0
t−µq
′
h1−q
′
(t)dt. (6.31)
Substituting (6.30) and (6.31) in (6.29) we end up with
J ≤ Cˆ
(
T 1−2q
′
∫ T
0
h1−q
′
(t)dt+ T 1−q
′
∫ T
0
t−µq
′
h1−q
′
(t)dt
)
, (6.32)
where Cˆ = 2q
′−1 max
{
Cˆ1,q′ , Cˆµ,q′
}
. It follows from the assumption (6.23) that
x ≡ 0 which leads to a contradiction since the solution is supposed to be nontrivial.
In line with the Corollary 6.1 of Theorem 6.1, we can prove the following
corollary of Theorem 6.2.
Corollary 6.3 Let 0 ≤ µ < 1 and suppose that h is a nonnegative function which
is different from zero almost everywhere with h1−q
′
, t−µq
′
h1−q
′
(t) ∈ L1loc [0,∞).
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Assume that, for any T > 0, there are some positive constants c1, c2,
θ1 <
q + 1
q − 1 and θ2 <
1
q − 1 (6.33)
such that
∫ T
0
h1−q
′
(t)dt ≤ c1T θ1 and
∫ T
0
t−µq
′
h1−q
′
(t)dt ≤ c2T θ2 , (6.34)
where q′ = q
q−1 . Then, the problem (6.24) does not admit any global nontrivial
solution when x0 ≥ 0.
Proof. It enough to show that the conditions (6.33) and (6.34) imply that (6.23)
is satisfied. Since
0 ≤ T 1−q′
(
T−q
′
∫ T
0
h1−q
′
(t)dt+
∫ T
0
t−µq
′
h1−q
′
(t)dt
)
≤ c1T 1−2q′+θ1 + c2T 1−q′+θ2 ,
we conclude from (6.33) that 1− 2q′ + θ1 < 0, 1− q′ + θ2 < 0 and the condition
(6.23) is fulfilled.
Corollary 6.4 Let 0 ≤ µ < 1 and q > 1. Suppose that h(t) ≥ at−ν, t > 0, for
some constant a > 0, where 1− q (1− µ) < ν < 2 + q (µ− 1). Then, the problem
(6.24) does not admit a global nontrivial solution when x0 ≥ 0.
Proof. Showing that h satisfies (6.23) suffices to prove our assertion. Since
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h(t) ≥ at−ν , a > 0, it is easy to see that
∫ T
0
h1−q
′
(t)dt ≤ a1−q′
∫ T
0
tν(q
′−1)dt =
a1−q
′
ν (q′ − 1) + 1T
ν(q′−1)+1,
∫ T
0
t−µq
′
h1−q
′
(t)dt ≤ a
1−q′
ν (q′ − 1)− µq′ + 1T
ν(q′−1)−µq′+1,
and
T 1−2q
′
∫ T
0
h1−q
′
(t)dt+T 1−q
′
∫ T
0
t−µq
′
h1−q
′
(t)dt ≤ a
1−q′T σ1
ν (q′ − 1) + 1+
a1−q
′
T σ2
ν (q′ − 1)− µq′ + 1 ,
where
σ1 = 2− ν + q′ (ν − 2) , σ2 = 2− ν + q′ (ν − µ− 1) .
Now, the assumption ν < 2 + q (µ− 1) implies that both σ1 and σ2 are negative.
The proof is complete.
Remark 6.2 The presence of the first order derivative of the solution does not
prevent the nonexistence of nontrivial global solutions when 0 ≤ µ < 1. It does
not effect the range of values of the exponent ν in the case of power-type kernel in
corollaries 6.2 and 6.4 neither. Indeed, the fractional derivative plays the role of
a damping term in the problems treated in Theorem 6.2 and its corollaries.
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Remark 6.3 With
c1 =
a1−q
′
ν (q′ − 1) + 1 , c2 =
a1−q
′
ν (q′ − 1)− µq′ + 1 ,
θ1 = ν (q
′ − 1) + 1 = q + ν − 1
q − 1 ,
θ2 = ν (q
′ − 1)− µq′ + 1 = q (1− µ) + ν − 1
q − 1 , 0 ≤ µ < 1,
Corollary 6.4 can be derived from Corollary 6.3.
6.2.2 Case 1 ≤ µ < 2, β = 1
This subsection is devoted to the study of the nonexistence of nontrivial global
solutions for the problem (6.7) in the space AC2 [0, T ] for all T > 0 with 1 ≤ µ < 2,
β = 1. For 1 < µ < 2 and σ = 0, we have

(
CDµ0+x
)
(t) ≥ ∫ t
0
h(t− s) |x(s)|q ds, t > 0, q > 1, 1 < µ < 2,
x(0) = x0, x
′(0) = x1, x0, x1 ∈ R.
(6.35)
Theorem 6.3 Let 1 < µ < 2. Assume that h is a nonnegative function which is
different from zero almost everywhere with t(1−µ)q
′
h1−q
′ ∈ L1loc [0,∞) and
lim
T→∞
T 1−2q
′
∫ T
0
t(1−µ)q
′
h1−q
′
(t)dt = 0, (6.36)
where q′ = q
q−1 . Then, the initial value problem (6.35) does not admit any global
nontrivial solution when x0, x1 ≥ 0.
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Proof. For the sake of contradiction, suppose that a (nontrivial) solution
x ∈ AC2 [0, T ] exists for all T > 0. Then, as in the proof of Theorem 6.1, we
obtain from the weak formulation of the problem
J + x0Gˆ1,µT
1−µ + x1Gˆ0,µT 2−µ ≤ J
1
q
(∫ T
0
K−
q′
q (t)
(
DµT−ϕ
)q′
(t) dt
) 1
q′
,
where J is as in (6.14). Accordingly, for 1 ≤ µ < 2, from Lemma 6.6 with
1 ≤ ρ = µ < 2, we have
∫ T
0
K−
q′
q (t)
(
DµT−ϕ
)q′
(t) dt ≤ Cˆµ,q′T 1−2q′
∫ T
0
t(1−µ)q
′
h1−q
′
(t)dt.
By the assumption (6.36), we get x ≡ 0 and the proof is complete.
Corollary 6.5 Let 1 < µ < 2. Suppose that h(t) ≥ at−ν, t > 0, for some
constant a > 0, where 1− q (2− µ) < ν < 2 + q (µ− 1). Then, the problem (6.35)
does not admit a global nontrivial solution when x0, x1 ≥ 0.
Proof. It suffices to notice that the kernel h satisfies the hypotheses of Theorem
6.3. Clearly,
∫ T
0
t(1−µ)q
′
h1−q
′
(t)dt ≤ a1−q′
∫ T
0
tν(q
′−1)+(1−µ)q′dt = bT η,
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where
b =
a1−q
′
ν (q′ − 1) + (1− µ) q′ + 1 ,
η = ν (q′ − 1) + (1− µ) q′ + 1 = q (2− µ) + ν − 1
q − 1 .
Since
1− 2q′ + η = 2− ν + q′ (ν − 1− µ) = q (1− µ) + ν − 2
q − 1 < 0,
then (6.36) is satisfied.
For the case 1 ≤ µ < 2, β = σ = 1, we have the main theorem.
Theorem 6.4 Let 1 ≤ µ < 2. Assume that h is a nonnegative function which is
different from zero almost everywhere with h1−q
′
, t(1−µ)q
′
h1−q
′
(t) ∈ L1loc [0,∞) and
lim
T→∞
T 1−2q
′
(∫ T
0
h1−q
′
(t)dt+
∫ T
0
t(1−µ)q
′
h1−q
′
(t)dt
)
= 0, (6.37)
where q′ = q
q−1 . Then, the initial value problem

x′(t) +
(
CDµ0+x
)
(t) ≥ ∫ t
0
h(t− s) |x(s)|q ds, t > 0, q > 1,
x(0) = x0, x
′(0) = x1, x0, x1 ∈ R,
(6.38)
does not admit any global nontrivial solution when x0, x1 ≥ 0.
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Proof. Assume, on the contrary, that a solution x ∈ AC2 [0, T ] exists for all
T > 0. Proceeding analogously to the proof of Theorem 6.2 gives
J + x0
(
1 + Gˆ1,µT
1−µ
)
+ x1Gˆ0,µT
2−µ ≤ J 1q
(
A
1
q′ +B
1
q′
)
,
where J , A and B are as in (6.14) and (6.28). From Lemma 6.6 with ρ = 1 and
1 ≤ ρ = µ < 2,
A ≤ Cˆ1,q′T 1−2q′
∫ T
0
h1−q
′
(t)dt,
B =
∫ T
0
(∫ T
t
h(s− t)ϕ (s) ds
)1−q′ (
DµT−ϕ
)q′
(t) dt
≤ Cˆµ,q′T 1−2q′
∫ T
0
t(1−µ)q
′
h1−q
′
(t)dt,
respectively. The assumption (6.37) allows us to conclude.
For kernels satisfying h(t) ≥ t−ν , Theorem 6.4 implies the corollary below.
Corollary 6.6 Let 1 ≤ µ < 2. Suppose that h(t) ≥ at−ν, t > 0, for some
constant a > 0, where 1 − q (2− µ) < ν < 2. Then, the problem (6.38) does not
admit a global nontrivial solution when x0, x1 ≥ 0.
Proof. It suffices to notice that the kernel h satisfies the hypotheses of Theorem
6.4. Indeed, ∫ T
0
h1−q
′
(t)dt ≤ a1−q′
∫ T
0
tν(q
′−1)dt = b2T η1 ,
∫ T
0
t(1−µ)q
′
h1−q
′
(t)dt ≤ a1−q′
∫ T
0
tν(q
′−1)+(1−µ)q′dt = b3T η2 ,
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where
b2 =
a1−q
′
ν (q′ − 1) + 1 , b3 =
a1−q
′
ν (q′ − 1) + (1− µ) q′ + 1 ,
η1 = ν (q
′ − 1) + 1 = q + ν − 1
q − 1 ,
η2 = ν (q
′ − 1) + (1− µ) q′ + 1 = q (2− µ) + ν − 1
q − 1 .
Moreover, it is easy to check that η1, η2 > 0 and 1− 2q′ + η1, 1− 2q′ + η2 < 0.
Remark 6.4 We can get the same results of Theorem 6.4 and Corollary 6.6 with
less restrictive conditions on the initial data. Instead of requiring x0 and x1 to
be both nonnegative, it is enough to require a0x0 + a1x1 ≥ 0 for some positive
constants a0 and a1. Indeed, a0 and a1 can be expressed in terms of the constants
T, Gˆ0,µ and Gˆ1,µ.
Remark 6.5 Note that ν < 2 + q (µ− 1) in Corollary 6.5 while ν < 2 ≤ 2 +
q (µ− 1) , 1 ≤ µ < 2, in Corollary 6.6. We observe that the first derivative plays
the role of a damping term when the order of the fractional derivative is 1 < µ < 2.
In the next subsection, we consider the case of two fractional derivatives of
general order.
6.2.3 Case n− 1 ≤ β < µ < n
We return now to the initial value problem (6.7) and establish the following general
theorem.
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Theorem 6.5 Let n− 1 ≤ β < µ < n and h be a nonnegative function which is
different from zero almost everywhere. Suppose that
(
t(n−µ−1)q
′
+ σq
′
t(n−β−1)q
′)
h1−q
′
(t) ∈
L1loc [0,∞) and
lim
T→∞
T 1−nq
′
(∫ T
0
(
t(n−µ−1)q
′
+ σq
′
t(n−β−1)q
′
)
h1−q
′
(t)dt
)
= 0, (6.39)
where q′ = q
q−1 . Then, the problem (6.7) does not admit any global nontrivial solu-
tion when a0x0 +a1x1, ...+an−1xn−1 ≥ 0 for some positive constants a0, a1, ..., an−1
to be determined.
Proof. As in the proof of Theorem 6.1, we have here from Lemma 6.5,
∫ T
0
ϕ (t)
(
CDµ0+x
)
(t) dt =
∫ T
0
x(t)
(
DµT−ϕ
)
(t) dt−
n−1∑
j=0
Gˆj,µT
n−µ−jxn−1−j, (6.40)
∫ T
0
ϕ (t)
(
CDβ0+x
)
(t) dt =
∫ T
0
x(t)
(
DβT−ϕ
)
(t) dt−
n−1∑
j=0
Gˆj,βT
n−β−jxn−1−j.
(6.41)
Hence,
J +
n−1∑
j=0
(
Gˆj,µT
n−µ−j + σGˆj,βT n−β−j
)
xn−1−j
≤ J 1q
((∫ T
0
K−
q′
q
(
DµT−ϕ
)q′
dt
) 1
q′
+ σ
(∫ T
0
K−
q′
q
(
DβT−ϕ
)q′
dt
) 1
q′
)
,
which leads to
J ≤ 2q′−1
(∫ T
0
K−
q′
q
(
DµT−ϕ
)q′
dt+ σq
′
∫ T
0
K−
q′
q
(
DβT−ϕ
)q′
dt
)
. (6.42)
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We have from Lemma 6.6,
∫ T
0
K−
q′
q (t)
∣∣DµT−ϕ (t)∣∣q′ (t) dt ≤ Cˆµ,q′T 1−nq′ ∫ T
0
t(n−µ−1)q
′
h1−q
′
(t)dt, (6.43)
∫ T
0
K−
q′
q (t)
∣∣∣DβT−ϕ∣∣∣q′ (t) dt ≤ Cˆβ,q′T 1−nq′ ∫ T
0
t(n−β−1)q
′
h1−q
′
(t)dt. (6.44)
Using (6.43) and (6.44) in (6.42) and considering the condition (6.39) complete
the proof.
Corollary 6.7 Let n − 1 ≤ β < µ < n and q > 1. Suppose that h(t) ≥ at−ν,
t > 0, for some constant a > 0, where 1−q (n− µ) < ν < 2+q (β − 1). Then, the
problem (6.7) does not admit a global nontrivial solution when a0x0 + a1x1, ... +
an−1xn−1 ≥ 0 for some positive constants a0, a1, ..., an−1 to be determined.
Proof. Here
T 1−nq
′
(∫ T
0
(
t(n−µ−1)q
′
+ σq
′
t(n−β−1)q
′
)
h1−q
′
(t)dt
)
≤ a
1−q′T 2−ν+q
′(ν−µ−1)
q′ (ν + n− µ− 1)− ν + 1 +
a1−q
′
σq
′
T 2−ν+q
′(ν−β−1)
q′ (ν + n− β − 1)− ν + 1.
Therefore, (6.39) is satisfied when 1− q (n− µ) < ν < 2 + q (β − 1).
Note that the upper bound of the exponent ν is determined in terms of the
smaller derivative β.
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6.3 Problems with Riemann-Liouville Fractional
Derivatives
In this section, we consider the initial value problem

(
Dµ0+x
)
(t) + σ(Dβ0+x)(t) ≥
∫ t
0
h(t− s) |x(s)|q ds, t > 0, q > 1,(
I1−µ0+ x
)
(0+) = c0, c0 ∈ R,
(6.45)
where 0 ≤ β < µ < 1 and σ = 0, 1.
A nonexistence result of nontrivial global solutions x ∈ Cµ1−µ [0, T ] for all
0 < T ≤ ∞, is investigated. Here the space Cµ1−µ [0, T ] is the weighted space
of continuous functions defined in (4.65).
Theorem 6.6 Let 0 ≤ β < µ < 1 and h be a nonnegative function which is
different from zero almost everywhere. Assume that
(
t−µq
′
+ σq
′
t−βq
′)
h1−q
′
(t) ∈
L1loc [0,∞) and
lim
T→∞
T 1−q
′
(∫ T
0
t−µq
′
h1−q
′
(t)dt+ σq
′
∫ T
0
t−βq
′
h1−q
′
(t)dt
)
= 0, (6.46)
where q′ = q
q−1 . Then, the problem (6.45) does not admit any global nontrivial
solution when c0 ≥ 0.
Proof. Suppose, contrary to our claim, that a solution x ∈ Cµ1−µ [0, T ] exists for
all T > 0. Multiplying both sides of the inequality in (6.45) by the test function
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ϕ defined in (6.1) with λ > 2q′ − 1 and integrating, we obtain
J ≤
∫ T
0
ϕ (t)
(
Dµ0+x
)
(t) dt+ σ
∫ T
0
ϕ (t) (Dβ0+x) (t) dt, (6.47)
where J is given in (6.14). An integration by parts for each integral in right-hand
side of (6.47) gives
∫ T
0
ϕ (t)
(
Dµ0+x
)
(t) dt =
[
ϕ (t)
(
I1−µ0+ x
)
(t)
]T
t=0
−
∫ T
0
ϕ′ (t)
(
I1−µ0+ x
)
(t) dt,
and
∫ T
0
ϕ (t) (Dβ0+x) (t) dt =
[
ϕ (t)
(
I1−β0+ x
)
(t)
]T
t=0
−
∫ T
0
ϕ′ (t)
(
I1−β0+ x
)
(t) dt.
As ϕ (T ) = 0, ϕ (0) = 1 and
(
I1−µ0+ x
)
(0+) = c0, we find
∫ T
0
ϕ (t)
(
Dµ0+x
)
(t) dt = −c0 −
∫ T
0
ϕ′ (t)
(
I1−µ0+ x
)
(t) dt.
Also, since I1−β0+ x = I
µ−β
0+ I
1−µ
0+ x and I
1−µ
0+ x ∈ C [0, T ], we see from Lemma 3.15
that
(
I1−β0+ x
)
(0+) = 0. Hence
∫ T
0
ϕ (t) (Dβ0+x) (t) dt = −
∫ T
0
ϕ′ (t)
(
I1−β0+ x
)
(t) dt,
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and (6.47) becomes
J ≤ −c0 −
∫ T
0
ϕ′ (t)
(
I1−µ0+ x
)
(t) dt− σ
∫ T
0
ϕ′ (t)
(
I1−β0+ x
)
(t) dt. (6.48)
Having in mind that c0 ≥ 0 and ϕ′ is negative, we entail that
J ≤
∫ T
0
(−ϕ′ (t)) (I1−µ0+ x) (t) dt+ σ ∫ T
0
(−ϕ′ (t))
(
I1−β0+ x
)
(t) dt
≤
∫ T
0
(−ϕ′ (t)) (I1−µ0+ |x|) (t) dt+ σ ∫ T
0
(−ϕ′ (t))
(
I1−β0+ |x|
)
(t) dt.(6.49)
Applying Lemma 3.9 to each integral in the right-hand side of (6.49), we obtain
J ≤
∫ T
0
|x (t)| (I1−µT− (−ϕ′)) (t) dt+ σ ∫ T
0
|x (t)|
(
I1−βT− (−ϕ′)
)
(t) dt. (6.50)
Next, we insert K
1
q (t)K−
1
q (t) inside each integral in the right-hand side of (6.50)
and apply Ho¨lder’s inequality,
J ≤ J 1q
(∫ T
0
K1−q
′
(t)
(
I1−µT− (−ϕ′)
)q′
(t) dt
) 1
q′
+σ
(∫ T
0
K
−q′
q (t)
(
I1−βT− (−ϕ′)
)q′
(t) dt
) 1
q′
In view of the fact
DµT−ϕ =
CDµT−ϕ = −I1−µT− ϕ′,
we find that
J ≤ 2q′−1
(∫ T
0
K1−q
′
(t)
(
DµT−ϕ
)q′
(t) dt+ σq
′
∫ T
0
K
−q′
q (t)
(
DβT−ϕ
)q′
(t) dt
)
.
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Using Lemma 6.6, we get
J ≤ Cˆ1T 1−q′
(∫ T
0
t−µq
′
h1−q
′
(t)dt+ σq
′
∫ T
0
t−βq
′
h1−q
′
(t)dt
)
, (6.51)
where Cˆ1 = 2
q′−1 max
{
Cˆµ,q′ , Cˆβ,q′
}
. The assumption (6.46) leads to a contradic-
tion since the solution is supposed to be nontrivial.
Remark 6.6 If we consider h(t) ≥ at−ν , a > 0, 1− q (1− µ) < ν < 2 + q (β − 1)
and 0 ≤ β < µ < 1, then, the problem (6.45) does not admit a global nontrivial
solution when c0 ≥ 0. Further,
∫ t
0
h(t− s) |x(s)|q ds =
(
Iβ10+ |x(s)|q
)
(t), q (1− β)− 1 < β1 < q (1− µ) ,
can be considered here as a special case of the problem (6.45).
Remark 6.7 We believe that it is possible to extend the result of Theorem 6.6
to any arbitrary orders n − 1 ≤ β < µ < n. This will be the subject of future
investigations.
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CHAPTER 7
CONCLUSION AND FUTURE
WORK
In this dissertation, we considered some classes of fractional integro-differential
equations with the Caputo or Riemann-Liouville derivatives in the left-hand sides
and right-hand sides depending on the solution, its fractional derivatives as well
as an integral of a kernel involving the solution or its fractional derivatives. We
assumed the continuity of the nonlinearities and the boundedness of these nonlin-
earities by sums or products of continuous functions of time, in certain Lebesgue
spaces, and nondecreasing functions of the states. Under these nonlinear growth
conditions on the nonlinearities, we treated initial value problems for which, in
general, solutions cannot be found explicitly. We found that their solutions, un-
der certain conditions, behave like the solutions of the associated linear fractional
differential equations with zero right-hand sides.
In addition to the singularity of the fractional operators, one of the challenges
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that we have faced is the validity of most of the estimates and inequalities at or
near zero. We solved this issue by using the desingularization techniques to have
the appropriate estimates. By going around this obstruction, we improved several
results in the literature, concerning the integer and noninteger orders, where the
authors avoided working near zero.
In the study of the nonexistence of nontrivial global solutions, different frac-
tional damping for a class of fractional integro-differential problem have been
considered. Unlike existing results, the source term is a convolution and there-
fore nonlocal in time. Polynomials and fractional integrals of polynomials become
special cases. The weak formulations for the problem with an appropriate test
function and several appropriate estimations have been used. Reasonable condi-
tions ensuring nonexistence of global solutions are determined. Singular kernels
illustrating interesting cases in applications which correspond to fractional inte-
grals (of polynomials of the state) have been provided and discussed. The results
can be used to analyze many models with nonlocal source terms. The examples
we have provided represent a wide class of kernels and clearly illustrate, in suitable
manner, the results.
Our study opens many possible directions for future works. We leave the
consideration of other kinds of derivatives to future investigations. Our ap-
proaches can be generalized to problems involving the p-Laplacian (or, generally
ϕ-Laplacian) operators. We plan to extend our results to other systems of frac-
tional integro-differential equations. Our approaches can be used to study the
161
long-time behavior and nonexistence of solutions for fractional differential equa-
tions with different distributed delays and arguments such as piecewise constant
arguments.
162
REFERENCES
[1] K.-B. Oldham, J. Spanier, and B. Ross, Fractional Calculus. Academic
Press, Collier Macmillan Ltd., 1974.
[2] S. G. Samko, A. A. Kilbas, and O. I. Marichev, “Fractional integrals and
derivatives: Theory and applications,” Gordon and Breach, Yverdon, 1993.
[3] A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, Theory and applications
of fractional differential equations. Elsevier Science Limited, 2006, vol. 204.
[4] I. Podlubny, Fractional differential equations: an introduction to fractional
derivatives, fractional differential equations, to methods of their solution and
some of their applications. Academic Press, 1998, vol. 198.
[5] U. N. Katugampola, “New approach to a generalized fractional integral,”
Applied Mathematics and Computation, vol. 218, no. 3, pp. 860–865, 2011.
[6] ——, “A new approach to generalized fractional derivatives,” Bulletin of
Mathematical Analysis and Applications, vol. 6, no. 4, pp. 1–15, 2014.
163
[7] J. T. Machado, A. M. Galhano, and J. J. Trujillo, “On development of
fractional calculus during the last fifty years,” Scientometrics, vol. 98, no. 1,
pp. 577–582, 2014.
[8] ——, “Science metrics on fractional calculus development since 1966,” Frac-
tional Calculus and Applied Analysis, vol. 16, no. 2, pp. 479–500, 2013.
[9] J. T. Machado, V. Kiryakova, and F. Mainardi, “Recent history of fractional
calculus,” Communications in Nonlinear Science and Numerical Simulation,
vol. 16, no. 3, pp. 1140–1153, 2011.
[10] J. Tenreiro Machado, V. Kiryakova, and F. Mainardi, “A poster about the
old history of fractional calculus,” Fractional Calculus and Applied Analysis,
vol. 13, no. 4, pp. 447–454, 2010.
[11] S. Abbas, M. Benchohra, and G. M. N’Gue´re´kata, Topics in fractional dif-
ferential equations. Springer Science & Business Media, 2012, vol. 27.
[12] K. Diethelm, The analysis of fractional differential equations: An
application-oriented exposition using differential operators of Caputo type.
Springer, 2010.
[13] R. Gorenflo and F. Mainardi, Fractional Calculus. Springer, 1997.
[14] V. S. Kiryakova, Generalized fractional calculus and applications. CRC
Press, 1993.
164
[15] K. S. Miller and B. Ross, An introduction to the fractional calculus and
fractional differential equations. John Wiley & Sons, 1993.
[16] K. Diethelm and N. J. Ford, “Analysis of fractional differential equations,”
Journal of Mathematical Analysis and Applications, vol. 265, no. 2, pp. 229–
248, 2002.
[17] J. Sabatier, O. P. Agrawal, and J. T. Machado, Advances in fractional cal-
culus. Springer, 2007, vol. 4, no. 9.
[18] S. Das, Functional fractional calculus. Springer Science & Business Media,
2011.
[19] X.-J. Yang, “Advanced local fractional calculus and its applications,” World
Science, New York, NY, USA, 2012.
[20] R. Caponetto, Fractional order systems: modeling and control applications.
World Scientific, 2010, vol. 72.
[21] M. Dalir and M. Bashour, “Applications of fractional calculus,” Applied
Mathematical Sciences, vol. 4, no. 21, pp. 1021–1032, 2010.
[22] R. Hilfer, P. Butzer, U. Westphal, J. Douglas, W. Schneider, G. Zaslavsky,
T. Nonnemacher, A. Blumen, and B. West, Applications of fractional cal-
culus in physics. World Scientific, 2000, vol. 128.
[23] M. D. Ortigueira, Fractional calculus for scientists and engineers. Springer
Science & Business Media, 2011, vol. 84.
165
[24] D. Vale´rio, J. Machado, and V. Kiryakova, “Some pioneers of the appli-
cations of fractional calculus,” Fractional Calculus and Applied Analysis,
vol. 17, no. 2, pp. 552–578, 2014.
[25] R. L. Bagley and P. Torvik, “A theoretical basis for the application of
fractional calculus to viscoelasticity,” Journal of Rheology (1978-present),
vol. 27, no. 3, pp. 201–210, 1983.
[26] R. L. Bagley and J. TORVIK, “Fractional calculus - a different approach to
the analysis of viscoelastically damped structures,” AIAA journal, vol. 21,
no. 5, pp. 741–748, 1983.
[27] R. Koeller, “Applications of fractional calculus to the theory of viscoelas-
ticity,” Journal of Applied Mechanics, vol. 51, no. 2, pp. 299–307, 1984.
[28] F. Mainardi, Fractional calculus and waves in linear viscoelasticity: an in-
troduction to mathematical models. World Scientific, 2010.
[29] F. Meral, T. Royston, and R. Magin, “Fractional calculus in viscoelasticity:
an experimental study,” Communications in Nonlinear Science and Numer-
ical Simulation, vol. 15, no. 4, pp. 939–945, 2010.
[30] D. Baleanu, A. Golmankhaneh, R. Nigmatullin, and A. Golmankhaneh,
“Fractional newtonian mechanics,” Open Physics, vol. 8, no. 1, pp. 120–
125, 2010.
[31] A. Carpinteri and F. Mainardi, Fractals and fractional calculus in continuum
mechanics. Springer, 2014, vol. 378.
166
[32] W. Grzesikiewicz, A. Wakulicz, and A. Zbiciak, “Non-linear problems of
fractional calculus in modeling of mechanical systems,” International Jour-
nal of Mechanical Sciences, vol. 70, pp. 90–98, 2013.
[33] J. T. Katsikadelis, “Generalized fractional derivatives and their applications
to mechanical systems,” Archive of Applied Mechanics, vol. 85, no. 9-10, pp.
1307–1320, 2014.
[34] R. Koeller, “Polynomial operators, Stieltjes convolution, and fractional cal-
culus in hereditary mechanics,” Acta Mechanica, vol. 58, no. 3-4, pp. 251–
264, 1986.
[35] V. V. Kulish and J. L. Lage, “Application of fractional calculus to fluid
mechanics,” Journal of Fluids Engineering, vol. 124, no. 3, pp. 803–806,
2002.
[36] N. Engheia, “On the role of fractional calculus in electromagnetic theory,”
Antennas and Propagation Magazine, IEEE, vol. 39, no. 4, pp. 35–46, 1997.
[37] J. T. Machado, I. S. Jesus, A. Galhano, and J. B. Cunha, “Fractional order
electromagnetics,” Signal Processing, vol. 86, no. 10, pp. 2637–2644, 2006.
[38] V. D. Djordjevic´, J. Jaric´, B. Fabry, J. J. Fredberg, and D. Stamenovic´,
“Fractional derivatives embody essential features of cell rheological behav-
ior,” Annals of Biomedical Engineering, vol. 31, no. 6, pp. 692–699, 2003.
167
[39] F. Mainardi and G. Spada, “Creep, relaxation and viscosity properties for
basic fractional models in rheology,” The European Physical Journal Special
Topics, vol. 193, no. 1, pp. 133–160, 2011.
[40] R. Metzler, W. Schick, H.-G. Kilian, and T. F. Nonnenmacher, “Relaxation
in filled polymers: A fractional calculus approach,” The Journal of Chemical
Physics, vol. 103, no. 16, pp. 7180–7186, 1995.
[41] M. Axtell and M. E. Bise, “Fractional calculus application in control sys-
tems,” in Aerospace and Electronics Conference, 1990. NAECON 1990.,
Proceedings of the IEEE 1990 National. IEEE, 1990, pp. 563–566.
[42] D. Baleanu and S. I. Muslih, “Nonconservative systems within fractional
generalized derivatives,” Journal of Vibration and Control, vol. 14, no. 9-10,
pp. 1301–1311, 2008.
[43] C. A. Monje, Y. Chen, B. M. Vinagre, D. Xue, and V. Feliu-Batlle,
Fractional-order systems and controls: fundamentals and applications.
Springer Science & Business Media, 2010.
[44] I. Podlubny, I. Petrasˇ, B. M. Vinagre, P. O’leary, and L. Dorcˇa´k, “Analogue
realizations of fractional-order controllers,” Nonlinear Dynamics, vol. 29,
no. 1-4, pp. 281–296, 2002.
[45] R. L. Magin, Fractional calculus in bioengineering. Begell House Redding,
2006.
168
[46] ——, “Fractional calculus in bioengineering: A tool to model complex dy-
namics,” in Carpathian Control Conference (ICCC), 2012 13th Interna-
tional. IEEE, 2012, pp. 464–469.
[47] M. F. Ali, M. Sharma, and R. Jain, “An application of fractional calculus
in RLC circuit,” International Journal of Innovative Research in Advanced
Engineering, 2015.
[48] D. Baleanu, Z. B. Gu¨venc¸, and J. T. Machado, New trends in nanotechnology
and fractional calculus applications. Springer, 2010.
[49] R. Caponetto, G. Dongola, L. Fortuna, A. Gallo, and S. Graziani, “Ipmc
actuators non integer order models,” in New Trends in Nanotechnology and
Fractional Calculus Applications. Springer, 2010, pp. 263–272.
[50] B. Baeumer, M. Meerschaert, and E. Nane, “Brownian subordinators and
fractional Cauchy problems,” Transactions of the American Mathematical
Society, vol. 361, no. 7, pp. 3915–3930, 2009.
[51] I. I. Eliazar and M. F. Shlesinger, “Fractional motions,” Physics Reports,
vol. 527, no. 2, pp. 101–129, 2013.
[52] R. Hilfer and L. Anton, “Fractional master equations and fractal time ran-
dom walks,” Physical Review E, vol. 51, no. 2, p. R848, 1995.
[53] Y. Hu and B. Øksendal, “Fractional white noise calculus and applications to
finance,” Infinite Dimensional Analysis, Quantum Probability and Related
Topics, vol. 6, no. 01, pp. 1–32, 2003.
169
[54] R. Metzler and J. Klafter, “The random walk’s guide to anomalous diffusion:
a fractional dynamics approach,” Physics reports, vol. 339, no. 1, pp. 1–77,
2000.
[55] D. A. Benson, M. M. Meerschaert, and J. Revielle, “Fractional calculus
in hydrologic modeling: A numerical perspective,” Advances in Water Re-
sources, vol. 51, pp. 479–497, 2013.
[56] L. Debnath, “Recent applications of fractional calculus to science and engi-
neering,” International Journal of Mathematics and Mathematical Sciences,
vol. 2003, no. 54, pp. 3413–3442, 2003.
[57] R. E. Gutie´rrez, J. M. Rosa´rio, and J. Tenreiro Machado, “Fractional or-
der calculus: Basic concepts and engineering applications,” Mathematical
Problems in Engineering, vol. 2010, p. 19, 2010, article ID 375858.
[58] R. Hilfer, “Experimental evidence for fractional time evolution in glass form-
ing materials,” Chemical Physics, vol. 284, no. 1, pp. 399–408, 2002.
[59] J. T. Machado, F. Mainardi, and V. Kiryakova, “Fractional calculus: Quo
vadimus? (where are we going?),” Fractional Calculus and Applied Analysis,
vol. 18, no. 2, pp. 495–526, 2015.
[60] F. Mainardi and R. Gorenflo, “Time-fractional derivatives in relaxation pro-
cesses: a tutorial survey,” Fractional Calculus & Applied Analysis, vol. 10,
no. 3, pp. 269–308, 2007.
170
[61] P. Paradisi, “Fractional calculus in statistical physics: The case of time
fractional diffusion equation,” Communications in Applied and Industrial
Mathematics, vol. 6, no. 2, 2015.
[62] J. Tenreiro Machado, M. F. Silva, R. S. Barbosa, I. S. Jesus, C. M. Reis,
M. G. Marcos, and A. F. Galhano, “Some applications of fractional calculus
in engineering,” Mathematical Problems in Engineering, vol. 2010, 2009.
[63] S. Lang, Fundamentals of Differential Geometry. Volume 191 of Graduate
Texts in Mathematics. Springer-Verlag, New York, 1999.
[64] R. P. Agarwal, S. Djebali, T. Moussaoui, and O. G. Mustafa, “On the
asymptotic integration of nonlinear differential equations,” Journal of Com-
putational and Applied Mathematics, vol. 202, no. 2, pp. 352–376, 2007.
[65] I. Bihari, “Researches of the boundedness and stability of the solutions of
non-linear differential equations,” Acta Mathematica Hungarica, vol. 8, no.
3-4, pp. 261–278, 1957.
[66] D. S. Cohen, “The asymptotic behavior of a class of nonlinear differen-
tial equations,” Proceedings of the American Mathematical Society, vol. 18,
no. 4, pp. 607–609, 1967.
[67] A. Constantin, “On the asymptotic behavior of second order nonlinear differ-
ential equations,” Rendiconti di Matematica e delle sue Applicazioni, vol. 13,
no. 7, pp. 627–634, 1993.
171
[68] W. A. Coppel, Stability and asymptotic behavior of differential equations.
Heath, 1965.
[69] F. M. Dannan, “Integral inequalities of Gronwall-Bellman-Bihari type and
asymptotic behavior of certain second order nonlinear differential equa-
tions,” Journal of Mathematical Analysis and Applications, vol. 108, no. 1,
pp. 151–164, 1985.
[70] A. Halanay, “On the asymptotic behavior of the solutions of an integro-
differential equation,” Journal of Mathematical Analysis and Applications,
vol. 10, no. 2, pp. 319–324, 1965.
[71] T. Kusano and W. F. Trench, “Existence of global solutions with prescribed
asymptotic behavior for nonlinear ordinary differential equations,” Annali
di Matematica Pura ed Applicata, vol. 142, no. 1, pp. 381–392, 1985.
[72] T. Kusano and W. Trench, “Global existence of scond order differential
equations with integrable coefficients,” Journal of the London Mathematical
Society, vol. 31, no. 1, p. 985, 1985.
[73] J. Levin, “The asymptotic behavior of the solution of a Volterra equation,”
Proceedings of the American Mathematical Society, vol. 14, no. 4, pp. 534–
541, 1963.
[74] M. Medvedˇ and T. Moussaoui, “Asymptotic integration of nonlinear φ-
Laplacian differential equations,” Nonlinear Analysis: Theory, Methods &
Applications, vol. 72, no. 3, pp. 2000–2008, 2010.
172
[75] M. Medved and E. Pekarkova, “Large time behavior of solutions to second-
order differential equations with p-Laplacian,” Electronic Journal of Differ-
ential Equations, vol. 2008, no. 108, pp. 1–12, 2008.
[76] M. Medvedˇ, “A new approach to an analysis of Henry type integral inequal-
ities and their Bihari type versions,” Journal of Mathematical Analysis and
Applications, vol. 214, no. 2, pp. 349–366, 1997.
[77] M. Medved, “Integral inequalities and global solutions of semilinear evo-
lution equations,” Journal of Mathematical Analysis and Applications, vol.
267, no. 2, pp. 643–650, 2002.
[78] O. G. Mustafa, “Initial value problem with infinitely many linear-like solu-
tions for a second-order differential equation,” Applied Mathematics Letters,
vol. 18, no. 8, pp. 931–934, 2005.
[79] ——, “On the existence of solutions with prescribed asymptotic behaviour
for perturbed nonlinear differential equations of second order,” Glasgow
Mathematical Journal, vol. 47, no. 01, pp. 177–185, 2005.
[80] O. G. Mustafa and Y. V. Rogovchenko, “Asymptotic integration of a class
of nonlinear differential equations,” Applied Mathematics Letters, vol. 19,
no. 9, pp. 849–853, 2006.
[81] ——, “On asymptotic integration of a nonlinear second-order differential
equation,” Nonlinear Studies, vol. 13, no. 2, p. 155, 2006.
173
[82] ——, “Global existence and asymptotic behavior of solutions of nonlinear
differential equations,” Funkcialaj Ekvacioj, vol. 47, no. 2, pp. 167–186, 2004.
[83] ——, “Global existence of solutions with prescribed asymptotic behavior for
second-order nonlinear differential equations,” Nonlinear Analysis: Theory,
Methods & Applications, vol. 51, no. 2, pp. 339–368, 2002.
[84] D. Ba˘leanu, R. P. Agarwal, O. G. Mustafa, and M. Cos¸ulschi, “Asymp-
totic integration of some nonlinear differential equations with fractional time
derivative,” Journal of Physics A: Mathematical and Theoretical, vol. 44,
no. 5, p. 055203, 2011.
[85] D. Ba˘leanu, O. G. Mustafa, and R. P. Agarwal, “Asymptotic integration of
(1+ α)-order fractional differential equations,” Computers & Mathematics
with Applications, vol. 62, no. 3, pp. 1492–1500, 2011.
[86] ——, “On the solution set for a class of sequential fractional differential
equations,” Journal of Physics A: Mathematical and Theoretical, vol. 43,
no. 38, p. 385209, 2010.
[87] E. Brestovanska and M. Medved, “Asymptotic behavior of solutions to
second-order differential equations with fractional derivative perturbations,”
Electronic Journal of Differential Equations, vol. 2014, no. 201, pp. 1–10,
2014.
174
[88] K. M. Furati and N.-e. Tatar, “Long time behavior for a nonlinear fractional
model,” Journal of Mathematical Analysis and Applications, vol. 332, no. 1,
pp. 441–454, 2007.
[89] S. R. Grace, “On the oscillatory behavior of solutions of nonlinear fractional
differential equations,” Applied Mathematics and Computation, vol. 266, pp.
259–266, 2015.
[90] M. Medvedˇ, “Asymptotic integration of some classes of fractional differential
equations,” Tatra Mountains Mathematical Publications, vol. 54, no. 1, pp.
119–132, 2013.
[91] M. Medved, “On the asymptotic behavior of solutions of nonlinear differen-
tial equations of integer and also of non-integer order,” Electronic Journal
of Qualitative Theory of Differential Equations, vol. 10, pp. 1–9, 2012.
[92] M. Medved and M. Posp´ıˇssil, “Asymptotic integration of fractional differen-
tial equations with integrodifferential right-hand side,” Mathematical Mod-
elling and Analysis, vol. 20, no. 4, pp. 471–489, 2015.
[93] O. G. Mustafa and D. Baleanu, “On the asymptotic integration of a class of
sublinear fractional differential equations,” arXiv preprint arXiv:0904.1495,
2009.
[94] R. P. Agarwal, M. Benchohra, and S. Hamani, “A survey on existence results
for boundary value problems of nonlinear fractional differential equations
175
and inclusions,” Acta Applicandae Mathematicae, vol. 109, no. 3, pp. 973–
1033, 2010.
[95] R. P. Agarwal, M. Belmekki, M. Benchohra, and A. Cabada, “A survey on
semilinear differential equations and inclusions involving Riemann-Liouville
fractional derivative,” Advances in Difference Equations, vol. 2009, p. 67,
2009.
[96] R. P. Agarwal, S. K. Ntouyas, B. Ahmad, and M. S. Alhothuali, “Existence
of solutions for integro-differential equations of fractional order with non-
local three-point fractional boundary conditions,” Advances in Difference
Equations, vol. 2013, no. 1, pp. 1–9, 2013.
[97] B. Ahmad and J. J. Nieto, “Riemann-Liouville fractional integro-differential
equations with fractional nonlocal integral boundary conditions,” Boundary
Value Problems, vol. 2011, no. 1, pp. 1–9, 2011.
[98] A. Aghajani, Y. Jalilian, and J. Trujillo, “On the existence of solutions of
fractional integro-differential equations,” Fractional Calculus and Applied
Analysis, vol. 15, no. 1, pp. 44–69, 2012.
[99] A. Anguraj, P. Karthikeyan, and J. Trujillo, “Existence of solutions to frac-
tional mixed integrodifferential equations with nonlocal initial condition,”
Advances in Difference Equations, vol. 2011, no. 1, p. 690653, 2011.
[100] D. Baleanu, S. Z. Nazemi, and S. Rezapour, “The existence of positive
solutions for a new coupled system of multiterm singular fractional inte-
176
grodifferential boundary value problems,” vol. 2013, no. Article ID 368659,
p. 15, 2013.
[101] A. El-Sayed and S. A. El-Salam, “Lp-solution of weighted Cauchy-type prob-
lem of a diffreintegral functional equation,” International Journal of Non-
linear Science, vol. 5, no. 3, pp. 281–288, 2008.
[102] A. El-Sayed and S. A. A. El-Salam, “Weighted Cauchy-type problem of a
functional differ-integral equation,” Electronic Journal of Qualitative Theory
of Differential Equations, vol. 30, pp. 1–9, 2007.
[103] K. M. Furati and N.-e. Tatar, “An existence result for a nonlocal fractional
differential problem,” Journal of Fractional Calculus, vol. 26, pp. 43–51,
2004.
[104] ——, “Behavior of solutions for a weighted Cauchy-type fractional differen-
tial problem,” Journal of Fractional Calculus, vol. 28, pp. 23–42, 2005.
[105] B. Gayathri, R. Murugesu, and J. Rajasingh, “Existence of solutions of some
impulsive fractional integrodifferential equations,” International Journal of
Mathematical Analysis, vol. 6, no. 17, pp. 825–836, 2012.
[106] E. Herna´ndez, D. O’Regan, and K. Balachandran, “On recent developments
in the theory of abstract differential equations with fractional derivatives,”
Nonlinear Analysis: Theory, Methods & Applications, vol. 73, no. 10, pp.
3462–3471, 2010.
177
[107] S. Kendre, T. Jagtap, and V. Kharat, “On nonlinear fractional integrodif-
ferential equations with non local condition in Banach spaces,” Nonlinear
Analysis and Differential Equations, vol. 1, pp. 129–141, 2013.
[108] M. Kirane, M. Medved, and N.-e. Tatar, “Semilinear Volterra integrodiffer-
ential problems with fractional derivatives in the nonlinearities,” Abstract
and Applied Analysis, vol. 2011, p. 11, 2011, article ID 510314.
[109] C. Li and Z. Zhao, “Introduction to fractional integrability and differentia-
bility,” The European Physical Journal Special Topics, vol. 193, no. 1, pp.
5–26, 2011.
[110] M. M. Matar, “Boundary value problem for some fractional integrodifferen-
tial equations with nonlocal conditions,” International Journal of Nonlinear
Science, vol. 11, no. 1, pp. 3–9, 2011.
[111] S. A. Messaoudi, B. Said-Houari, and N.-e. Tatar, “Global existence and
asymptotic behavior for a fractional differential equation,” Applied Mathe-
matics and Computation, vol. 188, no. 2, pp. 1955–1962, 2007.
[112] S. Sitho, S. K. Ntouyas, and J. Tariboon, “Existence results for hybrid frac-
tional integro-differential equations,” Boundary Value Problems, vol. 2015,
no. 1, pp. 1–13, 2015.
[113] N.-e. Tatar, “Existence results for an evolution problem with fractional
nonlocal conditions,” Computers & Mathematics with Applications, vol. 60,
no. 11, pp. 2971–2982, 2010.
178
[114] D. Delbosco and L. Rodino, “Existence and uniqueness for a nonlinear frac-
tional differential equation,” Journal of Mathematical Analysis and Appli-
cations, vol. 204, no. 2, pp. 609–625, 1996.
[115] A. Kilbas, B. Bonilla, J. Trujillo et al., “Fractional integrals and derivatives
and differential equations of fractional order in weighted spaces of continuous
functions,” Doklady Natsionalnoi Akademii Nauk Belarusi, vol. 44, no. 6, pp.
18–22, 2000.
[116] J. C. Tong, “The asymptotic behavior of a class of nonlinear differential
equations of second order,” Proceedings of the American mathematical soci-
ety, vol. 84, no. 2, pp. 235–236, 1982.
[117] W. F. Trench, “On the asymptotic behavior of solutions of second order lin-
ear differential equations,” Proceedings of the American Mathematical Soci-
ety, vol. 14, no. 1, pp. 12–14, 1963.
[118] M. Naito, “Asymptotic behavior of solutions of second order differential
equations with integrable coefficients,” Transactions of the American Math-
ematical Society, vol. 282, no. 2, pp. 577–588, 1984.
[119] Y. V. Rogovchenko, “On the asymptotic behavior of solutions for a class
of second order nonlinear differential equations,” Collectanea Mathematica,
vol. 49, no. 1, pp. 113–120, 1998.
179
[120] S. P. Rogovchenko and Y. V. Rogovchenko, “Asymptotic behavior of solu-
tions of second order nonlinear differential equations,” Portugaliae Mathe-
matica, vol. 57, no. 1, pp. 17–34, 2000.
[121] C. G. Philos, “Asymptotic behaviour of a class of nonoscillatory solutions
of differential equations with deviating arguments,” Mathematica Slovaca,
vol. 33, no. 4, pp. 409–428, 1983.
[122] C. G. Philos, I. Purnaras, and P. C. Tsamatos, “Asymptotic to polynomials
solutions for nonlinear differential equations,” Nonlinear Analysis: Theory,
Methods & Applications, vol. 59, no. 7, pp. 1157–1179, 2004.
[123] C. G. Philos and P. C. Tsamatos, “Solutions approaching polynomials at
infinity to nonlinear ordinary differential equations,” Electronic Journal of
Differential Equations, vol. 2005, no. 79, pp. 1–25, 2005.
[124] M. Pinto, “Integral inequalities of Bihari-type and applications,” Funkcialaj
Ekvacioj, vol. 33, no. 3, pp. 387–403, 1990.
[125] W. F. Ames and B. Pachpatte, Inequalities for differential and integral equa-
tions. Academic press, 1997, vol. 197.
[126] A. Constantin, “On the existence of positive solutions of second order differ-
ential equations,” Annali di Matematica Pura ed Applicata, vol. 184, no. 2,
pp. 131–138, 2005.
180
[127] O. Lipovan, “On the asymptotic behaviour of the solutions to a class of sec-
ond order nonlinear differential equations,” Glasgow Mathematical Journal,
vol. 45, no. 01, pp. 179–187, 2003.
[128] C. Corduneanu, Functional equations with causal operators. CRC Press,
2005.
[129] D. Guo, V. Lakshmikantham, and X. Liu, Nonlinear Integral Equa-
tions in Abstract SpacesKluwer Academic. Kluwer Academic, Dor-
drecht/Boston/London, 1996.
[130] Y.-W. Cheng and H.-S. Ding, “Asymptotic behavior of solutions to a lin-
ear Volterra integrodifferential system,” Abstract and Applied Analysis, vol.
2013, p. 5, 2013, article ID 245905.
[131] K. M. Furati and N.-e. Tatar, “Power-type estimates for a nonlinear frac-
tional differential equation,” Nonlinear Analysis: Theory, Methods & Ap-
plications, vol. 62, no. 6, pp. 1025–1036, 2005.
[132] S. Momani and S. Hadid, “Lyapunov stability solutions of fractional inte-
grodifferential equations,” International Journal of Mathematics and Math-
ematical Sciences, vol. 2004, no. 47, pp. 2503–2507, 2004.
[133] R. Agarwal, F.-H. Wong, and S.-L. Yu, “Nonexistence of positive solutions
for 2 pth order integro-differential inequalities,” Applied Mathematics Let-
ters, vol. 10, no. 6, pp. 63–69, 1997.
181
[134] W. Chen and Y. Xiong, “Blow-up and general decay of solutions for a non-
linear viscoelastic equation,” Electronic Journal of Differential Equations,
vol. 2013, no. 12, pp. 1–11, 2013.
[135] L. Guo, Z. Yuan, and G. Lin, “Blow up and global existence for a nonlinear
viscoelastic wave equation with strong damping and nonlinear damping and
source terms,” Applied Mathematics, vol. 6, no. 05, p. 806, 2015.
[136] X. Han and M. Wang, “Global existence and blow-up of solutions for nonlin-
ear viscoelastic wave equation with degenerate damping and source,” Math-
ematische Nachrichten, vol. 284, no. 5-6, pp. 703–716, 2011.
[137] M. Kafini and S. A. Messaoudi, “A blow-up result in a Cauchy viscoelastic
problem,” Applied Mathematics Letters, vol. 21, no. 6, pp. 549–553, 2008.
[138] M. Kafini and M. I. Mustafa, “Blow-up result in a Cauchy viscoelastic prob-
lem with strong damping and dispersive,” Nonlinear Analysis: Real World
Applications, vol. 20, pp. 14–20, 2014.
[139] F. Liang and H. Gao, “Global existence and blow-up of solutions for a nonlin-
ear wave equation with memory,” Journal of Inequalities and Applications,
vol. 2012, no. 1, pp. 1–27, 2012.
[140] G. Liu and H. Zhang, “Blow up at infinity of solutions for integro-differential
equation,” Applied Mathematics and Computation, vol. 230, pp. 303–314,
2014.
182
[141] J. Ma, “Blow-up solutions of nonlinear Volterra integro-differential equa-
tions,” Mathematical and Computer Modelling, vol. 54, no. 11, pp. 2551–
2559, 2011.
[142] S. A. Messaoudi and B. Said-Houari, “Global nonexistence of positive initial-
energy solutions of a system of nonlinear viscoelastic wave equations with
damping and source terms,” Journal of Mathematical Analysis and Appli-
cations, vol. 365, no. 1, pp. 277–287, 2010.
[143] H. Song, “Global nonexistence of positive initial energy solutions for a vis-
coelastic wave equation,” Nonlinear Analysis: Theory, Methods & Applica-
tions, vol. 125, pp. 260–269, 2015.
[144] ——, “Blow up of arbitrarily positive initial energy solutions for a viscoelas-
tic wave equation,” Nonlinear Analysis: Real World Applications, vol. 26,
pp. 306–314, 2015.
[145] H. Song and D. Xue, “Blow up in a nonlinear viscoelastic wave equation with
strong damping,” Nonlinear Analysis: Theory, Methods & Applications, vol.
109, pp. 245–251, 2014.
[146] S.-T. Wu, “Blow-up of solutions for an integro-differential equation with a
nonlinear source,” Electronic Journal of Differential Equations, vol. 2006,
no. 45, pp. 1–9, 2006.
183
[147] S.-T. Wu and C.-Y. Lin, “Global nonexistence for an integro-differential
equation,” Mathematical Methods in the Applied Sciences, vol. 35, no. 1,
pp. 72–83, 2012.
[148] H. Brunner, Z. Yang et al., “Blow-up behavior of Hammerstein-type
Volterra integral equations,” Journal of Integral Equations and Applica-
tions, vol. 24, no. 4, p. 487, 2012.
[149] T. Ma lolepszy and W. Okrasin˜ski, “Blow-up time for solutions to some
nonlinear Volterra integral equations,” Journal of Mathematical Analysis
and Applications, vol. 366, no. 1, pp. 372–384, 2010.
[150] T. Ma lolepszy and W. Okrasin´ski, “Blow-up conditions for nonlinear
Volterra integral equations with power nonlinearity,” Applied Mathematics
Letters, vol. 21, no. 3, pp. 307–312, 2008.
[151] ——, “Conditions for blow-up of solutions of some nonlinear Volterra in-
tegral equations,” Journal of Computational and Applied Mathematics, vol.
205, no. 2, pp. 744–750, 2007.
[152] W. Mydlarczyk, “The blow-up solutions of integral equations,” in Collo-
quium Mathematicum, vol. 79, no. 1, 1999, pp. 147–156.
[153] ——, “The existance of nontrival solutions of Volterra equations.” Mathe-
matica Scandinavica, vol. 68, no. 1, pp. 83–88, 1991.
184
[154] W. Mydlarczyk, W. Okrasin´ski, and C. Roberts, “Blow-up solutions to a
system of nonlinear Volterra equations,” Journal of Mathematical Analysis
and Applications, vol. 301, no. 1, pp. 208–218, 2005.
[155] W. Mydlarczyk and W. Okrasinski, “Nonlinear Volterra integral equations
with convolution kernels,” Bulletin of the London Mathematical Society,
vol. 35, no. 04, pp. 484–490, 2003.
[156] W. Okrasin´ski, “Note on kernels to some nonlinear Volterra integral equa-
tions,” Bulletin of the London Mathematical Society, vol. 24, no. 4, pp.
373–376, 1992.
[157] W. Okrasinski, “Nontrivial solutions for a class of nonlinear Volterra equa-
tions with convolution kernel,” Journal of Integral Equations and Applica-
tions, vol. 3, pp. 399–409, 1991.
[158] W. Olmstead, C. A. Roberts, K. Deng et al., “Coupled Volterra equations
with blow-up solutions,” Journal of Integral Equations and Applications,
vol. 7, pp. 499–516, 1995.
[159] C. A. Roberts, “Recent results on blow-up and quenching for nonlinear
Volterra equations,” Journal of Computational and Applied Mathematics,
vol. 205, no. 2, pp. 736–743, 2007.
[160] ——, “Analysis of explosion for nonlinear Volterra equations,” Journal of
Computational and Applied Mathematics, vol. 97, no. 1, pp. 153–166, 1998.
185
[161] ——, “Characterizing the blow-up solutions for nonlinear Volterra integral
equations,” Nonlinear Analysis: Theory, Methods & Applications, vol. 30,
no. 2, pp. 923–933, 1997.
[162] C. A. Roberts and W. Olmstead, “Growth rates for blow-up solutions of
nonlinear Volterra equations,” Quarterly of Applied Mathematics, vol. 54,
no. 1, pp. 153–159, 1996.
[163] Z. Yang and H. Brunner, “Blow-up behavior of collocation solutions to
Hammerstein-type Volterra integral equations,” SIAM Journal on Numer-
ical Analysis, vol. 51, no. 4, pp. 2260–2282, 2013.
[164] ——, “Blow-up behavior of Hammerstein-type delay Volterra integral equa-
tions,” Frontiers of Mathematics in China, vol. 8, no. 2, pp. 261–280, 2013.
[165] H. Brunner, Collocation methods for Volterra integral and related functional
differential equations. Cambridge University Press, 2004, vol. 15.
[166] Z. Bai, Y. Chen, H. Lian, and S. Sun, “On the existence of blow up solu-
tions for a class of fractional differential equations,” Fractional Calculus and
Applied Analysis, vol. 17, no. 4, pp. 1175–1187, 2014.
[167] K. Furati and M. Kirane, “Necessary conditions for the existence of global
solutions to systems of fractional differential equations,” Fractional Calculus
and Applied Analysis, vol. 11, no. 3, pp. 281–298, 2008.
[168] K. M. Furati, M. D. Kassim, and N.-e. Tatar, “Non-existence of global
solutions for a differential equation involving Hilfer fractional derivative,”
186
Electronic Journal of Differential Equations, vol. 2013, no. 235, pp. 1–10,
2013.
[169] A. Kadem, M. Kirane, C. Kirk, and W. Olmstead, “Blowing-up solutions
to systems of fractional differential and integral equations with exponential
non-linearities,” IMA Journal of Applied Mathematics, vol. 79, no. 6, pp.
1077–1088, 2014.
[170] M. Kirane, B. Ahmad, A. Alsaedi, and M. Al-Yami, “Non-existence of global
solutions to a system of fractional diffusion equations,” Acta Applicandae
Mathematicae, vol. 133, no. 1, pp. 235–248, 2014.
[171] M. Kirane, A. Kadem, and A. Debbouche, “Blowing-up solutions to two-
times fractional differential equations,” Mathematische Nachrichten, vol.
286, no. 17-18, pp. 1797–1804, 2013.
[172] M. Kirane and Y. Laskri, “Nonexistence of global solutions to a hyperbolic
equation with a space–time fractional damping,” Applied Mathematics and
Computation, vol. 167, no. 2, pp. 1304–1310, 2005.
[173] M. Kirane, Y. Laskri, and N.-e. Tatar, “Critical exponents of Fujita type
for certain evolution equations and systems with spatio-temporal fractional
derivatives,” Journal of Mathematical Analysis and Applications, vol. 312,
no. 2, pp. 488–501, 2005.
187
[174] M. Kirane and S. A. Malik, “The profile of blowing-up solutions to a nonlin-
ear system of fractional differential equations,” Nonlinear Analysis: Theory,
Methods & Applications, vol. 73, no. 12, pp. 3723–3736, 2010.
[175] M. Kirane, M. Medved, and N.-e. Tatar, “On the nonexistence of blowing-up
solutions to a fractional functional-differential equation,” Georgian Mathe-
matical Journal, vol. 19, no. 1, pp. 127–144, 2012.
[176] M. Kirane and N.-E. Tatar, “Absence of local and global solutions to an el-
liptic system with time-fractional dynamical boundary conditions,” Siberian
Mathematical Journal, vol. 48, no. 3, pp. 477–488, 2007.
[177] ——, “Nonexistence for the Laplace equation with a dynamical boundary
condition of fractional type,” Siberian Mathematical Journal, vol. 48, no. 5,
pp. 849–856, 2007.
[178] M. Kirane and N.-e. Tatar, “Nonexistence of solutions to a hyperbolic equa-
tion with a time fractional damping,” Zeitschrift fu¨r Analysis und ihre An-
wendungen, vol. 25, no. 2, pp. 131–142, 2006.
[179] S. Labidi and N.-e. Tatar, “Blow-up of solutions for a nonlinear beam equa-
tion with fractional feedback,” Nonlinear Analysis: Theory, Methods & Ap-
plications, vol. 74, no. 4, pp. 1402–1409, 2011.
[180] Y. Laskri and N.-e. Tatar, “The critical exponent for an ordinary fractional
differential problem,” Computers & Mathematics with Applications, vol. 59,
no. 3, pp. 1266–1270, 2010.
188
[181] M. Qassim, K. Furati, and N.-E. Tatar, “On a differential equation involving
Hilfer-Hadamard fractional derivative,” Abstract and Applied Analysis,, vol.
2012, p. 17, 2012, article ID 391062.
[182] N.-e. Tatar, “Nonexistence results for a fractional problem arising in thermal
diffusion in fractal media,” Chaos, Solitons & Fractals, vol. 36, no. 5, pp.
1205–1214, 2008.
[183] ——, “A blow up result for a fractionally damped wave equation,” Nonlinear
Differential Equations and Applications NoDEA, vol. 12, no. 2, pp. 215–226,
2005.
[184] E. Mitidieri and S. I. Pokhozhaev, “A priori estimates and blow-up of so-
lutions to nonlinear partial differential equations and inequalities,” Trudy
Matematicheskogo Instituta im. VA Steklova, vol. 234, pp. 3–383, 2001.
[185] V. Vladimirov, Methods of the theory of generalized functions. CRC Press,
2002.
[186] H. L. Royden and P. Fitzpatrick, Real Analysis. Macmillan New York,
1988, vol. 198, no. 8.
[187] K. M. Furati, M. D. Kassim, and N.-e. Tatar, “Asymptotic behavior of
solutions to nonlinear fractional differential equations, (submitted).”
[188] M. Caputo, “Linear models of dissipation whose Q is almost frequency inde-
pendent II,” Geophysical Journal International, vol. 13, no. 5, pp. 529–539,
1967.
189
[189] M. Caputo and F. Mainardi, “Linear models of dissipation in anelastic
solids,” La Rivista del Nuovo Cimento (1971-1977), vol. 1, no. 2, pp. 161–
198, 1971.
[190] K. M. Furati, M. Kassim et al., “Existence and uniqueness for a problem
involving Hilfer fractional derivative,” Computers & Mathematics with Ap-
plications, vol. 64, no. 6, pp. 1616–1626, 2012.
[191] M. W. Michalski and I. Matematyczny, Derivatives of noninteger order and
their applications. Institute of Mathematics, Polish Academy of Sciences,
1993.
[192] M. Kuczma, An introduction to the theory of functional equations and in-
equalities: Cauchy’s equation and Jensen’s inequality. Springer Science &
Business Media, 2009.
[193] G. De Barra, Measure theory and integration. Elsevier, 2003.
[194] I. Bihari, “A generalization of a lemma of Bellman and its application to
uniqueness problems of differential equations,” Acta Mathematica Hungar-
ica, vol. 7, no. 1, pp. 81–94, 1956.
[195] J. Wu and Y. Liu, “Existence and uniqueness of solutions for the fractional
integro-differential equations in banach spaces,” Electronic Journal of Dif-
ferential Equations, vol. 2009, no. 129, pp. 1–8, 2009.
190
[196] A. Alsaedi, “Existence of solutions for integrodifferential equations of frac-
tional order with antiperiodic boundary conditions,” International Journal
of Differential Equations, vol. 2009, 2009.
191
Vitae
 Name: Ahmad Mahadi Mugbil Ahmad
 Nationality: Yemeni
 Date of Birth: 15 July 1975
 Email: g200704810@kfupm.edu.sa, alati2009@gmail.com
 Permenant Address: Sanaa Street, Thamar, Yemen
Academic Qualifications:
 Doctor of Philosophy (Ph.D.) in applied mathematics (2011-2016), King
Fahd University of Petroleum and Minerals (KFUPM), KSA
 Master of Science (M.Sc.) in applied mathematics (2008-2011), King Fahd
University of Petroleum and Minerals (KFUPM), KSA
 Bachelor of Education (B.Ed.) in Mathematics (1997-2001), Thamar Uni-
versity, Yemen
Publications:
 Ahmad M. Ahmad and Ashfaque H. Bokhari and F. D. Zaman, Symmetries,
Conservation Laws, and Wave Equation on the Milne Metric, Journal of
Applied Mathematics, vol. 2012, Article ID 153817, 7 pages, 2012.
192
 Ahmad Mahdi Mugbil, On Noether Symmetries and Conservation Laws,
LAP Lambert Academic Publishing, July 2, 2011, ISBN: 978-3-8454-0631.
 Ahmad M. Ahmad and Ashfaque H. Bokhari, Symmetries and Conservation
Laws Associated with Milne Metric, The second Academic Conference for
Higher Education Students in the KSA, Jeddah; 03/2011.
Seminars:
 Oscillation for a differential equation of non-integer order, Math. Stat.,
departmental seminar, 05/05/2013.
 On a new generalized fractional derivative, Math. Stat., departmental
seminar, 15/12/2013.
Workshops:
 Inquiry-Based Student-Centered Instruction, Apr. 13, 2016, Teaching and
Learning Center (TLC), KFUPM.
 Thinking Over: Designing Experiments of Classroom Transformation, Feb.
29, 2016, TLC, KFUPM.
 Experiences in creating excitement in the classroom through active learning
techniques, Feb. 11, 2016, TLC, KFUPM.
 Blackboard 9.1: Advanced Workshop I: Assignments, Grade Center, and
Tests, Nov. 06, 2014, e-Learning Center (ELC), KFUPM.
 Introduction to Blackboard 9.1, Sep. 18, 2013, ELC, KFUPM.
193
