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Abstract
In this paper we prove a conjecture due to A. Berele and T. Imbo, concerning the appearance of
multiple hook characters as components in Kronecker products of complex irreducible characters
of the symmetric group. Our proof is constructive and the required multiple hooks are computed
combinatorially.
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1. Introduction
Let χλ, χµ denote the complex irreducible characters of the symmetric group Sn
corresponding to the partitions λ, µ of n. Their Kronecker product χλ ⊗ χµ is also a
character of Sn. It is a difficult open problem to give a satisfactory way of computing the
multiplicity c(λ,µ, ν) of χν in χλ ⊗ χµ, that is, the coefficient of χν in the expansion
χλ ⊗ χµ =
∑
ν
c(λ,µ, ν)χν.
Since general satisfactory closed formulas or combinatorial descriptions for c(λ,µ, ν)
seem very hard to find, it is desirable to look for some kind of global behavior of the
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coefficients c(λ,µ, ν). One instance of such global behavior is Theorem 3.1 due to Dvir
and Clausen–Meier; another is our main theorem, which was conjectured by A. Berele
and T. Imbo in [2] and to which we now proceed to state. Let H(k, l) denote the set of all
partitions λ= (λ1, λ2, . . .) such that λj  l for all j > k [1].
Theorem. Let λ, µ be partitions of n contained in H(k, k); then the tensor product χλ⊗χµ
contains at least one component χν with ν in H(k, k).
When k = 1, the theorem follows easily from Remmel’s computations [7].
The paper is organized in the following way. Section 2 contains definitions and notation
used throughout. In Section 3 we apply results of Clausen–Meier and Dvir to give
combinatorial constructions of some components in χλ ⊗ χµ. These are used in Section 4
to give constructive proofs of two theorems of Berele and Imbo and of their conjecture (our
main theorem.)
2. Definitions and notation
Let λ= (λ1, . . . , λp) be a partition of a positive integer n, in symbols λ  n. Its length is
the number of its positive parts, that is (λ)= p. Its diagram is the set of pairs of positive
integers {(i, j) | 1  i  p, 1  j  λi}, which we also denote by λ. The partition λ′
conjugate to λ is obtained by transposing the diagram of λ, that is, λ′ = {(i, j) | (j, i) ∈ λ}.
If δ is another partition and the diagram of δ is a subset of the diagram of λ, in symbols
δ ⊆ λ, we denote by λ/δ the skew diagram consisting of the pairs in λ that are not in δ, and
by |λ/δ| its cardinality. If µ = (µ1, . . . ,µq) is another partition, we denote by λ ∩ µ the
partition corresponding to the diagram consisting of the pairs that are simultaneously in λ
and µ. Alternatively λ ∩µ= (min{λ1,µ1},min{λ2,µ2}, . . .). It is customary to represent
diagrams pictorially as a collection of boxes [6,8]. Any filling T of a skew diagram λ/δ
with positive integers, formally a map T :λ/δ → N, will be called a Young tableau or
just a tableau of shape λ/δ or shape λ if δ is the empty partition. A tableau T is called
semistandard if its rows are weakly increasing from left to right and its columns are strictly
increasing from top to bottom. The content of T is the composition (α1, . . . , αa), where αi
is the number of i’s in T . The word of T , denoted by w(T ), is obtained from T by reading
its entries from right to left, in successive rows, starting with the top row and moving down.
For example, if λ= (6,4,4,3) and δ = (3,2), then
λ/δ = and T =
1 1 7
1 4
1 4 5 7
3 5 7
is a semistandard tableaux of shape λ/δ and content (4,0,1,2,2,0,3); its word is
w(T ) = 711417541753. Finally, a word w = w1 · · ·wk in the alphabet 1, . . . , n is called
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a lattice permutation if for all 1 j  k and all 1 i  n− 1 the number of occurrences
of i in w1 · · ·wj is not less than the number of occurrences of i + 1 in w1 · · ·wj .
A semistandard tableau T is called a Littlewood–Richardson tableau if its word w(T )
is a lattice permutation. The Littlewood–Richardson coefficient cλδ α is the number of
Littlewood–Richardson tableaux of shape λ/δ and content α. The following elementary
properties of Littlewood–Richardson coefficients will be very useful in Section 4. If
cλδ α = 0, then
(α) number of rows of λ/δ  (λ), (1)
and
α1  number of columns of λ/δ  λ1. (2)
3. Components in χλ⊗ χµ
In this section we use a method of M. Clausen and H. Meier [3] to produce components
in χλ ⊗ χµ. They introduced it to give an algorithm for constructing the maximal
component, in the lexicographic order, of the Kronecker product χλ/α ⊗ χµ/β . The
components of χλ⊗χµ we construct in Sections 3.9 and 3.10 are obtained combinatorially
from the Young diagrams of λ and µ, without making any explicit use of the Littlewood–
Richardson rule. They are, in general, different from the maximal component in the
lexicographic order, but are simpler to compute.
The constructions are based on the following results of Dvir and Clausen–Meier.
3.1. Theorem ([4, Theorem 1.6], [3, Satz 1.1]). Let λ, µ be partitions of n, then
max
{
ν1
∣∣ c(λ,µ, ν) > 0 for some ν = (ν1, . . . , νr )
}= |λ∩µ|.
3.2. Theorem ([4, Theorem 2.4], [3, Lemma 2.1.d]). Let λ, µ, ν = (ν1, . . . , νr ) be
partitions of n such that ν1 = |λ∩µ|. Then
c(λ,µ, ν)=
∑
α,β
cλλ∩µαc
µ
λ∩µβc
(
α,β, (ν2, . . . , νr )
)
.
Following corollary is contained in the proof of [3, Satz 2.2].
3.3. Corollary. Let λ, µ be partitions of n, and let α, β be partitions such that cλλ∩µα = 0
and cµλ∩µβ = 0. If γ is a component of χα ⊗ χβ , then ν = (|λ∩ µ|, γ ) is a partition of n,
and χν is a component of χλ ⊗ χµ.
Proof. Let γ = (γ1, . . . , γc). By the Littlewood–Richardson rule α ⊆ λ and β ⊆ µ, and
by Theorem 3.1, γ1  |α ∩ β| |λ ∩ µ|, thus ν is a partition of n. And by Theorem 3.2,
c(λ,µ, ν) c(α,β, γ ) > 0, so the claim follows. ✷
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3.4. Derived partitions of strip type
Let λ, µ be partitions of n, together with two strictly decreasing sequences of partitions
λ= λ(1)⊃ · · · ⊃ λ(r)⊃ λ(r + 1)= ∅,
µ= µ(1)⊃ · · · ⊃ µ(r)⊃ µ(r + 1)= ∅,
such that
c
λ(i)
λ(i)∩µ(i) λ(i+1) = 0 and cµ(i)λ(i)∩µ(i)µ(i+1) = 0 (3)
for all 1 i  r . Note that this forces λ(r)= λ(r)∩µ(r)= µ(r). Set
νi =
∣∣λ(i)∩µ(i)∣∣
for all 1 i  r . Clearly ν = (ν1, . . . , νr ) is a partition of n. We call any ν obtained in this
way a partition of strip type derived from (λ, µ). Clausen and Meier showed [3, Satz 2.2]
that the maximal component χν of χλ ⊗ χµ in the lexicographic order corresponds to a
derived partition of strip type. The next theorem is a straightforward generalization of their
Satz 2.2; it follows inductively from Corollary 3.3.
3.5. Theorem. Let λ, µ be partitions of n, and let ν be any partition of strip type derived
from (λ, µ). Then χν is a component of χλ ⊗ χµ.
We will need a further generalization of Section 3.4 for our main theorem.
3.6. Derived partitions of hook type
Let λ, µ be partitions of n, together with two strictly decreasing sequences of partitions
λ= λ(1)⊃ · · · ⊃ λ(k)⊃ λ(k + 1) = ∅,
µ= µ(1)⊃ · · · ⊃ µ(k)⊃ µ(k + 1) = ∅,
for some k  1, such that (3) holds for 1  i  k. Let νi = |λ(i) ∩ µ(i)| for i  k, and
let δ be a derived partition of strip type of (λ(k + 1)′,µ(k + 1)). By Theorem 3.5 χδ is
a component of χλ(k+1)′ ⊗ χµ(k+1). Let ρ = (ρ1, . . . , ρs) be the partition conjugate to δ,
thus χρ is a component of χλ(k+1) ⊗ χµ(k+1). Then, by Theorem 3.1, ζ = (ν1, . . . , νk,
ρ1, . . . , ρs) is a partition of n. Similarly, starting with a derived partition of strip type of
(λ(k + 1),µ(k+ 1)′), we obtain a component χσ of χλ(k+1) ⊗ χµ(k+1) and a partition
η = (ν1, . . . , νk, σ ) of n. We call any ζ or η obtained in this way a partition of hook type
derived from (λ,µ). Corollary 3.3 implies the following theorem.
3.7. Theorem. Let λ, µ be partitions of n, and let ζ be any partition of hook type derived
from (λ, µ). Then χζ is a component of χλ ⊗ χµ.
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We will use difference partitions to give examples of derived partitions.
3.8. The difference partition
Let λ, δ be partitions such that δ ⊆ λ. We will need the following construction of Lam
[5, p. 84]. We say that a box of λ/δ is on the first horizontal strip if it is on the top row of λ
or it is directly below a box of δ. Inductively, a box of λ/δ is on the kth horizontal strip if
it is directly below a box on the (k−1)th horizontal strip. Let ak be the number of boxes in
the kth horizontal strip. Then (a1, a2, . . .) is a partition of |λ/δ| which we denote by λ− δ.
Now we define a tableau T of shape λ/δ and content λ− δ by filling each box on the kth
horizontal strip of λ/δ with a k. It is not difficult to see that T is Littlewood–Richardson
tableau (since each k > 1 is below a box in the (k − 1)th horizontal strip, the word w(T )
of T is a lattice permutation). Thus
cλδ λ−δ = 0. (4)
For example, if λ= (6,4,4,3) and δ = (3,2), then
T =
1 1 1
1 2
1 1 2 3
2 2 3
and λ− δ = (6,4,2). Also λ′ − δ′ = (4,4,3,1); thus, in general, λ′ − δ′ = (λ− δ)′.
3.9. Components of strip type of χλ ⊗ χµ
Let λ, µ be partitions of n. Using difference partitions we construct a partition of strip
type derived from (λ, µ) in the following way: Set λ(1)= λ, µ(1)= µ, and by induction
let λ(i + 1)= λ(i)− λ(i) ∩ µ(i) and µ(i + 1)= µ(i)− λ(i) ∩ µ(i). Then there is some
1 r  n such that
λ= λ(1)⊃ · · · ⊃ λ(r)⊃ λ(r + 1)= ∅
and
µ= µ(1)⊃ · · · ⊃ µ(r)⊃ µ(r + 1)= ∅.
It follows from (4) that (3) holds for this pair of sequences and all 1  i  r . Set
νi = |λ(i)∩µ(i)|. Then
ds[λ,µ] := (ν1, . . . , νr )
is a partition of strip type derived from (λ,µ) and, by Theorem 3.5, χds[λ,µ] is a component
of χλ ⊗ χµ. Also, since χλ′ ⊗ χµ′ = χλ ⊗ χµ, χds[λ′,µ′] is a component of χλ ⊗ χµ.
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Note that ds[λ,µ] = ds[µ,λ], but in general ds[λ,µ] = ds[λ′,µ′]. For example, let
λ= (8,7,5,1) and µ= (5,4,32,2,14), then ds[λ,µ] = (13,5,13), ds[λ′,µ′] = (13,5,3).
Also (13,6,2) is a partition of strip type; thus neither ds[λ,µ] nor ds[λ′,µ′] coincide, in
general, with the maximal component of χλ ⊗ χµ in the lexicographic order.
3.10. Components of hook type of χλ ⊗ χµ
Let λ, µ be partitions of n. Fix some 1  k < n. Set λ(1) = λ, µ(1) = µ, and by
induction let λ(i + 1)= λ(i)− λ(i) ∩ µ(i) and µ(i + 1)= µ(i)− λ(i) ∩ µ(i), for i  k.
Let νi = |λ(i) ∩ µ(i)| for i  k. If λ(k + 1) = ∅, then ν = (ν1, . . . , νk) is the partition
ds[λ,µ] constructed in Section 3.9. So, to construct a component of hook type, we assume
λ(k + 1) = ∅. Let ρ = (ρ1, . . . , ρs) be the partition conjugate to ds[λ(k + 1)′,µ(k+ 1)].
Then, by Section 3.6,
dhk[λ,µ] := (ν1, . . . , νk, ρ1, . . . , ρs)
is a partition of hook type derived from (λ, µ). Similarly, let σ be the partition conjugate
to ds[λ(k + 1),µ(k + 1)′]. Then
dhk[µ,λ] = (ν, σ )
is also a partition of hook type derived from (λ, µ). Then, by Theorem 3.7, χdhk[λ,µ] and
χdhk[µ,λ] are components of χλ ⊗ χµ. As in Section 3.9 we also have that χdhk [λ′,µ′] and
χdhk[µ′,λ′], when defined, are components of χλ ⊗ χµ. For example, let λ = (11,9,6)
and µ= (55,1), then dh1[λ,µ] = dh1[µ′, λ′] = (15,3,23,12), dh1[µ,λ] = dh1[λ′,µ′] =
(15,32,2,13) and dh2[λ,µ] = dh2[µ,λ] = dh2[λ′,µ′] = dh2[µ′, λ′] = (15,10,1).
4. The main theorem
In this section we prove the main theorem of the paper stated in Section 1. We start by
giving new proofs of Theorems 3 and 7 from [2], which have the advantage of constructing
explicitly certain components in each case. We then use the theorems and the ideas
contained in their proofs to prove our main theorem.
4.1. Remark. We will often need to compare the parts of two partitions of different
length. For example, if λ = (λ1, . . . , λp) of length p and µ = (µ1, . . . ,µq) of length q
are partitions of the same number, and k is some integer such that p, q  k, then we will
consider λp+1, . . . , λk and µq+1, . . . ,µk defined and equal to zero.
4.2. Lemma. Let λ, µ be partitions of n.
(1) If λ and µ are in H(k,0), then λ− λ∩µ and µ− λ∩µ are in H(k − 1,0).
(2) If λ and µ are in H(0, k), then λ− λ∩µ and µ− λ∩µ are in H(0, k − 1).
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Proof. (1) We may assume that λ = µ, and that (λ)  (µ). If (λ) < (µ), there must
exist some i such that λi > µi , therefore the skew diagram µ/λ∩µ has less rows than µ.
It follows from formulas (4) and (1) that (µ−λ∩µ) is less than or equal to the number of
rows of µ/λ∩µ. Thus (µ−λ∩µ) < (µ) k, while (λ−λ∩µ) (λ) < k; the claim
follows. If (λ)= (µ), there are some i, j such that λi > µi and λj < µj . Arguing as in
the previous case, we prove the claim. (2) It is proved in a similar way; but considering
columns instead of rows, and using formula (2). ✷
This lemma yields a constructive proof of Theorem 3 in [2].
4.3. Theorem. Let λ, µ be partitions of n such that either they are in H(k,0) or they are in
H(0, k). Then ds[λ,µ] is in H(k,0) and χds[λ,µ] is a component of χλ ⊗ χµ.
Proof. The last statement follows from Section 3.9 and Theorem 3.5. Assume first that
λ and µ are in H(k,0). Let λ(1), . . . , λ(r + 1) and µ(1), . . . ,µ(r + 1) be the decreasing
sequences defined from (λ, µ) in Section 3.9, then, by Lemma 4.2.1, λ(i + 1) and µ(i + 1)
are in H(k − i,0) for all i  r , thus r  k and ds[λ,µ] is in H(k,0). The case in which λ
and µ are in H(0, k) follows in a similar way from Lemma 4.2.2. ✷
The idea of the proof is the following. If χλ ⊗ χµ contains a component χν with ν ∈
H(k,0), then the maximal component of χλ ⊗ χµ, in the lexicographic order, corresponds
to a partition which is also in H(k,0). Thus, it is enough to prove the desired property
for the maximal component. Since its construction is more involved, we worked instead
with ds[λ,µ], which is easier to compute, resembles the maximal component and is still in
H(k,0).
For the second theorem of Berele and Imbo we will need the next lemma.
4.4. Lemma. Let λ, µ be partitions of n such that λ is in H(k, l) and µ is in H(k,0). Then
either
(i) λ− λ∩µ is in H(k − 1, l) and µ− λ∩µ is in H(k − 1,0), or
(ii) λ− λ∩µ is in H(0, l), and µ− λ∩µ is in H(k,0).
Proof. We may assume that λ = µ. Then there are two cases to consider: (1) If there are
1  i, j  k such that λi > µi and λj < µj , then (i) holds. (2) If for all i  k, λi  µi ,
then (ii) holds. ✷
Similarly we have the following lemma.
4.5. Lemma. Let λ, µ be partitions of n such that λ is in H(k, l) and µ is in H(0, l). Then
either
(i) λ− λ∩µ is in H(k, l − 1) and µ− λ∩µ is in H(0, l − 1), or
(ii) λ− λ∩µ is in H(k,0), and µ− λ∩µ is in H(0, l).
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The last two lemmas yield a constructive proof of Theorem 7 in [2].
4.6. Theorem. Let λ, µ be partitions of n, let k, l be positive integers, and set M =
max{k, l}.
(1) If λ is in H(k, l) and µ is in H(k,0), then either ds[λ,µ] is in H(k,0), or dhk[λ,µ]
and dhk[µ,λ] are defined and contained in H(k,M).
(2) If λ is in H(k, l) and µ is in H(0, l), then either ds[λ,µ] is in H(l,0), or dhl[λ,µ] and
dhl[µ,λ] are defined and contained in H(l,M).
Moreover, each of these derived partitions, when defined, yields a component of χλ ⊗ χµ.
Proof. The last claim follows from Theorems 3.5 and 3.7. (1) Let λ(i), µ(i) for i  k + 1
be as defined in Section 3.10, and let νi = |λ(i) ∩ µ(i)| for i  k. If λ(k + 1) = ∅, then
ds[λ,µ] is in H(k,0). If λ(k + 1) = ∅, then condition (ii) in Lemma 4.4 must hold for λ(i),
µ(i) and some i , thus λ(k + 1) is in H(0, l) and µ(k+ 1) is in H(k,0). By Theorem 4.3 the
derived partition δ = ds[λ(k + 1)′,µ(k + 1)] is in H(M,0), thus the conjugate partition
δ′ is in H(0,M). Set δ′ = (ρ1, . . . , ρs). Then dhk[λ,µ] = (ν1, . . . , νk, ρ1, . . . , ρs) is in
H(k,M). Similarly, dhk[µ,λ] is in H(k,M). Finally, (2) is proved in a similar way using
Lemma 4.5. ✷
The idea of this proof is similar to the proof of Theorem 4.3. The partition dhk[λ,µ]
is constructed by placing as many boxes as possible in the first k rows, then placing the
remaining boxes as close as possible to the first column so that dhk[λ,µ] fits in H(k,m)
with m as small as possible. Of course this construction has to be made taking care that
dhk[λ,µ] is a derived partition of hook type.
For our main theorem we need the following lemma.
4.7. Lemma. Let λ, µ be partitions of n contained in H(k, k). Then either
(i) λ− λ∩µ and µ− λ∩µ are in H(k − 1, k − 1); or
(ii) λ− λ∩µ and µ− λ∩µ are one in H(k − 1, k) and other in H(k − 1,0); or
(iii) λ− λ∩µ and µ− λ∩µ are one in H(k, k − 1) and other in H(0, k − 1); or
(iv) λ− λ∩µ and µ− λ∩µ are one in H(k,0) and other in H(0, k).
Proof. The proof is similar to the proof of Lemmas 4.4 and 4.5, but we need to consider
more cases. We assume λ = µ and set λ′ = (λ′1, λ′2, . . .), µ′ = (µ′1,µ′2, . . .) for the
conjugate partitions.
(1) There are i, j  k such that λi > µi and λj < µj . (1.1) If there are a, b  k such
that λ′a > µ′a and λ′b < µ′b , then (i) holds. (1.2) If either, for all a  k, λ′a  µ′a , or for all
a  k, λ′a µ′a , then (ii) holds.
(2) For all i  k, λi  µi . (2.1) If there are a, b  k such that λ′a > µ′a and λ′b < µ′b ,
then (iii) holds. (2.2) For all a  k, λ′a  µ′a , then (iv) holds.
(3) For all i  k, λi  µi . This case is analogous to the second one. ✷
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4.8. Theorem. Let λ, µ be partitions of n contained in H(k, k). Then either ds[λ,µ] is in
H(k,0), or dhk[λ,µ] and dhk[µ,λ] are defined and contained in H(k, k). Each of these
derived partitions, when defined, yield a component of χλ ⊗ χµ.
Proof. Let λ(1), . . . , λ(k + 1), µ(1), . . . ,µ(k+ 1) be defined as in Section 3.10, and set
νi = |λ(i) ∩ µ(i)| for i  k. If λ(k + 1) = ∅, then ds[λ,µ] is in H(k,0). If λ(k + 1) = ∅
we will show by induction on k that dhk[λ,µ] is in H(k, k). For k = 1, λ(2) and µ(2)
must satisfy condition (iv) in Lemma 4.7, thus dh1[λ,µ] = (|λ ∩ µ|,1n−|λ∩µ|) is in
H(1,1). Suppose now that k > 1, and write dhk[λ,µ] = (ν1, . . . , νk, ρ1, . . . , ρs), then
dhk−1[λ(2),µ(2)] = (ν2, . . . , νk, ρ1, . . . , ρs). Since λ(2)= λ−λ∩µ and µ(2)= µ−λ∩µ
there are, by Lemma 4.7, four possibilities.
(i) λ(2) and µ(2) are in H(k − 1, k − 1), then from the induction hypothesis we have
that dhk−1[λ(2),µ(2)] is in H(k − 1, k− 1) and the claim follows.
(ii) λ(2) and µ(2) are one in H(k − 1, k) and other in H(k − 1,0). Then, by
Theorem 4.6.1, dhk−1[λ(2),µ(2)] is in H(k− 1, k), thus the claim follows.
(iii) λ(2) and µ(2) are one in H(k, k − 1) and other in H(0, k − 1). Then, by
Theorem 4.6.2, dhk−1[λ(2),µ(2)] is in H(k− 1, k), again the claim follows.
(iv) λ(2) and µ(2) are one in H(k,0) and other in H(0, k). Then also λ(k + 1)
and µ(k+ 1) are one in H(k,0) and other in H(0, k). Theorem 4.3 implies that
ds[λ(k + 1)′,µ(k + 1)] is in H(k,0), thus (ρ1, . . . , ρs) = ds[λ(k + 1)′,µ(k+ 1)]′ is in
H(0, k) and the claim follows. Similarly dhk[µ,λ] is in H(k, k). ✷
Remark. It should be pointed out that the conclusions of Lemmas 4.2, 4.4, 4.5, and 4.7
hold in a greater generality. For example, Lemma 4.2.1 could be restated in the following
way:
Let λ, µ be partitions of n, and let α, β be partitions such that cλλ∩µα = 0 and cµλ∩µβ = 0.
If λ and µ are in H(k,0), then α and β are in H(k − 1,0).
The proof is exactly the same. Thus, the conclusion of Theorem 4.3 is valid for any partition
of strip type derived from (λ, µ). Similar comments apply to Theorems 4.6 and 4.8.
We have preferred, however, to work with specific derived partitions, namely ds[λ,µ]
and dhk[λ,µ], which can be computed without explicit knowledge of the Littlewood–
Richardson rule.
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