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Lorentz-Morrey global bounds for singular quasilinear
elliptic equations with measure data
M.-P. Tran∗, T.-N. Nguyen†
Abstract
The aim of this paper is to present the global estimate for gradient of
renormalized solutions to the following quasilinear elliptic problem:{
−div(A(x,∇u)) = µ in Ω,
u = 0 on ∂Ω,
in Lorentz-Morrey spaces, where Ω ⊂ Rn (n ≥ 2), µ is a finite Radon
measure, A is a monotone Carathe´odory vector valued function defined on
W 1,p
0
(Ω) and the p-capacity uniform thickness condition is imposed on the
complement of our domain Ω. It is remarkable that the local gradient es-
timates has been proved firstly by G. Mingione in [34] at least for the case
2 ≤ p ≤ n, where the idea for extending such result to global ones was also
proposed in the same paper. Later, the global Lorentz-Morrey and Morrey
regularities were obtained by N.C.Phuc in [38] for regular case p > 2 − 1
n
.
Here in this study, we particularly restrict ourselves to the singular case
3n−2
2n−1
< p ≤ 2 − 1
n
. The results are central to generalize our technique
of good-λ type bounds in previous work [40], where the local gradient esti-
mates of solution to this type of equation was obtained in the Lorentz spaces.
Moreover, the proofs of most results in this paper are formulated globally
up to the boundary results.
Keywords: quasilinear elliptic equation; measure data; Lorentz-Morrey
space; capacity uniformly thickness; global bounds, gradient estimates.
1 Introduction
Our main purpose in this paper is to establish a global gradient estimate in
Lorentz-Morrey spaces of solutions (the renormalized solutions) to the following
quasilinear elliptic equations with respect to the given measure datum µ:{
−div(A(x,∇u)) = µ in Ω,
u = 0 on ∂Ω.
(1.1)
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In our study, the given domain Ω is a bounded open subset of Rn, n ≥ 2,
and µ stands for a finite signed Radon measure in Ω. The nonlinear operator
A : Rn × Rn → R is a Carathe´odory vector valued function (that is, A(., ξ) is
measurable on Ω for every ξ in Rn, and A(x, .) is continuous on Rn for almost
every x in Ω) which satisfies the following growth and monotonicity conditions:
for some 1 < p ≤ n:
|A(x, ξ)| ≤ β|ξ|p−1, (1.2)
〈A(x, ξ) −A(x, η), ξ − η〉 ≥ α
(
|ξ|2 + |η|2
)p−2
2 |ξ − η|2, (1.3)
for every (ξ, η) ∈ Rn × Rn \ {(0, 0)} and a.e. x ∈ Rn, α and β are positive
constants.
In addition, in order to obtain the global bounds of solution in Lorentz-Morrey
spaces, the domain Ω ⊂ Rn is under the assumption that its complement Rn\Ω is
uniformly p-capacity thick. More precise, we say that the domain Rn \Ω satisfies
the p-capacity uniform thickness condition if there exist two constants c0, r0 > 0
such that
capp((R
n \ Ω) ∩Br(x), B2r(x)) ≥ c0capp(Br(x), B2r(x)), (1.4)
for every x ∈ Rn \ Ω and 0 < r ≤ r0. Here, the p-capacity of any compact set
K ⊂ Ω is defined as:
capp(K,Ω) = inf
{ˆ
Ω
|∇ϕ|pdx : ϕ ∈ C∞c , ϕ ≥ χK
}
,
where χK is the characteristic function of K. This p-capacity density condition
is stronger than the Weiner criterion in [22]:
ˆ 1
0
(
capp((R
n \ Ω) ∩Br(x), B2r(x))
capp(Br(x), B2r(x))
) 1
p−1 dr
r
=∞
which characterizes regular boundary points for the Dirichlet problem for the p-
Laplace equation. Otherwise, it is weaker than the Reifenberg flatness condition
that was discussed in various studies [12, 13, 14, 15, 31, 32, 39]. The class of do-
mains whose complement satisfies the uniformly p-capacity condition is relatively
large (including those with Lipschitz boundaries or satisfy a uniform corkscrew
condition). The condition (1.4) is still valid for balls centered outside a uniformly
p-thick domain and furthermore, this condition is nontrivial when p ≤ n. The
definition and properties of variational capacity can be found in [30].
Throughout this paper, the solution to the problem (1.1) is considered in
the sense of renormalized solution, whose definition was presented in [7, 9, 16]
and many references therein. More specifically, the datum measure µ is defined in
Mb(Ω), the space of all Radon measures on Ω with bounded total variation. Note
that, if µ ∈Mb(Ω), then the total variation of µ is bounded positive measure on Ω.
It is also remarkable that for every measure µ in Mb(Ω) there exists a unique pair
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of measures (µ0, µs), with µ0 in Mb(Ω) and µs in Ms(Ω), such that µ = µ0 + µs,
is µ is nonnegative, so are µ0 and µs. Therefore, the measures µ0 and µs will be
called the absolutely continuous and the singular part of µ with respect to the
p-capacity.
The quasilinear elliptic equations with measure data (1.1) and solution regu-
larity estimates have been widely studied in several papers in recent years. For
instance, firstly by L. Boccardo et al. in [9], and later in different works by G.
Mingione et al. [23, 24, 33, 34, 35] and N.C. Phuc et al. [2, 3, 27, 36, 37, 38].
In [34], G. Mingione firstly proposed the local estimates of solution at least for
the case 2 ≤ p ≤ n, and the extension to global estimates has also been men-
tioned by using maximal function. Later, some of other researching approaches
have been studied for different hypotheses of domain Ω, the nonlinear operator
A and the case of p. In [37], N.C. Phuc gave the global gradient estimates in the
Lorentz spaces and later in [38], author also presented his study on the Lorentz-
Morrey and Morrey global bounds to this type of equation, for the regular case of
2− 1n < p ≤ n and Ω is subject to the p-capacity complement thickness condition.
There have been further discussions on the global gradient estimates of solution
to this equation, with different possible assumptions. For instance, authors in [27]
studied the gradient estimate of solution in Lorentz space under the hypotheses
of Ω-Reifenberg domain, for 3n−22n−1 < p ≤ 2−
1
n and the nonlinearity A is required
to satisfy the smallness condition of BMO type. Otherwise, without the assump-
tion of Reifenberg flat domain, the gradient estimates were presented under the
weaker condition on complement domain of Ω, that is the p-capacity uniform
thickness (p-fat). Later, in our present work, for singular case 3n−22n−1 < p ≤ 2−
1
n ,
the solution regularity to this quasilinear elliptic equation (1.1) in Lorentz spaces
Lq,s(Ω) (q > 0, 0 < s ≤ ∞) were given in [40].
In the present paper, our work is studied following the series of works by G.
Mingione (in [17], [18], [23, 24], [33, 34]), N.C. Phuc (in [2, 36, 37, 38]), where the
global bounds of solution to (1.1) were obtained under different hypotheses and
assumptions. Herein, our main advantage here is to provide a new continuation
result of solution global bounds in Lorentz-Morrey spaces for singular p, where the
proof techniques may be generalized in the same way as our previous work in [40].
However, the main new contribution in this paper is that all gradient estimates are
global up to the boundary. This research paper gives us a motivation to study
global Wα,p estimates (0 < α < 1), that will be the subject of a forthcoming
paper.
The plan of this paper is organized as follows. We present in the next section
some backgrounds and main results via some theorems are stated therein. Section
3 deals with some local and global comparison estimates, including interior and
boundary estimates of solution. And finally in Section 4 we indicate how our
techniques may be used to give the proofs of desired results.
2 Main Theorems
Let us firstly recall the definition of the Lorentz space Lq,t(Ω) for 0 < q <∞ and
0 < t ≤ ∞ (see in [21]). It is the set of all Lebesgue measurable functions g on Ω
3
such that:
‖g‖Lq,t(Ω) =
[
q
ˆ ∞
0
λqLn ({x ∈ Ω : |g(x)| > λ})
t
q
dλ
λ
] 1
t
< +∞, (2.1)
as t 6= ∞. If t = ∞, the space Lq,t(Ω) is the usual weak-Lq or Marcinkiewicz
space with the following quasinorm:
‖g‖Lq,∞(Ω) = sup
λ>0
λLn ({x ∈ Ω : |g(x)| > λ})
1
q . (2.2)
In the definition above, the notation Ln(E) stands for the n-dimensional Lebesgue
measure of a set E ⊂ Rn. When t = q, the Lorentz space Lq,q(Ω) becomes the
Lebesgue space Lq(Ω).
Otherwise, we also give the definition of Lorentz-Morrey spaces. A function
g ∈ Lq,t(Ω) for 0 < q < ∞, 0 < t ≤ ∞ is said to belong to the Lorentz-Morrey
functional spaces Lq,t;κ(Ω) for some 0 < κ ≤ n if
‖g‖Lq,t;κ(Ω) := sup
0<ρ<diam(Ω);x∈Ω
ρ
κ−n
q ‖g‖Lq,t(Bρ(x)∩Ω) < +∞. (2.3)
When κ = n the space Lq,t;κ(Ω) is exactly the space Lq,t(Ω).
In this part, let us also recall and reproduce the definition of renormalized
solution, that was given in [7, 9, 16] and currently in our previous paper [40,
Section 2.4].
Definition 2.1 Let µ = µ0 + µs ∈ Mb(Ω), where µ0 ∈ M0(Ω) and µs ∈ Ms(Ω).
A measurable function u defined in Ω and finite almost everywhere is called a
renormalized solution of (1.1) if Tk(u) ∈W
1,p
0 (Ω) for any k > 0, |∇u|
p−1 ∈ Lr(Ω)
for any 0 < r < nn−1 , and u has the following additional property. For any k > 0
there exist nonnegative Radon measures λ+k , λ
−
k ∈M0(Ω) concentrated on the sets
u = k and u = −k, respectively, such that µ+k → µ
+
s , µ
−
k → µ
−
s in the narrow
topology of measures and thatˆ
{|u|<k}
〈A(x,∇u),∇ϕ〉dx =
ˆ
{|u|<k}
ϕdµ0 +
ˆ
Ω
ϕdλ+k −
ˆ
Ω
ϕdλ−k ,
for every ϕ ∈W 1,p0 (Ω) ∩ L
∞(Ω).
In definition 2.1, we follow the notation of operator Tk defined as:
Tk(s) = max {−k,min{k, s}} , k ∈ R
+, s ∈ R, (2.4)
that belongs toW 1,p0 (Ω) for every integer k > 0, which satisfies−divA(x,∇Tk(u)) =
µk in the sense of distribution in Ω for a finite measure µk in Ω.
Definition 2.2 Let u be a measurable function defined on Ω which is finite al-
most everywhere, and satisfies Tk(u) ∈ W
1,1
0 (Ω) for every k > 0. Then, there
exists a unique measurable function v : Ω→ Rn such that:
∇Tk(u) = χ{|u|≤k}v, almost everywhere in Ω, for every k > 0. (2.5)
Moreover, the function v is so-called “distributional gradient ∇u” of u.
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The following Remark characterizes the gradient estimate for solution u to
(1.1). For the proof, we refer the reader to [16, Theorem 4.1].
Remark 2.3 Let Ω is an open bounded domain in Rn. Then, there exists C =
C(n, p, α, β) such that for any the renormalized solution u to (1.1) with a given
finite measure data µ there holds:
‖∇u‖
L
(p−1)n
n−p ,∞(Ω)
≤ C [|µ|(Ω)]
1
p−1 . (2.6)
Let us now state main results of boundedness property of maximal function
and gradient estimates of solution to (1.1) on Lorentz-Morrey spaces, where the
proofs would be found in Section 4, respectively.
Theorem 2.4 Let 3n−22n−1 < p ≤ 2 −
1
n and suppose that Ω ⊂ R
n is a bounded
domain whose complement satisfies a p-capacity uniform thickness condition with
constants c0, r0 > 0. Let µ ∈ Mb(Ω), 0 < R0 < diam(Ω) and the balls D1 =
BR0(x0),D2 = B20R0(x0) be such that D1 ∩Ω 6= ∅, where x0 is fixed in Ω. Then,
for any γ0 ∈
[
2−p
2 ,
(p−1)n
n−1
)
and for any renormalized solution u to (1.1) with
given measure data µ, there exist Θ = Θ(n, p, α, β, c0) > p and constant C > 0
depending on n, p, α, β, c0, diam(Ω)/r0 such that the following estimate
Ln
({
(M(χD2 |∇u|
γ0))1/γ0 > ε−
1
Θλ, (M1(χD2µ))
1
p−1 ≤ ε
1
(p−1)γ0 λ
}
∩D1
)
≤ CεLn
({
(M(χD2 |∇u|
γ0))1/γ0 > λ
}
∩D1
)
(2.7)
holds for any λ > ε
− 1
(p−1)γ0 ‖∇u‖Lγ0 (D2)R
− n
γ0
0 , ε ∈ (0, 1).
Theorem 2.5 Let 3n−22n−1 < p ≤ 2 −
1
n and suppose that Ω ⊂ R
n is a bounded
domain whose complement satisfies a p-capacity uniform thickness condition with
constants c0, r0 > 0. Then, there exist Θ = Θ(n, p, α, β, c0) > p, β0 = β0(n, p, α, β) ∈
(0, 12 ] and a constant C = C(n, p, α, β, c0, diam(Ω)/r0) > 0 such that for any
0 < q < Θ, 0 < s ≤ ∞, 1 + (p − 1)(1 − β0) < θ ≤ n and for any solution u to
(1.1) with a finite measure µ ∈Mb(Ω), there holds
sup
ρ∈(0,T0),x0∈Ω
ρ
−n
q
+ θ−1
p−1 ‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖Lq,s(Bρ(x0))
≤ C‖MT0θ (|µ|)‖
1
p−1
L∞(Ω) + sup
ρ∈(0,T0),x0∈Ω
Cρ−
n
q
+ θ−1
p−1 ‖(M1(χB10ρµ))
1
p−1 ‖Lq,s(Bρ(x0)),
for any γ0 ∈
[
2−p
2 ,
(p−1)n
n−1
)
, where T0 = diam(Ω).
It can be noticed that in this theorem and in what follows, for simplicity, the
set {x ∈ Ω : |g(x)| > Λ} is denoted by {|g| > Λ} (in order to avoid the confusion
that may arise). And the fractional maximal function Mα of each locally finite
measure µ by:
Mα(µ)(x) = sup
ρ>0
|µ|(Bρ(x))
ρn−α
, ∀x ∈ Rn, 0 < α < n. (2.8)
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For the case α = 0, the definition of Mα becomes M0 is essentially the Hardy-
Littlewood maximal function M defined for each locally integrable function f in
R
n by:
M(f)(x) = sup
ρ>0
 
Bρ(x)
|f(y)|dy, ∀x ∈ Rn. (2.9)
Otherwise, the notion of fractional maximal function MTα is also defined as:
MTα (|µ|)(y) = sup
0<ρ<T
|µ|(Bρ(y))
ρn−α
, (2.10)
for any T > 0 and 0 < α < n.
Remark 2.6 It refers to [21] that the operator M is bounded from Ls(Rn) to
Ls,∞(Rn), for s ≥ 1, this means,
Ln ({M(g) > λ}) ≤
C
λs
ˆ
Rn
|g|sdx, for all λ > 0. (2.11)
Remark 2.7 In [21], it allows us to present a boundedness property of maximal
function M in the Lorentz space Lq,s(Rn), for q > 1 as follows:
‖M(f)‖Lq,s(Ω) ≤ C‖f‖Lq,s(Ω). (2.12)
The following theorem provides our main result of gradient estimate of solu-
tion in the Lorentz-Morrey spaces.
Theorem 2.8 Let 3n−22n−1 < p ≤ 2 −
1
n , µ ∈ Mb(Ω) and suppose that Ω ⊂ R
n
is a bounded domain whose complement satisfies a p-capacity uniform thickness
condition with constants c0, r0 > 0. Then, there exist Θ = Θ(n, p, α, β, c0) > p,
β0 = β0(n, p, α, β) ∈ (0, 1/2] and C = C(n, p, α, β, c0, diam(Ω)/r0) > 0 such that
for any 0 < q < Θ, 0 < s ≤ ∞, 1 + (p− 1)(1− β0) < θ ≤ n and for any solution
u to (1.1) with a finite measure µ ∈ L
q(θ−1)
θ(p−1)
, s(θ−1)
θ(p−1)
; q(θ−1)
p−1 (Ω) there holds
‖∇u‖
L
q,s;
q(θ−1)
p−1 (Ω)
≤ C‖|µ|
1
p−1 ‖
L
q(θ−1)
θ
,
s(θ−1)
θ
;
q(θ−1)
p−1 (Ω)
. (2.13)
Remark 2.9 In this work, it remarks that at least for the case 2 ≤ p ≤ n, a local
bounds of (2.13) was studied by G. Mingione in [34].
3 Comparison estimates
This section is intended to obtain the local interior and boundary comparison
estimates that are essential to our development later.
In a certain range of singular p, we always suppose that the domain Ω ⊂ Rn
is a bounded domain whose complement satisfies a p-capacity uniform thickness
condition with constants c0, r0 > 0. And for simplicity of notation, the constant
C we mention in what follows always depends on some given constants n, p and
α, β > 0 of the Carathe´odory vector valued function A.
6
3.1 Interior Estimates
First, we will take our attention to the interior estimates. Let us fix a point
x0 ∈ Ω, for 0 < 2R ≤ r0 (r0 was given in (1.4)) and µ ∈ Mb(Ω). Assume
u ∈ W 1,p0 (Ω) being solution to (1.1) and for each ball B2R = B2R(x0) ⊂⊂ Ω, we
consider the unique solution w ∈W 1,p0 (B2R) + u to the following equation:{
− div (A(x,∇w)) = 0 in B2R,
w = u on ∂B2R.
(3.1)
In this section, we are going to deal with some basic estimates of renormalized
solution u to (1.1) in comparison to the solution w to (3.1). For the convenience
of the reader, we repeat the results in relevant materials, via Lemmas 3.1, 3.2,
3.3 and 3.4 herein without proofs, then making our proof of Lemma 3.5.
We first recall the following version of interior Gehring’s lemma applied to the
function w defined in equation (3.1), has been studied in [20, Theorem 6.7]. It is
also known as a kind of “reverse” Ho¨lder inequality with increasing supports.
Lemma 3.1 Let w be the solution to (3.1). Then, there exist constants Θ =
Θ(n, p, α, β) > p and C = C(n, p, α, β) > 0 such that the following estimate
( 
Bρ/2(y)
|∇w|Θdx
) 1
Θ
≤ C
( 
Bρ(y)
|∇w|p−1dx
) 1
p−1
(3.2)
holds for all Bρ(y) ⊂ B2R(x0).
The next lemma gives an estimate for the difference ∇u−∇w. These results
were described and proved in [27, Lemma 2.2, 2.3].
Lemma 3.2 Let w be solution to (3.1). Then, for any 2−p2 ≤ γ0 <
(p−1)n
n−1 ≤ 1,
there is a constant C = C(n, p, α, β) > 0 such that:
( 
B2R(x0)
|∇(u− w)|γ0dx
) 1
γ0
≤ C
[
|µ|(B2R(x0))
Rn−1
] 1
p−1
+ C
|µ|(B2R(x0))
Rn−1
( 
B2R(x0)
|∇u|γ0dx
) 2−p
γ0
.
(3.3)
The following lemma comes from the standard interior Ho¨lder continuity of
solutions, that can be found in [20, Theorem 7.7].
Lemma 3.3 Let w be solution to (3.1). Then, there exists a constant β0 =
β0(n, p, α, β) ∈ (0, 1/2] such that:
( 
Bρ(y)
|w − wBρ(y)|
pdx
) 1
p
≤ C
(ρ
r
)β0 ( 
Br(y)
|w − wBr(y)|
pdx
) 1
p
,
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for any y ∈ B2R(x0) with Bρ(y) ⊂ Br(y) ⊂ B2R(x0). Moreover, there exists a
constant C = C(n, p, α, β) > 0 such that we have the following estimate:
( 
Bρ(y)
|∇w|pdx
) 1
p
≤ C
(ρ
r
)β0−1( 
Br(y)
|∇w|pdx
) 1
p
, (3.4)
holds for any y ∈ B2R(x0) such that Bρ(y) ⊂ Br(y) ⊂ B2R(x0).
It can be noticed that the denotation wBρ(y) indicates the average integral of
w over the ball Bρ(y). Applying Lemma 3.2, the inequality (3.4) can be further
improved as in the following lemma.
Lemma 3.4 Let w be solution to (3.1). Then, for any Θ ∈ (0, p], there exist
constants β0 = β0(n, p, α, β) ∈ (0, 1/2], C = C(n, p, α, β,Θ) > 0, there holds
( 
Bρ(y)
|∇w|Θdx
) 1
Θ
≤ C
(ρ
r
)β0−1( 
Br(y)
|∇w|Θdx
) 1
Θ
,
for any y ∈ B2R(x0) such that Bρ(y) ⊂ Br(y) ⊂ B2R(x0).
Lemma 3.5 Let β0 ∈ (0, 1/2] be as in Lemmas 3.3 and 3.4. Then, for any
δ ∈
[
−n−pp−1 , β0
)
, there exists a constant C = C(n, p, α, β, c0, β0) > 0 such that for
any Bρ(y) ⊂ Br(y) ⊂⊂ Ω:
(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
(
MT0θ (|µ|)(y)
) 1
p−1
ρ
n
γ0
+δ−1
, (3.5)
where θ = 1 + (p− 1)(1 − δ), T0 = diam(Ω), and 0 < ρ < T0.
In order to prove this Lemma 3.5, it will be necessary to refer to Lemma 3.6
in [29, Lemma 1.4] as follows, where its proof can be found therein.
Lemma 3.6 Let φ(t) be a nonnegative and nondecreasing function on [0, R].
Suppose that
φ(ρ) ≤ A
[(ρ
r
)α
+ ε
]
φ(r) +Brβ,
for any 0 < ρ ≤ θr < R, with A,B,α, β nonnegative constants and θ ∈ (0, 1) and
β < α. Then, for any γ ∈ (β, α), there exists a constant ε0 = ε0(A,α, β, γ, θ)
such that if ε < ε0 we have for all 0 < ρ ≤ r ≤ R:
φ(ρ) ≤ C
[(ρ
r
)γ
φ(r) +Bρβ
]
,
where C is a positive constant depending on A,α, β, γ. In particular, we have for
any 0 < r ≤ R:
φ(r) ≤ C
[
φ(R)
Rγ
rγ +Brβ
]
.
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Proof of Lemma 3.5.
First of all, for 0 < ρ ≤ r/2, let us take Br(y) ⊂⊂ Ω, where Bρ(y) ⊂ Br(y).
By making use of Lemma 3.2 with B2R = Br(y), one gives:
( 
Br(y)
|∇(u− w)|γ0dx
) 1
γ0
≤ C
[
|µ|(Br(y))
rn−1
] 1
p−1
(3.6)
+ C
|µ|(Br(y))
rn−1
( 
Br(y)
|∇u|γ0dx
) 2−p
γ0
, (3.7)
and applying the Lemma 3.3 with Bρ(y) ⊂ Br(y) ⊂ B2R(x0) and p = γ0 shows
that: ( 
Bρ(y)
|∇w|γ0
) 1
γ0
≤ C
(ρ
r
)β0−1( 
B2r/3(y)
|∇w|γ0
) 1
γ0
. (3.8)
Combining (3.6), (3.8) with the fact that
ˆ
B2r/3(y)
|∇w|γ0dx ≤ C
ˆ
Br(y)
|∇u|γ0dx.
we obtain( 
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤
( 
Bρ(y)
|∇w|γ0dx
) 1
γ0
+
( 
Bρ(y)
|∇u−∇w|γ0dx
) 1
γ0
≤ C
(ρ
r
)β0−1( 
Br(y)
|∇u|γ0dx
) 1
γ0
+ C
(
|µ|(Br(y))
rn−1
) 1
p−1
+ C
|µ|(Br(y))
rn−1
( 
Br(y)
|∇u|γ0dx
) 2−p
γ0
,
which implies
(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
(ρ
r
) n
γ0
+β0−1
(ˆ
Br(y)
|∇u|γ0dx
) 1
γ0
+ Cρ
n
γ0
(
|µ|(Br(y))
rn−1
) 1
p−1
+ Cρ
n(p−1)
γ0
|µ|(Br(y))
rn−1
(ρ
r
)n(2−p)
γ0
(ˆ
Br(y)
|∇u|γ0dx
) 2−p
γ0
.
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Using Ho¨lder’s inequality for the last term, one finds(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
(ρ
r
) n
γ0
+β0−1
(ˆ
Br(y)
|∇u|γ0dx
) 1
γ0
+ Cερ
n
γ0
(
|µ|(Br(y))
rn−1
) 1
p−1
+ ε
(ρ
r
) n
γ0
(ˆ
Br(y)
|∇u|γ0dx
) 1
γ0
.
(3.9)
The repeated application of Lemma 3.6 enables us to set function Φ : R → R of
any t ∈ R, t > 0 defined as:
Φ(t) =
(ˆ
Bt(y)
|∇u|γ0dx
) 1
γ0
. (3.10)
Thus, (3.9) can be rewritten in term of function Φ:
Φ(ρ) ≤ C
[(ρ
r
) n
γ0
+β0−1
+ ε
]
Φ(r) + Cερ
n
γ0
(
|µ|(Br(y))
rn−1
) 1
p−1
. (3.11)
Therefore, for any δ ∈
[
−n−pp−1 , β0
)
, it satisfies that
Φ(ρ) ≤ C
[(ρ
r
) n
γ0
+β0−1
+ ε
]
Φ(r) + Cεr
n
γ0
+δ−1
r1−δ
(
|µ|(Br(y))
rn−1
) 1
p−1
= C
[(ρ
r
) n
γ0
+β0−1
+ ε
]
Φ(r) + Cεr
n
γ0
+δ−1
(
|µ|(Br(y))
rn−1−(p−1)(1−δ)
) 1
p−1
.
Choosing ε > 0 small enough, then applying Lemma 3.6, with γ = nγ0+β0−1, β =
n
γ0
+ δ− 1, with δ < β0 (as β < γ in Lemma 3.6) and B =
(
M
T0
θ (|µ|)(y)
) 1
p−1
, for
any 0 < ρ < r < T0 it is easily seen that
Φ(ρ) ≤ C
[(ρ
r
) n
γ0
+β0−1
Φ(r) + Cρ
n
γ0
+δ−1
(
M
T0
θ (|µ|)(y)
) 1
p−1
]
,
and we thus get(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
[(
1
T0
) n
γ0
+δ−1(ˆ
Ω
|∇u|γ0dx
)γ0
+
(
M
T0
θ (|µ|)(y)
) 1
p−1
]
ρ
n
γ0
+δ−1
.
(3.12)
According to the Remark 2.3, it gives(
1
T n0
ˆ
Ω
|∇u|γ
)1/γ
≤ Cγ
[
|µ|(Ω)
T n−10
] 1
p−1
, for any γ ∈
(
0,
(p − 1)n
n− 1
)
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which implies that
(
1
T0
) n
γ0
+δ−1(ˆ
Ω
|∇u|γ0dx
) 1
γ0
≤ Cγ
(
1
T0
)δ−1 [ |µ|(Ω)
T n−10
] 1
p−1
≤ C
(
M
T0
θ (|µ|)(y)
) 1
p−1
.
(3.13)
From (3.12) and (3.13) it turns to
(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
(
M
T0
θ (|µ|)(y)
) 1
p−1
ρ
n
γ0
+δ−1
,
and that is our desired conclusion.
3.2 Boundary Estimates
Next, let us give some comparison estimates on the boundary, the same conclusion
as interior estimates can be drawn. First, as Rn \ Ω is uniformly p-thick with
constants c0, r0 > 0, let x0 ∈ ∂Ω be a boundary point and for 0 < R < r0/10
we set Ω10R = Ω10R(x0) = B10R(x0) ∩ Ω. With u ∈ W
1,p
0 (Ω) being a solution
to (1.1), we consider the unique solution w ∈ u +W 1,p0 (Ω10R) to the following
equation: {
− div (A(x,∇w)) = 0 in Ω10R(x0),
w = u on ∂Ω10R(x0).
(3.14)
In what follows we extend µ and u by zero to Rn \ Ω and w by u to Rn \ Ω10R.
Let us recall the following Lemma 3.7, which was stated and proved in [37]. This
naturally leads to Lemma 3.8 below, whose proof can be found in [40].
Lemma 3.7 Let w be the solution to (3.14). Then, there exist constants Θ =
Θ(n, p, α, β, c0) > p and C = C(n, p, α, β, c0) > 0 such that the following estimate
( 
Bρ/2(y)
|∇w|Θdx
) 1
Θ
≤ C
( 
B3ρ(y)
|∇w|p−1dx
) 1
p−1
(3.15)
holds for all B3ρ(y) ⊂ B10R(x0), y ∈ Br(x0).
Lemma 3.8 Let w be the solution to (3.14). Then, there exist constants Θ =
Θ(n, p, α, β, c0) > p and C = C(n, p, α, β, c0) > 0 such that we have the following
estimate ( 
Bρ/2(y)
|∇w|Θdx
) 1
Θ
≤ C
( 
B2ρ/3(y)
|∇w|p−1dx
) 1
p−1
(3.16)
holds for all Bρ(y) ⊂ B10R(x0), y ∈ Br(x0).
Now, we state the following Lemma in a somewhat more general form of Lemmas
3.7 and 3.8.
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Lemma 3.9 Let w be the solution to (3.14). Then, for 0 < θ1 < θ2 < 1 there
exist constants Θ = Θ(n, p, α, β, c0) > p and C = C(n, p, α, β, θ1, θ2, c0) > 0 such
that we have the following estimate( 
Bθ1ρ(y)
|∇w|Θdx
) 1
Θ
≤ C
( 
Bθ2ρ(y)
|∇w|p−1dx
) 1
p−1
(3.17)
holds for all Bρ(y) ⊂ B10R(x0), y ∈ Br(x0).
More formally, Lemmas 3.10, 3.11 and 3.12, which we state below are main
ingredients for us to obtain boundary estimates. They are the boundary version
of Lemmas 3.2, 3.3 and 3.4, respectively.
Lemma 3.10 Let w be the solution to (3.14). Then, for any 2−p2 ≤ γ0 <
(p−1)n
n−1 ≤ 1, there is a constant C = C(n, p, α, β, c0) > 0 such that:( 
B10R(x0)
|∇(u− w)|γ0dx
) 1
γ0
≤ C
[
|µ|(B10R(x0))
Rn−1
] 1
p−1
+ C
|µ|(B10R(x0))
Rn−1
( 
B10R(x0)
|∇u|γ0dx
) 2−p
γ0
.
(3.18)
Lemma 3.11 Let w be the solution to (3.14). Then, there exist constants β0 =
β0(n, p, α, β, c0) ∈ (0, 1/2] and C = C(n, p, α, β, c0) > 0 such that:( 
Bρ(y)
|∇w|pdx
) 1
p
≤ C
(ρ
r
)β0 ( 
Br(y)
|∇w|pdx
) 1
p
, (3.19)
for any y ∈ Br(x0) such that Bρ(y) ⊂ Br(y) ⊂ B10R(x0).
Lemma 3.12 Let w be the solution to (3.14). Then, for any Θ ∈ (0, p], there
exist constants β0 = β0(n, p, α, β, c0) ∈ (0, 1/2] and C = C(n, p, α, β,Θ, c0) > 0
there holds:( 
Bρ(y)
|∇w|Θdx
) 1
Θ
≤ C
(ρ
r
)β0−1( 
Br(y)
|∇w|Θdx
) 1
Θ
, (3.20)
for any y ∈ Br(x0) such that Bρ(y) ⊂ Br(y) ⊂ B10R(x0).
We next state and prove the selection Lemma which establishes solution gradient
estimate up to the boundary.
Lemma 3.13 Let β0 ∈ (0, 1/2] be as in Lemmas 3.11 and 3.12. Then, for any
δ ∈
[
−n−pp−1 , β0
)
, there exists a constant C = C(n, p, α, β, c0, β0) > 0 such that for
any Bρ(y) ∩ ∂Ω 6= ∅:(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
(
M
T0
θ (|µ|)(y)
) 1
p−1
ρ
n
γ0
+δ−1
, (3.21)
where θ = 1 + (p− 1)(1 − δ), T0 = diam(Ω), 0 < ρ < T0.
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Proof of Lemma 3.13.
We begin by taking 0 < ρ′ ≤ 2r such that Bρ′/4(y) ∩ ∂Ω 6= ∅. Let y0 ∈
Bρ′/4(y) ∩ ∂Ω such that |y − y0| = dist(y, ∂Ω) ≤ ρ
′/4. Note that since |y − y0| ≤
ρ′/4, this clearly gives Bρ′/4(y0) ⊂ Bρ′/2(y) and Bρ′/2(y0) ⊂ B3ρ′/4(y). Otherwise,
for ρ ≥ |y − y0|/4 claims that Bρ(y) ⊂ B5ρ(y0).
For ρ ≤ ρ′/4, let w be as in Lemmas 3.11 and 3.12 with Bρ(y) ⊂ Bρ′(y) ⊂
B10R(x0). Applying B10R = Bρ′/2(y0) in Lemma 3.10 yields:
( 
Bρ′(y0)
|∇(u− w)|γ0dx
) 1
γ0
≤ C
[
|µ|(Bρ′(y0))
ρ′n−1
] 1
p−1
+ C
|µ|(Bρ′(y0))
ρ′n−1
( 
Bρ′(y0)
|∇u|γ0dx
) 2−p
γ0
.
(3.22)
Applying Lemma 3.11 with Bρ(y) ⊂ Bρ′(y) ⊂ B10R and p = γ0 shows that:
( 
Bρ(y)
|∇w|γ0dx
) 1
γ0
≤ C
(
ρ
ρ′
)β0 ( 
B3ρ′/4(y)
|∇w|γ0dx
) 1
γ0
.
Moreover, since:
ˆ
Bρ(y)
|∇w|γ0dx ≤ C
ˆ
B5ρ(y0)
|∇u|γ0dx,
it follows that( 
Bρ(y)
|∇w|γ0dx
) 1
γ0
≤ C
( 
B5ρ(y0)
|∇u|γ0dx
) 1
γ0
≤ C
(
ρ
ρ′
)β0−1( 
Bρ′/4(y0)
|∇u|γ0dx
) 1
γ0
≤ C
(
ρ
ρ′
)β0−1( 
Bρ′/2(y)
|∇u|γ0dx
) 1
γ0
.
(3.23)
According to (3.22) and (3.23), we get the estimate:
( 
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤
( 
Bρ(y)
|∇w|γ0dx
) 1
γ0
+
( 
Bρ(y)
|∇u−∇w|γ0dx
) 1
γ0
≤ C
(
ρ
ρ′
)β0−1( 
Bρ′/2(y)
|∇u|γ0dx
) 1
γ0
+ C
(
|µ|(Bρ′(y))
ρ′n−1
) 1
p−1
+ C
|µ|(Bρ′(y))
ρ′n−1
( 
Bρ′(y)
|∇u|γ0dx
) 2−p
γ0
.
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Back to the integral on the corresponding ball, it gives(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
(
ρ
ρ′
) n
γ0
+β0−1
(ˆ
Bρ′(y)
|∇u|γ0dx
) 1
γ0
+ Cρ
n
γ0
(
|µ|(Bρ′(y))
ρ′n−1
) 1
p−1
+Cρ
n(p−1)
γ0
|µ|(Bρ′(y))
ρ′n−1
(
ρ
ρ′
)n(2−p)
γ0
(ˆ
Bρ′(y)
|∇u|γ0dx
) 2−p
γ0
.
(3.24)
In the use of Ho¨lder’s inequality for the last term, it may be concluded that:(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
(
ρ
ρ′
) n
γ0
+β0−1
(ˆ
Bρ′(y)
|∇u|γ0dx
) 1
γ0
+ Cερ
n
γ0
(
|µ|(Bρ′(y))
ρ′n−1
) 1
p−1
+ ε
(
ρ
ρ′
) n
γ0
(ˆ
Bρ′(y)
|∇u|γ0dx
) 1
γ0
.
(3.25)
The same proof works when we take Lemma 3.6 in use. It is natural to set a
function Φ as in (3.10). From (3.25), it can be written the inequality of the form
Φ(ρ) ≤ C
[(
ρ
ρ′
) n
γ0
+β0−1
+ ε
]
Φ(ρ′) +Cερ
n
γ0
(
|µ|(Bρ′(y))
ρ′n−1
) 1
p−1
.
It suffices to show that for any δ ∈
[
−n−pp−1 , β0
)
, we have
Φ(ρ) ≤ C
[(
ρ
ρ′
) n
γ0
+β0−1
+ ε
]
Φ(ρ′) + Cερ
′ n
γ0
+δ−1
ρ′1−δ
(
|µ|(Bρ′(y))
ρ′n−1
) 1
p−1
= C
[(
ρ
ρ′
) n
γ0
+β0−1
+ ε
]
Φ(ρ′) + Cερ
′ n
γ0
+δ−1
(
|µ|(Bρ′(y))
ρ′n−1−(p−1)(1−δ)
) 1
p−1
,
and here the supremum is taken for all 0 < ρ′ < T0, that yields
Φ(ρ) ≤ C
[(
ρ
ρ′
) n
γ0
+β0−1
+ ε
]
Φ(ρ′) + Cερ
′ n
γ0
+δ−1
(
MT0θ (|µ|)(y)
) 1
p−1
.
For ε > 0 is chosen small enough, we apply Lemma 3.6 where γ = nγ0 +β0−1, β =
n
γ0
+ δ − 1 with δ < β0 (as β < γ in Lemma 3.6) and B =
(
M
T0
θ (|µ|)(y)
) 1
p−1
, for
any 0 < ρ < ρ′ < T0 one gets
Φ(ρ) ≤ C
[(
ρ
ρ′
) n
γ0
+β0−1
Φ(ρ′) + Cρ
n
γ0
+δ−1
(
MT0θ (|µ|)(y)
) 1
p−1
]
.
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Hence,
(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C
[(
1
T0
) n
γ0
+δ−1(ˆ
Ω
|∇u|γ0dx
)γ0
+
(
M
T0
θ (|µ|)(y)
) 1
p−1
]
ρ
n
γ0
+δ−1
.
(3.26)
It follows easily from Remark 2.3 that
(
1
T n0
ˆ
Ω
|∇u|γ
)1/γ
≤ Cγ
[
|µ|(Ω)
T n−10
] 1
p−1
, for any γ ∈
(
0,
(p− 1)n
n− 1
)
which implies
(
1
T0
) n
γ0
+δ−1(ˆ
Ω
|∇u|γ0dx
) 1
γ0
≤ C
(
1
T0
)δ−1 [ |µ|(Ω)
T n−10
] 1
p−1
≤ C
(
MT0θ (|µ|)(y)
) 1
p−1
.
(3.27)
From both (3.26) and (3.27) have already proved, it completes the proof.
As a consequence of Lemmas 3.5 and 3.13, the supremum is taken for all
0 < ρ < T0 and y ∈ Ω, one of our results may be summarized in the following
important Lemma.
Lemma 3.14 Let β0 ∈ (0, 1/2] be as in Lemmas 3.4 and 3.12. Then, for any
δ ∈
[
−n−pp−1 , β0
)
, there exists a constant C = C(n, p, α, β, c0, β0) > 0 such that:
sup
y∈Ω,ρ∈(0,T0)
ρ
− n
γ0
−δ+1
(ˆ
Bρ(y)
|∇u|γ0dx
) 1
γ0
≤ C‖MT0θ (|µ|)‖
1
p−1
L∞(Ω), (3.28)
where θ = 1 + (p− 1)(1 − δ), T0 = diam(Ω), 0 < ρ < T0.
4 Proofs of Theorem 2.4 and 2.8
This section is devoted to separable proofs of our main results in Theorem 2.4,
2.5 and 2.8. Here, our proof techniques are global up to the boundary results.
We first prove the form of Theorem 2.4. The main tools are properties of
Hardy-Littlewood maximal function and the following lemma, that can be viewed
as a substitution for the Caldero´n-Zygmund-Krylov-Safonov decomposition.
Lemma 4.1 Let 0 < ε < 1, R > 0 and the ball Q := BR(x0) for some x0 ∈
R
n. Let E ⊂ F ⊂ Q be two measurable sets in Rn+1 with Ln(E) < εLn(Q)
and satisfying the following property: for all x ∈ Q and r ∈ (0, R], we have
Br(x) ∩Q ⊂ F provided L
n(E ∩Br(x)) ≥ εL
n(Br(x)). Then L
n(E) ≤ CεLn(F )
for some C = C(n).
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Proof of Theorem 2.4. Let µ0, λ
+
k , λ
−
k be as in Definition 2.1. Let u be
the renormalized solution to (1.1) and uk ∈ W
1,p
0 (Ω) be the unique solution to
the following problem:{
−div(A(x,∇uk)) = µk in Ω,
uk = 0 on ∂Ω,
where µk = χ{|u|<k}µ0 + λ
+
k − λ
−
k .
Note that we have uk = Tk(u) ∈ W
1,p(Ω) and µk → µ weakly in the narrow
topology of measures (2.1). In this way one obtains ∇uk − ∇u = ∇u · χ{|u|≥k}
almost everywhere and it is easily seen that
∇uk → ∇u in L
γ(Ω), ∀γ ∈
(
0,
(p− 1)n
n− 1
)
. (4.1)
Let γ0 satisfy
2−p
2 ≤ γ0 <
(p−1)n
n−1 ≤ 1 given as in Lemmas 3.2 and 3.10. For
given ε > 0, λ > 0 and r0 > 0 as in (1.4), let us set
Eλ,ε =
{
(M(χD2 |∇u|
γ0))1/γ0 > ε−
1
Θλ, (M1(χD2µ))
1
p−1 ≤ ε
1
(p−1)γ0 λ
}
∩D1,
and
Fλ =
{
(M(χD2 |∇u|
γ0))1/γ0 > λ
}
∩D1,
for λ > ε
− 1
(p−1)γ0 ||∇u||Lγ0 (D2)R
− n
γ0 .
Our purpose here is to prove that there exist Θ and C such that (2.7) holds,
it means that Ln (Eλ,ε) ≤ CεL
n (Fλ). And our proof proceeds in a series of two
simple steps to verify Lemma 4.1.
First step. Let us verify that
Ln(Eλ,ε) < εL
n(BR),
for all λ > ε
− 2
γ0
+ 1
Θ ‖∇u‖Lγ0 (D2)R
− n
γ0 . Indeed, without loss of generality, we may
assume that Eλ,ε 6= ∅ (cause if Eλ,ε = ∅, it holds obiviously). Then, for the range
of singular p, it gives
|µ|(Ω) ≤ T n−10
(
ε
1
(p−1)γ0 λ
)p−1
. (4.2)
SinceM is a bounded operator from L1(Rn) into L1,∞(Rn), following Remark 2.6
with s = 1, g = |∇u|γ0 and t =
(
ε−
1
Θλ
)γ0
, for all λ > ε
− 1
(p−1)γ0 ||∇u||Lγ0 (D2)R
− n
γ0
we will get
Ln (Eλ,ε) ≤
C(
ε−
1
Θλ
)γ0
ˆ
D2
|∇u|γ0dx
≤
C(
ε−
1
Θ ε
− 2
γ0
+ 1
Θ ‖∇u‖Lγ0 (D2)R
− n
γ0
)γ0
ˆ
D2
|∇u|γ0dx
≤ Cε2Ln (D2) .
(4.3)
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It is clear to apply Remark 2.3, with γ = γ0 shows that:
(
1
T n0
ˆ
Ω
|∇u|γ0
)1/γ0
≤ Cγ0
[
|µ|(Ω)
T n−10
] 1
p−1
. (4.4)
Then, in the use of (4.4) and (4.3) we get that
Ln (Eλ,ε) ≤
CT n0(
ε−
1
Θλ
)γ0

T
n−1
0
(
ε
1
(p−1)γ0 λ
)p−1
T n−10


γ0
p−1
= Cε
(
1
Θ
+ 1
(p−1)γ0
)
γ0Ln (BR)
< CεLn (BR) .
(4.5)
Second step. It is sufficient for us to verify that for all x ∈ D1, r ∈ (0, R], and
λ > ε
− 2
γ0
+ 1
Θ ‖∇u‖Lγ0 (D2)R
− n
γ0 one has:
Ln (Eλ,ε ∩Br(x)) ≥ CεL
n (Br(x)) =⇒ Br(x) ∩D1 ⊂ Fλ. (4.6)
Indeed, let x ∈ D1 and 0 < r ≤ R, and by contradiction, let us assume that
Br(x)∩D1 ∩F
c
λ 6= ∅ and Eλ,ε ∩Br(x) 6= ∅. Then, there exist x1, x2 ∈ Br(x)∩D1
such that
[M(χD2 |∇u|
γ0)(x1)]
1/γ0 ≤ λ, (4.7)
and
M1(χD2µ)(x2) ≤
(
ε
1
(p−1)γ0 λ
)p−1
. (4.8)
One needs to prove that there exists a constant C > 0 depending on n, p, α, β, c0
and diam(Ω)/r0 such that the following estimate holds:
Ln (Eλ,ε ∩Br(x)) < CεL
n (Br(x)) . (4.9)
To do this, for y ∈ Br(x) and ρ > 0, firstly we have( 
Bρ(y)
χD2 |∇u|
γ0dx
)1/γ0
≤ sup
{
Λ1, Λ¯1
}
,
where 

Λ1 =
(
sup
ρ′<r
 
Bρ′(y)
χB2r(x)χD2 |∇u|
γ0dx
)1/γ0
,
Λ¯1 =
(
sup
ρ′≥r
 
Bρ′(y)
χD2 |∇u|
γ0dx
)1/γ0
.
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For ρ′ ≥ r, one has Bρ′(y) ⊂ Bρ′+r(x) ⊂ Bρ′+2r(x1) ⊂ B3ρ′(x1). Thus,
( 
Bρ(y)
χD2 |∇u|
γ0dx
)1/γ0
≤ sup
{
Λ2, Λ¯2
}
≤ sup
{
Λ2, 3
n
γ0 λ
}
.
where 

Λ2 =
[
M
(
χD2χB2r(x)|∇u|
γ0
)
(y)
] 1
γ0 ,
Λ¯2 = 3
n
γ0
(
sup
ρ′>0
 
Bρ′ (x1)
χD2 |∇u|
γ0dx
)1/γ0
.
Taking the supremum both sides for ρ > 0, it can be seen clearly that:
(M(χD2 |∇u|
γ0)(y))1/γ0 ≤ max
{[
M
(
χD2χB2r(x)|∇u|
γ0
)
(y)
] 1
γ0 , 3
n
γ0 λ
}
, ∀y ∈ Br(x).
Therefore, for all λ > 0 and ε satisfies ε−
1
Θ > 3
n
γ0 , it shows that
Eλ,ε ∩Br(x) =
{
M
(
χD2χB2r(x)|∇u|
γ0
) 1
γ0 > ε−
1
Θλ, (M1(χD2µ))
1
p−1 ≤ ε
1
(p−1)γ0 λ
}
∩D1 ∩Br(x).
(4.10)
In order to prove (4.9) we separately consider for the case B4r(x) ⊂⊂ Ω
(interior) and the case B4r(x)∩Ω
c 6= ∅ (boundary). The proof falls naturally into
two cases.
Case 1: B4r(x) ⊂⊂ Ω: Applying Lemma 3.2 for uk ∈ W
1,p
0 (Ω) and wk the
solution to: {
div(A(x,∇wk)) = 0, in B4r(x),
wk = uk, on ∂B4r(x),
(4.11)
with µ = µk and B2R = B4r(x), one has a constant C = C(n, p, α, β, c0, T0/r0) >
0 such that:( 
B4r(x)
|∇uk −∇wk|
γ0dx
) 1
γ0
≤ C
[
|µk|(B4r(x))
rn−1
] 1
p−1
+ C
|µk|(B4r(x))
rn−1
( 
B4r(x)
|∇uk|
γ0dx
) 2−p
γ0
.
(4.12)
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Otherwise, Lemma 3.1 is also applied to give:
( 
B2r(x)
|∇wk|
1
Θ dx
)Θ
≤ C
( 
B4r(x)
|∇wk|
p−1dx
) 1
p−1
≤ C
( 
B4r(x)
|∇uk|
γ0dx
) 1
γ0
+ C
( 
B4r(x)
|∇uk −∇wk|
γ0dx
) 1
γ0
,
(4.13)
where, the second inequality is obtained by using Ho¨lder’s inequality and for
γ0 > p− 1. On the other hand, it is easily to check that
Ln (Eλ,ε ∩Br(x))
≤ Ln
(
{M
(
χD2χB2r(x)|∇(uk − wk)|
γ0
) 1
γ0 > 3
− 1
γ0 ε−
1
Θλ} ∩Br(x)
)
+ Ln
(
{M
(
χD2χB2r(x)|∇(u− uk)|
γ0
) 1
γ0 > 3
− 1
γ0 ε−
1
Θλ} ∩Br(x)
)
+ Ln
(
{M
(
χD2χB2r(x)|∇wk|
γ0
) 1
γ0 > 3
− 1
γ0 ε−
1
Θλ} ∩Br(x)
)
.
(4.14)
and by using Remark 2.6 for each term on right hand side of (4.14), one gives
Ln (Eλ,ε ∩Br(x)) ≤
C(
ε−
1
Θλ
)γ0
[ˆ
B2r(x)
χD2 |∇uk −∇wk|
γ0dx+
+
ˆ
B2r(x)
χD2 |∇u−∇uk|
γ0dx
]
+
C(
ε−
1
Θλ
)Θ
ˆ
B2r(x)
χD2 |∇wk|
Θdx.
(4.15)
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Combining inequalities (4.12) with (4.13) to (4.15) yields
Ln (Eλ,ε ∩Br(x))
≤ εγ0
1
Θλ−γ0rn
[
C
(
|µk|(B4r(x))
rn−1
) 1
p−1
+
+ C
|µk|(B4r(x))
rn−1
( 
B4r(x)
|∇uk|
γ0dx
) 2−p
γ0


γ0
+ Cεγ0
1
Θλ−γ0
ˆ
B4r(x)
|∇u−∇uk|
γ0dx
+ Cελ−Θrn

C
(ˆ
B4r(x)
|∇uk|
γ0dx
) 1
γ0
+ C
(
|µk|(B4r(x))
rn−1
) 1
p−1
+
+ C
|µk|(B4r(x))
rn−1
( 
B4r(x)
|∇uk|
γ0dx
) 2−p
γ0


Θ
.
Letting k →∞ and thanks to (4.7) and (4.8) one obtains:
Ln (Eλ,ε ∩Br(x))
≤ εγ0
1
Θλ−γ0rn

C
(
|µ|(B4r(x))
rn−1
) 1
p−1
+
+ C
|µ|(B4r(x))
rn−1
( 
B4r(x)
|∇u|γ0dx
)2−p
γ0


γ0
+
+ Cελ−Θrn

C
(ˆ
B4r(x)
|∇u|γ0dx
) 1
γ0
+ C
(
|µ|(B4r(x))
rn−1
) 1
p−1
+
+ C
|µ|(B4r(x))
rn−1
( 
B4r(x)
|∇u|γ0dx
)2−p
γ0


Θ
.
As |x− x1| < r, B4r(x) ⊂ B5r(x1). This gives: 
B4r(x)
|∇u|γ0dx ≤
|B5(0)|
|B4(0)|
 
B5r(x1)
|∇u|γ0dx
≤ C sup
ρ>0
 
Bρ(x1)
|∇u|γ0dx
= CM (|∇u|γ0) (x1).
(4.16)
Similarly, as |x− x2| < r, we obtain B4r(x) ⊂ B5r(x2) ⊂ D2 and for all ρ > 0, it
finds:
|µ|(B4r(x)))
rn−1
≤
|µ|(B5ρ(x2))
ρn−1
≤ 5n−1M1(χD2µ)(x2). (4.17)
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Applying (4.16) and (4.17) together with (4.7), (4.8) yields that:
Ln (Eλ,ε ∩Br(x)) ≤ ε
γ0
1
Θ
+γ0
1
(p−1)γ0 rn
(
C +Cε
1
(p−1)γ0
(p−2)
)γ0
+ Cεrn
(
1 + ε
1
(p−1)γ0 + ε
1
(p−1)γ0
(p−1)
)Θ
≤ C
[
ε
γ0
1
Θ
+γ0(p−1)
1
(p−1)γ0 + ε
]
rn
≤ Cεrn.
which establishes our desired (4.9).
Case 2: B4r(x) ∩Ω
c 6= ∅: Let x3 ∈ ∂Ω such that |x3 − x| = dist(x, ∂Ω) ≤ 4r. It
is not difficult to check that:
B4r(x) ⊂ B10r(x3) ⊂ D2.
Applying Lemma 3.10 for uk ∈W
1,p
0 (Ω) and wk being solution to:{
div(A(x,∇wk)) = 0, in B10r(x3),
wk = uk, on ∂B10r(x3),
(4.18)
for µ = µk and B2R = B10R(x3), one has a constant C = C(n, p, α, β, c0, T0/r0) >
0 such that:( 
B10r(x3)
|∇uk −∇wk|
γ0dx
) 1
γ0
≤ C
[
|µk|(B10r(x3))
rn−1
] 1
p−1
+ C
|µk|(B10r(x3))
rn−1
( 
B10r(x3)
|∇uk|
γ0dx
) 2−p
γ0
,
(4.19)
and for all ρ > 0 satisfies Bρ(y) ⊂ B10r(x3), following Lemma 3.8 one has
( 
Bρ/2(y)
|∇wk|
Θdx
) 1
Θ
≤ C
( 
Bρ(y)
|∇wk|
p−1dx
) 1
p−1
, Θ > p. (4.20)
As a version of (4.15) in the ball B10r(x3), one gives:
Ln (Eλ,ε ∩Br(x)) ≤
C(
ε−
1
Θλ
)γ0
[ˆ
B10r(x3)
|∇uk −∇wk|
γ0dx+
+
ˆ
B10r(x3)
|∇u−∇uk|
γ0dx
]
+
C(
ε−
1
Θλ
)Θ
ˆ
B10r(x3)
|∇wk|
Θdx.
(4.21)
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Since B4r(x) ⊂ B10r(x3), similar to (4.13), we obtain:( 
B2r(x)
|∇wk|
Θdx
) 1
Θ
≤ C
( 
B10r(x3)
|∇wk|
p−1dx
) 1
p−1
≤ C
( 
B10r(x3)
|∇uk|
γ0dx
) 1
γ0
+ C
( 
B10r(x3)
|∇uk −∇wk|
γ0dx
) 1
γ0
,
(4.22)
where the second inequality is obtained by using Ho¨lder’s inequality and for
γ0 > p−1. On the ball B10r(x3), applying these estimates (4.19) and (4.20) with
(4.22) from above to (4.21), one obtains the following estimate:
Ln (Eλ,ε ∩Br(x))
≤ εγ0
1
Θλ−γ0rn
[
C
(
|µk|(B10r(x3))
rn−1
) 1
p−1
+C
|µk|(B10r(x3))
rn−1
( 
B10r(x3)
|∇uk|
γ0dx
) 2−p
γ0


γ0
+ Cεγ0
1
Θλ−γ0
ˆ
B10r(x3)
|∇u−∇uk|
γ0dx
+ Cελ−Θrn

C
( 
B10r(x3)
|∇uk|
γ0dx
) 1
γ0
+ C
(
|µk|(B10r(x3))
rn−1
) 1
p−1
+ C
|µk|(B10r(x3))
rn−1
( 
B10r(x3)
|∇uk|
γ0dx
) 2−p
γ0


Θ
.
Letting k →∞, we can assert that:
Ln (Eλ,ε ∩Br(x))
≤ Cεγ0
1
Θλ−γ0rn


(
|µ|(B10r(x3))
rn−1
) 1
p−1
+
|µ|(B10r(x3))
rn−1
( 
B10r(x3)
|∇u|γ0dx
) 2−p
γ0


γ0
+ Cελ−Θrn


( 
B10r(x3)
|∇u|γ0dx
) 1
γ0
+
(
|µ|(B10r(x3))
rn−1
) 1
p−1
+
|µ|(B10r(x3))
rn−1
( 
B10r(x3)
|∇u|γ0dx
) 2−p
γ0


Θ
.
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For given x1, x2 in the previous case and the definition of x3, since dist(x,Ω) ≤ 4r,
we can easily check that these following bounds:
B10r(x3) ⊂ B14r(x) ⊂ B15r(x1) ⊂ D2,
B10r(x3) ⊂ B14r(x) ⊂ B15r(x2) ⊂ D2,
and the following estimates
|µ|(B10r(x3))
rn−1
≤
|µ|(B15r(x2))
rn−1
≤ 15n−1M1(χD2µ)(x2)
hold. On the other hand, as |x3 − x| = dist(x, ∂Ω), one obtains( 
B10r(x3)
|∇u|γ0dx
) 1
γ0
≤
(
|B15(0)|
|B10(0)|
 
B15r(x1)
|∇u|γ0dx
) 1
γ0
≤ C
(
sup
ρ>0
 
Bρ(x1)
χD2 |∇u|
γ0dx
) 1
γ0
= C (M (χD2 |∇u|
γ0) (x1))
1
γ0 .
(4.23)
Combining these above estimates together, one finally concludes that
Ln (Eλ,ε ∩Br(x)) ≤ Cr
n.
According to Lemma 4.1 for E = Eλ,ε, F = Fλ, the proof of Theorem 2.4 is
complete and we will refer to this result in the sequel.
Now, let us give a brief proof of Theorem 2.5.
Proof of Theorem 2.5. Let 0 < ρ < T0 and x0 be fixed in Ω. We first apply
Theorem 2.4 with R = ρ and the corresponding setsD1 = Bρ(x0), D2 = B10ρ(x0),
there exist Θ = Θ(n, p, α, β, c0) > p and a constant C = C(n, p, α, β, c0, T0/r0) >
0 such that the following estimate holds
Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > ε−
1
Θλ, (M1(χB10ρ(x0)µ))
1
p−1 ≤ ε
1
(p−1)γ0 λ
}
∩Bρ(x0)
)
≤ CεLn
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > λ
}
∩Bρ(x0)
)
, (4.24)
for any λ > λ0(ε), ε ∈ (0, 1), and for some γ0 ∈
(
2−p
2 ,
(p−1)n
n−1
)
, where
λ0 = ε
− 1
(p−1)γ0 ‖∇u‖Lγ0 (B10ρ(x0))ρ
− n
γ0 .
Thus, for all λ > λ0(ε) it gives
Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > ε−
1
Θλ
}
∩Bρ(x0)
)
≤ CεLn
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > λ
}
∩Bρ(x0)
)
+ Ln
({
(M1(χB10ρ(x0)µ))
1
p−1 > ε
1
(p−1)γ0 λ
}
∩Bρ(x0)
)
.
(4.25)
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It is necessary to estimate (M(χB10ρ(x0)|∇u|
γ0))1/γ0 in Lq,s(Bρ(x0)) for 0 < q < Θ
and 0 < s <∞. Firstly, let us rewrite the Lorentz norm as
‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖sLq,s(Bρ(x0))
= q
ˆ ∞
0
λs−1Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > λ
}
∩Bρ(x0)
)s/q
dλ
= ε−
s
Θ q
ˆ ∞
0
λs−1Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > ε−
1
Θλ
}
∩Bρ(x0)
)s/q
dλ.
(4.26)
Since the estimate (4.25) only holds for all λ > λ0(ε), one splits the integral into
the sum of integrals on (0, λ0) and (λ0,∞) to get
ˆ ∞
0
λs−1Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > ε−
1
Θλ
}
∩Bρ(x0)
)s/q
dλ
=
ˆ λ0
0
λs−1Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > ε−
1
Θλ
}
∩Bρ(x0)
)s/q
dλ
+
ˆ ∞
λ0
λs−1Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > ε−
1
Θλ
}
∩Bρ(x0)
)s/q
dλ. (4.27)
According to (4.26) and (4.27), it finds:
‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖sLq,s(Bρ(x0))
≤ Cε−
s
Θλs0L
n (Bρ(x0))
s/q
+ Cε−
s
Θ
+ s
q
ˆ ∞
λ0
λs−1Ln
({
(M(χB10ρ(x0)|∇u|
γ0))1/γ0 > λ
}
∩Bρ(x0)
)s/q
dλ
+ Cε−
s
Θ
ˆ ∞
λ0
λs−1Ln
({
(M1(χB10ρ(x0)µ))
1
p−1 > ε
1
(p−1)γ0 λ
}
∩Bρ(x0)
)s/q
dλ.
And thus, we check at once that
‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖sLq,s(Bρ(x0))
≤ Cε−
s
Θλs0ρ
ns/q + Cε
− s
Θ
+ s
q ‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖sLq,s(Bρ(x0))
+ Cε
− s
Θ
− s
(p−1)γ0
ˆ ∞
0
λs−1Ln
({
(M1(χB10ρ(x0)µ))
1
p−1 > λ
}
∩Bρ(x0)
)s/q
dλ
= Cε−
s
Θλs0ρ
ns/q + Cε
− s
Θ
+ s
q ‖M(χB10ρ(x0)|∇u|
γ0))1/γ0‖sLq,s(Bρ(x))
+ Cε
− s
Θ
− s
(p−1)γ0 ‖(M1(χB10ρ(x0)µ))
1
p−1‖sLq,s(Bρ(x0)).
Then, it gives us the estimate:
‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖Lq,s(Bρ(x0))
≤ Cε−
1
Θλ0ρ
n/q + Cε
− 1
Θ
+ 1
q ‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖Lq,s(Bρ(x0))
+ Cε
− 1
Θ
− 1
(p−1)γ0 ‖(M1(χB10ρ(x0)µ))
1
p−1 ‖Lq,s(Bρ(x0)).
(4.28)
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If q < Θ, let us choose ε = ε0 > 0 such that Cε
− 1
Θ
+ 1
q
0 < 1/2 from (4.28), then
one obtains
‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖Lq,s(Bρ(x0))
≤ C‖∇u‖Lγ0 (B10ρ(x0))ρ
−n
(
1
γ0
− 1
q
)
+C‖(M1(χB10ρ(x0)µ))
1
p−1‖Lq,s(Bρ(x0)).
The application of Lemma 3.14 enables us to obtain
‖∇u‖Lγ0 (B10ρ(x0)) ≤ Cρ
n
γ0
+ 1−θ
p−1‖MT0θ (|µ|)‖
1
p−1
L∞(Ω).
In consequence, we get
‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖Lq,s(Bρ(x0))
≤ Cρ
−n
(
1
γ0
− 1
q
)
ρ
n
γ0
+ 1−θ
p−1‖MT0θ (|µ|)‖
1
p−1
L∞(Ω) + C‖(M1(χB10ρ(x0)µ))
1
p−1 ‖Lq,s(Bρ(x0))
= Cρ
− n
γ0
+n
q
+ n
γ0
+ 1−θ
p−1 ‖MT0θ (|µ|)‖
1
p−1
L∞(Ω) + C‖(M1(χB10ρ(x0)µ))
1
p−1‖Lq,s(Bρ(x0))
that yields
ρ−
n
q
+ θ−1
p−1‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖Lq,s(Bρ(x0))
≤ C‖MT0θ (|µ|)‖
1
p−1
L∞(Ω) + Cρ
−n
q
+ θ−1
p−1‖(M1(χB10ρ(x0)µ))
1
p−1 ‖Lq,s(Bρ(x0)).
Finally, by taking the supremum for all ρ ∈ (0, T0) and x0 ∈ Ω, we conclude the
desired result:
sup
ρ∈(0,T0),x0∈Ω
ρ
−n
q
+ θ−1
p−1‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖Lq,s(Bρ(x0))
≤ C‖MT0θ (|µ|)‖
1
p−1
L∞(Ω) + sup
ρ∈(0,T0),x0∈Ω
Cρ
−n
q
+ θ−1
p−1‖(M1(χB10ρ(x0)µ))
1
p−1 ‖Lq,s(Bρ(x0)).
Proof of Theorem 2.8.
Let 0 < ρ < T0 and x0 be fixed in Ω. From what has already been proved in
Theorem 2.5 and the definition of Lorentz-Morrey norm (2.3) it gets
‖(M(χB10ρ(x0)|∇u|
γ0))1/γ0‖
L
q,s;
q(θ−1)
p−1 (Bρ(x0))
≤ C‖MT0θ (|µ|)‖
1
p−1
L∞(Ω) + sup
ρ∈(0,T0),x0∈Ω
Cρ
−n
q
+ θ−1
p−1‖(M1(χB10ρ(x0)µ))
1
p−1 ‖Lq,s(Bρ(x0)),
that yields
‖∇u‖
L
q,s;
q(θ−1)
p−1 (Ω)
≤ C‖MT0θ (|µ|)‖
1
p−1
L∞(Ω)
+ C sup
ρ∈(0,T0),x0∈Ω
ρ−
n
q
+ θ−1
p−1‖(M1(χB10ρ(x0)µ))
1
p−1‖Lq,s(Bρ(x0)).
(4.29)
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In order to get the gradient estimate of solution in Lorentz-Morrey spaces, it is
sufficient to show that each term on the right side of (4.29) is bounded by the
Lorentz-Morrey norm of measure data µ. In particular, it is sufficient to show
that
‖MT0θ (|µ|)‖L∞(Ω) ≤ C1‖|µ|
1
p−1‖p−1
L
q(θ−1)
θ
,
s(θ−1)
θ
;
q(θ−1)
p−1 (Ω)
(4.30)
and
sup
ρ∈(0,T0),x0∈Ω
ρ−
n(p−1)
q
+θ−1‖(M1(χB10ρ(x0)µ))‖L
q
p−1 ,
s
p−1 (Bρ(x0))
≤ C2‖|µ|
1
p−1‖p−1
L
q(θ−1)
θ
,
s(θ−1)
θ
;
q(θ−1)
p−1 (Ω)
.
(4.31)
hold. First, we can proceed to the proof of (4.30). For 0 < ρ < T0 and x0 ∈ Ω
we have
‖|µ|
1
p−1‖p−1
L
q(θ−1)
θ
,
s(θ−1)
θ
;
q(θ−1)
p−1 (Ω)
= ‖µ‖
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (Ω)
≥ ‖µ‖
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (B10ρ(x0))
≥ ‖µ‖
L
q(θ−1)
θ(p−1)
,∞;
q(θ−1)
p−1 (B10ρ(x0))
≥ Cρ
q(θ−1)
p−1 −n
q(θ−1)
θ(p−1) [Ln (B10ρ(x0))]
−1+ 1
q(θ−1)
θ(p−1) |µ| (B10ρ(x0))
= Cρ
θ−
nθ(p−1)
q(θ−1) ρ
−n+ n
q(θ−1)
θ(p−1) |µ| (B10ρ(x0))
= C
|µ| (B10ρ(x0))
ρn−θ
,
that leads to our desired result in (4.30) by taking the supremum both side for
all 0 < ρ < T0 and x0 ∈ Ω, where it follows the definition of M
T0
θ (|µ|) in (2.10).
On the other hand, one refers to [38, Theorem 1.1] to get that for any x ∈
10B0 = B10ρ(x0) one obtains:
M1 (χ10B0 |µ|) (x) ≤ C [M (χ10B0 |µ|) (x)]
1− 1
θ ‖µ‖
1
θ
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (10B0)
, (4.32)
and this can be used to give the estimate in (4.31). Indeed,
‖M1 (χ10B0 |µ|) ‖L
q
p−1 ,
s
p−1 (10B0)
≤ C‖[M (χ10B0 |µ|)]
θ−1
θ ‖
L
q
p−1 ,
s
p−1 (10B0)
‖µ‖
1
θ
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (10B0)
≤ C‖M (χ10B0 |µ|) ‖
θ−1
θ
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1) (10B0)
‖µ‖
1
θ
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (10B0)
.
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According to the boundedness property of maximal function M in Remark 2.7,
it finds:
‖M1 (χ10B0 |µ|) ‖L
q
p−1 ,
s
p−1 (10B0)
≤ C‖µ‖
θ−1
θ
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1) (10B0)
‖µ‖
1
θ
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (10B0)
,
and from the definition of Lorentz-Morrey norm (2.3), it follows that:
‖M1 (χ10B0 |µ|) ‖L
q
p−1 ,
s
p−1 (10B0)
≤ Cρ
n−
q(θ−1)
p−1
q(θ−1)
θ(p−1)
. θ−1
θ
‖µ‖
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (10B0)
≤ Cρ
n(p−1)
q
−θ+1‖µ‖
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (Ω)
.
(4.33)
Multiplying both sides of (4.33) by ρ
−n(p−1)
q
+θ−1, we turn to
ρ
−n(p−1)
q
+θ−1‖M1 (χ10B0 |µ|) ‖L
q
p−1 ,
s
p−1 (10B0)
≤ C‖µ‖
L
q(θ−1)
θ(p−1)
,
s(θ−1)
θ(p−1)
;
q(θ−1)
p−1 (Ω)
= C‖|µ|
1
p−1 ‖p−1
L
q(θ−1)
θ
,
s(θ−1)
θ
;
q(θ−1)
p−1 (Ω)
,
and the proof of (4.31) is complete.
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