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PRRRP system is driven by a motor on the rotating link and a spring is attached to the other slider. For such a system, once the property of differential flatness is established, point-to-point trajectory planning in the state space and controller design can be easily developed. This was demonstrated by simulation.
Although mass redistribution does not present a robust technique to obtain feedback linearization, simulations show that the system's behavior does not deviate drastically from the desired under minor perturbation of system parameters. Robust control techniques can be explored in the future to improve system performance.
I. INTRODUCTION
Interval analysis [18] is an efficient tool to solve nonlinear problems. In the domain of robotics and automatic control, it has been used to study rigorously the stability of difficult linear [17] or nonlinear systems [26] , to characterize capture domains [16] , [27] , to compute nonlinear controllers [10] , and to build reliable observers [1] , [7] , [21] . In this context, there also exist some point numerical techniques [23] which use some Lipschitz properties of the systems or ellipsoidal methods [22] when the system is linear. Now, interval methods can take advantage of constraint propagation tools to provide efficient resolution algorithms [5] and their ability to integrate nonlinear state equations in a guaranteed way [8] . When the system is both nonlinear and uncertain, in a setmembership context, stability analysis is a difficult problem, and to our knowledge, no reliable algorithm is available in this context. The goal of this paper is twofold. It first shows that interval analysis can also be used for reliable stability analysis of uncertain nonlinear systems. Then, the paper deals with an actual autonomous uncertain system which is a sailboat robot. The principle of the approach is to represent uncertain systems by differential inclusions [2] and then to perform a Lyapunov analysis in order to transform the stability problem into a set-inversion framework. An illustration related to the validation of a control law for a sailboat robot [4] , [25] will be provided. This paper is organized as follows. Section II presents the notion of V -stability, which is derived from Lyapunov theory for stability analysis of nonlinear systems. It also shows that the V -stability can be cast into a set inversion problem, which can be solved efficiently and in a guaranteed way by interval-based algorithms. Differential inclusions are a generalization of state equations when setmembership uncertainties occur. This notion is presented in Section III, and the V -stability is extended to deal with differential inclusions. It is also shown how interval-based methods can be used to prove their V -stability. In Section IV, the approach is illustrated on the problem of finding a controller for a sailboat which is V-stable and satisfies some feasibility constraints. A convincing experimental validation demonstrates the applicability and the robustness of the resulting controller. Section V concludes this paper. II. V -STABILITY Consider a system described by the following state equation:
This system may correspond to some controlled robots moving in an autonomous mode. Consider a differentiable function V : R n → R. The system (1) is said to be V-stable if there exists ε > 0 such that
This definition, which is clearly influenced by the book of Aubin and Frankowska [2] , has the main advantage that it can be studied using numerical methods. The notion of V -stability is weaker than the stability in the sense of Lyapunov [15] . Fig. 1 illustrates a V-stable system which has a limit cycle (represented by the circle). Define the V -invariant set (painted gray in the picture) by
Note that V is not necessarily bounded. The following theorem tells us that if the system is V-stable, then it will be captured by V.
Proof: Let us first prove (i). If x (0) ∈ V, the proposition is trivial.
The property (i) of (3) is thus satisfied. We shall prove (ii) by contradiction. Assume now V (x (t)) < 0 and V (x (t + τ )) ≥ 0 with τ > 0. Then, ∃t 1 ∈ [t, t + τ ] such that V (x (t 1 )) = 0 andV (x (t 1 )) ≥ 0, which is inconsistent with (2) .
Remark: Fig. 2 gives an example where we have (V (x) ≥ 0 ⇒ V (x) < 0) and where (i) is not satisfied. This situation cannot appear if the property (V (x) ≥ 0 ⇒V (x) ≤ ε < 0) is true, as required by the definition of V -stability.
The following theorem shows that proving the V -stability amounts to solving a set inversion problem.
Theorem 2: Consider a small real number ε > 0, and define the function We have the following two relations:
Proof: We shall first prove (a). Assume that for some given ε, we have g (4), we get that for all x, we have
As a consequence, the system (1) is V-stable. The proof for (b) will be by contradiction. Assume that (1) is V-stable. Then, from (2), we have the relation
III. DIFFERENTIAL INCLUSION
When the system becomes uncertain, the state equation can be represented by a differential inclusion. This makes it possible to develop numerical algorithms to rigorously study the stability [6] , [23] . This section presents the notion of differential inclusion and shows how the V-stability can be extended to uncertain systems.
A. Thick Functions
.g., [2] and [3] ). Given a subset of R p , we define the lower and upper inverses [3] as follows:
Interval algorithms make it possible to compute efficiently guaranteed approximations of the upper and lower inverses by F of a set Y ⊂ R p . Consider, for instance, the thick function
]. An accurate approximation of upper and lower inverses by F of the interval [10, 100] is represented in Fig. 3 . If X is the union of all black boxes and if X is the union of black boxes with the two white rings, then interval analysis guarantees the following enclosures:
Note that since the interval [4, 25] is neither inside nor outside [10, 100], the vector (3, 1) is inevitably inside the white zone. 
B. V-Stability of Differential Inclusion
Differential inclusions [2] , [20] are a generalization of the concept of state equation and are used to represent uncertain dynamic systems in a set-membership framework. A differential inclusion can be defined by the following inclusion:ẋ
where F is a thick function from R n to R n . The differential inclusion (7) is said to be V-stable if all its solutions satisfy (2) . It is said to be V-unstable if none of its solution satisfies (2) . Since F (x) is closed and V is differentiable, the thick function
where
is also an interval valued function. Here, the min operator should be understood in the Minkowski sense.
Theorem 3: If G(x) is the thick function defined by (8), we have the two following relations:
Proof: Let us first prove (a).
Consequence: Using a set inversion algorithm, we are able to prove that a differential inclusion is or is not V-stable by computing two subpavings (i.e., union of boxes) X, X such that
Taking (9) into account, we conclude that if X is not empty, (7) is V-unstable, and if X is empty, then (7) is V-stable. Parametric case: Assume now that the robot depends on a parametric vector p, i.e., it can be described by the following differential inclusion:
The components of p correspond either to some tuning parameters that can be chosen arbitrary or to some perturbation vectors that cannot be chosen. We define the V -stability parameter set P as the set of all p such that the system is V-stable. Define the thick function
Inner and outer subpavings [14] , [24] approximations of P − and P + can be computed using interval analysis [13] .
IV. APPLICATION TO SAILBOAT CONTROL

A. Controllers
The robot to be considered here is the sailboat Vaimos of IFREMER (see Fig. 4 ), which aims to collect measurements at the surface of the ocean [9] .
Heading controller: This robot has two inputs. One is the rudder angle δ r . We also control the maximal angle of the sail δ , which means that the mainsheet is tight. Assume that the desired course angleθ of the boat is feasible; then, a simple control law for the rudder and the sail can efficiently make the robot move toward the right courseθ. An efficient one is the heading controller [12] given by
where θ is the heading of the robot (measured by a compass), and ψ is the angle of the wind measured by a weather vane. In (11), δ m ax r is the maximal angle of the rudder, and sin(θ −θ) corresponds to the heading error (we did not take e = θ −θ as an error: When θ −θ = 2kπ, we want a zero error). When cos(θ −θ) < 0, the robot is going to the opposite direction, and the rudder is tuned at the maximum (δ r = ±δ ); when we are close to the wind cos(ψ −θ) −1, the sail should be closed (δ m ax s 0). Once the low-level control loop has been implemented, a supervisor should send to the heading controller feasible courses in order to perform the line following (see Fig. 5 ). 
Feasibility of a course: A courseθ is feasible if
where ζ is the close hauled angle (typically 45 • ). If this condition is not satisfied, the courseθ corresponds to a direction, which is too close to the wind, and the boat cannot keep the courseθ (see Fig. 6 ).
Vector field controller: Following the vector field approach proposed in [19] for sailboat robots, a vector field controller has the formθ = h (x, ψ), where x ∈ R 2 represents the position of the center of the robot (measured using the GPS). The algorithm below proposes the functionθ, which is obtained using a pragmatic approach, that has been implemented in Vaimos. The points a and b correspond to the line to be followed.
At
Step 1, we compute the algebraic distance e from the robot to its line (ab). The sign of e determines if the robot is on the left or on the right to the line, as represented by- Fig. 7. At Step 2, the angle of the line ϕ is computed. Two modes should be taken into account: the direct mode and the close hauled mode. 1) Direct mode: This mode is chosen when the wind is well oriented so that tack manoeuvres are not needed. The corresponding nominal course θ * (see Fig. 7 ) is computed at Step 3, where γ ∞ > 0 corresponds to the incidence angle (when the robot is far from its line, γ ∞ corresponds to the angle between the desired heading and the line), and r corresponds to the cutoff distance. This expression for θ * makes the line attractive: a) When e = ±∞, we have θ * = ϕ ± γ ∞ , i.e., the robot has a heading which corresponds to the angle γ ∞ ; b) if e = ±r, we have θ
; and c) for e = 0, we have θ * = ϕ, which corresponds to the direction of the line. 2) Close hauled mode: Two tacks can be chosen: the starboard tack or the port tack. We chose the right tack at Step 6. Now, the mode (direct or close hauled) remains to be chosen. If θ * is not a feasible course [see (12) ], then the close hauled mode is chosen. This is also the case if the direction ϕ of the line does not correspond to a feasible course, except if we are far from the line, i.e., |e| < r (see Step 5) .
B. Characterization of the Feasible Parameter Set
We choose a frame based on the line to be followed. The origin of the frame is a, and on this frame, ϕ = 0. The functionθ becomes
We assume that the heading controller generates an actual heading of θ ∈ [θ − e θ ,θ + e θ ]. Moreover, we also suppose that the speed v is always strictly positive. As a consequence, since the wind angle ψ is inside the interval [ψ] = [−π, π], studying the stability of the robot amounts to studying the stability of the differential inclusioṅ
This is due to the fact that the stability properties of nonlinear systems are invariant to any time transformation of the form dτ = v (t) · dt, where v (t) > 0. The properties of interest are the following. 1) Property 1: If the robot has a distance to the that is line less than r m ax = 50 m, then it will be the case forever. 2) Property 2: If the robot has a distance greater than r m ax = 50 m, then this distance will decrease until it reaches a distance less than r m ax . 3) Property 3: Fig. 8 . Characterization of the V -stable parameter set P for Case 1. The black area is proved to be inside P, and the gray area is proved to be outside P. The cross + represents a parameter vector for which the system is not V -stable. The robot always moves toward the right direction, i.e.,ẋ 1 > 0. The V-stable parameter P set corresponds to the set of all p such that Properties 1 and 2 are satisfied.
C. Test Cases
The parameter vector is taken as p = (γ ∞ , ψ) , where ψ ∈ [−π, π] is the angle of the wind with respect to the line, and γ ∞ ∈ [0, π] is the incidence angle. Let us illustrate the principle of our approach on two test cases related to the line following of a sailboat robot. For both cases, we take V (x) = x , r = 25 m, the V-stable parameter set P is represented in Fig. 8 . This characterization for P is obtained in less than 1 min on a classical laptop. As illustrated by the white circle for γ ∞ = x 2 ) , and for each x, we have drawn arrows corresponding to allẋ consistent with the relation (13) . The instability for some points of the white circle (such as the cross) can be interpreted by the existence of trajectories that are consistent with the differential inclusion and that do not satisfy Property 2. Such an unstable trajectory x (t) is drawn in Fig. 9 . . Fig. 10 gives a characterization of the resulting P in less than 2 min. As illustrated by the white circle for γ ∞ = π 8
, for all feasible perturbations and for all wind directions, the robot is always V-stable, and all other constraints (feasibility ofθ andẋ 1 > 0) are satisfied. This feasibility of the differential inclusion is illustrated by Fig. 11 . , and we checked that the resulting controller guarantees the V -stability, provided that Vaimos with its heading controller satisfies (13) . The wind comes from the south. Except when the robot was inside the circle (due to a submarine coming back to Brest, we had the duty to move the robot toward the south) and inside the triangle (to avoid a collision with a boat), the robot was always at a distance less than 30 m to its line (where we proved that this distance should be smaller than r m ax = 50 m). The Properties 1-3 are thus always satisfied, as expected. Since ζ is taken as π 3
D. Experiment
, it was not possible to satisfy Property 3, which has been violated several times during the mission. Inside the square, the robot had to move upwind. It was in a close hauled mode and alternated starboard tacks with port tacks. More details related to this mission and to the method (photos, C++ source code, videos) are available in [11] . 
V. CONCLUSION
This paper has proposed a new interval analysis approach to validate that a nonlinear uncertain robot will always satisfy some required properties, provided that normal working conditions are fulfilled. Of course, in case of breakdown, atypical events, collisions, etc., the state equations or the error bounds are not valid, and nothing can be guaranteed anymore. This validation step is necessary if we want to build a swarm of robots or to make the robot move with humans where rules have to be followed and where responsibilities have to be pointed out in case of an accident. The principle of the approach that has been proposed for the validation is to represent the robot with all perturbations by a differential inclusion. A Lyapunov methodology is then used to cast the stability requirements into a set inversion framework. All other feasibility constraints are then aggregated, and the resulting problem becomes a set inversion problem involving multivalued functions (or thick functions). Now, this set inversion can efficiently be solved using interval analysis. The methodology has been illustrated on the control problem of an actual sailboat robot for which a large-scale mission of more than 100 km has been performed. During its mission, the robot has never been at a distance more than 30 m to its line. To our knowledge, such an accurate track for a sailboat robot in the ocean has never been done before.
