Abstract-In this note, we study the relationship between the sample and moment Lyapunov exponents for jump linear systems. Using a large deviation theorem, a modified version of Arnold's formula for connecting sample path and moment Lyapunov exponents for continuous-time linear stochastic systems is extended to discrete-time jump linear systems. Sample path stability properties of linear stochastic systems are determined by the top Lyapunov exponent and relating sample and moment Lyapunov exponents may be useful for developing computationally efficient methods for determining the almost-sure (sample path) stability of linear stochastic systems.
that a major advantage of the feedback linearization technique is that the feedback (10) provides the open-loop control that exactly steers the system on a given path. This is normally of great help in motion planning problems.
I. INTRODUCTION
Determining the stability of a linear stochastic system is an important problem. In general, the most useful stability criteria involve sample-path or almost-sure stability of the system. Necessary and sufficient conditions for sample-path stability often require a difficult computation of the top Lyapunov exponent. Although moment stability calculations, e.g., stability of the mean or the second moment, only require the stability analysis of a deterministic system, the results might not be useful in practice. In particular, for a linear stochastic system, it is well known that second-moment stabilty implies sample-path stability, but often times second moment stability criteria are too conservative to be useful in applications [11] . In this note, we investigate extending Arnold's formula relating sample and moment Lyapunov exponents for continuous-time linear stochastic systems with diffusion-type processes to discrete-time linear systems with random jump processes. The eventual goal is to use the relationship between sample and moment Lyapunov exponents to develop computationally efficient procedures for evaluating the sample-path stability of discrete-time jump linear systems.
Consider the discrete-time system
where fA k g k0 is a sequence of Gl(d; R)-valued random variables. analysis is restricted to random matrices in Gl(d; R) because of the importance of regularity of (1.1) [3] . The asymptotic behavior of sample trajectories of system (1.1) have been studied extensively by many researchers, most notably in the context of random matrix products (see [3] ). Furstenberg and Kifer [6] considered the Lyapunov exponents and the corresponding subspace filtration of the state space, and obtained an integrability condition. Arnold [1] and Arnold et al. [2] have been studying moment Lyapunov exponents for linear stochastic systems and discovered a formula that Markov process, then an Arnold-type formula also holds for (1.1). This note is in the spirit of our earlier work [9] , where the relationship between the domain of almost sure stability and that of -moment stability was studied. In this note, if fA k g is a random process governed by a finite state Markov chain and if a certain regularity condition is satisified, then we show that an Arnold-type formula connecting sample path and moment Lyapunov exponents holds. The proof of the main result of this note uses the large deviation theorem given in [8] and [9] .
II. RELATIONSHIP CONNECTING SAMPLE AND MOMENT LYAPUNOV EXPONENTS
In this section, a modified version of Arnold's formula is derived to illustrate the relationship between the sample and moment Lyapunov exponents for the linear stochastic system (1.1). This reveals an important connection between sample stability and moment stability for this class of linear stochastic systems. Although the results presented in this note are restricted to a special class of linear stochastic systems, the results may hold in a more general setting. This will be discussed briefly later on in this note.
where f k g is a finite-state Markov chain form process with probability transition matrix P = (p ij ) N2N . In what follows, it is assumed that f k g is irreducible with ergodic probability measure and that the individual mode matrices A(1); A(2); . . . ; A(N ) are invertible R d2d matrices. Definition: The top (or largest) Lyapunov exponent and the top -moment Lyapunov exponent of system (2.1) are defined, respectively, as
where k 1 k is any suitable matrix norm. The exponents and g() are also given by Proof: From [9] Using the large deviation theorem given in [9] , there exists r 1 satisfying 0 r1 < 1 and an M1 > 0 such that Letting p ! 1, g()= + " + " 1 . From [9] , lim #0 g()= = g 0 (0+) and g 0 (0+) , and it follows that g 0 (0+) = for 0. If system (2.1) is regular in the sense of [3] , then the RC is also satisfied.
Theorem 2.2:
Suppose that A(1); . . . ; A(N) are invertible, and that RC holds, then g() is differentiable at = 0 and g 0 (0) = .
Proof: From Theorem 2.1, g() is differentiable from the right at = 0 and g 0 (0+) = . Therefore, it is sufficient to prove that g() is differentiable from the left and g 0 (00) = . From [9] and RC Using the large deviation theorem from [9] , there exists an M 2 > 0 and < 1 such that 
Because " 1 and " 2 are arbitrary and g()= is a nondecreasing function [9] , g 0 (00) for < 0. From [9] , g()= for < 0, then g 0 (00) = for < 0.
If 0, choose > and consider the sequence fB( n )g where
Here, B(1); B(2); . . . ; B(N) are invertible and (2.1) with the system matrix B( k ) satisfies RC. From our previous result, G 0 (00) = 0, therefore g 0 (00) = . This completes the proof.
The regularity condition can be difficult to check. The next result provides the same conclusion as Theorem 2.2 without requiring RC, and the proof follows directly from the the large deviation theorem given in [4] .
Proposition 2.3:
Suppose that fA k g is an iid matrix sequence in Gl(d; R) and that there exists an M > 0 such that kA k k M . If E log + kA 1 k < +1 (an integrability condition) holds, then the -mo- The following result can be proved using techniques similar to those already presented and a sojourn description [11] of the random process t.
Theorem 2.5: Given f t g a finite-state irreducible ergodic Markov chain, then g() is differentiable from the right at = 0 and g 0 (0+) = . Moreover, if (2.9) is regular [3] , then g() is differentiable at = 0 and g 0 (0) = .
Remark: Using the sojourn description of the random process t, the continuous-time jump linear system (2.9) is converted to a discrete-time jump linear system. It is not necessary to require that A(1); . . . ; A(N) in the continuous-time jump linear system are invertible because the exponential of these matrices is what appears in the discrete-time system.
Although our results have been restricted to the top sample and -moment Lyapunov exponents, using the random spectrum theory developed in [5] and [7] , similar relationships can be obtained between the sample and -moment Lyapunov exponents. The subspaces L i that define a filtration of the state space in the random spectrum theory are invariant subspaces of the state space of (2.1). These and related results, along with detailed proofs of Proposition 2.3 and Theorem 2.4, will be presented elsewhere.
III. CONCLUSION
This note has shown that Arnold's formula, which connects sample path stability and moment stability, as determined by the sign of the top sample and moment Lyapunov exponents of linear stochastic systems, can be extended to random matrix products (e.g., stochastic jump linear systems). It is also shown that the formula holds for a more general class of stochastic systems under a regularity type condition presented in this note.
