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Abstract
We investigate the classical and quantum properties of a system of SU(N)
non-Abelian Chern-Simons (NACS) particles. After a brief introduction to the
subject of NACS particles, we first discuss about the symplectic structure of
various SU(N) coadjoint orbits which are the reduced phase space of SU(N)
internal degrees of freedom or isospins. A complete Dirac’s constraint analysis
is carried out on each orbit and the Dirac bracket relations among the isospin
variables are calculated. Then, the spatial degrees of freedom and interaction
with external gauge field are introduced by considering the total reduced phase
space which is given by an associated bundle whose fiber is one of the coadjoint
orbits. Finally, the theory is quantized by using the coherent state method
and various quantum mechanical properties are discussed in this approach.
In particular, a coherent state representation of the Knizhnik-Zamolodchikov
equation is given and possible solutions in this representation are discussed.
1
I. INTRODUCTION
It is well known that the angular momentum is not quantized in two spatial dimensions
because the rotation group SO(2) is Abelian and this leads to one of the peculiar quantum
mechanical properties of physical systems in two spatial dimensions: the existence of anyon
and fractional spin and braid statistics [1,2]. They found many applications to various areas
of physics [3] and in particular the anyon could be realized in the fractional quantum Hall
effect and perhaps in high temperature superconductivity [1,4].
The notion of anyon can be generalized to non-Abelian anyon, that is anyon with internal
degrees of freedom [5–10]. Especially in Ref. [6], the quantum mechanical model [11] of non-
relativistic SU(2) non-Abelian Chern-Simons (NACS) particles which carry non-Abelian
charges and interact with each other through the non-Abelian Chern-Simons terms [12,13]
was derived from a classical action principle and a detailed analysis of the model showed
that they lead to the non-Abelian generalization [14] of fractional spin and braid statistics.
Later, a model of SU(N) NACS particles was constructed by considering the internal degrees
of freedom defined on complex projective space CP (N − 1) [7]. This was generalized to
an arbitrary group with invariant nonsingular metric [8] and an equivalent field-theoretic
description of NACS particles was given [8,9]. Also, in Ref. [10], a Hamiltonian formalism of
SU(N) NACS particles on complex projective space was pursed by studying the symplectic
structure of the reduced phase space of NACS particles which is given by an associated
bundle [15]. The purpose of this paper is to extend the Hamiltonian analysis of the previous
work [10] to other possible symplectic manifolds with SU(N) symmetry and perform a
rigorous coherent state quantization [16] of resulting classical NACS particles.
We start by giving a brief review of salient features of SU(2) NACS particles theory to
make this article self-complete. Let us first consider the anyon case. Anyons can be realized
as particles carrying both charge and magnetic flux and a possible quantum mechanical
model for them can be constructed [3] by considering a system of non-relativistic charged
point particles coupled with the Abelian Chern-Simons gauge field [17]:
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L′ =
∑
α
1
2
mαq˙
2
α +
∫
d2xAµ(x, t)j
µ(x, t) +
θ
2
∫
d2xǫµνρAµ∂νAρ (1.1)
where
jµ(x, t) ≡ (ρ(x, t), j(x, t)) =∑
α
eαx˙
µδ2(x− qα). (1.2)
eα (α = 1, · · · , Np) is the charge of each particle. The Hamiltonian is given by
H ′ =
∑
α
1
2mα
(
piα − eαAi(qα)
)2 − ∫ d2xA0(x, t)G(x, t) (1.3)
where G(x, t) is the Gauss law constraints
− θB(x, t) + ρ(x, t) = 0 (1.4)
with the magnetic field B(x, t). The Gauss constraints can be solved in the Coulomb gauge
∇ ·A = 0 and we find
Ai(x, t) =
1
2πθ
∑
α
eαǫij(x− qα)j
|x− qα|2 . (1.5)
This potential endows each particle with magnetic flux Φα = eα/θ and provides statistical
interactions between anyons. Alternatively, we can eliminate the interaction by a singular
gauge transformation
ψ′(q1, · · · ,qNp) =
∏
α<β
exp
[
i
eα
πθ
Θαβ
]
ψ(q1, · · · ,qNp) (1.6)
where Θαβ is the relative polar angle between particles α and β. In this case, the Hamiltonian
becomes free but the wave function ψ′ is multi-valued and this is the description of anyon
in the so-called anyon gauge [3].
In the non-Abelian case, we expect
H0 =
∑
α
1
2mα
(
piα − Aai(qα)Qaα
)2
(1.7)
where Aaµ is the non-Abelian gauge field and Q
a is the generator of a non-Abelian gauge
group G with structure constants fabc’s: [Q
a
α, Q
b
β] = if
ab
cQ
c
αδαβ. The Gauss constraints
would be
3
− κBa(x, t) +∑
α
Qaαδ(x− qα) = 0 (1.8)
for some constant κ. It turns out the above Hamiltonian and Gauss constraints can be
derived from a classical action principle [6,7]. It can be constructed in terms of their spatial
coordinates qα’s and the isospin functions Q
a
α’s which transform under the adjoint repre-
sentation of the internal symmetry group. Defining the isospin functions directly on the
reduced phase space which is S2 for the internal symmetry SU(2),
Q1α = Jα sin θα cosφα, Q
2
α = Jα sin θα sinφα, Q
3
α = Jα cos θα (1.9)
where θα, φα are the coordinates of the internal S
2 and Jα is a constant, one may write the
Lagrangian as [6]
L =
∑
α
(
1
2
mαq˙
2
α + Jα cos θαφ˙α
)
− κ
∫
d2x ǫµνλtr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
+
∫
d2x
∑
α
(
Aai (t,x)q˙
i
α − Aa0(t,x)
)
Qaαδ(x− qα). (1.10)
Here κ = k/4π, k = integer, Aµ = A
a
µT
a, [T a, T b] = −ǫabcT c and tr(T aT b) = −1/2δab. The
equations of motion from the Lagrangian Eq. (1.10) contain Wong’s equations [18].
The above Gauss constraints can be solved explicitly in two gauge conditions. The first
one is the axial gauge [19,8] in which, for example, we set Aa1 = 0. The remaining A
a
2 field
becomes highly singular with strings attached to each source. The less singular solutions can
be obtained by performing an analytic continuation of the gauge fields. Introducing complex
spatial coordinates, z = x+ iy, z¯ = x− iy, zα = q1α + iq2α, z¯α = q1α − iq2α, Aaz = 12(Aa1 − iAa2),
Aaz¯ =
1
2
(Aa1 + iA
a
2), analytic continuation means that A
a
z and A
a
z¯ are treated as independent
variables which is consistent with the coherent state quantization scheme [20]. We choose
Aaz¯ = 0 as a gauge fixing condition which was called holomorphic gauge in Ref. [6]. The
solution of the Gauss constraints
Φa(z) = −κ∂z¯Aaz +
∑
α
Qaαδ(z − zα) = 0 (1.11)
in holomorphic gauge turns out to be [6]
4
Aaz(z, z¯) =
i
2πκ
∑
α
Qaα
1
z − zα + P (z) (1.12)
where P (z) is an arbitrary holomorphic polynomial in z. The further choice of P (z) = 0,
which is usually known as Knizhnik-Zamolodchikov (KZ) connection, results in a quan-
tum mechanical model [11,6] which provides a unified framework for fractional spin, braid
statistics and KZ equation [21].
Substituting the above solution into the Np particle Hamiltonian Eq. (1.7), we obtain
H =
∑
α
2
mα
pzα

pz¯α − i2πκ
∑
β
QaαQ
a
β
zα − zβ

 . (1.13)
Quantum mechanically, the dynamics of the NACS particles are governed by the operator
version Hˆ of the Hamiltonian Eq. (1.13) [11,6–9]
Hˆ = −∑
α
1
mα
(∇z¯α∇zα +∇zα∇z¯α)
∇zα =
∂
∂zα
+
1
2πκ

∑
β 6=α
QˆaαQˆ
a
β
1
zα − zβ + Qˆ
2
αaz(zα)

 (1.14)
∇z¯α =
∂
∂z¯α
where az(zα) = limz→zα 1/(z− zα) and the isospin operators Qˆa’s satisfy the SU(2) algebra,
[Qˆaα, Qˆ
b
β] = iǫ
abcQˆcαδαβ upon quantizing the classical Poisson bracket of isospin functions
(1.9). The second term and the third term in ∇zα are responsible for the non-Abelian
statistics and the exotic spins of the NACS particles respectively. This can be seen if the
wave function Ψh for the NACS particles in the holomorphic gauge is expressed as follows:
Ψh(z1, . . . , zNp) = U
−1(z1, . . . , zNp)U
−1
s Ψa(z1, . . . , zNp)
U−1s = exp
(
− 1
2πκ
∑
α
lim
z→zα
∫ z Qˆ2α
z − zαdz
)
(1.15)
where U−1(z1, . . . , zNp) satisfies the KZ equation [21]
 ∂
∂zα
+
1
2πκ
∑
β 6=α
QˆaαQˆ
a
β
1
zα − zβ

U−1(z1, . . . , zNp) = 0. (1.16)
The KZ equation has a formal solution which is expressed as a path ordered line integral
in the Np-dimensional complex space
5
U−1(z1, . . . , zNp) = P exp

− 1
2πκ
∫
Γ
∑
α
dz′α
∑
β 6=α
QˆaαQˆ
a
β
1
z′α − z′β

 (1.17)
where Γ is a path in the Np-dimensional complex space with one end point fixed and
the other being zf = (z1, . . . , zNp). Explicit evaluation [6] of the above formal expres-
sion gives the monodromy matrices or the braid matrices. We see that Ψa obeys the
the non-Abelian braid statistics due to U(z1, . . . , zNp) while the wave function Ψh obeys
the ordinary statistics and the Hamiltonian for NACS particles becomes free in terms of
Ψa(z1, . . . , zNp). We also observe these particles carry fractional spin 2jα(jα+1)/k, because
exp
(
− 1
2piκ
limz→zα
∫ z Qˆ2α
z−zα
dz
)
acquires a non-trivial phase − Qˆ2α
κ
i = −2πi
(
2jα(jα+1)
k
)
under
2π rotation. In analogy with the Abelian Chern-Simons particle theory we may call Ψa the
NACS particle wave function in the anyon gauge. Therefore we have two equivalent descrip-
tions for the NACS particles as in the case of the Abelian Chern-Simons particles: in the
holomorphic gauge and in the anyon gauge. U(z1, . . . , zNp) is the singular and non-unitary
transformation function between the two gauges. It also defines an inner product in the
holomorphic gauge
< Ψ1|Ψ2 >=
∫ ∏
α
dzαdz¯αΨ¯1(z)U
†(z)U(z)Ψ2(z). (1.18)
The Hamiltonian (1.14) in the holomorphic gauge is hermitian with respect to this inner
product. The detailed analysis of the above quantum mechanical model was performed in
Ref. [6].
In this paper, we generalize the above model to a system of SU(N) NACS particles
and quantize it using the coherent state quantization method [16]. To describe the SU(N)
internal degrees of freedom, we first have to identify the phase space for them. The natural
candidates are the coadjoint orbits of SU(N) group because they are symplectic manifolds
[22] with SU(N) symmetry and thus can be considered as the reduced phase space of gener-
alized Hamiltonian dynamics [23]. In fact, it can be shown that they are the reduced phase
spaces of the cotangent bundle T ∗SU(N) by the method of symplectic reduction [23]. Hav-
ing identified the coadjoint orbits as the reduced phase spaces by symplectic reductions, one
6
could proceed to formulate the whole theory by coupling with the spatial and external gauge
degrees of freedom in the Lagrangian method with the first order formalism. In this ap-
proach, one writes down SU(N) generalizations of the SU(2) isospin functions (1.9) and the
Lagrangian (1.10) on the SU(N) coadjoint orbits. However, since not much is known about
the coordinatization of them, we will not have explicit expressions of symplectic structure
and isospin functions with a few exception, for example, like the case of CP (N−1) [7]. This
could pose a practical difficulty for this approach. One could still pursue the Lagrangian
formulation by using the unreduced SU(N) coordinates but with many constraints corre-
sponding to each orbit put in the Lagrangian by Lagrange multipliers. This would make the
theory look rather cumbersome. Instead we perform the Hamiltonian analysis in this paper.
The outline of the paper is as follows. We first consider various coadjoint orbits of SU(N)
group and study the symplectic structure of them. Total phase space will be obtained by
coupling the internal degrees of freedom with the spatial degrees of freedom in the external
gauge field. We will not include the phase space of the gauge field itself to make the
presentation simple. Then, we quantize the system by the coherent state quantization
method [16] and discuss about the various quantum mechanical properties in this approach.
In Section 2, we start from symplectic reduction of the cotangent bundle of SU(N) group to
identify the coadjoint orbits as the reduced phase spaces of internal degrees of freedom and
investigate the symplectic structure of the most general coadjoint orbit of SU(N) group.
The Dirac’s constraint analysis is carried out on each orbit. In Section 3, the symplectic
structure on the total phase space which is an associated bundle is explicitly given. This
section is drawn mostly from Ref. [10] and included in this paper for completeness. In Section
4, coherent state quantization method is applied to the NACS particles system defined on
the reduced phase space of the associated bundle of Section 3 and quantum mechanical
properties are discussed. In particular, we represent the KZ equation as a coherent state
differential equation and discuss about the possible solutions of KZ equation in this method.
Section 5 contains conclusion and discussion.
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II. SYMPLECTIC REDUCTION AND SU(N) ISOSPIN
We start from the configuration space for the internal degrees of freedom which can be
taken as the group manifold G. To do analysis in a canonical approach, consider T ∗G ∼=
G×G∗, where G∗ is the dual of the Lie algebra G of the group G [23]. A natural symplectic
left group action on T ∗G can be defined as
G× (G× G∗) −→ G× G∗
(g, (h, a)) 7→ (gh, a). (2.1)
Let us define the moment map ρ : T ∗G→ G∗ via
< X, ρ(m) >= m
(
d
dt
∣∣∣
t=0
exp tX ◦ g
)
(2.2)
where X ∈ G and m ∈ T ∗gG is the linear map of G → R. The reduced phase space for
isospin degrees of freedom can be obtained as the quotient space ρ−1(x)/Gx which is well
defined for regular value of x. Here Gx is the stabilizer group of the point x ∈ G∗. The above
procedure is called a symplectic reduction. It can be shown that the reduced phase space is
naturally identifiable with the coadjoint orbit Ox ≡ G · x ⊂ G∗ [23]:
ρ−1(x)/Gx ∼= G/Gx ∼= G · x. (2.3)
The same reduction can be achieved using the Dirac’s constraint analysis. According to
Dirac [24], in general, there arise first class and second class constraints in the reduction
of the phase space. In our case, momentum maps associated with Gx are the first class
constraints and the rest are second class. To see this, let us separate the momentum map
ρa(m) ≡< T a, ρ(m) > with T a being the generator of the Lie algebra G, [T a, T b] = −fabcT c
with Tr(T aT b) = −1/2δab into two groups: T α’s and T i’s where T α’s belong to the Lie
algebra of stabilizer subgroup Gx and T
i’s are the rest. The indices α, β, · · · , i, j, · · · will be
used repeatedly unless confusion arises. Then we have the following:
[T α, T β] = −fαβγT γ, [T α, T i] = −fαijT j , [T i, T j] = −f ijkT k − f ijαT α. (2.4)
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We also have the Lie algebra homomorphism on T ∗G [23]:
{ρa, ρb} = −f cab ρc. (2.5)
Let us define xa = (xα, xi). Then the constrained space ρ
−1(x) is a subspace of T ∗G given
by the level set ρα = xα, ρi = xi. We can rewrite these equations in terms of the constraints
Γa ≡ ρa − xa ≈ 0. Since the group Gx is the stabilizer group of the point x ∈ G∗, we have
Ad∗(T α)(xa) = 0 and it gives f
γ
αβ xγ = f
j
αi xj = 0. So we have the following constraints
algebra:
{Γα,Γβ} ≈ −f γαβ Γγ, {Γα,Γi} ≈ −f jαi Γj,
{Γi,Γj} ≈ −f kij Γk − f αij Γα − cij (2.6)
where we have cij = f
α
ij xα + f
k
ij xk 6= 0. We see that Γα ≈ 0 are the first class constraints
while Γi ≈ 0 are second class constraints. Reduction to ρ−1(x)/Gx ∼= G/Gx is achieved with
a suitable gauge choice corresponding to the first class constraints Γα’s.
Let us consider possible SU(N) coadjoint orbits of type O{n1,n2,···,nl} ≡ SU(N)/SU(n1)×
· · · × SU(nl) × U(1)l−1. Here we have ∑li=1 ni = N and the rank of the subgroup H ≡
SU(n1)× · · · × SU(nl)× U(1)l−1 is equal to N − 1. It is well known that there is a natural
symplectic structure on the coadjoint orbits of a Lie group [22]. They also have the complex
structure inherited from the complex representation ofO{n1,n2,···,nl} = SL(N,C)/P{n1,n2,···,nl},
where SL(N,C) is the complexification of SU(N) and P{n1,n2,···,nl} is a parabolic subgroup
of SL(N,C) which is the subgroup of block upper triangular matrices in the (n1+n2+ · · ·+
nl) × (n1 + n2 + · · · + nl) block decomposition. Borel subgroup B corresponds P{1,1,···,1}.
Together with the symplectic structure, they become Ka¨hler manifolds. Let us assume that
the symplectic two form is given in the local complex coordinate (ξ¯, ξ) by the Ka¨hler form
Ω =
∑
i,j
Ωijdξ
i ∧ dξ¯j (2.7)
where Ωij can be expressed in terms of Ka¨hler potential W by
Ωij = i∂i∂¯jW. (2.8)
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Then the Poisson bracket can be defined via
{f, g} =∑
i,k
Ωki
(
∂f
∂ξk
∂g
∂ξ¯i
− ∂g
∂ξk
∂f
∂ξ¯i
)
(2.9)
where the inverse Ωki satisfies ΩikΩ
kj = δji .
Isospin degrees of freedom on the coadjoint orbit O{n1,n2,···,nl} can be defined as [25]
Q = Ad∗(x)g = gxg−1 g ∈ SU(N) (2.10)
where x = idiag(x1, x2, · · · , xN). Here ∑Ni=1 xi = 0 and we choose without loss of generality
x1 = x2 = · · ·xn1 > xn1+1 = xn1+2 = · · ·xn2 > · · · = xnl−1 = xnl . The restriction is
ni ≤ N − 1. When n1 = N − 1, n2 = 1 or n1 = 1, n2 = N − 1, the orbit corresponds to the
minimal orbit which is a complex projective space CP (N). When n1 = n2 = · · ·nl = 1, it
corresponds to the maximal orbit which is a flag manifold. It is convenient to express the
element g of SU(N) by N column vectors (Z1, Z2, · · · , ZN), Zp ∈ CN (p, q = 1, · · · , N)
such that
Z¯pZq = δpq, det(Z1, Z2, · · · , ZN) = 1. (2.11)
Let us consider the canonical one form θ
θ = Tr(xg−1dg) = i
N∑
p=1
xpZ¯pdZp. (2.12)
Using the second equation of (2.11), we find
θ = i
N−1∑
p=1
JpZ¯pdZp, Jp = x1 + · · ·+ 2xp + · · ·+ xN−1 ≥ 0 (2.13)
and the symplectic two-form Ω′:
Ω′ = dθ = −i
N−1∑
p=1
JpdZp ∧ dZ¯p. (2.14)
Note the inequality Jn1 > Jn2 > · · · > Jnl and there still exist constraints Z¯pZq − δpq ≈
0 (p, q = 1, · · · , N − 1). Also Q can be expressed as
Q = i
N−1∑
p=1
(JpZpZ¯p − (Jp/N)I). (2.15)
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We define the isospin functions Qa’s by
Qa = Tr(QT a). (2.16)
In the case of SU(2) example, we have
Q1 = −J
2
(ξ0ξ1∗ + ξ1ξ0∗), Q2 = −iJ
2
(ξ0ξ1∗ − ξ1ξ0∗), Q3 = −J
2
(ξ0ξ0∗ − ξ1ξ1∗) (2.17)
with the constraint |ξ0|2 + |ξ1|2 = 1. This is the Hopf map of S3 → S2.
To find the Poisson bracket relations among the isospin functions Qa’s, we define the
canonical Poisson bracket relations by [26,27]
{Z¯ ip, Zjq} = (i/Jp)δpqδij (p, q = 1, · · ·N − 1; i, j = 1, · · · , N) (2.18)
with the constraints Z¯pZq − δpq ≈ 0. We suppose that none of the Jp’s are equal to zero
for the time being. The case in which some of the Jp’s are equal to zero will be considered
shortly after. Let us divide the constraints into
Ψp = Z¯pZp − 1 ≈ 0, Φpq = Z¯pZq ≈ 0 (p 6= q). (2.19)
Using Eq. (2.18), we can check that the following constraint algebra holds:
{Ψp,Ψq} ≈ 0
{Ψp,Φqr} = (i/Jp)(δprΦqp − δpqΦpr)
{Φpq,Φrs} = (i/Jp)δpsZ¯rZq − (i/Jq)δqrZ¯pZs. (2.20)
We see that each of Ψp ≈ 0 is a first class constraint. Also from the third equation of (2.20),
we deduce that each of Φni ≡ Φpq(
∑i−1
j=1 nj ≤ p, q ≤
∑i
j=1 nj; i = 1, 2, · · · , l;n0 = 0) is a first
class constraint and the rest Φpq’s are second class ones. So there are (N−1)+∑li=1 ni(ni−1)
first class constraints and (N − 1)(N − 2)−∑li=1 ni(ni − 1) second class constraints. Note
that the dimension of the reduced phase space is 2N(N −1)−2[(N −1)+∑li=1 ni(ni−1)]−
[(N − 1)(N − 2) −∑li=1 ni(ni − 1)] = N2 −∑li=1 n2i which coincides with the dimension of
the coadjoint orbit O{n1,n2,···,nl} = SU(N)/SU(n1)× · · · × SU(nl)× U(1)l−1. The first class
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constraints generate the subgroup SU(n1) × · · · × SU(nl) × U(1)l−1. A Dirac’s constraint
analysis on the maximal coadjoint orbit of dimensions N2−N with only first class constraints
was performed before [27]. We can eliminate the second class constraints all together by
using the Dirac bracket [24]:
{f, g}∗ = {f, g} −
′∑
pqrs
{f,Φpq}D−1pq,rs{Φrs, g} (2.21)
with
D−1pq,rs ≡ i
JpJq
Jq − Jp δpq,rs (p 6= q). (2.22)
Here ′ denotes that the first class constraints Φni’s do not appear in the sum and δpq,rs =
δpsδqr. Using the expression for isospin functions (2.16), we find
{Qa, Qb}∗ = −fabcQc. (2.23)
We note that the above equation implies that the relation {Qa, Qb} = −fabcQc results if one
calculates directly on the reduced phase space using the Eq. (2.9).
When some of the Jp’s are zero, we assume that all the Zp’s for which Jp = 0 can be
eliminated by the Eq. (2.19) in terms of Zq’s for which Jq 6= 0 and these variables do not
appear in the consequent analysis. This assumption is safe in view of the fact that the
internal degrees of freedom defined in the Eq. (2.15) does not contain the variables Zp’s
for which Jp = 0 and one does not have to consider the Dirac brackets which contain these
variables. Note that the constraint algebra (2.20) is also restricted to the constraints which
do not contain these variables. A nice example of the above procedure is the case of CP (N−
1). Consider x = idiag(N−1,−1, · · · ,−1) so that J1 = N−1 and J2 = · · · = JN−1 = 0. This
orbit is the CP (N−1) = SU(N)/SU(N−1)×U(1). According to our prescription, the only
remaining variables are Z1 ∈ CN with the constraints Ψ1 = Z¯1Z1−1 ≈ 0 which is obviously
first class and generates a circle action. So the reduced phase space becomes S2N−1/S1
which is another representation of CP (N − 1). The constraint equation Ψ1 = Z¯1Z1 − 1 ≈ 0
with ZT = (Ξ0,Ξ1, · · · ,ΞN−1) can be solved explicitly in the gauge choice Ξ¯0 = Ξ0( 6= 0)
with the results
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Ξ0 =
1√
1 + |ξ|2
, Ξi =
ξi√
1 + |ξ|2
. (2.24)
Here ξi = Ξi/Ξ0 is the inhomogeneous coordinate for CP (N − 1). The isospin function
(2.16) is expressed as
Qa(ξ, ξ¯) = Ji
N−1∑
I,K=0
Ξ¯IT
a
IKΞK (I = 0, i) (2.25)
where Eq. (2.24) is substituted into the final expression.
III. COUPLING WITH THE SPATIAL DEGREE OF FREEDOM
Consider two dimensional configuration space M which we assume to be a plane. (We
present one particle case and later extend to Np particles in a straightforward manner.)
To account for the spatial degree of freedom and external gauge field, let us consider the
principal G = SU(N) bundle P over M : P → M . The universal phase space for isospin
particles in external gauge field can be defined as the direct product T ∗P × O{n1,n2,···,nl}
[28]. The left action of G on P defined by (g · p) = p · g−1 can be lifted to T ∗P and let us
denote the momentum map for this action by −ν. Also let us denote the momentum map
for the G action on O{n1,n2,···,nl} by µ. Applying the symplectic reduction procedure [23],
we consider the constrained manifold (−ν + µ)−1(0) and dividing by G, we get the reduced
phase space (−ν + µ)−1(0)/G [28]. When a connection on P is chosen, the reduced phase
space becomes diffeomorphic to the associated bundle P ≡ P¯ ×GO{n1,n2,···,nl} where P¯ → M
is the pull-back bundle of the bundle P by the projection π′ : T ∗M → M . P is Sternberg’s
reduced phase space [15] and it can be shown that a given connection Θ on P determines a
unique symplectic structure on P.
The essence of Sternberg’s reduced phase space is that there exist a unique form ΩΘ on
P such that
d〈Θ, Q〉+ π∗Ω = π¯∗ΩΘ (3.1)
13
where π is the projection map: P¯ ×O{n1,n2,···,nl} → O{n1,n2,···,nl} and π¯ is the projection map
π¯ : P¯ ×O{n1,n2,···,nl} → P. Ω is the symplectic two form on the coadjoint orbit (2.7). It can
be shown that the two form ΩΘ is closed and nondegenerate in the case when P¯ is the pull-
back of the bundle P as above and the connection is the pull-back of a connection defined
on P [15]. Denoting ω˜ for the pull-back of ω which is the canonical symplectic structure
defined on T ∗M to P via the projection onto T ∗M , we have a symplectic structure on P as
ΩT = ω˜ + ΩΘ. (3.2)
When M is a plane, T ∗M is contractible and every associated bundle is trivial. So we have
P = P ×G O{n1,n2,···,nl} = T ∗M ×O{n1,n2,···,nl}. (3.3)
In fact, the above holds for arbitrary Riemann surfaces M [10]. Hence we have ω˜ = ω and
ΩT = ω + σ
∗(d〈Θ, Q〉+ π∗Ω)
= ω + d(AaQa) + Ω (3.4)
where σ is the cross section :P ×G O{n1,n2,···,nl} → P × O{n1,n2,···,nl} and we used σ∗Θ = A,
the gauge field one form on M . Notice that ω + Ω is not gauge invariant. We must have
Sternberg’s two form d〈Θ, Q〉 to achieve the gauge invariance. Physically, this term describes
the interaction between isospin charge and the external gauge field.
Now, we explicitly calculate the symplectic structure on P and prove the minimal sub-
stitutions for the non-Abelian case. We start from the two form on P given by
ΩT = dpi ∧ dqi + d(AaiQadqi) + Ω. (3.5)
To achieve the notational simplifications, we introduce ηI = (pi, q
j) and xM = (ξA, ξ¯B, ηI).
ξ’s and ξ¯’s are the internal coordinates. Then we can write ΩT =
1
2
ΩMNdx
M ∧ dxN . Using
Eq. (3.5), one finds the following inverse matrix ΩMN :
ΩMN =

 Ω
AB −FKJΩACAaK(∂Qa/∂ξC)
FKIΩBDAaK(∂Q
a/∂ξD) F IJ

 (3.6)
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where F IJ is the inverse matrix of FIJ ≡ ωIJ − fabcAaIAbJQc and is given by
F IJ =

 F
a
ijQ
a −I
I 0

 . (3.7)
Here F aij ≡ ∂jAai − ∂iAaj − fabcAbiAcj is the Yang-Mills field strength.
The Poisson bracket on P is defined by the use of inverse matrix ΩMN as before
{F,H} = ΩMN ∂F
∂xM
∂H
∂xN
. (3.8)
And we find the following Poisson brackets along with {Qa, Qb} = −fabcQc,
{Qa, pi} = −fabcAbiQc, {Qa, qi} = 0 (3.9)
{pi, pj} = F aijQa, {pi, qj} = −δji , {qi, qj} = 0.
The above relations are in accordance with the minimal substitution
pi → Pi = pi −AaiQa. (3.10)
In terms of canonical momentum Pi, we have, among others,
{Qa, Pi} = 0 {Pi, Pj} = 0. {Pi, qj} = −δji . (3.11)
Thus, one can work in (pi, q
i, Qa) coordinates using the symplectic structure given by Eqs.
(3.6) and (3.7) or with (Pi, q
i, Qa) using the canonical symplectic structure without mixing
between Pi and Q
a. The two procedures are equivalent [15].
Consider, for example, the free Hamiltonian H = (1/2m)p2 with the symplectic structure
given by Eqs. (3.6) and (3.7). The Hamiltonian equations of motion
x˙M = ΩMN
∂H
∂xN
(3.12)
reproduce the well known Wong’s equations [18]
mq¨i = F
a
ijQ
aq˙j Q˙a = −fabcAbi q˙iQc (3.13)
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which describe the dynamics of an isospin particle in an external gauge fields Aai . Minimal
substitution implies that alternatively, we can work with
H =
1
2m
(Pi − AaiQa)2 (3.14)
with canonical symplectic structure Eq. (3.11). Obviously, we get the same equations of
motions. The above procedures can be generalized to a system of many particles in an
obvious manner and can be applied to a system of NACS particles. We end up with the
Hamiltonian Eq. (1.7) where the Qa’s are now given by SU(N) isospin functions (2.16)
on each O{n1,n2,···,nl}. Also, SU(N) Gauss law constraint and its solution in complex spatial
coordinates are in the same form as the equations (1.11) and (1.12) with SU(N) Qa’s. Then,
the quantum mechanical Hamiltonian of a system of NACS particles is obtained in the
same expression as the equation (1.14) with the isospin operators satisfying SU(N) algebra;
[Qˆaα, Qˆ
b
α] = if
ab
cQˆ
c
αδαβ . We can infer that most of the quantum mechanical properties of
SU(2) NACS particles carry qualitatively over to SU(N) case and in particular, a system
of SU(N) NACS particles also exhibit SU(N) braid statistics described by SU(N) KZ
equation.
It is worth mentioning the origin of the Gauss law constraint (1.11) in our Hamiltonian
formulation at this point. It can be shown [10] that it is the condition of the vanishing
momentum map of gauge transformations in the total phase space in which the phase space
of gauge connection is also included. In our Hamiltonian approach, we neglected the space
of gauge connection for simplicity and reduced phase space of a system of Np NACS particles
is given by an associated bundle
∏
αPα ≡
∏
α T
∗Mα ×Oα{n1,n2,···,nl} (α = 1, · · · , Np) with the
gauge connection given by the KZ connection, Eq. (1.12) with P (z) = 0. When the NACS
particles are indistinguishable, configurations that differ by the interchange of two particles
must be identified and the phase space is given by [29]
T ∗
[∏
αMα −D
SNp
]
×Oα{n1,n2,···,nl}. (3.15)
In the above equation, D is the set of points where qα = qβ for some α, β and SNp is the
permutation group of Np objects.
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IV. COHERENT STATE QUANTIZATION
In this section, we quantize the Hamiltonian (1.7) with Qa’s given by the isospin functions
(2.16) in the coherent state quantization method [16]. This method is used only for the
internal degrees of freedom for convenience. The external gauge field Aai will be arbitrary
for the time being. Later, when we consider the NACS particles, it will be substituted by
the KZ connection (1.12). Let us consider the propagator
KFI =< qF , ξ¯F |e−iHˆ(tF−tI)|qI , ξI > (4.1)
where |qI , ξI >= ∏Nα=1 |qαI > |ξiαI > and similarly for < qF , ξ¯F |. ξiα is the internal complex
coordinate on the coadjoint orbit of α-th particle Oα{n1,n2,···,nl} = SU(N)/SU(n1) × · · · ×
SU(nl)×U(1)l−1. Hˆ is the quantum mechanical operator of the Hamiltonian (1.7). Finally,
|ξ > is the generalized coherent state [16] defined by
|ξ >= exp(ξ · E)|Λ > . (4.2)
Λ is the highest weight which can be expressed as
Λ =
∑
s
µsfs. (4.3)
Here, µs is a non-negative integer and fs is the highest weight of the fundamental represen-
tation. The summation over s is done in such a way that that the maximum stability group
of |Λ > is SU(n1)×· · ·×SU(nl)×U(1)l−1 and the corresponding geometry of coherent state
is SU(N)/SU(n1) × · · · × SU(nl) × U(1)l−1. The existence of such a weight is guaranteed
by the Borel-Weil-Bott theorem [30]. The normalization for the coherent state is chosen for
convenience in the following manner
< ξ¯′|ξ >= eW (ξ¯′,ξ) (4.4)
where W is the Ka¨hler potential on the orbit O{n1,n2,···,nl}. Note that with this normalization
in Eq. (4.2), |ξ > is a holomorphic function of ξ and < ξ¯| = (|ξ >)† an antiholomorphic
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state. Then, W (ξ¯′, ξ) is holomorphic in ξ and antiholomorphic in ξ′. The resolution of unity
for the coherent state is expressed as
I =
∫
dµ(ξ¯, ξ)|ξ >< ξ¯|e−W (ξ¯,ξ). (4.5)
Also we have Iq =
∫
dq|q >< q|, Ip =
∫
dp|p >< p|. We will not sometimes write bold faces
for p, q and particle indices α and β unless confusion arises.
We first perform the lattice evaluation of the propagator. Divide the time T ≡ tF − tI
into N¯ + 1 steps of equal length ǫ so that (N¯ + 1)ǫ = T , t1 = tI and tN¯+1 = tF . The
boundary value is given by ξ¯(tN¯+1) = ξ¯F and ξ(t1) = ξI . Inserting the resolution of unity
I × Iq and writing ξ(tn) ≡ ξ(n), we have
KFI =
∫
· · ·
∫ N¯∏
n=1
dµ(ξ¯(n), ξ(n))dq(n)e−W (ξ¯(n),ξ(n))
N¯+1∏
n=1
< ξ¯(n)|ξ(n− 1) > ×
[
< q(n)|q(n− 1) > −iǫ< q(n)ξ¯(n)|Hˆ|q(n− 1)ξ(n− 1) >
< ξ¯(n)|ξ(n− 1) >
]
. (4.6)
Using the kernel < ξ¯(n)|ξ(n− 1) >= exp(W (ξ¯(n), ξ(n− 1))), ξ¯(n) = ξ¯(n − 1) + dξ(n− 1)
and treating the space part in the standard manner by inserting Ip repeatedly, we have in
the continuum limit (ǫ→ 0)
KFI = C
∫
dµ(ξ¯, ξ)dpdqe− logW (ξ¯F ,ξF )e
i
∫ tF
tI
Ldt
(4.7)
where the Lagrangian is given by
L =
∑
α
(pα · q˙α − i∂W (ξ¯α, ξα)
∂ξ¯α
· ˙¯ξα)−H. (4.8)
The Hamiltonian is given by
H =
∑
α
< qα, ξ¯α|Hˆ|qα, ξα >
< ξ¯α|ξα > (4.9)
with Hˆ given by the operator form of Eq. (1.7)
Hˆ =
∑
α
1
2mα
(
pˆiα − Aai(qˆα)Qˆaα
)2
. (4.10)
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It is to be noticed that in the above Hˆ the operator Qˆaα is the coherent state representation
expressed in terms of the internal coordinates ξα’s of the coadjoint orbit Oα{n1,n2,···,nl}. We
are interested in the differential operator representation satisfying [Qˆaα, Qˆ
b
α] = if
ab
cQˆ
c
αδαβ
and assume such a representation is possible.
Using the complex coordinates for spatial part and KZ connection given in Eq.
(1.12) with P (z) = 0, we again recover the quantum mechanical model given by
Eq. (1.14) where the isospin operators Qˆaα’s satisfy the SU(N) algebra: [Qˆ
a
α, Qˆ
b
α] =
ifabcQˆ
c
αδαβ . But as mentioned just before, Qˆ
a
α’s are now a differential operator and
the wave function is now function of both spatial coordinates and internal coordinates:
Ψ ≡ Ψ(z1, · · · , zNp , ξi1, · · · , ξiNp, ξ¯i1, · · · , ξ¯iNp). The z¯ dependence is dropped for convenience.
It is a single component wave function. It is easy to show that the KZ equation can be
written as follows:
∂U−1
∂zα
+
1
2πκ
∑
β 6=α
Qˆa(ξα, ξ¯α)Qˆ
a(ξβ, ξ¯β)
zα − zβ U
−1 = 0 (4.11)
where Qˆa(ξα, ξ¯α) is the differential operator of Qˆ
a
α in the coherent state representation. The
holomorphicity of the state < ξ| =< Λ| exp(ξ · E†) enables one to choose the holomorphic
polarization of U−1(z, ξ) ≡< ξ|U−1(z) >= ∫ dµ(ξ¯′, ξ′)eW (ξ,ξ¯′)−W (ξ¯′,ξ′) < ξ′|U−1(z) > which is
obviously holomorphic in ξ. Note that this choice is possible, because we have chosen the
normalization given by the Eq. (4.4). From now on, we will be working on the holomorphic
polarization: U−1 ≡ U−1(z1, · · · , zNp, ξi1, · · · , ξiNp). Also, the wave function is a holomorphic
function: Ψ ≡ Ψ(z1, · · · , zNp, ξi1, · · · , ξiNp). The inner product Eq. (1.18) is modified into
< Ψ1|Ψ2 >=
∫ ∏
α
dzαdz¯αdµ(ξ¯α, ξα)Ψ¯1(z, ξ¯)U
†(z, ξ¯)U(z, ξ)Ψ2(z, ξ)e
−W (ξ¯,ξ). (4.12)
The Hamiltonian Eq. (1.14) with SU(N) Qˆaα’s is hermitian with respect to this inner
product assuming the hermiticity of Qˆa(ξα, ξ¯α).
We discuss about CP (N − 1) case in details. The Ka¨hler potential W is given by
W (ξ¯, ξ) =
∑
α
Jα log(1 + ξ¯αξα) (4.13)
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for some integer Jα. The Lagrangian is expressed as
L =
∑
α

pz¯αz˙α + pzα ˙¯zα − iJα ξα ·
˙¯ξα
1 + |ξα|2

−H (4.14)
with the Hamiltonian H given by Eq. (1.13) with the isospin functions being given by the
Eq. (2.25)
Qa(ξα, ξ¯α) = i
∑
α
N−1∑
I,K=0
JαΞ¯αIT
a
IKΞαK (4.15)
where Ξα0 =
1√
1+|ξα|2
and Ξαi =
ξiα√
1+|ξα|2
are substituted into the final expression. The
quantum mechanical Hamiltonian is again given by the Eq. (1.14) but with the quantum
mechanical isospin operator being expressed by
Qˆa(ξα) = i[T
a
i0 + T
a
ijξ
j
α − T a00ξiα − T a0jξjαξiα]
∂
∂ξiα
+ iJαT
a
00 + iJαT
a
0iξ
i
α. (4.16)
The above differential operator satisfy [Qˆa(ξα), Qˆ
b(ξβ)] = if
ab
cQˆ
c(ξα)δαβ .
The explicit form of the differential KZ equation (4.11) in this representation can be
given: for example, in SU(2) case,
∂U−1
∂zα
+
1
2πκ
∑
β 6=α
1
2
(Qˆ+(ξα)Qˆ
−(ξβ) + Qˆ
−(ξα)Qˆ
+(ξβ)) + Qˆ
3(ξα)Qˆ
3(ξβ)
zα − zβ U
−1 = 0 (4.17)
where we defined Qˆ±(ξα) = Qˆ
1(ξα)± iQˆ2(ξα) and they are given by
Qˆ+(ξα) = ξ
2
α
∂
∂ξα
− Jαξα, Qˆ−(ξα) = − ∂
∂ξα
, Qˆ3(ξα) = ξα
∂
∂ξα
− Jα
2
. (4.18)
We see that the above is the SU(2) generalization of the Bargmann representation [16]. For
example, the (J + 1)-dimensional irreducible representation of the operator is given by the
holomorphic polynomial of order J : ψJ(ξ) =
∑J
n=0 anξ
n. The highest weight state is given
by ψJJ(ξ) = aJξ
J and they satisfy Qˆ+(ξ)ψJJ(ξ) = 0, Qˆ
−(ξ)ψJJ(ξ) = −JψJJ−1(ξ), Qˆ3(ξ) =
(J/2)ψJJ(ξ). We also have Qˆ
a(ξ)Qˆa(ξ) = (J/2)(J/2+ 1). Note the correspondence with the
matrix representation: the usual angular momentum j = J/2, m = M−(J/2), and ψJM →
|j,m >.
20
It is to be noted that antiholomorphic representation is given by the complex conjugation
of the above equation, Qˆa∗(ξα)’s, and they satisfy [Qˆ
a∗(ξα), Qˆ
b∗(ξβ)] = −ifabcQˆc∗(ξα)δαβ.
Also, the operator (4.16) is Hermitian with respect to the following inner product:
< ψ1|ψ2 >=
∫
dµ(ξ¯, ξ)ψ¯1(ξ¯)ψ2(ξ)e
−W (ξ¯,ξ). (4.19)
Finally, it can be easily checked that
< ξ¯α|Qˆaα|ξα >≡< ξ¯α|Qˆaα|ξ′α >
∣∣∣
ξ′α→ξα
= (Qˆa(ξ′α) < ξ
′
α|ξ¯α >)∗
∣∣∣
ξ′α=ξα
= Qa(ξα, ξ¯α) < ξ¯α|ξα >
(4.20)
using the reproducing kernel of CP (N − 1)
< ξ¯′α|ξα >= (1 + ξ¯′α · ξα)Jα. (4.21)
Now let us discuss the possible solution of the KZ equation in the CP (N − 1) case with
the differential operator given by (4.16). For our purpose, we rewrite the KZ equation (4.11)
in the following integral differential equation
U−1(z1, · · · , zNp; ξi1, · · · , ξiNp) = U−10 (ξi1, · · · , ξiNp)−
1
2πκ
∫
Γ
∑
α
dz′α
∑
β 6=α
1
z′α − z′β
×
× Qˆa(ξα)Qˆa(ξβ)U−1(z′1, · · · , z′Np; ξi1, · · · , ξiNp) (4.22)
where Γ is a path in the Np-dimensional complex space with one end point fixed and the
other being zf = (z1, · · · , zNp). U−10 (ξi1, · · · , ξiNp) is independent of spatial coordinates and
necessary to take care of the boundary condition. It is well known that the exact solution
can be achieved in the two body case. It can be easily inferred that the solution is given by
U−1(z1, z2; ξ
i
1, ξ
i
2) = exp
(
− 1
2πκ
(log(z1 − z2) + c12)Qˆa(ξ1)Qˆa(ξ2)
)
U−10 (ξ
i
1, ξ
i
2) (4.23)
where c12 is a constant which is inserted to adjust the boundary condition. An exact ex-
pression can be obtained for a couple of cases. Following the discussion of SU(2) Bargmann
representation, let us consider the case in which we have the Clebsch-Gordan series
U−10 (ξ
i
1, ξ
i
2) = ψJM =
∑
M1,M2
C(
J1
2
M1 − J1
2
,
J2
2
M2 − J2
2
;
J
2
M − J
2
)ψJ1M1ψJ2M2 (4.24)
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where C(J1
2
m1,
J2
2
m2;
J
2
m) is the Clebsch-Gordan coefficients. Then it can be easily shown
that Qˆa(ξ1)Qˆ
a(ξ2)U
−1
0 (ξ
i
1, ξ
i
2) = (1/2)[
J
2
(J
2
+ 1)− J1
2
(J1
2
+ 1)− J2
2
(J2
2
+ 1)]U−10 (ξ
i
1, ξ
i
2) and the
solution is given by the Eq. (4.23) with Qˆa(ξ1)Qˆ
a(ξ2) replaced by (1/2)[
J
2
(J
2
+ 1)− J1
2
(J1
2
+
1) − J2
2
(J2
2
+ 1)]. The extension to general CP (N − 1) is immediate and will be reported
elsewhere. Another case of interest would be the one in which U−10 (ξ
i
1, ξ
i
2) is given by the
coherent state
U−10 (ξ
i
1, ξ
i
2) =< ξ1|ζ¯1 >< ξ2|ζ¯2 > (4.25)
for some |ζ¯1 > and |ζ¯2 >. The solution can be written as (with c12 = 0 for convenience)
U−1(z1, z2; ξ
i
1, ξ
i
2) =
∞∑
n=0
(
− log(z1 − z2)
2πκ
)n(Qˆa(ξ1)Qˆ
a(ξ2))
n(1 + ξ1 · ζ¯1)J1(1 + ξ2 · ζ¯2)J2. (4.26)
We see that in the SU(2) case, for example, in the large κ limit neglecting terms of order
(1/κ)2, U−1(z1, z2; ξ
i
1, ξ
i
2) is a polynomial of order J1 and J2 in ξ1 and ξ2 respectively. It
would be interesting if one could find general solutions of Eq. (4.22).
V. CONCLUSION
In this paper, we investigated in detail the classical and quantum aspect of a system of
SU(N) NACS particles. We discussed about the most general phase space of SU(N) internal
degrees of freedom which can be identified as one of the coadjoint orbits of SU(N) group by
the method of symplectic reduction. A detailed constraint analysis on each orbit by Dirac
method was given. The quantum aspect of the theory was explored by using the method of
the coherent state for the internal degrees of freedom. Coherent state corresponding to the
geometry of each coadjoint orbit was introduced and an explicit path integral representation
was derived. Especially, a coherent state representation of the KZ equation was given and
possible solutions in this representation were discussed.
There remain several topics to be discussed further in this approach. First of all, it
would be interesting if the constraint analysis and coherent state quantization approach of
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this paper could be generalized to arbitrary groups including the non-compact ones and
applied to give an explicit construction of the corresponding Darboux variables on each
coadjoint orbit as was done on the maximal orbits of unitary and orthogonal group [27].
The results could give the functional integral quantization of spin [31] on the most general
coadjoint orbits.
We performed coherent state quantization of NACS particles and obtained a path in-
tegral representation of NACS particles in Section 4. For example, by using the complex
spatial coordinate and substituting the KZ connection (1.12) with P (z) = 0 in the holo-
morphic gauge into Eq. (4.8), we obtain the desired propagator (4.7). Since the NACS
particles are the non-Abelian generalizations of anyons and the propagator of a system of
indistinguishable anyons is a representation of the braid group [32], our propagator should
also provide a non-Abelian generalization of path integral representation of the braid group
on the phase space Eq. (3.15). It could be called the coherent state representation of the
braid group. The detailed analysis of a system of indistinguishable NACS particles will be
reported elsewhere [33].
Note that in the usual expression of KZ equation (1.16), the braid operator or monodromy
exp(iQˆaαQˆ
a
β/κ) is given as a matrix representation whereas in the coherent state approach
this is an holomorphic differential operator. The relation between the two approach is
connected by the simple exchange of the usual angular momentum basis and coherent state.
This could have two applications. First, we recall that the difficulty in finding the solution of
the KZ equation in matrix approach lies in the non-existence of the common eigenvectors of
the braid operators in general [19]. This difficulty may be cured in our approach because it
is replaced with finding the possible solutions of the KZ differential equation. Second, since
the braid operator satisfies the Yang-Baxter equation and exhibits the non-Abelian braid
statistics [34], our approach could give a new interpretation of the Yang-Baxter equation.
The possibility of exact solutions and detailed property of non-Abelian braid statistics in
this approach will be reported elsewhere.
Finally, it may be interesting if the generalized Bargmann representation can be explicitly
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obtained for other coadjoint orbit as well and all the holomorphic irreducible representations
are explicitly calculated. For example, for the maximal orbit, the Bruhat coordinatization
[35] can be used in the construction of the coherent state and an explicit holomorphic
representation of Qˆa(ξ) can be obtained by using the method of geometric quantization [36].
The details will be reported elsewhere [33].
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