The paper gives a definition of the filled function for nonlinear integer programming. This definition is modified from that of the global convexized filled function for continuous global optimization. A filled function with only one parameter which satisfies this definition is presented. We also discuss the properties of the proposed function and give a filled function method to solve the nonlinear integer programming problem. The implementation of the algorithm on several test problems is reported with satisfactory numerical results.
Introduction
Global optimization problems arise in many disperse fields of science and technology. The existence of multiple local minima of a general nonconvex objective function makes global optimization a great challenge (see [1, 10] ). Many approaches using an auxiliary function have been proposed to search for finding a global minimizer of the continuous global optimization problems, including the filled function method (see [2, 4, 5, 7, 8, 12] ), the tunneling method (see [6, 9] ), etc.
With regard to the nonlinear integer programming problem, the approaches of continuity are presented in Ge's paper [3] and Zhang's paper [11] , and a class of auxiliary functions is proposed in [13] . But these auxiliary functions contain two parameters and must satisfy some conditions so as to ensure that the constructed functions have a minimizer which is better than the current local one. In this paper, we give a definition of the filled function for nonlinear integer programming which is modified from that of the global convexized filled function for continuous global optimization (see [5] ). We also present a filled function with only one parameter satisfying the new definition as well as a filled function method for nonlinear integer programming.
This paper is organized as follows. In Section 2, some definitions as well as an algorithm searching for the local minimizer are presented. To follow, a filled function with only one parameter is constructed and its properties are discussed in Section 3. In the next section, we extend the form of this new function. In Section 5, we propose a filled function algorithm and report the results of numerical experiments for testing functions. Finally, conclusions are given in Section 6.
Preliminaries
We consider the following nonlinear integer programming problem:
where X I ⊂ I n is a bounded and closed box set which contains more than one point, and I n is the set of integer points in R n . Since X I is a bounded and closed box set, there exists a constant K > 0 such that
where · is the usual Euclidean norm. Notice that the formulation in (P I ) allows the set X I to be defined by equality constraints as well as inequality constraints. Furthermore, when f (x) is coercive, i.e., f (x) → ∞ as x → ∞, there exists a box which contains all discrete global minimizers of f (x). Thus, the unconstrained nonlinear integer programming problem
can be reduced into an equivalent problem formulation in (P I ). In other words, both unconstrained and constrained nonlinear integer programming problems can be considered in (P I ).
To simplify the discussion in this paper, we recall some definitions involved in nonlinear integer programming.
Definition 2.1 (see [15] ). The set of all axial directions in I n is defined by D = {±e i : i = 1, 2, . . . , n}, where e i is the ith unit vector (the n-dimensional vector with the ith component equal to one and other components equal to zero). [15] ). For any x ∈ I n , the neighborhood of x is defined by [15] ). An integer point x 0 ∈ X I is called a local minimizer of f (x) over
Definition 2.2 (see
N(x) = {x, x ± e i : i = 1, 2, . . . , n}. Let N 0 (x) = N(x)\{x}.
Definition 2.3 (see
It is obvious that the global minimizer of f (x) over X I is the local minimizer of f (x) over X I . The local minimizer of f (x) over X I is obtained by the following Algorithm 1.
Algorithm 1 (see [13] ).
Step 1: Choose any integer x 0 ∈ X I .
Step 2: If x 0 is a local minimizer of f (x) over X I , then stop; otherwise search the neighborhood N(x 0 ) and obtain a point
Step 3: Let x 0 := x, go to Step 2.
A filled function and its properties
In this section, we propose a filled function of f (x) at a current local minimizer x * 1 and discuss its properties. Let 
(x).
(ii) If x * 1 is not a global minimizer of f (x), there exists a local minimizer
Definition 3.1 is different from that of the filled function in [5, 13] . It is based on the discrete set in the Euclidean space and x 0 is not necessarily a local minimizer of P x * 1 (x). Now we propose a one-parameter filled function of f (x) at local minimizer x * 1 as follows:
where A > 0 is a parameter and the prefixed point x 0 satisfies f (x 0 ) f (x * 1 ). In order to guarantee the theoretical properties of our filled function, (t) and (t) need to satisfy the following conditions:
(1) (t) and (t) are strictly monotone increasing functions for any t ∈ [0, +∞);
In the following we will prove that the above constructed function P A,x * 1 ,x 0 (x) satisfies the conditions (i) and (ii) of Definition 3.1, i.e., it is a filled function of f (x) at a local minimizer x * 1 satisfying Definition 3.1. First, we give the following Lemma 3.1:
Proof. Since x = x 0 , there exists an i ∈ {1, 2, . . . , n} such that
Proof. From Lemma 3.1, we know that, for any x ∈ S 1 and x = x 0 , there exists a d ∈ D such that
Consider the following two cases:
From Theorem 3.1, we conclude that the constructed function P A,x * 1 ,x 0 (x) satisfies the first property of Definition 3.1 without any further assumption on the parameter A.
Since
has no local minimizers in the set S 2 . In this case,
is not a filled function of f (x) at a local minimizer x * 1 . Hence a question arises as to how large the parameter A should be such that P A,x * 1 ,x 0 (x) has a local minimizer in the set S 2 . To answer this question, we have the following theorem.
Theorem 3.2. Let the set S 2 be nonempty. If the parameter A > 0 satisfies the condition
3)
Proof. Since the set S 2 is nonempty and x * is a global minimizer of f (x), f (x * ) < f (x * 1 ) holds and
Since (t) is a strictly monotone increasing function for any t ∈ [0, +∞), −1 (t) exists. When A satisfies the condition (3.3), we have P A,x * 1 ,x 0 (x * ) < 0. On the other hand, for any y ∈ S 1 , we have
Therefore the global minimum points of P A,x * 1 ,x 0 (x) belong to the set S 2 . This result, combined with Theorem 3.1, implies the thesis.
In summary, from Theorems 3.1 and 3.2, if parameter A is large enough, the constructed function P A,x * 1 ,x 0 (x) does satisfy all the conditions of Definition 3.1, i.e., function P A,x * 1 ,x 0 (x) is a filled function. We know the value of f (x * 1 ); however, we generally do not know the global minimal value or global minimizer of f (x). So it is difficult to find the lower bound of parameter A presented in Theorem 3.2.
But for practical consideration, problem (P I ) might be solved if we can find an x ∈ X I such that f (x) < f (x * ) + , where f (x * ) is the global minimal value of problem (P I ), and is a given desired optimality tolerance. So we consider the case that the current local minimizer x * 1 satisfies that f (x * 1 ) f (x * ) + . In the following Theorem 3.3 we develop a lower bound of parameter A which depends only on the given optimality tolerance .
Theorem 3.3. Suppose that is a small positive constant and A > 0 satisfies the condition
has at least one local minimizer in the set S 2 , where x * is a global minimizer of f (x).
Proof. Since exp(t)/(exp(t) − 1) is a strictly monotone decreasing function for any t ∈ (0, +∞), and
It follows from (3.3)-(3.5) and Theorem 3.2 that the conclusion of this theorem holds.
About a prefixed point x 0 ∈ S 1 , we have the following property:
Proof. If x 0 is a local minimizer of f (x), then for any d ∈ D, we have
(3.7)
It follows from (3.7) that
. Therefore, the conclusion in this theorem holds.
We construct the following auxiliary nonlinear integer programming problem (AP I ) related to the problem (P I ):
It follows from the discussions of Theorems 3.1-3.3 that, if A satisfies (3.4), P A,x * 1 ,x 0 (x) is a filled function of f (x) at local minimizer x * 1 which satisfies f (x * 1 ) f (x * ) + . Thus, if we use a local minimization method to solve problem (AP I ) from any initial point on X I , it is obvious that the minimization sequence converges either to the prefixed point x 0 or to a point x ∈ X I such that f (x ) < f (x * 1 ). If we find such an x , then, using a local minimization method to minimize f (x) on X I from initial point x , we can find a minimum point x * 2 ∈ X I such that f (x * 2 ) f (x ) < f (x * 1 ). With x * 2 replacing x * 1 , one can construct a new filled function and then find a much lower minimizer of f (x) in the same way. Repeating the above process, one can finally find the global minimizer x * of f (x).
The extension of the filled function
For the box constrained continuous global optimization problem
where f (x) is a continuously differentiable function on X, and X is a bounded and closed box in R n , [14] presented a class of globally convexized filled functions of f (x) at local minimizer x * 1 . The filled function is described in the following form:
where A > 0 is a parameter, and u(x), v(x) and w(x) satisfy the following three assumptions. Let X ⊂ R n be a box set.
Assumption 1 (see [14] ). u(x) 0 is a continuously differentiable function on X which has only one minimizer x 0 and for any x ∈ X, x 0 − x is a descent direction of u(x) at x.
Assumption 2 (see [14] ). v(x) 0 is a continuously differentiable function on X such that
Assumption 3 (see [14] ). w(t) is a continuously differentiable univariate function defined on [0, +∞), w(0) = 0, and there exists t 0 > 0 such that
Under the above assumptions, it is difficult to prove that U(x) is a filled function of f (x) at a local minimizer x * 1 for the nonlinear integer programming problem (P I ) which satisfies Definition 3.1 in this paper.
In some special cases, however, we can prove that U(x) is such a filled function satisfying Definition 3.1. For example, let u(
2 ); we have the following forms of U(x):
where (t) and w(x) satisfy conditions (1)- (3) 6) where
(x) has a local minimizer in the set S 2 .
Theorem 4.3. Let the set S 2 be nonempty. For the nonlinear integer programming problem (P I ), if the parameter A > 0 satisfies the condition
where
Algorithm and numerical results
Based on the theoretical results in the previous sections, a filled function algorithm over X I similar to that in [13] is proposed as follows.
Algorithm 2 (The filled function method)
Step 1: Given a constant N L > 0 as the tolerance parameter for terminating the minimization process of problem (P I ) and a small constant > 0 as a desired optimality tolerance, choose any x 0 in the set X I .
Step 2: Starting from x 0 , obtain a local minimizer x * 1 of f (x) by implementing Algorithm 1.
Step 3: Construct the filled function P A,x * 1 ,x 0 (x) as follows:
where A satisfies (3.3) or (3.4) . Let N = 0.
Step 4: If N N L , then go to Step 7.
Step 5: Set N = N + 1. Draw an initial point on the boundary of the set X I . Starting from this point, minimize P A,x * 1 ,x 0 (x) on the set X I using any local minimization method. Suppose that x is an obtained local minimizer, if x = x 0 , go to Step 4; otherwise, go to Step 6.
Step 6: Minimize f (x) on the set X I from the initial point x , and obtain a local minimizer x * 2 of f (x). Let x * 1 = x * 2 and go to Step 3.
Step 7: Stop the algorithm; output x * 1 and f (x * 1 ) as an approximate global minimal solution and global minimal value of problem (P I ), respectively.
Numerical results: Although the focus of this paper is more theoretical than computational, we still test our algorithm on several global minimization problems to have an initial feeling of the practicability of the filled function method.
In Section 4, we proposed two extensive forms of the filled function. However, we have found by numerical testing that the filled function (3.1) is superior to others in computational effectiveness. Accordingly, this filled function is adopted in the following testing example.
Example.
. . , n. Table 1 Results of numerical example: This problem is a box constrained/unconstrained nonlinear integer programming problem. It has 11 n feasible points and many local minimizers (4, 6, 7, 10 and 12 local minimizers for n=2, 3, 4, 5 and 6, respectively) but only one global minimum solution: x * global = (1, 1, . . . , 1) with f (x * global ) = 0, for all n. We consider three cases of the problem: n=2, 3 and 5. There are about 1.21×10 2 , 1.331×10 3 , 1.71×10 5 feasible points for n=2, 3, 5, respectively.
In the following, the proposed solution algorithm is programmed in MATLAB 6.5.1 Release 11 for working on the WINDOWS XP system with 900 MHz CPU. The MATLAB 6.5.1 subroutine is used as the local neighborhood search scheme to obtain local minimizers of f (x) in Step 2 and local minimizers of P A,x * 1 ,x 0 (x) in Step 5. We choose (t) = t, (t) = t; thus, the function P A,x * 1 ,x 0 (x) is as follows:
where A = C exp( 2 )/(exp( 2 ) − 1), C = 10 √ n + 1 and let = 0.05. The tolerance parameter N L = 10 n , and n is the variable number of f (x). The iterative results of the computation for the example are summarized in Tables 1-3 From Table 1 , we see that there are many local minimizers of this problem. We take the initial point x 1 ini = (5, 5), and by Algorithm 1, we obtain the first local minimizer of this problem x 1 f-lo = (2, 3) with f (x 1 f-lo ) = 7. Then we construct a filled function P A,x 1 f-lo ,x 1 ini (x) which has a local minimizer 1) is obtained by Algorithm 1 starting from any Table 2 Results of numerical example: Table 3 Results of numerical example: n = 5, = 0.05, A = C exp ( 
Conclusions
This paper gives a definition of the filled function for the nonlinear integer programming problem, and presents a new filled function which has only one parameter. A filled function algorithm based on this given filled function is designed. The implementation of the algorithm on several test problems is reported with satisfactory numerical results.
