Abstract. In this paper, we answer the question of equivalence, or singularity, of two given quasistationary Markov measures on one-sided infinite words, and the corresponding question of equivalence of associated Cuntz algebra ON representations. We do this by associating certain monic representations of ON to quasi-stationary Markov measures, and then proving that equivalence for pairs of measures is decided by unitary equivalence of the corresponding pair of representations.
Introduction
Our main theme is that of studying equivalence of pairs of measures arising in symbolic dynamics, and giving answers in terms of the representations used in generating the particular system. Departing from earlier work, we study systems derived from one-sided endomorphisms, and our measures will typically not be Gaussian.
In our setting, we will study measures on one-sided infinite words in a finite alphabet, say realized as Z N (the cyclic group of order N ), and our representations will be representations of the Cuntz algebra O N , [Cun77, Cun79] . By this we mean an assignment of isometries to every letter in the fixed finite alphabet, in such a way that the distinct N isometries in a Hilbert space H, have orthogonal ranges, adding up to the identity operator in H. This particular family of representations is motivated in part by quantization: since there is no symmetry or anti-symmetry restriction on occupancy of states, this representation suggests Boltzmann statistics. Now the "quantized" system must be realized as an L 2 -space with respect to a suitable measure on K N , the Cantor group of infinite words on N letters. Because of the setting, this will typically not be possible with the use of more traditional Gaussian measures (on infinite product spaces); and as an alternative we suggest a family of quasi-stationary Markov measures. Now the symbolic representation of K N suggests a one-sided shift to the left, and a system of N inverse branches of shift to the right, by filling in a letter from Z N . This fact, in turn, suggests the use of Markov measures, see e.g., [Aki12, JP12] .
As C * -algebras (denoted O N ), the Cuntz algebras are indexed by an integer N > 1, where N is the number of generators, see Definition 2.1; but rather than the C * -algebras themselves, it is their representations that offer surprises. Indeed, by analogy to the theory of representations of infinite discrete groups, for O N , it is she set of equivalence classes of its representations that offer surprising insight into such diverse areas as harmonic analysis, and also into a host of problems from pure and applied mathematics: wavelets, signal processing, ergodic theory, mathematical physics, and more; see e.g., [DJ06, DJ12, DJ11, DJ07b, Jor06, BJ02] . Now O N is a simple, purely infinite C * -algebra, [Cun77] , and its K-groups are known. But the question of "finding" its irreducible representations is a highly subtle one. In fact, it is known [Gli60] that the equivalence classes of representations of O N , for fixed N , does not even lend itself to a Borel cross section; more precisely, the set of equivalence classes, under unitary equivalence, does not admit a parameterization in the measurable Borel category, hence does not admit a Borel cross-section. Intuitively, the representations defy classification.
Nonetheless, special families of inequivalent representations have been found up to now, and they have applications in mathematical physics [BJ02, Bur04, GN07, AK08, Kaw03, Kaw06, Kaw09, KHL09], in wavelets [DJ08, DJ07b, Jor06, Jor01] , harmonic analysis [Str89, DHJ09, DJ07a] , and in fractal geometry [DJ06, DJ11] . Hence it is of interest to identify both discrete and continuous series of representations of O N . The particular representations considered here (Definition 2.6) turn out to be directly associated with families of Markov measures (and therefore Markov processes); and the correspondence in both directions yields new insights, see sections 3 and 4 below. For the representations, the question is irreducibility, and for the Markov measures, it is ergodicity and "properties at infinity".
When associated representations of the Cuntz algebra are brought to bear, we arrive at useful non-commutative versions of these (commutative) symbolic shift mappings. For earlier related work, see e.g., [DPS14, DJ12, Ska97, GPS95] . Now by comparison, in the more traditional instances of the dynamics problem in its commutative and non-commutative guise [BR81, Hid80] , there are three typical methods of attacking the question of equivalence or singularity of two measures: (1) Kakutani's theorem for infinite-product measures [Kak48] , which asserts that two infinite product measures are either equivalent or mutually singular, (2) methods based on entropy considerations, and (3) the method of using the theory of reproducing kernels; see [Hid80] . Because of the nature of our setting, one-sided shifts, commutative and noncommutative, we must depart from the setting of Gaussian measures. As a result, of these three traditional approaches to the question of equivalence or singularity of two measures, vs equivalence of representations, only ideas from (1) seem to be applicable to our present setting. In the present paper, we develop this and we answer the question for quasi-stationary Markov measure in Corollary 4.3, and Theorem 4.4. In Theorem 3.8 we show that the quasi-stationary Markov measures are ergodic, and that the associated O N representations are irreducible.
Recently there has been an increased interest in use of the Cuntz algebras and their representations in dynamics (including the study of fractals, and geometric measure theory), in ergodic theory, and in quantization questions from physics. Perhaps this is not surprising since Cuntz algebras are infinite algebras on a finite number of generators, and defined from certain relations; in this case, the Cuntz relations. By their nature, these representations reflect intrinsic selfsimilar inherent in the problem at hand; and thus they serve ideally to encode iterated function systems (IFSs), their dynamics, and their measures. At the same time, the O N -representations offer (in a more subtle way) a new harmonic analysis of IFS-fractal measures. Even though the Cuntz algebras initially entered into the study of operator-algebras and physics, in recent years these same Cuntz algebras, and their representation, have found increasing use in pure and applied problems, such as wavelets, fractals, and signals.
The paper is structured as follows: in section 2 we recall some definitions and facts about Cuntz algebras and their monic representations. In section 3 we define quasi-stationary Markov measures (Definition 3.1), present some statements equivalent to the quasi-stationary condition and some consequences (Proposition 3.3, Proposition 3.4), show that such Markov measures give rise to monic representations of the Cuntz algebra (Theorem 3.5), and show that these measures are ergodic for the shift and the O N -representations are irreducible (Theorem 3.8). In section 4, we study when two quasi-stationary Markov measures are equivalent or mutually singular, and the similar question for the associated representations of the Cuntz algebra. We present a dichotomy theorem (Theorem 4.1) which shows that these are the only two possibilities, in the spirit of Kakutani's work [Kak48] . We present some necessary and sufficient conditions for equivalence and similarly for singularity (Proposition 4.2). In Theorem 4.4, we show that, under slightly stronger assumptions, the Markov measure is equivalent to a stationary one and so are the associated representations of O N .
Preliminaries: The Cuntz algebra and symbolic dynamics
We set the stage for our correspondence between measures on the Cantor group K N on the one side, and representations of the C * -algebra O N , on the other. Our measures here are prescribed by a fixed system of Markov transition matrices; we call them "quasi-stationary Markov measures".
Definition 2.1. Let N ≥ 2. The Cuntz algebra O N is the C * -algebra generated by a system of N isometries (S i ) i∈Z N satisfying the Cuntz relations
Definition 2.2. Fix an integer N ≥ 2. Let Z N := {0, 1, . . . , N − 1}. Let (S i ) i∈Z N be a representation of the Cuntz algebra O N on a Hilbert space H. We will call elements in Z k N words of length k. We denote by K = K N = Z N N , the set of all infinite words. Given two finite words α = α 1 . . . α n , β = β 1 . . . β m , we denote by αβ the concatenation of the two words, so αβ = α 1 . . . α n β 1 . . . β m . Similarly, for the case when β is infinite. Given a word ω = ω 1 ω 2 . . . , and k a non-negative integer smaller than its length, we denote by
For a finite word I = i 1 . . . i n , we denote by
We define A N to be the abelian subalgebra of O N generated by S I S * I , for all finite words I. As a C * -algebra, A N is naturally isomorphic to C(K N ), the continuous functions on the Cantor group K N , see Definition 2.3.
We say that a subspace M is
where P M is the projection onto M . We say that M is cyclic for the representation if
an infinite Cartesian product.
The elements of K N are infinite words. On the Cantor group, we consider the product topology. We denote by B(K N ) the sigma-algebra of Borel subsets of K N . We denote by M(K N ) the set of all finite Borel measures on K N .
Denote by σ the shift on K N , σ(ω 1 ω 2 . . . ) = ω 2 ω 3 . . . . Define the inverse branches of σ:
For a finite word I = i 1 . . . i k ∈ Z k N , we define the corresponding cylinder set
Definition 2.4. Let (S i ) i∈Z N be a representation of the Cuntz algebra O N on a Hilbert space H. Then we define the projection valued function P on the Borel sigma-algebra B(K N ) by defining it on cylinders first (2.3) P (C(I)) = S I S * I for any finite word I. and then extending it by the usual Kolmogorov procedure (see [DHJ13] for details). We call this, the projection valued measure associated to the representation. This projection valued measure then induces a representation π of bounded (and of continuous) functions on K N , by setting
For every x ∈ H, define the Borel measure m x on K N by
Using (2.4) and (2.5), and the property
We will also use the notations
Definition 2.5. We say that a representation of the Cuntz algebra O N on a Hilbert space H is monic if there is a cyclic vector ϕ in H for the abelian subalgebra A N , i.e., span{S I S * I ϕ : I finite word } = H. Definition 2.6. A monic system is a pair (µ, (f i ) i∈Z N ) where µ is a finite Borel measure on K N and f i are some functions on K N such that µ • σ
for some functions f i ∈ L 2 (µ) with the property that (2.8)
We say that a monic system is nonnegative if f i ≥ 0 for all i ∈ Z N . The representation of O N associated to a monic system is (2.9)
where σ is the one-sided shift, see Definition 2.3 and [DJ14, Theorem 2.7]. We say that this representation (S i ) i∈Z N of the Cuntz algebra is nonnegative if the monic system is.
The representation is monic if and only if it is unitarily equivalent to a representation associated to a monic system.

Representations of the Cuntz algebra and quasi-stationary Markov measures
Here we define quasi-stationary Markov measures on K N and we associate to them monic representations of the Cuntz algebra O N . We show (Theorem 3.8) that the quasi-stationary Markov measures are ergodic, and that the associated O N representations are irreducible. Let λ = (λ 0 , . . . , λ N −1 ) be a positive probability vector, i,e., a vector of positive numbers such that i∈Z N λ i = 1 and let {T (n) } n∈N be a sequence of stochastic N × N matrices with positive entries such that
. Define the Borel probability measure µ = µ λ,T on K N , first, on cylinder sets: for
i n−1 ,in , and then extending it to the Borel sigma-algebra, using the Kolmogorov extension theorem (see Remark 3.2 below). We say that µ = µ λ,T is the Markov measure associated to λ and T .
We say that the Markov measure µ is quasi-stationary if
Remark 3.2. We check the Kolmogorov consistency conditions: take I = i 1 . . . i n . Then C(i 1 . . . i n ) is the disjoint union of C(i 1 . . . i n j), j ∈ Z N . We have
Here are some conditions, equivalent to the quasi-stationary condition, which are easier to check: Proposition 3.3. Let T (n) , n ∈ Z, be a sequence of stochastic matrices with positive entries. The following statements are equivalent
and
Under these conditions, the matrices T (n) converge to a stochastic matrix T (∞) with positive entries.
Proof. Assume (i). Let
Switching between i and j we obtain
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Conversely, assume (ii) and take
This proves (i). Condition (ii) implies that the infinite product
is convergent to a positive number, for all i, j ∈ Z N . But
Since each matrix T (n) is stochastic, it follows that also the matrix T (∞) is stochastic. Assume now (ii) and we prove (iii). Since T
(n)
i,j converges to a positive number, (3.8) follows.
Assume (iii) and we prove (ii). Let c be the infimum in (3.8). We have 
Proof. The result follows from [Sen06, Theorem 4.14, page 150]: the matrices T (n) and T (∞) have positive entries, so T (∞) is regular as required. 
where
Also,
.
The operators S j on L 2 (µ) defined by
form a nonnegative monic representation of the Cuntz algebra O N .
Proof. We use [ES80, Theorem 5]. Consider, for n ∈ N, the sigma-algebras F n generated by cylinder sets C(I) with I of length n. Let P n be the restriction of µ to F n and let Q n be the restriction of
j to F n . We claim that, for n ≥ 3, Q n ≪ P n and
Indeed, for I = i 1 . . . i n we have
). This implies (3.13).
Note that (3.5) implies that the infinite product in (3.10) is convergent and that 0 < F (x) < ∞, for all x ∈ K N . Therefore
To check (3.11), we can proceed in the same way; or we can use the next lemma:
Lemma 3.6. [DJ14, Proposition 2.8] Let (µ, (f i ) i∈Z N ) be a monic system. Then µ • σ −1 ≪ µ, and (3.14)
dµ .
In our context, we obtain that:
Theorem 2.7 implies that the operators S j define a nonnegative monic representation of O N .
Definition 3.7. Let µ be a quasi-stationary Markov measure associated to (λ, T ). Let
We call the representation of the Cuntz algebra O N on L 2 (µ) defined by
the representation of O N associated to (λ, T ) (or associated to the measure µ). Proof. Let T (∞) be the limit of the matrices T (n) as in Proposition 3.3. We know that T (∞) is a stochastic matrix with positive entries. Let v be the Perron-Frobenius positive probability lefteigenvector for T (∞) as in Proposition 3.4. Let µ ∞ be the stationary Markov measure associated to v and the constant sequence T (∞) . We will prove the following Lemma 3.9. For any Borel sets E and
Proof. Since the unions of cylinder sets form a monotone class that generates the Borel sigma algebra on K N , it is enough to check (3.18) on cylinder sets. Take two finite words I = i 1 . . . i l and J = j 1 . . . j r . For k large, we have:
and, by Proposition 3.4.
Now take a Borel set A with σ −1 (A) = A and apply (3.18) with E = F = A: we have
This means that µ(A) = 0, or µ ∞ (A) = 1. The same argument can be applied to
This shows that µ is ergodic. The statement in (ii) follows from (i) by [DJ14, Theorem 2.13].
Equivalence of measures vs equivalence of representations
Here we study equivalence and orthogonality of two quasi-stationary Markov measures and the similar problem for the associated representations of the Cuntz algebra O N . We begin with a dichotomy theorem that reminds us of, and has overlap with, the work of Kakutani [Kak48] . 
The following statements are equivalent:
(ii) The measures µ and µ ′ are equivalent.
Also, the following statements are equivalent:
The measures µ and µ ′ are mutually singular.
Proof. The equivalence of (i) with (ii) and of (a) with (b) follow from [DJ14, Proposition 2.10,Theorem 2.12]. For the equivalence of (ii) with (iii) and of (b) with (c) we use [ES80, Corollary 6]. We have the sigma algebras F n generated by cylinder sets C(I) with I of length n and we let P n , Q n be the restrictions of µ, µ ′ to F n . Then the measures P n and Q n are equivalent and 
e., and µ ⊥ µ ′ if the sum in (4.4) is infinite µ ′ -a.e. The equivalences then follow directly from this because
. Therefore the infinite product
is convergent to a positive number. With Proposition 4.2, we obtain the results. Proof. We have, for i, j ∈ Z N ,
With Corollary 4.3 we get (i) and (ii).
