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Abstract
Given a surface S and an integer r ≥ 1, there is a variety Xr−1 parametrizing
all clusters of r proper and infinitely near points of S (see [17]). We study the
geometry of the varieties Xr, showing that for every Enriques diagram D of r
vertices the subset Cl(D) ⊂ Xr−1 of the clusters with Enriques diagram D is
locally closed. We study also the relative positions of the subvarieties Cl(D),
showing that they do not form a stratification and giving criteria for adjacencies
between them.
Introduction
In the 1970’s S. Kleiman introduced the method of iteration in multiple-point theory
for the study of maps f : X −→ Y between algebraic varieties. The basics of this
method are set in [18] (see also [17] and [19]), where the derived varieties Xr and maps
Xr −→ Xr−1, r ∈ Z≥0 are defined using blowing-ups in a recursive way. The varieties
Xr are thought of as parametrizing sets of points of X , possibly infinitely near, whose
image under f is a single point.
If Y = Spec k and f : X −→ Y is a smooth morphism, then the iterated blowing-ups
parametrize ordered clusters of points of X . This was implicit in Kleiman’s work, and
proved or used afterwards by others in various settings (see [12], [21], [6]).
Similarly to the varieties Xr, other varieties can be defined to parametrize uni-
branched clusters [21] or ordered unions of unibranched clusters [5]. In these papers Z.
Ran and S. Colley respectively compute fundamental classes of the involved varieties
as well, and use them to enumerate united and stationary multiple points of maps re-
spectively. Similar work for cases with three points was done by J. Roberts in [22]. The
paper [21] contains also information on the relation between varieties of clusters and
the Hilbert scheme of zero-dimensional subschemes of S; other works dealing with this
relation are [3], [16], and [8].
Here we study the geometry of the varieties of clusters of points on a surface, and
some subvarieties in them corresponding to clusters with given Enriques diagrams (the
combinatorial data of proximities between points of a cluster K are encoded by means
of Enriques diagrams ; two clusters have the same Enriques diagram if and only if their
points satisfy the same proximity relations). The varieties for unibranched clusters used
by Z. Ran and S. Colley arise as particular cases of such subvarieties.
The paper is organized as follows. In section 1 we review definitions and basic
facts on clusters, Enriques diagrams and varieties of clusters. In section 2 we study
the subvarieties of Xr determined by Enriques diagrams; given an ordered Enriques
diagramD of r vertices, we denote Cl(D) ⊂ Xr−1 the set of all clusters whose Enriques
diagram isD. In Propositions 2.2 and 2.4 we prove that Cl(D) is locally closed in Xr−1.
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Next we consider the relative positions of the varieties Cl (D); in particular, given two
ordered Enriques diagrams D and D′ we are interested in giving combinatorial criteria
to decide whether Cl(D′) ⊂ Cl(D) or not. Lemma 2.3 gives a necessary condition,
and in the remains of section 2 we study under which conditions it is also a sufficient
condition. In section 3 we show that the varieties Cl(D) do not form a stratification, i.e.
it is not true that Cl(D′) ∩ Cl(D) 6= ∅ implies Cl(D′) ⊂ Cl(D). In section 4 we study
families of blown-up surfaces, using the universal property of Xr−1 of [12] together with
results of the previous sections. Concretely, in Proposition 4.2 we prove that for every
proper and smooth morphism ψ : X → T , whose fibres are blowing-ups of clusters of
r points of S, and every t ∈ T , there exist an e´tale neighborhood V of t and an open
dense subset U of V where the Enriques diagram of the blown-up cluster is constant,
and a relation between this constant Enriques diagram and that of the cluster blown
up in Xt. This gives a sort of “semicontinuity” of the Enriques diagram. Finally, in
section 5 we study subvarieties of Xr−1, defined by fixing the position of some points
of the cluster in different ways.
Apart from their own interest, results of this paper can be applied to the study of
linear systems (see [24], [26], [13], [25], [14]), of maps from Xr to the Hilbert scheme of
fat points of S (see [26]), or adjacencies of equisingularity types ([2]). We also expect
that they will have applications to enumerative geometry, extending results of [21], [5],
[20].
1 Preliminaries
Let k be an algebraically closed field and let S be a smooth irreducible projective
surface, defined over k. We begin by reviewing some well-known facts dealing with
clusters of points of S, referring to the book [4] for proofs and more on the subject.
Given a point p of S, we denote the blowing-up of p on S by πp : Sp −→ S.
The exceptional divisor Ep of πp is called the first (infinitesimal) neighbourhood of p
(on S) and its points are the points in the first neighbourhood of p. If i > 0, one
defines by induction the points in the i-th neighbourhood of p as the points in the first
neighbourhood of some point in the (i − 1)-th neighbourhood. The points which are
in the i-th neighbourhood of p for some i > 0, are also called points infinitely near to
p. Sometimes the points in S will be called proper points in order to distinguish them
from the infinitely near ones.
Let p, q be two points in S, proper or infinitely near. We will say that p precedes
q, p < q, if and only if q is infinitely near to p. We will write p ≤ q if q is equal
or infinitely near to p. The relation ≤ is a partial ordering of the set of all points,
proper and infinitely near, called the natural ordering. A cluster of points of a surface
S is a finite set of points K proper or infinitely near in S, such that, for each point
p ∈ K, K contains all points to which p is infinitely near. We denote SK the surface
obtained by blowing up all points in K, and πK : SK −→ S the composition of the
blowing-ups. An admissible ordering of a cluster K is a total ordering of the points of
K, refining the natural ordering, and an ordered cluster is a cluster together with an
admissible ordering. Equivalently, an ordered cluster may be defined as a sequence of
points (p1, p2, . . . , pr) such that p1 is a proper point of S, S1 is its blowing-up, and for
i > 1, pi is a point on Si−1 and Si is its blowing-up. We denote pi(K) the i-th point of
an ordered cluster K.
Note that a point p infinitely near to q ∈ S is a proper point on a well determined
smooth surface S(p), obtained from S by blowing up all the (finitely many) points
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preceding q. If C is a curve on S, let C˜ be the strict transform of C in S(p). We say
that p belongs to C (as an infinitely near point) if and only if it belongs to C˜, and we
write multp(C) = multp(C˜). Let p, q be a pair of proper or infinitely near points in S.
The point q is said to be proximate to p if and only if p < q and q belongs, as a proper
or infinitely near point, to the exceptional divisor of blowing up p. We shall write p ≺ q
to mean that q is proximate to p.
A proper point of S is proximate to no other point. An infinitely near point p is
always proximate to its immediate predecessor p¯, and to at most another point q, which
must satisfy q ≺ p¯ [4, 5.3]. An infinitely near point proximate to two points is called a
satellite point; all other points (including proper points) are called free.
Given a point p of a cluster K, let Ep be the exceptional divisor of blowing up p, on
the surface Sp obtained from S by blowing up p and all points preceding it. Blowing
up the remaining points gives a morphism π : SK −→ Sp, and we may consider the
total transform E¯p and the strict transform E˜p of Ep under the composition of the
blowing-ups. We usually denote the total transform as Ep = E¯p, if this does not lead
to confusion.
The set of points of a cluster K, equipped with the proximity relation, has an
abstract combinatorial structure, which Enriques encoded in a convenient diagram,
now called the Enriques diagram of the cluster (see [7, IV.I], [4]). It will be convenient
for us to give a formal definition of Enriques diagrams along the lines of the one given
by Kleiman and Piene in [20] (see also [9]):
A tree is a finite directed graph, without loops; it has a single initial vertex, or
root, and every other vertex has a unique immediate predecessor. If p is the immediate
predecessor of the vertex q, we say that q is a successor of p. An Enriques diagram is
a finite union of trees with a binary relation between vertices, called proximity, which
satisfies:
1. The roots are proximate to no vertex.
2. Every vertex that is not a root is proximate to its immediate predecessor.
3. No vertex is proximate to more than two vertices.
4. If a vertex q is proximate to two vertices then one of them is the immediate
predecessor of q, and it is proximate to the other.
5. Given two vertices p, q with q proximate to p, there is at most one vertex proximate
to both of them.
The vertices which are proximate to two points are called satellite, the other vertices
are called free. We usually denote the set of vertices of an Enriques diagram D with
the same letter D. We shall consider two trees with the same number of vertices and
satisfying the same proximity relations to be the same Enriques diagram.
To show graphically the proximity relation, Enriques diagrams are drawn according
to the following rules:
1. If q is a free successor of p then the edge going from p to q is smooth and curved
and, if p is not a root, it has at p the same tangent as the edge joining p to its
predecessor.
2. The sequence of edges connecting a maximal succession of vertices proximate to
the same vertex p are shaped into a line segment, orthogonal to the edge joining
p to the first vertex of the sequence.
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Following [20], we define the following numerical invariants of Enriques diagrams:
frees(D) := the number of free vertices in D,
roots(D) := the number of roots in D,
dim(D) := roots(D) + frees(D).
dim(D) is called the dimension of the Enriques diagram, and can be thought of as the
number of degrees of freedom for the points of clusters with Enriques diagram D.
It is clear how to associate to each cluster K its Enriques diagram D: it has a
vertex for each point of K, and its vertices satisfy the same proximity relations as the
corresponding points of K. In particular, the proper points of K correspond to the
roots of D. The converse statement is also true, namely, given an Enriques diagram D,
there exist clusters of points of S whose diagram is D (this is implicit in [20]).
A tree, and therefore an Enriques diagram, comes with a natural ordering ≤. The
natural ordering of vertices in the Enriques diagram of a cluster K corresponds exactly
to the natural ordering of the points of K. As in the case of clusters, an admissible
ordering for an Enriques diagram D is a total ordering refining the natural ordering, and
an ordered Enriques diagram D is an Enriques diagram equipped with an admissible
ordering. We denote pi(D) the i-th vertex of D.
Let K = (p1, p2, . . . , pr) be an ordered cluster. The proximity matrix P of K is the
square r × r matrix whose entry in the i-th row and j-th column is
pi,j =


1 if i = j,
−1 if pi is proximate to pj ,
0 otherwise.
Remark 1.1. The proximity matrix of an ordered cluster depends only on the ordering
and the proximities satisfied by its points. Therefore, all clusters with the same Enriques
diagram have the same proximity matrix, and we speak of the proximity matrix of an
ordered Enriques diagram. Moreover, two ordered Enriques diagrams are equal if and
only if they have the same proximity matrix.
It is well known that PicSK∼= PicS ⊕
⊕r
i=1 ZEi, and E
2
i = −1, Ei · Ej = 0
for all i 6= j. Moreover, if D is an effective divisor on SK , linearly equivalent to∑
p∈K npEp for some np, p ∈ K, then D =
∑
p∈K npEp, and np ≥ 0 for all p ∈ K.
Note that (E1, E2, . . . , Er) and (E˜1, E˜2, . . . , E˜r) are two different bases of the Z–module⊕r
i=1 ZEi. In fact, the invertible matrix P is the matrix of base change between the
two:
(E˜1, E˜2, . . . , E˜r) = (E1, E2, . . . , Er)P (1)
(see [4, 4.4] or [1, 1.1.29]). The following two lemmas will be useful later on.
Lemma 1.2. Let K = (p1, p2, . . . , pr) be an ordered cluster of points of S, P its prox-
imity matrix. A divisor D =
∑r
i=1miEi, mi ∈ Z, on SK is effective if and only if
P−1m ≥ 0,
where m = (m1,m2, . . . ,mr) is the column vector of the coefficients of D.
Proof. See [1, 1.1.45].
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Lemma 1.3. Let K = (p1, p2, . . . , pr) be an ordered cluster of points of S, P its prox-
imity matrix. Two effective divisors D =
∑r
i=1miEi, D
′ =
∑r
i=1m
′
iEi, mi,m
′
i ∈ Z,
on SK have common components if and only if
(m′)T (PPT )−1m > 0,
where m = (m1,m2, . . . ,mr) and m
′ = (m′1,m
′
2, . . . ,m
′
r) are the column vector of the
coefficients of D and D′ respectively.
Proof. All irreducible components of D and D′ are among E˜1, E˜2, . . . , E˜r, and because
of (1), we have
D = (E1, E2, . . . , Er)m = (E˜1, E˜2, . . . , E˜r)P
−1m,
D′ = (E1, E2, . . . , Er)m
′ = (E˜1, E˜2, . . . , E˜r)P
−1m′.
As D and D′ are effective, no coefficients in the vectors P−1m, P−1m′ are negative,
so it is clear that D and D′ have common components if and only if the product
(P−1m′)T (P−1m) is nonzero (and hence positive) as claimed.
We shall be concerned with families of smooth surfaces and relative divisors on them.
For our purposes, a family of surfaces is a smooth morphism of relative dimension 2,
ψ : S −→ T
where T is a variety defined over the algebraically closed field k. T is called the parame-
ter space of the family, and the fibers of ψ, which are smooth surfaces, are the members
of the family. For every point t ∈ T , the fiber over t will be denoted, as customary,
St = S ×T {t}. As a set, St = ψ−1(t). If T ′ → T is an arbitrary morphism, then by
base change we obtain a new family of surfaces; we shall usually denote ST ′ = S×T T ′,
and the new family will be
ψT ′ : ST ′ −→ T
′ .
A relative divisor on the family S → T is a Cartier divisor on S which meets properly
every member of the family.
Our interest here is focused in families of surfaces obtained by blowing up families
of points or families of clusters in surfaces or families of surfaces. Let us now recall the
construction of families of blowing-ups, which Kleiman developed in all generality in
[18], in the particular case we are dealing with.
Let ψ : S → T be a family of surfaces, with T a smooth variety, and let i : Y →֒ S
be a closed embedding. Consider the fiber product SY = S ×T Y and the diagonal
morphism ∆ := i×T IdY : Y −→ SY . ∆ is a smooth embedding over ψY (see [11, 17.3]),
and its image ∆(Y ) is a closed subvariety isomorphic to Y . Consider the blowing-up
BF(S, Y, T ) := Bl(SY ,∆(Y ))
π∆(Y )
−−−−→ SY ,
and the commutative diagram
BF(S, Y, T )
p◦π∆(Y )
//
ψY ◦π∆(Y )

S

Y // T
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We call π = p ◦ π∆(Y ) and ψ
′ = ψY ◦ π∆(Y ). As ∆ is a smooth embedding over ψY ,
it follows that ψ′ is smooth of relative dimension 2 (cf. [11, 19.4]), so it is a family of
smooth surfaces. We call
BF(S, Y, T )
ψ′
−→ Y
the family of blowing up S at the points of Y . The name is justified by the next
proposition:
Proposition 1.4. For every point y ∈ Y , and t = ψ(y) ∈ T , consider the blowing-up
πy : Bl(Xt, {y})→ Xt. Then there is a unique isomorphism
Bl(Xt, {y})
η
−→ BF(X,Y, T )y
satisfying πy = π|BF(X,Y,T )y ◦ η.
Proof. Follows from [18, 2.4], as ∆(Y ) is obviously a local complete intersection, flat
over Y .
Let now S be a smooth irreducible projective algebraic surface. Iterating the process
of blowing-up families it is possible to define varieties parametrizing the clusters with
r points of S, as follows. Take X−1 = Spec k, X0 = S, ψ0 : S → Spec k, and define
recursively Xi, ψi as the blowing-up family
Xi = BF(Xi−1, Xi−1, Xi−2)
ψi
−→ Xi−1.
The morphism ψi is in this case projective, so its fibers are projective smooth surfaces.
For every i, the variety Xi is irreducible and smooth of dimension 2i+2. The construc-
tion of Xi gives also morphisms Xi → Xi−1 whose restrictions to the fibers of ψi are,
by Proposition 1.4, the blowing-ups of the points of the fibers of ψi−1; we denote these
morphisms πi : Xi → Xi−1. To simplify notations, let us put πr,i = πi+1 ◦πi+2 ◦· · ·◦πr,
ψr,i = ψi ◦ ψi+1 ◦ · · · ◦ ψr. For any point x ∈ Xi, we call
S(x) = (Xi)ψi(x)
the blown up surface containing x. Recall that for any cluster K, πK : SK → S is the
composition of the blowing-ups of the points in K.
The following proposition makes the set of all ordered clusters with r points into an
algebraic variety.
Proposition 1.5. For every r ≥ 1 there is a bijection
Xr−1
K
−→ {ordered clusters of r points}
and, for every x ∈ Xr−1, a unique isomorphism ηx : SK(x) → (Xr)x such that
1. πK(x) = πr,0|(Xr)x ◦ ηx.
2. If K(x) = (p1, p2, . . . , pr) then K(ψr−1,i(x)) = (p1, p2, . . . , pi), i.e. ψr−1,i maps
the point of Xr−1 corresponding to a cluster to the point of Xi−1 corresponding
to the cluster of its first i points.
3. If K(x) = (p1, p2, . . . , pr) then, for every p ∈ SK(x), K(ηx(p)) = (p1, p2, . . . , pr, p).
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It is interesting to note that the existence of a bijection K follows from [12, I.2],
thanks to the obvious bijection
{ordered blowing-ups at r points} −→ {ordered clusters of r points}
SK 7−→ K
However, the proof we are now going to give has the advantadge of being more explicit,
and we also obtain properties 1, 2 and 3 of the isomorphisms ηx, which will be very
useful for our study of Xr. Notice also that the ordering of points in clusters is essential
in Proposition 1.5. Using unordered clusters would give rise to a non-injective K.
Proof. First of all we define the map K. Given x = xr ∈ Xr−1, consider the points
xi = ψi(xi+1) ∈ Xi−1 for i ∈ {r − 1, r − 2, . . . , 1}. Proposition 1.4 applied to Xi =
BF(Xi−1, Xi−1, Xi−2) shows that there are unique isomorphisms
Bl(S(xi), {xi})
ηxi−→ (Xi)xi
such that πi|(Xi)xi ◦ ηxi is the blowing-up of xi, and obviously xi+1 ∈ S(xi+1) = (Xi)xi
for all i. So K(x) := (x1, η
−1
x1
(x2), . . . , η
−1
xr−1
(xr)) is a cluster and ηxr is the claimed
isomorphism (i.e., properties 1, 2 and 3 are satisfied).
It remains to be seen that K is bijective. Let K0 = (p1, p2, . . . , pr) be a cluster with
r points. We have p1 ∈ S = X0, p2 ∈ Bl(X0, {p1}) ∼= (X1)p1 ⊂ X1, and iterating the
process r times,
pr ∈ Bl(S(pr−1), {pr−1})
ηpr−1
−−−−→
∼=
(Xr−1)ηpr−2 (pr−1) ⊂ Xr−1.
So we have ηpr−1 (pr) ∈ Xr−1, and it is clear that K(ηpr−1(pr)) = K0, so we have seen
that the map K is onto.
To see that K is injective, we will use induction on r. For r = 1, the claim is
obvious. For r > 1, suppose K(x) = K(x′), with x, x′ ∈ Xr−1. Then in particular
K(ψr−1(x)) = K(ψr−1(x
′)) = K1, by the definition of K, and we have isomorphisms
SK1
η
−→ S(x)
SK1
η′
−→ S(x′),
with πK1 = πr−1,0|S(x) ◦ η = πr−1,0|S(x′) ◦ η
′. Both clusters being equal, their last
point must be the same, that is, η−1(x) = η′
−1
(x′). On the other hand, the induction
hypothesis says that ψr−1(x) = ψr−1(x
′) = xr−1, so S(x) = S(x
′) = (Xr−1)xr−1 , and
η = η′. As η is an isomorphism, η−1(x) = η−1(x′) implies x = x′.
2 Fixing the Enriques diagram
From now on we identify the set of ordered clusters with r points to the variety Xr−1,
and denote the points of Xr−1 by capital letters such as K. Thus, given an ordered
Enriques diagram D of r vertices, the clusters with Enriques diagram D describe a
subset Cl(D) ⊂ Xr−1. Our next goal is to see that Cl(D) is a locally closed smooth
subvariety of Xr−1.
Throughout this section, we work on the family of surfaces
ψr : Xr −→ Xr−1
7
and certain subfamilies of this one; to lighten a little bit the notations, for every subva-
riety Y ⊂ Xr−1 we shall write SY = (Xr)Y and let ψr|SY : SY −→ Y be the family of
surfaces corresponding to the set of clusters Y . For example, once we prove that Cl(D)
is a locally closed smooth subvariety of Xr−1, SCl(D) → Cl(D) will be the family of all
surfaces obtained by blowing up clusters whose Enriques diagram is D.
The proximity relations which are encoded in the Enriques diagram of a cluster
express the belonging of some points of the cluster to exceptional divisors of previously
blown-up points. To deal with Cl(D), it will be necessary to have some knowledge of
the families formed by these divisors in the family of the blown-up surfaces. Call Fi
the pullback by πr,i in Xr of the exceptional divisor of the i-th blowing up,
Xi
π∆(Xi−1)
−−−−−−→ Xi−1 ×Xi−2 Xi−1.
It follows from Proposition 1.4 that, for any K = (p1, p2, . . . , pr) ∈ Xr−1, the restriction
of Fi to SK ⊂ Xr is the pullback Ei of the exceptional divisor of blowing up pi. There-
fore, every Fi is an effective relative divisor over Xr−1, and moreover it is irreducible
(if the restriction of an effective relative divisor to some member of the family is irre-
ducible, and the base of the family is irreducible, then the relative divisor is irreducible
also).
Given an ordered Enriques diagram D, let P be its proximity matrix. Recall that
E˜i denotes the strict transform in SK of the exceptional divisor of blowing up pi, and
a cluster K has Enriques diagram D if and only if
(E˜1, E˜2, . . . , E˜r) = (E1, E2, . . . , Er)P
in SK . For any cluster K with r points, we define the virtual exceptional divisors in
SK relative to the Enriques diagram D to be
(ED1 , E
D
2 , . . . , E
D
r ) = (E1, E2, . . . , Er)P .
The first step toward the construction of Cl(D) is to consider the set Eff (D) of all
clusters K for which the virtual exceptional divisors ED1 , E
D
2 , . . . , E
D
r are effective in
SK . We shall see that Eff (D) is a closed subvariety of Xr−1 and Cl(D) is open in
Eff (D). This will prove that Cl(D) is locally closed.
Remark 2.1. The definition of (ED1 , E
D
2 , . . . , E
D
r ) immediately gives that the Enriques
diagram of K is D if and only if E˜i = E
D
i ∀i. In particular, Cl (D) ⊂ Eff (D), because
the divisors E˜i are always effective.
Define divisors FDi on Xr as
(FD1 , F
D
2 , . . . , F
D
r ) = (F1, F2, . . . , Fr)P.
For every subvariety Y ⊂ Xr−1, we shall write FDi,Y the restriction of F
D
i to SY . Note
that the divisors FDi are relative divisors over Xr−1, therefore F
D
i,Y are also relative
divisors over Y .
Proposition 2.2. The subset Eff (D) is closed in Xr−1
Proof. Proposition 1.4 tells us that the restriction of FDi to any surface SK ⊂ Xr is
exactly EDi . In other words, F
D
i,K = E
D
i , or (OXr (F
D
i ))K = OSK (E
D
i ). So Eff (D) can
be described as
Eff (D) = {K ∈ Xr−1 |h
0(SK , (OXr (F
D
i ))K) > 0}
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(h0(SK ,OSK (E
D
i )) > 0 means that there is an effective divisor D in SK linearly equiv-
alent to EDi ; this implies D = E
D
i and therefore E
D
i itself is effective). On the other
hand, Xr → Xr−1 is smooth, so the invertible sheaf OXr (F
D
i ) is flat over Xr−1, and
by the semicontinuity theorem [15, III,12.8] the claim follows.
We want to see next that Cl (D) is open in Eff (D); for that we shall give some
attention to the complementary set Eff (D) \ Cl(D), that is, to the clusters of Eff (D)
wich have Enriques diagrams other than D.
Lemma 2.3. Let D, D′ be two Enriques diagrams with r vertices whose proximity
matrices are P , P ′, and let K be an ordered cluster whose Enriques diagram is D′. The
following are equivalent:
1. K ∈ Eff (D).
2. Eff (D′) ⊂ Eff (D).
3. All entries in the matrix P ′
−1
P are non negative.
Moreover, Eff (D′) = Eff (D) if and only if D′ = D.
Proof. By definition of the proximity matrices we have
(E˜1, E˜2, . . . , E˜r) = (E1, E2, . . . , Er)P
′
(ED1 , E
D
2 , . . . , E
D
r ) = (E1, E2, . . . , Er)P
on SK , therefore (E
D
1 , E
D
2 , . . . , E
D
r ) = (E˜1, E˜2, . . . , E˜r)P
′−1P , so the entries in the
matrix P ′
−1
P are the coefficients of the expression of each EDi as a linear combination
of irreducible divisors. All divisors EDi are effective if and only if these coefficients are
nonnegative, and the equivalence of 1 and 3 follows.
To see the equivalence with 2, it will be enough to prove that 3 implies 2, because
clearly 2 implies 1. So assume that all entries in the matrix P ′
−1
P are non negative,
and let K ′ be a cluster in Eff (D′); we have to see that K ′ ∈ Eff (D). In SK′ , it holds
(ED1 , E
D
2 , . . . , E
D
r ) = (E
D
′
1 , E
D
′
2 , . . . , E
D
′
r )P
′−1P. Therefore, all divisors EDi are linear
combinations with positive coefficients of the divisors ED
′
i , which are effective (but may
be reducible!) because K ∈ Eff (D′), so they are effective and K ′ ∈ Eff (D).
It remains to be seen that D′ 6= D implies Eff (D′) 6= Eff (D). Let i be the least
index of a vertex in which the two diagrams differ, i.e., the proximities satisfied by
the vertices pj(D) and pj(D
′) are the same for j < i, but not for j = i. This means
that there is j < i with either pj(D) ≺ pi(D), pj(D′) ⊀ pi(D′) or pj(D) ⊀ pi(D),
pj(D
′) ≺ pi(D′); both cases are symmetric, so assume pj(D) ⊀ pi(D), pj(D′) ≺ pi(D′).
For every cluster K whose Enriques diagram is D, ED
′
j is not effective in SK , therefore
K 6∈ Eff (D′) and Eff (D′) 6= Eff (D).
Proposition 2.4. Cl(D) is a nonempty open subset of Eff (D).
Proof. By definition, Cl (D) is nonempty. Lemma 2.3 implies that
Cl(D) = Eff (D) \
⋃
Eff (D′) Eff (D)
Eff (D′) .
Remark that the union is finite, because there are just a finite number of Enriques
diagrams with r vertices. The variety Eff (D) being closed for all D, we can conclude
that Cl(D) is a nonempty open subset of Eff (D).
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Proposition 2.4 shows that the varietyXr−1 decomposes as a disjoint union of locally
closed subsets corresponding to all possible Enriques diagrams with r points:
Xr−1 =
⋃
♯D=r
Cl (D) .
It is interesting to note that, as it will be proved in section 3, this decomposition is not
a stratification, i.e., it is not true that Cl(D′) ∩ Cl(D) 6= ∅ implies Cl(D′) ⊂ Cl(D).
We have shown that Eff (D) is closed in Xr using the semicontinuity theorem. One
can also give a more explicit inductive construction. If D is the diagram consisting
of a single point, then Eff (D) = X0 = S. If D has more than one vertex, let D˘ be
the Enriques diagram obtained from D by dropping the last vertex, and for any K, let
K˘ be the cluster obtained from K by dropping the last point. Consider the family of
surfaces
S
Eff (D˘) → Eff (D˘) .
Its fibers are exactly the SK˘ which have E
D˘
i effective, i = 1, . . . , r − 1.
Recall from Proposition 1.5 that the point of Xr−1 to which we identify the cluster
K is exactly pr(K) ∈ SK˘ ⊂ Xr−1; we also have ψr−1(K) = K˘. As K ∈ Eff (D) trivially
implies K˘ ∈ Eff (D˘), it follows that
Eff (D) ⊂ S
Eff (D˘) .
Let
π : SK −→ SK˘
be the blowing-up of the last point, pr(K). Then, by its definition,
EDi =


Er if i = r
π∗(ED˘i ) if i < r and pi(D) 6≺ pr(D)
π∗(ED˘i )− Er if i < r and pi(D) ≺ pr(D) .
Assuming K˘ ∈ Eff (D˘), these divisors will be effective if and only if
pr(K) ∈ E
D˘
i ∀i s.t. pi(D) ≺ pr(D) .
This allows us to describe Eff (D) precisely: we have in fact proved
Proposition 2.5. Let Fi(D˘) be the restriction of F
D˘
i to SEff (D˘); then Fi(D˘) is effective
for i = 1, 2, . . . , r − 1 and
Eff (D) =


SEff (D˘) if pr(D) is a root,
Fi(D˘) if pr(D) is free, pr(D) ≻ pi(D)
Fi(D˘) ∩ Fj(D˘) if pr(D) is satellite, pr(D) ≻ pi(D), pj(D), i 6= j.
Proposition 2.6. Cl(D) is irreducible and smooth of dimension dimD.
Proof. By induction on the number of points r of the cluster. For r = 1 there is only
one possible Enriques diagram, and Cl (D) = X0 = S is irreducible and smooth of
dimension 2. For r > 1 consider the Enriques diagram D˘ obtained from D by dropping
the last point. It is clear that ψr−1(Cl (D)) = Cl (D˘). The morphism
Cl(D)
ψr−1
−−−−→ Cl(D˘)
10
p
1
p
3
p
2p
3
p
2
p
1
D´D
Figure 1: Specialization is not a total order: D 6 D′, D′ 6 D.
is smooth because it comes from ψr−1 : Xr−1 → Xr−2 by base change, and has irre-
ducible fibers (the fibers are single points if the last point of D is satellite, open sets of
P1 if it is free, and open sets of S if it is a root). The irreducibility and smoothness of
Cl(D) then follow from those of Cl(D˘), which we obtain from the induction hypothesis;
adding up the dimension of the fibers to dimCl(D˘) = dim D˘ we obtain also the claimed
dimension of Cl(D).
At this point we introduce the notion of specialization of Enriques diagrams. We
are interested in the incidence relations between the varieties corresponding to different
Enriques diagrams. To be precise, we would like to know the closure Cl(D) of Cl(D)
in Xr−1, and in particular to know for which couples of diagrams D,D
′ there is an
inclusion Cl(D′) ⊂ Cl (D). We will henceforth say that the ordered Enriques diagram
D specializes to D′ or that D′ is a specialization of D, D  D′, whenever Cl(D′) ⊂
Cl(D). After 2.3, it is easy to see that specialization is an order relation on the set of
Enriques diagrams with r vertices, for each r > 0. It is not a total order, as shown by
example 2.8 below.
Lemma 2.7. Let D, D′ be two ordered Enriques diagrams whose proximity matrices
are P and P ′ respectively, and assume D D′. Then P ′
−1
P has no negative entries.
Proof. Eff (D) being closed (2.2) and Cl(D) ⊂ Eff (D), it follows that Cl(D) ⊂ Eff (D),
so the hypothesis D D′ says Cl(D′) ⊂ Eff (D). Now 2.3 gives the claim.
Example 2.8. Consider the two ordered Enriques diagrams of figure 1, and let their
proximity matrices be P and P ′. It is immediate to see that both P ′
−1
P and P−1P ′
have negative entries, so lemma 2.7 proves that neither of them is a specialization of
the other.
Lemma 2.9. Every irreducible component of the variety Eff (D) has the form Cl(D′)
for some Enriques diagram D′ such that Eff (D′) ⊂ Eff (D). Moreover, one of the
components of Eff (D) is Cl(D).
Proof. Because of 2.3, and the closedness of Eff (D), we have
Eff (D) =
⋃
Eff (D′)⊂Eff (D)
Cl(D′) =
⋃
Eff (D′)⊂Eff (D)
Cl (D′) .
Since the varieties Cl(D′) are irreducible, and the union is finite, every irreducible com-
ponent of Eff (D) has the form Cl(D′) for some D′ with Eff (D′) ⊂ Eff (D). Moreover,
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one of these components must be Cl(D); otherwise we would have
Cl(D) ⊂ Cl(D′) ⊂ Eff (D′)
which by 2.3 implies Eff (D) ⊂ Eff (D′). As we also have Eff (D′) ⊂ Eff (D) it follows
that Eff (D) = Eff (D′) against lemma 2.3.
Eff (D) is not always irreducible nor even equidimensional: it may happen that
some D′ with Eff (D′) ⊂ Eff (D) has dimension bigger than dimD. However, in many
relevant cases we shall show an equality Cl(D) = Eff (D), which by 2.9 is equivalent to
the irreducibility of Eff (D).
Proposition 2.10. Let D be an ordered Enriques diagram. The following conditions
are equivalent:
1. For every Enriques diagram D′ 6=D such that Eff (D′) ⊂ Eff (D), dimD′< dimD.
2. For every Enriques diagram D′ 6= D such that P ′−1P has no negative entries,
dimD′< dimD.
3. For every cluster K ∈ Eff (D) with Enriques diagram D′ 6= D, dimD′ < dimD.
4. Cl(D) = Eff (D).
5. Eff (D) is irreducible.
An ordered Enriques diagram satisfying one (and therefore all) of the preceding
conditions will be called a prime Enriques diagram. Remark that if D is prime then D˘
is prime also, by condition 5, for example.
Proof. The equivalence of 1, 2 and 3 is clear after lemmas 2.3 and 2.7. Since Cl(D) is
one component of Eff (D) (2.9), 4 and 5 are equivalent. To see that 4 implies 1 is easy:
if 1 is false then there exists D′ 6= D with Cl(D′) ⊂ Eff (D′) ⊂ Eff (D) and
dimCl(D′) = dimD′ ≥ dimD = dimCl(D);
therefore Cl(D′) 6⊂ Cl(D) (recall that Cl (D) and Cl (D′) are disjoint) and Eff (D) 6⊂
Cl(D), against 4.
To prove that 1 implies 4, we proceed by induction on the number r of points of D,
noting that if r > 1 and 1 is true for D, then it is also true for D˘. For r = 1 we already
noticed that there is only one Enriques diagram. For r > 1 we first recall that the
divisors F D˘
i,Eff (D˘)
are relative divisors over Eff (D˘). This implies that every one of their
components dominates Eff (D˘), because Eff (D˘) is irreducible, due to the induction
hypothesis, This implies that the divisors F D˘
i,Eff (D˘)
have no component in common.
Indeed, a common component of two such divisors would imply a common component
of two divisors among the ED˘i in all SK ,K ∈ Eff (D˘); on the other hand for every cluster
K ∈ Cl(D) ⊂ Eff (D) the divisorsED˘i are irreducible, so they share no component. This
observation together with (2.5) show that Eff (D) is equidimensional. We already know
that every component of Eff (D) is of the form Cl(D′) with Eff (D′) ⊂ Eff (D); as they
must have dimension dimD, hypothesis 1 implies that there is only one component,
Cl(D) = Eff (D).
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Corollary 2.11. Let D,D′ be Enriques diagrams whose proximity matrices are P, P ′,
respectively. Suppose that D is prime. Then D  D′ if and only if all entries of the
matrix of the matrix P ′
−1
P are non negative.
Proof. As D is prime, Eff (D) = Cl(D) and 2.3 gives the result.
Remark 2.12. Suppose that K ∈ Eff (D) and pi(D) ≺ pj(D). Then pj(K) belongs to
the virtual exceptional divisor of blowing up pi(K) (see (2.5)) and therefore it is not a
root. So, given two Enriques diagrams D and D′ such that Eff (D′) ⊂ Eff (D), if pi(D′)
is a root then pi(D) must be a root too. This obviously implies that
roots(D) ≥ roots(D′).
As the dimension of an Enriques diagram is
dimD = roots(D) + frees(D),
we conclude that a non-prime Enriques diagram D must have at least one satellite
vertex pi(D) such that, for some D
′, Eff (D′) ⊂ Eff (D) and pi(D′) is free. Otherwise
we would have that pi(D) is a root, free or satellite if and only if pi(D
′) is a root, free
or satellite respectively, and it is not difficult to see that this implies D = D′, using
(2.5) inductively. In particular, all Enriques diagrams without satellites are prime.
2.1 Prime Enriques diagrams
It would be interesting to have some criterion to decide whether an ordered Enriques
diagram is prime or not. Remark 2.12 shows that the fact of D being non-prime
is related to the existence of satellites pi(D) and diagrams D
′ such that Eff (D′) ⊂
Eff (D) and pi(D
′) is free. We shall therefore study under which conditions (on D)
this is possible. The structure of the virtual exceptional divisors EDi will give us some
information on that; let us first show two different examples of non-prime Enriques
diagrams to give an idea of the kind of phenomena involved.
Example 2.13. Consider the Enriques diagrams with six points of figure 2. It is imme-
diate that dimD = dimD′ = 6, and an easy calculation with the proximity matrices
shows that Eff (D′) ⊂ Eff (D), so D is not prime. The fifth and sixth points are respon-
sible for the relatively big dimension of D′ compared to D, because they are satellites
forD and free forD′. To see why is this possible, we should look at the surface obtained
by blowing up the first four points of a cluster K whose Enriques diagram is D′: E˜4 is
a component of the four divisors EDi , i = 1, . . . , 4, so it is enough for p5 and p6 to lie
in E˜4 for all six E
D
i to be effective in SK .
The following example shows that Eff (D) needs not to be of the same dimension as
Cl(D).
Example 2.14. Consider the Enriques diagrams with nine points of figure 3. Now the
dimensions are dimD = 8 < dimD′ = 9, and again an easy calculation with the
proximity matrices shows that Eff (D′) ⊂ Eff (D), so D is not prime. Now the satellites
of D which are free in D′ are the fifth, seventh and nineth points. To see why is this
possible, we should look at the surface obtained by blowing up the first three points
of a cluster K whose Enriques diagram is D′: E˜3 is a component of multiplicity 2 of
ED1 , so if p4, p6 and p8 lie in E˜3 then E˜4, E˜6 and E˜8 will still be components of E
D
1 , so
that it is enough for p5, p7 and p9 to lie in E˜4, E˜6 and E˜8 respectively in order to have
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Figure 2: Cl(D′) is a component of Eff (D).
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Figure 3: Cl(D′) is a component of Eff (D).
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EDi effective in SK , i = 1, 2, . . . , 9. It is not difficult to extend this example to obtain
couples of Enriques diagrams with Eff (D′)  Eff (D) and dimD′ − dimD arbitrarily
big, always exploiting the double divisor which appears in S3.
Let D be an ordered Enriques diagram D with r vertices. We denote by Di the
Enriques diagram of its first i vertices (i.e. an ordered Enriques diagram of i vertices
which satisfy the same proximity relations as the first i vertices of D). Similarly, for a
cluster K we shall denote by Ki the cluster of the first i points of K.
From the two examples above one can see that the existence of different virtual
exceptional divisors sharing components can cause the non-primality of an Enriques
diagram. More explicitly, if pi(D) is satellite, proximate to pj(D) and pk(D), and there
is a cluster Ki−1 ∈ Eff (Di−1) such that ED
i−1
j and E
D
i−1
k share a component, then it
is enough for pi ∈ K to lie in this common component for EDi to be effective in SK .
So, in this conditions there is an Enriques diagram D′ with Eff (D′) ⊂ Eff (D) and
pi(D
′) free. We also see from the second example that virtual exceptional divisors with
multiple components easily give rise to components common to several other virtual
divisors, so they can cause non-primality of Enriques diagrams too.
Proposition 2.15. Let D be an ordered Enriques diagram D with r vertices. Suppose
that for some i, Di is prime, and no vertex pj(D), j > i, is a satellite. Then D is
prime.
Proof. By induction on r − i. For r = i there is nothing to prove. For r > i we can
assume (induction hypothesis) that D˘ is prime. Let D′ 6= D be such that Eff (D′) ⊂
Eff (D); we have to prove that dimD′ < dimD. The hypothesis on D says that pr(D)
is no satellite, so remark 2.12 says that dimD− dimD′ ≥ dim D˘− dim D˘′. If D˘ 6= D˘′
then dim D˘ − dim D˘′ > 0, because D˘ is prime, and we are done. If D˘ = D˘′, then the
hypothesis D 6= D′ implies that pr(D
′) satisfies more proximity relations than pr(D)
and therefore we also get dimD− dimD′ > 0.
Proposition 2.16. Let D be an Enriques diagram and K ∈ Eff (D) a cluster whose
Enriques diagram is D′ 6= D. Consider the (effective) divisors EDi ⊂ SK , i =
1, 2, . . . , r.
1. EDi is connected for all i.
2. For i 6= j, the intersection EDi ∩ E
D
j is either empty, or a single point or a
connected divisor.
Proof. 1. By induction on the number of points r of the diagram. For r = 1 there is
nothing to prove. For r > 1, let D˘, D˘′ and K˘ be the Enriques diagrams and the
cluster obtained by dropping the last point. The induction hypothesis tells us that
the divisors ED˘i are connected. Whenever pi(D) ⊀ pr(D), the total transform of
ED˘i in SK coincides with E
D
i thus proving its connectedness. If pi(D) ≺ pr(D),
then either pr(K) is a singular point of E
D˘
i and Er is a component of E
D
i thus
ensuring its connectedness or a nonsingular point of ED˘i and the strict transform
is connected.
2. We only have to discard the possibility that two such divisors meet in more than
one point, or in a divisor with more than one connected component. Since we
know that each divisor is connected, both possibilities would imply that the total
15
exceptional divisor in SK of a point of S is not simply connected, and it is known
that this is not possible (see [4, 4.4], for example).
Proposition 2.17. If D is an ordered Enriques diagram with at most one satellite
vertex, then D is prime.
Proof. After 2.12, we only need to prove that an ordered Enriques diagram D with
one satellite vertex, say pi(D), is prime. If we are able to prove that D
i is prime, the
proof will be complete, because of 2.15. So it is not restrictive to assume i = r. Let
D′ 6= D be such that Eff (D′) ⊂ Eff (D); we have to prove that dimD′ < dimD. If
dim D˘ ≥ dim D˘′ + 2 then dimD ≥ dimD′ + 1 because pr(D′) is not a root (2.12), so
we can assume dim D˘ ≤ dim D˘′ + 1.
Assume first dim D˘ = dim D˘′ + 1. As D˘ has no satellite vertex and dimD =
roots(D) + frees(D), 2.12 implies that there is an index j satisfying
1. Either pj(D˘) is a root and pj(D˘
′) is proximate to exactly one vertex or pj(D˘) is
proximate to exactly one vertex and pj(D˘
′) is a satellite, and
2. For k 6= j, pk(D′) is proximate to pℓ(D′) if and only if pk(D) is proximate to
pℓ(D)
Now, given a cluster K ∈ Cl(D˘′), if pk(D˘) is extremal among the vertices proximate
to pj(D˘), k > j, then it easily follows by induction on k − j that EDj and E
D
k meet
transversely at a single point pjk ∈ SK . So, if dim D˘ = dim D˘′ + 1 then pr(D′) must
be a satellite and we get dimD = dimD′ + 1.
It only remains to consider the case dim D˘ = dim D˘′. By 2.12 it is clear that
D˘ is prime, so D˘′ = D˘. Let pj(D) and pk(D) be the two vertices to which pr(D) is
proximate. For everyK ∈ Cl(D′), ED˘j and E
D˘
k are irreducible in SK˘ ; therefore pr(K) ∈
ED˘j ∩ E
D˘
k is proximate to pj(K) and pk(K), and D
′ = D, aganist the assumption.
We introduce now invariants of pairs of diagrams D, D′ satisfying Eff (D′) ⊂
Eff (D), which will help us to give new sufficient conditions for D to be prime. Let
P and P ′ be the proximity matrices of D and D′ respectively, and let
M(D,D′) =
(
P ′
−1
P
)T
P ′
−1
P .
Since Eff (D′) ⊂ Eff (D), all entries of P ′−1P are greater or equal to zero; therefore
the (j, k)-th entry mj,k(D,D
′) of M(D,D′) is also greater or equal to zero. Moreover
it is easy to see, after 1.3, that mj,k(D,D
′) > 0 if and only if for every cluster K with
Enriques diagram D′ the divisors EDj and E
D
k share some component on SK . For every
i, define
δi(D,D
′) = #
{
(k, j)
∣∣∣∣ k > j ≥ i, mj,k(D,D′) 6= 0pk(D) is extremal proximate to pj(D)
}
and
ǫi(D,D
′) = (dimD− dimD′)− (dimDi − dimD′
i
)− δi(D,D
′) .
A cluster K (resp. an Enriques diagram D) is unibranched if it has only one root
and no two points of K (resp. vertices of D) have the same immediate predecessor (i.e.
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there is at most one point of K in the first neighbourhood of each point of K). It is poli-
unibranched if it is the union of finitely many unibranched clusters (resp. diagrams).
Unibranched clusters are also called bamboo clusters in the literature.
Remark 2.18. A unibranched cluster or Enriques diagram has only one admissible or-
dering, in which each point or vertex but the root is in the first neighbourhood of
the previous one. A cluster or Enriques diagram which is not unibranched has always
more than one admissible ordering; for poli-unibranched clusters and diagrams we shall
(2.19) use orderings mimicking the behaviour of unibranched ones: an ordered poli-
unibranched cluster or Enriques diagram will be for us an ordered cluster or Enriques
diagram in which each point or vertex but the roots is in the first neighbourhood or is
a successor of the previous one.
Proposition 2.19. If D is a poli-unibranched ordered Enriques diagram (i.e. for all
i, pi(D) is either a root or proximate to pi−1(D)) then D is prime. In particular, all
unibranched Enriques diagrams are prime.
To prove Proposition 2.19 we will need the following lemma:
Lemma 2.20. Let D and D′ be ordered Enriques diagrams with r points satisfying
Eff (D′) ⊂ Eff (D), and let i be an integer, 1 ≤ i ≤ r. Suppose that every point after
pi(D) is infinitely near to pi(D), is not proximate to any point before pi(D) and is
either satellite or proximate to pi(D). Then
1. δi(D,D
′) = 0.
2. ǫi(D,D
′) ≥ 0, and ǫi(D,D′) = 0 if and only if the proximity relations between
points after pi are the same for D and D
′.
3. For every K ∈ Cl(D′), EDi ⊂ SK is irreducible.
4. If pk(D) is extremal proximate to pj(D), k > j ≥ i, then for every K ∈ Cl(D′),
EDj and E
D
k meet transversely at a single point pjk ∈ SK .
5. If pk(D) is extremal proximate to pj(D), k > j > i, then there is no other pair
(j′, k′) such that pk′(D) is extremal proximate to pj′ (D) and E
D
j′ ∩ E
D
k′ = pjk in
SK, K ∈ Cl(D′).
6. For each k > i such that pk(D) is extremal proximate to pi(D) there are at most
ǫi(D,D
′) indices k′ 6= k such that pk′(D) is extremal proximate to pi(D), and
EDi ∩ E
D
k′ = pik in SK , K ∈ Cl(D
′).
Proof. By induction on r − i. For r = i there is nothing to prove. For r > i, let D˘ and
D˘′ be the diagrams obtained from D and D′, respectively, by dropping the last point.
Let K be a cluster in Cl(D′), and K˘ ∈ Cl(D˘′) the cluster obtained by dropping its last
point. We distinguish two cases, depending on whether pr(D) is satellite or free and
proximate to pi(D).
If pr(D) is satellite, then by equations (2.5)
pr(K) ∈ E
D˘
j ∩ E
D˘
k
for some k > j ≥ i such that pk(D˘) is extremal proximate to pj(D˘). By part 4 of the
induction hypothesis we obtain that ED˘j and E
D˘
k meet transversely in a single point;
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this point must be pr(K), which is therefore a satellite, so pr(D
′) is a satellite too.
Denoting by π the blowing up of pr(K), the virtual exceptional divisors are
EDr = Er = π
∗(pr(K)),
EDj = π
∗(ED˘j )− Er,
EDk = π
∗(ED˘k )− Er,
EDn = π
∗(ED˘n ) if n 6= j, k, r.
So parts 3, 4, 5 and 6 of the claim are consequences of the corresponding parts of the
induction hypothesis. Part 1 is immediate from 4 and 2 follows from 6. Note that in
this case ǫi(D,D
′) = ǫi(D˘, D˘
′).
If pr(D) is free and proximate to pi(D), then we have two possibilites: either pr(K)
is also free, in which case ǫi(D,D
′) = ǫi(D˘, D˘
′) and all claims follow immediately
from the induction hypothesis, or pr(K) = E
D˘
i ∩ E
D˘
k , in which case more interesting
phenomena occur. Denoting by π the blowing up of pr(K), the virtual exceptional
divisors are
EDr = Er = π
∗(pr(K)),
EDi = π
∗(ED˘i )− Er,
EDn = π
∗(ED˘n ) if n 6= i, r.
This, together with the induction hypothesis, proves parts 3 and 5 of the claim, but it
also means that Er is a component of every divisor E
D
n such that pr(K) = E
D˘
i ∩ E
D˘
n .
By part 6 of the induction hypothesis we know that there can be at most ǫi(D˘, D˘
′) + 1
such divisors, including n = k, and for every one of them we have EDi ∩E
D
n = E
D
i ∩E
D
r .
pr(D) is not proximate to any pn(D), so 4 has been proved also, and therefore 1. As
δi(D,D
′) = 0, the fact that pr(K) and pr(D
′) are satellite whereas pr(D) is free means
that ǫi(D,D
′) = ǫi(D˘, D˘
′) + 1 thus proving parts 6 and 2.
Proof of 2.19. Let D1 6= D be an ordered Enriques diagram with Eff (D1) ⊂ Eff (D).
We have to prove that dimD1 < dimD. Fix a cluster K ∈ Cl(D1). For every i =
1, 2, . . . , r let ri be such that pri(D) is the last point in D proximate to pi, and consider
the Enriques diagram Dri and the cluster Kri .
The hypothesis that D is unibranched or poli-unibranched says that for every i
and for every satellite point pj(D), proximate to pi(D), all vertices between pi(D) and
pj(D) are infinitely near to pi(D), and satellite or proximate to pi(D). This, toghether
with lemma 2.20, show that ǫi(D
ri ,Dri1 ) ≥ 0 for all i. On the other hand, if i is the
least integer such that D and D1 differ at the point pi then ǫi−1(D
i,Di1) > 0, which
clearly implies that dimDi − dimDi1 > 0. Now we can prove that dimD− dimD1 > 0
by induction on r− i. Assume we have proved dimDj−dimDj1 > 0 for all j, i ≥ j < r,
and let us prove it for j = r. There are two possibilities, either pr(D) is a root, or there
is j < r with r = rj . If pr(D) is a root, then dimD − dimD1 ≥ dim D˘− dim D˘1 > 0,
by the induction hypothesis. If r = rj and i > j then by 2.20 ǫj(D,D1) > 0 which
implies dimD− dimD1 > 0 and we are done. If r = rj and i ≤ j then ǫj(D,D1) ≥ 0,
and the induction hypothesis says dimDj − dimDj1 > 0; the two inequalities together
give
dimD− dimD1 ≥ dimD
j − dimDj1 + ǫj(D,D1) > 0
thus finishing the proof.
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Figure 4: D1  D2.
As we see, there are many interesting prime Enriques diagrams D, and for them we
know exactly which diagrams are specializations of D. If D is a non-prime diagram, or
if we do not know whether it is prime or not, we do not have necessary and sufficient
conditions for specialization, but we can still give some information, in the form of a
sufficient condition.
Given a map σ : {1, 2, . . . , r} −→ {1, 2, . . . , r} we define the matrix of σ to be
Σ = (σij) where
σij =
{
1 if σ(j) = i
0 otherwise.
Proposition 2.21. Let D1, D2 be two Enriques diagrams with r vertices, s an integer,
1 ≤ s ≤ r, and σ : {1, 2, . . . , r} → {1, 2, . . . , r} a map such that σ(i) = i ∀i > s. Let
P1 and P2 be the proximity matrices of D1 and D2 respectively, and Σ the matrix of
σ. Consider the diagrams Ds1,D
s
2 of the first s points of D1 and D2 respectively, and
assume
1. Ds1  D
s
2,
2. the matrix P−12 P1 − Σ has no negative entries,
3. if pi(D1), i > s is a satellite proximate to pj(D1) and pk(D1), then j, k > s,
4. for every j > s, pi(D1) ≺ pj(D1) if and only if pσ(i)(D2) ≺ pj(D2).
Then D1  D2. Moreover, for every i > s and K ∈ Cl(D2), the virtual divisor
ED1i ⊂ SK is irreducible.
Example 2.22. Consider the Enriques diagrams with eight vertices of figure 4. It is
clear, after example 2.13, that D is not prime. However, we can prove that D1  D2,
by using Proposition 2.21 with s = 2, and σ(1) = σ(2) = 2. D21 has no satellite vertices,
so it is prime and D21  D
2
2; one can then easily check the other conditions needed to
apply 2.21.
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Proof. Let K ∈ Cl (D2); we have to see that K ∈ Cl(D1). We shall do it by induction
on r−s. For r = s the claim follows immediately from hypothesis 1. For r > s consider
the Enriques diagrams D˘1 and D˘2 and the cluster K˘ obtained by dropping the last
vertex of D1, D2 and the last point of K respectively. The induction hypothesis is that
K˘ ∈ Cl(D˘1)
and for every i > s and K ∈ Cl(D˘2), E
D˘1
i is irreducible.
We shall now fix our attention to the family
S
Cl(D˘1)
ψr−1
−−−−→ Cl(D˘1).
To lighten notations a little bit, let T = Cl(D˘1). Since K˘ = ψr−1(K) (1.5) the induction
hypothesis implies K ∈ ST . On the other hand, ψr−1 is smooth and has irreducible
fibers, and T is irreducible, so ST is irreducible. If pr(D1) is a root, then Cl(D1) can
be identified with an open subset of ST , and due to the irreducibility of ST we get
Cl(D1) = ST and K ∈ Cl(D1).
The divisors F D˘1i,T are relative divisors over T so every component dominates T
(because T is irreducible). Also, for every cluster K ′ ∈ Cl(D1) ⊂ ST E
D˘1
i = F
D˘1
i,T |SK
are irreducible, therefore the F D˘1i,T are irreducible. If pr(D1) is free and proximate to
pi(D1), then Cl(D1) is an open subset of F
D˘1
i,T . Due to the irreducibility of F
D˘1
i,T this
implies Cl(D1) = F
D˘1
i,T . On the other hand, by hypothesis 4 pσ(i)(K) ≺ pr(K), so
K ∈ F D˘
′
σ(i),T ,
and by hypothesis 2
F D˘2
σ(i),T ⊂ F
D˘1
σ(i),T ,
so we obtain K ∈ F D˘1
σ(i),T , as wanted.
Suppose now that pr(D1) is a satellite, and pi(D1), pj(D1) are the two vertices to
which pr(D1) is proximate. Cl(D1) → T is onto, so there is at least one cluster K
′ ∈
Cl(D1) with ψr−2(K
′) = K˘. Because of 4, pσ(i)(K) ≺ pr(K) and pσ(j)(K) ≺ pr(K), so
K ∈ ED˘2
σ(i) ∩ E
D˘2
σ(j)
and by hypothesis 2
ED˘2
σ(i) ∩ E
D˘2
σ(j) ⊂ E
D˘1
σ(i) ∩ E
D˘1
σ(j) .
On the other hand, clearly K ′ ∈ Eff (D1), so we get
pr(K), pr(K
′) ∈ ED˘1i ∩ E
D˘1
j .
But ED˘1i and E
D˘1
j are irreducible, because of hypothesis 3 and the induction hypothesis,
so its intersection is the single point pr(K) = pr(K
′) = ED˘1i ∩ E
D˘1
j , and K = K
′ ∈
Cl(D1).
The fact that the only virtual divisor ED˘1j in SK˘ which has E˜i as a component is
ED˘1i is immediate, from the induction hypothesis and the fact that pr(K) belongs to
ED˘1i if and only if pr(D1) is proximate to pi(D1).
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Proposition 2.23. Let D1, D2 be two Enriques diagrams with r vertices, s an integer,
1 ≤ s ≤ r, and σ : {1, 2, . . . , r} → {1, 2, . . . , r} a map such that σ(i) = i ∀i > s.
Consider the diagrams Ds1,D
s
2 of s points obtained by dropping the last r − s points of
D1 and D2 respectively, and assume
1. Ds1  D
s
2,
2. Eff (D2) ⊂ Eff (D1),
3. E
D
s
1
i − E˜σ(i) is effective in SK for all K ∈ Cl(D
s
2),
4. There is no satellite point pi(D1) with i > s.
Then D1  D2.
Proof. The same as for Proposition 2.21; the divisors ED˘1i can have common compo-
nents but this has no consequence since there appear no satellite points.
2.2 Extension of clusters
Extension is a particular kind of specialization of clusters which was first introduced by
Greuel, Lossen and Shustin in [10], and is basic in their construction of singular curves
of low (asimptotically proper) degree. In their approach it is in fact a specialization of
zero-dimensional schemes, presented using a specialization of singular curves. They give
also a description of extension in terms of a specialization of weighted consistent clusters.
As we will shortly see, the specialization of clusters can be justified independently of
the weights and with no reference to any particular curve, and by doing so, slightly
generalized.
Let D be an unordered Enriques diagram with r vertices, q ∈ V (D) one of its free
vertices, proximate to its predecessor q¯ only. The extension of D at q is the Enriques
diagram D(q) which has:
• The same vertices as D, plus a new free vertex q′ inserted between q¯ and q. That
is, the predecessor of q′ is q¯ and the predecessor of q is q′.
• q′ ≺ p in D(q)⇐⇒ q ≤ p and q¯ ≺ p in D.
• q¯ ≺ p in D(q)⇐⇒ q 6≤ p and q¯ ≺ p in D.
• All proximities p ≺ p′, p 6= q¯, q′ remain unchanged.
We consider also the Enriques diagram D• which has the same vertices and proximities
as D plus one root. The specialization introduced in [10] (in which all vertices preceding
q are assumed free) gives a flat family of zero-dimensional schemes, whose general
member is the scheme of a cluster whose Enriques diagram is D• and has a special
member which is the scheme of a cluster whose Enriques diagram is D(q).
Proposition 2.24. Choose an admissible ordering D for D, such that all vertices after
q in this ordering are infinitely near to q. Let D• and D(q) be the orderings induced by
this ordering on D• and D(q) with the additional condition that the new root (resp. q
′)
is the vertex immediately preceding q. Then D•  D(q).
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Proof. Suppose that q is the s-th vertex of D, and q¯ is the t-th. Then q′ is the s-th
vertex of D(q), and the diagrams Ds•, D(q)
s differ only in their last point, which is a
root for Ds•. Let T be the irreducible variety
T = Cl (Ds−1) = Cl (Ds−1• ) = Cl(D(q)s−1)
as in the proof of 2.21. ps(D
s
•) is a root, and therefore Cl(D
s
•) = ST , which implies that
every cluster of s points whose s− 1 first points have Enriques diagram Ds belongs to
Cl(Ds•). In particular, this applies to clusters in Cl(D(q)
s), so we get Ds•  D(q)
s. Let
σ : {1, 2, . . . , r+1} −→ {1, 2, . . . , r+1} be defined by σ(t) = s and σ(i) = i ∀i 6= t. Now
the proof follows as in Proposition 2.21, proving by induction on r−s that D•  D(q),
and that for every i ≥ s and K ∈ Cl (D(q)), the virtual divisor ED•i ⊂ SK is irreducible,
and for every k such that pk(D) is maximal proximate to q¯
ED•k ∩ E
D•
t = E˜k ∩ E˜s.
3 Enriques diagrams do not stratify Xr−1
In this section we prove that the subvarieties Cl(D) do not constitute a stratification
on Xr−1, because it is not true that Cl(D1)∩Cl (D2) 6= ∅ implies Cl(D2) ⊂ Cl(D1). To
prove it, we shall show an explicit example of two diagrams D1 and D2 with Cl(D1) ∩
Cl(D2) 6= ∅ and Cl(D2) 6⊂ Cl(D1).
Consider the Enriques diagrams with seven points of figure 5. It is clear, after
example 2.14, that D1 is not prime, so Eff (D1) has at least two components. Moreover,
it is also clear that Cl(D2) ⊂ Eff (D2) ⊂ Eff (D1), and dimD1 = dimD2 = 7, so
Cl(D2) 6⊂ Cl(D1). We shall see that Cl(D2) ∩ Cl(D1) 6= ∅, To simplify matters, we
work on P2, and we shall prove a stronger statement:
Proposition 3.1. Let S = P2, and let K be a cluster whose Enriques diagram is DK
(see figure 5).
1. Cl(D2) is a component of Eff (D1).
2. K ∈ Cl (D2) ∩ Cl(D1).
3. D1  DK and D2  DK .
4. Cl(D2)∩Cl(D1) has five components going through K (one of them double) which
are Eff (Dx4), Eff (Dx6), Eff (Dy6) (see figure 5) and two components contained
in Cl (D2).
Proof. Note that 3 is an immediate consequence of 2. The method of proof uses coor-
dinates and computations with the computer algebra package Macaulay.
Let V1 ∼= k2 be an affine neigbourhood of p1(K) in P2 with coordinates (x1, y1) such
that p2(K) lies on the x1 axis, y1 = 0.
After the first blowing up, there is a neighbourhood of p2(K) ∈ X1 isomorphic to
k4, where the coordinate functions are x1 ◦π1, y1 ◦π1, x2 and y2. To simplify notation,
we write x1 = x1 ◦ π1 and y1 = y1 ◦ π1. It is not hard to see that x2, y2 can be chosen
in such a way that the restricted blowing-up π1 : V2 → V1 is given by
π1(x1, y1, x2, y2) = (x1 + x2, y1 + x2y2),
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and the equation of F1 and of Cl(D
2
2) in this neighbourhood is x2 = 0.
After each blowing up, there is an affine neigbourhood of pi(K) in which we have
coordinates and can keep track of the equations of the subvarieties we are interested
in. The iterated blowing-up process continues until we reach p7(K). We summarize the
process in the table 3, denoting by Fi(D) the effective divisor on SEff (D) which is the
restriction of FDi .
It is worth noting that Cl (D51) is singular. This fact seems to be related to the
presence of non reduced virtual exceptional divisors (see example 2.14).
Once we get the equations in V7 of Eff (D1) and Eff (D2) = Cl(D2) we use Macaulay
to obtain equations in V7 of the residual component Eff (D1) \Cl(D2) = Cl(D1). They
turn out to be
IV (Cl (D1)) = (y3, x5, x7, y
2
4 + x3y5 + 2x4y4y5, x4y
2
4 + x3y4 + x2,
x4x
2
6y
2
6 + x
3
6y
2
6 + 2x4x6y5y6 + 2x
2
6y5y6 + x4y
2
5 + x6y
2
5 + x4y4y6 + 2x6y4y6 +
+2y4y5 + x3y6, 2x4x
2
6y6y7 + 2x
3
6y6y7 + 2x4x6y
2
6 + 3x
2
6y
2
6 + 2x4x6y5y7 +
+2x26y5y7 + 2x4y5y6 + 4x6y5y6 + 2x4y4y7 + 2x6y4y7 + y
2
5 + 2y4y6 + x3y7,
4x24x6y5y6y7 − 4x
3
6y5y6y7 + 4x
2
4y5y
2
6 + 2x4x6y5y
2
6 − 8x
2
6y5y
2
6 − 4x4x6y
2
5y7 −
−4x26y
2
5y7 + 2x4x6y4y6y7 + 2x
2
6y4y6y7 − 2x4y
2
5y6 − 12x6y
2
5y6 + 4x4y4y
2
6 +
+6x6y4y
2
6 − 2x6y4y5y7 − 4y
3
5 + 2y4y5y6 + y
2
4y7 + x3y5y7) .
In particular we see that K (which has all its coordinates equal to zero) belongs to this
variety, so we have K ∈ Cl(D2) ∩ Cl(D1), as claimed above. If we now intersect the
closures of Cl(D1) and Cl(D2) the result is
IV (Cl (D1) ∩ Cl(D2)) = (x2, x3, y4, y5 + x6y6, x4x6y
2
6(x4 + y6)(y6 + x6y7)) .
This intersection has five components going through K, one of them double, which
correspond to the five factors of the last generator of IV (Cl(D1). The first three com-
ponents can be identified as the varieties of some Enriques diagram because table 3
shows that the vanishing of x4, x6 and y6 can be interpreted as proximity relations sat-
isfied by points of the clusters. Explicitly, these subvarieties are Eff (Dx4), Eff (Dx6),
and Eff (Dy6). The other two components intersect Cl (D2) nontrivially. The compo-
nent corresponding to the factor x4 + x6 contains clusters whose Enriques diagram is
D2; the equation can be interpreted as imposing to the fourth and sixth points (which
lie on E˜3) a special position with respect to the two satellite points which also lie on
E˜3. The last component dominates Cl(D˘2) ∩ V6 and contains clusters whose Enriques
diagram is D2 also. Indeed, the coordinates in V6 of a cluster K˘
′ ∈ Cl(D˘2) ∩ V6 have
x6, y6 6= 0, so choosing pr(K ′) ∈ SK˘ with coordinates x7 = 0, y7 = y6/x6 we obtain a
cluster in Cl(D1) whose Enriques diagram is D2.
4 A functorial approach
The iterated blowing-upsXr can be studied from a functorial point of view following the
ideas of Harbourne in [12]. Let S as before be a fixed smooth projective surface. The
objects of interest are now the surfaces obtained by blowing up r proper or infinitely
near points on S, that is, the surfaces SK where K has r points. One looks for a
moduli space for those surfaces, that is, a parametrization with one point for each
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Figure 5: Cl (D2) ∩ Cl(D1) 6= ∅, but D1 6 D2.
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pi1(x1, y1, x2, y2) = (x1 + x2, y1 + x2y2)
IV (F1) = (x2) ,
IV (Eff (D
2
2)) = (x2)
pi2(x1, y1, . . . , x3, y3) = (x1, y1, x2 + x3y3, y2 + y3)
IV (F2) = (y3) ,
IV (F1) = (x2 ◦ pi1) = (x2 + x3y3) ,
I(F1(D
2
1)) = (x2 + x3y3) ,
I(F1(D
2
2)) = (x3) ,
IV (Eff (D
3
1)) = (y3) ,
IV (Eff (D
3
2)) = (x2, x3, y3)
pi3(x1, y1, . . . , x4, y4) = (x1, y1, x2, y2, x3 + x4y4, y3 + y4)
IV (F3) = (y4) ,
I(F1(D
3
1)) = (x2 + (x3 + x4y4)y4) ,
I(F1(D
3
2)) = (x4) ,
IV (Eff (D
4
1)) = (y3, x2 + (x3 + x4y4)y4) ,
IV (Eff (D
4
2)) = (x2, x3, y3, y4)
pi4(x1, y1, . . . , x5, y5) = (x1, y1, . . . , x3, y3, x4 + x5, y4 + x5y5)
IV (F4) = (x5) ,
I(F3(D
4
2)) = (y5) ,
I(F1(D
4
1)) = (y
2
4 + x3y5 + 2x4y4y5 + 2x5y4y5 + x4x5y
2
5 + x
2
5y
2
5) ,
IV (Eff (D
5
1)) = (y3, x2 + (x3 + x4y4)y4, x5, y
2
4 + x3y5 + 2x4y4y5) ,
IV (Eff (D
5
2)) = (x2, x3, y3, y4, x5)
pi5(x1, y1, . . . , x6, y6) = (x1, y1, . . . , x4, y4, x5 + x6, y5 + x6y6)
IV (F5) = (x6) ,
I(F3(D
5
2)) = (y5 + x6y6) ,
I(F1(D
5
1)) = (2y4y5 + x4y
2
5 + x6y
2
5 + x3y6 + 2x4y4y6 + 2x6y4y6 + 2x4x6y5y6 + 2x
2
6y5y6 +
x4x
2
6y
2
6 + x
3
6y
2
6) ,
IV (Eff (D
6
1)) = (y3, x2+(x3+x4y4)y4, x5, y
2
4 +x3y5+2x4y4y5, 2y4y5+x4y
2
5 +x6y
2
5 +x3y6+
2x4y4y6 + 2x6y4y6 + 2x4x6y5y6 + 2x
2
6y5y6 + x4x
2
6y
2
6 + x
3
6y
2
6) ,
IV (Eff (D
6
2)) = (x2, x3, y3, y4, x5, y5 + x6y6)
pi6(x1, y1, . . . , x7, y7) = (x1, y1, . . . , x5, y5, x6 + x7, y6 + x7y7)
IV (F6) = (x7) ,
I(F1(D
6
1)) = (y
2
5 + 2y4y6 + 2x4y5y6 + 4x6y5y6 + 2x7y5y6 + 2x4x6y
2
6 + 3x
2
6y
2
6 + x4x7y
2
6 +
3x6x7y
2
6 +x
2
7y
2
6 +x3y7 +2x4y4y7 +2x6y4y7 +2x7y4y7 +2x4x6y5y7 +2x
2
6y5y7 +2x4x7y5y7 +
4x6x7y5y7 + 2x
2
7y5y7 + 2x4x
2
6y6y7 + 2x
3
6y6y7 + 4x4x6x7y6y7 + 6x
2
6x7y6y7 + 2x4x
2
7y6y7 +
6x6x
2
7y6y7+2x
3
7y6y7+x4x
2
6x7y
2
7+x
3
6x7y
2
7+2x4x6x
2
7y
2
7+3x
2
6x
2
7y
2
7+x4x
3
7y
2
7+3x6x
3
7y
2
7+x
4
7y
2
7) ,
IV (Eff (D
7
1)) = (y3, x2+(x3+x4y4)y4, x5, y
2
4 +x3y5+2x4y4y5, 2y4y5+x4y
2
5 +x6y
2
5 +x3y6+
2x4y4y6+2x6y4y6+2x4x6y5y6+2x
2
6y5y6+x4x
2
6y
2
6 +x
3
6y
2
6 , y
2
5 +2y4y6+2x4y5y6+4x6y5y6+
2x4x6y
2
6 +3x
2
6y
2
6 +x3y7+2x4y4y7+2x6y4y7+2x4x6y5y7+2x
2
6y5y7+2x4x
2
6y6y7+2x
3
6y6y7) ,
IV (Eff (D
7
2)) = (x2, x3, y3, y4, x5, y5 + x6y6, x7)
Table 3.1: Equations of Eff (Di1), Eff (D
i
2).
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isomorphism class. Unfortunately, such a space does not exist, but there is a natural
parametrization of these varieties which has many of the functorial properties a moduli
space would have, and moreover it contains information on automorphisms and jumping
of structure which a genuine moduli space would not have. This parametrization is given
by ψr : Xr → Xr−1. In this section we shall obtain some consequences of 2.2 and 2.4
by looking at the functorial properties of Xr and its subvarieties.
Let Fr be the contravariant functor from the category Sch of schemes of finite type
over k to the category Sets, where for any such scheme T , Fr(T ) is the set of families of
surfaces SK parametrized by T , i.e., the set of T –isomorphism classes of schemes proper
and smooth over T whose fibres at closed points are surfaces obtained by blowing up S
at r points. We consider also the contravariant functor Br from Sch to Sets of ordered
blowing-ups of r points of S. An ordered blowing-up of r T –points of S is a sequence
of morphisms of T –schemes πi : Yi → Yi−1 where Y0 = S × T . Then Br(T ) is defined
to be the set of ordered blowing-ups of r T –points of S. Remark that given an ordered
blowing-up of r T –points of S for each closed t ∈ T the fiber (Yr)t is a surface SK where
K is a well defined ordered cluster determined by the order of the blowing-ups. We will
denote this cluster K(t).
Following [12], we say that a family ψ : S → T together with a couple of morphisms
s, t : I → T solves the moduli problem for the functor F, provided that the following
conditions hold:
• The family ψ is versal and any family locally for the e´tale topology comes from
it; i.e., if (X → Y ) ∈ F(Y ) for some scheme Y , then each point y of Y has an
e´tale neighborhood V and a morphism V → T such that XV → V comes from ψ
by base change V → T .
• The scheme I represents the functor Isom where for any shcheme U and mor-
phisms fi : U → T , i = 1, 2, Isom(U) is the set of U–isomorphisms from f∗1 (ψ)
to f∗2 (ψ). Each closed point i of I corresponds to an isomorphism between two
surfaces of the family S → T , namely the ones parametrized by s(i) (source) and
t(i) (target).
Harbourne proved ([12, I.2]) that the variety Xr−1 represents the functor Br, the
universal family being ψr : Xr → Xr−1. The information of which fibres of ψr are
isomorphic can be organized functorially by the functor Isomr, which is representable
by a scheme Ir locally of finite type over Xr−1×Xr−1. Ir comes equipped with source
and target morphisms s, t : Ir → Xr−1. In the case S = P2, ψr : Xr → Xr−1 together
with s and t solve the moduli problem for Fr in the sense explained above (cf. [12,
II, III]). We shall now extend a little this knowledge by relating Harbourne’s results to
Enriques diagrams.
Proposition 4.1. Let T be a scheme of finite type over k, and
Yr
πr−→ Yr−1 −→ . . .
π1−→ Y0 = S × T.
an ordered blowing-up of r T–points. Then for every irreducible component Ti of T ,
there exist an open subset Ui ⊂ Ti and an ordered Enriques diagram D such that for
every closed point t ∈ Ui, the cluster K(t) has Enriques diagram D. Moreover, for
every closed point t ∈ Ti let Dt be the Enriques diagram of K(t). Then, denoting by P
and Pt the proximity matrices of D and Dt respectively, P
−1
t P has no negative entries.
Proof. It is not restrictive to assume T irreducible. Since Xr−1 represents the functor
Br, attached to the ordered blowing-up there is a morphism T → Xr−1 given by
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t 7→ K(t). As for every Enriques diagram D, Cl (D) is locally closed in Xr−1, there is
an open subset U ⊂ T such that the Enriques diagram of K(t), t ∈ U , is constant; let
it be D. Then clearly the image of T in Xr−1 is contained in Cl(D) ⊂ Eff (D), and the
claim follows from 2.3.
Proposition 4.2. Let T be a scheme of finite type over k, and ψ : X → T a proper and
smooth morphism whose fibres at closed points are blowing-ups of clusters of r points
of P2. Then for every t ∈ T there exist an e´tale neighborhood V of t and a morphism
K : V → Xr−1 such that XV → V comes from ψr by base change V → Xr−1, i.e.
ψ|V = K∗(ψr), and there are an open dense subset U of V and ordered Enriques
diagrams Dt and DU satisfying
1. The ordered cluster K(t) has Enriques diagram Dt.
2. For every t′ ∈ U , the ordered cluster K(t′) has Enriques diagram DU .
3. If Pt and P are the proximity matrices of Dt and DU then P
−1
t P has no negative
entries.
Proof. The first part of the claim is an immediate consequence of the fact that ψr :
Xr → Xr−1 together with s and t solve the moduli problem for Fr as explained above. It
is not restrictive to assume that the e´tale neighborhood V is irreducible; then, applying
that for each ordered Enriques diagramD, Cl(D) is locally closed in Xr−1, one obtains
the existence of an open set U ⊂ V such that the ordered clusters of K(U) ⊂ Xr−1 have
constant Enriques diagram, which we may call DU . Clearly one has K(V ) ⊂ Cl(DU ) ⊂
Eff (DU ) and then 2.3 completes the proof.
It is worth noting that the fact that the varieties Cl (D) do not form a stratification
of Xr−1 (see 3) has consequences in this context. Indeed, although under the conditions
of Proposition 4.1 we can prove that P−1t P has no negative entries, it is not necessarily
true that D Dt.
5 Fixing the position of points
We consider next other relations between points of clusters (not proximity relations)
which determine closed subvarieties of Xr−1. Sometimes one may be interested in
clusters supported at a single given point, or whose points lie completely or partially
on a given curve. If S = P2, one may want to impose that some points of the cluster
are aligned (not specifying on which straight line) or on a curve of a given degree; on
an arbitrary surface we would ask the points to lie in some unspecified effective divisor
of a given divisor class. All this types of conditions determine closed subvarieties of
Xr−1, and therefore of Eff (D), Cl (D) and Cl (D).
Let K0 ∈ Xs−1 be a (fixed) cluster of s ≤ r points, and
ι : {1, 2, . . . , s} → {1, 2, . . . , r}
an injection preserving order. We are interested in the subset Cl (ιK0) of Xr−1 contain-
ing the clusters K with pι(i)(K) = pi(K0), i = 1, 2, . . . , s.
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Proposition 5.1. For every K0, ι as above, there is a closed subset Eff (ιK0) of Xr−1
such that Cl(ιK0) is open in Eff (ιK0) and the morphism
SEff (ιK0)
π
−−−−→ S
factors through SK0 . In particular, Cl (ιK0) is locally closed in Xr−1.
Proof. By induction on s. For s = 0 there is nothing to prove. For s ≥ 1, let K˘0 be
the cluster obtained by dropping the last point pr and t = ι(s). Since ι preserves order,
t− 1 ≥ s− 1, so by the induction hypothesis there is a closed subset Eff (ιK˘0) ⊂ Xt−2
such that the set Cl(ιK˘0) is open in Eff (ιK˘0) and the morphism
SEff (ιK˘0)
π
−−−−→ S
factors through
S
Eff (ιK˘0)
π0−−−−→ SK˘0 .
Let Y = π−10 (ps(K)). The strict transformX inXt−1 of Y ×Xt−3Eff (ιK˘0) is canonically
isomorphic to the blowing-up family BF(Eff (ιK˘0), Y,Xt−3), and due to the universal
property of blowing up ps(K) in SK˘0 the morphism
X
πt−1
−−−−→ π−1i (Eff (ιK˘0))
π0−−−−→ SK˘0
factors through SK0 . It is easy to see that ψ
−1
r−1,t−1(Y ) fulfills the claimed conditions.
5.1 The r-th neighbourhood of a point
One especially interesting set of clusters with fixed points and proximities is that con-
taining all unibranched clusters of r points whose only root is a given point p. We call it
Yr−1(p) ⊂ Xr−1 or simply Yr. There is an obvious bijection between Yr(p) and the set
of all points in the r-th neighbourhood of p, given by mapping K to its last point pr(K).
Recall that for unibranched clusters there is just one admissible ordering, so there is
no need to distinguish between ordered and unordered unibranched clusters. We are
now going to see that Yr−1(p) is a smooth projective variety, and it is not difficult to
see that given two points p, p′, even from different surfaces, the varieties Yr−1(p) and
Yr−1(p
′) are isomorphic. So we may call Yr−1 simply the r-th neighbourhood of a point
on a smooth surface. These varieties and their immersions in PN were a classical object
of study (see [27]). For example J. G. Semple proved that the variety of points of the
second neighbourhood of a point (i.e., Y1) is a surface isomorphic to a quintic scroll in
P6. The geometry of these varieties is relevant in the analytic classification of curve
singularities (see [23]). In chapter [26] a closer study was made of the subvarieties of
Yr corresponding to some Enriques diagrams and their relation to the Hilbert scheme
of points of S.
Proposition 5.2. For every r ≥ 0, Yr is a closed smooth rational irreducible subvariety
of Xr, of dimension r.
Proof. By its own definition, Yr can be described using the notations introduced above,
Yr = Eff (D1(r)) ∩ Cl(ιp), where D1(r) is the Enriques diagram shown in figure 6 and
ι(1) = 1. The proof goes by induction on r. In the case r = 0 we have Y0 = {p}
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p 3
p rp 1
D1
p
-1r
Figure 6: Enriques diagram D1.
and all claims are obvious. For r > 0, we give a recursive construction for Yr and
SYr = (Xr+1)Yr . We have Y−1 = Spec k, Y0 = {p} and SY−1 = S, whereas for r ≥ 0,
SYr = BF(SYr−1 , Yr, Yr−1) ,
and Yr+1 is the exceptional divisor of the blowing-up family (because of 2.5). Now all
claims follow from the induction hypothesis.
5.2 Points on given curves
Let now D be a divisor on S and L ⊂ |D| a linear system of curves on S. Let
m = (m1,m2, . . . ,mr) be a system of multiplicities. We are interested in the sub-
set Eff (L,m) of Xr−1 containing the clusters K such that there is a curve C ∈ L going
through (K,m).
Proposition 5.3. Eff (L,m) is closed in Xr−1.
Proof. From [20, 4] we know that the incidence variety
V = {(K,C) ∈ Xr−1 × L | C goes through (K,m)}
is closed in Xr−1×L. Then the claim is immediate since Eff (L,m) is just the projection
of V on the first factor.
Note that the result of [20] is much more general, because it deals with algebraic
families of curves on smooth families of surfaces; we use only a particular case of it,
namely when the surface is projective and fixed and the family of curves is linear.
Finally, we consider the set of all clusters in Xr−1 which have their points (or some
of them) on a given curve C ⊂ S. Let C ⊂ S be a curve, and I ⊂ {1, 2, . . . , r} a set of
indices, fixed for the rest of the chapter. Let Cl (C, I) be the set of all clusters K such
that pi(K) belongs to C (or its strict transform) for all i in I.
Proposition 5.4. Cl(C, I) is constructible.
To prove Proposition 5.4, we need the following lemma. Let L be the linear sys-
tem that consists of the single curve C and, for every system of multiplicities m, let
Cl(C,m) ⊂ Eff (L,m) be the set of all clusters K such that multpi(K)(C) = mi for all
i.
Lemma 5.5. Cl(C,m) is open in Eff (L,m). In particular, Cl(C,m) is locally closed
in Xr−1.
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Proof. Let M ⊂ Zr be the following set of systems of multiplicities:
M = {m′ 6= m |Cl(C,m′) ∩ Eff (L,m) 6= ∅} .
M is finite, because the multiplicity of the points of C is bounded, so the systems of
multiplicities m′ such that Cl(L,m′) 6= ∅ are a finite set, and this set contains M . We
will prove that
Eff (L,m) \ Cl(C,m) =
⋃
m′∈M
(Eff (L,m) ∩ Eff (L,m′)),
and then the claim will follow since, after 5.3, Eff (L,m) ∩ Eff (L,m′) is closed for all
m and m′.
The inclusion
Eff (L,m) \ Cl(C,m) ⊂
⋃
m′∈M
(Eff (L,m) ∩ Eff (L,m′)),
is clear, because if K ∈ Eff (L,m)\Cl(C,m) then defining m′ = (m1,m2, . . . ,mr) with
mi = multpi(K)(C) we have
K ∈ Eff (L,m) ∩ Cl(L,m′) ⊂ Eff (L,m) ∩ Eff (L,m′)
and m′ ∈M . We shall be done if we prove that, for every m′ ∈M ,
Eff (L,m) ∩ Eff (L,m′) ⊂ Eff (L,m) \ Cl(C,m),
or, equivalently, Eff (L,m′) ∩ Cl(C,m) = ∅ (recall that Cl(C,m) ⊂ Eff (L,m). So let
m′ = (m1,m2, . . . ,mr) ∈ M , and let K1 be such that multpi(K1)(C) = m
′
i for all i
(K1 exists by the definition of M). We have to see that for every K2 ∈ Eff (L,m′),
K2 6∈ Cl(C,m).
Let j be the least index such that mj 6= m′j , and let S1 = SKj−11
and S2 = SKj−12
be
the surfaces obtained from S blowing up the first j−1 points of K1 and K2 respectively.
As K1 ∈ Eff (L,m), clearly the virtual transform C1 of C in S1 relative to the system
of multiplicities m (which coincides with the strict transform of C, as mi = m
′
i =
multpi(K1)(C) for i < j) has at pj(K1) multiplicity m
′
j = multpj(K1)(C) ≥ mj , and we
know m′j 6= mj . Therefore m
′
j > mj .
NowK2 ∈ Eff (L,m′), so the virtual transform C2 of C in S2 relative to the system of
multiplicities m (which coincides with the virtual transform relative to m′, as mi = m
′
i
for i < j) has at pj(K2) multiplicity at least m
′
j > mj , i.e. multpj(K2)(C) 6= mj ,
therefore K2 6∈ Cl(C,m), as wanted.
Proof of 5.4. Let now M ⊂ Zr be the following set of systems of multiplicities:
M = {(m1,m2, . . . ,mr) ∈ Z
r |mi > 0 ∀i ∈ I}
The set Cl(C, I) can be described as
Cl (C, I) =
⋃
m∈M
Cl(C,m),
and only a finite number of the Cl(C,m) are nonempty. Therefore Cl(C, I) is a union
of sets which after 5.5 are locally closed, so Cl(C, I) is constructible.
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Corollary 5.6. Assume C is smooth, and let Cl0(C, I) ⊂ Cl (C, I) be the set of all
clusters K such that pi(K) belongs to C if and only if i belongs to I. Then Cl0(C, I)
is locally closed in Xr−1.
Proof. As C is smooth, pi(K) belongs to C if and only if multpi(K)(C) = 1. Therefore
Cl0(C, I) = Cl (C,m), where m = (m1,m2, . . . ,mr) is the system of multiplicities
defined by
mi =
{
1 if i ∈ I,
0 if i 6∈ I.
Now the claim is immediate, after lemma 5.5.
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