In confocal microscopy imaging, the target objects are labeled with fluorescent markers in the living specimen, and usually appear as spots in the observed images. Spot detection and analysis is an important task for the biological studies from the observed images. However, while the spots have irregular sizes and positions due to the variant amount of objects on each spot, the quantitative interpretation of the labeled objects is still heavily reliant on manual evaluation. In this paper, a novel shape modeling algorithm is proposed for automating the detection and analysis of the spots of interest. The algorithm exploits a Gaussian mixture model to characterize the spatial intensity distribution of the spots, and optimizes the model parameters using split-and-merge expectation maximization (SMEM) algorithm. As a result, a large amount of target objects with uncertain shapes can be analyzed in a systematic way.
INTRODUCTION
Formation of long term memory requires new protein synthesis at specific synapses. To regulate mRNA translations, mRNAs have to be repressed, transported to synapses and activated on neuronal stimulation. The distribution of proteins involved in these processes is of immediate interest in research on memory formation. In this paper we are specifically interested in Drosophila homology Me31B. To further investigate the role of Me31B in neuronal translation, we investigate the co-localization of Me31B with other proteins of interest. To this end, different proteins are labeled by immunostainings with different fluorescent markers in a living specimen, and a fluorescent image of each type of protein is captured by confocal microscopy. Co-localization analysis of different specific proteins then implies detection and isolation of each protein particle in each image. As particles visually manifest as spots, the problem is to detect and quantify the shapes and positions of spots in each image. Several automated spot analysis systems in fluorescence microscopy have been developed that apply different tools [1] , e.g. wavelet multiscale products [2] , multiscale variance-stabilizing transform [3] , Haar feature based Adaboost algorithm [4] and h-dome transformation [5] based on the presence of regular, separated spots in relatively uncluttered background. However, in our work, images exhibit brightness and noise variation as well as clustered particles and hence spot appearance is widely varying. Thus existing techniques are unable to estimate the positions of protein particles in a given spot. The key to resolving the problem is to observe that the intensity profile I( x) of a single protein particle, as shown in Fig.1 , bears some resemblance to a 2D Gaussian distribution. It is therefore sensible to characterize each spot as a Gaussian mixture model where each protein particle is modeled by a weighted mixture component N ( x| μ n , Σ n ) with mean μ n and covariance Σ n as follows.
Where α is the mixing weight and N n=1 α n = 1. Well established EM algorithms exist for mixture component estimation, but they need to be adapted before they are suitable in this case. The novel step in shape modeling in this paper is to map the probability of a variable x in the EM algorithm to the surface brightness of a spot-region at pixel site (h, k), because in this case the 'distribution' to be modeled is known and equivalent to the spot appearance itself.
The proposed algorithm has three stages: 1) Pre-processing operation for detecting and separating the spots of interest from the original image; 2) fitting a Gaussian mixture model to each isolated spot of the two fluorescent images using a split-and-merge expectation-maximization (SMEM) algorithm and finally 3) using the estimated parameters to represent the geometric characteristics of the corresponding particles and hence deriving measures of co-localization.
PRE-PROCESSING
The observed image is assumed to be the result of blurring a true, original image with a point-spread function (PSF) and corrupted with additive noise. In the first step, the raw image is denoised and deblurred by deconvolution with a 7 × 7 disk kernel. A canned Matlab routine is used. In the second step, spots of interest are detected. However, as shown in Fig.2 , the background brightness in the fluorescent image in inhomogeneous. In order to identify the spots without the background bias, the second step exploits a modified contrast method. Spot extraction: The positions of spots are detected as regions of high contrast in the image. Contrast ψ(·) is measured using the work of Boudraa et al. [6] and then modified slightly with a gamma operation to improve spot detectability.
α , where I c (·) is the gamma corrected intensity image. Fig.3 illustrates that the idea of I c (·) is reducing the different spot intensities caused by irregular background brightness and emphasize the edges of the spots. The positions of spots are then detected by thresholding I c (·) with a user defined value (where it is 3 in our experiment, Fig.3 ). The thresholded patches are raw spot regions and typically underestimate the extent of each spot. To detect the entire region, each detected spot patch is extended to the boundaries defined by the nearest zero-crossing (in the gradient image using difference of Gaussians, DoG) to the spot peak.
Background subtraction: In order to model the actual shape of the spot, the extracted spot is normalized by subtracting the local background. Thus the last step of pre-processing is background subtraction. As shown in Fig.2 , background brightness varies smoothly over a much larger area compared to a spot. The local background is then reasonably considered to be a flat plane which is shown in Fig.5 . The estimation of the background (B(·)) uses the least square error method to fit a plane to the boundary pixels of the spot region.
SHAPE MODELING
Given normalized patches from pre-processing, a Gaussian mixture model is used to model the intensity profile of each spot. This is a difficult optimization process, i.e. to select both the number M of Gaussian components and their parameters {α, μ, Σ} ∈ Θ simultaneously, and it is solved by a SMEM algorithm which is an extension of the EM algorithm. In conventional applications of the EM algorithm, a mixture density is fit to clusters of sample points [7] . In EM shape modeling presented here, the measured frequency of realization of a random variable x is now equivalent to the normalized image intensity at pixel site (h, k). Accordingly, the update equations for estimating the parameters of the m th Gaussian component in the (i + 1) th iteration of EM shape modeling, are modified as follows.
wm(xn)
Where w m (x n ) is the hidden parameter which indicates the local mixing weight of the m th component at the pixel site x n . They key modification is the use of I norm (x n ) which is the normalized intensity value at pixel x n and defined as
Initialization: The process begins be initializing the number of mixture components M 0 and the distribution parameters and the boundary of the spot.
Split-and-merge operation
According to Eq.(1), the number M is not changed during the EM process. This means the amount of mixture components is defined by the number of maxima in the intensity profile of the spots. When the protein particles are too close to each other, the shape could have only one maximum, or conversely, a spot may have more maxima than the actual proteins due to noise. In order to alter M and estimate the number of Gaussian components for the actual spot shape, a SMEM algorithm [8] is employed with split and merge steps as follows.
Merge step: This step proposes the creation of a new component k from two of the current mixture components i and j.
The new parameters of k are estimated by the merge method defined as follows
Split step: The split operation is the reverse merge, that splits a current mixture component k into two new components i and j. Significantly, this manipulation is an under determined estimation as the new parameters being estimated (unknowns) are more than the present parameters (knowns). The fundamental problem is that the split directions and the split displacements of the new means μ i and μ j are undefined. While the covariance Σ k is a symmetric positive definite matrix, it can be decomposed to A k A T k using Cholesky decomposition. And a random column a
is chosen as the split direction in this work. The split distance is adjusted by a random variable ν. Also, two more random variables γ and β are introduced for the split of mixing weight α k and covariance Σ k respectively. Moreover, the adopted split method should be guaranteed that the output parameters do not affect the current parameters of the remaining components. This means the present and new parameters should obey Eq.(3). According to [8] , the split method is defined as
Split-merge criteria Since there are many components in the modeling process, reasonable criteria for ordering the mixture components are essential for the split and merge operations respectively. Although the merge and split steps are directly derived from [8] , a novel split-merge step is needed here. As the shape modeling is a matching process, there is estimation error E between the estimated model I EM and the target shape I norm , where
In order to choose the 'worst matched' component and the 'worst matched pair' components, an error distribution is introduced for each component.
is the estimation error caused by the m th component at pixel site x n and expressed as
Therefore, the 'worst matched' component m split being split is selected by
We define the merge pair m merge (i, j) by the component i with the smallest α and the component j with the highest sum of error product with i over the modeled patch, as follows
Final Iterative Algorithm The overall SMEM modeling process is as follows 1 . Run EM estimation with initial parameters Θ 0 as discussed to yield parameters Θi.
2. Perform a split-step on Θi and run EM with this split output to yield parameters Θs 3. Perform a merge-step on Θs and run EM with this merge output to yield parameters Θm 4. Select Θm if the error is lower than the error with Θi, otherwise choose Θs 5. Iteratively repeat steps 2,3&4 until convergence, i.e the rate of change of the sum of estimation error is less than a certain value (it is set to 0.2 in our experiment).
RESULTS AND DISCUSSION
The SMEM modeling algorithms is tested with synthetic samples, where each testing sample is a Gaussian mixture model with M components. The results in Fig.4 shows that the SMEM algorithm is a powerful modeling tool. Although the performance is slightly decreased for larger number of M, the estimated shapes are still satisfactory since the average estimation error E is negligibly small. For real data, as shown in Fig.5 , the SMEM modeling algorithm is successful in characterizing spot shapes analytically. Even when protein particles are clustered and yield merged spot shapes, the algorithm can generate reliable estimation of the sizes and positions of particles in those spots.
However, since the split method employs random splits, the model parameters may converge to different values in EM operation when repeating the process. This means the modeling estimation is not repeatable. The current approach is to perform multiple split operations (20 in our experiment) simultaneously with the same Θ i in step 2 of the algorithm and to choose the one with least estimation error as the output Θ s . To improve the efficiency, a possible approach is using the error distribution of the 'worst matched' component to estimate the positions of new components instead of the random variable dependence.
Co-localization analysis: After shape modeling, the user selects appropriate particles that lie within suitable ranges of brightness (I( μ)) and sizes (σ) and local background (B( μ)). The particles that satisfy these requirements are then used for co-localization analysis. We find the 'nearest neighbor' of each particle on one image ('red') from the other image ('green'), and measure the distance R between their means ( μ red and μ green ). The co-localization is then defined by the the ratio . Hence σ r (σ g ) can be considered as radius of the particle and the cumulative plot (Fig.6 ) therefore shows the % of particles in one image that are colocalized with their 'nearest neighbor' in the other image within some distance.
The modeling algorithm is robust in automatically estimating the amount, positions and sizes of protein particles in the spots with varying shapes. In our experiment, the analyzed results confirmed that Me31B co-localized much more efficient with Dcp1, Pcm and Staufen in cell bodies than it did at synaptic areas [9] . For example, based on using 200nm (10 pixels) cut-off for perfect co-localization, Me31B showed 58% co-localization with Dcp1 in soma, but only 7% at the synapse. Thus the data indicate that, in adult Drosophila brain, the Me31B particles in cell bodies are different from the particles in synaptic areas.
