














TESIS – TE142599 
KLASIFIKASI DATA KEUANGAN SEKTOR PUBLIK 
UNTUK PENENTUAN SAMPEL PEMERIKSAAN 
MENGGUNAKAN K-NEAREST NEIGHBORS  
 
 




Dr. Ir. Achmad Affandi, DEA 
Dr. Supeno Mardi Susiki Nugroho, S.T., M.T. 
 
PROGRAM MAGISTER 
BIDANG KEAHLIAN TELEMATIKA - CIO 
DEPARTEMEN TEKNIK ELEKTRO 
FAKULTAS TEKNOLOGI ELEKTRO 
















TESIS – TE142599 
KLASIFIKASI DATA KEUANGAN SEKTOR PUBLIK 
UNTUK PENENTUAN SAMPEL PEMERIKSAAN 
MENGGUNAKAN K-NEAREST NEIGHBORS 
 
 




Dr. Ir. Achmad Affandi, DEA 
Dr. Supeno Mardi Susiki Nugroho, S.T., M.T. 
 
PROGRAM MAGISTER 
BIDANG KEAHLIAN TELEMATIKA - CIO 
DEPARTEMEN TEKNIK ELEKTRO 
FAKULTAS TEKNOLOGI ELEKTRO 

































































PERNYATAAN KEASLIAN TESIS 
 
Dengan ini saya menyatakan bahwa isi keseluruhan Tesis saya dengan 
judul “KLASIFIKASI DATA KEUANGAN SEKTOR PUBLIK UNTUK 
PENENTUAN SAMPEL PEMERIKSAAN MENGGUNAKAN K-NEAREST 
NEIGHBORS” adalah benar-benar hasil karya intelektual mandiri, diselesaikan 
tanpa menggunakan bahan-bahan yang tidak diijinkan dan bukan merupakan karya 
pihak lain yang saya akui sebagai karya sendiri. 
Semua referensi yang dikutip maupun dirujuk telah ditulis secara lengkap 
pada daftar pustaka. Apabila ternyata pernyataan ini tidak benar, saya bersedia 
menerima sanksi sesuai peraturan yang berlaku. 
 
 
 Surabaya,      Mei 2017 
 
 
      
 Ahmad Dwi Arianto 













































KLASIFIKASI DATA KEUANGAN SEKTOR PUBLIK  
UNTUK PENENTUAN SAMPEL PEMERIKSAAN  
MENGGUNAKAN K-NEAREST NEIGHBORS 
 
 
 Nama mahasiswa : Ahmad Dwi Arianto 
 NRP   : 2215206715 
 Pembimbing :  1. Dr. Ir. Achmad Affandi, DEA 





Penentuan sampel pemeriksaan internal yang dilakukan oleh Inspektorat 
Utama BPK RI seringkali berdasarkan “kebiasaan” semata. Metode penambangan 
data bisa menjadi salah satu cara alternatif untuk mewariskan “kebiasaan” tersebut 
pada generasi penerus. Penelitian deteksi opini dan deteksi pemalsuan/kecurangan 
laporan keuangan menggunakan teknik penambangan data (data mining) sudah 
sangat lazim di sektor swasta, namun tidak di sektor publik. Orientasi pada laba 
menjadi pembeda utama yang bermuara pada karakter laporan keuangan kedua 
sektor tersebut. Klasifikasi dilakukan melalui dua tahap, tahap pertama klasifikasi 
berdasarkan 2 kelas, dan tahap kedua klasifikasi berdasarkan 4 kelas. Validasi 
silang 10 lipatan (10-folds cross validation) yang dipadukan dengan berbagai 
skema normalisasi data, fitur, jarak, Nilai-K, dan uji lanjut akan digunakan untuk 
membangun model terbaik. Hasil penelitian menunjukkan bahwa area di bawah 
kurva/Area Under Curve (AUC) tertinggi untuk klasifikasi KNN 2 kelas adalah 
66,30%, sedangkan AUC untuk 4 kelas adalah 61,56% yang termasuk klasifikasi 
dengan kinerja buruk. Penelitian lebih lanjut diperlukan untuk meningkatkan 
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The determination of the internal audit sample conducted by the Main 
Inspectorate of BPK RI is often based on the mere “habits”. Data mining can be one 
of the alternative ways to pass “the habits” on the next generation. Research on 
opinion detection and falsified/fraudulent financial statement detection using data 
mining techniques is very common in the private sector, but not in the public sector. 
Profit orientation was a key differentiator that led to the different characteristics of 
financial statements in the both sector. The classification was done through two 
stages, firstly classification based on 2 classes, and secondly classification based on 
4 classes. Ten folds cross-validation combined with various data normalization 
schemes, features schemes, distances schemes, K-values schemes, and posthoc test 
schemes were used to build the best model. The results showed that The highest 
Area Under Curve (AUC)  for classification KNN 2 class was 66.30%, while the 
highest AUC for 4 classes was 61.56% which fell under poor classification. Further 
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1.1 Latar Belakang 
Kecurangan atau penipuan (fraud) dan korupsi telah berkembang pesat di 
seluruh dunia [1], Association of Certified Fraud Examiners (ACFE) melaporkan 
bahwa terdapat 2.410 kasus kecurangan terkait pelaksanaan pekerjaan yang 
diselidiki antara Januari 2014 dan Oktober 2015 yang berlangsung di 114 negara 
yang berbeda [2]. Penipuan dan korupsi menyerang seluruh dunia mulai dari negara 
berkembang sampai negara maju, bahkan menyerang negara yang dari dulu sudah 
dikenal sebagai negara yang “bersih”. Mereka tidak hanya menyerang sektor swasta 
yang berorientasi pada laba/keuntungan, tapi juga sektor publik yang berorientasi 
pada layanan publik. Kondisi ini menjadi perhatian utama para legislator di sektor 
publik atau pembuat kebijakan publik di seluruh dunia. Korupsi telah merampok 
dana publik sehingga kebijakan publik tidak bisa dilaksanakan sesuai rencana 
karena kelangkaan dana. Korupsi membunuh kepercayaan publik terhadap institusi 
politik dan pemerintah, menyebabkan pengabaian peraturan dan undang-undang, 
mendistorsi penggunaan dana publik, mematikan persaingan yang sehat dalam 
penyediaan barang dan jasa publik, serta menghalangi orang miskin mendapatkan 
layanan dasar yang penting/layanan publik yang menguasai hajat hidup orang 
banyak [1]. 
Penipuan dan korupsi merupakan pelanggaran kejujuran yang merupakan 
salah satu kode etik akuntan [3] [4]. Fakta menunjukkan bahwa kecurangan dan 
korupsi tidak hanya dilakukan oleh pihak manajemen, namun terkadang juga 
melibatkan akuntan publik, termasuk auditor [5] [6], kondisi ini menunjukkan 
bahwa kejujuran dihargai, namun tidak dieksekusi dengan baik. Kasus internasional 
yang paling populer adalah kasus Enron pada tahun 2001 yang melibatkan Kantor 
Akuntan Publik (KAP) Arthur Andersen, salah satu dari lima KAP terbesar di dunia 
saat itu. Kasus ini menyebabkan kehancuran KAP Arthur Andersen, sehingga 
sampai saat ini hanya dikenal empat KAP besar di dunia (Ernst & Young, Deloitte 
& Touche, KPMG, dan PriceWaterhouseCoopers) dengan menyisakan tragedi yang 
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menimpa KAP Arthur Andersen sebagai sejarah kelam yang pernah mewarnai 
dunia audit. KAP Arthur Andersen melanggar kode etik akuntan dengan 
memanipulasi laporan keuangan Enron. Manipulasi tersebut dilakukan dengan cara 
tidak melaporkan jumlah hutang sebenarnya dari Enron. Selain memanipulasi 
laporan keuangan Enron, KAP Arthur Andersen juga menghancurkan dokumen 
pendukung mengenai kebangkrutan yang melanda Enron [7]. Kasus pelanggaran 
kode etik akuntan lainnya yang terjadi di Indonesia adalah kasus penyuapan yang 
diterima oleh oknum auditor Badan Pemeriksa Keuangan Republik Indonesia 
(BPK-RI). Oknum auditor tersebut menerima suap atau sogokan untuk mengubah 
temuan audit yang mengindikasikan terjadinya kerugian negara pada proyek 
pengadaan peralatan di Balai Latihan Kerja Kementerian Tenaga Kerja dan 
Transmigrasi. Suap dilakukan untuk mengubah temuan audit berindikasi kerugian 
negara menjadi temuan audit mengenai kesalahan prosedural semata [6]. Kasus lain 
yang pernah melanda oknum auditor BPK-RI adalah penyuapan terkait perubahan 
opini atas laporan keuangan atau yang dikenal dengan istilah jual beli opini [5]. 
Auditor memiliki tanggung jawab moral menjadi "penjaga gerbang" untuk 
melindungi investasi publik, namun sering didapati auditor yang gagal menghargai 
peran mereka sebagai "penjaga gerbang" tersebut [8]. Alih-alih menjaga 
kepercayaan publik, terkadang auditor malah mengkhianati kepercayaan publik 
yang dibebankan pada mereka. Kondisi ini seperti yang dimaksudkan oleh sebuah 
peribahasa kuno Indonesia "bagaikan pagar yang makan tanaman”. 
Identifikasi pelanggaran etika yang dilakukan oleh auditor sangat sulit 
dilakukan. Kondisi ini bisa terungkap paling sering melalui pengaduan 
(whistleblowing) [2]. Kondisi yang lebih parah, namun sering terjadi, pelanggaran 
kode etik tersebut tidak dapat diidentifikasi oleh lembaga audit tempat oknum 
auditor tersebut bekerja, namun baru diketahui saat ditangani langsung oleh aparat 
penegak hukum melalui operasi penangkapan yang menyebabkan kehancuran 
kehormatan lembaga audit yang menjadi tempat bekerja oknum auditor tersebut. 
Permasalahan lain adalah pengabaian sumber informasi atau pengetahuan 
potensial dalam bentuk dokumen hasil pemeriksaan (baik softcopy atau hardcopy). 
Dokumen tersebut dibiarkan terbelengkalai tanpa pernah diolah lebih lanjut untuk 
mendapatkan pengetahuan tersembunyi di dalamnya, padahal pengetahuan para 
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ahli dapat dijumpai salah satunya pada hasil karya mereka. Para auditor senior 
adalah ahli di bidang auditing/pemeriksaan dan laporan hasil pemeriksaan mereka 
adalah buah karya yang merupakan kristalisasi pengetahuan dan pengalaman 
selama puluhan tahun yang sayang jika hanya dibiarkan menumpuk berdebu di 
gudang atau “berkarat” di ruang penyimpanan digital (harddisk).  
Setiap tahun BPK-RI melakukan pemeriksaan atas laporan keuangan. 
sehingga setiap tahun akan selalu bertambah data Laporan Hasil Pemeriksaan atas 
Laporan Keuangan (LHP LK). Berdasarkan Ikhtisar Hasil Pemeriksaan BPK RI 
Semester I Tahun 2014 s.d. Semester I Tahun 2016 [9] [10] [11] [12] [13], diketahui 
terdapat 1.914 LHP LK sebagaimana tersaji pada Tabel 1.1.  





- BUMN & Badan Lainnya 19 
- Pemerintah Pusat 87 
- Pemerintah Daerah 526 
2015 642 
- BUMN & Badan Lainnya 6 
- Pemerintah Pusat 97 
- Pemerintah Daerah 539 
2016 640 
- BUMN & Badan Lainnya 7 
- Pemerintah Pusat 100 
- Pemerintah Daerah 533 
Total 2014 s.d. 2016 1.914 
 
Namun, jumlah data yang terus bertambah tersebut hanya disimpan dalam 
bentuk softcopy (pdf) atau hardcopy LHP dari tahun ke tahun tanpa pernah dicoba 
untuk dianalisis lebih lanjut guna mendapatkan pengetahuan tersembunyi dari data 
tersebut yang berguna bagi kepentingan BPK-RI. 
Kecerdasan buatan memiliki relasi dengan ranah akuntansi dan auditing 
lebih dari 30 tahun yang lalu. Ekspansi penggunaan kecerdasan buatan dalam ranah 
akuntansi dimulai sejak 1980, hal ini ditandai dengan munculnya berbagai 
penelitian mengenai penggunaan kecerdasan buatan dalam bidang akuntansi 
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termasuk audit. Pertama kali penggunaan kecerdasan buatan diusulkan, diteliti, dan 
dikembangkan dalam bidang audit/pemeriksaan, perpajakan, akuntansi 
manajemen, dan akuntansi keuangan [14].  
Kecerdasan buatan menawarkan metode alternatif untuk mengatasi 
masalah pengabaian/penumpukkan dokumen LHP dan masalah kesulitan dalam 
penentuan sampel atas LHP yang diduga mengalami risiko kesalahan opini atau 
perdagangan/jual beli opini yang dilakukan oleh auditor. Metode kecerdasan buatan 
seperti klasifikasi/prediksi dapat digunakan untuk memprediksi opini dari suatu 
laporan keuangan. Jika metode tersebut telah teruji akurasinya, maka Inspektorat 
Utama (Itama) selaku auditor internal BPK RI dapat memanfaatkan metode tersebut 
untuk mengecek risiko terjadinya kesalahan opini hasil pemeriksaan laporan 
keuangan [5] [6] [15] [16]. 
Penelitian deteksi opini laporan keuangan [17] [18] atau penelitian lain 
terkait akuntansi yang lebih berat, semisal deteksi kecurangan/pemalsuan laporan 
keuangan [19] [20] [21] [22] dan deteksi anomali transaksi keuangan [23], 
menggunakan teknik penambangan data (data mining) sudah sangat lazim di sektor 
swasta, namun tidak di sektor publik. Orientasi pada laba menjadi pembeda utama 
yang bermuara pada karakter laporan keuangan kedua sektor tersebut. Penelitian 
deteksi opini laporan keuangan antara lain menggunakan metode klasifikasi 
menggunakan Probabilistic Neural Network/PNN [17] dan K-Nearest 
Neighbors/KNN [18]. Penelitian [17] dilakukan menggunakan 3.333 data laporan 
keuangan sektor swasta dengan hasil bahwa kinerja PNN jauh melebihi kinerja 
Artificial Neural Networks/ANN dan Logistic Regression. Penelitian [18] 
menggunakan 5.276 data laporan keuangan perusahaan, baik perusahaan swasta 
maupun perusahaan publik (seperti Badan Usaha Milik Negara/BUMN dan Badan 
Usaha Milik Daerah/BUMD di Indonesia) dengan hasil bahwa KNN lebih 
efisien/memiliki rerata akurasi lebih baik daripada Discriminant Analysis dan Logit 
Analysis. 
K-Nearest Neighbors (KNN) adalah metode yang berbasis Nearest 
Neighbors (NN), salah satu metode yang paling tua, simpel, dan terkenal namun 
memiliki kinerja yang bagus [24]. Nearest Neighbors juga termasuk satu dari 
sepuluh metode yang paling banyak digunakan dalam penambangan data/data 
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mining [25]. Kinerja KNN bahkan mampu melampaui kinerja metode lain yang 
lebih rumit [24] [26] [27]. Akan tetapi, pemilihan Nilai-K menjadi masalah utama 
yang berpengaruh terhadap akurasi klasifikasi. Penelitian ini menggunakan metode 
klasifikasi dengan KNN untuk deteksi anomali opini laporan keuangan sektor 
publik. Anomali opini suatu laporan yang berhasil dideteksi dapat menjadi tanda 
awal terjadinya risiko kesalahan opini atau jual beli opini. Tanda awal ini dapat 
menjadi pertimbangan Itama untuk memilih (uji petik) laporan yang akan diperiksa 
lebih dalam. 
 
1.2 Rumusan Masalah 
Berdasarkan uraian latar belakang di atas rumusan masalah yang diajukan 
adalah adanya kesulitan Inspektorat Utama dalam menentukan sampel laporan 
keuangan yang akan diperiksa lebih lanjut untuk menghindari risiko kesalahan 
opini, padahal sumber data potensial  berupa dokumen LHP menumpuk di gudang 
atau sekedar disimpan dalam bentuk softcopy. Selain itu, adanya kelangkaan 
penelitian terkait penerapan kecerdasan buatan di bidang akuntansi dan audit 
keuangan sektor publik di Indonesia.  
 
1.3 Tujuan 
Penelitian ini bertujuan menghasilkan klasifikasi data keuangan yang 
dapat dijadikan masukan bagi Inspektorat Utama dalam penentuan sampel 
pemeriksaan menggunakan metode K-Nearest Neighbors. Selain itu, penelitian ini 
juga bertujuan mengisi kesenjangan penelitian terkait penerapan kecerdasan buatan 
di bidang akuntansi dan audit keuangan sektor publik di Indonesia.  
 
1.4 Batasan Masalah 
Penelitian ini dilakukan untuk menentukan sampel pemeriksaan atas 
Laporan Keuangan (LK) sektor publik pada tingkat Pemerintah Daerah (Pemerintah 
Provinsi, Kabupaten dan Kota di Indonesia). Tidak mencakup LK Pemerintah Pusat 




Hasil penelitian ini diharapkan dapat menjadi masukan bagi Inspektorat 
Utama (Itama) selaku auditor internal BPK RI untuk memilih LHP LK yang perlu 
diperiksa lebih lanjut terkait risiko kesalahan opini agar kredibilitas BPK RI tetap 
terjaga. 
 
1.6 Metodologi Penelitian 
Penelitian ini menggunakan metode KNN baik untuk klasifikasi 2 kelas 
(Baik/WTP dan Buruk/selain WTP) ataupun 4 kelas (WTP, WDP, TW, TMP). 
Berbagai kombinasi skema (SND, fitur, Nilai-K, dan jarak) digunakan untuk 
mencari skema terbaik. Uji statistik (Friedman dan Wilcoxon Peringkat 
Bertanda/WSR) akan digunakan untuk penentuan skema terbaik. Rincian metode 












2.1 Kajian Penelitian Terkait 
Penelitian penggunaan kecerdasan buatan/artificial intelligence dan data 
mining di ranah akuntansi sektor swasta dan di luar negeri sangatlah banyak, namun 
tidak demikian halnya dengan penelitian serupa di Indonesia. Masih sangat jarang 
dijumpai penelitian menggunakan kecerdasan buatan atau penambangan data di 
ranah akuntansi sektor publik di Indonesia. Sehingga penelitian ini diharapkan 
menjadi pionir bagi kemunculan penelitian serupa di Indonesia. Berikut ini 
disajikan beberapa penelitian terkait yang mendukung penelitian ini sebagaimana 
tersaji pada Tabel 2.1. 
Tabel 2.1 Penelitian Terkait (Lanjutan) 
No Peneliti Judul 
Jumlah 
Sampel 






































































































Tabel 2.1 Penelitian Terkait (Lanjutan) 
No Peneliti Judul 
Jumlah 
Sampel 























- laba kotor 













2.2 Pengertian Laporan Keuangan 
Laporan Keuangan merupakan laporan pertanggungjawaban pelaksanaan 
APBN/APBD yang sekurang-kurangnya terdiri dari laporan realisasi anggaran, 
neraca, laporan arus kas dan catatan atas laporan keuangan yang penyusunannya 
harus sesuai dengan standar akuntansi pemerintah. Pemerintah Pusat dan 
Pemerintah Daerah wajib menyampaikan laporan keuangan yang telah diperiksa 
BPK kepada DPR/selambat-lambatnya 6 (enam) bulan setelah berakhirnya tahun 
anggaran yang bersangkutan [28].  
 
2.3 Pengertian Opini Laporan Keuangan 
Menurut Buletin Teknis Pelaporan Hasil Pemeriksaan Atas Laporan 
Keuangan Pemerintah definisi opini adalah: “pernyataan profesional sebagai 
kesimpulan pemeriksa mengenai kewajaran informasi yang disajikan dalam 
laporan keuangan”. Adapun jenis opini yang dapat diberikan oleh para pemeriksa 
yaitu [29]: 
a. Wajar Tanpa Pengecualian (WTP)/Unqualified Opinion memuat suatu 
pernyataan bahwa laporan keuangan menyajikan secara wajar, dalam semua hal 
yang material sesuai dengan SAP. Laporan dengan predikat WTP berarti bebas 
dari salah saji material. Sesuai dengan Standar Profesional Akuntan Publik 
(SPAP) yang diberlakukan dalam Standar Pemeriksaan Keuangan Negara 
(SPKN), BPK dapat memberikan opini Wajar Tanpa Pengecualian dengan 
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Paragraf Penjelas (WTP-DPP)/Unqualified Opinion With Explanatory 
Paragraph karena keadaan tertentu sehingga mengharuskan pemeriksa 
menambahkan suatu paragraf penjelasan dalam LHP sebagai modifikasi opini 
WTP; 
b. Wajar Dengan Pengecualian (WDP)/Qualified Opinion memuat suatu 
pernyataan bahwa laporan keuangan menyajikan secara wajar, dalam semua hal 
yang material sesuai dengan SAP, kecuali untuk dampak hal-hal yang 
berhubungan dengan yang dikecualikan; 
c. Tidak Wajar (TW)/Adversed Opinion memuat suatu pernyataan bahwa 
laporan keuangan tidak menyajikan secara wajar dalam semua hal yang material 
sesuai dengan SAP; 
d. Pernyataan Menolak Memberikan Opini atau Tidak Menyatakan 
Pendapat (TMP)/Disclaimer of Opinion menyatakan bahwa pemeriksa tidak 
menyatakan opini atas laporan keuangan. Opini TMP bagi sebagian akuntan 
dianggap bukanlah suatu opini, karena pemeriksa menolak memberikan 
pendapat yang artinya tidak ada opini yang diberikan atas laporan keuangan 
tersebut. Terlepas dari apakah WTP termasuk jenis opini atau tidak, status ini 
adalah status terendah dalam hal kewajaran laporan keuangan. 
Beberapa perbedaan utama antara sektor publik dan sektor swasta yang 
membuat karakter kedua laporan tersebut berbeda antara lain: 
a. Orientasi pada laba 
Sektor swasta sangat menekankan pada perolehan laba, sehingga prinsip 
layak temu biaya-pendapatan (matching-cost against revenue principle) sangat 
ditekankan dalam operasionalnya. Setiap sen uang yang dibelanjakan harus 
dapat ditandingkan dengan pendapatan yang diterima akibat belanja tersebut. 
Selisih antara biaya operasional dengan pendapatan operasional inilah laba yang 
sangat dicari sektor swasta. Karena tujuan utamanya adalah mencari laba yang 
identik dengan pendapatan, maka sektor swasta sering disebut dengan entitas 
pusat pendapatan (revenue center entity).  
Sektor publik tidak terlalu menekankan prinsip ini, karena seringkali biaya 
yang dikeluarkan pemerintah untuk menyediakan layanannya tidak selalu 
langsung menghasilkan pendapatan. Misalnya belanja investasi pembangunan 
10 
  
jalan dan jembatan untuk daerah terpencil, tidak serta merta pemerintah 
mengharapkan pendapatan dari belanja tersebut. Karena sektor 
publik/pemerintahan berorientasi pelayanan yang identik dengan belanja, maka 
sektor publik sering disebut dengan entitas pusat belanja/biaya (cost center 
entity). 
b. Transfer pendapatan antar pemerintah 
Sektor publik secara substansi terdiri dari tiga lingkup pemerintahan yaitu 
pemerintah pusat, pemerintah provinsi, dan pemerintah kabupaten/kota. 
Pemerintah yang lebih luas cakupannya memberi arahan pada pemerintah yang 
cakupannya lebih sempit. Selain itu, ada sistem transfer pendapatan/subsidi 
antar pemerintah yang tidak lazim di sektor swasta.  
Pemerintah dengan pendapatan pajak atau bukan pajak lebih besar akan 
menyubsidi/mentransfrer pendapatan ke pemerintah yang lebih sedikit 
pendapatannya. Misalnya pemerintah pusat akan memberikan transfer 
pendapatan berupa Dana Bagi Hasil Pajak (DBH Pajak) dan Dana Bagi Hasil 
Sumber Daya Alam (DBH SDA) kepada pemerintah provinsi, kabupaten, kota 
yang menjadi daerah penghasil SDA tersebut atau daerah lainnya yang berhak 
sesuai peraturan perundangan. Pemerintah pusat juga memberikan dana alokasi 
umum (DAU) kepada pemerintah provinsi, kabupaten, kota dengan 
memperhatikan karakteristik tertentu seperti kesenjangan fiskal/fiscal gap pada 
tiap-tiap daerah penerima DAU tersebut. Pemerintah pusat juga memberikan 
dana desa yang juga menjadi bukti adanya transfer pendapatan pemerintah pusat 
ke desa sebagai kesatuan masyarakat hukum. Pemerintah provinsi akan 
memberikan transfer kepada pemerintah kabupaten atau kota yang berasal dari 
penerimaan pajak provinsi antara lain: Pajak Kendaraan Bermotor (PKB), Bea 
Balik Nama Kendaraan Bermotor (BBNKB), Pajak Bahan Bakar Kendaraan 
Bermotor (PBBKB), Pajak Rokok, dan Pajak Air Permukaan. 
Transfer pendapatan antar pemerintah ini juga menjadi pengeluaran 
pemerintah yang tidak memenuhi prinsip layak temu biaya-pendapatan 
(matching-cost against revenue principle) yang sangat diagungkan dalam ranah 
swasta. Pemerintah yang melakukan transfer tidak akan menerima pendapatan 
secara langsung dari setiap pengeluaran transfer yang mereka lakukan. 
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Pengeluaran transfer ini bertujuan untuk terciptanya pemerataan pendapatan 
atau distribusi pendapatan (income redistribution) dari golongan kaya ke 
golongan miskin untuk menghindari terjadinya keresahan dan kecemburuan 
sosial akibat adanya ketimpangan pendapatan yang berpotensi menimbulkan 
gangguan pada stabilitas nasional [30].  
Prinsip distribusi pendapatan tersebut diadopsi oleh Pemerintah dari 
beberapa negara maju seperti Amerika Serikat, Inggris, dan Belanda yang 
dikenal dengan “negara kemakmuran” (welfare state). Negara-negara tersebut 
membuat alat-alat kebijakan fiskal untuk tujuan pemerataan pendapatan yang 
biasanya dilakukan dengan cara: 
1) Membuat dan melaksanakan sistem pajak yang bersifat progresif. Contoh 
penerapan kebijakan ini di Indonesia adalah tarif pajak penghasilan (PPh) 
yang progresif selaju dengan kenaikan pendapatan wajib pajak, Pajak 
Kendaraan Bermotor (PKB) progresif sesuai dengan jumlah kepemilikan 
atas pajak bermotor, cukai hasil tembakau dan Pajak Rokok selaju dengan 
konsumsi atas tembakau atau rokok. Kebijakan ini adalah “pengambilan 
paksa” pendapatan dari golongan kaya yang dilakukan oleh negara. Orang 
yang berpenghasilan besar, orang yang memiliki kendaraan bermotor, orang 
yang mengonsumsi rokok dianggap lebih kaya dari orang yang 
penghasilannya rendah/orang dengan penghasilan tidak kena pajak (PTKP), 
orang yang tidak punya kendaraan bermotor, atau orang yang tidak 
mengonsumsi rokok, sehingga wajar jika negara mengambil sebagian 
pendapatan mereka untuk dialokasikan bagi warga negara lain yang lebih 
miskin atau membutuhkan. 
2) Membuat dan melaksanakan kebijakan belanja negara yang bersifat 
membantu golongan miskin. Belanja negara seperti ini sering disebut 
dengan “pembelanjaan kebajikan” (welfare expenditure). Berbagai belanja 
pemerintah seperti subsidi listrik, subsidi gas 3 kg, dan subsidi pupuk adalah 
bukti nyata belanja negara untuk membantu golongan miskin ini. Dana 
earmarking adalah contoh lain dari belanja kebajikan ini, contoh dari dana 
earmarking ini adalah:  
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a) Kewajiban untuk pengalokasian dana 10% dari Pajak Kendaraan 
Bermotor (PKB) bagi pemeliharaan dan pembangunan jalan, serta 
peningkatan sarana transportasi umum. 
b) Kewajiban untuk pengalokasian dana 50% dari Pajak Rokok untuk 
mendanai pelayanan kesehatan dan penegakan hukum. 
c) Pengalokasian sebagian penerimaan Pajak Penerangan Jalan (PPJ) 
digunakan untuk penyediaan penerangan jalan. 
3) Pemberian bantuan untuk peningkatan kualitas sumber daya manusia 
(SDM). Indonesia memberikan bantuan untuk hal ini misalnya dalam 
bentuk Bantuan Operasional Sekolah (BOS), beasiswa pendidikan melalui 
Lembaga Pengelola Dana Pendidikan (LPDP), beasiswa pendidikan melalui 
sekolah atau Perguruan Tinggi Kedinasan (PTK) seperti Politeknik 
Keuangan Negara STAN, Sekolah Tinggi Ilmu Statistik (STIS), Sekolah 
Tinggi Teknologi Meteorologi Klimatologi dan Geofisika (STTMKG) dan 
sebagainya.  
c. Pengaruh proses politik 
Laporan keuangan sektor publik sangat dipengaruhi oleh proses politik. 
Definisi politik sesuai Kamus Besar Bahasa Indonesia (KBBI) adalah: “segala 
urusan dan tindakan (kebijakan, siasat, dan sebagainya) mengenai 
pemerintahan negara atau terhadap negara lain”. Sedangkan sektor swasta 
seringkali tidak mau pusing dengan urusan yang berbau kenegaraan. Keputusan 
untuk mengambil atau melunasi utang, memberikan atau mencabut subsidi di 
sektor publik semua harus melibatkan proses politik melalui persetujuan 
legislatif (DPR/D). Jadi penganggaran di sektor swasta lebih fleksibel 
dibandingkan sektor publik.  
d. Hubungan antara pembayaran pajak dan pelayanan pemerintah 
Sektor publik dhi. Pemerintah berhak memungut pajak sesuai kewenangan 
yang diberikan peraturan perundangan. Jumlah pajak yang dipungut pemerintah 
tidak selalu terkait langsung dengan pelayanan yang diberikan pemerintah. 
Kondisi ini tidak ada di sektor swasta, karena pendapatan yang mereka peroleh 
dihasilkan dari adanya barang/jasa yang mereka jual kepada pelanggan. 
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2.4 Data Laporan Keuangan 
Laporan keuangan sektor publik terdiri dari laporan anggaran (budgetary 
reports), laporan finansial (financial reports), dan Catatan atas Laporan 
Keuangan (CaLK). Dalam basis akuntansi cash toward accrual (CTA) jenis 
laporan keuangan ada 4 yaitu: 
a. Laporan Realisasi Anggaran/LRA yang termasuk laporan anggaran 
Laporan Realisasi Anggaran menyajikan perbandingan antara data 
anggaran yang dikelola perintah dan data realisasinya untuk tahun tertentu, 
antara lain:  
1) Anggaran dan realisasi pendapatan; 
2) Anggaran dan realisasi belanja; 
3) Anggaran dan realisasi transfer; 
4) Anggaran dan realisasi pembiayaan.  
b. Neraca yang temasuk laporan finansial  
Neraca menggambarkan posisi keuangan suatu entitas yang meliputi data 
aset (aset lancar, investasi jangka panjang, aset tetap, aset tak berwujud dan 
sebagainya), data utang/kewajiban baik kewajiban jangka pendek maupun 
jangka panjang, serta ekuitas yang merupakan kekayaan bersih pemerintah 
(selisih antara aset dan kewajiban pemerintah). 
c. Laporan Arus Kas/LAK yang termasuk laporan finansial 
Laporan Arus Kas menyajikan data dan informasi terkait saldo awal, 
penerimaan, pengeluaran dan saldo akhir kas pemerintah selama kurun waktu 
tertentu. Penerimaan dan pengeluaran kas dibagi ke dalam aktivitas operasi, 
investasi aset nonkeuangan, pembiayaan, dan nonanggaran. Sedangkan dalam 
basis akrual murni aktivitas penerimaan dan pengeluaran kas dibagi dalam 
kelompok aktivitas operasi, investasi, pendanaan, dan transitoris. 
d. CaLK 
CaLK merupakan laporan yang berisi rincian dan penjelasan lebih lanjut 
dari laporan-laporan lainnya. Laporan ini merupakan satu kesatuan yang tidak 




Jenis laporan keuangan dalam basis akuntansi akrual murni ada 7 laporan 
sebagai berikut: 
a. Laporan Anggaran terdiri dari 2 jenis yaitu: Laporan Realisasi Anggaran 
(LRA) dan Laporan Perubahan Saldo Anggaran Lebih (LP SAL). 
b. Laporan Finansial terdiri dari 4 jenis yaitu: Neraca, Laporan Operasional 
(LO), Laporan Perubahan Ekuitas (LPE), dan Laporan Arus Kas (LAK). 
c. Catatan atas Laporan Keuangan (CaLK). 
Namun karena penggunaan basis akrual murni belum diterapkan oleh 
semua pemerintah daerah bahkan hingga laporan keuangan periode tahun 
anggaran 2014, sehingga penelitian ini menggunakan data keuangan yang 
berasal dari LRA dan Neraca, karena kedua laporan tersebut wajib ada baik 
dalam basis akrual murni maupun CTA. Data-data keuangan tersebut antara lain 
realisasi belanja, realisasi pendapatan, realisasi transfer, realisasi pembiayaan, 
posisi aset, posisi utang, dan posisi ekuitas. 
 
2.5 Penambangan Data (Data Mining/Knowledge Discovery in Database) 
Penelitian [31] menyatakan bahwa knowledge discovery in database 
(KDD) mengacu pada keseluruhan proses untuk mengungkap pengetahuan yang 
berguna dari data, sedangkan penambangan data/data Mining (DM) merupakan 
salah satu langkah dalam proses KDD itu sendiri. Penambangan data merupakan 
pengaplikasian suatu algoritme khusus untuk mengekstrak pola dari suatu data. 
Adapun rincian langkah-langkah yang ada dalam KDD sebagai berikut: 
a. Pemilihan data, pada tahap ini dipilih data yang dibutuhkan untuk proses 
penambangan data. 
b. Pra-pemrosesan, pada tahap ini biasanya dilakukan pembersihan data untuk 
menghilangkan data yang kurang bagus seperti data tidak lengkap dan data yang 
tidak valid.  
c. Transformasi data, pada tahap ini data diubah ke format yang sesuai dengan 
kebutuhan teknik penambangan data yang akan digunakan. 
d. Penambangan data, pengaplikasian suatu algoritme khusus untuk mengekstrak 
pola dari data. 
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e. Interpretasi/penarikan kesimpulan, proses untuk menghasilkan pengetahuan 
dari pola data yang telah didapatkan. 
 
Penambangan data terkait dengan empat kelompok pekerjaan sebagai 
berikut: 
a. Model prediksi 
Model ini memetakan setiap himpunan variabel masukan ke setiap targetnya 
(variabel keluaran), kemudian menggunakan pola yang didapat untuk 
memberikan nilai keluaran dari data masukan baru. Jenis model prediksi ada 
dua macam, yaitu klasifikasi dan regresi.  
b. Analisis kelompok 
Model yang digunakan untuk mengelompokkan data-data ke dalam sejumlah 
kelompok (klaster) berdasarkan kesamaan karakteristik data pada masing-
masing kelompok. Data pada satu klaster memiliki tingkat kesamaan karakter 
yang tinggi dengan data dalam satu klaster dan memiliki tingkat kesamaan 
karakter yang rendah dengan data pada klaster lain. 
c. Analisis asosiasi 
Model yang digunakan untuk menemukan pola hubungan kekuatan antar fitur 
dalam suatu data. Contoh penggunaan model ini dalam bisnis adalah mencari 
hubungan antara beberapa barang yang sering dibeli konsumen secara 
bersamaan (misal: membeli sikat gigi dan pasta gigi) yang dapat digunakan 
untuk penataan letak barang dagangan di toko. 
d. Deteksi anomali 
Model yang digunakan untuk mencari data yang memiliki karakteristik “aneh” 
dibandingkan dengan karakteristik data lainnya [32]. 
 
2.6 Metode Tetangga Terdekat/K-Nearest Neighbors 
Tetangga terdekat (NN) adalah salah satu dari sepuluh metode yang paling 
banyak digunakan di penambangan data. Metode NN murni diklasifikasikan 
sebagai lazy learner, karena NN menunda proses pelatihan atau bahkan tidak 
melakukan sama sekali, sampai ada data uji yang ingin diketahui label kelasnya. 
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ketika ada data uji yang ingin diketahui label kelasnya, maka metode NN baru akan 
menjalankan menjalankan algoritmanya [25]. 
K-Nearest Neighbors (KNN) adalah metode berdasarkan konsep NN yang 
paling tua, paling sederhana dan populer namun memiliki kinerja yang baik yang 
mampu menyamai metode lain yang lebih rumit seperti PNN [24], [26], [27]. 
Algoritma klasifikasi KNN dijalankan berdasar konsep kedekatan atau jarak data 
dengan data lainnya. Nilai-K dalam KNN menyatakan jumlah data terdekat yang 
digunakan untuk penentuan kelas dalam klasifikasi. 
Ada beberapa isu penting yang mempengaruhi kinerja KNN [25], 
termasuk pemilihan nilai-K. Jika nilai-K terlalu kecil, maka hasil prediksi akan 
sensitif terhadap gangguan/noise. Di sisi lain, jika nilai-K terlalu besar, maka ada 
risiko bahwa data yang dipilih tidak relevan karena mayoritas data yang dipilih bisa 
dari data yang berlainan kelas atau terlalu jauh dari data yang ingin dikenali label 
kelasnya. Isu lain yang berkaitan dengan K-NN adalah tentang voting suara 
terbanyak dalam klasifikasi. Jika nilai-K ganjil, risiko tejadi dua kelas atau lebih 
yang memperoleh jumlah suara sama sangat kecil. Namun ketika nilai-K genap, ada 
risiko dua kelas atau lebih memiliki jumlah suara yang sama, sehingga algoritma 
akan memilih kelas secara acak. Selain itu, KNN juga tidak memberikan bobot 
pengaruh pada data yang dipilih seperti pada jaringan syaraf tiruan/Neural Network, 
untuk mengatasi kendala-kendala tersebut, algoritma KNN biasanya diaplikasikan 
dengan validasi 10-lipatan (10-folds validation), menggunakan aturan jarak 
terdekat (tie-break rules) untuk mengatasi stagnasi karena jumlah suara yang sama 
kuat, dan pemberian bobot pengaruh berdasarkan jarak untuk memberikan 
pengaruh yang lebih kecil terhadap data yang terletak jauh dari data uji. 
 
2.6.1 Konsep Kedekatan  
Secara umum metode klasifikasi atau metode clustering menggunakan 
kuantitas yang disebut kedekatan/proximity. Kedekatan secara konsep dibagi dua 
yaitu kemiripan/similarity dan ketidakmiripan/dissimilarity. Secara teoritis 
kedekatan diukur dengan mencari jarak antara data pertama terhadap data kedua. 
Semakin dekat jarak antar data, maka dapat dikatakan semakin besar kemiripan atau 
semakin kecil ketidakmiripan antar data tersebut. Sebaliknya semakin jauh jarak 
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antar data maka dapat dikatakan bahwa semakin kecil kemiripan atau semakin besar 
ketidakmiripan antar data tersebut. Ukuran ketidakmiripan yang sering dipakai 
adalah jarak Euclidean, Manhattan/City Block, Minkowsky, dan Chebisev. 
Penelitian ini hanya menggunakan konsep kedekatan menggunakan Euclidean dan 
Manhattan karena dua konsep jarak tersebut yang paling sering dipakai. Adapun 
formulasi jarak Euclidean disajikan pada Persamaan (2.1) dan Manhattan pada 














),(  (2.2) 
 
Dimana: 
 yxD ,  =  jarak antara data x dan data y 
jx  =  data latih 
jy  =  data uji 
N =  jumlah fitur atau variabel 
 
2.6.2 Tahapan Algoritma KNN  
Tahapan algoritma KNN dapat diuraikan sebagai berikut: 
a. Cari jarak (bisa menggunakan alternatif jarak yang lazim dipakai) antara 
data latih dan data uji yang ingin diketahui label kelasnya; 
b. Urutkan data latih berdasarkan jarak terkecil dari data uji; 
c. Tentukan jumlah K (tetangga terdekat) yang akan digunakan untuk 
penentuan label kelas. Penentuan jumlah/nilai-K ini merupakan kunci 
kesuksesan klasifikasi dengan metode KNN. Nilai-K ini ditentukan oleh 
pengguna baik dengan metode coba-coba atau menggunakan metode 
lainnya seperti metode optimasi. 
d. Tentukan label kelas data uji berdasarkan label dengan suara mayoritas 





Tahapan algoritma KNN tersebut diilustrasikan pada Gambar 2.1 berikut: 
 
Gambar 2.1 Diagram alir tahapan algoritma KNN (adaptasi dari [33]) 
 
2.7 Metode Evaluasi Klasifikator 
Evaluasi klasifikator dilakukan untuk mengetahui klasifikator mana yang 
memberikan hasil terbaik. Agar evaluasi bebas dari masalah hasil yang terlalu 
bagus/overfitting, maka biasanya yang dipakai dalam pengambilan keputusan 
adalah hasil klasifikasi terhadap data uji bukan klasifikasi terhadap data latih. 
Penelitian ini menggunakan dua dari sekian banyak metode evaluasi klasifikator 
yaitu Metode Hold-Out dan Metode Validasi Silang 10-Lipatan, adapun penjelasan 
dari kedua metode tersebut sebagai berikut: 
 
2.7.1 Hold-Out  
Metode Hold-Out (HO) [25] memecah set data yang sudah diketahui label 
kelasnya menjadi dua bagian terpisah yaitu set data latih dan set data uji. Model 
klasifikasi dibangun menggunakan set data latih sedangkan pengukuran kinerja 
modelnya menggunakan set data uji. Besaran pembagian set data ini bersifat diskrit 
(bilangan bulat, misalnya HO 10% berarti pembagian set data 10% untuk data uji 
dan 90% untuk data latih). 
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Metode ini merupakan metode yang paling sederhana dengan beberapa 
keterbatasan: 
a. Jumlah data latih menjadi berkurang, karena sebagian digunakan untuk data 
uji, sehingga model yang dibangun mungkin tidak sebagus ketika semua 
data digunakan sebagai data latih; 
b. Model yang dibangun sangat tergantung pada komposisi pemecahan set data 
latih dan set data uji. Set data latih yang semakin sedikit berisiko 
menimbulkan variansi dari model, sedangkan set data latih yang semakin 
banyak menimbulkan risiko tidak dapat dipercayanya akurasi klasifikasi 
atas data uji (non-reliable); 
c. Set data latih dan set data uji tidak lagi bebas satu sama lain, kelebihan 
jumlah perwakilan pada data uji menimbulkan kekurangan jumlah 
perwakilan di data latih dan sebaliknya. 
 
2.7.2 Validasi Silang 10-Lipatan  
Bentuk umum dari metode ini disebut Validasi Silang k-Lipatan (k-Folds 
Cross Validation). Metode ini memecah set data menjadi k subset dengan ukuran 
yang sama [25]. Setiap kali proses dilakukan, satu subset berperan sebagai data uji 
sedangkan subset yang lain menjadi data latih. Prosedur tersebut diulang sebanyak 
k-kali sehingga setiap data berkesempatan menjadi data uji tepat satu kali dan 
menjadi data latih sebanyak k-1 kali. Total akurasi didapatkan dengan 
menjumlahkan semua akurasi pada setiap proses k. 
Validasi Silang 10-Lipatan membagi set data menjadi 10 subset data. 
Prosedur pengulangan 10 kali membuat setiap data berkesempatan menjadi data uji 
sebanyak satu kali dan data latih sebanyak sembilan kali. Metode ini lebih baik 
dalam membangun model dibandingkan metode HO [25]. 
 
2.8 Uji Wilcoxon Mann Whitney  
Uji Wilcoxon Mann Whitney (WMW) [34] merupakan uji nonparametrik 
yang digunakan untuk menentukan apakah dua sampel (n=2) yang saling bebas 
(independen) dapat dianggap memiliki perbedaan yang signifikan atau tidak. 
Kriteria dua atau lebih sampel dikatakan berpasangan atau terikat 
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(paired/dependen) adalah jika data tersebut berasal dari individu yang sama, baik 
karena proses pencocokan (matching), pengukuran berulang atau karena desain 
penelitian silang (crossover). Dua atau lebih sampel dikatakan bebas (independen) 
jika berasal dari subyek/individu yang berbeda tanpa prosedur 
pencocokan/matching [35]. Metode ini menggunakan peringkat data untuk 
perhitungannya, bukan data asli observasi sehingga proses perhitungan menjadi 
lebih sederhana. Metode ini diusulkan untuk proses seleksi fitur pada klasifikasi 
dengan dua label kelas dengan asumsi bahwa fitur yang memiliki perbedaan 
signifikan antar kelas akan mampu memprediksi kelas dari suatu data lebih baik 
daripada fitur yang tidak memiliki perbedaan signifikan antar kelas.  
Persamaan untuk Uji Wilcoxon Mann Whitney [36] jika tidak terdapat 
nilai observasi yang sama disajikan pada Persamaan (2.3) berikut: 
 

















Z = nilai dari Uji Wilcoxon Mann Whitney  
m =  ukuran sampel kelompok yang kecil 
n =  ukuran sampel kelompok yang besar 
N =  m+n, total data observasi  
xW  =  jumlah peringkat (ranking) pada kelompok sampel yang kecil 
 
Jika terdapat data pengamatan dengan nilai yang sama [36], maka koreksi 
untuk Persamaan (2.3) disajikan pada Persamaan (2.4) berikut: 
 
































Zc = nilai koreksi dari Uji Wilcoxon Mann Whitney  
T =  
1
12
 (t3 – t) 
t =  banyaknya pengamatan yang sama pada skor tertentu 
 
Ilustrasi Uji Wilcoxon Mann Whitney untuk menguji apakah ada 
perbedaan yang signifikan antara umur peserta Kelas A dan B disajikan pada Tabel 
2.2 berikut: 
Tabel 2.2 Data Umur Peserta pada Tiap Kelas  
No Kelas A Kelas B 
1 46 44 
2 32 31 
3 42 25 
4 45 22 
5 37 30 
6 44 30 
7 38 32 
8 47 19 
9 49 40 
10 41  
Rerata 42,10 30,33 
Variansi  27,21 63,75 
 
Tahap selanjutnya adalah mencari peringkat data secara keseluruhan tanpa 
melihat dari kelas mana data tersebut berasal. Apabila terdapat data dengan nilai 






, misalkan data nomor urut/peringkat 1 dan 2 





. Kriteria untuk 
menerima atau menolak H0 adalah jika nilai p-value ≤ α maka H0 ditolak, 
sedangkan jika p-value > α maka H0 diterima. Hipotesis untuk data ilustrasi tersebut 
adalah: 
H0 = tidak ada perbedaan yang signifikan antara umur peserta di Kelas A dan B  




Data ilustrasi mengandung nilai observasi yang sama sehingga Persamaan 
(2.4) yang akan digunakan dalam penentuan penolakan atau penerimaan H0. 
Perhitungan nilai T untuk data dengan skor sama disajikan pada Tabel 2.3 berikut: 
Tabel 2.3 Skor T untuk Data yang Sama pada Uji Wilcoxon Mann Whitney 
Skor Frekuensi (t) T 
32 2 0,5 
44 2 0,5 
30 2 0,5 
 ∑T 1,5 
 
Berdasarkan hasil perhitungan Uji Wilcoxon Mann Whitney diketahui 
bahwa variabel/fitur umur memiliki perbedaan yang signifikan antara Kelas A dan 
B, sehingga jika dilakukan proses seleksi fitur untuk klasifikasi, maka fitur umur 
adalah fitur yang dianggap signifikan dalam klasifikasi. Hasil pemeringkatan data 
umur peserta beserta perhitungan Uji Wilcoxon Mann Whitney serta keputusan 
untuk menolak atau menerima H0 pada tingkat signifikansi 1% (α = 0,01) secara 
detail disajikan pada Tabel 2.4 berikut: 
Tabel 2.4 Hasil Pemeringkatan Data Umur dan Keputusan atas H0  
No Kelas A Kelas B 
1 17 14,5 
2 7,5 6 
3 13 3 
4 16 2 
5 9 4,5 
6 14,5 4,5 
7 10 7,5 
8 18 1 
9 19 11 
10 12  
Hasil penjumlahan peringkat  
(∑R) 
136 54 
m 9  
n 10  
N 19  
Wx 54  
Zc -2,90  
p-value 0,0019  
α 0,01  
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No Kelas A Kelas B 
Keputusan Terima H1  
2.9 Uji Kruskal-Wallis 
Uji Kruskal-Wallis (KW) menurut [37] merupakan uji nonparametrik yang 
digunakan untuk menentukan apakah lebih dari dua sampel (n>2) yang saling bebas 
(independen) dapat dianggap berasal dari populasi yang sama atau tidak. Metode 
ini juga menggunakan peringkat data untuk perhitungannya, bukan data asli 
observasi sehingga proses perhitungan menjadi lebih sederhana. Metode ini 
diusulkan untuk proses seleksi fitur pada klasifikasi dengan empat label kelas (n>2) 
dengan asumsi bahwa fitur yang berasal dari populasi yang berbeda tiap kelasnya 
akan mampu memprediksi kelas dari suatu data lebih baik daripada fitur yang 
berasal dari kelas dengan populasi yang sama. 
Persamaan untuk Uji Kruskal-Wallis jika tidak terdapat nilai yang sama 















i  (2.5) 
 
Dimana: 
H = nilai dari Uji Kruskal-Wallis  
C =  jumlah kelas 
in  =  jumlah data observasi pada kelas ke-i 
N =   in , jumlah data observasi pada keseluruhan kelas 
iR  =  jumlah peringkat (ranking) pada kelas ke-i 
 
Jika terdapat data pengamatan dengan nilai yang sama maka koreksi untuk 















Hc = nilai koreksi dari Uji Kruskal-Wallis jika terdapat data sama 
T =  t3 - t 
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t =  banyaknya pengamatan yang sama pada skor tertentu 
 
Ilustrasi Uji Kruskal-Wallis pada tiga kelas A, B, dan C berdasarkan fitur 
umur peserta (dalam satuan tahun) tiap kelas disajikan pada Tabel 2.5 berikut: 
Tabel 2.5 Data Umur Peserta pada Tiap Kelas  
No Kelas A Kelas B Kelas C 
1 46 44 26 
2 32 31 49 
3 42 25 33 
4 45 22 19 
5 37 30 31 
6 44 30 38 
7 38 32 44 
8 47 19 50 
9 49 40  
10 41   
Rerata 42,10 30,33 36,25 
Variansi  27,21 63,75 122,21 
 
Tahap selanjutnya adalah mencari peringkat data secara keseluruhan tanpa 
melihat dari kelas mana data tersebut berasal. Apabila terdapat data dengan nilai 






, misalkan data nomor urut/peringkat 1 dan 2 





. Kriteria untuk 
menerima atau menolak H0 adalah jika nilai H hitung ≥ H tabel maka H0 ditolak, 
sedangkan jika H hitung < H tabel maka H0 diterima. Hipotesis untuk data ilustrasi 
tersebut adalah: 
H0 = data sampel berasal dari populasi yang sama  
H1 =  data sampel berasal dari populasi yang berbeda 
 
Data ilustrasi mengandung nilai observasi yang sama sehingga Persamaan 
(2.6) yang akan digunakan dalam penentuan penolakan atau penerimaan H0. 
Perhitungan nilai T untuk data dengan skor sama disajikan pada Tabel 2.6 berikut: 
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Tabel 2.6 Skor T untuk Data yang Sama pada Uji Kruskal-Wallis 
Skor Frekuensi (t) T 
44 3 24 
32 2 6 
38 2 6 
49 2 6 
31 2 6 
30 2 6 
19 2 6 
 ∑T 60 
 
Berdasarkan hasil perhitungan Uji Kruskal-Wallis diketahui bahwa 
variabel/fitur umur memiliki data sampel yang berasal dari populasi yang sama 
sehingga jika dilakukan proses seleksi fitur untuk klasifikasi, maka fitur umur 
adalah fitur yang tidak signifikan digunakan dalam klasifikasi. Hasil pemeringkatan 
data umur peserta beserta perhitungan Uji Kruskal-Wallis serta keputusan untuk 
menolak atau menerima H0 pada tingkat signifikansi 1% (α = 0,01) secara detail 
disajikan pada Tabel 2.7 berikut:  
Tabel 2.7 Hasil Pemeringkatan Data Umur dan Keputusan atas H0 (Lanjutan) 
No Kelas A Kelas B Kelas C Total 
1 23,0 20,0 5,0  
2 10,5 8,5 25,5  
3 18,0 4,0 12,0  
4 22,0 3,0 1,5  
5 13,0 6,5 8,5  
6 20,0 6,5 14,5  
7 14,5 10,5 20,0  
8 24,0 1,5 27,0  
9 25,5 16,0   










10 9 8 27 
in
R2
 3.515,63 650,25 1.624,50 5.790,38 
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Tabel 2.7 Hasil Pemeringkatan Data Umur dan Keputusan atas H0 (Lanjutan) 
No Kelas A Kelas B Kelas C Total 
H    7,9107 
∑T    60 
N3-N    19.656 




   2 
Nilai H tabel    9,2103 
Keputusan    Terima H0 
Uji lanjutan diperlukan untuk memperkuat pengambilan keputusan atas 
signifikan atau tidaknya suatu fitur untuk digunakan dalam proses klasifikasi. Uji 
ini dilakukan jika hasil Uji Kruskal-Wallis menunjukkan ada perbedaan populasi 
diantara kelompok yang diuji. Uji lanjutan ini dapat dilakukan dengan Uji 
Wilcoxon Mann Whitney atau Uji Beda Nyata Jujur Tukey (Tukey Honest 
Significant Difference/Tukey HSD). Kriteria Uji Tukey HSD [38] untuk 























BA  = nilai absolut dari rerata Grup A – rerata Grup B 
dfepQ ,,  =  nilai batas Uji Tukey dengan kriteria α, p, dan derajat kebebasan (dfe)  
α =  tingkat akurasi nyata penelitian  
p =  banyaknya grup atau perlakuan  
dfe =  derajat kebebasan model  
KTG =  kuadrat tengah akurasi (MSE)  
jin ,  =  banyaknya data pengamatan pada grup yang ditandingkan 
 
Uji lanjutan tersebut akan memberikan gambaran yang lebih jelas mengenai kelas 
mana saja yang memiliki perbedaan signifikan/berasal dari populasi yang berbeda. 
Penelitian ini menggunakan Uji Kruskal-Wallis yang dilanjutkan dengan uji 
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lanjutan Tukey HSD dan Wilcoxon Mann Whitney untuk penentuan fitur 
signifikan. Perbandingan kinerja antara seleksi fitur menggunakan uji lanjutan 
Tukey HSD dan Wilcoxon Mann Whitney dilakukan untuk mengetahui metode 
seleksi fitur mana yang lebih baik. 
 
2.10 Uji Friedman 
Uji Friedman [39] merupakan uji nonparametrik lebih dari dua sampel 
(n>2) yang tidak saling bebas (dependen) atau berpasangan (paired) memiliki 
pengaruh signifikan yang sama atau tidak. Uji ini dilakukan dengan menggunakan 
tabel dua arah. Baris sebagai blok/kategori yang mendapatkan perlakuan dan kolom 
sebagai variabel yang diisolasi atau perlakuan yang diuji pengaruhnya terhadap 
blok. Uji ini menggunakan peringkat data dalam perhitungannya. Uji ini bertujuan 
menguji apakah perbedaan antara rerata peringkat tiap kolom dapat dianggap 
berbeda secara signifikan atau tidak. 
Persamaan untuk Uji Friedman jika tidak terdapat nilai yang sama 































r  atau S = nilai dari Uji Friedman  
n =  jumlah blok percobaan 
p =  jumlah perlakuan percobaan 
ijr  =  jumlah peringkat (ranking) pada kelas ke-j 
 
Jika terdapat data pengamatan dengan nilai yang sama [40], maka koreksi 














Sc = nilai koreksi dari Uji Friedman jika terdapat data sama 
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T =  t3 - t 
t =  banyaknya pengamatan yang sama pada skor tertentu 
 
Uji lanjutan (post hoc test) dari Uji Friedman dengan hasil “menolak HO” 
untuk mengetahui perbandingan grup/perlakuan mana yang signifikan pada dua 
sampel yang tidak saling bebas atau berpasangan dapat dilakukan dengan Uji Beda 
Nyata Jujur Tukey (Tukey Honest Significant Difference/Tukey HSD) atau Uji 
Wilcoxon Peringkat Bertanda. 
 
2.11 Uji Wilcoxon Peringkat Bertanda (Wilcoxon Sign Rank) 
Uji Peringkat Bertanda Wilcoxon (WSR) [34] merupakan uji 
nonparametrik yang digunakan untuk menentukan apakah dua sampel (n=2) yang 
tidak saling bebas (dependen) atau berpasangan (paired) memiliki perbedaan yang 
signifikan atau tidak. Uji ini dilakukan sebagai uji lanjutan dari Uji Friedman untuk 
menilai apakah ada perbedaan signifikan antar tiap skema (fitur, normalisasi, jarak, 
dan nilai-K). Persamaan untuk Uji Wilcoxon Peringkat Bertanda [41] disajikan 















Z  (2.10) 
 
Dimana: 
Z = nilai dari Uji Wilcoxon Peringkat Bertanda 
T =  jumlah peringkat dengan tanda lebih sedikit 
n =  ukuran data yang tidak memiliki selisih nol 
 
2.12 F-Measure 
F-Measure atau Fβ-Measure [42] merupakan metrik evaluasi hasil 
kombinasi dari recall/sensitivitas dan precision/positive predictive value yang 
cukup populer karena efektivitasnya dalam pencarian kembali informasi 
(information retrieval), bahkan jika terdapat masalah ketidakseimbangan data. 
Metrik ini dipengaruhi parameter β yang memiliki jangkauan nilai mulai dari 0 
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sampai tak hingga (infinity) yang berguna untuk mengontrol pengaruh dari recall 
dan precision secara terpisah. Persamaan (2.11) menyajikan perhitungan F-
















F  =  F-Measure pada parameter β  
  =  Relativitas pengaruh Recall atas Presisi 
P  =  Presisi 
R  =  Recall/True Positive Rate/Sensitivity 
 
Ketika recall dan presisi menurut [43] memiliki bobot pengaruh yang 
sama kuat, maka nilai β =1. Jika recall memiliki pengaruh separuh dari presisi, 
maka nilai β =0,5. Jika recall memiliki pengaruh dua kali dari presisi, maka nilai β 
=2. Nilai β yang paling sering digunakan adalah 1, karena metriks recall dan presisi 












2.13 Area di Bawah Kurva ROC/AUC 
Area Under the ROC (Receiver Operating Characteristic) Curve atau 
AUC menurut [42] adalah ukuran tunggal suatu kinerja klasifikasi yang berguna 
untuk penilaian model mana yang lebih baik secara rerata. AUC merupakan suatu 
angka yang berisi rangkuman mengenai informasi kinerja suatu klasifikator yang 
mempermudah penilaian model terbaik jika tidak ada kurva ROC yang dominan. 
Jika F-Measure tidak memperhitungkan metriks kesalahan prediksi (False Positive 
Rate/FPR), maka AUC adalah metrik pengukuran yang menghitung luas bidang 
trapesium yang terbentuk oleh Recall/True Positive Rate (TPR) dan FPR. 







  (2.13) 
 
Hasil perhitungan AUC digunakan untuk pengambilan simpulan akhir 
apakah model klasifikasi data laporan keuangan untuk deteksi opini laporan 
keuangan sektor publik menggunakan fitur modifikasian dari sektor swasta layak 
diaplikasikan atau tidak. Kriteria untuk penentuan kualitas klasifikasi menurut [44] 
adalah sebagai berikut: 
Tabel 2.8 Interpretasi AUC  
No AUC Interpretasi 
1 0,90 - 1,00 Excellent Classification 
2 0,80 - 0,90 Good Classification 
3 0,70 - 0,80 Fair Classification 
4 0,60 - 0,70 Poor Classification 
5 0,50 - 0,60 Failure Classification 
Sumber: [44] 
 
Penentuan model dengan kinerja terbaik akan menggunakan rerata 

















Bab ini akan menjelaskan metode dan cara kerja yang akan dipakai dalam 
penelitian, sehingga akan menghasilkan jawaban atas pertanyaan apakah metode 
klasifikasi KNN, baik klasifikasi dengan dua kelas maupun klasifikasi dengan 
empat kelas, cukup bagus untuk menjadi metode alternatif deteksi opini bagi BPK 
RI. Apabila kinerja klasifikasi menggunakan model ini cukup bagus, maka 
diharapkan dapat mengurangi risiko kesalahan pemberian opini, mendeteksi 
terjadinya jual beli opini oleh pemeriksa, dan membantu BPK RI untuk menyusun 
metode dan langkah pemeriksaan yang mampu memenuhi harapan penugasan 
pemeriksaan itu sendiri. 
 
3.1 Alur Penelitian 
Alur penelitian yang digunakan dalam penelitian ini terdiri dari delapan 
fase utama: pemerolehan data mentah, penggunaan skema normalisasi data, alokasi 
data, penggunaan skema fitur, penggunaan skema nilai-K, penggunaan skema jarak, 
perbandingan kinerja skema, dan terakhir adalah hasil dan simpulan. Alur 
penelitian tersebut diilustrasikan pada Gambar 3.1 berikut: 
 




3.2 Pemerolehan Data Mentah 
Pada tahap ini dikumpulkan 150 data Laporan Hasil Pemeriksaan atas 
Laporan Keuangan (LHP LK) Pemerintah Daerah dalam bentuk softcopy (pdf) 
dengan rincian sebagaimana tersaji pada Tabel 3.1 berikut: 
Tabel 3.1 Rincian Data LHP LK  
No Uraian Jumlah LHP LK 
1 
Zona Wilayah 
- Barat : seluruh wilayah di Jawa dan Sumatera 
- Timur: seluruh wilayah di luar Jawa dan Sumatera  
 
- 82 wilayah barat 
- 68 wilayah timur 
2 Level Pemerintah Daerah 
- 28 LK Provinsi 
- 81 LK Kabupaten 
- 41 LK Kota 
3 Tahun Anggaran (TA) yang diperiksa 
- 3 LK TA 2007 
- 5 LK TA 2008 
- 13 LK TA 2009 
- 22 LK TA 2010 
- 24 LK TA 2011 
- 36 LK TA 2012 
- 28 LK TA 2013 
- 19 LK TA 2014 
4 Opini LK 
- 75 WTP 
- 25 WDP 
- 25 TW 
- 25 TMP 
 
Berdasarkan LHP LK tersebut dikumpulkan data kuantitatif sesuai 
variabel pengukuran laporan keuangan sektor swasta menurut [22] yang telah 
dimodifikasi untuk sektor publik. Adapun rincian modifikasi variabel tersebut dapat 






Tabel 3.2 Modifikasi Variabel Keuangan Sektor Swasta (Lanjutan) 
N
o 
Variabel Laporan Keuangan Sektor 
Swasta [22] 
No Modifikasi Variabel 
1 Debt 1 Hutang 
2 Total assets 2 Total Aset 
3 Gross profit  
*tidak dipakai  
(pemerintah tidak mencari laba) 
4 Net profit 3 
SILPA (Sisa Lebih Pembiayaan 
Anggaran)** 
5 Primary business income 4 PAD (pendapatan asli daerah)** 
6 Cash and deposits 5 Kas Tunai dan Kas Bank 
7 Accounts receivable 6 Piutang 
8 Inventory/Primary business income 7 Kas Tunai dan Kas Bank/PAD** 
9 Inventory/Total assets 8 Kas Tunai dan Kas Bank/Total Aset 
10 Gross profit/Total assets  
*tidak dipakai  
(pemerintah tidak mencari laba) 
11 Net profit/Total assets 9 SILPA/Total Aset** 
12 Current assets/Total assets 10 Aset Lancar/Total Aset 
13 Net profit/Primary business income 11 SILPA/PAD** 
14 
Accounts receivable/Primary business 
income 
12 Piutang/PAD** 
15 Primary business income/Total assets 13 PAD/Total Aset** 
16 Current assets/Current liabilities 14 Aset Lancar/Hutang Lancar 
17 Primary business income/Fixed assets 15 PAD/Aset Tetap** 
18 Cash/Total assets 16 Kas tunai/Total Aset 
19 Inventory/Current liabilities 17 
Kas Tunai dan Kas Bank/Hutang 
Lancar 
20 Total debt/Total equity 18 Total Hutang/Total Ekuitas 
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Tabel 3.2 Modifikasi Variabel Keuangan Sektor Swasta (Lanjutan) 
N
o 
Variabel Laporan Keuangan Sektor 
Swasta [22] 
No Modifikasi Variabel 
21 Long term debt/Total assets 19 Hutang Jangka Panjang/Total Aset 
22 Net profit/Gross profit  
*tidak dipakai  
(pemerintah tidak mencari laba) 
23 Total debt/Total assets 20 Total Hutang/Total Aset 
24 Total assets/Capital and reserves 21 Total Aset/Total Ekuitas 
25 
Long term debt/Total capital and 
reserves 
22 Hutang Jangka Panjang/Total Ekuitas 
26 Fixed assets/Total assets 23 Aset Tetap/Total Aset 
27 Deposits and cash/Current assets 24 Kas Tunai & Kas Bank/Aset Lancar 
28 Capitals and reserves/Total debt  *tidak dipakai (sulit dicari padanannya) 
29 Accounts receivable/Total assets 25 Piutang/Total Aset 
30 Gross profit/Primary business profit  
*tidak dipakai  
(pemerintah tidak mencari laba) 
31 Undistributed profit/Net profit  
*tidak dipakai  
(pemerintah tidak mencari laba) 
32 
Primary business profit/Primary 
business profit of last year 
26 
Total Belanja/Total Belanja Tahun Lalu 
(entitas Belanja bukan entitas 
pendapatan/non profit oriented)** 
33 
Primary business income/Last year's 
primary business income 
27 PAD/PAD Tahun Lalu** 
34 
Account receivable /Accounts 
receivable of last year 
28 Piutang/Piutang Tahun Lalu 
35 Total assets/Total assets of last year 29 Total Aset/Total Aset Tahun Lalu 
36  30 
Belanja Modal/Perubahan Nilai Aset  
Tetap *** 
37  31 
Belanja Barang Jasa/Perubahan Nilai 
Persediaan *** 
38  32 Belanja Pegawai/Total Belanja *** 
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Tabel 3.2 Modifikasi Variabel Keuangan Sektor Swasta (Lanjutan) 
N
o 
Variabel Laporan Keuangan Sektor 
Swasta [22] 
No Modifikasi Variabel 
39  33 Belanja Modal/Total Belanja *** 
40  34 Belanja Hibah/Total Belanja*** 
41  35 
Belanja Bantuan Sosial/Total 
Belanja*** 
42  36 PAD/Pendapatan Transfer*** 
  37 Zona Wilayah *** 
  38 Jenis Wilayah Administratif *** 
 
Keterangan: 
*  =  variabel tidak dipakai  
**  =  variabel dimodifikasi untuk 
  sektor publik 
*** =  tambahan variabel baru sesuai 
  karakteristik LK sektor publik 
  di Indonesia 
  
 
Data kuantitatif dari LHP LK sesuai Tabel 3.2 yang masih berupa pdf akan 
diinput ke Ms. Excel untuk diproses lebih lanjut. Hal ini dilakukan karena LHP LK 
tidak hanya berisi data angka-angka laporan keuangan namun ada data kualitatif 
berupa kalimat/kata yang menjelaskan angka-angka laporan keuangan yang tidak 
perlu diinputkan ke dalam Excel. 
Variabel sektor swasta yang tidak dipakai adalah variabel yang terkait 
dengan laba atau sulit dicari variabel modifikasiannya di sektor publik. Variabel 
tambahan dari sektor publik adalah variabel yang terkait dengan belanja karena 
entitas sektor publik cenderung bersifat cost center entity. Variabel dengan nomor 
1 s.d. 29 pada Kolom Modifikasi Variabel adalah variabel hasil modifikasian dari 
variabel sektor swasta, sedangkan variabel dengan nomor 30 s.d. 36 pada Kolom 
Modifikasi Variabel adalah variabel tambahan dari sektor publik yang dipengaruhi 
oleh belanja pemerintah, sedangkan sisanya yaitu variabel nomor 37 dan 38 
merupakan variabel tambahan sesuai karakteristik wilayah di indonesia.  
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Variabel inti (variabel nomor 1, 2, 3, 4, 5 dan 6) dinyatakan dalam jutaan 
rupiah. Variabel perbandingan (variabel nomor 7 s.d. 36) merupakan perbandingan 
variabel inti dengan variabel inti atau variabel laporan keuangan lainnya yang tidak 
menjadi fitur penelitian, variabel-variabel yang dibandingkan tersebut juga 
dinyatakan dalam jutaan rupiah. Variabel nomor 37 terkait dengan pembagian zona 
wilayah menurut BPK RI (nilai data 0 untuk zona barat dan nilai data 1 untuk zona 
timur). Variabel nomor 38 terkait dengan jenis wilayah administratif di Indonesia 
(nilai data 0 untuk provinsi, nilai data 0,5 untuk kabupaten, dan nilai data 1 untuk 
kota). 
 
3.3 Normalisasi Data 
Tahap ini adalah tahap persiapan data agar dapat diolah lebih lanjut 
menggunakan metode penambangan data. Adapun detail langkah tahap ini adalah: 
 
3.3.1 Pembersihan Data 
Pembersihan data dilakukan untuk menghilangkan gangguan/noise yang 
menyebabkan data tidak konsisten atau data tidak relevan. Biasanya data yang 
diperoleh oleh seorang peneliti tidak sempurna seratus persen. Ada kondisi seperti 
data yang hilang atau tidak terisi, data yang tidak valid, data pencilan/outlier atau 
data salah input. Pembersihan data yang akan dilakukan dalam penelitian ini adalah 
untuk mengatasi data dengan nilai tak hingga/infinity akibat adanya pembagian 
suatu data dengan bilangan nol. Data tak hingga diganti dengan nilai maksimal 
untuk variabel/fitur dimana terdapat data tak hingga tersebut. 
 
3.3.2 Skema Normalisasi Data 
Penelitian ini menggunakan normalisasi data secara linier dan non linier. 
Perbandingan kinerja antara data mentah (tidak dinormalisasi/kode N0), 
normalisasi linier (kode N1 dan N2) dan normalisasi nonlinier (kode N3 dan N4) 
akan dilakukan untuk mencari model terbaik klasifikasi. Model terbaik tersebut 
kemudian digunakan pada data uji untuk pengukuran kinerja klasifikasi.  
Skema normalisasi secara linier terdiri dari dua skema yaitu skema dengan 
kode N1 dan N2. Skema N1 dilakukan dengan merubah data mentah ke data baru 
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dengan skop 0 s.d. 1 menggunakan Persamaan (3.1). Adapun Skema N2 dilakukan 
dengan merubah data mentah ke data baru dengan skop -1 s.d. 1 menggunakan 






















  (3.2) 
 
Skema normalisasi nonlinier juga terdiri dari dua skema yaitu skema 
dengan kode N3 dan N4. Skema N3 dilakukan dengan merubah data mentah ke data 
baru menggunakan Persamaan (3.3). Adapun Skema N4 dilakukan dengan merubah 
















ˆ  (3.4) 
 
Dimana: 
ikxˆ  =  data baru pada baris ke-i dan kolom-k 
kx  =  rerata kolom-k 
kS  =  simpangan baku kolom-k 
e  =  konstanta Euler, kira-kira setara 2,71828  
)(min kx  = nilai minimum pada kolom-k 










Ringkasan skema normalisasi untuk penelitian ini disajikan pada Tabel 3.3 
berikut:  






1 N0 Data mentah (tanpa normalisasi). 
2 N1 
Normalisasi linier dengan skop (0,1) menggunakan Persamaan 
(3.1). 
3 N2 
Normalisasi linier dengan skop (-1,1) menggunakan Persamaan 
(3.2). 
4 N3 
Normalisasi nonlinier dengan Z-score menggunakan 
Persamaan (3.3). 
5 N4 
Normalisasi nonlinier dengan eksponensial Z-score 
menggunakan Persamaan (3.4). 
 
3.4 Alokasi Data 
Perbandingan antara metode hold-out (HO) 10% s.d. 60% dilakukan untuk 
mencari alokasi data latih dan data uji. Skema yang digunakan untuk pencarian 
model alokasi terbaik adalah validasi silang sepuluh lipatan/10-folds cross 
validation pada data latih menggunakan set data dengan kode N0 (data mentah asli 
tanpa normalisasi), dengan nilai-K yang dipakai dalam algoritma KNN adalah 1. 
Penentuan model alokasi data terbaik dilakukan dengan memilih nilai rerata akurasi 
tertinggi pada tahap pelatihan dan tahap uji pada setiap skema alokasi baik untuk 
klasifikasi 2 kelas maupun 4 kelas. Jarak Euclidean dan Manhattan digunakan 
secara simultan dalam pencarian model alokasi terbaik, nilai rerata akurasi 
klasifikasi menggunakan kedua jarak tersebut digunakan sebagai nilai skema 
alokasi (mulai dari skema HO 10% s.d. HO 60%).  
Ringkasan skema pemilihan alokasi data terbaik untuk klasifikasi 2 kelas 





Gambar 3.2 Skema pemilihan alokasi data terbaik 
 
3.5 Penggunaan Skema Fitur 
Setelah diperoleh alokasi data latih dan data uji, baik untuk klasifikasi 2 
kelas atau 4 kelas, maka dilanjutkan dengan pencarian skema fitur yang akan 
digunakan dalam proses selanjutnya. Kesuksesan suatu proses seleksi fitur menurut 
[45] adalah jika seleksi fitur tersebut mampu: 
a. Meningkatkan kinerja prediksi dari variabel prediktor; 
b. Menyediakan variabel prediktor yang cepat (time efficiency) dan efektif 
secara biaya (cost-effective);  
c. Memberikan pemahaman yang lebih baik dalam proses yang mendasari 
generalisasi data. 
 
Rancangan skema fitur dalam penelitian ini digunakan untuk mencari 
model klasifikasi terbaik. Ada 9 skema fitur yang digunakan dalam penelitian ini. 
Skema nomor 1 s.d. 3 tidak menggunakan uji statistik untuk penentuan fiturnya, 
sedangkan skema nomor 4 s.d. 9 merupakan skema yang menggunakan uji statistik 
untuk penentuan fiturnya.  
40 
  
Skema 1 menggunakan fitur hasil modifikasian dari sektor swasta (fitur 
nomor 1 s.d. 29). Skema 2 menggunakan fitur tambahan dari sektor publik yang 
cenderung berorientasi pada belanja (fitur nomor 30 s.d. 38). Skema 3 
menggunakan fitur gabungan antara Skema 1 dan Skema 2 (fitur nomor 1 s.d. 38).  
Skema 4 menggunakan semua fitur yang signifikan sesuai Uji Wilcoxon 
Mann Whitney (2 kelas) dan Uji Kruskal-Wallis yang dilanjutkan dengan Uji Tukey 
HSD (4 kelas). Skema 5 menggunakan fitur dari Skema 4 yang memiliki nilai log10 
terkecil dari p-value dengan pembulatan hingga ke satuan terkecil (0 angka di 
belakang koma). Skema 6 menggunakan fitur dari Skema 4 yang memiliki 
signifikansi lebih dari 1 pengujian antar kelas pada klasifikasi 4 kelas.  
Skema 7 menggunakan semua fitur yang signifikan sesuai Uji Wilcoxon 
Mann Whitney (2 kelas) dan Uji Kruskal-Wallis yang dilanjutkan dengan Uji 
Wilcoxon Mann Whitney (4 kelas). Skema 8 menggunakan fitur dari Skema 7 yang 
memiliki nilai log10 terkecil dari p-value dengan pembulatan hingga ke satuan 
terkecil (0 angka di belakang koma). Skema 9 menggunakan fitur dari Skema 7 
yang memiliki signifikansi lebih dari 1 pengujian antar kelas pada klasifikasi 4 
kelas.  
Simpulan skema fitur dalam penelitian ini disajikan pada Tabel 3.4 berikut 
ini:  
Tabel 3.4 Skema Fitur Penelitian (Lanjutan) 
No Kode Uraian 
1 F1 
2 kelas dan 4 kelas: Klasifikasi menggunakan fitur modifikasian dari 
sektor swasta ke sektor publik (fitur nomor 1 s.d. 29). 
2 F2 
2 kelas dan 4 kelas: Klasifikasi menggunakan fitur tambahan dari sektor 
publik yang cenderung bersifat belanja (fitur nomor 30 s.d. 38). 
3 F3 
2 kelas dan 4 kelas: Klasifikasi menggunakan seluruh fitur atau gabungan 
antara F1 dan F2 (fitur nomor 1 s.d. 38). 
4 F4 
2 kelas: Klasifikasi menggunakan fitur signifikan sesuai hasil Uji 
Wilcoxon Mann Whitney. 
4 kelas: Klasifikasi menggunakan fitur signifikan sesuai hasil Uji 
Kruskal-Wallis yang dilanjutkan dengan Uji Tukey HSD.  
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Tabel 3.4 Skema Fitur Penelitian (Lanjutan) 
No Kode Uraian 
5 F5 
2 kelas dan 4 kelas: Klasifikasi menggunakan fitur pada F4 yang 
memiliki nilai log10 terkecil dari p-value dengan pembulatan hingga ke 
satuan terkecil (0 angka di belakang koma). 
6 F6 
2 kelas dan 4 kelas: Klasifikasi menggunakan fitur pada F4 yang 
memiliki signifikansi lebih dari 1 pengujian antar kelas. 
7 F7 
2 kelas: Klasifikasi menggunakan fitur signifikan sesuai hasil Uji 
Wilcoxon Mann Whitney. 
4 kelas: Klasifikasi menggunakan fitur signifikan sesuai hasil Uji 
Kruskal-Wallis yang dilanjutkan dengan Uji Wilcoxon Mann Whitney.  
8 F8 
2 kelas dan 4 kelas: Klasifikasi menggunakan fitur pada F7 yang 
memiliki nilai log10 terkecil dari p-value dengan pembulatan hingga ke 
satuan terkecil (0 angka di belakang koma).  
9 F9 
2 kelas dan 4 kelas: Klasifikasi menggunakan fitur pada F7 yang 
memiliki signifikansi lebih dari 1 pengujian antar kelas. 
 
Metode Uji Wilcoxon Mann Whitney dan Uji Kruskal-Wallis dipilih 
karena termasuk uji nonparametrik, sehingga tidak memerlukan uji asumsi klasik 
seperti uji normalitas. Ketidakharusan untuk melakukan uji asumsi klasik 
menjadikan uji nonparametrik lebih fleksibel digunakan dalam penelitian 
dibandingkan dengan uji parametrik. 
 
3.6 Penggunaan Skema Nilai-K 
Salah satu isu penting yang dalam metode KNN adalah pemilihan nilai-K 
[25]. Jika nilai-K terlalu kecil, maka hasil prediksi akan sensitif terhadap 
gangguan/noise. Di sisi lain, jika nilai-K terlalu besar, maka ada risiko bahwa data 
yang dipilih tidak relevan karena mayoritas data yang dipilih bisa dari data yang 
berlainan kelas atau terlalu jauh dari data yang ingin dikenali label kelasnya. 
Penelitian ini menggunakan skema nilai-K sebagai berikut: 
a. Menggunakan nilai K=1 (kode 1-NN), dengan asumsi bahwa tetangga yang 
paling dekat adalah 1 tetangga. 
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b. Menggunakan nilai K pada model klasifikasi terbaik (kode B-NN). Nilai-K 
pada skema ini didapatkan dari penggunaan metode validasi silang sepuluh 
lipatan/10-folds crossvalidation. Metode ini dilakukan bersama-sama dengan 
skema jarak (Euclidean dan Manhattan) pada data latih. Metode ini dilakukan 
terhadap masing-masing dataset (N0 s.d. N4) menggunakan nilai-K mulai 1 s.d. 
90% jumlah data latih. Metode 10-folds validation digunakan untuk mencari 
model terbaik karena lebih kekar/robust dan akurat dibandingkan dengan 
metode lain seperti Holdout, Leave-One-Out, dan Bootstrap [46]. Untuk 
mencari model terbaik, proses ini dilakukan sebanyak sepuluh kali perulangan 
dengan menggunakan nilai rerata akurasi tertinggi sebagai model terbaik.  
 
3.7 Penggunaan Skema Jarak 
Skema jarak pada penelitian ini dibatasi hanya menggunakan Jarak 
Euclidean dan Manhattan. Kedua jarak ini dipilih karena merupakan jarak yang 
paling populer digunakan. Skema jarak ini dilakukan bersama-sama dengan skema 
nilai-K, skema fitur, dan skema normalisasi data untuk mencari model klasifikasi 
terbaik. Setelah semua tahap penggunaan berbagai skema penelitian dilakukan 
maka tahap selanjutnya adalah membandingkan kinerja tiap skema untuk 
mengetahui adakah perbedaan yang signifikan diantara masing-masing skema.. 
 
3.8 Perbandingan Kinerja Skema 
Perbandingan skema fitur, skema normalisasi data, skema jarak, dan 
skema nilai-K dilakukan menggunakan Uji Friedman dan dilanjutkan dengan Uji 
Tukey HSD. Skema yang ingin diketahui perbedaan pengaruhnya akan diisolasi 
sebagai perlakuan penelitian dan kombinasi skema lain akan menjadi blok 
penelitian yang mendapatkan pengukuran berulang sesuai dengan skema perlakuan. 
Ilustrasi untuk pengujian pengaruh perlakuan skema jarak terhadap blok kombinasi 





Tabel 3.5 Ilustrasi Pengujian Perbedaan Pengaruh Skema Jarak 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Perlakuan Penelitian 





1 1-NN N0 F1 0,4260 0,4502 
2 1-NN N0 F2 0,3284 0,3519 
3 1-NN N0 F3 0,4260 0,4502 
















































HASIL DAN PEMBAHASAN 
 
Bab ini akan menguraikan hasil dan pembahasan dari metode penelitian 
yang telah dilakukan pada tahap sebelumnya. Apakah klasifikasi data keuangan 
menggunakan fitur modifikasian dari sektor swasta dapat dijadikan metode 
alternatif untuk prediksi opini sektor publik adalah pertanyaan yang harus dijawab 
melalui metode dalam penelitian ini.  
 
4.1 Statistik Deskriptif Data Penelitian 
Statistik Deskriptif dari data 150 LHP LK sesuai dengan fitur penelitian 
sebagaimana telah diuraikan pada Tabel 3.2, disajikan pada Tabel 4.1 berikut:  













1 150 0,00 80.437,06 2.373.399,00 282.212,08 
2 150 10.361,00 5.347.201,57 102.266.081,00 9.890.640,42 
3 150 -17.380,00 267.078,79 3.981.422,00 552.354,38 
4 150 5.520,00 545.952,51 8.731.096,00 1.312.684,49 
5 150 -17.380,00 263.811,35 3.985.017,00 548.002,87 
6 150 0,00 84.126,75 2.304.198,00 234.711,53 
7 150 -2,14 1,71 14,03 2,42 
8 150 0,00 0,04 4,74 0,39 
9 150 -0,02 0,24 28,04 2,29 
10 150 -0,02 0,42 52,19 4,26 
11 150 -2,14 1,62 13,89 2,23 
12 150 0,00 0,31 3,88 0,48 
13 150 0,00 1,06 149,17 12,17 
14 150 -1,18 1.453,22 31.322,12*) 6.159,75 
15 150 0,00 0,08 0,52 0,10 
16 150 -0,02 0,24 28,60 2,33 
17 150 -5,16 1.300,27 28.331,71*) 5.571,52 
18 150 -3,24 0,00 0,86 0,28 
19 150 0,00 0,00 0,04 0,01 
20 150 0,00 0,02 1,45 0,12 
21 150 -2,24 1,00 1,86 0,28 
22 150 0,00 0,00 0,05 0,01 
23 150 0,44 3,44 385,53 31,41 
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24 150 -8,58 0,65 1,13 0,79 
25 150 0,00 0,14 18,85 1,54 
26 150 0,71 1,15 1,58 0,14 
27 150 0,55 1,36 3,88 0,46 
28 150 0,00 17,41 391,44*) 71,14 
29 150 0,50 2,46 198,41 16,11 
30 150 -65,93 0,42 10,83 5,68 
31 150 -47.251,40 -456,40 5.169,70 4.590,21 
32 150 0,09 0,48 2,13 0,21 
33 150 0,05 0,24 2,79 0,24 
34 150 0,00 0,06 1,14 0,11 
35 150 0,00 0,02 0,48 0,04 
36 150 0,01 0,31 4,08 0,58 
37 150 0,00 0,45 1,00 0,50 
38 150 0,00 0,54 1,00 0,34 
Keterangan: 
*) = nilai maksimal hasil pembersihan data 
 
4.2 Hasil Proses Normalisasi Data 
Salah satu proses normalisasi data dalam penelitian ini adalah pembersihan 
data pencilan dengan nilai tak hingga/infinity. Nilai tersebut diganti dengan nilai 
maksimal dimana terdapat data pencilan tersebut. Pembersihan data dilakukan 
untuk mempermudah proses klasifikasi selanjutnya. Rincian data yang mengalami 
proses pembersihan sebagai berikut:  






















Kas Tunai dan Kas 
Bank/Hutang Lancar 






Piutang Tahun Lalu 







4.3 Hasil Proses Alokasi Data 
Proses ini dilakukan untuk mendapatkan skema alokasi data terbaik bagi 
klasifikasi 2 kelas dan 4 kelas. Nilai rerata laju akurasi tertinggi pada tahap 
pelatihan dan tahap pengujian menjadi kriteria untuk penentuan skema alokasi. 
Hasil pengujian skema alokasi data disajikan sebagai berikut: 
 
4.3.1 Alokasi Data untuk Klasifikasi Dua Kelas 
Pengujian skema alokasi data untuk klasifikasi dua kelas menunjukkan 
bahwa Metode Hold-Out 30% (30% menjadi data uji dan 70% sisanya menjadi data 
latih) adalah skema alokasi terbaik dengan nilai rerata akurasi sebesar 52,94%. 
Rincian hasil pengujian skema alokasi data diurutkan dari rerata akurasi tertinggi 
sebagai berikut: 
Tabel 4.3 Rerata Akurasi Proses Alokasi Data untuk Dua Kelas 
Persentase Hold-Out  










4.3.2 Alokasi Data untuk Klasifikasi Empat Kelas 
Pengujian skema alokasi data untuk klasifikasi empat kelas menunjukkan 
bahwa Metode Hold-Out 60% (60% menjadi data uji dan 40% sisanya menjadi data 
latih) adalah skema alokasi terbaik dengan nilai rerata akurasi sebesar 45,25%. 
Rincian hasil pengujian skema alokasi data untuk klasifikasi empat kelas diurutkan 
dari rerata akurasi tertinggi sebagai berikut:  
Tabel 4.4 Rerata Akurasi Proses Alokasi Data untuk Empat Kelas (Lanjutan) 
Persentase Hold-Out  







Tabel 4.4 Rerata Akurasi Proses Alokasi Data untuk Empat Kelas (Lanjutan) 
Persentase Hold-Out  








4.4 Hasil Statistik Uji Signifikansi untuk Seleksi Fitur 
Uji signifikansi dilakukan untuk memilih fitur yang signifikan secara 
statistik untuk digunakan dalam proses klasifikasi selanjutnya. Hipotesisnya adalah 
fitur yang signifikan secara statistik akan memberikan hasil klasifikasi yang lebih 
baik daripada fitur yang tidak signifikan. 
 
4.4.1 Seleksi Fitur untuk Klasifikasi Dua Kelas 
Uji Wilcoxon Mann Whitney digunakan untuk penentuan signifikansi fitur 
pada klasifikasi dua kelas. Uji ini dilakukan untuk mengetahui adakah perbedaan 
signifikan antara kelas 1 (WTP) dan kelas 2 (selain WTP). Kedua grup termasuk 
dalam dua sampel yang independen (tidak ada satu sampel yang menjadi anggota 
di kedua grup tersebut), sehingga Uji ini dipilih sebagai penentu signifikansi fitur. 
Fitur signifikan pada klasifikasi 2 kelas ini akan sama pada F4 dan F7 serta F5 dan 
F8.  
 
4.4.1.1 Hasil Uji Wilcoxon Mann Whitney 
Fitur-fitur laporan keuangan (fitur 1 s.d. fitur 38) diuji secara statistik 
untuk diketahui signifikansinya. Tingkat α yang digunakan adalah 1%. Fitur yang 
memiliki Nilai-P < 1% adalah fitur yang dianggap signifikan secara statistik. 
Rincian fitur yang signifikan disajikan pada Tabel 4.5 berikut:  
Tabel 4.5 Fitur Signifikan Sesuai Uji Wilcoxon Mann Whitney (Lanjutan) 






Tabel 4.5 Fitur Signifikan Sesuai Uji Wilcoxon Mann Whitney (Lanjutan) 










4.4.1.2 Nilai terkecil dari Log10 (Nilai-P) Uji Wilcoxon Mann Whitney 
Semakin kecil Nilai-P suatu fitur, maka diasumsikan semakin kuat 
kemampuannya untuk membedakan antar kelas yang diklasifikasikan. Nilai Log10 
dengan pembulatan hingga satuan terkecil dari fitur yang signifikan pada tahap 
sebelumnya dipilih sebagai fitur signifikan pada skema selanjutnya. Rincian nilai 
Log10 urut dari terkecil ke terbesar disajikan pada Tabel 4.6. Tanda bintang (*) 
pada Fitur Nomor 36, 13, dan 15 menunjukkan bahwa mereka adalah fitur yang 
signifikan pada tahap ini.  
Tabel 4.6 Nilai Log10 dari Nilai-P Uji Wilcoxon Mann Whitney 













4.4.1.3 Fitur yang memiliki signifikansi lebih dari 1 pengujian antar kelas 
Fitur signifikan pada tahap ini akan mengikuti hasil uji dari klasifikasi 4 
kelas, karena pada klasifikasi 2 kelas hanya ada pengujian signifikansi antar kelas 
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1 dan kelas 2. Skema Fitur F6 dan F9 baik untuk klasifikasi 2 kelas maupun 4 kelas 
akan menggunakan fitur signifikan dari hasil uji pada F6.  
 
4.4.2 Seleksi Fitur untuk Klasifikasi Empat Kelas 
Uji Kruskal-Wallis digunakan untuk penentuan signifikansi fitur pada 
klasifikasi 4 kelas. Uji ini adalah uji signifikan yang bersifat umum untuk sampel 
independen lebih dari 2 grup. Uji lanjutan diperlukan untuk mengetahui antar grup 
manakah yang memiliki perbedaan signifikan. Penelitian ini menggunakan uji 
lanjutan Tukey HSD dan Uji Wilcoxon Mann Whitney. Kedua uji lanjutan ini juga 
akan dibandingkan untuk mengetahui mana yang memberikan kinerja klasifikasi 
lebih baik. 
 
4.4.2.1 Hasil Uji Kruskal-Wallis (KW) dilanjutkan Uji Tukey HSD  
Fitur-fitur laporan keuangan (fitur 1 s.d. fitur 38) diuji secara statistik 
untuk diketahui signifikansinya. Tingkat α yang digunakan adalah 1%. Fitur yang 
memiliki Nilai-P < 1% adalah fitur yang dianggap signifikan secara statistik. 
Rincian fitur yang signifikan disajikan pada Tabel 4.7 berikut: 
Tabel 4.7 Fitur Signifikan Sesuai Uji KW dan Tukey HSD 
Nomor Fitur Nilai-P  
Kelas 
1 x 3 
Nilai-P  
Kelas 
2 x 3 
3 0,0003 0,0145 
4 0,0008 0,0215 
5 0,0004 0,0060 
6 0,0075 0,0072 
13 0,0017 0,0746 
15 0,0026 0,0594 
36 0,0016 0,0304 
 
4.4.2.2 Nilai terkecil dari Log10 (Nilai-P) sesuai Uji KW dan Tukey HSD 
Semakin kecil Nilai-P suatu fitur, maka diasumsikan semakin kuat 
kemampuannya untuk membedakan antar kelas yang diklasifikasikan. Nilai Log10 
dengan pembulatan hingga satuan terkecil dari fitur yang signifikan pada tahap 
sebelumnya dipilih sebagai fitur signifikan pada skema selanjutnya. Rincian nilai 
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Log10 urut dari terkecil ke terbesar disajikan pada Tabel 4.8. Tanda bintang (*) 
pada Fitur Nomor 3 menunjukkan bahwa hanya Fitur Nomor 3 yang menjadi fitur 
signifikan pada tahap ini.  
Tabel 4.8 Nilai Log10 dari Nilai-P Uji KW dan Tukey HSD 
Nomor Fitur Kelas 
1 x 3 
Kelas 
2 x 3 
3* -4 -2 
5 -3 -2 
4 -3 -2 
36 -3 -2 
13 -3 -1 
15 -3 -1 
6 -2 -2 
 
4.4.2.3 Fitur yang memiliki signifikansi lebih dari 1 pengujian antar kelas sesuai 
Uji KW dan Tukey HSD 
Asumsi yang mendasari pemilihan fitur ini adalah suatu fitur yang 
memiliki perbedaan signifikan lebih dari 1 pengujian antar grup akan memberikan 
hasil klasifikasi lebih baik dari fitur yang hanya memiliki perbedaan signifikan 
dalam 1 pengujian saja. Fitur Nomor 5 dan 6 merupakan fitur yang signifikan pada 
tahap ini sebagaimana disajikan pada Tabel 4.9. 
Tabel 4.9 Fitur Signifikan lebih dari satu uji Sesuai Uji KW-Tukey HSD 
Nomor Fitur Nilai-P  
Kelas 
1 x 3 
Nilai-P  
Kelas 
2 x 3 
5 0,0004 0,0060 
6 0,0075 0,0072 
 
4.4.2.4 Hasil Uji Kruskal-Wallis Dilanjutkan Uji Wilcoxon Mann Whitney 
Fitur-fitur laporan keuangan (fitur 1 s.d. fitur 38) diuji secara statistik 
untuk diketahui signifikansinya. Tingkat α yang digunakan adalah 1%. Fitur yang 
memiliki Nilai-P < 1% adalah fitur yang dianggap signifikan secara statistik 
menggunakan Uji Kruskal-Wallis yang dilanjutkan dengan Uji Wilcoxon Mann 
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Whitney. Rincian fitur yang signifikan pada tahap ini disajikan pada Tabel 4.10 
berikut: 
Tabel 4.10 Fitur Signifikan Sesuai Uji KW dan Uji WMW 
Nomor Fitur Nilai-P  
Kelas 
1 x 3 
Nilai-P  
Kelas 
2 x 3 
Nilai-P  
Kelas 
3 x 4 
2 0,0142 0,0073 0,1859 
3 0,0002 0,0002 0,0046 
4 0,0004 0,0022 0,0257 
5 0,0002 0,0004 0,0046 
6 0,0017 0,0013 0,0756 
9 0,0072 0,0516 0,0359 
10 0,0021 0,0245 0,0224 
13 0,0012 0,0038 0,0448 
15 0,0020 0,0028 0,0329 
16 0,0079 0,0477 0,0358 
36 0,0007 0,0021 0,2361 
 
4.4.2.5 Nilai Terkecil dari Log10 (Nilai-P) Sesuai Uji Kruskal-Wallis dan Uji 
Wilcoxon Mann Whitney 
Nilai Log10 dari Nilai-P terkecil pada tahap ini yaitu -4. Fitur yang 
signifikan pada tahap ini yaitu Fitur Nomor 3 dan 5. Rincian nilai Log10 dari Nilai-
P pada tahap ini disajikan pada Tabel 4.11 berikut: 
Tabel 4.11 Nilai Log10 dari Nilai-P Uji KW dan Uji WMW 
Nomor Fitur Kelas 
1 x 3 
Kelas 
2 x 3 
Kelas 
3 x 4 
5* -4* -3 -2 
3* -4* -4* -2 
4 -3 -3 -2 
36 -3 -3 -1 
13 -3 -2 -1 
6 -3 -3 -1 
15 -3 -3 -1 
10 -3 -2 -2 
9 -2 -1 -1 
16 -2 -1 -1 
2 -2 -2 -1 
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4.4.2.6 Fitur yang memiliki signifikansi lebih dari 1 pengujian antar kelas sesuai 
Uji Kruskal-Wallis dan Uji Wilcoxon Mann Whitney 
Tahap ini memberikan fitur yang lebih banyak dibandingkan tahap pada 
Uji Kruskall-Wallis dan Uji Tukey HSD. Fitur Nomor 3, 4, 5, 6, 13, 15, dan 36 
menjadi fitur signifikan pada tahap ini. Fitur Nomor 3 dan 5 bahkan memiliki 
signifikansi pada 3 pengujian antar kelas. Rincian hasil uji tahap ini disajikan pada 
Tabel 4.12 berikut: 
Tabel 4.12 Fitur Signifikan lebih dari satu uji Sesuai Uji KW-WMW 
Nomor Fitur Nilai-P  
Kelas 
1 x 3 
Nilai-P  
Kelas 
2 x 3 
Nilai-P  
Kelas 
3 x 4 
3 0,0002* 0,0002* 0,0046* 
4 0,0004* 0,0022* 0,0257* 
5 0,0002* 0,0004* 0,0046* 
6 0,0017* 0,0013* 0,0756 
13 0,0012* 0,0038* 0,0448* 
15 0,0020* 0,0028* 0,0329* 
36 0,0007* 0,0021* 0,2361 
 
4.5 Implementasi Hasil Uji Statistik pada Skema Fitur  
Skema fitur yang digunakan dalam penelitian ini terbagi menjadi dua 
bagian. Fitur F1 s.d. F3 tidak melalui uji statistik, sedangkan Fitur F4 s.d. F9 adalah 
fitur yang menggunakan uji statistik dalam penentuannya. Detail skema fitur setelah 
tahap uji statistik disajikan pada Tabel 4.13 berikut:  
Tabel 4.13 Skema Fitur Penelitian Lengkap Setelah Uji Statistik (Lanjutan) 
No Kode Uraian 
1 F1 2 kelas dan 4 kelas: fitur nomor 1 s.d. 29. 
2 F2 2 kelas dan 4 kelas: fitur nomor 30 s.d. 38. 
3 F3 2 kelas dan 4 kelas: fitur nomor 1 s.d. 38. 
4 F4 
2 kelas: fitur nomor 2, 4, 6, 7, 11, 13, 15, 24, 26, 35, 36.  
4 kelas: fitur nomor 3, 4, 5, 6, 13, 15, 36. 
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Tabel 4.13 Skema Fitur Penelitian Lengkap Setelah Uji Statistik (Lanjutan) 
No Kode Uraian 
5 F5 
2 kelas: fitur nomor 36, 13, 15.  
4 kelas: fitur nomor 3. 
6 F6 2 kelas dan 4 kelas: fitur nomor 5, 6.  
7 F7 
2 kelas: sama dengan fitur pada F4.  
4 kelas: fitur nomor 2, 3, 4, 5, 6, 9, 10, 13, 15, 16, 36. 
8 F8 
2 kelas: sama dengan fitur pada F5. 
4 kelas: fitur nomor 3, 5. 
9 F9 2 kelas dan 4 kelas: fitur nomor 3, 4, 5, 6, 13, 15, 36. 
 
4.6 Sepuluh Model Terbaik Berdasarkan Rerata Harmonik F-Measure dan 
AUC (RH) 
Hasil klasifikasi menggunakan berbagai skema normalisasi, fitur, nilai-K, 
dan jarak menggunakan data uji dijadikan sebagai media evaluasi kinerja 
klasifikasi. Kinerja klasifikasi dipisahkan untuk klasifikasi 2 kelas dan 4 kelas. 
Rincian pengukuran kinerja klasifikasi tersebut sebagai berikut: 
 
4.6.1 Sepuluh Model Terbaik Klasifikasi 2 Kelas 
Model dengan kombinasi N4, F4 atau F7, Euclidean, B-NN dengan K=30 
menghasilkan RH tertinggi sebesar 0,6601. Skema-skema yang unggul dari skema 
lainnya jika dilihat dari 10 model terbaik adalah: 
a. N1 dan N2 dengan frekuensi kemunculan masing-masing 3 kali.  
b. Jarak Manhattan dengan frekuensi kemunculan 6 kali. 
c. Skema 1-NN dengan frekuensi kemunculan 8 kali. 
d. Skema seleksi fitur F4 atau F7 dengan frekuensi kemunculan 4 kali. 
Adapun rincian dari 10 model terbaik dari 140 kombinasi skema pada 








Fitur Jarak Nilai-K RH 
1 N4 F4 atau F7 Euclidean B-NN (30) 0,6601 
2 N4 F5 atau F8 Euclidean 1-NN 0,6443 
3 N1 F3 Euclidean 1-NN 0,6433 
4 N2 F3 Euclidean 1-NN 0,6433 
5 N3 F4 atau F7 Manhattan B-NN (23) 0,6315 
6 N1 F4 atau F7 Manhattan 1-NN 0,6224 
7 N2 F4 atau F7 Manhattan 1-NN 0,6224 
8 N1 F2 Manhattan 1-NN 0,6223 
9 N2 F2 Manhattan 1-NN 0,6223 
10 N0 F5 atau F8 Manhattan 1-NN 0,6223 
 
4.6.2 Sepuluh Model Terbaik Klasifikasi 4 Kelas 
Model dengan kombinasi N1, F2, Manhattan, B-NN dengan K=3 
menghasilkan RH tertinggi sebesar 0,5378. Skema-skema yang unggul dari skema 
lainnya jika dilihat dari 10 model terbaik adalah: 
a. N4 dengan frekuensi kemunculan 4 kali.  
b. Jarak Euclidean dengan frekuensi kemunculan 6 kali. 
c. Skema B-NN dengan frekuensi kemunculan 6 kali. 
d. F2 dengan frekuensi kemunculan 10 kali. 
Adapun rincian dari 10 model terbaik dari 180 kombinasi skema pada 
klasifikasi 4 kelas disajikan pada Tabel 4.15 berikut:  




Fitur Jarak Nilai-K RH 
1 N1 F2 Manhattan B-NN (3) 0,5378 
2 N1 F2 Euclidean 1-NN 0,5352 
3 N2 F2 Euclidean 1-NN 0,5352 
4 N1 F2 Euclidean B-NN (2) 0,5352 
5 N2 F2 Euclidean B-NN (2) 0,5352 
6 N3 F2 Manhattan B-NN (3) 0,5346 
7 N4 F2 Manhattan 1-NN 0,5341 
8 N4 F2 Manhattan B-NN (3) 0,5309 
9 N4 F2 Euclidean 1-NN 0,5296 
10 N4 F2 Euclidean B-NN (2) 0,5296 
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4.7 Hasil Uji Friedman pada Skema Normalisasi Data 
Uji ini dilakukan untuk mengetahui apakah ada perbedaan signifikan 
antara penggunaan satu skema dengan skema lainnya untuk lebih dari dua 
kelompok skema. Uji Friedman pada skema normalisasi data (SND) berarti 
pengujian adakah perbedaan yang signifikan pada hasil klasifikasi dengan 
menggunakan skema N0, N1, N2, N3 dan N4. Hasil pengujian skema dengan hasil 
terbaik direkomendasikan untuk digunakan dalam penelitian selanjutnya.  
 
4.7.1 Hasil Uji SND pada Klasifikasi 2 Kelas 
Hasil rerata peringkat menunjukkan bahwa skema normalisasi data N3 
memiliki rerata peringkat tertinggi sebesar 3,33 disusul skema N4 dengan rerata 
peringkat 3,31. Jika menggunakan hasil pemeringkatan skema normalisasi data, 
maka direkomendasikan penggunaan skema N3 dan N4 (skema nonlinier), karena 
skema tersebut mengungguli skema lain. Rincian urutan skema dengan rerata 
peringkat tertinggi ke rerata peringkat terendah disajikan pada Tabel 4.16, 
sedangkan rincian proses pengujian pengaruh Skema Normalisasi Data terhadap 
blok uji diuraikan pada Lampiran 1. 








1 N3 3,33 1,11 
2 N4 3,31 1,26 
3 N2 3,28 1,37 
4 N1 2,90 1,30 
5 N0 2,18 1,46 
 
Hasil Uji Friedman atas skema normalisasi data pada tingkat taraf nyata 
(α=5%) menunjukkan bahwa tidak ada perbedaan signifikan antara penggunaan 4 
Skema dengan rerata peringkat tertinggi (N3, N4, N2, dan N1 dengan Nilai-P untuk 
pengujian antar skema tersebut memiliki nilai > 5%, yaitu antara 75% s.d. 100%). 
Uji Friedman juga menunjukkan tidak ada perbedaan signifikan pada penggunaan 
2 skema dengan rerata peringkat terendah (N0 dan N1 dengan Nilai-P = 25,7%). 
Akan tetapi, kinerja Skema N0 sangat buruk jika dibandingkan dengan 3 skema 
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dengan rerata peringkat tertinggi (N3, N4, dan N2) dengan Nilai-P antara 1,1% s.d. 
1,8%. Berdasarkan hasil Uji Friedman tersebut direkomendasikan untuk tidak 
menggunakan Skema N0 (data asli tanpa normalisasi), sebaliknya 
direkomendasikan untuk menggunakan skema normalisasi linier (N2) atau skema 
normalisasi nonlinier (N3 dan N4) dalam klasifikasi 2 kelas.  
Rincian hasil Uji Friedman untuk skema normalisasi data pada klasifikasi 
2 kelas disajikan pada Tabel 4.17 (tanda * pada Kolom Nilai-P menunjukkan ada 
perbedaan signifikan antar grup yang ditandingkan). 
Tabel 4.17 Hasil Uji Friedman pada SND Klasifikasi 2 Kelas 








1 N0 N1 2,18 2,90 0,72 0,257 
2 N0 N2 2,18 3,28 1,10 0,018* 
3 N0 N3 2,18 3,33 1,15 0,011* 
4 N0 N4 2,18 3,31 1,13 0,014* 
5 N1 N2 2,90 3,28 0,38 0,833 
6 N1 N3 2,90 3,33 0,43 0,750 
7 N1 N4 2,90 3,31 0,40 0,793 
8 N2 N3 3,28 3,33 0,06 1,000 
9 N2 N4 3,28 3,31 0,03 1,000 
10 N3 N4 3,33 3,31 0,03 1,000 
 
4.7.2 Hasil Uji SND pada Klasifikasi 4 Kelas 
Hasil rerata peringkat menunjukkan bahwa skema normalisasi data N4 
memiliki rerata peringkat tertinggi sebesar 3,47 disusul skema N3 dengan rerata 
peringkat 3,31. Jika menggunakan hasil pemeringkatan skema normalisasi data, 
maka direkomendasikan penggunaan skema N4 dan N3 (skema nonlinier), karena 
skema tersebut mengungguli skema lain. Rincian urutan skema dengan rerata 
peringkat tertinggi ke rerata peringkat terendah disajikan pada Tabel 4.18, 
sedangkan rincian proses pengujian pengaruh Skema Normalisasi Data terhadap 
blok uji diuraikan pada Lampiran 2. 
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1 N4 3,47 1,36 
2 N3 3,31 1,17 
3 N1 3,07 1,19 
4 N2 2,76 1,08 
5 N0 2,39 1,51 
 
Hasil Uji Friedman atas skema normalisasi data pada tingkat taraf nyata 
(α=5%) menunjukkan bahwa tidak ada perbedaan signifikan antara penggunaan 4 
skema dengan rerata peringkat tertinggi (N4, N3, N1, dan N2 dengan Nilai-P untuk 
pengujian antar skema tersebut memiliki nilai > 5%, yaitu antara 24,2% s.d. 98,9%). 
Uji Friedman juga menunjukkan tidak ada perbedaan signifikan pada penggunaan 
4 skema terbawah (N0, N2, N1, dan N3 dengan Nilai-P antara 6,1% s.d. 81,4%). 
Akan tetapi, kinerja Skema N0 sangat buruk jika dibandingkan dengan skema N4 
(Nilai-P 1,5%). Berdasarkan hasil Uji Friedman tersebut direkomendasikan untuk 
tidak menggunakan Skema N0 (data asli tanpa normalisasi), sebaliknya 
direkomendasikan untuk menggunakan skema normalisasi nonlinier N4 dalam 
klasifikasi 4 kelas. 
Rincian hasil Uji Friedman untuk skema normalisasi data pada klasifikasi 
4 kelas disajikan pada Tabel 4.19 (tanda * pada Kolom Nilai-P menunjukkan ada 
perbedaan signifikan antar grup yang ditandingkan).  
Tabel 4.19 Hasil Uji Friedman pada SND Klasifikasi 4 Kelas (Lanjutan) 








1 N0 N1 2,39 3,07 0,68 0,281 
2 N0 N2 2,39 2,76 0,38 0,814 
3 N0 N3 2,39 3,31 0,92 0,061 
4 N0 N4 2,39 3,47 1,08 0,015* 
5 N1 N2 3,07 2,76 0,31 0,903 
6 N1 N3 3,07 3,31 0,24 0,960 
7 N1 N4 3,07 3,47 0,40 0,771 
8 N2 N3 2,76 3,31 0,54 0,518 
9 N2 N4 2,76 3,47 0,71 0,242 
10 N3 N4 3,31 3,47 0,17 0,989 
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4.8 Hasil Uji Friedman pada Skema Fitur 
Uji ini dilakukan untuk mengetahui apakah ada perbedaan signifikan 
antara penggunaan satu skema dengan skema lainnya untuk lebih dari dua 
kelompok skema. Uji Friedman pada skema fitur (SF) berarti pengujian adakah 
perbedaan yang signifikan pada hasil klasifikasi dengan menggunakan skema F1 
s.d. F9. Hasil pengujian skema dengan hasil terbaik direkomendasikan untuk 
digunakan dalam penelitian selanjutnya.  
 
4.8.1 Uji Friedman pada Skema Fitur Klasifikasi 2 Kelas 
Hasil rerata peringkat menunjukkan bahwa skema fitur F5 atau F8 
memiliki rerata peringkat tertinggi sebesar 6,55 disusul skema F3 dengan rerata 
peringkat 5,85. Pada klasifikasi 2 kelas, pasangan skema F4 dan F7 serta F5 dan F8 
adalah skema fitur yang sama, kedua pasangan tersebut hanya akan berbeda pada 
klasifikasi 4 kelas. Jika menggunakan hasil pemeringkatan skema fitur, maka 
direkomendasikan penggunaan skema F5 atau F8 (Log10 terkecil dari fitur 
signifikan menurut Uji Wilcoxon Mann Whitney), karena skema tersebut 
mengungguli skema lain. Rincian urutan skema dengan rerata peringkat tertinggi 
ke rerata peringkat terendah disajikan pada Tabel 4.20, sedangkan rincian proses 
pengujian pengaruh Skema Fitur terhadap blok uji diuraikan pada Lampiran 3.  
Tabel 4.20 Rerata dan Varian Peringkat Skema Fitur (2 Kelas) - Lanjutan 
No Skema Fitur Rerata Peringkat Varian Peringkat 
1 F5 atau F8 6,55 2,21 
2 F3 5,85 2,06 
3 F4 atau F7 5,78 1,92 
4 F2 5,45 2,72 
5 F1 3,70 2,18 
6 F9 3,10 2,15 
7 F6 2,25 1,59 
 
Hasil Uji Friedman atas skema fitur pada tingkat taraf nyata (α=5%) 
menunjukkan bahwa tidak ada perbedaan signifikan antara penggunaan 4 skema 
dengan rerata peringkat tertinggi (F5 atau F8, F3, F4 atau F7, dan F2). Uji Friedman 
juga menunjukkan kinerja Skema F1 lebih buruk secara signifikan dibandingkan 
60 
  
F5 atau F8. Skema F6 dan F9 memiliki kinerja sangat buruk jika dibandingkan 
dengan tiga skema dengan rerata peringkat tertinggi. Berdasarkan hasil Uji 
Friedman tersebut direkomendasikan untuk tidak menggunakan Skema F1, F6, dan 
F9, sebaliknya direkomendasikan untuk menggunakan Skema F5 atau F8 (Log10 
terkecil dari fitur signifikan menurut Uji Wilcoxon Mann Whitney) dalam 
klasifikasi 2 kelas. 
Rincian hasil Uji Friedman untuk skema fitur pada klasifikasi 2 kelas yang 
memiliki perbedaan signifikan disajikan pada Tabel 4.21 (tanda * pada Kolom 
Nilai-P menunjukkan ada perbedaan signifikan antar grup yang ditandingkan). 
Tabel 4.21 Perbedaan Signifikan pada Skema Fitur Klasifikasi 2 Kelas 








1 F1 F5 atau F8 3,70 6,55 2,85 0,0242* 
2 F2 F6 5,45 2,25 3,20 0,0057* 
3 F3 F6 5,85 2,25 3,60 0,0009* 
4 F3 F9 5,85 3,10 2,75 0,0352* 
5 F4 atau F7 F6 5,78 2,25 3,53 0,0012* 
6 F4 atau F7 F9 5,78 3,10 2,68 0,0461* 
7 F5 atau F8 F6 6,55 2,25 4,30 0,0000* 
8 F5 atau F8 F9 6,55 3,10 3,45 0,0018* 
 
4.8.2 Uji Friedman pada Skema Fitur Klasifikasi 4 Kelas 
Hasil rerata peringkat menunjukkan bahwa skema fitur F2 memiliki rerata 
peringkat tertinggi sebesar 7,45 disusul skema F7 dengan rerata peringkat 6,53. Jika 
menggunakan hasil pemeringkatan skema normalisasi data, maka 
direkomendasikan penggunaan skema F2, karena skema tersebut mengungguli 
skema lain. Rincian urutan skema dengan rerata peringkat tertinggi ke rerata 
peringkat terendah disajikan pada Tabel 4.22, sedangkan rincian proses pengujian 












1 F2 7,45 3,19 
2 F7 6,53 1,77 
3 F4 5,95 1,32 
4 F9 5,93 1,37 
5 F3 5,80 2,30 
6 F1 4,65 2,15 
7 F8 4,60 1,85 
8 F5 2,60 0,88 
9 F6 1,50 1,00 
 
Hasil Uji Friedman atas skema fitur pada tingkat taraf nyata (α=5%) 
menunjukkan bahwa tidak ada perbedaan signifikan antara penggunaan 5 skema 
dengan rerata peringkat tertinggi (F2, F7, F4, F9, dan F3). Uji Friedman juga 
menunjukkan bahwa 4 skema dengan rerata peringkat terendah (F1, F8, F5, dan F6) 
memiliki kinerja yang lebih rendah secara signifikan jika dibandingkan dengan 
Skema F2. Berdasarkan hasil Uji Friedman tersebut direkomendasikan untuk tidak 
menggunakan 4 skema dengan rerata peringkat terendah (F1, F8, F5, dan F6), 
sebaliknya direkomendasikan untuk menggunakan Skema F2 (fitur asli dari sektor 
publik yang terkait dengan belanja pemerintah) yang memiliki rerata peringkat 
tertinggi untuk klasifikasi 4 kelas. 
Rincian hasil Uji Friedman untuk skema fitur pada klasifikasi 4 kelas 
disajikan pada Tabel 4.23 (tanda * pada Kolom Nilai-P menunjukkan ada 
perbedaan signifikan antar grup yang ditandingkan).  
Tabel 4.23 Perbedaan Signifikan pada Skema Fitur Klasifikasi 4 Kelas - Lanjutan 








1 F1 F2 4,65 7,45 2,80 0,0318* 
2 F1 F6 4,65 1,50 3,15 0,0079* 
3 F2 F5 7,45 2,60 4,85 0,0000* 
4 F2 F6 7,45 1,50 5,95 0,0000* 
5 F2 F8 7,45 4,60 2,85 0,0264* 
6 F3 F5 5,80 2,60 3,20 0,0064* 
7 F3 F6 5,80 1,50 4,30 0,0000* 
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Tabel 4.23 Perbedaan Signifikan pada Skema Fitur Klasifikasi 4 Kelas - Lanjutan 








8 F4 F5 5,95 2,60 3,35 0,0032* 
9 F4 F6 5,95 1,50 4,45 0,0000* 
10 F5 F7 2,60 6,53 3,93 0,0002* 
11 F5 F9 2,60 5,93 3,33 0,0036* 
12 F6 F7 1,50 6,53 5,03 0,0000* 
13 F6 F8 1,50 4,60 3,10 0,0097* 
14 F6 F9 1,50 5,93 4,43 0,0000* 
 
4.9 Hasil Uji Wilcoxon Peringkat Bertanda pada Skema Nilai-K 
Uji ini dilakukan untuk mengetahui apakah ada perbedaan signifikan 
antara penggunaan satu skema dengan skema lainnya untuk dua kelompok skema. 
Uji Wilcoxon Peringkat Bertanda (WSR) pada skema Nilai-K berarti pengujian 
adakah perbedaan yang signifikan pada hasil klasifikasi dengan menggunakan 
Skema 1-NN dan B-NN. Hasil pengujian skema dengan hasil terbaik 
direkomendasikan untuk digunakan dalam penelitian selanjutnya.  
 
4.9.1 Uji WSR pada Skema Nilai-K Klasifikasi 2 Kelas 
Hasil rerata peringkat menunjukkan bahwa Skema 1-NN memiliki rerata 
peringkat tertinggi sebesar 1,54 dibanding Skema B-NN dengan rerata peringkat 
1,46. Rerata peringkat dan varian peringkat dari masing-masing skema disajikan 
pada Tabel 4.24, sedangkan rincian proses pengujian pengaruh Skema Nilai-K 
terhadap blok uji diuraikan pada Lampiran 5. 
Tabel 4.24 Rerata dan Varian Peringkat Skema Nilai-K (2 Kelas) 
No Skema Nilai-K Rerata Peringkat Varian Peringkat 
1 1-NN 1,54 0,45 
2 B-NN 1,46 0,45 
Hasil Uji Wilcoxon Peringkat Bertanda atas skema Nilai-K pada tingkat 
taraf nyata (α=5%) menunjukkan bahwa tidak ada perbedaan signifikan antara 
penggunaan Skema 1-NN dan B-NN. Berdasarkan hasil Uji Wilcoxon Peringkat 
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Bertanda tersebut direkomendasikan penggunaan skema 1-NN untuk klasifikasi 
dengan 2 kelas label karena kemudahan proses, efisiensi waktu, dan akurasi hasil. 
Rincian hasil Uji Wilcoxon Peringkat Bertanda untuk skema Nilai-K pada 
klasifikasi 2 kelas disajikan pada Tabel 4.25. 
Tabel 4.25 Hasil Uji WSR pada Skema Nilai-K Klasifikasi 2 Kelas 








1 1-NN B-NN 1,54 1,46 0,08 0,1241 
 
4.9.2 Uji WSR pada Skema Nilai-K Klasifikasi 4 Kelas 
Hasil rerata peringkat menunjukkan bahwa skema B-NN memiliki rerata 
peringkat tertinggi sebesar 1,64 dibanding skema B-NN dengan rerata peringkat 
1,36. Rerata peringkat dan varian peringkat dari masing-masing skema disajikan 
pada Tabel 4.26, sedangkan rincian proses pengujian pengaruh Skema Nilai-K 
terhadap blok uji diuraikan pada Lampiran 6. 








1 B-NN 1,64 0,44 
2 1-NN 1,36 0,44 
 
Hasil Uji Wilcoxon Peringkat Bertanda atas skema Nilai-K pada tingkat 
taraf nyata (α=5%) menunjukkan bahwa ada perbedaan signifikan antara 
penggunaan Skema B-NN dan 1-NN dengan Nilai-P sebesar 0,12% untuk 
keunggulan Skema B-NN. Berdasarkan hasil Uji Wilcoxon Peringkat Bertanda 
tersebut direkomendasikan penggunaan Skema B-NN untuk klasifikasi dengan 4 
kelas label. 
Rincian hasil Uji Wilcoxon Peringkat Bertanda untuk skema Nilai-K pada 
klasifikasi 4 kelas disajikan pada Tabel 4.27 (tanda * pada Kolom Nilai-P 
menunjukkan ada perbedaan signifikan antar grup yang ditandingkan). 
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Tabel 4.27 Hasil Uji WSR pada Skema Nilai-K Klasifikasi 4 Kelas 








1 1-NN B-NN 1,36 1,64 0,28 0,0012* 
4.10 Hasil Uji Wilcoxon Peringkat Bertanda pada Skema Jarak 
Uji ini dilakukan untuk mengetahui apakah ada perbedaan signifikan 
antara penggunaan satu skema dengan skema lainnya untuk dua kelompok skema. 
Uji Wilcoxon Peringkat Bertanda pada skema jarak berarti pengujian adakah 
perbedaan yang signifikan pada hasil klasifikasi dengan menggunakan jarak 
Euclidean dan Manhattan. Hasil pengujian skema dengan hasil terbaik 
direkomendasikan untuk digunakan dalam penelitian selanjutnya.  
 
4.10.1 Uji WSR pada Skema Jarak Klasifikasi 2 Kelas 
Hasil rerata peringkat menunjukkan bahwa Skema Euclidean dan 
Manhattan memiliki rerata peringkat yang sama sebesar 1,50. Rerata peringkat dan 
varian peringkat dari masing-masing skema disajikan pada Tabel 4.28, sedangkan 
rincian proses pengujian pengaruh Skema Jarak terhadap blok uji diuraikan pada 
Lampiran 7. 
Tabel 4.28 Rerata dan Varian Peringkat Skema Jarak (2 Kelas) 





1 Euclidean 1,50 0,47 
2 Manhattan 1,50 0,47 
 
Hasil Uji Wilcoxon Peringkat Bertanda atas skema jarak pada tingkat taraf 
nyata (α=5%) menunjukkan bahwa tidak ada perbedaan signifikan antara 
penggunaan Skema Jarak Euclidean dan Manhattan (Nilai-P =15,57%). 
Berdasarkan hasil Uji Wilcoxon Peringkat Bertanda dan rerata peringkat masing-
masing skema tidak ada rekomendasi yang dapat diberikan untuk klasifikasi dengan 
2 kelas label. 
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Rincian hasil Uji Wilcoxon Peringkat Bertanda untuk skema jarak pada 
klasifikasi 2 kelas disajikan pada Tabel 4.29. 
Tabel 4.29 Hasil Uji WSR pada Skema Jarak Klasifikasi 2 Kelas 








1 Euclidean Manhattan 1,50 1,50 0 0,1557 
 
4.10.2 Uji WSR pada Skema Jarak Klasifikasi 4 Kelas 
Hasil rerata peringkat menunjukkan bahwa Skema Euclidean memiliki 
rerata peringkat tertinggi sebesar 1,54 dibanding skema Manhattan dengan rerata 
peringkat 1,46. Rerata peringkat dan varian peringkat dari masing-masing skema 
disajikan pada Tabel 4.30, sedangkan rincian proses pengujian pengaruh Skema 
Jarak terhadap blok uji diuraikan pada Lampiran 8. 
Tabel 4.30 Rerata dan Varian Peringkat Skema Jarak (4 Kelas) 





1 Euclidean 1,54 0,47 
2 Manhattan 1,46 0,47 
 
Hasil Uji Wilcoxon Peringkat Bertanda atas skema jarak pada tingkat taraf 
nyata (α=5%) menunjukkan bahwa tidak ada perbedaan signifikan antara 
penggunaan Skema Jarak Euclidean dan Manhattan (Nilai-P =33,44%). 
Berdasarkan hasil Uji Wilcoxon Peringkat Bertanda dan rerata peringkat masing-
masing skema, Skema Euclidean direkomendasikan karena memiliki akurasi yang 
lebih tinggi dari Skema Manhattan. 
Rincian hasil Uji Wilcoxon Peringkat Bertanda untuk skema jarak pada 
klasifikasi 4 kelas disajikan pada Tabel 4.31. 
Tabel 4.31 Hasil Uji WSR pada Skema Jarak Klasifikasi 4 Kelas 








1 Euclidean Manhattan 1,54 1,46 0,08 0,3344 
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4.11 Hasil Uji WSR pada Skema Uji Lanjut Tukey HSD dan WMW 
Uji ini dilakukan untuk mengetahui apakah ada perbedaan signifikan 
antara penggunaan satu skema dengan skema lainnya untuk dua kelompok skema. 
Uji Wilcoxon Peringkat Bertanda pada skema uji lanjut berarti pengujian adakah 
perbedaan yang signifikan pada hasil klasifikasi dengan menggunakan Skema 
Tukey HSD dan Skema Wilcoxon Mann Whitney. Nilai RH untuk Skema Tukey 
HSD merupakan rerata untuk Skema F4 s.d. F6, sedangkan rerata Skema F7 s.d. F9 
menjadi nilai RH untuk Wilcoxon Mann Whitney. Skema Hasil pengujian skema 
dengan hasil terbaik direkomendasikan untuk digunakan dalam penelitian 
selanjutnya.  
 
4.11.1 Uji WSR pada Skema Uji Lanjut Klasifikasi 2 Kelas 
Hasil rerata peringkat menunjukkan bahwa Skema Wilcoxon Mann 
Whitney memiliki rerata peringkat tertinggi sebesar 1,70 dibanding skema Tukey 
HSD dengan rerata peringkat 1,30. Rerata peringkat dan varian peringkat dari 
masing-masing skema disajikan pada Tabel 4.32, sedangkan rincian proses 
pengujian pengaruh Skema Uji Lanjut terhadap blok uji diuraikan pada Lampiran 
9. 
Tabel 4.32 Rerata dan Varian Peringkat Skema Uji Lanjut (2 Kelas) 





1 Wilcoxon Mann Whitney 1,70 0,47 
2 Tukey HSD 1,30 0,47 
 
Hasil Uji Wilcoxon Peringkat Bertanda atas skema uji lanjut pada tingkat 
taraf nyata (α=5%) menunjukkan bahwa tidak ada perbedaan signifikan antara 
penggunaan Skema Wilcoxon Mann Whitney dan Tukey HSD (Nilai-P =19,12%). 
Berdasarkan hasil Uji Wilcoxon Peringkat Bertanda dan rerata peringkat masing-
masing skema, Skema Wilcoxon Mann Whitney direkomendasikan karena 
memiliki akurasi yang lebih tinggi dari Skema Manhattan. 
Rincian hasil Uji Wilcoxon Peringkat Bertanda untuk skema uji lanjut 
pada klasifikasi 2 kelas disajikan pada Tabel 4.33. 
67 
  
Tabel 4.33 Hasil Uji WSR pada Skema Uji Lanjut Klasifikasi 2 Kelas 














1,30 1,70 0,40 0,1912 
 
4.11.2 Uji WSR pada Skema Uji Lanjut Klasifikasi 4 Kelas 
Hasil rerata peringkat menunjukkan bahwa Skema Wilcoxon Mann 
Whitney memiliki rerata peringkat tertinggi sebesar 1,95 dibanding skema Tukey 
HSD dengan rerata peringkat 1,05. Rerata peringkat dan varian peringkat dari 
masing-masing skema disajikan pada Tabel 4.34, sedangkan rincian proses 
pengujian pengaruh Skema Uji Lanjut terhadap blok uji diuraikan pada Lampiran 
10. 
Tabel 4.34 Rerata dan Varian Peringkat Skema Uji Lanjut (4 Kelas) 





1 Wilcoxon Mann Whitney 1,95 0,22 
2 Tukey HSD 1,05 0,22 
 
Hasil Uji Wilcoxon Peringkat Bertanda atas skema uji lanjut pada tingkat 
taraf nyata (α=5%) menunjukkan bahwa ada perbedaan signifikan antara 
penggunaan Skema Wilcoxon Mann Whitney dan Tukey HSD dengan Nilai-P 
sebesar 0,01% untuk keunggulan Skema Wilcoxon Mann Whitney. Berdasarkan 
hasil Uji Wilcoxon Peringkat Bertanda tersebut direkomendasikan penggunaan 
Skema Wilcoxon Mann Whitney untuk klasifikasi dengan 4 kelas label. 
Rincian hasil Uji Wilcoxon Peringkat Bertanda untuk skema uji lanjut 
pada klasifikasi 4 kelas disajikan pada Tabel 4.35 (tanda * pada Kolom Nilai-P 
menunjukkan ada perbedaan signifikan antar grup yang ditandingkan). 
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Tabel 4.35 Hasil Uji WSR pada Skema Uji Lanjut Klasifikasi 4 Kelas 













1,05 1,95 0,90 0,0001* 
 
4.12 Interpretasi Kinerja Klasifikasi Menggunakan AUC 
Interpretasi AUC digunakan untuk pengambilan simpulan akhir apakah 
model klasifikasi data laporan keuangan untuk deteksi opini laporan keuangan 
sektor publik menggunakan berbagai skema fitur, termasuk fitur modifikasian dari 
sektor swasta layak diaplikasikan atau tidak. AUC tertinggi pada klasifikasi 2 kelas 
adalah sebesar 0,6630 dan AUC tertinggi untuk klasifikasi 4 kelas adalah sebesar 
0,6156, kesemua model terbaik tersebut masuk ke kategori klasifikasi dengan 
kinerja yang buruk sesuai pendapat [44], sehingga bisa disimpulkan bahwa 
kesemua skema fitur memiliki kinerja yang buruk termasuk fitur modifikasian dari 
sektor swasta. 
Pengujian lanjutan untuk klasifikasi 4 kelas dilakukan untuk membuktikan 
apakah skema awal yaitu jumlah data latih yang berbeda: WTP (30 data), WDP (10 
data), TW (10 data), dan TMP (10 data) yang digunakan secara simultan lebih baik 
dari skema: 
a. Jumlah data latih yang berbeda, namun digunakan secara berurutan mulai dari 
WTP, WDP, TW dan terakhir TMP. 
b. Jumlah data latih yang sama (WTP=WDP=TW=TMP=10 data) yang digunakan 
secara simultan.  
c. Jumlah data latih yang sama (WTP=WDP=TW=TMP=10 data), namun 
digunakan secara berurutan mulai dari WTP, WDP, TW dan terakhir TMP. 
 
Hasil pengujian lanjutan menunjukkan bahwa skema awal (skema nomor 1) 
memiliki AUC tertinggi dibanding skema yang lain. Hasil pengujian lanjutan 
tersebut diringkas pada Tabel 4.36 sebagai berikut: 
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Tabel 4.36 AUC dari Skema Pengujian Lanjutan untuk 4 Kelas 
Skema 
Jumlah data latih 
Penggunaan Data Latih AUC 
WTP WDP TW TMP 
1 30 10 10 10 Semua secara simultan 0,6156 
2 30 10 10 10 WTP saja 0,5000 
3 30 10 10 10 WDP saja 0,5000 
4 30 10 10 10 TW saja 0,5000 
5 30 10 10 10 TMP saja 0,5000 
6 10 10 10 10 Semua secara simultan 0,5311 
7 10 10 10 10 WTP saja 0,5000 
8 10 10 10 10 WDP saja 0,5000 
9 10 10 10 10 TW saja 0,5000 
10 10 10 10 10 TMP saja 0,5000 
 
Rincian kualitas model klasifikasi dengan AUC tertinggi dan tingkat akurasi 
tertinggi menggunakan berbagai kombinasi skema normalisasi data (SND), fitur, 
nilai-K, dan jarak adalah sebagai berikut: 











2 Kelas N4 F4 atau F7 B-NN Euclidean 0,6805 0,6630 Buruk/poor 
4 Kelas N1 F2 B-NN Euclidean 0,5081 0,6156 Buruk/poor 
 
Confusion matrix dan perhitungan AUC dari skema terbaik untuk dua kelas 
disajikan pada Tabel 4.38, sedangkan untuk empat kelas disajikan pada Tabel 4.39 
sebagai berikut: 
Tabel 4.38 Confusion Matrix dan AUC pada Klasifikasi 2 Kelas 
 Prediksi 
TPR FPR AUC 
Kondisi  Baik Buruk 
Baik 19 4 0,8261 0,5000 0,6630 
Buruk 11 11 0,5000 0,1739 0,6630 
Rerata Tertimbang 0,6667 0,3406 0,6630 
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Tabel 4.39 Confusion Matrix dan AUC pada Klasifikasi 4 Kelas 
 Prediksi 
TPR FPR AUC 
Kondisi  WTP WDP TW TMP 
WTP 30 10 2 3 0,6667 0,3556 0,6556 
WDP 5 6 1 3 0,4000 0,2267 0,5867 
TW 6 4 3 2 0,2000 0,0800 0,5600 
TMP 5 3 3 4 0,2667 0,1067 0,5800 
Rerata Tertimbang 0,4778 0,2467 0,6156 
 
Kurva ROC untuk skema terbaik klasifikasi 2 kelas disajikan pada Gambar 
4.1 sedangkan untuk empat kelas disajikan pada Gambar 4.2 sebagai berikut: 
 





Gambar 4.2 Kurva ROC untuk Klasifikasi 4 Kelas 
 
4.13 Skema Sistem Alarm (Early Warning System) Anomali Opini 
Penelitian ini diharapkan dapat memberikan alarm jika terjadi anomali opini 
atas Laporan Hasil Pemeriksaan atas Laporan Keuangan (LHP LK) suatu entitas. 
Skema sistem diperoleh dari hasil uji statistik atas kombinasi skema (SND, fitur, 
Nilai-K, Jarak, dan uji lanjut untuk pemilihan fitur) yang merupakan rerata dari 
seluruh percobaan yang dilakukan.   
 
4.13.1 Skema Sistem Alarm Klasifikasi 2 Kelas 
Hasil uji statistik untuk klasifikasi 2 kelas menunjukkan bahwa: 
a. Tidak ada perbedaan signifikan antara kinerja Skema Normalisasi Data (SND) 
nonlinier dan linier. Akan tetapi, Skema N3 (normalisasi menggunakan Nilai-




b. Skema F5 atau F8 (fitur signifikan dengan Nilai Log10 terkecil sesuai Uji 
Wilcoxon Mann Whitney) unggul secara signifikan dibandingkan dengan 
Skema F1 (fitur modifikasian dari sektor swasta). 
c. Skema 1-NN memiliki rerata peringkat tertinggi dibanding Skema B-NN. 
d. Jarak Euclidean dan Manhattan memiliki kinerja yang sama pada klasifikasi 2 kelas.  
e. Tidak ada perbedaan signifikan antara kinerja uji lanjut Wilcoxon Mann 
Whitney (WMW) dan Tukey HSD, namun WMW memiliki rerata peringkat 
lebih tinggi dibanding Tukey HSD. 
 
Berdasarkan hasil uji statistik tersebut, maka disusunlah skema sistem alarm 
untuk dua kelas, adapun tabel bantu untuk memahami kode pada gambar sistem 
alarm untuk anomali opini LHP LK untuk dua kelas (WTP dan selain WTP) 
disajikan Tabel 4.40 berikut: 
Tabel 4.40 Tabel Bantu Skema Sistem Alarm Klasifikasi 2 Kelas 
No Kode Uraian 
1 N3 Normalisasi menggunakan Skor-Z/Z-Score sesuai Persamaan (3.3) 
2 F5 atau F8 
Fitur-fitur pilihan sebagai berikut: 
Nomor 13= PAD/Total Aset 
Nomor 15= PAD/Aset Tetap 
Nomor 36= PAD/Pendapatan Transfer 
3 1-NN Klasifikasi menggunakan Nilai-K =1 







Gambar sistem alarm anomali opini LHP LK untuk klasifikasi dua kelas 
(WTP dan selain WTP) disajikan pada Gambar 4.3 berikut: 
 
Gambar 4.3 Skema Sistem Alarm Klasifikasi 2 Kelas 
 
4.13.2 Skema Sistem Alarm Klasifikasi 4 Kelas 
Hasil uji statistik untuk klasifikasi 4 kelas menunjukkan bahwa: 
a. Tidak ada perbedaan signifikan antara kinerja Skema Normalisasi Data (SND) 
nonlinier dan linier. Akan tetapi, Skema N4 (normalisasi menggunakan 
Eksponensial Nilai-Z/ Z-score dari data) memiliki rerata peringkat tertinggi 
dibanding skema lainnya. 
b. Skema F2 (fitur orisinal dari sektor publik terkait dengan belanja pemerintah) 
unggul secara signifikan dibandingkan dengan Skema F1 (fitur modifikasian 
dari sektor swasta). 
c. Skema B-NN unggul secara signifikan dibanding Skema 1-NN. 
d. Tidak ada perbedaan signifikan antara kinerja Jarak Euclidean dan Manhattan, 
namun Euclidean memiliki rerata peringkat lebih tinggi. 
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e. Uji lanjut Wilcoxon Mann Whitney (WMW) unggul secara signifikan 
dibandingkan dengan Tukey HSD. 
Berdasarkan hasil uji statistik tersebut, maka disusunlah skema sistem alarm 
untuk empat kelas, adapun tabel bantu untuk memahami kode pada gambar sistem 
alarm untuk anomali opini LHP LK untuk dua kelas (WTP dan selain WTP) 
disajikan Tabel 4.41 berikut: 





Normalisasi menggunakan eksponensial Skor-Z/Z-Score sesuai 
Persamaan (3.4) 
2 F2 
Fitur asli dari sektor publik sebagai berikut: 
Nomor 30= Belanja Modal/Perubahan Nilai Aset Tetap 
Nomor 31= Belanja Barang Jasa/Perubahan Nilai Persediaan 
Nomor 32= Belanja Pegawai/Total Belanja 
Nomor 33= Belanja Modal/Total Belanja 
Nomor 34= Belanja Hibah/Total Belanja 
Nomor 35= Belanja Bantuan Sosial/Total Belanja 
Nomor 36= PAD/Pendapatan Transfer 
Nomor 37= Zona Wilayah (Barat atau Timur) 
Nomor 38= Jenis Wilayah Administratif (Provinsi, Kabupaten, atau 
Kota) 
3 B-NN 
Klasifikasi menggunakan Nilai-K terbaik menggunakan validasi 10 










Gambar sistem alarm anomali opini LHP LK untuk klasifikasi 4 kelas 
(WTP, WDP, TW dan TMP) disajikan pada Gambar 4.4 berikut: 
 
 


































Berdasarkan hasil penelitian yang telah diperoleh dapat disimpulkan 
bahwa: 
1. Metode klasifikasi yang dihasilkan penelitian ini, baik untuk 2 kelas maupun 4 
kelas, tergolong klasifikasi yang buruk karena memiliki nilai AUC tertinggi 
pada rentang 0,60 s.d. 0,70. Perlu penelitian lebih lanjut sebelum dapat 
diaplikasikan pada kondisi nyata. 
2. Penelitian ini menghasilkan AUC tertinggi untuk 2 kelas sebesar 66,30% 
dengan penggunaan kombinasi normalisasi data menggunakan eksponensial Z-
Score, jarak euclidean, fitur nomor 2, 4, 6, 7, 11, 13, 15, 24, 26, 35, 36 dan nilai-
k terbaik/k=2.  Jika menggunakan uji statistik, maka skema terbaik untuk 2 
kelas adalah kombinasi normalisasi menggunakan Z-Score, jarak euclidean, 
fitur nomor 13, 15, 36, dan nilai-k=1. 
3. Penelitian ini menghasilkan AUC tertinggi untuk 4 kelas sebesar 61,56% 
dengan penggunaan kombinasi normalisasi data dengan skop (0 s.d. 1), jarak 
euclidean, fitur nomor 30 s.d. 38 dan nilai-k terbaik/k=2. Jika menggunakan uji 
statistik, maka skema terbaik untuk 4 kelas adalah kombinasi normalisasi 




Penelitian ini menggunakan data dalam jumlah kecil (150 data) serta 
menggunakan 29 fitur termodifikasi dari sektor swasta ke sektor publik. Faktor-
faktor tersebut ditengarai menjadi penyebab rendahnya kinerja model klasifikasi 
yang dihasilkan. Selain itu, penggunaan fitur termodifikasi dari sektor swasta yang 
cenderung “profit-oriented” juga berisiko pada biasnya hasil penelitian pada sektor 
publik yang cenderung “serviced-oriented/cost-oriented”. Sembilan fitur 
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termodifikasi dengan karakteristik sektor swasta yang kurang tepat diaplikasikan 
untuk sektor publik disajikan pada Tabel 5.1 berikut: 
Tabel 5.1 Fitur Publik Termodifikasi Berkarakter Sektor Swasta  
No Fitur Swasta Fitur Termodifikasi 
1 Net profit SILPA (Sisa Lebih Pembiayaan Anggaran) 
2 Primary business income PAD (pendapatan asli daerah) 
3 Inventory/Primary business income Kas Tunai dan Kas Bank/PAD 
4 Net profit/Total assets SILPA/Total Aset 
5 Net profit/Primary business income SILPA/PAD 
6 Accounts receivable/Primary 
business income 
Piutang/PAD 
7 Primary business income/Total 
assets 
PAD/Total Aset 
8 Primary business income/Fixed 
assets 
PAD/Aset Tetap 
9 Primary business income/Last 
year's primary business income 
PAD/PAD Tahun Lalu 
 
Berdasarkan uraian tersebut, penelitian selanjutnya dapat melakukan 
perbaikan penelitian dengan cara: 
1. Peningkatan jumlah data laporan keuangan yang digunakan dalam penelitian. 
2. Eksplorasi dan penggunaan lebih banyak fitur asli dari sektor publik, baik data 
kuantitatif maupun kualitatif, baik data keuangan maupun nonkeuangan. 
3. Pengembangan model penelitian lebih lanjut untuk deteksi penyebab kualifikasi 
atau deteksi temuan audit (audit findings) yang berdampak pada akun laporan 
keuangan. 
4. Penggunaan dan perbandingan kinerja antar lebih dari satu metode kecerdasan 
buatan untuk mencari hasil klasifikasi terbaik.  
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Lampiran 1 Blok Pengujian Pengaruh Normalisasi pada Rerata Harmonik AUC dan F-Measure/RH  (Klasifikasi 2 Kelas) - Lanjutan 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema Normalisasi Data 
(RH) 
Peringkat 
SNN Fitur Jarak N0 N1 N2 N3 N4 N0 N1 N2 N3 N4 
1 1-NN F1 euclidean 0,4887 0,5098 0,5098 0,5076 0,4593 2 4,5 4,5 3 1 
2 1-NN F1 manhattan 0,5333 0,5942 0,5942 0,5732 0,5311 2 4,5 4,5 3 1 
3 1-NN F2 euclidean 0,4629 0,5778 0,5778 0,5779 0,5779 1 2,5 2,5 4,5 4,5 
4 1-NN F2 manhattan 0,4419 0,6223 0,6223 0,6002 0,6002 1 4,5 4,5 2,5 2,5 
5 1-NN F3 euclidean 0,4887 0,6433 0,6433 0,5988 0,5543 1 4,5 4,5 3 2 
6 1-NN F3 manhattan 0,5333 0,5969 0,5969 0,5732 0,5942 1 4,5 4,5 2 3 
7 1-NN F4 euclidean 0,5720 0,5768 0,5768 0,5757 0,5311 2 4,5 4,5 3 1 
8 1-NN F4 manhattan 0,5510 0,6224 0,6224 0,5757 0,5757 1 4,5 4,5 2,5 2,5 
9 1-NN F5 euclidean 0,5984 0,5779 0,5779 0,6223 0,6443 3 1,5 1,5 4 5 
10 1-NN F5 manhattan 0,6223 0,5557 0,5557 0,5997 0,5997 5 1,5 1,5 3,5 3,5 
11 1-NN F6 euclidean 0,5536 0,5768 0,5768 0,5321 0,5536 2,5 4,5 4,5 1 2,5 
12 1-NN F6 manhattan 0,5778 0,5551 0,5551 0,5321 0,5321 5 3,5 3,5 1,5 1,5 
13 1-NN F7 euclidean 0,5720 0,5768 0,5768 0,5757 0,5311 2 4,5 4,5 3 1 
14 1-NN F7 manhattan 0,5510 0,6224 0,6224 0,5757 0,5757 1 4,5 4,5 2,5 2,5 
15 1-NN F8 euclidean 0,5984 0,5779 0,5779 0,6223 0,6443 3 1,5 1,5 4 5 
16 1-NN F8 manhattan 0,6223 0,5557 0,5557 0,5997 0,5997 5 1,5 1,5 3,5 3,5 
17 1-NN F9 euclidean 0,5554 0,4668 0,4668 0,5112 0,5112 5 1,5 1,5 3,5 3,5 
18 1-NN F9 manhattan 0,6217 0,5333 0,5333 0,5335 0,5335 5 1,5 1,5 3,5 3,5 
19 B-NN F1 euclidean 0,4659 0,5557 0,5999 0,5732 0,6203 1 2 4 3 5 
20 B-NN F1 manhattan 0,4427 0,5779 0,6217 0,5311 0,5772 1 4 5 2 3 
21 B-NN F2 euclidean 0,4629 0,5778 0,5778 0,5779 0,5779 1 2,5 2,5 4,5 4,5 
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Lampiran 1 Blok Pengujian Pengaruh Normalisasi pada Rerata Harmonik AUC dan F-Measure/RH  (Klasifikasi 2 Kelas) - Lanjutan 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema Normalisasi Data 
(RH) 
Peringkat 
SNN Fitur Jarak N0 N1 N2 N3 N4 N0 N1 N2 N3 N4 
22 B-NN F2 manhattan 0,4419 0,6223 0,6223 0,6002 0,6002 1 4,5 4,5 2,5 2,5 
23 B-NN F3 euclidean 0,4659 0,5779 0,5779 0,5988 0,5988 1 2,5 2,5 4,5 4,5 
24 B-NN F3 manhattan 0,5333 0,5969 0,5969 0,5732 0,5942 1 4,5 4,5 2 3 
25 B-NN F4 euclidean 0,4659 0,5778 0,6002 0,5543 0,6601 1 3 4 2 5 
26 B-NN F4 manhattan 0,4874 0,5768 0,5768 0,6315 0,6150 1 2,5 2,5 5 4 
27 B-NN F5 euclidean 0,6173 0,5749 0,5749 0,6223 0,6173 3,5 1,5 1,5 5 3,5 
28 B-NN F5 manhattan 0,5961 0,5749 0,5749 0,6173 0,6173 3 1,5 1,5 4,5 4,5 
29 B-NN F6 euclidean 0,4608 0,4659 0,4850 0,4850 0,4850 1 2 4 4 4 
30 B-NN F6 manhattan 0,4608 0,4608 0,4608 0,4850 0,4850 2 2 2 4,5 4,5 
31 B-NN F7 euclidean 0,4659 0,5778 0,6002 0,5543 0,6601 1 3 4 2 5 
32 B-NN F7 manhattan 0,4874 0,5768 0,5768 0,6315 0,6150 1 2,5 2,5 5 4 
33 B-NN F8 euclidean 0,6173 0,5749 0,5749 0,6223 0,6173 3,5 1,5 1,5 5 3,5 
34 B-NN F8 manhattan 0,5961 0,5749 0,5749 0,6173 0,6173 3 1,5 1,5 4,5 4,5 
35 B-NN F9 euclidean 0,5059 0,5359 0,5929 0,5885 0,5359 1 2,5 5 4 2,5 
36 B-NN F9 manhattan 0,5088 0,4890 0,5424 0,5018 0,5018 4 1 5 2,5 2,5 
        Rerata 2,18 2,90 3,28 3,33 3,31 






Lampiran 2 Blok Pengujian Pengaruh Normalisasi pada Rerata Harmonik AUC dan F-Measure (Klasifikasi 4 Kelas) - Lanjutan 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema Normalisasi Data 
(RH) 
Peringkat 
SNN Fitur Jarak N0 N1 N2 N3 N4 N0 N1 N2 N3 N4 
1 1-NN F1 euclidean 0,4260 0,4129 0,4129 0,4591 0,4492 3 1,5 1,5 5 4 
2 1-NN F1 manhattan 0,4502 0,4096 0,4096 0,4242 0,4293 5 1,5 1,5 3 4 
3 1-NN F2 euclidean 0,3284 0,5352 0,5352 0,5129 0,5296 1 4,5 4,5 2 3 
4 1-NN F2 manhattan 0,3519 0,5212 0,5212 0,4899 0,5341 1 3,5 3,5 2 5 
5 1-NN F3 euclidean 0,4260 0,4685 0,4685 0,4722 0,4653 1 3,5 3,5 5 2 
6 1-NN F3 manhattan 0,4502 0,4646 0,4646 0,4660 0,4738 1 2,5 2,5 4 5 
7 1-NN F4 euclidean 0,3902 0,4147 0,4147 0,4214 0,4466 1 2,5 2,5 4 5 
8 1-NN F4 manhattan 0,4246 0,4505 0,4505 0,4781 0,4865 1 2,5 2,5 4 5 
9 1-NN F5 euclidean 0,4001 0,4001 0,4001 0,4001 0,4066 2,5 2,5 2,5 2,5 5 
10 1-NN F5 manhattan 0,4001 0,4001 0,4001 0,4001 0,4066 2,5 2,5 2,5 2,5 5 
11 1-NN F6 euclidean 0,3696 0,3584 0,3584 0,3565 0,3613 5 2,5 2,5 1 4 
12 1-NN F6 manhattan 0,3386 0,3247 0,3247 0,3425 0,3396 3 1,5 1,5 5 4 
13 1-NN F7 euclidean 0,4067 0,4314 0,4314 0,4344 0,4665 1 2,5 2,5 4 5 
14 1-NN F7 manhattan 0,4772 0,4949 0,4949 0,4761 0,4995 2 3,5 3,5 1 5 
15 1-NN F8 euclidean 0,4204 0,4204 0,4204 0,4204 0,4459 2,5 2,5 2,5 2,5 5 
16 1-NN F8 manhattan 0,4257 0,4282 0,4282 0,4180 0,4252 3 4,5 4,5 1 2 
17 1-NN F9 euclidean 0,3902 0,4147 0,4147 0,4214 0,4466 1 2,5 2,5 4 5 
18 1-NN F9 manhattan 0,4246 0,4505 0,4505 0,4781 0,4865 1 2,5 2,5 4 5 
19 B-NN F1 euclidean 0,4260 0,4186 0,4186 0,4213 0,4026 5 2,5 2,5 4 1 
20 B-NN F1 manhattan 0,4502 0,4375 0,4375 0,4491 0,4551 4 1,5 1,5 3 5 
21 B-NN F2 euclidean 0,4000 0,5352 0,5352 0,5129 0,5296 1 4,5 4,5 2 3 
22 B-NN F2 manhattan 0,4000 0,5378 0,5212 0,5346 0,5309 1 5 2 4 3 
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Lampiran 2 Blok Pengujian Pengaruh Normalisasi pada Rerata Harmonik AUC dan F-Measure (Klasifikasi 4 Kelas) - Lanjutan 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema Normalisasi Data 
(RH) 
Peringkat 
SNN Fitur Jarak N0 N1 N2 N3 N4 N0 N1 N2 N3 N4 
23 B-NN F3 euclidean 0,4260 0,4201 0,4201 0,4293 0,4264 3 1,5 1,5 5 4 
24 B-NN F3 manhattan 0,4502 0,4000 0,4000 0,4643 0,4086 4 1,5 1,5 5 3 
25 B-NN F4 euclidean 0,4256 0,5001 0,5001 0,4768 0,4694 1 4,5 4,5 3 2 
26 B-NN F4 manhattan 0,4246 0,4587 0,4464 0,4757 0,4563 1 4 2 5 3 
27 B-NN F5 euclidean 0,4140 0,4140 0,4140 0,4140 0,4140 3 3 3 3 3 
28 B-NN F5 manhattan 0,4140 0,4140 0,4140 0,4140 0,4140 3 3 3 3 3 
29 B-NN F6 euclidean 0,4172 0,4083 0,4112 0,4106 0,4106 5 1 4 2,5 2,5 
30 B-NN F6 manhattan 0,4142 0,4017 0,3819 0,3889 0,3889 5 4 1 2,5 2,5 
31 B-NN F7 euclidean 0,4067 0,5001 0,5001 0,4757 0,4591 1 4,5 4,5 3 2 
32 B-NN F7 manhattan 0,4607 0,4487 0,4487 0,4606 0,4444 5 2,5 2,5 4 1 
33 B-NN F8 euclidean 0,4204 0,4832 0,4832 0,4204 0,4079 2,5 4,5 4,5 2,5 1 
34 B-NN F8 manhattan 0,4120 0,4734 0,4079 0,4734 0,4734 2 4 1 4 4 
35 B-NN F9 euclidean 0,4256 0,5001 0,4842 0,4768 0,4694 1 5 4 3 2 
36 B-NN F9 manhattan 0,4246 0,4756 0,4587 0,4641 0,4563 1 5 3 4 2 
        Rerata 2,39 3,07 2,76 3,31 3,47 






Lampiran 3 Blok Pengujian Pengaruh Fitur pada Rerata Harmonik AUC dan F-Measure (Klasifikasi 2 Kelas) 
Blok 
Blok Penelitian Pengaruh Skema Fitur Peringkat 
SNN SND Jarak F1 F2 F3 F4 F5 F6 F7 F8 F9 F1 F2 F3 F4 F5 F6 F7 F8 F9 
1 1-NN N0 euclidean 0,49 0,46 0,49 0,57 0,60 0,55 0,57 0,60 0,56 2,5 1 2,5 6,5 8,5 4 6,5 8,5 5 
2 1-NN N0 manhattan 0,53 0,44 0,53 0,55 0,62 0,58 0,55 0,62 0,62 2,5 1 2,5 4,5 8,5 6 4,5 8,5 7 
3 1-NN N1 euclidean 0,51 0,58 0,64 0,58 0,58 0,58 0,58 0,58 0,47 2 6 9 4 7,5 4 4 7,5 1 
4 1-NN N1 manhattan 0,59 0,62 0,60 0,62 0,56 0,56 0,62 0,56 0,53 5 7 6 8,5 3,5 2 8,5 3,5 1 
5 1-NN N2 euclidean 0,51 0,58 0,64 0,58 0,58 0,58 0,58 0,58 0,47 2 6 9 4 7,5 4 4 7,5 1 
6 1-NN N2 manhattan 0,59 0,62 0,60 0,62 0,56 0,56 0,62 0,56 0,53 5 7 6 8,5 3,5 2 8,5 3,5 1 
7 1-NN N3 euclidean 0,51 0,58 0,60 0,58 0,62 0,53 0,58 0,62 0,51 1 6 7 4,5 8,5 3 4,5 8,5 2 
8 1-NN N3 manhattan 0,57 0,60 0,57 0,58 0,60 0,53 0,58 0,60 0,53 3,5 9 3,5 5,5 7,5 1 5,5 7,5 2 
9 1-NN N4 euclidean 0,46 0,58 0,55 0,53 0,64 0,55 0,53 0,64 0,51 1 7 6 3,5 8,5 5 3,5 8,5 2 
10 1-NN N4 manhattan 0,53 0,60 0,59 0,58 0,60 0,53 0,58 0,60 0,53 1 9 6 4,5 7,5 2 4,5 7,5 3 
11 B-NN N0 euclidean 0,47 0,46 0,47 0,47 0,62 0,46 0,47 0,62 0,51 4,5 2 4,5 4,5 8,5 1 4,5 8,5 7 
12 B-NN N0 manhattan 0,44 0,44 0,53 0,49 0,60 0,46 0,49 0,60 0,51 2 1 7 4,5 8,5 3 4,5 8,5 6 
13 B-NN N1 euclidean 0,56 0,58 0,58 0,58 0,57 0,47 0,58 0,57 0,54 3 7 9 7 4,5 1 7 4,5 2 
14 B-NN N1 manhattan 0,58 0,62 0,60 0,58 0,57 0,46 0,58 0,57 0,49 7 9 8 5,5 3,5 1 5,5 3,5 2 
15 B-NN N2 euclidean 0,60 0,58 0,58 0,60 0,57 0,48 0,60 0,57 0,59 7 4 5 8,5 2,5 1 8,5 2,5 6 
16 B-NN N2 manhattan 0,62 0,62 0,60 0,58 0,57 0,46 0,58 0,57 0,54 8 9 7 5,5 3,5 1 5,5 3,5 2 
17 B-NN N3 euclidean 0,57 0,58 0,60 0,55 0,62 0,48 0,55 0,62 0,59 4 5 7 2,5 8,5 1 2,5 8,5 6 
18 B-NN N3 manhattan 0,53 0,60 0,57 0,63 0,62 0,48 0,63 0,62 0,50 3 5 4 8,5 6,5 1 8,5 6,5 2 
19 B-NN N4 euclidean 0,62 0,58 0,60 0,66 0,62 0,48 0,66 0,62 0,54 7 3 4 8,5 5,5 1 8,5 5,5 2 
20 B-NN N4 manhattan 0,58 0,60 0,59 0,61 0,62 0,48 0,61 0,62 0,50 3 5 4 6,5 8,5 1 6,5 8,5 2 
            Rerata 3,70 5,45 5,85 5,78 6,55 2,25 5,78 6,55 3,10 
            
Simp. 
Baku 





Lampiran 4 Blok Pengujian Pengaruh Fitur pada Rerata Harmonik AUC dan F-Measure (Klasifikasi 4 Kelas) 
Blok 
Blok Penelitian Pengaruh Skema Fitur Peringkat 
SNN SND Jarak F1 F2 F3 F4 F5 F6 F7 F8 F9 F1 F2 F3 F4 F5 F6 F7 F8 F9 
1 1-NN N0 euclidean 0,43 0,33 0,43 0,39 0,40 0,37 0,41 0,42 0,39 8,5 1 8,5 3,5 5 2 6 7 3,5 
2 1-NN N0 manhattan 0,45 0,35 0,45 0,42 0,40 0,34 0,48 0,43 0,42 7,5 2 7,5 4,5 3 1 9 6 4,5 
3 1-NN N1 euclidean 0,41 0,54 0,47 0,41 0,40 0,36 0,43 0,42 0,41 3 9 8 4,5 2 1 7 6 4,5 
4 1-NN N1 manhattan 0,41 0,52 0,46 0,45 0,40 0,32 0,49 0,43 0,45 3 9 7 5,5 2 1 8 4 5,5 
5 1-NN N2 euclidean 0,41 0,54 0,47 0,41 0,40 0,36 0,43 0,42 0,41 3 9 8 4,5 2 1 7 6 4,5 
6 1-NN N2 manhattan 0,41 0,52 0,46 0,45 0,40 0,32 0,49 0,43 0,45 3 9 7 5,5 2 1 8 4 5,5 
7 1-NN N3 euclidean 0,46 0,51 0,47 0,42 0,40 0,36 0,43 0,42 0,42 7 9 8 4,5 2 1 6 3 4,5 
8 1-NN N3 manhattan 0,42 0,49 0,47 0,48 0,40 0,34 0,48 0,42 0,48 4 9 5 7,5 2 1 6 3 7,5 
9 1-NN N4 euclidean 0,45 0,53 0,47 0,45 0,41 0,36 0,47 0,45 0,45 6 9 7 4,5 2 1 8 3 4,5 
10 1-NN N4 manhattan 0,43 0,53 0,47 0,49 0,41 0,34 0,50 0,43 0,49 4 9 5 6,5 2 1 8 3 6,5 
11 B-NN N0 euclidean 0,43 0,40 0,43 0,43 0,41 0,42 0,41 0,42 0,43 8,5 1 8,5 6,5 3 4 2 5 6,5 
12 B-NN N0 manhattan 0,45 0,40 0,45 0,42 0,41 0,41 0,46 0,41 0,42 7,5 1 7,5 5,5 3 4 9 2 5,5 
13 B-NN N1 euclidean 0,42 0,54 0,42 0,50 0,41 0,41 0,50 0,48 0,50 3 9 4 7 2 1 7 5 7 
14 B-NN N1 manhattan 0,44 0,54 0,40 0,46 0,41 0,40 0,45 0,47 0,48 4 9 1 6 3 2 5 7 8 
15 B-NN N2 euclidean 0,42 0,54 0,42 0,50 0,41 0,41 0,50 0,48 0,48 3 9 4 7,5 2 1 7,5 5 6 
16 B-NN N2 manhattan 0,44 0,52 0,40 0,45 0,41 0,38 0,45 0,41 0,46 5 9 2 6 4 1 7 3 8 
17 B-NN N3 euclidean 0,42 0,51 0,43 0,48 0,41 0,41 0,48 0,42 0,48 4 9 5 7,5 2 1 6 3 7,5 
18 B-NN N3 manhattan 0,45 0,53 0,46 0,48 0,41 0,39 0,46 0,47 0,46 3 9 6 8 2 1 4 7 5 
19 B-NN N4 euclidean 0,40 0,53 0,43 0,47 0,41 0,41 0,46 0,41 0,47 1 9 5 7,5 4 3 6 2 7,5 
20 B-NN N4 manhattan 0,46 0,53 0,41 0,46 0,41 0,39 0,44 0,47 0,46 5 9 2 6,5 3 1 4 8 6,5 
            Rerata 4,65 7,45 5,80 5,95 2,60 1,50 6,53 4,60 5,93 
            
Simp.  
Baku 




Lampiran 5 Blok Pengujian Pengaruh Skema Nilai-K pada Rerata Harmonik 
AUC dan F-Measure (Klasifikasi 2 Kelas) - Lanjutan 
Blok 
Blok Penelitian 





Normalisasi Fitur Jarak 1-NN B-NN 1-NN B-NN 
1 N0 F1 euclidean 0,4887 0,4659 2 1 
2 N0 F1 manhattan 0,5333 0,4427 2 1 
3 N0 F2 euclidean 0,4629 0,4629 1,5 1,5 
4 N0 F2 manhattan 0,4419 0,4419 1,5 1,5 
5 N0 F3 euclidean 0,4887 0,4659 2 1 
6 N0 F3 manhattan 0,5333 0,5333 1,5 1,5 
7 N0 F4 euclidean 0,5720 0,4659 2 1 
8 N0 F4 manhattan 0,5510 0,4874 2 1 
9 N0 F5 euclidean 0,5984 0,6173 1 2 
10 N0 F5 manhattan 0,6223 0,5961 2 1 
11 N0 F6 euclidean 0,5536 0,4608 2 1 
12 N0 F6 manhattan 0,5778 0,4608 2 1 
13 N0 F7 euclidean 0,5720 0,4659 2 1 
14 N0 F7 manhattan 0,5510 0,4874 2 1 
15 N0 F8 euclidean 0,5984 0,6173 1 2 
16 N0 F8 manhattan 0,6223 0,5961 2 1 
17 N0 F9 euclidean 0,5554 0,5059 2 1 
18 N0 F9 manhattan 0,6217 0,5088 2 1 
19 N1 F1 euclidean 0,5098 0,5557 1 2 
20 N1 F1 manhattan 0,5942 0,5779 2 1 
21 N1 F2 euclidean 0,5778 0,5778 1,5 1,5 
22 N1 F2 manhattan 0,6223 0,6223 1,5 1,5 
23 N1 F3 euclidean 0,6433 0,5779 2 1 
24 N1 F3 manhattan 0,5969 0,5969 1,5 1,5 
25 N1 F4 euclidean 0,5768 0,5778 1 2 
26 N1 F4 manhattan 0,6224 0,5768 2 1 
27 N1 F5 euclidean 0,5779 0,5749 2 1 
28 N1 F5 manhattan 0,5557 0,5749 1 2 
29 N1 F6 euclidean 0,5768 0,4659 2 1 
30 N1 F6 manhattan 0,5551 0,4608 2 1 
31 N1 F7 euclidean 0,5768 0,5778 1 2 
32 N1 F7 manhattan 0,6224 0,5768 2 1 
33 N1 F8 euclidean 0,5779 0,5749 2 1 
34 N1 F8 manhattan 0,5557 0,5749 1 2 
35 N1 F9 euclidean 0,4668 0,5359 1 2 
36 N1 F9 manhattan 0,5333 0,4890 2 1 
37 N2 F1 euclidean 0,5098 0,5999 1 2 
38 N2 F1 manhattan 0,5942 0,6217 1 2 
39 N2 F2 euclidean 0,5778 0,5778 1,5 1,5 
40 N2 F2 manhattan 0,6223 0,6223 1,5 1,5 
41 N2 F3 euclidean 0,6433 0,5779 2 1 
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Lampiran 5 Blok Pengujian Pengaruh Skema Nilai-K pada Rerata Harmonik 
AUC dan F-Measure (Klasifikasi 2 Kelas) - Lanjutan 
Blok 
Blok Penelitian 





Normalisasi Fitur Jarak 1-NN B-NN 1-NN B-NN 
42 N2 F3 manhattan 0,5969 0,5969 1,5 1,5 
43 N2 F4 euclidean 0,5768 0,6002 1 2 
44 N2 F4 manhattan 0,6224 0,5768 2 1 
45 N2 F5 euclidean 0,5779 0,5749 2 1 
46 N2 F5 manhattan 0,5557 0,5749 1 2 
47 N2 F6 euclidean 0,5768 0,4850 2 1 
48 N2 F6 manhattan 0,5551 0,4608 2 1 
49 N2 F7 euclidean 0,5768 0,6002 1 2 
50 N2 F7 manhattan 0,6224 0,5768 2 1 
51 N2 F8 euclidean 0,5779 0,5749 2 1 
52 N2 F8 manhattan 0,5557 0,5749 1 2 
53 N2 F9 euclidean 0,4668 0,5929 1 2 
54 N2 F9 manhattan 0,5333 0,5424 1 2 
55 N3 F1 euclidean 0,5076 0,5732 1 2 
56 N3 F1 manhattan 0,5732 0,5311 2 1 
57 N3 F2 euclidean 0,5779 0,5779 1,5 1,5 
58 N3 F2 manhattan 0,6002 0,6002 1,5 1,5 
59 N3 F3 euclidean 0,5988 0,5988 1,5 1,5 
60 N3 F3 manhattan 0,5732 0,5732 1,5 1,5 
61 N3 F4 euclidean 0,5757 0,5543 2 1 
62 N3 F4 manhattan 0,5757 0,6315 1 2 
63 N3 F5 euclidean 0,6223 0,6223 1,5 1,5 
64 N3 F5 manhattan 0,5997 0,6173 1 2 
65 N3 F6 euclidean 0,5321 0,4850 2 1 
66 N3 F6 manhattan 0,5321 0,4850 2 1 
67 N3 F7 euclidean 0,5757 0,5543 2 1 
68 N3 F7 manhattan 0,5757 0,6315 1 2 
69 N3 F8 euclidean 0,6223 0,6223 1,5 1,5 
70 N3 F8 manhattan 0,5997 0,6173 1 2 
71 N3 F9 euclidean 0,5112 0,5885 1 2 
72 N3 F9 manhattan 0,5335 0,5018 2 1 
73 N4 F1 euclidean 0,4593 0,6203 1 2 
74 N4 F1 manhattan 0,5311 0,5772 1 2 
75 N4 F2 euclidean 0,5779 0,5779 1,5 1,5 
76 N4 F2 manhattan 0,6002 0,6002 1,5 1,5 
77 N4 F3 euclidean 0,5543 0,5988 1 2 
78 N4 F3 manhattan 0,5942 0,5942 1,5 1,5 
79 N4 F4 euclidean 0,5311 0,6601 1 2 
80 N4 F4 manhattan 0,5757 0,6150 1 2 
81 N4 F5 euclidean 0,6443 0,6173 2 1 
82 N4 F5 manhattan 0,5997 0,6173 1 2 
83 N4 F6 euclidean 0,5536 0,4850 2 1 
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Lampiran 5 Blok Pengujian Pengaruh Skema Nilai-K pada Rerata Harmonik 
AUC dan F-Measure (Klasifikasi 2 Kelas) - Lanjutan 
Blok 
Blok Penelitian 





Normalisasi Fitur Jarak 1-NN B-NN 1-NN B-NN 
84 N4 F6 manhattan 0,5321 0,4850 2 1 
85 N4 F7 euclidean 0,5311 0,6601 1 2 
86 N4 F7 manhattan 0,5757 0,6150 1 2 
87 N4 F8 euclidean 0,6443 0,6173 2 1 
88 N4 F8 manhattan 0,5997 0,6173 1 2 
89 N4 F9 euclidean 0,5112 0,5359 1 2 
90 N4 F9 manhattan 0,5335 0,5018 2 1 
     Rerata 1,54 1,46 




Lampiran 6 Blok Pengujian Pengaruh Skema Nilai-K pada Rerata Harmonik AUC dan F-
Measure (Klasifikasi 4 Kelas) - Lanjutan 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema Nilai-K 
(RH) 
Peringkat 
Normalisasi Fitur Jarak 1-NN B-NN 1-NN B-NN 
1 N0 F1 euclidean 0,4260 0,4260 1,5 1,5 
2 N0 F1 manhattan 0,4502 0,4502 1,5 1,5 
3 N0 F2 euclidean 0,3284 0,4000 1 2 
4 N0 F2 manhattan 0,3519 0,4000 1 2 
5 N0 F3 euclidean 0,4260 0,4260 1,5 1,5 
6 N0 F3 manhattan 0,4502 0,4502 1,5 1,5 
7 N0 F4 euclidean 0,3902 0,4256 1 2 
8 N0 F4 manhattan 0,4246 0,4246 1,5 1,5 
9 N0 F5 euclidean 0,4001 0,4140 1 2 
10 N0 F5 manhattan 0,4001 0,4140 1 2 
11 N0 F6 euclidean 0,3696 0,4172 1 2 
12 N0 F6 manhattan 0,3386 0,4142 1 2 
13 N0 F7 euclidean 0,4067 0,4067 1,5 1,5 
14 N0 F7 manhattan 0,4772 0,4607 2 1 
15 N0 F8 euclidean 0,4204 0,4204 1,5 1,5 
16 N0 F8 manhattan 0,4257 0,4120 2 1 
17 N0 F9 euclidean 0,3902 0,4256 1 2 
18 N0 F9 manhattan 0,4246 0,4246 1,5 1,5 
19 N1 F1 euclidean 0,4129 0,4186 1 2 
20 N1 F1 manhattan 0,4096 0,4375 1 2 
21 N1 F2 euclidean 0,5352 0,5352 1,5 1,5 
22 N1 F2 manhattan 0,5212 0,5378 1 2 
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Lampiran 6 Blok Pengujian Pengaruh Skema Nilai-K pada Rerata Harmonik AUC dan F-
Measure (Klasifikasi 4 Kelas) - Lanjutan 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema Nilai-K 
(RH) 
Peringkat 
Normalisasi Fitur Jarak 1-NN B-NN 1-NN B-NN 
23 N1 F3 euclidean 0,4685 0,4201 2 1 
24 N1 F3 manhattan 0,4646 0,4000 2 1 
25 N1 F4 euclidean 0,4147 0,5001 1 2 
26 N1 F4 manhattan 0,4505 0,4587 1 2 
27 N1 F5 euclidean 0,4001 0,4140 1 2 
28 N1 F5 manhattan 0,4001 0,4140 1 2 
29 N1 F6 euclidean 0,3584 0,4083 1 2 
30 N1 F6 manhattan 0,3247 0,4017 1 2 
31 N1 F7 euclidean 0,4314 0,5001 1 2 
32 N1 F7 manhattan 0,4949 0,4487 2 1 
33 N1 F8 euclidean 0,4204 0,4832 1 2 
34 N1 F8 manhattan 0,4282 0,4734 1 2 
35 N1 F9 euclidean 0,4147 0,5001 1 2 
36 N1 F9 manhattan 0,4505 0,4756 1 2 
37 N2 F1 euclidean 0,4129 0,4186 1 2 
38 N2 F1 manhattan 0,4096 0,4375 1 2 
39 N2 F2 euclidean 0,5352 0,5352 1,5 1,5 
40 N2 F2 manhattan 0,5212 0,5212 1,5 1,5 
41 N2 F3 euclidean 0,4685 0,4201 2 1 
42 N2 F3 manhattan 0,4646 0,4000 2 1 
43 N2 F4 euclidean 0,4147 0,5001 1 2 
44 N2 F4 manhattan 0,4505 0,4464 2 1 
45 N2 F5 euclidean 0,4001 0,4140 1 2 
46 N2 F5 manhattan 0,4001 0,4140 1 2 
47 N2 F6 euclidean 0,3584 0,4112 1 2 
48 N2 F6 manhattan 0,3247 0,3819 1 2 
49 N2 F7 euclidean 0,4314 0,5001 1 2 
50 N2 F7 manhattan 0,4949 0,4487 2 1 
51 N2 F8 euclidean 0,4204 0,4832 1 2 
52 N2 F8 manhattan 0,4282 0,4079 2 1 
53 N2 F9 euclidean 0,4147 0,4842 1 2 
54 N2 F9 manhattan 0,4505 0,4587 1 2 
55 N3 F1 euclidean 0,4591 0,4213 2 1 
56 N3 F1 manhattan 0,4242 0,4491 1 2 
57 N3 F2 euclidean 0,5129 0,5129 1,5 1,5 
58 N3 F2 manhattan 0,4899 0,5346 1 2 
59 N3 F3 euclidean 0,4722 0,4293 2 1 
60 N3 F3 manhattan 0,4660 0,4643 2 1 
61 N3 F4 euclidean 0,4214 0,4768 1 2 
62 N3 F4 manhattan 0,4781 0,4757 2 1 
63 N3 F5 euclidean 0,4001 0,4140 1 2 
64 N3 F5 manhattan 0,4001 0,4140 1 2 
65 N3 F6 euclidean 0,3565 0,4106 1 2 
 93 
  
Lampiran 6 Blok Pengujian Pengaruh Skema Nilai-K pada Rerata Harmonik AUC dan F-
Measure (Klasifikasi 4 Kelas) - Lanjutan 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema Nilai-K 
(RH) 
Peringkat 
Normalisasi Fitur Jarak 1-NN B-NN 1-NN B-NN 
66 N3 F6 manhattan 0,3425 0,3889 1 2 
67 N3 F7 euclidean 0,4344 0,4757 1 2 
68 N3 F7 manhattan 0,4761 0,4606 2 1 
69 N3 F8 euclidean 0,4204 0,4204 1,5 1,5 
70 N3 F8 manhattan 0,4180 0,4734 1 2 
71 N3 F9 euclidean 0,4214 0,4768 1 2 
72 N3 F9 manhattan 0,4781 0,4641 2 1 
73 N4 F1 euclidean 0,4492 0,4026 2 1 
74 N4 F1 manhattan 0,4293 0,4551 1 2 
75 N4 F2 euclidean 0,5296 0,5296 1,5 1,5 
76 N4 F2 manhattan 0,5341 0,5309 2 1 
77 N4 F3 euclidean 0,4653 0,4264 2 1 
78 N4 F3 manhattan 0,4738 0,4086 2 1 
79 N4 F4 euclidean 0,4466 0,4694 1 2 
80 N4 F4 manhattan 0,4865 0,4563 2 1 
81 N4 F5 euclidean 0,4066 0,4140 1 2 
82 N4 F5 manhattan 0,4066 0,4140 1 2 
83 N4 F6 euclidean 0,3613 0,4106 1 2 
84 N4 F6 manhattan 0,3396 0,3889 1 2 
85 N4 F7 euclidean 0,4665 0,4591 2 1 
86 N4 F7 manhattan 0,4995 0,4444 2 1 
87 N4 F8 euclidean 0,4459 0,4079 2 1 
88 N4 F8 manhattan 0,4252 0,4734 1 2 
89 N4 F9 euclidean 0,4466 0,4694 1 2 
90 N4 F9 manhattan 0,4865 0,4563 2 1 
   Rerata 0,43 0,45 1,36 1,64 
   Simp. Baku 0,05 0,04 0,44 0,44 
 
Lampiran 7 
Lampiran 7 Blok Pengujian Pengaruh Skema Jarak pada Rerata Harmonik AUC dan 





Pengaruh Skema Jarak 
(RH) 
Peringkat 
SNN SND Fitur Euclidean Manhattan Euclidean Manhattan 
1 1-NN N0 F1 0,4887 0,5333 1 2 
2 1-NN N0 F2 0,4629 0,4419 2 1 
3 1-NN N0 F3 0,4887 0,5333 1 2 
4 1-NN N0 F4 0,5720 0,5510 2 1 
5 1-NN N0 F5 0,5984 0,6223 1 2 
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Lampiran 7 Blok Pengujian Pengaruh Skema Jarak pada Rerata Harmonik AUC dan 





Pengaruh Skema Jarak 
(RH) 
Peringkat 
SNN SND Fitur Euclidean Manhattan Euclidean Manhattan 
6 1-NN N0 F6 0,5536 0,5778 1 2 
7 1-NN N0 F7 0,5720 0,5510 2 1 
8 1-NN N0 F8 0,5984 0,6223 1 2 
9 1-NN N0 F9 0,5554 0,6217 1 2 
10 1-NN N1 F1 0,5098 0,5942 1 2 
11 1-NN N1 F2 0,5778 0,6223 1 2 
12 1-NN N1 F3 0,6433 0,5969 2 1 
13 1-NN N1 F4 0,5768 0,6224 1 2 
14 1-NN N1 F5 0,5779 0,5557 2 1 
15 1-NN N1 F6 0,5768 0,5551 2 1 
16 1-NN N1 F7 0,5768 0,6224 1 2 
17 1-NN N1 F8 0,5779 0,5557 2 1 
18 1-NN N1 F9 0,4668 0,5333 1 2 
19 1-NN N2 F1 0,5098 0,5942 1 2 
20 1-NN N2 F2 0,5778 0,6223 1 2 
21 1-NN N2 F3 0,6433 0,5969 2 1 
22 1-NN N2 F4 0,5768 0,6224 1 2 
23 1-NN N2 F5 0,5779 0,5557 2 1 
24 1-NN N2 F6 0,5768 0,5551 2 1 
25 1-NN N2 F7 0,5768 0,6224 1 2 
26 1-NN N2 F8 0,5779 0,5557 2 1 
27 1-NN N2 F9 0,4668 0,5333 1 2 
28 1-NN N3 F1 0,5076 0,5732 1 2 
29 1-NN N3 F2 0,5779 0,6002 1 2 
30 1-NN N3 F3 0,5988 0,5732 2 1 
31 1-NN N3 F4 0,5757 0,5757 1,5 1,5 
32 1-NN N3 F5 0,6223 0,5997 2 1 
33 1-NN N3 F6 0,5321 0,5321 1,5 1,5 
34 1-NN N3 F7 0,5757 0,5757 1,5 1,5 
35 1-NN N3 F8 0,6223 0,5997 2 1 
36 1-NN N3 F9 0,5112 0,5335 1 2 
37 1-NN N4 F1 0,4593 0,5311 1 2 
38 1-NN N4 F2 0,5779 0,6002 1 2 
39 1-NN N4 F3 0,5543 0,5942 1 2 
40 1-NN N4 F4 0,5311 0,5757 1 2 
41 1-NN N4 F5 0,6443 0,5997 2 1 
42 1-NN N4 F6 0,5536 0,5321 2 1 
43 1-NN N4 F7 0,5311 0,5757 1 2 
44 1-NN N4 F8 0,6443 0,5997 2 1 
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Lampiran 7 Blok Pengujian Pengaruh Skema Jarak pada Rerata Harmonik AUC dan 





Pengaruh Skema Jarak 
(RH) 
Peringkat 
SNN SND Fitur Euclidean Manhattan Euclidean Manhattan 
45 1-NN N4 F9 0,5112 0,5335 1 2 
46 B-NN N0 F1 0,4659 0,4427 2 1 
47 B-NN N0 F2 0,4629 0,4419 2 1 
48 B-NN N0 F3 0,4659 0,5333 1 2 
49 B-NN N0 F4 0,4659 0,4874 1 2 
50 B-NN N0 F5 0,6173 0,5961 2 1 
51 B-NN N0 F6 0,4608 0,4608 1,5 1,5 
52 B-NN N0 F7 0,4659 0,4874 1 2 
53 B-NN N0 F8 0,6173 0,5961 2 1 
54 B-NN N0 F9 0,5059 0,5088 1 2 
55 B-NN N1 F1 0,5557 0,5779 1 2 
56 B-NN N1 F2 0,5778 0,6223 1 2 
57 B-NN N1 F3 0,5779 0,5969 1 2 
58 B-NN N1 F4 0,5778 0,5768 2 1 
59 B-NN N1 F5 0,5749 0,5749 1,5 1,5 
60 B-NN N1 F6 0,4659 0,4608 2 1 
61 B-NN N1 F7 0,5778 0,5768 2 1 
62 B-NN N1 F8 0,5749 0,5749 1,5 1,5 
63 B-NN N1 F9 0,5359 0,4890 2 1 
64 B-NN N2 F1 0,5999 0,6217 1 2 
65 B-NN N2 F2 0,5778 0,6223 1 2 
66 B-NN N2 F3 0,5779 0,5969 1 2 
67 B-NN N2 F4 0,6002 0,5768 2 1 
68 B-NN N2 F5 0,5749 0,5749 1,5 1,5 
69 B-NN N2 F6 0,4850 0,4608 2 1 
70 B-NN N2 F7 0,6002 0,5768 2 1 
71 B-NN N2 F8 0,5749 0,5749 1,5 1,5 
72 B-NN N2 F9 0,5929 0,5424 2 1 
73 B-NN N3 F1 0,5732 0,5311 2 1 
74 B-NN N3 F2 0,5779 0,6002 1 2 
75 B-NN N3 F3 0,5988 0,5732 2 1 
76 B-NN N3 F4 0,5543 0,6315 1 2 
77 B-NN N3 F5 0,6223 0,6173 2 1 
78 B-NN N3 F6 0,4850 0,4850 1,5 1,5 
79 B-NN N3 F7 0,5543 0,6315 1 2 
80 B-NN N3 F8 0,6223 0,6173 2 1 
81 B-NN N3 F9 0,5885 0,5018 2 1 
82 B-NN N4 F1 0,6203 0,5772 2 1 
83 B-NN N4 F2 0,5779 0,6002 1 2 
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Lampiran 7 Blok Pengujian Pengaruh Skema Jarak pada Rerata Harmonik AUC dan 





Pengaruh Skema Jarak 
(RH) 
Peringkat 
SNN SND Fitur Euclidean Manhattan Euclidean Manhattan 
84 B-NN N4 F3 0,5988 0,5942 2 1 
85 B-NN N4 F4 0,6601 0,6150 2 1 
86 B-NN N4 F5 0,6173 0,6173 1,5 1,5 
87 B-NN N4 F6 0,4850 0,4850 1,5 1,5 
88 B-NN N4 F7 0,6601 0,6150 2 1 
89 B-NN N4 F8 0,6173 0,6173 1,5 1,5 
90 B-NN N4 F9 0,5359 0,5018 2 1 
     Rerata 1,50 1,50 
     Simp. Baku 0,47 0,47 
 
Lampiran 8 
Lampiran 8 Blok Pengujian Pengaruh Skema Jarak pada Rerata Harmonik AUC 





Pengaruh Skema Jarak  
(RH) 
Peringkat 
SNN SND Fitur Euclidean Manhattan Euclidean Manhattan 
1 1-NN N0 F1 0,4260 0,4502 1 2 
2 1-NN N0 F2 0,3284 0,3519 1 2 
3 1-NN N0 F3 0,4260 0,4502 1 2 
4 1-NN N0 F4 0,3902 0,4246 1 2 
5 1-NN N0 F5 0,4001 0,4001 1,5 1,5 
6 1-NN N0 F6 0,3696 0,3386 2 1 
7 1-NN N0 F7 0,4067 0,4772 1 2 
8 1-NN N0 F8 0,4204 0,4257 1 2 
9 1-NN N0 F9 0,3902 0,4246 1 2 
10 1-NN N1 F1 0,4129 0,4096 2 1 
11 1-NN N1 F2 0,5352 0,5212 2 1 
12 1-NN N1 F3 0,4685 0,4646 2 1 
13 1-NN N1 F4 0,4147 0,4505 1 2 
14 1-NN N1 F5 0,4001 0,4001 1,5 1,5 
15 1-NN N1 F6 0,3584 0,3247 2 1 
16 1-NN N1 F7 0,4314 0,4949 1 2 
17 1-NN N1 F8 0,4204 0,4282 1 2 
18 1-NN N1 F9 0,4147 0,4505 1 2 
19 1-NN N2 F1 0,4129 0,4096 2 1 
20 1-NN N2 F2 0,5352 0,5212 2 1 
21 1-NN N2 F3 0,4685 0,4646 2 1 
22 1-NN N2 F4 0,4147 0,4505 1 2 
23 1-NN N2 F5 0,4001 0,4001 1,5 1,5 
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Lampiran 8 Blok Pengujian Pengaruh Skema Jarak pada Rerata Harmonik AUC 





Pengaruh Skema Jarak  
(RH) 
Peringkat 
SNN SND Fitur Euclidean Manhattan Euclidean Manhattan 
24 1-NN N2 F6 0,3584 0,3247 2 1 
25 1-NN N2 F7 0,4314 0,4949 1 2 
26 1-NN N2 F8 0,4204 0,4282 1 2 
27 1-NN N2 F9 0,4147 0,4505 1 2 
28 1-NN N3 F1 0,4591 0,4242 2 1 
29 1-NN N3 F2 0,5129 0,4899 2 1 
30 1-NN N3 F3 0,4722 0,4660 2 1 
31 1-NN N3 F4 0,4214 0,4781 1 2 
32 1-NN N3 F5 0,4001 0,4001 1,5 1,5 
33 1-NN N3 F6 0,3565 0,3425 2 1 
34 1-NN N3 F7 0,4344 0,4761 1 2 
35 1-NN N3 F8 0,4204 0,4180 2 1 
36 1-NN N3 F9 0,4214 0,4781 1 2 
37 1-NN N4 F1 0,4492 0,4293 2 1 
38 1-NN N4 F2 0,5296 0,5341 1 2 
39 1-NN N4 F3 0,4653 0,4738 1 2 
40 1-NN N4 F4 0,4466 0,4865 1 2 
41 1-NN N4 F5 0,4066 0,4066 1,5 1,5 
42 1-NN N4 F6 0,3613 0,3396 2 1 
43 1-NN N4 F7 0,4665 0,4995 1 2 
44 1-NN N4 F8 0,4459 0,4252 2 1 
45 1-NN N4 F9 0,4466 0,4865 1 2 
46 B-NN N0 F1 0,4260 0,4502 1 2 
47 B-NN N0 F2 0,4000 0,4000 1,5 1,5 
48 B-NN N0 F3 0,4260 0,4502 1 2 
49 B-NN N0 F4 0,4256 0,4246 2 1 
50 B-NN N0 F5 0,4140 0,4140 1,5 1,5 
51 B-NN N0 F6 0,4172 0,4142 2 1 
52 B-NN N0 F7 0,4067 0,4607 1 2 
53 B-NN N0 F8 0,4204 0,4120 2 1 
54 B-NN N0 F9 0,4256 0,4246 2 1 
55 B-NN N1 F1 0,4186 0,4375 1 2 
56 B-NN N1 F2 0,5352 0,5378 1 2 
57 B-NN N1 F3 0,4201 0,4000 2 1 
58 B-NN N1 F4 0,5001 0,4587 2 1 
59 B-NN N1 F5 0,4140 0,4140 1,5 1,5 
60 B-NN N1 F6 0,4083 0,4017 2 1 
61 B-NN N1 F7 0,5001 0,4487 2 1 
62 B-NN N1 F8 0,4832 0,4734 2 1 
63 B-NN N1 F9 0,5001 0,4756 2 1 
64 B-NN N2 F1 0,4186 0,4375 1 2 
65 B-NN N2 F2 0,5352 0,5212 2 1 
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Lampiran 8 Blok Pengujian Pengaruh Skema Jarak pada Rerata Harmonik AUC 





Pengaruh Skema Jarak  
(RH) 
Peringkat 
SNN SND Fitur Euclidean Manhattan Euclidean Manhattan 
66 B-NN N2 F3 0,4201 0,4000 2 1 
67 B-NN N2 F4 0,5001 0,4464 2 1 
68 B-NN N2 F5 0,4140 0,4140 1,5 1,5 
69 B-NN N2 F6 0,4112 0,3819 2 1 
70 B-NN N2 F7 0,5001 0,4487 2 1 
71 B-NN N2 F8 0,4832 0,4079 2 1 
72 B-NN N2 F9 0,4842 0,4587 2 1 
73 B-NN N3 F1 0,4213 0,4491 1 2 
74 B-NN N3 F2 0,5129 0,5346 1 2 
75 B-NN N3 F3 0,4293 0,4643 1 2 
76 B-NN N3 F4 0,4768 0,4757 2 1 
77 B-NN N3 F5 0,4140 0,4140 1,5 1,5 
78 B-NN N3 F6 0,4106 0,3889 2 1 
79 B-NN N3 F7 0,4757 0,4606 2 1 
80 B-NN N3 F8 0,4204 0,4734 1 2 
81 B-NN N3 F9 0,4768 0,4641 2 1 
82 B-NN N4 F1 0,4026 0,4551 1 2 
83 B-NN N4 F2 0,5296 0,5309 1 2 
84 B-NN N4 F3 0,4264 0,4086 2 1 
85 B-NN N4 F4 0,4694 0,4563 2 1 
86 B-NN N4 F5 0,4140 0,4140 1,5 1,5 
87 B-NN N4 F6 0,4106 0,3889 2 1 
88 B-NN N4 F7 0,4591 0,4444 2 1 
89 B-NN N4 F8 0,4079 0,4734 1 2 
90 B-NN N4 F9 0,4694 0,4563 2 1 
     Rerata 1,54 1,46 





Lampiran 9 Blok Pengujian Pengaruh Skema Uji Lanjut pada Rerata Harmonik 
AUC dan F-Measure (Klasifikasi 2 Kelas) 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema  
Uji Lanjut (RH) 
Peringkat 
SNN Normalisasi Jarak Tukey WMW Tukey WMW 
1 1-NN N0 euclidean 0,5746 0,5753 1 2 
2 1-NN N0 manhattan 0,5837 0,5983 1 2 
3 1-NN N1 euclidean 0,5772 0,5405 2 1 
4 1-NN N1 manhattan 0,5777 0,5705 2 1 
5 1-NN N2 euclidean 0,5772 0,5405 2 1 
6 1-NN N2 manhattan 0,5777 0,5705 2 1 
7 1-NN N3 euclidean 0,5767 0,5697 2 1 
8 1-NN N3 manhattan 0,5692 0,5696 1 2 
9 1-NN N4 euclidean 0,5763 0,5622 2 1 
10 1-NN N4 manhattan 0,5692 0,5696 1 2 
11 B-NN N0 euclidean 0,5147 0,5297 1 2 
12 B-NN N0 manhattan 0,5148 0,5308 1 2 
13 B-NN N1 euclidean 0,5395 0,5629 1 2 
14 B-NN N1 manhattan 0,5375 0,5469 1 2 
15 B-NN N2 euclidean 0,5534 0,5893 1 2 
16 B-NN N2 manhattan 0,5375 0,5647 1 2 
17 B-NN N3 euclidean 0,5539 0,5884 1 2 
18 B-NN N3 manhattan 0,5779 0,5835 1 2 
19 B-NN N4 euclidean 0,5875 0,6044 1 2 
20 B-NN N4 manhattan 0,5724 0,5780 1 2 
     Rerata 1,30 1,70 





Lampiran 10 Blok Pengujian Pengaruh Skema Uji Lanjut pada Rerata Harmonik 
AUC dan F-Measure (Klasifikasi 4 Kelas) 
Blok 
Blok Penelitian 
(Kombinasi Skema Lain) 
Pengaruh Skema 
 Uji Lanjut (RH) 
Peringkat 
SNN Normalisasi Jarak Tukey WMW Tukey WMW 
1 1-NN N0 euclidean 0,3866 0,4058 1 2 
2 1-NN N0 manhattan 0,3877 0,4425 1 2 
3 1-NN N1 euclidean 0,3910 0,4221 1 2 
4 1-NN N1 manhattan 0,3918 0,4579 1 2 
5 1-NN N2 euclidean 0,3910 0,4221 1 2 
6 1-NN N2 manhattan 0,3918 0,4579 1 2 
7 1-NN N3 euclidean 0,3927 0,4254 1 2 
8 1-NN N3 manhattan 0,4069 0,4574 1 2 
9 1-NN N4 euclidean 0,4048 0,4530 1 2 
10 1-NN N4 manhattan 0,4109 0,4704 1 2 
11 B-NN N0 euclidean 0,4189 0,4176 2 1 
12 B-NN N0 manhattan 0,4176 0,4324 1 2 
13 B-NN N1 euclidean 0,4408 0,4945 1 2 
14 B-NN N1 manhattan 0,4248 0,4659 1 2 
15 B-NN N2 euclidean 0,4418 0,4892 1 2 
16 B-NN N2 manhattan 0,4141 0,4384 1 2 
17 B-NN N3 euclidean 0,4338 0,4576 1 2 
18 B-NN N3 manhattan 0,4262 0,4661 1 2 
19 B-NN N4 euclidean 0,4313 0,4455 1 2 
20 B-NN N4 manhattan 0,4197 0,4580 1 2 
     Rerata 1,05 1,95 
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