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Abstract: (dk 1 quotient) $tarrow[f(x+\phi-flx)yt$
max
1. : $f:\mathbb{R}^{n_{arrow(-\infty,+\infty]}}$ int (dom$f$ ) $\neq\emptyset$
$X$ :
$f’(xfl)= \lim_{t}\downarrow 01\lambda x+u)-J\langle x)]/t$ ,
$d$ int (dom$f$ )
$\max$ ,
$R^{n_{x}}R$
$L(f)$ $:=\{(\alpha,\beta)\in \mathbb{R}^{n_{x}}\mathbb{R}|<\alpha,z>+\beta\leq J(z), \forall z\in \mathbb{R}^{n}\}$ .
Theorem 1. (Rockafellar [25] Theorem 12.1)
$f(x)= \sup\{<\alpha,x>+\beta|(\alpha,\beta)\in L(f)\}$ . (1)
max
2. : $\max$
Theorem 2. (Danskin [81 Chap.III Theorem 1) $\varphi:\mathbb{R}^{n_{x}}Tarrow \mathbb{R}$









(1) , 2 $T$
$L(P$ 2 $T$
$M$







$M_{J}(x)$ (i) $(x,J(x))$ $\varphi if$
(u) $\epsilon>0$ \Leftarrow ) ( ) :
$M_{f)}^{\epsilon_{(x):=\{(a,\beta)\in L(f1<a,x>+\beta\geq f(x)-\in\}}}$ .
Lemma. $x\in int$ (dom$f$ ) $x$ $U$ $\epsilon>0$ :
$M_{f^{\epsilon}}(x) \supset\bigcup_{y\in U^{M}\oint \mathcal{Y})}$ (2)
$’\supset$
$M \oint x$) (i)
Remark: $M_{J}(x)$ $M_{f^{\epsilon}}(x)$ x)
$\epsilon$- $\partial J(x)$ :
$\partial flx)=\{a\in \mathbb{R}^{n_{1<\alpha,z-x>\leq J(z)-J(x)}}, \forall z\in \mathbb{R}^{n}\}$ ,
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3. : $D\ddot{m}$ :
$r(x \beta)=\lim_{t}\downarrow 0^{[f(x+d\cdot\beta)-f’(x;d)yr}$ (3)






$f(x)=|_{X}|^{r}$ , $1<r<2$ .
\supset :
maximize $<\alpha,d>$
$xt$ . $f(x)$ (\alpha )- $<\alpha x>\leq 0$ . (4)
‘. Slater
$f$ ) $\partial_{6}f(x)$






$s.t$. J(X) (\alpha )-- $<\alpha x>\leq\epsilon$ .
Theorem 3.(Lemar\’echal&Nurminsk\"u [21], Auslender [4]) $Xarrow f_{\epsilon’}(x$
$f_{\epsilon’’}(x\beta)=1\dot{m}_{t}\downarrow 0^{[f_{\epsilon’}(x+d;d)-f_{\epsilon’}(x;d)]/t}$
$f_{\epsilon}(x$ (3)
6 $0$ (Shiraishi [281)
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