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a b s t r a c t
This paper considers a family of generalized active scalar equations, with fractional
dissipation, whose velocity fields are more singular than Riesz transform. We prove global
well-posedness results for small initial data belonging to Besov–Morrey spaces, which
contain strongly singular functions and measures concentrated at points (Diracs) and on
smooth curves. Self-similar solutions are obtained for initial data and coupling-velocity
operator with correct homogeneities. We also show an asymptotic behavior result and
obtain a class of asymptotically self-similar solutions.
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1. Introduction
In this work we consider the initial value problem (IVP) for the dissipative active scalar equation
∂θ
∂t
+ u · ∇xθ + κ(−∆)γ θ = 0, x ∈ Rn , t > 0,
θ(x, 0) = θ0(x), x ∈ Rn,
(1.1)
where n ≥ 2, κ > 0 and γ > 0. The velocity field u is obtained from the active scalar θ through the linear operator
P[θ ] = u, (1.2)
such that ∇ · u = 0, and
uj =
n
i=1
aijRiΛ−1Pi(θ), for 1 ≤ j ≤ n, (1.3)
whereΛ = (−∆) 12 ,Ri = −∂i(−∆)− 12 is the i-th Riesz transform, aij’s are constant and
Pi(θ)(ξ) = Pi(ξ)θ(ξ). (1.4)
The symbol Pi(ξ) of the Fourier multiplier operator (1.4) belongs to C [n/2]+1(Rn \ {0}) and satisfies∂αPi∂ξα (ξ)
 ≤ C |ξ |β−|α| , (1.5)
for all α ∈ (N∪ {0})n, |α| ≤ [n/2] + 1, and ξ ≠ 0, where β ≥ 0. Indeed, we focus in the case β ≥ 1, which is more singular
and difficult-to-treating, and for the sake of completeness, we explain in Remark 3.2 how to obtain results for 0 ≤ β < 1.
E-mail address: lcff@ime.unicamp.br.
0898-1221/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2012.01.074
L.C.F. Ferreira / Computers and Mathematics with Applications 64 (2012) 3292–3301 3293
Here we consider κ = 1 and the mild formulation for (1.1), which is obtained from the Duhamel principle, namely
θ(t) = Gγ (t)θ0 + B(θ, θ)(t), (1.6)
where
B(θ, ϕ)(t) = −
 t
0
Gγ (t − s) (∇ · (P[θ ]ϕ)) (s) ds (1.7)
and Gγ (t) is the convolution operator with kernel gγ given by gγ (ξ , t) = e−|ξ |2γ t .
The model (1.1)–(1.3) was introduced in [1] and generalizes some important kinds of active scalar equations. For n = 2,
we have the following special case
∂θ
∂t
+ u · ∇xθ + κ(−∆)γ θ = 0, x ∈ R2, t > 0,
u = ∇⊥ψ and 1ψ = Π(θ), x ∈ R2, t > 0,
(1.8)
where the symbol of the multiplier operatorΠ is as in (1.5). In particular, system (1.8) includes the famous 2D dissipative
surface quasi-geostrophic (2DSQG)
∂θ
∂t
+ u · ∇xθ + κ(−∆)γ θ = 0, x ∈ R2, t > 0,
u = ∇⊥ψ and Λψ = −θ, x ∈ R2, t > 0,
(1.9)
in which the velocity field u can be written by using Riesz transform, precisely
u = (−R2θ,R1θ). (1.10)
The latter model have been used in geophysical fluid dynamics and it is derived from general quasi-geostrophic equations
under the condition of vertically stratified flow and assuming small Rossby number [2,3]. For global existence, uniqueness,
regularity and asymptotic behavior results concerning (1.9), we refer the reader to [2,4–18] and their references.
Others special cases of (1.1)–(1.3) have been considered in [19,20] and [19,21]. Among others, they analyzed (1.8),
respectively, with couplings
Λψ = Λβ−1θ, (1.11)
ψ = (log(I −∆))χθ, χ > 0. (1.12)
Notice that (1.12) is more singular than (1.10). Based on numerical simulations, Ohkitani [21] conjectured that (1.9) with
coupling (1.12) and κ = 0 may be globally well-posed. As a starting point, the authors of [19] showed this model is locally
in time well-posed in H4(R2) for κ > 0 and γ > 0.
Indeed, for many velocity fields u in the form (1.3), it is still an open problem to knowwhether smooth solutions of (1.1)
blow up (or not) at a finite time T . So a motivation arises to study (1.1)–(1.3) in spaces that contain singular functions and to
look for self-similar solutions. In this direction, we show in Theorem 3.1(i) global well-posedness for (1.1)–(1.3) with small
data belonging to Besov–Morrey spacesN sp,µ,∞ (see Section 2 for definition). Our conditions on multiplier operator Pi allow
us to consider velocity fields more singular (e.g. (1.12)) than the Riesz-transform case (1.10). Besides the above examples,
we can treat other velocity fields such as the ones corresponding to
Pi(ξ) = |ξ |α (log(1+ |ξ |2))χ , χ > 0, 1 ≤ α < β ≤ 2χ + α,
Pi(ξ) = |ξ |α (log(1+ log(1+ |ξ |2)))χ , χ > 0, 1 ≤ α < β ≤ 4χ + α.
The spacesN sp,µ,q were initially introduced in the paper [22] to study Navier–Stokes equations. We also refer the reader
to [23] for a study on Keller–Segel model in these spaces. They contain functions, which may be strongly singular and not
to decay at infinity, and (when s = −(n− µ)/p′ and q = ∞) measures concentrated on a compact smooth µ-dimensional
manifold in Rn. Taking 2γ − β = n and µ = 0 in Theorem 3.1, the data θ0 can be a measure concentrated on a countable
sum of Diracs. Measures concentrated on compact smooth k-dimensional manifold in Rn can be considered as initial data
θ0 when 2γ − β = n− k and µ = k. Also, under certain conditions on p, r, s, µ, σ , we have
L(p,∞) ⊂Mr,µ ⊂ N −σr,µ,∞ and B˙sp,∞ ⊂ N −σr,µ,∞, (1.13)
where L(p,∞),Mr,µ and B˙sp,∞ stand for weak-Lp, Morrey and homogeneous Besov spaces, respectively, with the same scaling.
The continuous inclusions (1.13) give an idea of how large the spaceN sp,µ,q is.
Assuming in (1.3) that Pi’s are homogeneous functions of degree β , we have the following scaling for (1.1)–(1.3):
θ → θλ = λ2γ−βθ(λx, λ2γ t), for λ > 0. (1.14)
Even when Pi do not have the correct homogeneity, one can consider (1.14) as an ‘‘intrinsic scaling’’ inherited from the
previous case. Our existence result is proved through a contraction argument in a Kato–Fujita type space X with norm
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invariant by (1.14). Then, taking in particular θ0 and Pi homogeneous of degree −(2γ − β) and β , respectively, the
corresponding mild solution is invariant by (1.14), i.e, it is self-similar. Moreover, we show that the solutions are radially
symmetricwhenever Pi’s and θ0 are.We also analyze the asymptotic stability of solutions and obtain a class of asymptotically
self-similar solutions (see Theorem 3.3). This kind of result also has been proved in different frameworks for other models;
for instance (see also the references therein), Navier–Stokes system [24,25], Boussinesq equations [26,27] and Schrödinger
equations [28].
The plan of this paper is as follows. In the next section some definitions and properties about Morrey and Besov–Morrey
spaces are reviewed. Our results are stated in Section 3 and proved in Section 4.
2. Preliminaries
This section is devoted to review some definitions and properties about Morrey and Besov–Morrey spaces. The reader
interested in a deeper discussion on those spaces is referred to [29,22,30,31].
Morrey spaces. For 1 ≤ p ≤ ∞ and 0 ≤ µ < n, the Morrey spaceMp,µ is the set
Mp,µ =

f ∈ Lploc(Rn) : ∥f ∥Mp,µ <∞

, (2.1)
which is a Banach space with the norm
∥f ∥Mp,µ = sup

R−
µ
p ∥f ∥Lp(BR(x0)) ; x0 ∈ Rn, R > 0

, (2.2)
where BR(x0) is the ball with center x0 and radius R. The Banach spaceMsp,µ = (−∆)−s/2Mp,µ (for s ∈ R and 1 ≤ p < ∞)
endowed with the norm
∥f ∥Msp,µ =
(−∆)s/2f 
Mp,µ
(2.3)
is the so-called Sobolev–Morrey space. In the case p = 1, the norm ∥·∥L1(BR(x0)) stands for the total variation of f on BR(x0)
andM1,µ is a signed measure space. Also,M1,0 = M is the space of the finite measures,M0p,0 = Mp,0 = Lp,M∞,µ = L∞,
andMsp,0 = H˙sp is the homogeneous Sobolev space.
Denoting τp,µ = n−µp , we have the following scaling for ∥·∥Msp,µ
∥f (λx)∥Msp,µ = λs−τp,µ ∥f (x)∥Msp,µ . (2.4)
Hölder type inequalities hold true inMorrey spaces. Precisely, let 1 ≤ pi ≤ ∞ and 0 ≤ µi < n, i = 1, 2, 3. If 1p3 = 1p1+ 1p2
and µ3p3 =
µ1
p1
+ µ2p2 then
∥fg∥Mp3,µ3 ≤ ∥f ∥Mp1,µ1 ∥g∥Mp2,µ2 . (2.5)
Homogeneous Besov–Morrey spaces. Denote by P the set of all polynomials with n variables and S
′
/P the set of
equivalence classes modulo those polynomials. Let ϕ ∈ C∞0 (Rn) satisfy
supp(ϕ) ⊂ {ξ ∈ Rn : 2−1 < |ξ | < 2} and
∞
k=−∞
ϕ(2−kξ) = 1, for all ξ ≠ 0. (2.6)
Consider the family of functions {ϕk}k∈Z defined via Fourier transform by ϕk(ξ) = [ϕ(2−kξ)]∨, for every k ∈ Z. In view of
(2.6), we have clearly that
∞
k=−∞ϕk(ξ) = 1. For f ∈ S ′ and 0 ≤ µ < n, let us define the quantity
∥f ∥N sp,µ,q =


k∈Z
(2ks∥ϕk ∗ f ∥Mp,µ)q
 1
q
, 1 ≤ p <∞, 1 ≤ q <∞, s ∈ R.
sup
k∈Z
(2ks∥ϕk ∗ f ∥Mp,µ), 1 ≤ p <∞, q = ∞, s ∈ R.
The homogeneous Besov–Morrey space N sp,µ,q is the Banach space of all f ∈ S ′/P such that ∥f ∥N sp,µ,q < ∞. The following
interpolation properties hold true:
(Ms1p,µ,M
s2
p,µ)θ,q = N sp,µ,q, (2.7)
(N s1p,µ,q1 ,N
s2
p,µ,q2)θ,q = N sp,µ,q, (2.8)
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where 1 ≤ q, q1, q2 ≤ ∞, θ ∈ (0, 1) and s = (1 − θ)s1 + θs2 with s1 ≠ s2. The inclusion N sp,µ,q2 ⊂ N sp,µ,q1 is continuous
for 1 ≤ q2 ≤ q1 ≤ ∞, and we have the Sobolev type embeddings
Ms2p2,µ ⊂Ms1p1,µ, (2.9)
N s2p2,µ,q2 ⊂ N s1p1,µ,q1 , (2.10)
for 1 ≤ p2 ≤ p1 <∞ and s1 − n−µp1 = s2 −
n−µ
p2
. Moreover,
(−∆)l/2Msp,µ =Ms−lp,µ and (−∆)l/2N sp,µ,q = N s−lp,µ,q, (2.11)
for all l ∈ R and 1 ≤ p, q ≤ ∞with p ≠ ∞. We also recall that
N 0p,µ,1 ⊂Mp,µ ⊂ N 0p,µ,∞, for all 1 ≤ p <∞ and 0 ≤ µ < n. (2.12)
The next lemma gives estimates for certain multiplier operators acting inMsp,µ andN
s
p,µ,q (see e.g. [22,30,31]).
Lemma 2.1. Let m,s ∈ R, 1 ≤ p < ∞, 0 ≤ µ < n, 1 ≤ q ≤ ∞ and F(ξ) ∈ C [n/2]+1(Rn \ {0}). Assume that there is A > 0
such that∂αF∂ξα (ξ)
 ≤ A |ξ |m−|α| , (2.13)
for all α ∈ (N ∪ {0})n, |α| ≤ [n/2] + 1, and ξ ≠ 0. Then the multiplier operator F(D) on S ′/P is bounded fromMsp,µ toMs−mp,µ
and fromN sp,µ,q toN
s−m
p,µ,q. Moreover, the following estimates hold true
∥F(D)f ∥Ms−mp,µ ≤ CA ∥f ∥Msp,µ , (2.14)
∥F(D)f ∥N s−mp,µ,q ≤ CA ∥f ∥N sp,µ,q . (2.15)
In the sequel we provide estimates for {Gγ (t)}t≥0 on the spacesMsp,µ andN sp,µ,q.
Lemma 2.2. Let 0 < γ < ∞, s1 ≤ s2, si ∈ R, 1 ≤ q ≤ ∞, 1 ≤ p1 ≤ p2 < ∞, 0 ≤ µ < n and let τpi,µ be as in (2.4). There
exists a constant C > 0 such thatGγ (t)f Ms2p2,µ ≤ Ct− (s2−s1)2γ − 12γ (τp1,µ−τp2,µ) ∥f ∥Ms1p1,µ , (2.16)Gγ (t)f N s2p2,µ,q ≤ Ct− (s2−s1)2γ − 12γ (τp1,µ−τp2,µ) ∥f ∥N s1p1,µ,q , (2.17)
for all f ∈ S ′ . Moreover, if s2 ≠ s1 thenGγ (t)f N s2p2,µ,1 ≤ Ct− (s2−s1)2γ − 12γ (τp1,µ−τp2,µ) ∥f ∥N s1p1,µ,∞ , (2.18)
for all f ∈ S ′ .
Proof. The estimate (2.16) and the interpolation property (2.7) imply (2.17). In particular, (2.17) givesGγ (t)f N 2s2−s1p2,µ,∞ ≤ Ct− (s2−s1)γ − 12γ (τp1,µ−τp2,µ) ∥f ∥N s1p1,µ,∞ , (2.19)Gγ (t)f N s1p2,µ,∞ ≤ Ct− 12γ (τp1,µ−τp2,µ) ∥f ∥N s1p1,µ,∞ . (2.20)
In view of (2.8), we haveN s2p2,µ,1 = (N
2s2−s1
p2,µ,∞,N
s1
p2,µ,∞) 12 ,1. Therefore, the estimate (2.18) follows from (2.19)–(2.20) and an
interpolation argument. It remains to prove (2.16). When s1 = s2 = 0, the case γ = 1 and γ ≠ 1 can be found in [29,31]
and [18], respectively. The case s1 = s2 = s follows from the previous ones, because (−∆) s2 commutes with Gγ (t). For the
general case, let δ = s2− s1 > 0, fλ(x) = f (λx) and hγ (x, t) defined through hγ (ξ , t) = |ξ |δ e−t|ξ |2γ . Consider themultiplier
operators
F(D)f =

(−∆) δ2 Gγ (1/2)

f = hγ (·, 1/2) ∗ f (·),
(−∆) δ2 Gγ (t/2)

f

(x) = t−
δ
2γ 
hγ (·, 1/2) ∗ ft1/2γ (·)

t−1/2γ (x)
= t− δ2γ F(D)(ft1/2γ )t−1/2γ (x), (2.21)
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where the symbol of F(D) is F(ξ) = |ξ |δ e− 12 |ξ |2γ . In view of (2.4) and since F(ξ) satisfies (2.13) withm = 0, we have thatF(D)(ft1/2γ )t−1/2γ Msp,µ = t− 12γ

s− n−µp
 F(D)(ft1/2γ )Msp,µ
≤ Ct− s2γ + n−µ2γ p ft1/2γ Msp,µ
= Ct− s2γ + n−µ2γ p t s2γ − n−µ2γ p ∥f ∥Msp,µ
= C ∥f ∥Msp,µ . (2.22)
Now, employing (2.16) with s1 = s2 and using (2.21), we obtainGγ (t)f Ms2p2,µ = Gγ (t/2)Gγ (t/2)f Ms2p2,µ
≤ C(t/2)− 12γ (τp1,µ−τp2,µ) Gγ (t/2)f Ms2p1,µ
= Ct− 12γ (τp1,µ−τp2,µ)
(−∆) δ2 Gγ (t/2) f 
M
s1
p1,µ
= Ct− δ2γ t− 12γ (τp1,µ−τp2,µ) F(D)(ft1/2γ )t−1/2γ Ms1p1,µ
≤ Ct− (s2−s1)2γ − 12γ (τp1,µ−τp2,µ) ∥f ∥
M
s1
p1,µ
,
because of (2.22). 
3. Results
The aim of this section is to state our results for IVP (1.1). We start by performing a scaling analysis in order to find the
correct indexes for Kato–Fujita type norms based on Morrey and Besov–Morrey spaces. Let Pi be homogeneous of degree β .
If θ is a classical solution for (1.1)–(1.3) then the rescaled function
θλ := λ2γ−βθ(λx, λ2γ t)
is also a solution. Motivated by it, one defines the scaling map of (1.1)–(1.3) by
θ → θλ = λ2γ−βθ(λx, λ2γ t), for λ > 0. (3.1)
A solution θ is called self-similar when it is invariant by (3.1), that is, θ ≡ θλ for all λ > 0. Formally, making t → 0+ in (3.1),
one obtains the scaling map associated to the initial condition
θ0 → λ2γ−βθ0(λx). (3.2)
Therefore we see that self-similar solutions correspond to initial data θ0 homogeneous of degree−(2γ − β).
Let 1 < r < q and consider the parameters
k0 = 2γ − β, σ = k0 − n− µr and η =
k0 + (β − 1)
2γ
− n− µ
2γ q
. (3.3)
We consider the initial data θ0 belonging to the critical Besov–Morrey spaceN −σr,µ,∞, that is, the one whose norm is invariant
by (3.2). Global-in-time solutions θ(x, t)will be sought in the scaling-invariant Kato–Fujita class
X = θ ∈ BC (0,∞);N −σr,µ,∞ : tηθ ∈ BC (0,∞);Mβ−1q,µ  , (3.4)
which is a Banach space with norm
∥u∥X = sup
t>0
∥θ(·, t)∥N−σr,µ,∞ + supt>0 t
η ∥θ(·, t)∥
M
β−1
q,µ
. (3.5)
Our well-posedness result reads as follows.
Theorem 3.1. Assume that n ≥ 2, 1 < r < q <∞, 0 ≤ µ < n, 1 ≤ β < 2γ ≤ n+ β and q+2(n−µ)2q < γ < q+n−µq . Suppose
that θ0 ∈ N −σr,µ,∞ and n−µr = 2(n−µ)q − (β − 1). Let K1, K2 be as in Lemma 4.2, K = K1 + K2 and 0 < ε < 14K .
(i) (Existence and uniqueness) There exists δ = δ(ε) such that (1.6) has a global solution θ ∈ X provided ∥θ0∥N−σr,µ,∞ ≤ δ. The
solution is the unique one satisfying ∥θ∥X ≤ 2ε. Moreover, θ(x, t) ⇀ θ0 in S′(Rn) as t → 0+.
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(ii) (Self-similarity) Let the symbol Pi(ξ) be homogeneous of degree β , for i = 1, 2, . . . , n. If θ0 is a homogeneous distribution
of degree−(2γ − β) then the solution θ is self-similar, that is,
θ(x, t) = λ2γ−βθ(λx, λ2γ t)
for all λ > 0, t > 0 and a.e. x ∈ Rn.
(iii) (Radiality) The solution θ(x, t) is radially symmetric inRn, for each fixed t > 0, whenever θ0 and Pi’s are radially symmetric.
Remark 3.2. With a slight modification in Theorem 3.1 and an adaptation of the estimates of Section 4 (particularly (4.6)),
one can treat the range 0 ≤ β < 1. For that matter, one needs to change the space in (3.4) toX = θ ∈ BC (0,∞);N −σr,µ,∞ : tηθ ∈ BC (0,∞);Mq,µ ,
whereη = k02γ − n−µ2γ q . In fact, this case is easier to handling than β ≥ 1.
In the spirit of [24] (see also [26,23]) one can show the existence of a class of asymptotically self-similar solutions.
Theorem 3.3. Under the hypotheses of Theorem 3.1.
(i) (Asymptotic stability) Let θ and ϕ be two solutions as in Theorem 3.1 with data θ0 and ϕ0, respectively. We have that
lim
t→+∞
Gγ (t)(θ0 − ϕ0)N−σr,µ,∞ = limt→+∞ tη Gγ (t)(θ0 − ϕ0)Mβ−1q,µ = 0 (3.6)
if only if
lim
t→+∞ ∥θ(·, t)− ϕ(·, t)∥N−σr,µ,∞ = limt→+∞ t
η ∥θ(·, t)− ϕ(·, t)∥
M
β−1
q,µ
= 0. (3.7)
(ii) (Asymptotic self-similarity) Assume further that θ0 and Pi’s are homogeneous of degree −(2γ − β) and β , respectively. Let
ψ ∈ C∞0 and ϕ0 = θ0 + ψ be small enough. Since θ0 − ϕ0 verifies (3.6), the solution ϕ is asymptotically self-similar in the
sense of (3.7), i.e., it converges towards the self-similar solution θ as t →+∞.
4. Proofs of the results
In this part we prove the results stated in the previous section. Let us start by recalling an abstract fixed point lemma
which will be useful for our ends. For a proof, see e.g. [25, pg.124], [32] or [33].
Lemma 4.1. Let X be a Banach space with norm ∥·∥X andB : X × X → X be a continuous bilinear map, that is, there is K > 0
such that
∥B(x1, x2)∥X ≤ K ∥x1∥X ∥x2∥X , for all x1, x2 ∈ X . (4.1)
Let 0 < ε < 14K and E2ε = {x ∈ X : ∥x∥X ≤ 2ε}. If ∥y∥X ≤ ε then there exists a unique solution x ∈ E2ε for equation
x = y+B(x, x). The solution is the limit in X of the iterated sequence x1 = y and xm+1 = y+B(xm, xm), m ≥ 1.
4.1. Bilinear estimates
Lemma 4.2. Under the hypotheses of Theorem 3.1. There exist constants K1, K2 > 0 such that
sup
t>0
∥B(θ, ϕ)∥N−σr,µ,∞ ≤ K1 supt>0 t
η ∥θ(·, t)∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ(·, t)∥
M
β−1
q,µ
, (4.2)
sup
t>0
tη ∥B(θ, ϕ)∥
M
β−1
q,µ
≤ K2 sup
t>0
tη ∥θ(·, t)∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ(·, t)∥
M
β−1
q,µ
, (4.3)
for all θ, ϕ ∈ X.
Proof. First let us observe that the conditions on γ , β, µ, q, r imply
1− σ
2γ
< 1 and 0 < η <
1
2
. (4.4)
We use (2.17) and afterwards (2.15) and (2.12) to estimate
∥B(θ, ϕ)∥N−σr,µ,∞ ≤
 t
0
Gγ (t − s)[∇ · (P[θ ]ϕ)(s)]N−σr,µ,∞ ds
≤ C
 t
0
(t − s)− 1−σ2γ ∥∇ · (P[θ ]ϕ)(s)∥
N−1r,µ,∞ ds
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≤ C
 t
0
(t − s)− 1−σ2γ ∥(P[θ ]ϕ)(s)∥N 0r,µ,∞ ds
≤ C
 t
0
(t − s)− 1−σ2γ ∥(P[θ ]ϕ)(s)∥Mr,µ ds. (4.5)
Since n−µr = 2(n−µ)q − (β − 1), we can choose 1 < l <∞ in such a way that l > q, 1r = 1l + 1q and n−µl = n−µq − (β − 1).
Therefore, Hölder inequality (2.5), (2.14) and Sobolev embedding (2.9) yield
∥(P[θ ]ϕ)(s)∥Mr,µ ≤ ∥P[θ ]∥Mq,µ ∥ϕ∥Ml,µ
≤ C ∥θ∥
M
β−1
q,µ
∥ϕ∥
M
β−1
q,µ
. (4.6)
Inserting (4.6) into (4.5), we get
∥B(θ, ϕ)∥N−σr,λ,∞ ≤ C
 t
0
(t − s)− 1−σ2γ ∥θ∥
M
β−1
q,µ
∥ϕ∥
M
β−1
q,µ
ds
≤ C
 t
0
(t − s)− 1−σ2γ s−2ηds sup
t>0
tη ∥θ∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ∥
M
β−1
q,µ
= Ct−2η− 1−σ2γ +1
 1
0
(1− s)− 1−σ2γ s−2ηds sup
t>0
tη ∥θ∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ∥
M
β−1
q,µ
= C sup
t>0
tη ∥θ∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ∥
M
β−1
q,µ
, (4.7)
which implies (4.2), because of (4.4) and 2η = 1− 1−σ2γ .
In order to prove (4.3), let us denote δ = n−µr − n−µq > 0 and note that β+δ2γ < 1 provided that γ > q+2(n−µ)2q > q+n−µ2q .
In view ofMβ−1+δr,µ ⊂Mβ−1q,µ , we can use (2.16) and (2.14) to obtain
∥B(θ, ϕ)∥
M
β−1
q,µ
≤
 t
0
Gγ (t − s)[∇ · (P[θ ]ϕ)(s)]Mβ−1q,µ ds
≤ C
 t
0
Gγ (t − s)[∇ · (P[θ ]ϕ)(s)]Mβ−1+δr,µ ds
≤ C
 t
0
(t − s)− β+δ2γ ∥∇ · P[θ ]ϕ(s)∥
M−1r,µ ds
≤ C
 t
0
(t − s)− β+δ2γ ∥P[θ ]ϕ(s)∥Mr,µ ds. (4.8)
From (4.6), we estimate the r.h.s of (4.8) by
C
 t
0
(t − s)− β+δ2γ ∥θ∥
M
β−1
q,µ
∥ϕ∥
M
β−1
q,µ
ds ≤ C
 t
0
(t − s)− β+δ2γ s−2ηds sup
t>0
tη ∥θ(·, t)∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ(·, t)∥
M
β−1
q,µ
= Ct− β+δ2γ −2η+1
 1
0
(1− s)− β+δ2γ s−2ηds sup
t>0
tη ∥θ(·, t)∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ(·, t)∥
M
β−1
q,µ
= Ct−η sup
t>0
tη ∥θ(·, t)∥
M
β−1
q,µ
sup
t>0
tη ∥ϕ(·, t)∥
M
β−1
q,µ
, (4.9)
which is equivalent to (4.3). 
4.2. Proof of Theorem 3.1
Part (i) (Existence and uniqueness): Take X = X defined by (3.4). We denote K = K1 + K2, y = Gγ (t)θ0 and
B(θ, ϕ) = B(θ, ϕ) = −
 t
0
Gγ (t − s) (∇ · (P[θ ]ϕ)) (s) ds,
for θ, ϕ ∈ X. Recalling (3.5), Lemma 4.2 yields
∥B(θ, ϕ)∥X ≤ (K1 + K2) sup
t>0
tη ∥ϕ(·, t)∥
M
β−1
q,µ
sup
t>0
tη ∥θ(·, t)∥
M
β−1
q,µ
≤ K ∥θ∥X ∥ϕ∥X .
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Also, letting δ = n−µr − n−µq and recalling (3.3), we get from Lemma 2.2, Sobolev embedding (2.9), and (2.11)–(2.12) that
∥y∥X = sup
t>0
Gγ (t)θ0N−σr,µ,∞ + supt>0 tη Gγ (t)θ0Mβ−1q,µ
≤ C ∥θ0∥N−σr,µ,∞ + C supt>0 t
η
Gγ (t)θ0Mβ−1+δr,µ
≤ C ∥θ0∥N−σr,µ,∞ + C supt>0 t
η
Gγ (t)θ0N β−1+δr,µ,1
≤ C ∥θ0∥N−σr,µ,∞ + C supt>0 t
ηt−
(β−1)+δ+σ
2γ ∥θ0∥N−σr,µ,∞
≤ C1 ∥θ0∥N−σr,µ,∞ ≤ ε,
provided that ∥θ0∥N−σr,λ,∞ ≤ δ =
ε
C1
. If 0 < ε < 14K then Lemma 4.1 implies that there exists a unique solution θ ∈ X of
(1.6) such that ∥θ∥X ≤ 2ε. From standard arguments (see e.g. [22,6]), one can show that Gγ (t)θ0 ⇀ θ0 and B(θ, θ) ⇀ 0 as
t → 0+ in S′(Rn), and then θ(x, t) ⇀ θ0(x) as t → 0+ in S′(Rn). 
Part (ii) (Self-similarity): Let us denote hλ(x, t) = λ2γ−βh(λx, λ2γ t). By changing of variables, a simple computation
shows that [B(θ, θ)]λ = B(θλ, θλ), for all λ > 0, because Pi’s are homogeneous of degree β . Also, if θ0 is homogeneous of
degree−(2γ − β), thenΘ(x, t) = Gγ (t)θ0 is invariant by (3.1), that isΘλ = Θ for all λ > 0. Therefore, θλ also satisfies the
integral equation (1.6). Since the norm ofX is invariant by (3.1), we get
∥θλ∥X = ∥θ∥X ≤ 2ε.
The uniqueness statement of Part(i) implies that θ = θλ, i.e., θ is self-similar. 
Part (iii) (Radiality): Because Lemma 4.1 was used in the proof of Part (i), we have that the solution θ is the limit of the
Picard sequence
θ1 = Gγ (t)θ0 and θm+1 = Gγ (t)θ0 −
 t
0
Gγ (t − s)
∇ · (P[θm]θm) (s)ds, (4.10)
where m ∈ N. It is a simple matter to check that θ1(x, t) is radially symmetric when θ0 is radially symmetric. Moreover, if
ϕ is radially symmetric then B(ϕ, ϕ) is also radially symmetric, because the symbol of the operators Pi’s are radial. Now an
induction argument shows that θm is radially symmetric, for all m ∈ N. Since θ is the limit inX of the sequence {θm}m∈N
then (up a subsequence) θm(x, t) → θ(x, t) a.e. in (x, t) ∈ Rn × (0,∞). It follows the desired result because pointwise
convergence preserves radial symmetry. 
4.3. Proof of Theorem 3.3
Part (i): Subtracting the equations verified by θ and ϕ, and afterwards taking the norms tη ∥·∥
M
β−1
q,µ
and ∥·∥N−σr,µ,∞ , we
obtain the respective inequalities
tη ∥θ(·, t)− ϕ(·, t)∥
M
β−1
q,µ
≤ tη ∥G(t)(θ0 − ϕ0)∥Mβ−1q,µ + t
η ∥B(θ − ϕ, θ)+ B(ϕ, θ − ϕ)∥
M
β−1
q,µ
:= H0(t)+ H1(t) (4.11)
and
∥θ(·, t)− ϕ(·, t)∥N−σr,µ,∞ ≤ ∥G(t)(θ0 − ϕ0)∥N−σr,µ,∞ + ∥B(θ − ϕ, θ)+ B(ϕ, θ − ϕ)∥N−σr,µ,∞
:= H2(t)+ H3(t). (4.12)
From (4.9) and (4.7), the terms H1 and H3 can be estimated as
H1(t) ≤ Ctη
 t
0
(t − s)− β+δ2γ ∥θ(·, s)− ϕ(·, s)∥
M
β−1
q,µ

∥θ(·, s)∥
M
β−1
q,µ
+ ∥ϕ(·, s)∥
M
β−1
q,µ

ds
≤ 4εCtη
 t
0
(t − s)− β+δ2γ s−2ηsη ∥θ(·, s)− ϕ(·, s)∥
M
β−1
q,µ
ds
= 4εC
 1
0
(1− s)− β+δ2γ s−2η(ts)η ∥θ(·, ts)− ϕ(·, ts)∥
M
β−1
q,µ
ds, (4.13)
where δ = n−µr − n−µq , and
H3(t) ≤ C
 t
0
(t − s)− 1−σ2γ ∥θ(·, s)− ϕ(·, s)∥
M
β−1
q,µ

∥θ∥
M
β−1
q,µ
+ ∥ϕ∥
M
β−1
q,µ

ds
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≤ 4εC
 t
0
(t − s)− 1−σ2γ s−2ηsη ∥θ(·, s)− ϕ(·, s)∥
M
β−1
q,µ
ds
≤ 4εC
 1
0
(1− s)− 1−σ2γ s−2η(ts)η ∥θ(·, ts)− ϕ(·, ts)∥
M
β−1
q,µ
ds, (4.14)
respectively, because ∥θ∥X , ∥ϕ∥X ≤ 2ε. Let us set
A1 = lim sup
t→∞
tη ∥θ(·, t)− ϕ(·, t)∥
M
β−1
q,µ
and A2 = lim sup
t→∞
∥θ(·, t)− ϕ(·, t)∥N−σr,λ,∞ .
Computing lim supt→∞ in (4.11)–(4.12) and using (3.6), it follows that
A1 + A2 ≤ lim sup
t→∞
H0(t)+ lim sup
t→∞
H1(t)+ lim sup
t→∞
H2(t)+ lim sup
t→∞
H3(t)
≤ 0+ 4εC
 1
0
(1− s)− β+δ2γ s−2ηds A1 + 0+ 4εC
 1
0
(1− s)− 1−σ2γ s−2ηds A1
≤ 4εK(A1 + A2).
Since 4εK < 1 and A1 + A2 ≥ 0, we obtain that A1 = A2 = 0, as desired.
Next we deal with the converse statement. Similarly to the above proof, subtracting the integral equations of θ and ϕ,
we have that
tη ∥G(t)(θ0 − ϕ0)∥Mβ−1q,µ + ∥G(t)(θ0 − ϕ0)∥N−σr,µ,∞
≤ tη ∥θ(·, t)− ϕ(·, t)∥
M
β−1
q,µ
+ tη ∥B(θ − ϕ, θ)+ B(ϕ, θ − ϕ)∥
M
β−1
q,µ
+ ∥θ(·, t)− ϕ(·, t)∥N−σr,µ,∞ + ∥B(θ − ϕ, θ)+ B(ϕ, θ − ϕ)∥N−σr,µ,∞
= tη ∥θ(·, t)− ϕ(·, t)∥
M
β−1
q,µ
+ ∥θ(·, t)− ϕ(·, t)∥N−σr,µ,∞ + H1(t)+ H3(t) (4.15)
In view of (4.13) and (4.14), we obtain (3.6) after taking lim supt→∞ in (4.15) and using (3.7).
Part (ii): Let 0 < χ < 1 − σ , v > 2γ η and ψ = θ0 − ϕ0 be a smooth function with compact support. We have that
ψ ∈ N −(σ+χ)r,µ,∞ ∩Mβ−1−vq,µ . It follows from Lemma 2.2 that
lim sup
t→∞
Gγ (t)ψN−σr,µ,∞ + tη Gγ (t)ψMβ−1q,µ  ≤ C lim supt→∞

t−
χ
2γ ∥ψ∥
N
−(σ+χ)
r,µ,∞
+ tη− v2γ ∥ψ∥
M
β−1−v
q,µ

= 0,
and then (3.6) is verified. Now an application of Part (i) yields the desired convergence. 
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