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Abstract
Pervasive computing allows a user to access an ap-
plication on heterogeneous devices continuously and con-
sistently. However, it is challenging to deliver complex
applications on resource-constrained mobile devices, such
as cell phones and PDAs. Different approaches, such
as application-based or system-based adaptations, have
been proposed to address the problem. However, existing
solutions often require degrading application ﬁdelity. We
believe that this problem can be overcome by dynamically
partitioningtheapplicationandofﬂoadingpartoftheappli-
cation execution to a powerful nearby surrogate. This will
enablepervasive applicationdelivery to be realized without
signiﬁcant ﬁdelity degradation or expensive application
rewriting. Because pervasive computing environments are
highly dynamic, the runtime ofﬂoading system needs to
adapt to both application execution patterns and resource
ﬂuctuations. Using the Fuzzy Control model, we have de-
veloped an ofﬂoading inference engine to adaptively solve
two key decision-making problems during runtime ofﬂoad-
ing: (1) timely triggering of adaptive ofﬂoading, and (2)
intelligent selection of an application partitioning policy.
Extensivetrace-drivenevaluationsshow the effectiveness of
the ofﬂoading inference engine.
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1 Introduction
Computer systems have evolved from the era of the
mainframe, which is shared by many people, and the era
of the personal computer, which is used by one person,
to the era of pervasive computing where a single user
possesses multiple heterogeneous mobile devices ranging
from a laptop, to a personal digital assistant (PDA), to a
cell phone. To accommodate device diversity, platform-
independent language runtime systems, such as the Java
Virtual Machine [10], and the Common Language Runtime
in Microsoft .NET [2], have been developed and used for
pervasive computing. Unfortunately, these solutions are
often associated with high levels of resource.
Different approaches have been proposed to solve the
problem by using application-based or system-based adap-
tations [4, 12, 13, 8]. However, these approaches often
require degrading an application’s ﬁdelity to adapt it to
resource-constrained mobile devices. Moreover, adaptation
efﬁciency is often limited by coarse-grained approaches.
However,it is expensiveto rewrite an application according
to the capacityof each mobiledevice. Hence, a ﬁne-grained
runtime ofﬂoading system, called adaptive infrastructure
for distributed execution (AIDE) [11], has been proposed
to solve the problem without modifying the application
or degrading its ﬁdelity. The key idea is to dynamically
partition the application during runtime, and migrate part
of the application execution to a powerful nearby surrogate
device. In order to ensure efﬁcient program execution un-
der runtime ofﬂoading, two key decision-making problems
must be addressed: (1) when to ofﬂoad, and (2) what policy
to use to select objects to ofﬂoad.
In this paper, we present the ofﬂoading inference engine
(OLIE), which makes intelligent ofﬂoading decisions to en-
able AIDE to deliver applications on resource-constrained
mobile devices with minimum overhead. We identify two
important decision-making problems solved by OLIE: (1)
timely triggering of adaptive ofﬂoading, and (2) intelligent
selection of an application partitioning policy. To solve the
ﬁrst problem, OLIE decides when to trigger the ofﬂoading
action. If an ofﬂoading action is triggered, OLIE decidesthenewlevelofmemoryutilizationtoemployonthemobile
device given the current resource conditions (e.g., wireless
network bandwidth) in the pervasive computing environ-
ment. To solve the second problem, OLIE selects a proper
application partitioning policy that decides which program
objects should be ofﬂoaded to the surrogate and which
program objects should be pulled back to the mobile device
during an ofﬂoading action. To achieve both ﬂexibility and
stability, OLIE employs the Fuzzy Control model [9] for
making ofﬂoading decisions. The Fuzzy Control model
has previously been applied to coarse-grained application
adaptations. The novelty of our approach is to apply the
model to ﬁne-grained application adaptation via runtime
ofﬂoading.
One of the critical resource constraints of a mobile
device is its strict memory limitation. In this paper, we
focusonrelievingthememoryconstraintof a mobiledevice
byofﬂoadingapplicationobjectsat runtime. This will allow
a memory-intensive application to be used on a mobile
devicethatotherwisewouldnotbeabletosupportthe appli-
cation without rewriting or ﬁdelity degradation. Although
runtime ofﬂoading can be used to relieve other types of
resource constraints, such as CPU and energy constraints,
these issues are outside the scope of this paper. Using
extensive trace-driven experiments, we show that OLIE
can effectively direct AIDE to support resource-intensive
applications on a mobile device in a pervasive computing
environment with minimum overhead.
This paper is organized as follows. Section 2 presents
the system architecture and model. Section 3 describes the
design and algorithmsused by OLIE. Section 4 presents the
performance evaluations. Section 5 discusses related work.
The paper concludes in Section 6.
2 System Overview
In this section, we introduce the overall architecture of
the distributed runtime ofﬂoading system, which is illus-
trated in Figure 1. The user wants to access a memory-
intensive application on a resource-constrained mobile de-
vice, such as a PDA. The application might be a distributed
application such as a content retrieval/editing application
from a remote server or a local-area storage device, or sim-
plya localapplicationsuchas a graphicimageeditor. When
the application memory requirement reaches or approaches
the maximum memory capacity of the mobile device, an
ofﬂoading action is triggered. The program objects on the
mobile device are partitioned into two groups1. Some of
the program objects are ofﬂoaded to a powerful nearby
surrogate to reduce the memory requirement on the mobile
1Currently, we assume only a two-way cut between a mobile device
and a surrogate device.
Figure 1. Distributed dynamic ofﬂoading sys-
tem architecture.
device2. AIDE is responsible for properly transforming
methodinvocationsto objectsthatwereofﬂoadedtothesur-
rogate into remote invocations [11]. OLIE does not require
any prior knowledgeabout an application’s executionor the
resources of the system and the network to make ofﬂoading
decisions. OLIE collects and analyzes all of the execution
and resource information it needs at runtime.
We now introduce the system models that are used to
describe the runtime execution and resource consumption
of the object-oriented application programs. Without loss
of generality, we use Java programs in the rest of the paper
as examples. Program execution information is represented
as a connected weighted execution graph, as illustrated in
Figure2. EachnoderepresentsaJavaclassandis annotated
with the amount of memory occupied by the objects of that
class. We chose a class as the graph node because: (1)
classes represent a natural component unit for all object-
oriented programs, (2) classes enable more precise ofﬂoad-
ing decisions than coarser component granules such as
JavaBeans, and (3) classes enable us to avoid manipulating
a large execution graph with ﬁner granules such as objects.
(For example, a simple image-editing Java program that
we examined created 16,994 distinct objects during 174
seconds of execution.)
Each class is annotated with an AccessFreq ﬁeld, which
represents how many times the methods or data ﬁelds of
the class have been accessed. Currently, OLIE’s ofﬂoading
decisions are centralized. An application’s execution graph
is maintained as a whole on either the mobile device or the
surrogate. After the ﬁrst partitioning, the execution infor-
mation on the remote side will be periodically collected
and merged into the local execution graph. Hence, each
node is also annotated with a location ﬁeld to describe the
2We assume that the surrogate can be discovered in the local environ-
ment by some discovery service such as the Jini lookup service[1].
2InteractionFreq: 12￿
BandwidthRequirement: 1 KB￿
Class: A;￿
Memory: 5KB;￿
AccessFreq: 10;￿
Location: surrogate;￿
isNative: false;￿
Figure 2. Illustration of our application pro-
gram execution graph model.
class’s current location. Some classes must always execute
on the mobile device, such as classes that invoke device-
speciﬁc native methods. Thus, each node is also annotated
with an isNative ﬁeld to indicate whether the class can be
migrated from the mobile device to the surrogate. Each
edge represents the interactions between two classes. It
is annotated with two ﬁelds, InteractionFreq and Band-
widthRequirement. The InteractionFreq ﬁeld represents the
number of interactions between two adjacent classes. The
BandwidthRequirement ﬁeld represents the total amount of
information transferred between two adjacent classes.
To make adaptive ofﬂoading decisions, OLIE monitors
the mobile device, the surrogate device, and the network.
The available memory on the mobile device is monitored
by tracking the amount of free space in the Java heap,
which is obtained from the Java Virtual Machine’s (JVM)
garbage collector. For simplicity, the wireless network
conditions, including bandwidth and delay, are estimated
by periodically invoking the ping system utility. Whenever
some signiﬁcant changes happen (e.g., a big object is
created or deleted, or a large wireless bandwidthﬂuctuation
occurs), OLIE examines the current information about the
memory utilization and available wireless network band-
width to decide whether ofﬂoading should be triggered. If
an ofﬂoading action is triggered, OLIE determines the new
target memory utilization on the mobile device based on
the current system/network conditions. Next, OLIE refers
to the partitioning selection policy to decide which classes
should be ofﬂoaded to the surrogate and which classes
should be pulled back to the mobile device.
3 Design and Algorithms
In this section, we present the design details of OLIE.
Although runtime ofﬂoading allows a memory-intensive
application to be used on a mobile device, it also brings
some overhead, such as: (1) migration costs, and (2)
remote data access and function invocation delays caused
bywireless communication. Hence, the majorgoal ofOLIE
is to make intelligent ofﬂoading decisions to relieve the
memory constraint with minimum overhead. There are two
major decision-making problems addressed by OLIE: (1)
timely triggering of adaptive ofﬂoading, and (2) intelligent
selection of an application partitioning policy.
3.1 Triggering of Adaptive Ofﬂoading
OLIE makes the ofﬂoading triggering decision based on
the Fuzzy Control model [9]. The Fuzzy Control model in-
cludes: (1) a generic fuzzy inference engine based on fuzzy
logic theory, and (2) decision-making rule speciﬁcations
providedby system or applicationdevelopers. For example,
rules for making adaptive ofﬂoading triggering decisions
can be speciﬁed as follows.
if (AvailMem is low) and (AvailBW is high)
then NewMemSize
￿
￿ low;
if (AvailMem is low) and (AvailBW is moderate)
then NewMemSize := average;
The AvailMem and AvailBW variables are input linguis-
tic variables that represent the current memory utilization
and available wireless network bandwidth, respectively.
The NewMemSize variable is the output linguistic variable
representing the new memory utilization on the mobile
device. Low, moderate, and high are linguistic values. The
mappings between the numerical value (e.g., 500 KB) of a
linguisticvariable(e.g.,availablememory)andits linguistic
values (e.g., low) are deﬁned by the membership functions.
Figure 3 (a) illustrates a sample membership function
for the linguistic variable AvailMem. In this example, if
the numerical value of the AvailMem variable is within
[0,800], the stochastic conﬁdence that linguistic variable
AvailMembelongstothe set oflinguisticvaluelow is 100%.
If the numerical value of the AvailMem variable is within
[800,900], the stochastic conﬁdence that linguistic variable
AvailMem belongs to the linguistic value low is the linear
decreasing function from 100% to 0%. The intersection
between different linguistic values (e.g., the values within
[850,900],which are between low and moderate)represents
uncertainty in stochastic conﬁdence and the result can
belong to either linguistic value “low” or “moderate,” but
with different conﬁdence probabilities.
Membership functions are part of the rule speciﬁcations
provided by the application developer. If the current
system and network conditions match any speciﬁed rule,
an ofﬂoading action is triggered. In comparison to simple
threshold-based ofﬂoading triggering, the Fuzzy Control
model allows OLIE to implement more expressive and
conﬁgurable triggering conditions.
3.2 Intelligent Partitioning Selection
Once an ofﬂoading action is triggered, OLIE refers to
its partitioning selection policies to decide which classes
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Figure 3. Illustration of a membership func-
tion for the linguistic variable AvailMem.
should be migrated to the surrogate and which classes
should be pulled back to the mobile device given the new
target memory utilization established by the triggering de-
cision. OLIE solves this problem by comprehensively con-
sidering various inter-class dependencies and interactions,
i.e., the interactionFreq and BandwidthRequirement ﬁelds
annotating each edge in the execution graph illustrated in
Figure 2.
OLIE ﬁrst executes a coalescing process based on a
MINCUTheuristic algorithm[14] to ﬁnd all possible 2-way
cuts of the execution graph. First, all the nodes that cannot
be migrated to the surrogate (i.e., nodes with their isNative
ﬁeld set to true) are merged together into one node and
placed in the ﬁrst partition set, which belongs to the mobile
device. The rest of the nodes form the second partition set,
which belongs to the surrogate. Second, starting from the
merged node, one of the neighbors of the ﬁrst partition set
is selected according to some inter-class dependency and
interaction metrics, and merged into the ﬁrst partition set.
During the above coalescing process, each merging step
generates a possible 2-way partitioning. This process is
repeated until the ﬁrst partition set contains all the nodes.
OLIE then selects the 2-way partitioningthat minimizes the
predeﬁned metrics.
We have designed several policies to select among dif-
ferent 2-way partitionings. For example, we can use the
bandwidth requirement (
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) as the metric.
In this case, we always merge into the ﬁrst partition set
the neighbor node with the largest bandwidth requirement
in the second partition. This OLIE algorithm variation,
called OLIE MB, aims to minimize the wireless network
bandwidth requirement caused by runtime ofﬂoading. We
can also use the interactionFeq ﬁeld in the execution graph
(
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) as the selection metric. This algorithm, called
OLIE ML, tries to minimize the interaction delay caused
by remote data accesses and function invocations.
Finally, we consider a combined selection metric
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Figure 4. Decision-making algorithm used by
OLIE.
bandwidth requirement, interaction frequency, and mem-
ory size of the candidate neighbor during the coalescing
process. We deﬁne the comparison of any two combined
metrics
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) . Equation 1 states that we want to keep
the classes that are most active (i.e., that have the largest
interaction frequencies and bandwidth requirements) and
occupy the smallest amount of memory on the mobile
device, and ofﬂoad the classes that are most inactive and
occupy the largest amount of memory to the surrogate. To
allow customization, we use
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class bandwidth requirement, inter-class interaction frequency, and class
memory size, respectively.
4the importance of the
￿
4
￿
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metric in making the ofﬂoading
decision. These weights can be adaptively conﬁgured
according to application requirements and user preference.
3.3 Class Granularity Problem
As mentioned before, classes were selected as the exe-
cution graph nodes. In practice, we found that the memory
sizes of some classes are too large to be treated as single
nodes. For example, the string class in the JavaNote
applicationoccupied5.9MBduringexecution. Ifweofﬂoad
these “big classes,” they will cause large migration and
remote invocation overhead. If we do not ofﬂoad them, we
cannot meet the memory constraint. Hence, if the memory
size of a class exceeds a certain threshold, we create a new
node in the execution graph to represent the class. All
the objects belonging to the “big class” are distributed into
two sets, each of which represents a node in the execution
graph. Thus, the “big class” is split to enable more precise
control of memory ofﬂoading. The complete decision-
making algorithm used by OLIE is illustrated in Figure 4.
4 Performance Evaluation
In this section, we evaluate the performance of the
dynamic ofﬂoading system under the direction of OLIE
using extensive trace-driven simulations.
Evaluation methodology. The application execution
traces are collected on a Linux desktop machine. The trace
ﬁle records method invocations, data ﬁeld accesses, and
object creations and deletions by queryingthe instrumented
JVM. Without loss of generality, we use ChaiVM, HP’s
personal JVM for embedded and real-time systems, for our
experiments. The wireless network traces are collected
using the Ping system utility on an IBM Thinkpad with an
IEEE 802.11 WaveLAN network card.
The roaming scenario we selected for evaluation was
conducted in the Digital Computing Laboratory building
at the University of Illinois in Urbana-Champaign. The
network trace was obtained by having a person start in a
research lab on the second ﬂoor, enter an elevator and ride
it to the basement, and then exit the elevator and walk to
a stairway. The measured network bandwidth stays around
4.8Mbps until the person enters the elevator where it drops
to about 2.4Mbps. It then rises to about 3.6Mbps when
the person walks through the basement. Because the size
of the parameters used for function interactions and data
accesses is quite small (
￿ 64 bytes in all execution traces),
we only measure the average round-trip time (RTT) for
small packets, which is about 2.4 ms on average.
The simulator is driven by the execution and network
traces described above. The simulator emulates a remote
function invocation overhead by stretching the total execu-
tion time by
￿
$
￿
$
￿
￿
￿
￿ because the application execution is
delayed until the function on the remote site receives the
invocation message. However, the simulator emulates a
remote data access by stretching the total execution time
by
￿
$
￿
$ because the application execution has to wait until
the remote side receives the data request and then sends
the data back to the local side. The migration overhead is
simulated by increasing execution time using the equation,
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For comparison, we also implemented two other com-
mon approaches to making ofﬂoading decisions, random
and least recently used (LRU). Unlike OLIE, which adap-
tively triggers ofﬂoading by comprehensively considering
both memory and wireless network conditions, random and
LRU adopt a simple ﬁxed policy that triggers ofﬂoading
when the available memory is lower than 5% of total
memory and the new memory utilization constraint is less
than 80% of total memory. In all of our experiments, OLIE
uses the ofﬂoading triggering rules shown in Section 3.1.
The weights
V
￿
d
)
a
￿
,
a
g
i in Equation 1 are all set
as
￿
] . Moreover, the random and LRU algorithms do not
consider the “big class” problem, while OLIE splits the
big class node into smaller ones with memory size smaller
than 500KB. For the application partitioning problem, the
random algorithm randomly selects some classes to keep
on the mobile device and migrates the rest of the classes
to the surrogate. The LRU algorithm ofﬂoads those classes
thatareleast recentlyusedaccordingtothe AccessFreqﬁeld
of each class.
Results and analysis. Table 1 lists the descriptions of
three applications used in our experiments. DIA is a simple
Java image editor. For the execution trace, we opened a
180KB picture image and dragged it around. Biomer is
a graphical molecular editor that can be used to visualize
and edit the chemical structure of various molecules. For
the execution trace, we drew three complex molecules.
The application is both very memory intensive and CPU
intensive. JavaNote is a Java text editing program. Its
execution trace is extremely memory intensive because we
use JavaNote to read a very large text ﬁle (600KB). This
causes JavaNote to keep creating and deleting objects of the
string class. We set the maximum memory capacity of the
mobile device (i.e., the Java heap size) to 8MB for DIA and
Biomer, and to 7MB for JavaNote, according to their peak
memory requirements. 4
The ﬁrst performance metric we use is the total ofﬂoad-
ingoverhead,whichconsists ofmigrationoverhead,remote
data access overhead, and remote function call overhead.
4Although the memory capacity of mobile devices will continue to
increase, the memory limitation will still exist when the user runs multiple
applications or multiple instances of the same application (e.g., multiple
editors).
5Program Description Lifetime Peak Mem oversizing #classes #objects
DIA simple image editor 174 s 8,949 KB 11% (8MB) 100 16,994
memory intensive
graphical molecular
Biomer editor, both memory 261 s 10,668 KB 34% (8MB) 105 32,118
and cpu intensive
text editor, open a
JavaNote 600 KB ﬁle, extremely 268 s 7,972 KB 14% (7MB) 85 13,122
memory intensive
Table 1. Descriptions of the application suite used in our experiments
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Figure 5. Total ofﬂoading overhead by the
ﬁve different ofﬂoading algorithms. Random
and LRU cause more than 4000 seconds of
overhead for JavaNote.
These overheads extend the total execution time of the
three applications. Figure 5 illustrates the total ofﬂoading
overheads of the three applications by random, LRU, and
the three variations of the OLIE algorithm, respectively.
The results show that the OLIE algorithms consistently
select classes more accurately, thereby achieving much
less overhead than the random and LRU policies. This
occurs because, unlike OLIE, both random and LRU do
not consider inter-class dependenciesand cannot adaptively
trigger the ofﬂoading action according to ﬂuctuations in
the wireless network. Moreover, random and LRU do not
solve the “big class” problem,which causes largemigration
overhead during ofﬂoading. Compared to the other two
OLIE variations, OLIE Combined further reduces the of-
ﬂoadingoverhead,especiallyfortheverymemory-intensive
applications, Biomer and JavaNote. The performance
improvements by OLIE Combined can be as high as 66%
for DIA, 73% for Biomer, and 94% for JavaNote when
compared with random and LRU. This demonstrates that
the combined selection metric (Equation 1) very effectively
selects the proper application partitioning.
Fora detailedanalysis, Figure6shows thethreedifferent
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Figure 6. Ofﬂoading overhead breakdowns
for the Biomerapplication by theﬁve different
ofﬂoading algorithms.
ofﬂoading overheads (migration, remote data access, and
remote function call) for the Biomer application for the ﬁve
different ofﬂoading algorithms. The ﬁrst four algorithms
achieve better or worse performance for the three different
overheads because they only consider partial inter-classes
depedencies/interactions. However, OLIE Combined uni-
formly achieves the lowest overheads for both migration
and remote interaction delay overhead, especially for the
latter. (Remote interactions consist of remote data ac-
cesses and remote function calls). The reason is that the
OLIE Combined algorithm comprehensively considers all
inter-class interactions (i.e., access frequency and band-
width requirements), which guides the ofﬂoading system
to properly split the application into two least-connected
partitions.
The second considered performance metric is the
average interaction delay, which is measured by
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This metric represents the average interaction time stretch
caused by remote data accesses and remote function calls.
For each remote data access, the interaction delay is the
time required to send the request to the remote site and
to receive the requested data from the remote site, which
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Figure 7. Average interaction delay of the
three applications by the ﬁve different of-
ﬂoading algorithms. The random algorithm
causes more than 400 microseconds of inter-
action delay for the JavaNote application.
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Figure 8. Total network bandwidth require-
ments of the three traces by the ﬁve policies.
The random and LRU algorithms cause more
than 1,500MB of total network trafﬁc for the
JavaNote application.
is close to the RTT of the wireless connection. For each
remote function call, the interaction delay is the time
required to send the function request and its parameters to
the remote site, which is close to half of the RTT for the
wireless connection.
The average interaction delay metric is very important
for interactive applications because they are sensitive to the
response time of each interaction. We do not want dynamic
ofﬂoading to signiﬁcantly compromise the responsiveness
of the application. Figure 7 illustrates the average inter-
action delays for the ﬁve different ofﬂoading algorithms.
The results again show that OLIE Combined achieves the
best performance. The delay reduction can be as high as
95% for Biomer and 100% for DIA and JavaNote. The
reason for the delay reduction is that OLIE Combined
reduces remote data accesses and remote function calls to
the minimum, even zero during certain time periods, by
explicitly considering interactions between classes during
ofﬂoading.
The third performance metric is the total bandwidth
requirement, which is measured as the sum of the total size
of the migrated objects and the total size of the parameters
that are passed during remote interactions. Figure 8 shows
the bandwidth requirements for the ﬁve different ofﬂoading
algorithms. We observe that OLIE always requires much
less bandwidth than the other two approaches, and that
OLIE Combined always requires less bandwidth than the
other two OLIE variations.
5 Related Work
Recently, both application-based and system-based
adaptations have been proposed to overcome resource con-
straints and environmental changes (e.g., wireless network
ﬂuctuations). The Odyssey project [12, 13] introduced an
application-aware adaptation service within the end host to
accommodate resource changes, such as wireless network
bandwidthﬂuctuations. Foxet. al. proposedanapplication-
based adaptation mechanism to meet client and network
variations, called distillation. However, both solutions
require modifying applications. The Puppeteer project [8]
supports adaptation without modifying applications. How-
ever, they assume that the application is already written in a
component-based fashion and has exported component in-
terfaces to the system. In the Gaia project [5], we proposed
a dynamic service composition and distribution framework
for delivering component-based applications in a pervasive
computing environment. To support application-speciﬁc
adaptation, application developers can use meta-level pro-
gramming tools for deploying their applications in perva-
sive computing environments [6, 16, 3].
One of the key differences between our dynamic of-
ﬂoading system and the above work is that pervasive ap-
plication delivery can be realized without modifying the
application or assuming that the application is developed in
a component-basedfashionandexportsinterfacestocontrol
the components. Instead, a monolithic application that
was not designed for distributed execution is dynamically
partitioned at runtime based on its execution history and
system/network resource information.
Other closely related work includes application parti-
tioning under different contexts. The Coign [7] project
proposed a system to statically partition binary applications
built from COM components. Unlike Coign, our approach
performs dynamic runtime partitioning without any ofﬂine
proﬁling. Furthermore, we do not assume a component-
based application and enable mobile delivery for any ap-
plication, even a complex monolithic application. More
recently, Teodorescu et. al. [15] presented a system to
support mobile Java program deployment by partitioning
7Java program execution between system nodes and mobile
devices. The system nodes prepare a Java application for
execution on a mobile device by generating device-speciﬁc
nativecodeusinga Just-In-Timecompileranda customized
Java runtime system. We believe that their approach is
complementaryto our work. However, they did not address
the problem of runtime partitioning.
6 Conclusion
We have presented an adaptive ofﬂoading inference en-
gine (OLIE) for making intelligent decisions in the runtime
ofﬂoading system. OLIE directs the runtime ofﬂoading
system to efﬁciently enable pervasive application delivery
without degradingapplication ﬁdelity or expensive applica-
tion rewriting. OLIE makes ofﬂoading decisions without
assuming any prior knowledge about the application’s exe-
cution or system/network conditions in pervasive comput-
ing environments.
The major contributions of this paper include: (1)
identifying two key decision-makingproblems for dynamic
ofﬂoading, namely timely triggering of adaptive ofﬂoad-
ing and intelligent selection of an application partitioning
policy; (2) applying the Fuzzy Control model to OLIE to
achieve both ﬂexibility and stability in making the adaptive
ofﬂoading decision; and (3) proposing three policies for
selecting application partitions that consider various inter-
class dependencies and interactions. Our extensive trace-
driven evaluations show that with OLIE, the runtime of-
ﬂoading system can effectively relieve memory constraints
for mobile devices with much lower overhead than other
common approaches.
Future research directions for the dynamic runtime of-
ﬂoading system include applying the idea to constraints on
other mobile device resources such as CPU and power.
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