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Introduction
One of the most ancient problems in mathematics is to find natural numbers
satisfying a given relation, usually definable by elementary operations. Mo-
re generally (and using modern terminology), we can consider the problem
of solving a diophantine equation of the form f(x1, . . . , xn) = 0 where f is
usually a polynomial with integral coefficients. Despite the name, diophan-
tine equations have been studied long before Diophantus of Alexandria (who
lived in the third century CE) and in countries with no contacts with the
Greek culture. However, the foremost work of the great Hellenistic mathe-
matician, the Arithmetica, represented an authoritative source of inspiration
both for European and Islamic scholars during the Middle Ages and beyond.
Thus, problems concerning the solutions of equations in integers (or rational
numbers or other generalizations, such as finitely generated rings over Z)
and possibly satisfying some additional properties are nowadays commonly
named after Diophantus. They represent a major area of interest in ma-
thematics and, in particular, in number theory. As regards this thesis, the
results exposed in the last chapter have a concrete application to diophantine
equations of the form ∆(x1, . . . , xn) = c, where ∆ is the discriminant of a
univariate polynomial with coefficients in k[x1, . . . , xn], k is a number field
and c is a unit in the ring of integers of k.
In [Gow68] the author quotes the German mathematician Hermann Hankel:
“In 130 indeterminate equations, which Diophantus treats, there
are more than fifty different classes[...] Almost more various than
the problems are their solutions[...] Each calls for a quite distinct
method, which is often useless for the most closely-related pro-
blems. It is therefore difficult for a modern, after studying 100
diophantic equations, to solve the 101st.
The problem is that it is actually very hard to find general solutions or
techniques without the help of modern algebra or geometry. For centuries
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brilliant mathematicians developed ingenious approaches to solve diophanti-
ne problems, but all of them concerned only a narrow class of equations, at
best. In the first chapter we will try, with a few examples, to give grounds
for the introduction of some basic concepts from algebraic number theory
and other tools like places and height functions. These, in turn, will also
make possible an efficacious application of results from algebraic geometry
that enable us to study broader classes of equations. On the other hand,
we have to remark that diophantine equations have often provided both a
motivation and a boost for the development of other fields of mathematics,
from the origins of algebra to the understanding of algebraic curves in the
twentieth century.
To study solutions of diophantine problems is sometimes very useful the
setting offered by algebraic geometry and, in particular, projective varieties.
We briefly explain the link between the subjects at the beginning of the
second chapter, with some emphasis on the search for the “right” definition
of integral point, i.e. the one allowing the largest freedom when working
with geometric tools while preserving a straightforward connection with the
arithmetic properties at the base of the problem. In fact, the notion of
integral point on an affine variety may be very intuitive (it suffices to look at
points with integral coordinates) but on projective varieties several problems
arise. We therefore introduce, following for instance [Ser90], the concept of
set of quasi-S-integral points, (where S is a finite set of places of k that
contains the “denomitators we can overlook” when checking for integers)
and we show how this generalization works with some remarks and a few
examples. Finally, we show how the notion of integrality may be introduced
even for varieties without a given affine embedding, namely for complements
of a very ample divisor D in a projective variety. In fact, there is a natural
way to embed the variety in an affine space and this, in turn, yields a natural
way to define integral points; however, it must be noted that this notion
of integrality also depends on the choice of the divisor (more precisely, it
depends on the support of D).
The knowledge about integral points on curves reached a very satisfactory
level in the last century and several special cases have been studied in details.
More importantly, we can rely on some very general theorems that show
how the geometry of a curve (namely, its geometric invariants like the genus
and the Euler characteristic) is a key factor to understand the distribution
of the integral points on the curve itself. We discuss this in the second
chapter, along with some results from diophantine approximation such as
the Schmidt’s Subspace Theorem. Our comprehension of integral points on
higher-dimensional varieties is much worse, starting from surfaces. In the
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final part of Chapter 2 we present some results about integral points on
varieties of dimension greater than one emphasizing the fact that a recurrent
hypothesis is the requirement that the divisor at infinity splits in several
components.
Chapter 3 is devoted to results about the finiteness of integral points on the
complements of certain singular curves in P2 obtained as the branch locus
of the projection from an algebraic surface X . The problem was first po-
sed by Faltings in 1999: the geometric setting, the subsequent analysis and
the proof are explained in [Fal02] and we outline them in §3.2. We remark
that the splitting of the divisor at infinity is not required in this case. A
few years later, Zannier considered the same projection defined by Faltings
and proved another finiteness result for the same complements of curves in
P2 (see [Zan05]). The hypotheses in the two theorems are slightly different
since Zannier’s proof relies on the Main Theorem of [CZ04] as regards the
arithmetic part of the proof. Furthermore, a corollary by Zannier states that,
assuming X has non-negative Kodaira dimension, the finiteness of integral
points follows unconditionally. Finally, the assumption on the Kodaira di-
mension has been removed by Levin: a truly unconditional result for the
problem initially posed by Faltings is presented in [Lev09].
The main idea behind Faltings’ result is that the geometric setting ensures
that if the cover X → P2 has degree d, then the ramification divisor D ⊂ P2
splits into d(d − 1)/2 components in the Galois closure. A similar (and
simpler) instance that offers the chance for explicit calculations is obtained
considering a hypersurface in the projective space Pn+1 defined over a numer
field k. The projection of X from a point Q to a hyperplane H ' Pn defines
then a ramification divisor D ⊂ Pn made by the points whose preimage has
cardinality lower than the degree of the projection. The above mentioned
splitting of D finds now a concrete expression in the usual factorization of
the discriminant as a product of differences of roots. This problem is studied
in [Zan05] and, if Q /∈ X , a bound for the dimension of the Zariski closure
of any set of integral points for Pn \D is given in terms of the dimension of
the set T of points totally ramified in X (i.e. the points whose preimage has
cardinality at most one).
In our work we have considered the case where the projection is taken from
any point Q ∈ Pn+1 \H (see Chapter 4). Our proof requires some extra care
and the introduction of some auxiliary objects (polynomials and varieties),
but at the end we are able to give a bound for the dimension of the Zariski
closure of any set of integral points for Pn \D. Actually, we recover Zannier’s
result with a possibly sharper bound as we are able to replace T with a proper
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subset. We should remark that the results are effective: it is always possible
to use effective results to actually produce something that we claim exists,
like Hermite’s Theorem for a finite extension of a number field or Baker’s
Theory to solve the S-unit equation. Then we briefly discuss our result and
how the “expected” bound (see §4.3 for details) is affected by the difference
between n and the degree of the projection. Moreover, we give a criterion
that ensures the finiteness of any set of integral points for Pn \D: it is based
on the shape of the polynomial defining X and therefore on the respective
position of Q, H and X , i.e. the objects defining the projection. Finally, we
study the integral points in the complement of the zero locus of a discriminant
(namely, the discriminant of the polynomial defining the hypersurface seen
as a univariate polynomial) and we go back to diophantine equations of the
form ∆(x1, . . . , xn) = c, as anticipated. One of our first examples recalls a
classical result by Bombieri in his early paper [Bom57] where the roots of
the discriminant of a cubic polynomial are found with means related to the
ones we present.
iv
Capitolo 1
Integers and units in number
fields
The objective of this thesis is to discuss and study properties of sets of integral
points, with special emphasis on some particular cases. We begin by outlining
the connection between integral points and diophantine problems with a few
examples. The following sections will be devoted to a brief description of
the ideas and tools from algebraic number theory needed to develop a formal
and general study of integral points.
1.1 Some classical problems of integral points
One of the many problems studied by Diophantus is expressed, in modern
terms, as the equation
ax+ by = c a, b, c ∈ Z (1.1)
with unknowns x and y belonging to the ring of rational integers1. The
answer to this problem is completely satisfactory, as it gives necessary and
sufficient conditions for the existance of solutions as well as an exact charac-
terization of the solutions.
Theorem 1.1. Equation (1.1) has solutions if and only if c is a multiple of
the greatest common divisor d of a and b. The Euclidean algorithm yields
1Although we are not going to follow the path of a historic treatise, we have to remark
that Diophantus referred to negative numbers as absurd.
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two integers u and v such that au+ bv = d, hence (uc/d, vc/d) is a solution.
Furthermore, if (x¯, y¯) is any solution, then a couple of integers (X, Y ) is a
solution if and only if there is k ∈ Z such that
(X, Y ) =
(
x¯+ k · b
d
, y¯ − k · a
d
)
.
Let’s make a step backwards. A modern reader, well accustomed to analytic
(or Cartesian) geometry, knows that equation (1.1) represents a line on the
plane, if real solutions are accepted. Hence, the original problem can be
translated in the problem of finding points on the line ax + by = c with
integral coordinates. Even though this rephrasing does not help us in any
way, it gives at once a geometrical (somehow, qualitative) description of the
set of solutions. One would therefore be tempted to say that Theorem 1.1,
on the other side, yields an arithmetic (somehow, quantitative) description
of the sought solutions. The contrast between the two approaches, however,
vanishes after a second look at the characterization of the solutions given in
Theorem 1.1, that is clearly the expression of a line passing through (x¯, y¯)
with slope −a/b. This is just a first (and elementary) example of how a
geometric approach to an arithmetic problem can be helpful and provide an
immediate interesting insight. Moreover, we just gave an intuitive definition
of integral points: in our example the solutions to the diophantine equation
corresponded to integral points on the line ax+ by = c, i.e. the points on the
line with coordinates in Z.
Not only there is no general process to solve diophantine equations (as it was
proved in the twentieth century by Davis, Matiyasevich, Putnam and Ro-
binson whose work provided a negative answer to Hilbert’s tenth problem),
but it is very hard, if not impossible, to adapt techniques successfully em-
ployed in one case to similar equations. As the case of linear equations was
well understood since antiquity, one would think that solutions to quadratic
diophantine equations describing integral points on conic sections would ha-
ve followed in a reasonable amount of time. For instance, we consider the
so-called Pell’s equation (see [JW09] for a truly complete presentation)
x2 − dy2 = 1 (1.2)
where d is a given positive integer; the couple of integers satisfying (1.2) are
therefore the integral points on the associated hyperbola. The step from lines
to conics, however, is far from being easy. In fact, this deceptively simple
looking diophantine equation has been the object of study by mathemati-
cians for over two millennia: from Archimedes’ cattle problem to modern
2
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cryptographic applications, through the first breakthrough results obtained
by Brahmagupta in the seventh century CE and developed by his successors
and their “rediscovery” by European mathematicians one thousand years la-
ter that unearthed its role in algebraic number theory and other fields. In
particular, since we can rewrite the equation as
(x+
√
dy)(x−
√
dy) = 1,
every solution gives an invertible element (i.e. a unit) in the ring Z[
√
d].
As it is known, equation (1.2) has an infinity of solutions if d is not a perfect
square; once a fundamental solution is given, it is possible to express every
solution with a general formula and there are several algorithms computing
a fundamental solution. However, the arithmetic involved is quite different
from what is used to solve a linear diophantine equation. A unifying point
of view will arise, as we will see in the next chapter, adopting a geometric
point of view.
As a final example, we consider the exponential diophantine equation
3x − 2y = ±1 (1.3)
that has only a finite number of integral solutions, namely (1, 1), (2, 3), (1, 2)
and (0, 1). The equation can be solved using elementary number theory alone,
but a slightly advanced point of view let us see some interesting connections.
Despite the fact that the curve defined by 3x − 2y = ±1 is rather different
from the line and the hyperbola, we observe that its integral points are linked
to the solutions of u + v = 1, if we require that u, v ∈ {±2a3b : a, b ∈ Z}.
This set is an example of a generalization of the concept of unity and linear
equations of this kind will play a special role in this thesis: we dedicate the
final pages of this chapter to them.
We presented some examples of problems leading to the study of integral
points on certain sets. We also showed with a concise analysis that to go
forward we must go back and summarize some basic notions from algebraic
number theory. Then we will introduce the concept of S-unit and discuss
some non-trivial results about them. The second chapter will benefit from
these tools and results and it will resume our discussion about integral points.
1.2 Rings of integers
Since the dawn of the studies related to natural numbers, considering larger
sets of numbers proved to be both necessary and convenient. First ratios
3
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of integers, then irrational algebraic numbers and even complex numbers
were taken into account when dealing with diophantine equations or other
integer-related problems. Solutions to Pell’s equation, for instance, are usual-
ly found through the use of non integers (method of continued fractions) and
even non rational numbers (the square root of d is needed to express the
fundamental solution).
Definition 1.2. A field k is called a number field if it is a finite field extension
of the field of rational numbers Q. The degree of a number field is the degree
of said field extension, which is also the dimension of k as a Q -vector space.
Working in the larger environment of a number field (that can always be
thouhgt of as a subfield of C) we soon realize that we have lost many of the
useful tools we had when dealing with integers only. In order to recover some
of these properties, for each number field we will identify and study within
it a subset that plays a role similar to the one played by Z as a subring of Q.
Definition 1.3. The integral closure of Z in a number field k is called the set
of algebraic integers of k and we write
Ok =
{
α ∈ k : ∃ f ∈ Z[x] non-zero, monic and such that f(α) = 0}.
It turns out2 that Ok is always a subring of k, so we refer to it as the ring of
integers of k.
We want to recall an important algebraic property: Ok is always a free Z -
submodule of k. In fact, we can always find an integral basis, that is a basis
b1, . . . , bn ∈ Ok of the Q -vector space k such that every element of Ok can
be expressed as a linear combination of the bi’s with coefficients in Z.
Example. From the definition we immediately have OQ = Z, as expec-
ted given our original purpose. Other examples of rings of integers are the
Gaussian integers Z[i], Z[
√
2] and Z[1+
√
5
2
] when we consider, respectively, the
number fields Q[i], Q[
√
2] and Q[
√
5]. However, while every number field can
be written as Q(α) for a suitable α (due to the primitive element theorem), a
similar statement does not hold for every ring of integers. The first example
of this fact is due to Dedekind, who considered the number field k = Q(ϑ)
where ϑ is a root of x3 − x2 − 2x − 8. He proved that, in this case, Ok has
Z-basis {1, ϑ, (ϑ+ ϑ2)/2}.
It is of some interest to study the image of the elements of an integral basis
via some special embeddings of the number field in question in the complex
2See [Mar77] for a proof of this and other results presented in this section
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plane; actually, what is of interest is the relative position of these values as it
helps us defining a very important number associated to every number field.
Definition 1.4. Given a number field k of degree n, we consider the n em-
beddings σ1, . . . , σn of k into the complex plane which fix Q pointwise and
an integral basis b1, . . . , bn for k. We define the discriminant of k (denoted
by ∆k) as the square of the determinant of the matrix whose (i, j)-entry is
σi(bj):
∆k =
det
 σ1(b1) · · · σ1(bn)... ...
σn(b1) · · · σn(bn)


2
.
It can be proved that ∆k does not depend on the choice of the integral basis
b1 . . . , bn and it is therefore a numerical invariant of the number field k. The
discriminant is involved in several formulae in number theory as it carries
bits of information about the intimate structure of the number field itself.
As an example of the importance of the role played by the disciminant,
we recall here a very useful theorem by Hermite (see [Ser90]) who proved it
working with quadratic forms, much earlier than other notable advancements
in this area of study. Later in this chapter we will present some corollaries
and improvements of Hermite’s Theorem.
Theorem 1.5 (Hermite, 1857). There are only finitely many number fields
(up to isomorphism) of given degree and given discriminant.
Rings of integers may be unique factorization domains and, even when they
are not, they bestow this very useful property to their proper ideals (which
means, in precise terms, that rings of integers are always Dedekind domains).
The way certain ideals are factorized provides interesting information for
extensions of number fields.
Definition 1.6. Let k/k′ be an extension of number fields and let p be a prime
ideal of Ok′ . Then pOk is an ideal of Ok admitting a unique decomposition
in prime ideals of Ok
pOk =
r∏
i=1
peii .
We say that the primes pi lie above p and that every pi divides p (in symbols
we write pi|p). The exponent ei is the ramification index of pi over p and,
whenever ei > 1, we say that pi is ramified over p. If ei = 1 for every
i = 1, . . . , r we say that p is unramified over k/k′; otherwise we say that p
ramifies in k/k′.
5
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These definitions are the first steps towards an interesting and beautiful
branch of algebraic number theory whose exposition, however, is beyond the
purpose of these pages. When we consider the case k′ = Q, the prime ideals
pi are ideals generated by some rational primes. Sometimes we will make an
abuse of notation and denote a prime ideal of Z just as its generator, the
prime number p, instead of using the more precise notation (p). What we
mean by p will be clear by the context (as will be the reason of this choice).
Definition 1.7. A prime number p is said to be ramified in a number field
k if the prime ideal factorization pOk = pe11 · · · perr produces some ei > 1. If
ei = 1 for every i = 1, . . . , r, we say that p is unramified in k.
If S = {p1, . . . , pr} ⊂ Z is a set of rational primes we say that a number field
k is unramified outside S if every prime not in S is unramified in k (in other
words, if p ramified in k implies p ∈ S).
In order to state a corollary to Hermite’s Theorem we have to recall this
important fact: a bound on the discriminant ∆ of a number field k yields
a bound on the degree n = [k : Q]. The first result of this kind is due to
Minkowski who in [Min91] proved that
∆ >
(pi
4
)2r2 (nn
n!
)2
where r2 denotes the number of complex embeddings of k into C (up to con-
jugation) and n = r1+2r2, with r1 being the number of real embeddings of k.
Minkowski’s estimate was improved over the years, essentially by refinements
of his technique. In 1974 Stark introduced an analytic method based on a
study of the zeroes of the Dedekind zeta function to establish discriminant
lower bounds (see [Sta94]). His approach was substantially improved by Od-
lyzko (see [Odl75] and [Odl76]) and a recent asymptotic bound obtained with
this technique is
log |∆| > ( log 4pi + γ − o(1))n+ r1 as n→ +∞
where γ is the Euler constant. As we have anticipated, these bounds and
Hermite’s Theorem yield a very useful and largely applied corollary.
Corollary 1.8. Let S be a set of rational primes and N be an arbitrary natural
number. Then there are only finitely many number fields unramified outside
S with degree [k : Q] bounded by N .
6
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1.3 Absolute values and places
Most of the results about the ring of integers and its elements do not change
if we allow some “denominators”, which is the same as allowing negative
powers in the factorization of the corresponding principal fractional ideal.
We will be more accurate in Section 1.4 after introducing some concepts and
the main relative properties.
Definition 1.9. We say that a map | · | : K → [0,+∞) ⊂ R defined on a
field K is an absolute value if for every x, y ∈ K the following hold:
(i) |x| = 0 if and only if x = 0
(ii) |xy| = |x| · |y|
(iii) |x+ y| 6 |x|+ |y|.
Additionally, if the stronger inequality
(iv) |x+ y| 6 max{|x|, |y|}
holds for all x, y ∈ K, then the absolute value is called non-archimedean.
Otherwise, it is called archimedean.
The absolute value given by |x| = 1 for every x 6= 0 is called the trivial
absolute value.
An immediate example of an absolute value is the usual absolute value defined
on R by
|x| =
{
x if x > 0
−x if x < 0
which is clearly archimedean. We can make a step forward by considering
the topology induced by an absolute value on a given number field k, i.e.
the topology determined by the distance function d(x, y) := |x− y| for every
x, y ∈ k. Of course the usual absolute value induces the euclidean topology
and the trivial absolute value leads to the discrete topology. Although some
of the considerations we are about to present are valid for any field, the
purpose of these pages demands that, from now on, we narrow our point of
view by focusing on absolute values defined over number fields.
If two absolute values lead to the same topology then in many aspects
they behave in the same way and carry the same information: this is the
motivation for the following definition.
Definition 1.10. Two absolute values on a number field k are equivalent if
they induce the same topology.
7
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A few useful remarks are collected in the following Proposition, along with a
practical characterization of the equivalence between absolute values3.
Proposition 1.11. The binary relation between absolute values introduced in
Definition 1.10 is actually a relation of equivalence.
Non-archimedean absolute values cannot be equivalent to archimedean ones.
Two absolute values | · |0 and | · |1 defined on a number field k are equivalent
if and ony if there exists a real number a > 0 such that |x|0 = |x|a1 for every
x ∈ k.
Definition 1.12 presents specific names and symbols for equivalence classes
of absolute values. We remark that, by Proposition 1.11, it makes sense
to extend the notion of archimedean absolute value to the entire class of
equivalence.
Definition 1.12. An equivalence class of absolute values is called place.
A place is archimedean (or infinite) or non-archimedean (or finite) depending
on how are called the absolute values in the class.
We denote the set of all the places defined on k byMk and the set of all the
archimedean places by Mk,∞.
A theorem by Ostrowski (first proved in [Ost16]) completely describes the
equivalence classes of absolute values for k = Q. The only archimedean place
is the equivalence class of the usual absolute value | · |∞ while the other ones
are in bijective correspondence with the prime numbers. The place associated
to a prime p, called the p-adic place, is the equivalence class of the absolute
value | · |p defined as follows: for every x ∈ Q\{0} there are unique a,m ∈ Z
and b ∈ N (with a, b and p pairwise coprime) such that x = pm · a
b
and we
set |x|p := p−m.
Actually, what we did is just a choice of representatives for every class of
absolute values: therefore there is a bijective correspondence that links every
place v ∈MQ to a precise absolute value | · |v defined on Q. The choice was
fairly natural since we were considering rational numbers, but doing the same
with a generic number field might require some care if we want to preserve
some properties like the one presented in the following neat proposition.
Proposition 1.13. Let x ∈ Q∗. Then there is a finite set M ⊂MQ such that
|x|v = 1 for every v /∈M and∏
v∈MQ
|x|v = |x|∞
∏
p∈P
|x|p = 1.
3Chapter XII in [Lan02] is an excellent presentation of absolute values and related
topics providing proofs, details and interesting remarks that are not mentioned in these
pages for the sake of brevity.
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The proof is a trivial consequence of the given definitions, the proposed choice
of a representative for the equivalence classes in MQ and the fact that Z is
a unique factorization domain. Despite the fact that the ring of integers of a
number field k can be far from being a unique factorization domain, we can
obtain an analogous result for number fields. To do so, we need to consider a
suitable normalization of the places inMk with the help of specific weights:
in concrete terms, we are about to define a precise choice of a representative
for every place in Mk. In order to do that we need a few words about
completions.
For every place v ∈Mk we consider an absolute value | · |v in the equivalence
class and we define the completion kv as the extension of k with an absolute
value that extends | · |v and makes kv a complete metric space relatively to
the induced distance and has k as a dense subset. It can be proved that such
an extension always exists, it is unique up to isometric isomorphism and does
not depend on the choice of a representative for v.
When dealing with general number fields, places are constructed after those
inMQ: the archimedean places correspond to the embeddings of k in C, up
to complex conjugation, since they all restrict to the archimedean place on
Q. On the other hand, the non-archimedean absolute values over k restrict
to some p-adic absolute value and the related places are in a bijective corre-
spondence with the non-zero prime ideals in Ok, precisely those that appear
as prime factors of the ideal (p) in the ring of integers Ok.
We shall normalize the absolute values in a way that depends on k so that
we can recover a product formula like the one stated in Proposition 1.13. Let
v be a non-archimedean place, that is v ∈ Mk \Mk,∞. Suppose that v lies
above p, i.e. that v restricted to Q is the p-adic place or that, equivalently,
the ideal associated to v divides p. Then the corresponding completion kv is
a finite extension of Qp of degree dv := [kv : Qp] and we put |p|v := p−dv/d,
where d is the degree of the number field k. We proceed in a similar way
with archimedean places.
We have to remark that such a normalization is not always the best choice.
Using a simpler exponent is usually more convenient for making calculations
and estimates. Also, the triangle inequality for the absolute values in an
archimedean place is sharper if we don’t use the weight proposed for the
normalization. However, the normalization we just presented allows us to
prove a product formula for number fields and to define absolute height
functions, that is height functions that are well-defined on Q (see §1.4).
Henceforth we always assume absolute values to be normalized in the above
manner, unless otherwise specified.
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Proposition 1.14 (Product formula). Let k be a number field and let | · |v
denote the absolute value associated to every v ∈Mk as in the normalization
process described above. Then, for every x ∈ k∗ there is a finite set M ⊂Mk
such that |x|v = 1 for every v /∈M and∏
v∈Mk
|x|v = 1.
Finally, we make use of the notion of places to state a valuable and more
general version of Hermite’s Theorem.
Theorem 1.15. Let k be a number field, S be a finite set of places of k and
d > 1 be an integer. Then (up to isomorphism) there are only finitely many
extensions k′/k of degree d that are unramified outside S.
1.4 Heights
Absolute values and places allow us to introduce a very useful tool, height
functions. Roughly speaking, a height function is a real-valued function that
measures the arithmetic complexity of an algebraic number and can be more
generally defined for a variety defined over a number field. Before giving an
accurate definition and getting into the details, we anticipate two outstanding
properties that make height functions an interesting subject of study:
(i) for every given height function and for every real number B there are
only finitely many points such that their height is bounded by B;
(ii) geometric relations lead to height relations.
The recent book by Bombieri and Gubler ([BG06]) offers a valuable and
comprehensive treatment of height functions and can easily answer to any
question that could arise from our succinct presentation.
Definition 1.16. Let k be a number field and let P = (x0 : · · · : xn) be a
point in Pn(k). We define the Weil height of P as
H(P ) =
∏
v∈Mk
max{|x0|v, . . . , |xn|v}
For an algebraic number x ∈ k we define H(x) = H((1 : x)), the Weil height
of the point (1 : x) in P1(k).
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We remark that the Weil height function is well-defined since its value does
not depend on the choice of homogeneous coordinates: this is a direct conse-
quence of the product formula presented in the previous section as Proposi-
tion 1.14. Furthermore, while the choice of the normalization for the absolute
values does depend on the number field k, the Weil height is independent of
k.
We can now give a first concrete example of what we had in mind when we
said that height functions “measure the arithmetic complexity”. Let x be
a non-zero rational number and let p and q be coprime integers such that
x = p/q. Then H(x) = max{|p|, |q|}, so the height of x grows with the size
of the coprime integers required to express it as a fraction (i.e. with the size
of the coefficients of its minimal polynomial over Z).
The Weil height of an algebraic number behaves nicely in respect of many
operations. We summarize the relevant results in the following proposition.
Proposition 1.17. Let x, y be elements of an algebraic number field k. Then
the following holds:
(i) H(xy) 6 H(x)H(y);
(ii) H(x+ y) 6 2H(x)H(y);
(iii) H(xm) = H(x)|m| ∀m ∈ Z;
(iv) H(xσ) = H(x) ∀σ ∈ Gal(Q/Q).
Heights often provide a great help when one wants to prove the finiteness of
a set of algebraic numbers because of the following theorem by Northcott:
there exist at most finitely many algebraic numbers of bounded height and
degree.
Theorem 1.18 (Northcott’s Theorem). Let c, d > 0 be real numbers. Then
#
{
x ∈ Q : H(x) 6 c, [Q(x) : Q] 6 d} <∞ and
#
{
P ∈ Pn(Q) : H(P ) 6 c, [Q(P ) : Q] 6 d
}
<∞.
Northcott’s Theorem easily implies the next theorem of Kronecker, although
the latter was originally proved much earlier in a different way.
Theorem 1.19 (Kronecker’s Theorem). The only algebraic numbers of height
1 are 0 and the roots of unity.
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Height functions are fruitfully applied even to infinite sets, since we can use
them to describe the density of an infinite set X by estimating the growth
rate of the counting function
N(X, b) = #
{
P ∈ X : H(P ) 6 b}.
For example, consider Q ⊂ P1(Q): N(Q, b) counts the number of rational
numbers with numerator and denominator bounded by b, so it is asymptoti-
cally approximated by 2 ·∑bk=1 ϕ(k)b/k. Therefore, we have
N(Q, b) =
12
pi2
b2 +O(b log b) as b→∞.
1.5 S-integers and S-units
We go back to the algebraic integers in k because the notion of place allows
us to generalize the concept of ring of integers in a number field.
Definition 1.20. If k is a number field and S is a finite set of places of k
containing at least the archimedean ones (in symbols,Mk,∞ ⊆ S ⊂Mk) we
define the ring of S-integers in k:
Ok,S :=
{
x ∈ k : |x|v 6 1 ∀v ∈Mk \ S
}
.
The set of invertible elements of Ok,S is denoted by O∗k,S and is called the
group of S-units in k; it is easy to see that
O∗k,S =
{
x ∈ k : |x|v = 1 ∀v ∈Mk \ S
}
.
When there is no fear of confusion about the number field we are talking
about we can omit the subscript k and write simply OS and O∗S .
Remark. The ring of S-integers is actually a ring and the group of S-units
is actually a group! Furthermore we recall that the number of non trivial
places on any given x ∈ k is always finite.
Another way of thinking of the S-integers is as those elements in k generating
a fractional ideal whose denominator contains at most primes in S. More
correctly, we say that x ∈ OS if, in the factorization of the fractional ideal
it generates, the prime ideals with negative exponent (if any) belong to S
(in the correspondence mentioned in §1.3). Whit this approach it is evident
how this generalization of the ring of integers depends on S and that when
S =Mk,∞ we have Ok,S = Ok.
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Example. In the case k = Q we can consider a finite set S = {p1, . . . , pn,∞}
where p1, . . . , pn are prime numbers that correspond, as we have said, to as
many p-adic absolute values on Q and ∞ corresponds to the usual absolute
value | · |∞. The S-integers will then be the usual integers and those rational
numbers such that their denominator (once they are written in reduced form)
is divisible only by primes in {p1, . . . , pn}. Precisely, we write every x ∈ Q
as a/b with a and b coprime integers; if the prime factors of b all belong
to {p1, . . . , pn} then we have x ∈ OS. The S-units will then have the same
requirement on the numerator as well, as it to say that x ∈ O∗S if and only if
there exist α1, . . . , αn ∈ Z such that x = ±pα11 · · · pαnn .
Working with Ok,S instead of Ok adds usually just a little effort, if none
at all, no matter how we choose S. So it comes natural to present results
in the more general settings offered by the S-integers for the sake of theoric
completeness as much as for useful technical reasons which allow these results
to be applied when a finite set of primes requires a different treatment.
As an example of how S-integers and S-units often behave like normal in-
tegers and units in a number field, we state (a generalization of the original
version of) an important theorem by Dirichlet which we will need in the
following (see [Nar04]).
Theorem 1.21 (Dirichlet, Chevalley, Hasse). Let k be a number field with r1
real embeddings and r2 pairs of complex conjugate embeddings and let S be a
finite set of non-archimedean places of k. Then we have
O∗k,S ' Rk × Z#S−1
where Rk is the finite cyclic group of roots of unity in k. If S = Mk,∞ we
recover the original statement by Dirichlet:
O∗k,S ' Rk × Zr1+r2−1.
In concrete terms, the theorem says that there exist r := #S − 1 multipli-
catively independent units ε1, . . . , εr of infinite order such that every unit
can be written as a product ζεm11 . . . ε
mr
r where ζ is a root of unity in k and
m1, . . . ,mr ∈ Z.
1.6 The S-unit equation
We need to recall another result about S-units which is immediately linked
with some diophantine equations and has important (and sometimes unex-
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pected) applications to a broader class of problems in number theory. We
consider the equation
x1 + . . .+ xn = 1
(
x1, . . . , xn ∈ O∗S
)
, (1.4)
which we will call S-unit equation, and we focus our interest on the number
of solutions. When n is odd and greater than 1 we can see at once an infinity
of solutions: we put x1 = 1 and choose arbitrary values in O∗S for every
xi with i even; then we need only to put xi = −xi−1 for every i odd and
greater than 1. These solutions are somehow “special” and the next theorem
we present shows that the key to produce infinite solutions to (1.4) is in
fact the possibility of writing a vanishing subsum of the xi’s. We shall say
that a solution of (1.4) is non-degenerate if for any I ⊂ {1, . . . , n} we have∑
i∈I xi 6= 0.
Theorem 1.22. Let k be a number field and S ⊂Mk be a finite set containing
all the archimedean places. Then equation (1.4) has at most a finite number
of non-degenerate solutions.
This result was implicitly proved by Siegel (1921) for ordinary units and by
Mahler (1933) for S-units. The first explicit proof is due to Lang (1960).
These proofs are ineffective, i.e. they do not provide any algorithm for deter-
mining the solutions. However, when there are only two unknowns, Baker’s
theory provides an effective procedure for actually finding a finite full set of
solutions.
Theorem 1.22 can be generalized to any finitely generated subgroup G ⊂ Q∗,
we only need to find a number field k and a set of places S as in the theorem
such that O∗S contains a set of generators of G. We can always do that and
we can say that the equation x1 + . . . + xn = 1 has at most a finite number
of non-degenerate solutions in Gn.
Before turning our attention to effective results about the number of solutions
of the S-unit equation, we briefly present two easy but interesting corollaries.
Corollary 1.23. Let k be a number field, a1, . . . , an ∈ k∗ and S ⊂Mk be a fi-
nite set containing all the archimedean places. Then there are at most a finite
number of non-degenerate solutions (x1, . . . , xn) ∈ (O∗S )n to the equation
a1x1 + . . .+ anxn = 1. (1.5)
Proof. We can always find a finite set S ′ such that S ⊆ S ′ ⊂ Mk and
a1, . . . , an ∈ O∗S′ . Every non-degenerate solution (x1, . . . , xn) ∈ (O∗S )n of
equation (1.5) provides a non-degenerate solution (a1x1, . . . , anxn) ∈ (O∗S′)n
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to equation (1.4) and there cannot be an infinite number of them.
Corollary 1.24. Let k be a number field and S ⊂ Mk a finite set contai-
ning all the archimedean places. Then there are at most a finite number of
non-degenerate and non-proportional solutions (x0, . . . , xn) ∈ (O∗S )n to the
equation
x0 + . . .+ xn = 0. (1.6)
Proof. There is a bijection between every set of non-degenerate and non-
proportional solutions of (1.6) and non-degenerate solutions of (1.4) given
by
(x0, . . . , xn) 7−→
(
−x1
x0
, . . . ,−xn
x0
)
.
The first explicit bounds for the heights of the solutions to the S-unit equa-
tion for n = 2 were given by Gyo˝ry in 1974 and they were improved by
several authors; all these results are obtained using Baker’s theory of logari-
thmic forms. An alternative effective method based on an extension of the
Thue-Siegel’s method, Dyson’s Lemma and some geometry of numbers was
elaborated by Bombieri (1993) (and later improved by Bombieri and Cohen
(1997, 2003)). Bugeaud (1998) combined the above mentioned methods to
further improve the upper bounds for the heights of solutions.
Evertse, Schlickewei and Schmidt (2002) proved a remarkable result boun-
ding the number of non-degenerate solutions only in terms of the rank r of
the finitely generated group G containing the solutions (and, of course, the
number n of unkowns).
Various multivariate/higher dimensional generalizations of the above results
were established by other authors; an interesting survey on the subject is
offered by [Gyo˝10] which also gives a complete list of references for the above
mentioned results and many others.
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Capitolo 2
Integral points on algebraic
varieties
Number theory and algebraic geometry have been growing closer and closer
in the last century with numerous achievements that benefited the progress
in both fields. The link between the two subjects began with the natural
translation of number theoretic problems into the language of algebraic geo-
metry in order to apply its machinery and, also, to exchange perspective and
point of views. Soon enough, though, the bound got stronger and proved to
be not just convenient, but substantial: it was proved that several arithmetic
facts and properties depended ultimately on the geometry of the algebraic
varieties involved. Through the contributions of Mordell, Lang, Serre, Weil
and Faltings (just to name a few), deep connections were established and
they gave rise to subfields which earned names on their own, like diophantine
geometry1 and arithmetic geometry.
2.1 Rational and integral points
We begin our short review on this subject with the more intuitive and
“shallow” connection: an affine algebraic variety is, more or less, the set
of solutions to a system of polynomial equations like
fi(X1, . . . , Xn) = 0 i = 1, . . . ,m. (2.1)
1This term originated from the book of the same name by Serge Lang ([Lan62]) where
the author presented diophantine problems emphasizing the geometric point of view.
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Then, we could think that solving a system of diophantine equations is equi-
valent to finding the points with integral (or rational) coordinates on the al-
gebraic variety associated to the system. However, while from the arithmetic
point of view making a distinction between integral and rational solutions is
not crucial as we can reword any problem about rationals in terms of integers,
in a geometric setting this translation requires some care. Indeed, the values
a1
b
, . . . , an
b
(with a1, . . . , an, b ∈ Z) do not have a geometric correspondent in
the vector (a1, . . . , an, b) ∈ Zn+1 but rather in the point (a1 : . . . : an : b) in
the projective n-dimensional space.
Let k be a number field and Pn be the projective n-dimensional space defined
over k; we can think of a projective variety V defined by the polynomials of
the system whose rational solutions we are looking for. At the end of the
nineteenth century, Hilbert and Hurwitz introduced the nowadays natural
viewpoint of algebraic geometry: if two curves in P2(Q) are birationally
equivalent their rational points correspond. As changing the embedding is
equivalent to provide birational functions over k, we see that the rationality
of the coordinates is not affected by the choice of the model of the variety,
using modern terminology and setting. Therefore, what lies at the heart of
the problem is the function field k(V ) and we can define a point P to be
rational if f(P ) ∈ k for every f ∈ k(V ).
Proceeding in the same way with integral points would require an embed-
ding of the variety V in the affine n-dimensional space An defined over k.
However, in the affine case, changing the model is performed by the action of
polynomials in k[X1, . . . , Xn] which by no means ensures that the integrality
of the coordinates of a point is preserved. We can overcome this obstacle
with another approach which we present in its generalized form: not only
we will be able to work in the full generality granted by S-integers, but we
will avoid further requirements and conditions that are not truly related to
the problem we are trying to solve, but rather derive just from the chosen
normalization for the equations. Let us introduce this concept step by step.
Let k be a number field, S ⊂ Mk be a finite set of places containing all
the archimedean ones and consider the system of polynomial equations (2.1)
with fi ∈ k[X1, . . . , Xn]. The set
{(x1, . . . , xn) ∈ kn : fi(x1, . . . , xn) = 0 ∀i = 1, . . . ,m}
is an affine algebraic set and it is an affine algebraic variety over k if the con-
dition that the polynomials fi generate a prime ideal in k[X1, . . . , Xn] holds.
However, this requirement is not as strict as it could seem since, essentially, it
is sufficient to ask that system (2.1) cannot be decomposed in two analogous
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independent systems. Furthermore, we want an affine algebraic variety V
which is also absolutely irreducible: again, this hypothesis is not restrictive
and we sketch how we deal with it. We consider every component of V which
is irreducible over k and observe that, if V is reducible over the algebraic clo-
sure Q, then the set of rational points in V belongs to a subvariety of lower
dimension. If necessary, we can repeat this procedure, and we finally get
to a situation where we can suppose to work with an absolutely irreducible
variety.
When an embedding for the variety V is given we could settle for the following
definition: the set of S-integral points in V is
V (Ok,S) :=
{
(x1, . . . , xn) ∈ V ⊂ An(k) : xi ∈ Ok,S ∀i = 1, . . . , n
}
.
This definition is somehow pointwise, since we can decide whether any single
point of V is S-integral or not. However, fixing an embedding for V somehow
hinders the freedom we just gained on the denominators by working with
S-integers. Thus, we are about to present (following Serre and Vojta) a
more general notion of integrality that simply cannot be pointwise for the
reason we mentioned when discussing the change of the model. So, we will
need to define a quality for subsets, not points, of V .
Definition 2.1. A set Σ ⊂ V (k) is quasi-S-integral if for every ϕ ∈ k[V ]
there exists a ∈ k∗ such that aϕ(P ) ∈ OS for every P ∈ Σ.
On a first look this definition may appear somehow involved and artificial,
but we try to explain why it is the “right” definition. First of all, it parallels
the definition we gave for rational points, with the algebra k[V ] of regular
functions on V taking the place of the rational functions k(V ), as it is ex-
pected. Then, the factor a ∈ k∗ (which depends on the function ϕ but not
on the points in Σ) allows the presence of a “denominator” possibly intro-
duced by the function ϕ. Finally, we see that the definition is given for a
set of points because a single point trivially satisfies the requirement in the
definition; actually, every finite set Σ ⊂ V (k) is always quasi-S-integral!
Remark. We should remark that we can work with just a finite number of
regular functions ϕ to check the definition because the algebra k[V ] is finitely
generated. We conclude this section observing that, if Σ is a quasi-S-integral
set, we can choose affine coordinates for the variety V so that every point
in Σ is S-integral and this is another way to understand how Definition 2.1
extends the concept of S-integral points (and why general arguments are
sometimes stated without the “quasi-” or even the “S-”!).
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2.2 Integrality on complements of divisors
Our starting point was the study of a system of diophantine equations, but
questions about integral points on a given affine variety are of some interest
even on their own. We make a short digression to show how the notions we
just presented can be extended to varieties that are not projective nor affine,
even though we must specify that the definition of integrality may in this
case vary with the choice of a divisor. We will follow the perspective adopted
by Vojta: his book [Voj87] is a great reference for this and many other topics.
If D is a very ample divisor on a projective variety V , we may consider the
vector space L(D) = {f ∈ k(V ) : (f) + D > 0}, which is isomorphic to
the global sections of the line bundle associated to D, and choose a basis
(1, s1, . . . , sn) for L(D). Since D is very ample, the map
s : V −→ Ank
P 7−→ (s1(P ), . . . , sn(P ))
yields an embedding of V in An and therefore we can look for integral points
just by checking if they have S-integral coordinates in the given embedding.
In this procedure we chose arbitrarily two objects (the divisor D and the
basis (1, s1, . . . , sn)) and we want to spend a few words about how these
choices can affect the integrality of set of points on V .
First we remark that if two divisors D and D′ have the same support, althou-
gh the spaces L(D) and L(D′) may be different, the related embeddings will
lead to the same set of integral points on V . Hence, what really matters is the
choice of |D|; at once we deduce that the multeplicity of the divisor chosen is
irrelevant. Then, we point out that for every point in V \ |D| we can choose
s1, . . . , sn so that P is integral with the adopted definition: then we conclude
that the notion of integrality we are discussing is of some interest, once again,
only when applied to infinite set of points. With this approach, the choice of
the basis for L(D) has no consequence on whether a set Σ is integral or not.
We call the notion of integrality we have just introduced (S,D)-integrality
and, in the following, we will refer to it whenever we discuss S-integral points
for the complement of a divisor D in a given projective variety. We recall
the following interesting fact:
Proposition 2.2. Let k be a number field and S a finite set of places of k
containing the archimedean places. Let k′ be a finite extension of k and T
the set of places lying above the places in S. Then Σ ⊂ V (k) is a set of
(S,D)-integral points if and only if it is a set of (T,D)-integral points.
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When the projective variety V and the divisor D are presented with a fixed
model, there is another way to look at S-integral points that sometimes helps
intuition or calculation. We can check reductions modulo all the primes not
in S and define S-integral the points whose reductions do not belong to the
reduced divisor. For example, we may consider the hypersurface X ⊂ P3
defined over Q by the equation x3 + y3 + z3 = 3w3, the divisor D ⊂ X
given by w = 0 and S = {∞}. Then the set of (S,D)-integral points on X
corresponds to the (x, y, z, w) ∈ Z4 such that (x : y : z : w) ∈ X and no
rational prime divides w, that means w = ±1.
It is possible, though not obvious, to show that the notions of integrality we
have introduced do not lead to contradictions, after possibly enlarging S.
Going back to the study of integral points on an affine variety V , we devote
now our attention to the special case occurring when V is given as a Zariski
open subset of a projective variety V˜ . A special role is played by the divisor
at infinity D (i.e. the sum of the irreducible components of V˜ \ V ) and, for
a start, we observe that the algebra k[V ] consists of the regular function in
k(V˜ ) = k(V ) which are regular outside the support of D. Then we notice
that if f ∈ k(V ) is integral over k[V ], since the ring of integers is integrally
closed, every quasi-integral set relative to k[V ] is also a quasi-integral set
relative to k[V ][f ]. This means that, for the purpose of finding quasi-S-
integral points on V as in Definition 2.1, we can consider, instead of k[V ], its
integral closure in k(V ). As V is affine, we know that the integral closure of
k(V ) is the algebra of regular functions of a normal affine variety W and there
is a unique (up to isomorphism) birational finite map pi : W → V (sometimes
called canonical normalization of V ). In addition, we know that a regular
map between affine varieties defined over k sends quasi-S-integral sets on the
first variety to quasi-S-integral sets to the second variety. Hence, we can
(and will) suppose that V is a normal variety without loss of generality.
Example. In order to show how the previous paragraphs’ notions are ap-
plied, we consider the case of V˜ = P1, the projective line over a given number
field k. The divisor at infinity is now defined as a formal sum of distinct poin-
ts D =
∑r
i=1Qi with the Qi forming a complete set of conjugates over k,
which is equivalent to ask that the divisor D is well-defined over k; on the
other hand, the single points may not be individually defined over k.
If r = 1, the divisor D is the point Q1 that must be defined over k and we may
freely assume it is the point ∞ = (0 : 1). Since we must have P1 \ V = {∞},
the affine variety implicated here is A1, the affine line over k, whose affine
algebra over k is k[t], t being the coordinate function. Integral points on V
are therefore the S-integers OS.
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If r = 2 we have to distinguish between two cases. When Q1 and Q2 are both
defined over k we may assume they are the points 0 = (1 : 0) and∞ = (0 : 1)
and therefore V ' A1 \ {0} ' Gm, the multiplicative group of k that can
also be written as Spec
(
k[x, x−1]
)
. Its algebra k[V ] is then k[t, t−1], where t
is again the coordinate function on A1 and through its generators t and t−1
we can embed V in A2 as the hyperbola XY = 1. The integral points on V
are then identified with the group of S-units O∗S , because we are requiring
the inverse of an S-integer to be in OS as well.
If r = 2 but Q1 and Q2 are not defined over k, they are however quadratic
conjugates and if we take, as before, the coordinate t on A1, we have that
t(Q1) and t(Q2) are roots of a polynomial f(X) = X
2 + aX + b ∈ k[x]. We
look at the regular functions on P1 which are regular outside the support of D
and we see that the algebra k[V ] can be written as k[1/f(t), t/f(t)]. Again,
we can see V as embedded in A2: we put u = 1/f(t) and v = t/f(t) and V
corresponds to the conic u2f(v/u) = u, that is to say v2 + auv + bu2 = u.
This case, the first in which the structure of the integral points is not trivial,
leads to a well known problem in number theory when k = Q: the study of
Pell’s equations (one of our first examples, equation (1.2)). In general, the
number of points on the conic with coordinates in OS depends on the number
field k as well as on the set of places S: if they are large enough, the number
of integral points on V is infinite, but for some other combinations of k and
S the set of integral points on V can be empty.
Finally, we consider the case of a divisor D defined as the sum of three points
Q1, Q2 and Q3, all defined over k. Since the automorphism group of P1(k)
is (a subgroup of the Mo¨bius group and therefore) 3-transitive, we can think
the three points are 0, 1,∞ without loss of generality. Again, we look for
generators of the algebra k[V ] and, denoting again by t the coordinate func-
tion on A1, we can write k[V ] = k[t, 1/t, 1/(t− 1)]. Setting X = t, Y = 1/t
and Z = 1/(t − 1), the variety V is embedded in A3 as the curve defined
by the system XY = (X − 1)Z = 1. The integral points will be the points
(x, y, z) ∈ (OS)3 such that xy = (x− 1)z = 1, which is equivalent to require
that both x and (x − 1) are S-units. This requirement, on the other hand,
leads us to the S-unit equation x1 + x2 = 1, which has only finitely many
solutions by Theorem 1.22.
If a curve defined over k with more than three points at infinity (r > 3, using
the notations adopted above) is given, we can always reduce the problem of
finding integral points on the curve to the case P1 \ {0, 1,∞} to say that
there are at most a finite number of them.
Remarks. (i) We will see how the above Example can be generalized to the
case of a variety V ⊂ Pn and the divisor at infinity D is the sum of r hyper-
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planes in general position (any n+ 1 of them are independent). If r = n+ 1
there are choices for k and S that yield sets of quasi-S-integral points on V
that are Zariski dense in V . And if r = n + 2 one can find varieties where
sets of quasi-S-integral points can be infinite, but not Zariski dense.
(ii) There is an impressive formal analogy between Nevanlinna theory in com-
plex analysis (sometimes called value distribution theory) and certain resul-
ts in diophantine approximation. It was originally pointed out by Osgood
([Osg81]) and futher developed in the profound work by Vojta who provided
a dictionary to actually translate concepts and statements between the two
fields including geometric results as well. The first result to inspire the brid-
ge between the two subjects was Lang’s conjecture on the refinement of the
error term in Roth’s theorem. Other remarkable connections involve, just
to name a few, Picard’s Theorem, Mordell’s conjecture (Faltings’ Theorem)
and Schmidt’s Subspace Theorem. We will say more about these results la-
ter in this chapter; at this moment, for the sake of completeness, we want
to emphasize how the above Example parallels Picard’s theorem, which we
briefly recall:
Theorem 2.3 (Picard’s Theorem). If a function f : C → C is entire and
noncostant, then the image of f is either the whole complex plane or the
plane minus a point.
Applying the theorem to an entire function f : C→ P1 \ {0, 1,∞} we easily
deduce that f is a constant and non-zero entire function (it misses two points
of the complex plane), and so is 1 − f : then f and 1 − f are units in the
ring of entire functions H(C). Then we have a couple of solutions for the
equation f + g = 1 to be solved in units of H(C); besides, we know that
every solution to the equation f + g = 1 must be a constant.
2.3 Diophantine approximation results
In this section we would like to outline some results in diophantine approxi-
mation, since they are closely related to the S-unit equation and other topics
we are about to discuss. The text [Zan03] offers a detailed introduction to the
field of diophantine approximation with many insights and further references.
We begin by stating a celebrated result by Dirichlet on the accuracy of
rational approximations to real numbers:
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Theorem 2.4 (Dirichlet’s Approximation Theorem). Let α be a real number.
Then for every positive integer Q there exist integers p and q such that
0 < q 6 Q and
∣∣∣∣α− pq
∣∣∣∣ < 1q Q.
The original proof, as elegant and simple (by present standards) as the sta-
tement, relies on a clever use of the pigeonhole principle2 but, in view of
further connections, we observe that another proof is obtained by means of
Minkowski’s Theorem (see, for example, Theorem B.5.4 in [HS00]), one of
the founding results of geometry of numbers. We consider the subset of the
Euclidean plane
T :=
{
(x, y) ∈ R2 : y ∈
[
−Q+ 1
2
, Q− 1
2
]
,
∣∣yα− x∣∣ 6 1
Q− 1
}
which is clearly convex and symmetric with respect to the origin; its area is
4 + 2
Q−1 > 4 and then there exists a point (p, q) ∈ Z2 ∩ T different from the
origin.
If we are given an irrational number, we can apply Dirichlet’s Approximation
Theorem to every Q ∈ N∗ to obtain an infinite number of couples (p, q) as in
the theorem and, since q 6 Q implies (q Q)−1 6 q−2, we have the following
Corollary 2.5. If α ∈ R \ Q there are infinitely many rational numbers p
q
(with p, q ∈ Z) such that
∣∣∣α− pq ∣∣∣ < 1q2 .
An improvement of this result, that is proving the statement with an expo-
nent greater than 2, has been sought for years until in 1955 Roth proved it
to be sharp, at least for algebraic numbers.
Theorem 2.6 (Roth, 1955). If α ∈ Q and ε > 0 is a real number, the pairs
(p, q) ∈ Z2 such that ∣∣q (qα− p)∣∣ < 1
qε
correspond at most to a finite number
of ratios p
q
.
Like earlier (but weaker) results of the same kind due to Siegel, Thue,
Gelfond and Dyson among others, Roth’s Theorem is immediately appli-
cable to diophantine equations representing certain affine curves. We have
stated the theorem in the equivalent homogeneous form to make the following
corollary about integral points even more evident.
2The first formal presentation of the pigeonhole principle is believed to be due to
Dirichlet himself, who named it Schubfachprinzip (literally, “drawer principle”) and many
languages keep this original meaning.
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Corollary 2.7. Suppose f, g ∈ Q[X, Y ], f homogeneous, g 6= 0 and deg g <
deg f − 2, then the equation f(X, Y ) = g(X, Y ) has at most finitely many
integral solutions.
Mahler worked on the problem of rational approximations in which the deno-
minator was restricted to a special shape (namely having prime factors only
in a prescribed finite set) and one of his student, Ridout, proved an intere-
sting generalization of Roth’s Theorem to S-integers. We state a simplified
version of Ridout’s Theorem that better suits our survey.
Theorem 2.8 (Ridout, 1957). Let S be a finite set of places of Q containing
the archimedean place and let α ∈ Q. Then, for every real number ε > 0 the
set of p
q
∈ OQ,S (with p, q coprime rational integers) such that
∣∣∣α− pq ∣∣∣ 6 1q1+ε
is finite.
Ridout’s Theorem and further results by Mahler have been the basis for
the work of Lang in this direction, as the restriction to Q proved to be
somehow innatural. Lang’s Theorem is usually quoted as the Generalized
Roth’s Theorem and it is formulated for number fields in terms of a geometric
mean of absolute values on one side and of the height of the value we want
to approximate with algebraic numbers on the other.
Theorem 2.9 (Generalized Roth’s Theorem; Lang, 1962). Let k be a number
field and S ⊂Mk a finite set of places containing all the archimedean ones.
For every v ∈ S we normalize the corresponding absolute value, we extend
it to Q and we choose an element αv algebraic over k. Then, for every real
number ε > 0 there are at most finitely many β in k such that∏
v∈S
min(1, |αv − β|v) 6 1
H(β)2+ε
.
It is possible to think of this result as a bound (as regards height) on good
simultaneous approximation to a given element in a number field; several
elements (precisely, #S) are required to be close enough to β, each of them
in respect of one of the absolute values in S.
Closely related to these results is a theorem by Mahler on the finiteness of
integral solutions to certain equations; the first works of this kind date back
to the first years of the twentieth century, when Thue began the study of the
equation that has been named after him.
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Theorem 2.10 (Thue, Mahler). Let k be a number field, let m ∈ k∗ and let
S ⊂ Mk be a finite set of places. If F ∈ k[X, Y ] is homogeneous, without
multiple factors and degF > 3, then there exist at most finitely many pairs
(x, y) ∈ O2S such that F (x, y) = m.
Remark. Thue’s and Roth’s theorems in diophantine approximations are
ineffective, and so are the generalizations we mentioned and all the proofs
based on them. In other words, they tell us whether or not there are finitely
many solutions to the equation or inequality considered, although they pro-
vide no hint on how to actually generate them. Since, by Dirichlet’s Theorem
on the structure of O∗S , many diophantine equations can be solved studying
certain exponential (or logarithmic) diophantine equations (or inequalities),
effectivity may sometimes be recovered by means of Baker’s Theory. We
also remark that another effective approach, more similar to Thue’s original
argument, has been developed by Bombieri in [Bom93] and other subsequent
works.
2.4 Schmidt’s Subspace Theorem
We conclude our overview of diophantine approximation results with the
celebrated Schmidt’s Subspace Theorem (and its generalizations) as it is
essentially the best-possible extension of Roth’s Theorem. It solves the pro-
blem of the simultaneous approximation to several algebraic numbers using
rational numbers with the same denominator; it also answers, using certain
transference theorems from geometry of numbers, a question initially posed
by Siegel about approximations by means of algebraic numbers of given de-
gree. Schmidt’s Subspace Theorem is analysed in detail in [Zan03], along
with some of its consequences.
Theorem 2.11 (Schmidt, 1970). Let α1, . . . , αn be algebraic numbers such
that 1, α1, . . . , αn are linearly independent over Q and let ε > 0 be a real
number. Then there exist at most finitely many (q, p1, . . . , pn) ∈ Zn+1 such
that
n∏
i=1
∣∣∣∣αi − piq
∣∣∣∣ < 1q2+ε .
Schmidt himself formulated a more general version of his result shortly after,
proving that, given n linearly independent forms, the vectors in Zn cannot be
too close (again, we consider a geometric mean of distances) to the subspace
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generated by the n forms, with the only possible exceptions of vectors lying
on the finite union of certain linear subspaces.
Theorem 2.12 (Subspace Theorem; Schmidt, 1972). Let L1, . . . , Ln be li-
nearly independent linear forms in X1, . . . , Xn with algebraic coefficients.
Then, for every real number ε > 0 there exist proper linear subspaces T1, . . . , Tm ⊂ Qn
whose union contains all the vectors x = (x1, . . . , xn) ∈ Zn such that
|L1(x) · · ·Ln(x)| 6 max
i=1,...,n
(|xi|)−ε .
Roth’s Theorem has been generalized to Theorem 2.9 which is formulated
for number fields and allows for several places, even non-archimedean, to be
considered at once; Schlickewei acted on Schmidt’s Theorem likewise (see
also a similar but slightly less general result by Dubois and Rhin in [DR76]).
To ease notations, if k is a number field, | · | an absolute value defined on k
and x = (x1, . . . , xn) is a vector in k
n, we put |x| := max{|x1|, . . . , |xn|}.
Theorem 2.13 (Schlickewei, 1977). Let k be a number field, S a finite set
of places over k containing all the archimedean ones. Suppose that for every
v ∈ S the corresponding absolute value is normalized with respect to k and
then extended to Q and that L1,v, . . . , Ln,v are independent linear forms in n
variables with coefficients in kv algebraic over k. Then, for every real ε > 0
all solutions x ∈ kn to the inequality∏
v∈S
n∏
i=1
|Li,v(x)|v
|x|v 6
1
H(x)n+ε
belong to a finite union of proper linear subspaces of kn.
We can recover an affine formulation with the additional hypothesis that
x ∈ (Ok,S)n and we have the following
Corollary 2.14. Using the same notations of the above theorem, suppose that
the same hypotheses hold. Then all solutions x ∈ (Ok,S)n of the inequality∏
v∈S
n∏
i=1
|Li,v(x)|v 6
1
H(x)ε
belong to a finite union of proper linear subspace of kn.
Proof. Since x ∈ (Ok,S)n, we have that |x|v 6 1 for every v /∈ S. Then
H(x)n =
( ∏
v∈Mk
|x|v
)n
6
n∏
i=1
∏
v∈S
|x|v
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which yields at once the result we want to prove after using Theorem 2.13.
The Subspace Theorem turns out to be very useful (and at times essential)
when solving some diophantine equations or proving theorems on integral
points on varieties. Clearly, this is the case with equations of the type
L1 · · ·Lr = m where m is a constant and Li are linear forms in n varia-
bles. A special and interesting instance consists in norm-form equations, i.e.
equations N(x) = c where c ∈ Q∗ is a constant and N is defined by the
norm from k to Q of a given linear form L having as coefficients n algebraic
numbers linearly independent over Q. Schmidt considered also the case when
the constant c is replaced with a polynomial of “small” degree (see [Sch80]).
More recently, Corvaja and Zannier generalized in [CZ04a] the result to equa-
tions of the form f1(x) · · · fr(x) = g(x) where fi and g are polynomials with
certain restrictions on their degrees and some natural geometric conditions:
the integral solutions are then confined in an affine subspace of codimension
equal to or greater than 2.
We conclude this section with a remark on effectivity of Schmidt’s Subspace
Theorem. Likewise to what happens with Roth’s Theorem, none of the
known proofs give a procedure on how to compute the equations for the
subspaces that contain the “exceptional” vectors. However, several authors
have studied bounds for the number of subspaces involved; in particular, the
quantitative conclusions obtained by Evertse and Schlickewei led, with the
collaboration of Schmidt himself, to a quantification of Theorem 1.22 on the
solutions of the S-unit equation, proving that the number of non-degenerate
solutions is limited by a quantity depending only on the rank of the finitely
generated group containing the solutions (see [Sch91], [ES02] and [ESS02]).
2.5 Integral points on curves
The study of diophantine equations, or systems, usually aims at one or more
of the following objectives:
◦ to decide whether solutions exist or not,
◦ to find or estimate the number of solutions,
◦ to decide whether it is possible to exhibit a complete list of solutions
or not,
◦ to give a characterization of the distribution of solutions,
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◦ to find the most efficient strategy to calculate solutions.
For centuries, answers to these problems were usually given for a specific
equation or for a very narrow class, often by means of shrewd but ad hoc ar-
gumentations. Even in the study of rational and integral points on algebraic
varieties, before the end of the nineteenth century, only special cases had
been considered. The first general results were found, around 1890, in the
work of Hurwitz and Hilbert ([HH91]) where they introduced the, nowadays
natural, viewpoint of algebraic geometry: if X and X ′ are two birationally
equivalent algebraic curves over Q in P2, their rational points correspond.
Hence the importance of birational invariants, in particular the genus (as we
will see).
The results obtained as a consequence of the theorems by Thue, Roth, Mahler
and Ridout we have seen in the previous section lack of generality as well, for
certain aspects: they imply the finiteness of integral points only on a special
kind of curves, although the hypotheses do not bound the degree. However,
they played an important role in the proof of the first major result about
diophantine equations that depends only on geometrical conditions: Siegel’s
Theorem on integral points on curves (see, for example, [HS00] or [Zan03]).
Theorem 2.15 (Siegel, 1929). Let k be a number field, let S be a finite set of
places containing the archimedean ones and let C/k be an affine irreducible
algebraic curve. If there is an infinite subset of C of quasi-S-integral points
then C has genus 0 and has at most two points at infinity.
We have stated the theorem in its final form (due to Lang); Siegel proved
it for the usual integral points (S =M∞) and in 1933 Mahler extended his
result to any S, but only for genus 1. We used the word “final” because
Siegel’s Theorem is best-possible since there are curves with genus 0 with
0, 1 or 2 points at infinity with an infinite number of integral points: in fact,
the example about P1 minus one, two or three points we discussed before
shows the essential part of the proof in the case of curves with genus 0. It
is true that if C is nonsingular3, has genus 0 and no more than two points
at infinity then C(Ok,S) is always infinite if k and S are large enough. More
precisely, we should say that there are always k′ and S ′ such that the former
is a finite extension of k, the latter is a finite set of places containing S and
C(Ok′,S′) is infinite.
3As we have said, in order to study integral points on a variety we can suppose it to
be normal, that is, for a curve, to be nonsingular.
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A strategy to prove Siegel’s Theorem consists of approximating the slope of
an asymptote by rational numbers with such a good accuracy to obtain a
contradiction with diophantine approximation results. When the genus is
greater than 0 we suppose we have an infinite sequence of distinct integral
points on C; considering the completion of k in respect to a place v ∈ S,
by the compactness of the projective closure of C, we obtain approximations
that, in some cases, yield an immediate contradiction to Roth’s Theorem.
For the others, we proceed embedding the curve in its Jacobian and, after
applying the Weak Mordell-Weil Theorem (see later, Theorem 2.17), we are
able to show that Roth’s Theorem would be contradicted again, under the
assumption of infinite integral points on C. When the genus is 1 the Jacobian
is the curve itself and the above mentioned procedure boils down to the
different behaviour of the distance and of the height with respect to the
multiplication and translation maps on the Jacobian. We should observe
that Roth’s Theorem was not available to Siegel (nor it was to Mahler) and
that in place of the exponent 2+ε he could rely only on the significantly larger
2
√
d, where d is the degree of the algebraic number to be approximated; to
overcome this hindrance, Siegel had to take account of several simultaneous
approximations.
We also remark that Siegel’s Theorem is ineffective since neither Roth’s Theo-
rem nor Mordell-Weil Theorem are effective. The fact that the Mordell-Weil
theorem is not really necessary for the proof of Siegel (and Mahler) was al-
ready pointed out by Weil as early as 1935, as it could be replaced by the
effective Chevalley-Weil Theorem (see later, Theorem 3.1). However, Siege-
l’s Theorem in its generality still relies on diophantine approximation results
which lead to ineffectivity and finding an effective version of Siegel’s Theo-
rem remains a longstanding important open problem. Of course, in certain
special cases there are known techniques for effectively computing the set of
integral points: in this context, the most powerful and widely used effective
techniques come from Baker’s theory of linear forms in logarithms. Using
these techniques, Baker and Coates ([BC70]) proved an effective version of
Siegel’s theorem for curves of genus zero and genus one.
A major open problem is to give a general effective version of Siegel’s theo-
rem for curves of genus greater than one and another noteworthy instance is
the case of geometrically Galois coverings of the projective line, proved inde-
pendently by Bilu ([Bil95]) and Dvornicich and Zannier ([Zan96]). Finally,
recent works by Corvaja and Zannier ([CZ02]) presented a proof of Siege-
l’s Theorem through the Schmidt Subspace Theorem, rather than Roth’s
theorem: this approach allows one to work only on curves, avoiding the em-
bedding into Jacobians and the subsequent use of tools from the arithmetic
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of abelian varieties. Furthermore, they made some steps towards effectivity
in some special cases: if C is a curve defined in Am by equations of degree at
most d with three or more points at infinity then #C(Ok) is bounded only
in terms of the degree of the number field.
Before attempting to make a survey on the state-of-art as regards the study of
integral points on varieties of higher dimension, we dedicate a few paragraphs
to the Mordell-Weil Theorem. In 1922 Mordell proved ([Mor22]) a conjecture
advanced by Poincare´:
Theorem 2.16 (Mordell, 1922). The group of rational points on an elliptic
curve is finitely generated.
Some years later, Weil took up the subject producing a generalization to
Jacobians of higher genus curves over arbitrary number fields in his thesis in
1928. Further progresses were made after Weil and the result was generalized
to abelian varieties.
Theorem 2.17 (Mordell-Weil’s Theorem). Let k be a number field and let
A/k be an abelian variety. Then the set A(k) of points of A rational over k
is a finitely generated abelian group.
The proof goes more or less along these lines: first we prove the so-called
Weak Mordell-Weil Theorem (A/nA is a finite group for every integer n > 1),
applying theorems by Hermite and Chevalley-Weil to study the morphism
A → A defined by the multiplication by n. Then we define suitable height
functions to bound the size of A(k) and finally we conclude using Northcott’s
Theorem and a descent argument. Several improvements have been made,
both in simplifying the proof by means of Galois cohomology and in extending
the result to a broader class of ground fields (see, for example, [LN59]).
In his 1922 paper, Mordell formulated his own conjecture that inspired fur-
ther researches and lasted long enough to be very often quoted as Mordell’s
Conjecture even at the present day, despite the fact that a proof for it has
been given by Faltings in 1983 ([Fal83]), earning him a Fields Medal in 1986.
Theorem 2.18 (Faltings’ Theorem, 1983; previously Mordell’s Conjecture).
Let k be a number field and let C/k be a curve of genus > 2. Then the set of
rational points C(k) is finite.
It is no restriction to assume that the curve is projective and non-singular, for
this changes only a finite number of points. Faltings’ original proof used the
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known reduction to a case of the Tate conjecture, and a number of tools
from algebraic geometry, including the theory of Ne´ron models. A very
different proof, based on diophantine approximation, was found by Vojta and
considerably simplified by Bombieri (the proofs may be found, respectively,
in [HS00] and [BG06]).
It is rather obvious that Faltings’ Theorem implies the finiteness of integral
points on curves of genus > 2. Then, given a curve of genus g with s points at
infinity, we can introduce the Euler characteristic χ(C) := 2− 2g− s and we
could summarize the results on integral points on curves we have presented
above with this table (borrowed from [HS00]:
Euler characteristic χ(C) Integral points on C
> 0 infinite set
= 0 finitely generated set
< 0 finite set
2.6 Integral points on higher-dimensional va-
rieties
The above table seems to suggest that integral points on curves strictly follow
a distribution law determined by the intrinsic geometry of the curve, at least
from a qualitative point of view. Even if there are still several open problems,
our knowledge about rational or integral points on curves is solid when com-
pared to the situation of higher-dimensional varieties, from a theoretical and
qualitative perspective. Not only it is harder to work with surfaces instead of
curves, we also have to face problems arising from the geometry of divisors,
that is more complicated in higher dimensions (for n = 1 divisors are sums of
points). For these and other reasons, the majority of the results available to
us depends on restrictive hypotheses, very often applying only if the divisor
at infinity of the variety splits in several components.
Arguments we presented in the above pages can be used to deduce statements
about integral points on varieties of dimension > 2 with slight adjustments or
just as they are. For example, the Subspace Theorem was used by Schmidt
himself to obtain the following theorem on varieties defined by norm-form
equations.
Theorem 2.19 (Schmidt, 1972). Let k be a number field, let L be a linear
form with n variables defined over k and let N be the norm associated to L.
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Suppose that the equation N(x) = c ∈ k∗ has an infinity of integer solutions.
Then there exist λ ∈ k∗ and a subfield k′ 6 k such that O∗k′ is infinite and
such that λk′ ⊂ L(Qn).
In light of the remark we made about requirements over the splitting of the
divisor at infinity, we observe that it is now defined by the d conjugates of
the linear form L, where d = [k : Q].
The S-unit equation, on the other hand, can be generalized to the study of
points which lie in some finitely generated subgroup in general varieties rather
than in linear spaces. In this direction we have a theorem by M. Laurent who
proved in [Lau84] a conjecture advanced by Lang which we will state right
after introducing some notations. The multiplicative algebraic group Gm is
the affine line A1 \ {0} endowed with the multiplicative group law and Gnm
represents, as expected, the n-th power of Gm. So, if R is any commutative
ring, Gnm(R) denotes the multiplicative group (R∗)n where the multiplication
must be intended as coordinatewise. It follows that Gnm is an example of
algebraic group, i.e. an algebraic variety such that the multiplication and in-
version operations are given by regular functions on the variety; an algebraic
subgroup is a subgroup of an algebraic group which is also a subvariety or,
in other words, a Zariski closed subgroup.
Theorem 2.20 (Laurent, 1984). Let G be a finitely generated subgroup of
(Q∗)n and let Σ be any subset of G. Then the Zariski closure of Σ in Gnm
consists of a finite union of translates of algebraic subgroups of Gnm.
The theorem tells us that only some special subvarieties of Gnm may have
Σ has a Zariski-dense subset: namely, they all can be described as a fini-
te union of translates of algebraic subgroups. Furthermore, we can define
every such translate by means of a finite number of equations of the form
Xα11 · · ·Xαnn = λ, where α1, . . . , αn ∈ Z (for details and a deeper analysis, see
[Bom97]).
As a consequence of the theorem, given an irreducible algebraic variety
V ⊂ Gnm which is not an algebraic translate, it follows that Σ := V ∩ G
is confined to a proper subvariety. And applying the theorem to the choice
G = (Ok,S)n, we have that Σ is made by points on V whose coordinates are
S-units in k or, simply, the S-integral points over k on the variety V . Again,
we make a remark about the divisor at infinity of the variety V observing
that Gnm has 2n components at infinity in its embedding into Pn1 .
In the case n = 2 we can consider a non-zero polynomial f ∈ k[X, Y ] and
choose V as the curve defined by f(X, Y ) = 0. If Σ is infinite, by Laurent’s
Theorem, then there is at least one translate T of some algebraic subgroup
33
2.6. INTEGRAL POINTS ON HIGHER-DIMENSIONAL VARIETIES
of G2m of positive dimension contained in V ; hence dimT = 1, since V is
a curve, and T must coincide with a component of V and thus correspond
to some irreducible factor of f(X, Y ). We have seen the characterization
of translates of algebraic subgroups of G2m and we can deduce the possible
shape of the factors; the following corollary, proved by Lang already in 1966
(see [Lan83]), includes what we have just said.
Corollary 2.21. Let k be a number field, let f ∈ k[X, Y ] be a non-zero po-
lynomial and let G ⊂ (k∗)2 be a finitely generated subgroup. If there are
infinitely many pairs (x, y) ∈ G such that f(x, y) = 0, then f has a factor of
type aXαY β + b or aXα + bY β.
We need a short introduction in order to present some definitions and facts
from algebraic geometry which are required to state a deep theorem by Vojta.
Let W be a nonsingular variety defined over a field of characteristic zero. The
Picard group of W is the group of isomorphism classes of invertible sheaves
(or line bundles) on W , with the group operation being tensor product and
we denote it by Pic(W ); in our context, it can be shown to be isomorphic to
the class group of Cartier divisors. The Ne´ron-Severi group is the group of
divisors modulo algebraic equivalence and, since linear equivalence implies
algebraic equivalence, there is a surjective map from Pic(W ) to NS(W ) whose
kernel is denoted by Pic0(W ). In other words, the Picard group fits into an
exact sequence
0→ Pic0(W )→ Pic(W )→ NS(W )→ 0 . (2.2)
Severi’s theorem of the base ([Sev34]) proves that NS(W ) is a finitely ge-
nerated group: its rank is called the Picard number of W and an upper
bound for it can sometimes be recovered from the natural injective morphism
NS(W )→ H2(W,Z). In fact, the exponential sheaf sequence4
0→ 2piiZ→ OW → O∗W → 0
gives rise to a long exact sequence featuring
· · · → H1(W,O∗W ) c1−→ H2(W,Z) exp
∗−→ H2(W,OW )→ · · ·
where the arrow
c1→ relates to the first Chern class. The Ne´ron-Severi group
can be identified with the image of the first Chern class, or equivalently,
4The symbol O has nothing to do with the ring of integers here: OW is the sheaf
of holomorphic functions on W and O∗W is the subsheaf consisting of the non-vanishing
holomorphic functions.
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by exactness, as the kernel of the second arrow exp∗. In the case of curves
NS(W ) ' Z (with the isomorphism given by the degree map) and Pic0(W )
is the Jacobian variety of W ; considering just divisors and divisor classes
defined over a number field k, the corresponding subgroup of Pic0 is the
group of k-rational points on an abelian variety, and it is finitely generated
by the Mordell-Weil theorem.
Theorem 2.22 (Vojta, 1983). Let V˜ be a projective nonsingular variety de-
fined over a number field k and let r and ρ be the rank of, respectively, the
group of k-rational points of Pic0(V˜ )(k) and the Ne´ron-Severi group of V˜ . If
D is a divisor on V˜ with at least dim V˜ + r + ρ + 1 irreducible components,
then no set of quasi-S-integral points on V := V˜ \D is Zariski-dense in V .
See [Lan97] for a detailed survey embracing Vojta’s result as well as many
others, some of which are presented in the next pages, right after a couple of
remarks.
When Pic0(V˜ ) 6= 0 we observe that its rank r grows with the ground field
k and hence the conclusion does not follow by merely geometric hypotheses.
Furthermore, the assumption Pic0(V˜ ) = 0 is not very restrictive for varieties
of dimension greater than one. Hence, by considering r = 0, we get an
interesting corollary to Vojta’s Theorem.
A few years later, Vojta himself managed to completely remove any assump-
tion about Pic0(V˜ ) as a consequence of his results on semiabelian varieties,
essentially by proving that the given variety embeds into a semiabelian varie-
ty: the divisor D must have at least dim V˜ −h1(V˜ ,OV˜ )+ρ+1 geometrically
irreducible components.
Finally, we would like to remark that saying that no set of quasi-S-integral
points on V is Zariski-dense in V implies that for every embedding of V in an
affine space there exists a proper subvariety of V containing all the integral
points which, in this sense, form a degenerate set.
Vojta’s theorems on semiabelian varieties were inspired by the insightful
work of Faltings by means of an extension of Vojta’s method for Mordell’s
conjecture. Faltings himself deduced some results on rational and integral
points on varieties of dimension higher than one (see [Fal91], Theorem 1 and
Corollary 6.2 to Theorem 2). First we see what he obtained for rational
points, proving conjectures advanced by Weil and Lang:
Theorem 2.23 (Faltings, 1991). Let A be an abelian variety over a number
field k and suppose V ⊂ A is a subvariety such that V does not contain any
translate of a positive dimensional abelian subvariety. Then V contains only
finitely many k-rational points.
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An equivalent conclusion that could appear more straightforward is: the
Zariski closure of V(k) consists of a finite union of translates of abelian sub-
varieties of A. The next result we present is one of the very few theorems
on integral points (on varieties of dimension greater than one) having no
hypothesis about the number of components of the divisor at infinity.
Theorem 2.24 (Faltings, 1991). Let A be an abelian variety and let D ⊂ A
be an ample divisor, then A \D has only finitely many integral points.
In the remarks following Siegel’s Theorem we mentioned a proof by Corvaja
and Zannier ([CZ02]) obtained by means of Schmidt’s Subspace Theorem.
They adapted the main ideas of the proof to surfaces, although difficulties
arise in several occasions since not everything is as straightforward as in the
case of curves: as a consequence, the statement of the Main Theorem in
[CZ04] is a little involved. We first present Theorem 1:
Theorem 2.25 (Theorem 1, [CZ04]). Let V˜ be a geometrically irreducible
nonsingular projective surface defined over a number field k and let S be a
finite set of places of k including the archimedean ones. Let V ⊂ V˜ be an
affine subset and suppose that V˜ \ V = D1, . . . , Dr, where the Di are distinct
irreducible divisors such that no three of them share a common point. Assume
also that there exist positive integers p1, . . . , pr, c such that either
(a) r > 4 and pipj(Di.Dj) = c for all pairs (i, j) or
(b) r > 5, D2i = 0 and pipj(Di.Dj) = c for i 6= j.
Then there exists a curve on V containing all S-integral points in V (k).
The standard notation for the intersection product for divisors has been used:
we refer to [Har77] for a complete introduction to the subject.
We remark that condition (a) is satisfied if the Di have algebraically equiva-
lent positive multiples and that a fruitful application of the theorem occurs
when considering the points on a curve which are integral and defined over
a field of degree at most 2 over k which can be thought as varying with the
point (not fixed).
Theorem 2.26 (Main Theorem, [CZ04]). Let V˜ be a geometrically irredu-
cible nonsingular projective surface defined over a number field k and let S
be a finite set of places of k including the archimedean ones. Let V ⊂ V˜
be an affine subset and suppose that V˜ \ V = D1, . . . , Dr, where r > 2
and the Di are distinct irreducible divisors with the following properties:
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(i) no three of the Di share a common point;
(ii) there exist posititive integers p1, . . . , pr such that the divisor
D := p1D1 + · · ·+ prDr is ample and, defining ξi (for i = 1, . . . , r)
as the minimal solution of the equation D2i ξ
2 − 2(D.Di)ξ +D2 = 0,
the following inequality is satisfied:
2D2ξi > (D.Di)ξ
2 + 3D2pi.
Then there exists a curve on V containing V (OS).
A few technical remarks on the hypotheses:
◦ it can be proved that ξi always exists for every i = 1, . . . , r;
◦ the condition that the Di are irreducible may be replaced with the one
that they have no common components;
◦ sometimes, even if three of the Di share a point, the result can still be
applied after a blow-up;
◦ isolated singularities on the affine varieties V are allowed.
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Capitolo 3
Integral points on the
complement of ramification
divisors
We are going to present a recent approach to the study of integral points on
certain affine subsets of P2 obtained by removing a single irreducible divisor
D. It was first introduced by Faltings in [Fal02] and takes the move from a
general technique that is outlined at the beginning of §3.1. Finally, we discuss
a slight change to Faltings’ method advanced by Zannier in [Zan05] yielding
the same finiteness result under different (as far as it is known) hypotheses.
Throughout this chapter the main references are the original papers above
mentioned since we are going to closely follow the authors’ points of view.
3.1 The Chevalley-Weil Theorem and inte-
gral points
As we have anticipated, we begin this section describing a method that is
sometimes helpful in the study of sets of integral points on the complement
of a divisor D in P2. One first goes to a cover (possibly ramified only along
D) such that the pull-back of the removed divisor splits into several compo-
nents; by the Chevalley-Weil Theorem (see later, Theorem 3.1), we can work
replacing the original variety with the cover since the integral points on the
affine part lift to (quasi-)integral points on the cover minus the pullback of
D. The results we presented in the previous chapter (and the many more
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similar to them) are then more likely to work because of the new shape assu-
med by the divisor at infinity. However, when the dimension of the original
variety is greater than one, the pull-back of D does not generally split as
hoped: sometimes a more or less artificial construction is required.
Example. Let A be an abelian variety of dimension two and let D be an
ample irreducible divisor on A. Let k denote the ground number field and S
a finite set of places of k containing the archimedean ones. We can define an
isogeny pi : A → A of degree r > 4 such that, considering all the κ ∈ Ker pi,
no three of the divisors D + κ intersect. Consider E := pi∗(pi(D)), that is
the sum of at least r irriducible divisors: now the hypotheses of Theorem
2.25 are satisfied with the choice p1 = · · · = pr = c = 1 and then there
exists a curve on X := A \ pi(D) containing all S-integral points in X(k).
We also observe that any infinite set Σ of S-integral points in X(k) lifts
to a set pi−1(Σ) of S ′-integral points on X ′(k′), where X ′ = A \ E, k′ is a
suitable finite extension of k and S ′ is a suitable finite set of places on k′
whose restriction to k contains S. Then we apply Theorem 2.25 to X ′ and
we deduce that there are at most finitely many S-integral points in X(k),
because of the above remark on the lifting of integral points and because
there are no curves of genus zero on an abelian variety (see [HS00], Exercise
A.7.4).
Such a construction is not always possible (e.g. when the starting varie-
ty is simply connected) but the example fully shows the usefulness of the
Chevalley-Weil Theorem in this context. It resembles the Monodromy Theo-
rem about lifting of maps in homotopy theory and we could say that its
strength is the ability to transform a functional property into a numerical
property by means of specialization.
Theorem 3.1 (Chevalley-Weil Theorem, 1932). Let k be a number field. Let
pi : Y → X be a finite e´tale morphism of degree d of projective varieties over
k. There is a finite set of places S of k such that if k′ is a finite extension
of k and if P ∈ X(k′), then there exists k′′ ⊃ k′ and Q ∈ Y (k′′) such that
pi(Q) = P , [k′′ : k′] < d, and the extension k′′/k′ is unramified outside the
places Sk′ of k
′ above S.
For the purposes of these pages the following consequence of Theorem 3.1 is
also extremely important.
Theorem 3.2. Let k be a number field. Let pi : Y → X be a finite, e´tale and
surjective morphism of affine varieties defined over k. If Σ is a quasi-integral
set of points of X, then there is a finite extension k′ of k such that pi−1(Σ)
is rational over k′.
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Very good references for the Chevalley-Weil Theorem are the books [Lan83]
(Theorem 8.1), [Ser90] (Sections 4.2 and 8.1) and [HS00] (Exercise C.7), each
one approaching and discussing the matter in a different style.
3.2 Faltings’ method
The main idea behind Faltings’ method is to pass to a covering of Pn ramified
only along a given divisor and such that the preimage of D becomes highly
reducible. Not every choice of D suits the purpose, as we can see considering
the following example. If D is smooth, the fundamental group of Pn \ D is
cyclic abelian (see [Ful80]) and the universal cover X of Pn\D is an algebraic
variety that admits a completion X̂ together with a finite map X̂ → Pn: then
the preimage of D in the universal cover X̂ is isomorphic to D itself.
Faltings constructed a convenient divisor by means of a general projection
from a smooth algebraic surface X to P2. The ramification divisor of this
projection will be smooth but its image D ⊂ P2 will have singularities, since
the restriction of the projection to the ramification divisor may not be an
immersion and two points on the ramification divisor may have the same
image: in the first case D will present cusps, in the latter there will be
double points. The number of singularities can be computed using a Plu¨cker
formula, while the preimage of D splits into n(n − 1)/2 components in the
Galois closure (where n is the degree of the cover) making it possible to apply
some suitable machinery.
Let X be a projective smooth geometrically irreducible algebraic surface over
an algebraically closed field k of characteristic 0 and let L be an ample line
bundle on X such that the global sections separate points up to order 3
included, pairs of points up to order 2 and triples of points up to order 1.
Namely, we require that for every closed point x ∈ X the global sections
Γ(X ,L) generate the fibre Lx/m4x · Lx, that for any pair {x, y} of different
points the global sections generate the direct sum Lx/m3x · Lx ⊕ Ly/m3y · Ly
and, finally, that for three different points {x, y, z} they generate the direct
sum Lx/m2x ·Lx⊕Ly/m2y ·Ly⊕Lz/m2z ·Lz. This hypothesis holds, for example,
if L is the tensor product of five ample line bundles. Furthermore, we require
that K ⊗ L⊗3 is ample.
We then consider three-dimensional subspaces E ⊂ Γ(X ,L) of global sec-
tions and we denote by G the Grassmannian parametrising them. Over a
suitable open subset Ω ⊂ X , E generates L and there is a well-defined map
41
3.2. FALTINGS’ METHOD
f = fE : X → P(E) = P2 regular on Ω: this map is the projection we were
looking for. We denote by Z ⊂ X the discriminant locus of f , by D the
branch locus f(Z) and by n the degree of f , which is equal to the intersec-
tion number L · L and, for the assumptions we made on L, it turns out that
n > 8. As anticipated, we are interested in the integral points on P2 \D.
Not every choice of E yields a suitable (for our purposes) projection, but any
“general” subspace fulfils our needs. We make this precise by saying that we
will call E generic if the following hold:
(a) E generates L;
(b) Z is smooth;
(c) the restriction of fE to Z is birational onto D;
(d) D has only cusps and simple double points as singularities.
The following facts proved by Faltings in his paper make the above definition
useful.
Proposition 3.3. With the above notations and assumptions:
(i) generic E’s form a dense subset G′ of G;
(ii) if E is generic we define the associated Galois cover Y → X → P2.
Then Y is smooth, Z is irreducible and the covering group Aut(Y/P2)
is the full symmetric group Sn;
(iii) these Y’s form a smooth projective scheme over G′.
The proof of (i) is rather direct, although not immediate, and when it comes
to local coordinates in order to study singularities on D we can use the fact
that the characterisctic of the field k is neither 2 nor 3. However, the main
tools here are the assumptions on L and the global sections Γ(X ,L) that
allow some freedom in the description of 3-jets for local coordinates for fE.
For the statements in (ii) we first note that Z corresponds to a section of
K ⊗ L⊗3 (see [Mum95], Proposition 6.19) which is ample, hence it is con-
nected and nonempty. Then we observe that fE is an e´tale covering over
P2 \D of degree n and we can construct a canonical Galois cover with group
Sn; its fibre over a point p ∈ P2 \ D classifies orderings of the n points in
f−1E (p). Finally, we can extend it to a normal ramified covering Y → X → P2.
Then we observe that the decomposition group of any connected component
contains a transposition, namely the inertia at a generic point of D (which
is not empty for otherwise the covering X → P2 would be trivial since P2 is
simply connected and this would produce a contradiction with our assump-
tions on L). Then, working again with local coordinates and using a theorem
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by Fulton and Hansen, it can be proved that the normalization of X ×P2 X
has two irreducible components; it means that the decomposition group is
two-fold transitive and it is well known that a two-fold subgroup of Sn con-
taining a transposition must contain all the transpositions and therefore it is
the whole symmetric group Sn.
Faltings then shows that the two irreducible components of X ×P2X can only
meet along Z: as Z is irreducible this can only happen for the diagonal and
another component which is smooth and must be the quotient of Y under
Sn−2: we denote this quotient by X2, the image of Z by Z2 ⊂ X2 and the
preimage of Z2 in Y by Z12. Finally, Zij ⊂ Y will be defined, for i 6= j, as
the transforms of Z12 under Sn−2. It is then proved that the inverse image
Z splits in Y in the union of the n(n− 1)/2 curves Zij, which can be viewed
as the set of fixed points of the transposition (i, j).
We also define at this point some divisors that will be useful later. For
i = 1, . . . , n, let Ai be the divisor
Ai :=
∑
j∈{1,...,n}
j 6=i
Zij.
As Y may be embedded in the n-th power of X over P2, every Ai can be
viewed as the pullback of Z under the i-th projection from Y to X .
Finally, it is possible to prove the following facts about the Zij’s.
Proposition 3.4. Let i, j, l,m ∈ {1, . . . , n}. Then the Zij’s are connected and
thus irreducible as soon as D contains a double point.
If i < j < l the curves Zij, Zil and Zjl intersect with different tangents at
points which give rise to cusps of D.
If i < j and l < m the curves Zij and Zlm intersects transversally.
There are no other intersections among the Zij’s apart from those mentioned
above.
Having introduced the geometric setting of the problem, we are now ready
to face the arithmetic side of it. As anticipated, principles based on the
Chevalley-Weil Theorem will be used to reduce the study of integral points
on P2 \D to the corresponding problem on the complement in Y of the union
of the divisors Zij.
We fix a number field k and a finite set S of places over k that contains all
the archimedean ones. With the notations and hypotheses introduced earlier
in this chapter we can state the result obtained by Faltings.
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Theorem 3.5 (Faltings, 1999). Assume D − αZ is ample on X for some
α > 12. Then P2 \D has only finitely many S-integral points.
The proof is based on the paper [FW94 ]by Faltings and Wu¨stholz and the-
refore on Faltings’ Product Theorem. For some big integer N we consider on
Γ(Y ,O(N · L)) the filtration by order of vanishing along Ai and it defines a
probability measure on the real line. It is convergent for N → +∞ and its
expectation value is α/d. We choose r S-integral points y1, . . . , yr ∈ Y \∪Zij
with the property that the height h(y1) as well as the ratios h(yi+1)/h(yi)
are very big; the notion of “very big” as well as the number r and other va-
gue terms that we are going to use can be determined accurately depending
on the choice made in the setting of the problem. Furthermore, we observe
that the choice of the r S-integral points with the said property is possible
assuming the conclusion of the theorem is false. Accordingly to the points
chosen, we fix r integers d1, . . . , dr such that dr is big and the ratio di/di+1
is approximately equal to h(xi+1)/h(xi); hence it is possible to construct a
section F of O(d · d1, . . . , d · dr) on Yr having bounded norm and high index
on (Ai)
r for every i = 1, . . . , n (for the index we consider the weighted multi-
plicity of the section at the given point with weights 1/dj, j = 1, . . . , r). This
makes the use of Faltings’ Product Theorem possible, leading us to replace
Yr with a product of some Y ’s and curves; again we can find a section with
index sufficiently high and the induction can continue. Finally, we obtain a
contradiction to the assumption of an infinite number of integral points.
3.3 A different approach
Approaching the same problem and following Faltings’ geometric construc-
tion, Zannier obtained a similar result that relies, as per the arithmetic part,
on the Main Theorem of [CZ04], presented in these pages as Theorem 2.26.
We denote the divisor associated to a line bundle L by L and we use a similar
notation for other line bundles and divisors, e.g. for the canonical bundle K
and the canonical divisor K.
Theorem 3.6 (Zannier, 2004). Assuming the notations and hypotheses di-
scussed earlier in this chapter, if D has at least a double point and if
(n− 9)K2 + 6(n− 7)K.L+ 3n(3n− 19) + 4c2 > 0, (3.1)
where c2 is the Euler characteristic of X , then the following hold:
(A) any set of (quasi-)S-integral points for Y \ A1 is contained in a curve
(B) every set of S-integral points for P2 \D is finite.
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Proof. In order to prove (A), we apply Theorem 2.26 with V˜ = Y and
D = A1 =
∑n
j=2A1j, but we shall denote it simply by A in the following. We
check that the hypotheses of Theorem 2.26 are satisfied. As we have seen, the
Z1j’s are distinct, irreducible and no three of them intersect. Furthermore,
A is ample because it is the pull-back of the ample divisor Z under the
first projection from Y to X , which is a finite map. Then there is only one
hypothesis left to prove, the inequality
2A2ξj > (A.Z1j)ξ
2
j + 3A
2 (3.2)
where ξj is the minimal positive solution of the equation
Z21jξ
2 − 2(A.Z1j)ξ + A2 = 0. (3.3)
We observe that the discriminant of equation (3.3) is always > 0 since A
is ample and thus, for every divisor Z1j, (A.Z1j)
2 > A2 · Z21j (see [Har77],
Example 1.9 (a)). By Proposition 3.4 we know that the intersection numbers
involved are related to the number of cusps γ and working with accuracy
(see [Fal02], §4) we obtain:
Z1j.Z1l = (n− 3)! γ (j 6= l, j, l 6= 1)
Z21j = (n− 2)!(ρ− γ) (j 6= 1, ρ := Z2 = K2 + 6K.L+ 9n).
The number of cusps can be computed as well and it turns out it is equal to
2K2 − c2 + 9K.L+ 12n. We are interested in the solution of equation (3.3),
so we explicit the intersection numbers
A.Z1j =
n∑
l=2
Z1l.Z1j = Z
2
1j +
∑
l∈{2,...,n}
l 6=j
Z1l.Z1j
= (n− 2)!(ρ− γ) + (n− 2)(n− 3)!γ = (n− 2)!ρ.
Thus A2 =
∑n
j=2A.Z1j = (n − 1)!ρ and inequality (3.2) and equation (3.3)
become, respectively, 2(n− 1)!ρξj > (n− 2)!ρξ2j + 3(n− 1)!ρ and
(n−2)!(ρ−γ)ξ2−2(n−2)!ρξ+(n−1)!ρ = 0. Equivalently (and respectively):
2(n− 1)ξj > ξ2j + 3(n− 1) (3.4)
(ρ− γ)ξ2 − 2ρξ + (n− 1)ρ = 0. (3.5)
The discriminant of this quadratic equation is ∆ = 4ρ(ρ− (n−1)(ρ−γ) and
we recall that it must be > 0; since ρ = Z2 > 0 we must have
(n− 1)γ > (n− 2)ρ. (3.6)
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Finally, we set ∆0 := ∆/4 and we look at the solutions of (3.3):
ξ+ =
ρ+
√
∆0
ρ− γ and ξ− =
ρ−√∆0
ρ− γ .
If ρ−γ < 0 we have that ∆0 = ρ2−ρ(n−1)(ρ−γ) > ρ2 and the only positive
solution is ξ := ξ−; we must then prove that ξ belongs to the interval (u1, u2)
whose endpoints are the roots of the polynomial
p(u) := u2 − 2(n− 1)u+ 3(n− 1) .
They can be easily computed: u1,2 = n−1±
√
(n− 1)2 − 3(n− 1) and, since
(n− 1)2 − 3(n− 1) > (n− 3)2 if n > 5, it suffices that ξ ∈ (2, 2n− 4):
2γ − ρ <
√
∆0 < ρ+ 2(n− 2)(γ − ρ)
4γ < ρ(n− 1) < 4ρ(n− 2) + 4(n− 2)2(γ − ρ).
The inequality on the right is satisfied because γ > ρ and 4(n − 2) > n − 1
if n > 5. The inequality on the left, in view of the definition of ρ and the
formula for the number of cusps we gave, becomes
8K2 − 4c2 + 36K.L+ 48n < (n− 1)(K2 + 6K.L+ 9n)
which is nothing more than the assumed inequality (3.1).
If ρ−γ > 0 we have ∆0 < ρ2 and the minimal solution is once again ξ := ξ−.
As before, it turns out that ξ ∈ (2, 2n− 4) is a sufficient condition and it is
equivalent to the inequalities
2(ρ− γ) < ρ−
√
∆0 < (2n− 4)(ρ− γ)
The one on the left leads us to
√
∆0 < 2γ−ρ and since both terms are positive
(for ρ > γ and inequality (3.6)), we can square both sides and obtain
ρ
(
ρ− (n− 1)(ρ− γ)) < 4γ2 − 4γρ+ ρ2,
which is trivially equivalent to 4γ2 + (3− n)γρ+ (n− 1)ρ2 > 0. Since ρ > γ,
the left-hand term is greater than 4γ2 + (3 − n)γ2 + (n − 1)γ2 = 6γ2 > 0.
We have now to verify that ρ−√∆0 < (2n− 4)(ρ− γ) or, equivalently, that√
∆0 > ρ− (2n− 4)(ρ− γ). Since ρ− γ > 0 and n > 5, we have that
√
∆0 =
=
√
ρ(ρ− (n− 1)(ρ− γ)) > √(ρ− (n− 1)(ρ− γ))2 = ρ − (n − 1)(ρ − γ)
and we are done because n− 1 < 2n− 4.
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If ρ − γ = 0 equation (3.5) becomes linear and we have ξj = (n − 1)/2; our
task is then to check the inequality
(n− 1)2 > (n− 1)
2
4
+ 3(n− 1)
which is true for n > 5.
This concludes the proof of (A) and, at the same time, provides the first step
towards (B): since every set Σ of S-integral points for P2 \ D is lifted to a
subset Σ′ of Y\A which is contained in a curve, then Σ must lie on a curve as
well. First we observe that Σ′ is a set of S-integral points not merely for Y\A
but for Y \ ⋃i<j Zij. Then we suppose there is an irreducible affine curve
C on Y \⋃i<j Zij having infinite intersections with Σ′: by Siegel’s Theorem
(Theorem 2.15) the curve C has then genus 0 and at most two points at
infinity. In particular, the projective closure C˜ of C cannot intersect ⋃ni=1 |Ai|
in more than two points. On the other hand, we have seen that every Ai
is ample and then C˜ has non-trivial intersection with them, whence there
exists a point P ∈ C˜ that belongs to at least dn
2
e of the supports |Ai|. If
P belongs to Ai, then P lies on a certain Zij and, recalling Proposition 3.4
about the intersections of the Zij’s, we can argue as follows: if P belongs
to Ztu and Zvw for some disjoint sets {t, u} and {v, w}, then P cannot lie
on any other Zij and P may belong to Ai only if i ∈ {t, u, v, w}. Therefore
dn
2
e 6 4, which implies n 6 8, a contradiction. The other possibility of an
intersection is when P belongs to a pair Ztu and Ztv: as before we conclude
that P ∈ Ai implies i ∈ {t, u, v} and thus n 6 6. We have then proved that
#(C ∩ Σ′) < +∞ and thus statement (B) is proved as well.
Remarks. (i) The hypothesis of D having at least a double point (required
even in [Fal02] to prove the irreducibility of the Zij’s) has a numerical for-
mulation thanks to a formula for the number of double points appearing in
Faltings’ paper:
δ =
d2
2
− 15d+ 24n− 3K2 + c2 > 0. (3.7)
In [Zan05] this condition is reformulated to be similar to inequality (3.1):
(K.L)2−6K2+6(n−5)K.L+3n(3n−14)+2c2 > 0. Furthermore, since L is
ample, we have (K.L)2 > K2L2 = nK2 and therefore we can state a slightly
stronger condition:
(n− 6)K2 + 6(n− 5)K.L+ 3n(3n− 14) + 2c2 > 0.
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(ii) The results presented in this chapter cannot always be recovered by
embedding the varieties into GNm or using semiabelian varieties; let’s see, as
an example, the case of a projection from P1× P1.
Example. Let X = P1× P1 and let L = O(a, b). Then every set of integral
points on P2 minus the branch locus D of any projection defined as above is
finite. The canonical bundle K corresponds to a divisor K of type (−2,−2)
and the numbers involved in the above theorems can be computed as follows:
n = L.L = 2ab
K2 = 8
K.L = −2(a+ b)
c2 = 4
d = Z.L = K.L+ 3L2 = 6ab− 2(a+ b).
Recalling that D = dL and Z = K + 3L, Faltings’ request that D − αZ is
ample can be reformulated as (d/α− 3)L−K ample. Hence it suffices that
d > 3α, which happens if a, b > 3. As for Zannier’s hypothesis, inequality
(3.1) becomes 8(2ab− 9)− 12(2ab− 7)(a+ b) + 6ab(6ab− 19) + 16 > 0 which
we claim to be true for a, b > 2. Indeed, it is trivially equivalent to
4(2ab− 7− 2)− 6(2ab− 7)(a+ b) + 3ab[3(2ab− 7) + 2] + 8 > 0
and the left-hand side is equal to (2ab − 7)(3a − 2)(3b − 2) + 6ab which is
clearly positive as soon as a, b > 2/3 and ab > 7/2. As for the request of
at least one double point on D, we have to check a similar inequality (see
condition (3.7)) that after some easy simplifications is equivalent to
9a2b2 − 21ab+ (a+ b)2 − 6ab(a+ b) + 15(a+ b)− 10 > 0
and we can rewrite the left-hand side as(
3ab− (a+ b)− 3)(3ab− (a+ b)− 4)+ 8a+ 8b− 22.
Now, if a, b > 2 we clearly have that 8a + 8b− 22 > 0, ab > a, b and ab > 4
and the inequality is verified.
While discussing the precise relations (still unknown) between the assump-
tions made in Theorem 3.5 and those made in Theorem 3.6, Zannier proved
a corollary which states that every set of S-integral points on P2 \D is finite
if X has Kodaira number > 0; afterwards, Levin was able to remove the
hypothesis on the Kodaira number of X and proved the following
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Theorem 3.7 (Levin, 2009). Under the assumptions discussed at the begin-
ning of this chapter P2 \D is Mordellic.
In other words, given a geometric construction like the one conceived by
Faltings, the finiteness of integral points for P2 \D follows unconditionally.
Theorem 3.7 is obtained in [Lev09] as an application of previous more general
results which, in turn, derive from the new proof of Siegel’s theorem given
by Corvaja and Zannier in [CZ02].
We refer to Levin’s original paper for details (Theorem 3.7 is presented as
Theorem 14.5A) and for the definition of a Mordellic complement of a divisor
(Definition 3.4A).
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Capitolo 4
Projection from hypersurfaces
Following [Zan05], we consider a situation similar but simpler than the one
pictured in the previous chapter, namely a projection from a hypersurface
in arbitrary dimension. The branch divisor D will be now defined by a
discriminant and its splitting in several components in the Galois closure has
now a concrete expression as the factorization of the discriminant through
differences of roots. Applying known results on the S-unit equation (see
Chapter 1) we will be able to confine the integral points on subvarieties of
smaller dimension. Furthermore, Baker’s theory can be applied, making this
result effective: an effective procedure for actually finding the mentioned
subvariety containing the set of quasi-S-integral points can be retrieved from
the proof.
The analysis presented here will be similar but more general than the one
made in [Zan05], as we will make no assumption on the projection. This will
require some more care but it will also lead to stronger conclusions and more
applications.
The hypotheses and the notations presented in Section 4.1 hold throughout
the whole chapter, unless otherwise specified.
4.1 Overview of the problem
Let k be a number field and S a finite set of places of k which includes all
the infinite ones. Let X and H be, respectively, an irreducible hypersurface
of degree m > 1 and a hyperplane in the projective space Pn+1, both defined
over k. Let Q ∈ Pn+1(k) not in H nor in X and consider the projection of X
51
4.1. OVERVIEW OF THE PROBLEM
from the point Q to H: we shall denote by φ the projection, by D ⊂ H ' Pn
its branch locus and by T ⊂ D the set of points of H that are totally
ramified in X . Namely, we set D = {x ∈ Pn : #φ−1(x) 6 deg φ − 1} and
T = {x ∈ Pn : #φ−1(x) 6 1}. It is then possible to bound the dimension
of sets of integral points in Pn \D with no further hypotheses on the divisor
itself, a result presented in [Zan05] as Theorem 2.1:
Theorem 4.1 (Zannier, 2004). In the situation described above, the Zariski
closure of any set of quasi-S-integral points for Pn \ D has dimension less
than or equal to dimT + 1.
We make some preliminary observations. Without any loss of generality we
suppose Q = (0 : . . . : 0 : 1) and that H is defined by Xn+1 = 0. The
projection φ takes then the form
φ : X −→ Pn
(x0 : . . . : xn : xn+1) 7−→ (x0 : . . . : xn).
Let f ∈ k[X0, . . . , Xn+1] be a homogeneous irreducible polynomial of degree
m defining X ; we may view it as a univariate polynomial in Xn+1 with
coefficients in k[X0, . . . , Xn]
f(X0, . . . , Xn, Xn+1) =
d∑
l=0
fl(X0, . . . , Xn)X
d−l
n+1,
where d = degXn+1 f is the greatest integer such that the coefficient of X
d
n+1 is
not identically zero and fl is a homogeneous polynomial of degree m−d+ l or
the null polynomial. We remark that the geometrical request Q /∈ X implies
d = m, deg fl = l and f0 ∈ k∗: we have introduced the value d in view of
a forthcoming generalization. Indeed, we shall also consider the case when
Q ∈ X . Then we could just consider the restriction φ|X\Q (which, with a
slight abuse of notation, will still be denoted by φ): now, instead of m > 1,
we will require d > 1.
We consider the discriminant of f in respect of Xn+1, a polynomial in
X0, . . . , Xn which we shall denote by ∆ = ∆(X0, . . . , Xn). Its zeroes are
exactly the ramification points of φ, insofar as Q does not belong to X , and
in this case ∆ = 0 is the defining equation for D. On the other hand, if
Q ∈ X , there are points in Pn where the polynomial f0 vanishes: they may
or may not belong to φ(X ) or to {∆ = 0}, but their preimages under φ
surely have cardinality less than d. Hence the branch locus D is defined as
the union of the zero loci of f0 and ∆.
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The set T will instead be composed by the points (x0 : . . . : xn) ∈ Pn such
that f(x0, . . . , xn, Xn+1) has exactly one root or none at all. If, for example,
we require one root with multiplicity d, we look for a factorization
d∑
l=0
fl(x0, . . . , xn)X
d−l
n+1 = f0(x0, . . . , xn) · (Xn+1 − α)d
where α = α(x0, . . . , xn) ∈ k¯ and we turn it in d equations
fl(x0, . . . , xn) = f0(x0, . . . , xn) ·
(
d
l
)
(−α) l l = 1, . . . , d.
In particular, we must have f1 =−dαf0, which is equivalent to −α= f1/(df0).
This leads to the following relations among the polynomials:
fl =
(
d
l
)
f l1
d lf l−10
∀ l = 2, . . . , d. (4.1)
We denote by T0 the set of points satisfying the above relations (it is ob-
vious we also require f0 6= 0) and we define in an analogous way the sets
T1, . . . , Td−1 consisting, respectively, of the points in Pn whose preimages via
φ are made by single points with multiplicity, respectively, d−1, d−2, . . . , 1.
For example, the points in T1 will satisfy f0 = 0, f1 6= 0 and
fl =
(
d− 1
l − 1
)
f l−12
(d− 1) l−1f l−21
∀ l = 3, . . . , d.
Finally, we have T = T0∪· · ·∪Td, where Td = {f0 = . . . = fd−1 = 0 , fd 6= 0}
and Td−1 = {f0 = · · · = fd−2 = 0, fd−1 6= 0}.
4.2 Main theorem
Taking into account the case of a projection from a point on the hypersurface,
and thus allowing f0(X0, . . . , Xn) to be a polynomial of degree greater than
0, we can slightly improve Theorem 4.1.
Theorem 4.2. Let k be a number field and S be a finite set of places of k which
includes all the infinite ones. Let X and H be, respectively, an irreducible
hypersurface and a hyperplane in the projective space Pn+1, both defined over
k. Suppose Q ∈ Pn+1(k) \H and consider the projection φ from the point Q
to H defined over the points of X . Finally, we denote the branch locus of φ
53
4.2. MAIN THEOREM
by D ⊂ H ' Pn (namely, D = {x ∈ Pn : #φ−1(x) 6 deg φ − 1}) and by T0
the subset of D defined by the relations (4.1) presented and discussed at the
end of §4.1.
Then, the Zariski closure of any set of quasi-S-integral points for Pn \D has
dimension less than or equal to dimT0 + 1.
One of the crucial points when proving both theorems is the possibility of
finding non-trivial fixed algebraic relations among the roots of the polynomial
f(x0, . . . , xn, X) when a point (x0 : . . . : xn) ∈ Σ is given. It relies on the
results about S-units we mentioned in Chapter 1 and, ultimately, on the
following (widely known) proposition which enables us to regard non-zero
values of the discriminant ∆(x0, . . . , xn) as units in OS.
Proposition 4.3. Let L ⊂ Pn be an effective divisor defined by a form
Λ ∈ k[X0, . . . , Xn] and let Σ be a set of quasi-S-integral points for the af-
fine variety Pn \ L. Then there exists a finite set of places S ′ ⊃ S of k such
that each point of Σ has projective coordinates (x0 : . . . : xn) with xi ∈ OS′
and Λ(x0, . . . , xn) ∈ O∗S′.
Proof. We add a finite number of places of k to S in order to obtain a
finite set S1 such that the coefficients of Λ are in OS1 . Let λ be the degree of
Λ, we observe that the rational functions Qi := X
λ
i /Λ(X0, . . . , Xn), defined
for i = 0, . . . , n, are regular on Pn \ L. Therefore, by definition of quasi-S-
integral set (see Definition 2.1), there exists a ∈ k∗ such that aQ(P ) ∈ OS1
for all P ∈ Σ; of course, we can choose a in OS1 .
Then, we would like OS1 to be a unique factorization domain. By finiteness
of the class number1, we can consider a finite number of ideals representing
the distinct ideal classes I1, . . . , Ih and the finite set of prime ideals dividing
I1, . . . , Ih; this set is in a bijective correspondence with a set of places of k
(see §1.3) and adding these places to S1 we obtain a finite set S2 such that
OS2 is a UFD. Then we may write P = (x0 : · · · : xn) where the projective
coordinates xi = xi(P ) are coprime S2-integers.
Finally, we observe that Λ(x0, . . . , xn) divides ax
λ
i in OS2 for i = 0, . . . , n and
we conclude that Λ(x0, . . . , xn) divides in fact a in OS2 . We can enlarge S2
(with at most a finite number of places of k) to obtain a finite set S ′ such
that a ∈ O∗S′ , which at once yields Λ(x0, . . . , xn) ∈ O∗S′ .
Proof of Theorem 4.2. In order to give more emphasis to the under-
lying methods and ideas leading to the result, we postpone the discussion
1See [Lan70], Chapter V, for example.
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of the “low degrees” case. More precisely, during the proof we will make
the assumption that the degree d of the polynomial f0(X0, . . . , Xn) is greater
than or equal to 4. We will go back to that point at the end of §4.3 and
complete the proof for d = 2 and d = 3.
In the following, we may need to “enlarge” the number field k or the set S.
We specify the meaning of this action:
 enlarging S means that we replace S with a finite set S ′ of places of k
such that S ′ ⊃ S;
 enlarging k means that we consider a number field k′ containing k, we
define a set S ′ of places of k′ extending the places in S and we replace
k and S with k′ and S ′, respectively;
Finally, we observe that proving the theorem after enlarging k or S is a
stronger conclusion than the original claim and that, although we will con-
sider an infinite number of quasi-S-integral points, the number of required
enlargements is finite.
First step - Let f ∈ k[X0, . . . , Xn+1] be a polynomial defining X and let
Σ be a set of quasi-S-integral points for Pn \D. We can enlarge S in order
to have f ∈ OS[X0, . . . , Xn+1] and we follow the above Proposition, further
enlarging S so that for every point in Σ there are projective coordinates
(x0 : . . . : xn) such that every xi belongs to OS and ∆(x0, . . . , xn) ∈ O∗S . We
choose a point P ∈ Σ and projective coordinates (x0 : . . . : xn) for it so that
the properties we just mentioned are satisfied.
Then we consider the polynomial f(x0, . . . , xn, X), which has d distinct roots
in Q since P /∈ D. We shall denote them by α1, . . . , αd and we consider the
number field k′ they generate over k, which depends on P : it has bounded
degree and, since f has coefficients in OS, it is unramified outside S ′, a finite
set of places extending S. Hermite’s Theorem (Theorem 1.15) implies that
there are at most a finite number of number fields with these properties.
Hence, we may enlarge k so that it contains all the roots αi regardless of the
chosen point P .
Second step - We can now consider the usual factorization of the discrimi-
nant
∆(x0, . . . , xn) = f
2d−2
0
∏
16i<j6d
(αi − αj)2
which is valid because f0(x0, . . . , xn) 6= 0 since P /∈ D. Every root can be
written as a product αi = µiδ
−1
i with µi and δi coprime S-integers (we need
to enlarge S so that OS has class numbe 1, if this is not already the case). We
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also note that every polynomial δiX − µi divides f(x0, . . . , xn, X) in OS[X],
thus δ1 · · · δd divides f0 in OS. It follows that ∆(x0, . . . , xn) is divisible in OS
by
∏
i 6=j(δjµi−δiµj) and, since the discriminant is an S-unit, we deduce that
every factor δjµi − δiµj must be in O∗S .
We define xij := δjµi − δiµj and we consider the identity
xi1x23 + xi2x31 + xi3x12 = 0
where i ∈ {4, . . . , d} and every summand is clearly in O∗S . Since we just
produced solutions to the homogeneous S-unit equation, we may apply Co-
rollary 1.24 and obtain that, for example, the ratio xi2x31/xi1x32 lies in a
finite set independent of the chosen point P . In order to write down some
algebraic relations among the roots αi, we observe that we have just proved
that for certain ci = ci(P ) in a fixed finite set, we have
ci =
xi2x31
xi1x32
=
(αi − α2)(α3 − α1)
(αi − α1)(α3 − α2) i ∈ {4, . . . , d}
and if we put c2 := 0 and c3 := 1 we have analogous relations for i = 2 and
i = 3. After some easy manipulations, we can write the following expressions
for the roots:
αi =

α1(α2 − α3)ci + α2(α3 − α1)
(α2 − α3)ci + α3 − α1 i = 2, . . . , d
α4(α2 − α3)c4 + α3(α4 − α2)
(α2 − α3)c4 + α4 − α2 i = 1.
(4.2)
Finally, we can split Σ into finitely many subsets such that the ci’s are fixed
for every point in a given subset. Arguing separately with each subset we
may then assume that the ci’s do not depend on P .
Third step - We pause to outline how we will make use of the information
obtained so far. We are going to define a quasi-projective variety in Pn+4
and its projection on Pn will lead to the sought relation between Σ and
T0. Intuitively, n + 1 coordinates are required to define a point in Σ ⊂ Pn
and four values are required to express all the roots αi, see (4.2) above. The
polynomials that we are about to introduce are defined following the relations
(4.2) and then considering Vie`te’s formulae to provide a link between the
roots αi and the polynomials fi: they are essential in the definition of the
quasi-projective variety above mentioned.
We define now some auxiliary polynomials in k[Y1, Y2, Y3, Y4]:
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ai(Y1, Y2, Y3, Y4) =

Y1(Y2 − Y3)ci + Y2(Y3 − Y1) i = 2, . . . , d
Y4(Y2 − Y3)c4 + Y3(Y4 − Y2) i = 1
bi(Y1, Y2, Y3, Y4) =

(Y2 − Y3)ci + Y3 − Y1 i = 2, . . . , d
(Y2 − Y3)c4 + Y4 − Y2 i = 1
Al(Y1, Y2, Y3, Y4) =
∑
16i1<...<il6d
ai1(Y1, Y2, Y3, Y4) · · · ail(Y1, Y2, Y3, Y4) ·
·
∏
16j6d
j 6=i1,...,il
bj(Y1, Y2, Y3, Y4) l = 1, . . . , d
B(Y1, Y2, Y3, Y4) =
d∏
i=1
bi(Y1, Y2, Y3, Y4).
If, as before, P = (x0 : . . . : xn) ∈ Σ is the point in question and f(x0, . . . , xn, X)
has roots α1, . . . , αd, we observe that, because of (4.2),
ai(α1, α2, α3, α4)
bi(α1, α2, α3, α4)
= αi i = 1, . . . , d. (4.3)
Furthermore, since the coefficients of a polynomial can be expressed as the
product of the leading coefficient and the correspondent symmetric function
calculated in its roots, we have
fl(x0, . . . , xn) = (−1) lf0(x0, . . . , xn) · Al(α1, α2, α3, α4)
B(α1, α2, α3, α4)
l = 1, . . . , d.
(4.4)
After these remarks, we are ready to define a projective variety V ⊂ Pn+4
given by the common zero locus of the d polynomials
B(Y1, Y2, Y3, Y4)fl(X0, . . . , Xn)−(−1) lf0(X0, . . . , Xn)Al(Y1, Y2, Y3, Y4) (4.5)
with l ranging from 1 to d.
Since our main interest is focused on Σ ⊂ Pn, we are going to consider the
projection of V to Pn by taking the first n + 1 coordinates. To ensure that
the projection is well-defined we have to remove points with nothing but
zeroes in the first n+1 coordinates. In addition, we’re going to ignore points
that belong to V regardless of the first n + 1 coordinates, only because the
57
4.2. MAIN THEOREM
Yi’s have special values. Furthermore, we would like, at some point, to get
rid of the zeroes of f0(X0, . . . , Xn) in Pn, because they cannot be in T0. We
accomplish these goals by defining the varieties
U0 := {(z0 : . . . : zn : y1 : y2 : y3 : y4) ∈ V : z0 = · · · = zn = 0}
U1 := {(z0 : . . . : zn : y1 : y2 : y3 : y4) ∈ V : B(y1, y2, y3, y4) = 0 and
Al(y1, y2, y3, y4) = 0 ∀l = 1, . . . , d}
U2 := {(z0 : . . . : zn : y1 : y2 : y3 : y4) ∈ V : f0(z0, . . . , zn) = 0}
U := U0 ∪ U1 ∪ U2
and a quasi-projective variety which is the complement of U in V :
W := V \ U.
Finally, we consider the projection from W to Pn:
pi : W −→ Pn
(z0 : . . . : zn : y1 : y2 : y3 : y4) 7−→ (z0 : . . . : zn).
Fourth step - Once again we look at the chosen point P = (x0 : . . . : xn) ∈ Σ
and we observe that (x0 : . . . : xn : α1 : α2 : α3 : α4) ∈ V because of
(4.4). We observe that there exists i ∈ {1, . . . , d} such that xi 6= 0 since
P ∈ Pn, hence P /∈ U0. Furthermore, f0(x0, . . . , xn) 6= 0 because P /∈ D
and B(α1, α2, α3, α4) 6= 0 because the roots αi are all pairwise distinct. It
follows that (x0 : . . . : xn : α1 : α2 : α3 : α4) actually belongs to W , whence
Σ ⊂ pi(W ).
We investigate now what happens to W when intersected with the hyperplane
{Y2 = Y3} ⊂ Pn+4. First of all we notice that
ai(y1, y2, y2, y4)
bi(y1, y2, y2, y4)
= y2 i = 1, . . . , d
and, subsequently, we have
Al(y1, y2, y2, y4)
B(y1, y2, y2, y4)
=
∑
16i1<...<il6d
ai1
bi1
· · · ail
bil
=
(
d
l
)
y l2 l = 1, . . . , d.
From the defining equations of V and the ones displayed above, we have for
every point (z0 : . . . : zn : y1 : y2 : y2 : y4) ∈ W ∩ {Y2 = Y3} the following
relation:
fl(z0, . . . , zn) = (−1) lf0(z0, . . . , zn)Al(y1, y2, y2, y4)
B(y1, y2, y2, y4)
= (−1) lf0
(
d
l
)
y l2 (4.6)
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which is valid for l = 1, . . . , d. In particular, we get f1 = −df0 y2 and we
obtain the following relations
fl(z0, . . . , zn) = f0(z0, . . . , zn)
(
d
l
)(
f1(z0, . . . , zn
df0(z0, . . . , zn)
) l
l = 1, . . . , d.
Then, recalling the defining equations for T0 (4.1), we have just proved that
pi
(
W ∩ {Y2 = Y3}
) ⊂ T0.
We draw a diagram to help us clarify the role of the auxiliary objects we
introduced in the proof:
W ∩ {Y2 = Y3}W
pi
(
W ∩ {Y2 = Y3}
)
pi(W ) T0Σ
.............................................................. ..........
...................................................
....
pi
..................................................
.....
....
..
.........................................
.....
....
..
...................................................
....
pi
.......................................... ..........
Finally, we consider the Zariski closure of Σ and we readily have that dim Σ 6
dimT0 + 1. This completes the proof for d > 4.
4.3 Details and remarks
Effectivity - A noteworthy feature of the theorems presented in this chap-
ter is their effectivity. This is a consequence, essentially, of the fact that we
obtained a finiteness result during the second step of the proof of the main
theorem without the help of Schmidt’s Theorem or other ineffective conclu-
sions from diophantine approximation. Instead, we used results about S-unit
equations and it is known that a finite and complete set of non-proportional
representatives can be effectively found (for example via Baker’s theory, see
[Bak76]). Therefore it is possible to determine all the auxiliary geometric
objects introduced in the proof, assuming X is given, and we may actually
exhibit the set pi(W ) containing Σ.
We must point out that the set of solutions depends naturally on k and S;
they may have been enlarged with the application of Proposition 4.3, so an
explicit notion of quasi-S-integral points is also required to have a unique
determination for the solutions of the S-unit equation. In other words, we
are required to specify an affine model for Pn \D.
We also remark that another result of crucial importance in our proof is
Hermite’s Theorem, which is effective as well.
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About the results - Theorem 4.1 and Theorem 4.2, like other theorems
of the same kind, establish a relation between the integral points on a certain
set and a set whose nature is purely geometric. However, while T and T0 are
determined by the choice of X , Q and H only, the set that actually bounds
Σ, as we have said above, may also depend on k, S and an affine model for
Pn \D.
The “general” case - We are interested in a discussion of the result when
X , Q and H are in a “general” relative position or, in other words, supposing
Q and H fixed, we ask: which is the upper bound provided by Theorem 4.2
for the majority of hypersurfaces X ∈ Pn?
The set T0 ⊂ Pn is defined by d − 1 equations, so we expect dimT0 to
be equal to max{−1, n− d+ 1}, following the convention that dim∅ = −1.
Actually, we use this observation as a starting point to formulate a definition:
given a hyperplane H and a point Q in Pn+1 such that Q /∈ H, we say
that a hypersurface X ⊂ Pn is “general” if the set T0 defined in §4.1 has
dimension equal to max{−1, n− d+ 1}. Therefore, Theorem 4.2 states that
for a “general” hypersurface the integral points on Pn \D lie in a set whose
dimension is less than or equal to max{0, n − d + 2}. Clearly, the result
gives something only if d > 3 but we remark that for d = 2 the problem is
equivalent to the study of some quadratic diophantine equations which can
be solved by other means and, of course, may admit a Zariski dense set of
integer solutions.
Remark 4.4. If X is a “general” hypersurface (in the meaning discussed
above) of degree d > n+ 2 then any set of quasi-S-integral points for Pn \D
is finite.
If one of the polynomials fi(X0, . . . , Xd) (i 6= 0) is the null polynomial,
then the set T0 is defined by f0 6= 0 and f1 = f2 = · · · = fd = 0 (see
equations (4.1)). Thus, if any other polynomial fj(X0, . . . , Xd) (j 6= 0, i)
is also identically zero, then one of the above equations becomes the trivial
identity 0 = 0 and it does not lower the dimension of T0.
Since, in practice, the null polynomial is somehow special because it occurs
more frequently than many other poynomials, we give a formula for the
expected value of dimT0 that takes into account the above remark. We
define
ν := 1 + max
{
1,#
{
i ∈ {1, . . . , d} : fi(X0, . . . , Xn) is identically zero
}}
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and therefore we expect the bound given by Theorem 4.2 to be equal to
n − d + ν + 1 (unless it is a negative number or there are some special
algebraic relations among the polynomials fi).
Analysis of the results - We would like to study the dimension of T0,
once the geometric setting is specified, and to express the bound given in
Theorem 4.2 in terms of the dimension of T , as in Theorem 4.1. Obviously
we have dimT0 6 dimT , as T0 ⊂ T , but it is not hard to see that equality
holds very often. In fact, T is the disjoint union of its d+1 subsets Ti, each of
them defined by an inequality and d− 1 equations (save Td which is defined
by d equations) and dimT = max{dimTi}i=0,...,d.
We put µ := max{dimTi}i=0,...,d − dimT0 so that dimT0 = dimT − µ, and
the bound in Theorem 4.2 is actually an improvement only if µ > 0. In order
to study when it happens, we give explicit conditions for the sets Ti. Namely,
(x0 : . . . : xn) ∈ Pn belongs to Ti if and only if the following conditions are
satisfied (we denote fj(x0, . . . , xn) simply by fj):
fl = 0 ∀ l < i
fi 6= 0
(d− i)l−i f l−i−1i fl =
(
d−i
l−i
)
f l−ii+1 ∀ l > i+ 2.
(4.7)
We observe that if there is l < i such that fl divides fi in k[X1, . . . , Xn] we
have Ti = ∅; in the first formulation of the problem we asked Q /∈ X , that
implies f0 ∈ k∗ and so, for every i = 1, . . . , d, we have f0|fi, whence Ti = ∅
and T = T0. This shows that Theorem 4.2 is exactly the same as Theorem
4.1 when adding the hypothesis Q /∈ X .
When a straightforward process or ad hoc solutions are not available, Gro¨bner
bases may be useful during the computation of the values dim Ti: these, in
turn, give a concrete bound for the integral points and a value for µ. Gro¨bner
bases may be efficiently found by the means of Buchberger’s algorithm (see
[Buc65] or [CLO07]) or the more recent approach by Fauge`re with the F4
and F5 alorithms (see [Fau99] and [Fau02]).
A criterion for finiteness - Suppose that there are i, j ∈ {1, . . . , d} such
that the polynomial fi is the null polynomial and fj vanishes only if f0 does.
Then, recalling conditions (4.7) for the set T0, we get f0 6= 0 and f1 = 0;
this happens trivially if i = 1 and comes from the equation dif i−10 fi =
(
d
i
)
f i1
otherwise. This yields the condition fl = 0 for every l > 1, hence fj must
vanish which contradicts the requirement f0 6= 0. Hence T0 = ∅.
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Corollary 4.5. Notation being as in the beginning of this chapter (§4.1),
suppose that there are i, j ∈ {1, . . . , d} such that fi(X0, . . . , Xn) is the null
polynomial and fj(X0, . . . , Xn) = 0 implies f0(X0, . . . , Xn) = 0. Then every
set of quasi-S-integral points for Pn \D is a finite set.
On the complement of {∆ = 0} - We can easily state a Corollary of
Theorem 4.2 which allows for the points of Pn where the leading coefficient
of f(X0, . . . , Xn+1) as a polynomial in Xn+1 vanishes. In other words, we in-
vestigate the quasi-S-integral points on the complement of the divisor defined
by the discriminant.
Corollary 4.6. Notations being as in the beginning of this chapter (§4.1), the
Zariski closure of any set Σ of quasi-S-integral points for Pn \ {∆ = 0} has
dimension less than or equal to dim(T0 ∪ T1) + 1.
Furthermore, if for every point (x0 : · · · : xn) in Σ we have f0(x0, . . . , xn) 6= 0
(resp. f0(x0, . . . , xn) = 0) we have that the dimension of the Zariski closure
of Σ is less than or equal to dimT0 + 1 (resp. dimT1 + 1).
Proof. Let Σ be a set of quasi-S-integral points for Pn \ {∆ = 0} and
consider a point P = (x0 : . . . : xn) ∈ Σ. As before, we look at the polynomial
f(x0, . . . , xn, X) which has d or d−1 roots: we denote these pairwise distinct
roots by α1, . . . , αd−1 and, in case, αd. The first thing we observe is that
f0(x0, . . . , xn) and f1(x0, . . . , xn) cannot be both equal to zero for otherwise
we would have ∆(x0, . . . , xn) = 0. Again, we can apply Proposition 4.3 and
enlarge k and S to ensure that every point of Σ has projective coordinates
with entries in OS and that ∆ has values in O∗S .
If f0(x0, . . . , xn) 6= 0 we follow the proof of Theorem 4.2 until we get the
relations (4.2) among the roots. If f0(x0, . . . , xn) = 0 we consider the discri-
minant ∆d−1(x) of the polynomial f(x0, . . . , xn, X) ∈ k[X] of degree d − 1
and we observe that
∆(x) = f1(x)
2∆d−1(x) = f1(x)2d−2
∏
16i<j6d−1
(αi − αj)2
and in a similar way we find relations among the d − 1 roots like those in
(4.2). Now we can split Σ into finitely many subsets such that the ci’s are
fixed and that f0 is either zero or non-zero for every point in a given subset.
Arguing separately with each subset we may then assume we have d (or d−1)
values ci that do not depend on P .
We will handle these subsets in a different way depending on whether f0
vanishes or not. We have already seen in the proof of Theorem 4.2 how to
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proceed in the second case and we define a quasi-projective variety W ⊂ Pn+4
just as before. On the other hand, if f0 vanishes, the path is the same but we
need to slightly modify the polynomials A1, . . . , Ad−1 and B in an obvious
way to deal with the fact that we have only d−1 roots. We will denote them
by A′1, . . . , A
′
d−1, B
′:
A′l(Y1, Y2, Y3, Y4) =
∑
16i1<...<il6d−1
ai1(Y1, Y2, Y3, Y4) · · · ail(Y1, Y2, Y3, Y4) ·
·
∏
16j6d−1 , j 6=i1,...,il
bj(Y1, Y2, Y3, Y4) l = 1, . . . , d− 1
B′(Y1, Y2, Y3, Y4) =
d−1∏
i=1
bi(Y1, Y2, Y3, Y4).
Then, we consider the projective variety V ′ defined by f0(X0, . . . , Xn) = 0
and by the d− 1 polynomials
B′(Y1, Y2, Y3, Y4)fl+1(X0, . . . , Xn)− (−1) lf1(X0, . . . , Xn)A′l(Y1, Y2, Y3, Y4)
with l ranging from 1 to d− 1. We define U ′0 exactly like U0 in the proof of
Theorem 4.2 and we denote by U ′1 and U
′
2, the set of points in V with coordi-
nates (z0 : · · · : zn : y1 : · · · : y4) such that, respectively, B′(y1, y2, y3, y4) = 0
and f1(z0, . . . , zn) = 0. As in the proof of the main theorem, we define a set
U ′ := U0 ∪ U ′1 ∪ U ′2 and its complement in V , the quasi-projective variety
W ′ := V ′ \ U ′. We notice that W ∩W ′ = ∅.
If we consider the projection on the first n+ 1 coordinates pi : W ∪W ′ → Pn
like we did in the proof of Theorem 4.2, we observe that the subsets we have
split Σ in are contained either in pi(W ) or in pi(W ′), hence Σ ⊂ pi(W ∪W ′).
As in the previous proof, we have pi (W ∩ {Y2 = Y3}) ⊂ T0 and, in a similar
way, pi (W ′ ∩ {Y2 = Y3}) ⊂ T1. Remembering that W ∩W ′ = ∅ as well as
T0 ∩ T1 = ∅ we can conclude as follows:
dim Σ 6 dim
(
pi(W ) ∪ pi(W ′)) 6 dim((pi(W ) ∪ pi(W ′)) ∩ {Y2 = Y3})+ 1
= dim
((
pi(W ) ∩ {Y2 = Y3}
) ∪ (pi(W ′) ∩ {Y2 = Y3}))+ 1
6 dim(T0 ∪ T1) + 1.
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Low degrees - We now complete the proof of Theorem 4.2 by taking
into account the cases of d = 2 and d = 3. When d = 2 we have two
different roots α1 and α2 and we cannot apply results about S-unit equations:
however we do not need them, since it is enough to use the trivial relations
α1 = α1 and α2 = α2. Namely, we simply define the auxiliary polynomials
A1(Y1, Y2) = Y1 + Y2 and A2(Y1, Y2) = Y1Y2; then we consider the variety
V ⊂ Pn+2 defined by the polynomials
fl(X0, . . . , Xn)− (−1) lf0(X0, . . . , Xn)Al(Y1, Y2) l = 1, 2
and the quasi-projective variety
W := V \ ({f0(X0, . . . , Xn) = 0} ∪ {X0 = · · · = Xn = 0}.
Subsequently, we consider the projection pi on the first n+ 1 coordinates and
everything will follow as in the proof of the main theorem: if (x0, . . . , xn) ∈ Σ
then (x0, . . . , xn, α1, α2) ∈ W and the points in pi
(
W ∩ {Y1 = Y2}
)
satisfy
the defining relation for T0. We remark that a proof was not necessary as,
for d = 2, Theorem 4.2 simply says that the dimension of any set of quasi-S-
integral points in a subset of Pn is not greater than n. However, the provided
proof yields some information about a subset of Pn containing every set of
quasi-S-integral points for Pn \D.
When d = 3 the trivial relations considered above are no more sufficient to
conclude, yet we lack the four different roots that enabled us to use results
about the S-unit equation. If the hypersurface X is defined in Pn+1 by the
polynomial
f(X0, . . . , Xn+1) = f0X
3
n+1 + f1X
2
n+1 + f2Xn+1 + f3,
where fi ∈ k[X0, . . . , Xn] for i=0,1,2,3, let us suppose that deg f0 > 2 and
put δ := deg f0−1. We will introduce a subsidiary dimension and we consider
the hypersurface Z ⊂ Pn+2 defined by
g(X0, . . . , Xn, Z,Xn+1) = Z
δX4n+1 + f0X
3
n+1 + f1X
2
n+1 + f2Xn+1 + f3.
We keep the notations introduced in the first sections, adding a superscript X
or Z when a definition is related to the hypersurface (or relative polynomial
and projection map) considered. We approach the problem thinking that
HX ' Pn, HZ ' Pn+1 and HX ' HZ ∩ {Z = 0}.
We arbitrarily choose a set of quasi-S-integral points Σ for HX \DX and we
must prove that the dimension of its Zariski closure is less than or equal to
dimTX0 + 1. For every point (x0 : · · · : xn) ∈ Σ ⊂ HX we consider a point
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(x0 : · · · : xn : 0) ∈ HZ and we denote the set of all these points by Σ′.
Namely, we define
Σ′ = {(x0 : · · · : xn : 0) ∈ HZ : (x0 : · · · : xn) ∈ Σ}.
It turns out that Σ′ is a set of quasi-S-integral points for HZ \{∆Z = 0}, for
∆Z(x0, . . . , xn, 0) = f0(x0, . . . , xn)2 ·∆X (x0, . . . , xn)
and both factors on the right-hand term are non-zero because for every point
(x0 : · · · : xn) ∈ Σ we have (x0 : · · · : xn) /∈ DX . Now we parallel the proof
of Corollary 4.6 to get that the dimension of the Zariski closure of Σ′ is less
than or equal to dimTZ1 + 1. In fact, from the last displayed equation and
denoting the roots of the polynomial f by α1, α2, α3, we obtain
∆Z(x0, . . . , xn, 0) = f0(x0, . . . , xn)6
∏
16i<j63
(αi − αj)2
=
∏
16i<j63
(
f0(x0, . . . , xn)(αi − αj)
)2
(4.8)
which implies (αi − αj) ∈ O∗S for every i, j ∈ {1, 2, 3} such that i 6= j. This
leads to a non-trivial fixed algebraic relation among the three roots and we
outline the conclusion that follows similarly to the proof given for d > 4. In
fact, (α1 − α2, α2 − α3, α3 − α1) is a non-degenerate solution of the S-unit
equation x1 + x2 + x3 = 0 and we can write α3 = (α1−α2)c+α1 with c in a
finite set independent of the point chosen in Σ. Less auxiliary polynomials
and only two variables are needed to define the variety V :
a1(Y1, Y2) = Y1, a2(Y1, Y2) = Y2, a3(Y1, Y2) = (Y1 − Y2)c+ Y1
A1(Y1, Y2) = a1+a2+a3, A2(Y1, Y2) = a1a2+a1a3+a2a3, A3(Y1, Y2) = a1a2a3
The variety V is defined by the three polynomials
fl(X0, . . . , Xn)− (−1) lf0(X0, . . . , Xn)Al(Y1, Y2) l = 1, 2, 3.
and we define the variety U as in the first part of the proof to obtain the
quasi-projective variety W . As in the end of the proof of Corollary 4.6,
the dimension of the Zariski closure of the set Σ′ is less than or equal to
dimTZ1 + 1. Finally, the sought conclusion follows observing that Σ
′ ' Σ
and TZ1 ' TX0 .
We are left with the cases of deg f0 = 0 and deg f0 = 1 and we observe that
the former has already a solution in [Zan05] since we can assume f0 = 1
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without loss of generality. If deg f0 = 1 we follow the proof given in this
subsection for deg f0 > 2 with the difference that the hypersurface Z ⊂ Pn+1
will be defined by the polynomial
g(X0, . . . , Xn, Z,Xn+1) = ZX
4
n+1 + f
2
0X
3
n+1 + f0f1X
2
n+1 + f0f2Xn+1 + f0f3.
Everything goes as before with the exception of (4.8) that becomes
∆Z(x0, . . . , xn, 0) = f0(x0, . . . , xn)8∆X (x0, . . . , xn)
= f0(x0, . . . , xn)
2
∏
16i<j63
(
f0(αi − αj)
)2
and the same conclusion follows.
4.4 Applications and examples
The primary way to apply the results of the previous sections is to consider
diophantine equations of the shape F (X0, . . . , Xn) = c, where F is a polyno-
mial expressing the discriminant of another polynomial f(X0, . . . , Xn, Xn+1)
seen as a univariate polynomial in X and c is a non-zero element of the num-
ber field in question. Considering the hypersurface defined in Pn+1 by the
polynomial f(X0, . . . , Xn, Xn+1) and following the ideas expressed earlier in
this chapter we may draw conclusions about the set of solutions of the origi-
nal diophantine equation. While the information provided by Theorem 4.2
is expressed in terms of the dimension of T0, it is important to remark that
usually a better bound is obtained following the proof and calculating the
set pi(W ). When a specific hypersurface is given, it is sometimes worth to
write down the equations for the quasi-projective variety W and to study its
projection on Pn, even if the numbers ci’s are still unknown: explicit solu-
tions to the S-unit equation may be hard to find, but it is possible to achieve
a good understanding of the set pi(W ) without an actual knowledge of the
values ci.
Straightforward applications - As a first example, we discuss the case
where the hypersurface X is defined in P4 by
f(U,X, Y, Z, T ) = UT 4 +X2T 3 + U2Y T 2 + U4Z.
We can set n = 3, d = 4, X0 = U,X1 = X,X2 = Y,X3 = Z and X4 = T .
Considering the projection of X from the point (0 : 0 : 0 : 0 : 1) to the
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hyperplane {T = 0} ' P3 we may apply the results discussed earlier in this
chapter. The discriminant of f , seen as a univariate polynomial in T , is
∆ = U8
(
256U7Z3+144U4X4Y Z2+16U5Y 4−4U2X4Y 3Z−27X8−128U6Y 2)
and, therefore, the complement in P3 of the ramification divisor D is the set
{(1 : x : y : z) ∈ P3 : 256z3 + 144x4yz2 + 16y4 − 4x4y3z − 27x8 − 128y2 6= 0}.
A straightforward calculation (see (4.7)) gives at once that the set T0 is
made by a single element, the point (1 : 0 : 0 : 0). Thus, the Zariski closure
of any set of quasi-S-integral points for P3 \ D has dimension less than or
equal to one. In a similar way we can find that T1 = T3 = T4 = ∅ and
T2 = {(0 : 0 : 1 : z) ∈ P3 : z ∈ k}: it follows that dimT = 1 and now we
can see the improvement on the bound provided by Theorem 4.2 in respect
of Theorem 4.1.
Diophantine equations - The results presented in the previous sections
may give some information about diophantine equations with a discriminant-
like form. For instance, we consider the diophantine equation in the unkno-
wns x, y ∈ Z
4x3 = 27y2 +N (4.9)
where N ∈ Z \ {0} is a parameter. Of course, we are not going to say
much more that was not already known: the case of integral points on curves
is well understood by Siegel’s Theorem and, moreover, the theory of elliptic
curves already provides a complete and effective answer. However, we present
a different (and effective) approach stemming from the results exposed in
these pages. We also remark that the problem was addressed by Bombieri
by related means as early as 1957 ([Bom57]).
We will start with the number field k = Q equipped with the usual absolute
value alone, that is S = {∞}. In P3(k) we consider the hypersurface X
defined by the polynomial
f(T,X, Y, Z) = Y Z3 − TXZ2 + T 4
and the projection of X from the point (0 : 0 : 0 : 1) to the hyperplane
{Z = 0}; notations introduced earlier can be fully recovered with n = 2,
d = 3 and thinking T = X0, X = X1, Y = X2 and Z = X3.
We intend to apply Corollary 4.6, so for every point (t : x : y) ∈ P2 ' {Z = 0}
we consider the discriminant of f(t, x, y, Z):
∆(t, x, y) = (4x3 − 27y2t)t7
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and the complement of {∆ = 0} in P2 is made by the points (1 : x : y) such
that 4x3− 27y2 6= 0. Let Σ be a set of quasi-integral points for P2 \{∆ = 0}:
by Corollary 4.6 we know that the dimension of the Zariski closure of Σ is
bounded by dimT0 + 1. From the definition of T0 we gave in §4.1 by means
of equations (4.1), we obtain the following conditions
Y 6= 0
0 = 3T 2X2
27Y 2T 4 = −T 3X3.
Hence T0 is the set {(0 : x : 1) ∈ P2 : x ∈ k} and Theorem 4.2 just says
that the dimension of the Zariski closure of any set of quasi-S-integral points
for P2 \ D is not greater than 2: this is not a great achievement! However,
me may look at the quasi-projective variety W and recall that Σ ⊂ pi(W ).
From the definition of W given in the proof of the main theorem (see also
the paragraph “Low degrees” at the end of §4.3), we have the following
conditions: 
Y 6= 0
TXY = Y 2A1(Y1, Y2)
0 = Y 2A2(Y1, Y2)
Y T 4 = −Y 2A3(Y1, Y2)
Recalling that every point in Σ is of the form (1 : x : y), the above conditions
give the following ones for the points in W whose projection to Pn belongs
to Σ: 
t = 1
y 6= 0
x = yA1(Y1, Y2)
A2(Y1, Y2) = 0
yA3(Y1, Y2) = −1.
(4.10)
Therefore Σ is confined in the subset of P2 made by points (t : x : y) such
that there exist Y1, Y2 ∈ k satisfying conditions 4.10. For any given y , there
are at most a finite number of pairs (y1, y2) that satisfy the last two equations
and this imply that there is at most a finite number of values for x as well.
Then Σ is contained in the union of a finite number of curves of P2.
The trinomial case - The problem discussed in the previous paragraph
can be seen as a special case of the hypersurface X defined by a trinomial
f(X0, . . . , Xn+1) = aX
d
n+1 + bX
r
n+1 + c
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where a, b and c are polynomials in k[X0, . . . , Xn]. The discriminant of f
can be calculated in many ways (see, for example, [Swa62] or [GKZ94]) and
it is expressed by the formula
∆ = (−1) 12d(d−1)ad−r−1cr−1(dDaRcD−R + (−1)D−1(d− r)D−RrRbD)u
where u is the greatest common divisor of d and r, D = d/u and R = r/u.
If d and r are coprime, the formula for ∆ simplifies to
∆ = (−1) 12d(d−1)ad−r−1cr−1(ddarcd−r + (−1)d−1(d− r)d−rrrbd).
For example, we may consider the polynomial f(u, x, y, z, t) = ut4 + 4xyt3 +
u4(x+ z). Its discriminant is
∆(u, x, y, z) = 256u8(x+ z)2
(
u7(x+ z)− 27x4y4)
and the complement of the ramification divisor D is the set
P3 \D = {(1 : x : y : z) ∈ P3 : (x+ z)
(
(x+ z)− 27x3y4) 6= 0}.
Any set of integral points for P3 \D is therefore contained in a finite union
of surfaces in P3. In fact, T0 is defined by the following conditions (see §4.1):
u 6= 0
96x2y2 = 0
256x3y3 = 0
256x4y4 = 256u7(x+ z)
that is equivalent to

u 6= 0
xy = 0
x+ z = 0
and we have dimT0 = 1 since T0 = {(1 : 0 : y : 0)} ∪ {(1 : x : 0 : −x)}.
We cannot hope, in general, to get a great help from the conclusion in Theo-
rem 4.2 applied to this kind of hypersurfaces. The variety defined by the
polynomials b and c often contains T0 and in this case we cannot hope the
bound for the dimension of sets of quasi-S-integral points for the comple-
ment of the ramification divisor in Pn to be lower than n − 1. However, as
in the previous paragraph, the quasi-projective variety W introduced in the
proof may provide more information. Equations (4.5) are all of the form
Al(Y1, Y2, Y3, Y4) = 0 with the only exceptions of l = d − r and l = d, then
the projection of W on Pn may provide an interesting bound for the integral
points.
Moreover, the existance of special relations among the polynomials a, b and
c may lead to conclusions stronger than those expected in the majority of
cases. As an example, we consider the case of a = Xq0 , c = X
d+q
0 and no
requirements on b. Then, by Corollary 4.5, any set of integral points for
Pn \D is a finite set. In this case the discriminant is given by
∆ = (−1) 12d(d−1)Xd(r+q−1)−2q0
(
ddX
d(d+q−r)
0 + (−1)d−1(d− r)d−rrrbd
)
.
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