Abstract
Introduction
Quantum theory is without any doubt one of the greatest scientific achievements of the 20th century. It provides a uniform framework for the construction of various modern physical theories. After more than 50 years from its inception, quantum theory married with computer science, another great intellectual triumph of the 20th century and the new subject of quantum computation was born. Since it revolutionized the very notion of computation, quantum computation forces us to reexamine various branches of computer science, and artificial Intelligence is not an exception [1] . In fact, principles of quantum information representation and the quantum information processing mode have been widely regarded as a source of inspiration recently, for example in neural networks [2] , genetic algorithms [3] , artificial immune and clonal systems [4, 5] , swarm intelligence [6] . However, quantum-inspired evolutionary algorithms by Han and Kim [3, 7, 8] (QEAs) might be one of the most successful applications of the quantum metaphor [9] .
QEAs are based on the concept and principles of quantum computing such as quantum bits and superposition of states. QEAs use a Q-bit as a probabilistic representation, defined as a pair ( , ) a b . The Q-bit individual has the advantage that it can represent a linear superposition of states (binary solutions) in search space probabilistically. Thus, the Q-bit representation has a better characteristic of population diversity than other representations. Q-gates introduced from quantum computation are also defined as variation operators of the QEA to drive the individuals toward the better states and eventually toward a single state. At present, most studies of the QEA focus on the realizations, improvements and applications. To our knowledge, little is known about the convergence and time complexity of QEAs except for a few works in the following. Han and Kim [10] modeled the segment process of the QEA with a single individual as a Markov chain, and proved that the QEA in their paper guaranteed the global solution in terms of expected running number of generations. But, their work just focused on the ONEMAX problem. Later, Jiao, Li and et al. [5] proposed a quantum-inspired immune clonal algorithm (QICA). specified in section 2). Therefore, some results about EAs modeled by non-homogeneous chains should be introduced. A general conclusion about EAs' convergence can be found in [14, 15] , including the either two cases, and the discrete version was extended in [16] by establishing relationship between convergence rates and another important issue called the expected first hitting time. Hence, in some sense, our work in this paper can be regarded as the extension of the work in [16] from EAs to QEAs because of some characteristics of QEAs.
In this paper, QEAs with elitist strategy are studied, while the QEA with non-elitist update strategy is more closely related to the incremental univariate marginal distribution algorithm (IUMDA) which was analyzed in [17, 18] . Notice that their convergence time is defined under assumptions that the probability of the best solution converges to 1, while QEAs cannot satisfy the condition except that employs only R-gate.
The rest parts of this paper are organized as follows. Section 2 reviews a brief introduction to procedure and principles of QEAs and describes their Markov chain model. Section 3 gives sufficient conditions for convergence of QEAs and upper bounds of convergence rates. Several QEAs with different Q-gates are theoretically analyzed in section 4, proving that the QEA with only rotation gate can not guarantee its convergence but the other two improved versions satisfy the sufficient conditions. The numerical results given in section 5 further show the effectiveness of modified algorithms. Finally, section 6 concludes the paper with some short comments of the results obtained in this paper.
Preliminaries
Quantum mechanics is an extension of classical mechanics which models behaviors of natural systems that are observed particularly at very short time or distance scales. Under a quantum representation, the basic unit of information is no longer a bit which can assume two distinct states (0 or 1), but a quantum system. Hence, a qubit (or Q-bit, the smallest unit of information in a two-state quantum system) may be in the 1 state, in the 0 state, or any superposition of the two. The state of a qubit can be changed by the operation with a quantum gate (Q-gate). There are several quantum gates, such as the NOT gate, controlled NOT gate, rotation gate, Hadamard gate, etc [8] . If there is a system of l qubits, the system can represent 2 l states at the same time. However, in the act of observing a quantum state, it collapses to a single state.
Inspired by the concept of quantum computing, QEAs are characterized by some quantum mechanics such as uncertainty, superposition etc. Some relative definitions are addressed firstly. Definition 2.1. | | a gives the probability that the Q-bit will be found 
Procedure of QEA
The QEA as introduced in [8] are often used to tackle following static optimization problems
assuming that | ( ) | f x < ¥ for all x Î S , where S is the solution space.
Procedure of the QEA for above problem with quantum population size 1 can be described as follows.
Step 1. t=0, Initialization:
(1 Step 3. make t X by observing the states of t q ;
Step 4. evaluate t X ;
Step 5. update
Step 6. store better individuals among otherwise it is 1. Therefore, the observation individual corresponding to quantum individual q with length l is a binary string of length l . For convenience of subsequent analysis, we denote (1) ( ) Observing q be the process that a binary individual is observed from the Q-bit individual q ; (2) ( , ) Observing q k be the function observing 0 or 1 from the k-th bit of q ; (3) ( , ) Observingpop q m be the process that m solutions are observed from q independently.
In step 5, Q-bit individuals in
-are updated by applying Q-gates defined as a variation operator, by which the updated Q-bit should satisfy the normalization condition. The following rotation gate is used as a basic Q-gate in the QEA, such as
where q D of each qubit should be designed in compliance with the application problem and each qubit possibly matches with different angles. Some more Q-gates based the rotation gate will be introduced in section 4.
Markov chain model for QEA
In this subsection, we want to reveal why the QEA described in section 2.1 can be modeled as a non-homogeneous Markov chain.
Consider the process { ( ); 0} t t x ³ , where ( ) ( , )
. Hence, one iteration from ( ) t x to ( 1) t x + can be split into 3 phases: an observing phase, a updating phase, and a keeping the best solution phase. The evolution of x can be described as follows by introducing two intermediary 
We can obtain from the 2nd phase that the transition matrix corresponding to updating phase is a unit matrix.
For 
It is easy to know that, { ( ); 0} t t x ³ is an absorbing Markov process, and * E is a so-called closed subset.
Sufficient convergence conditions for QEAs
This section is devoted to the convergence analysis of QEAs, we shall investigate whether the QEAs is able to converge in some sense to a specific set which is related to the globally optimal solutions of an optimization problem. The definition of convergence of QEAs should be given at first. Lemma 3.1 implies that if the absorbing Markov chain has a chance to jump into the optimal set for each time, the corresponding algorithm is convergent and the convergence rate can be bounded. Accordingly, we get the first conclusion about convergence of the QEA. Notice that the proof for above lemma is similar to Lemma 
Proof:
Firstly, by the condition of this Theorem, the probability for each + is independent, thereby,
Secondly, by the Eq.(1.3), if
According the procedure of the QEA, it is obvious that
Therefore,
where
In addition, from the observing process at the (t+1)th generation and keeping the best phase, it
is not easy to know it holds for
Since there are ( 1)
hold true. According to the Lemma 3.1, we have
conditions in Lemma3.1 are satisfied. This completes the proof. Owing to Theorem 3.1, QEAs are convergent with some convergence rate under some mild conditions. But which QEA satisfies those conditions in Theorem 3.1? Which parameters do convergence rates of a QEA depend on? And how to estimate d ? These questions will be discussed in the next section.
Since sufficient conditions is given and convergence rates are bounded in this section for the general QEA, some concrete versions of QEAs will be analyzed in next section.
Analysis on the convergence of some versions of QEAs
The Q-gate of the QEA described in section 2 is a rotation gate (denoted by R gate -).
Moreover, NOT gate and H  gate are other two updating operators. The former, which is a
Suppose that the initial individuals are 
Two modified Q-gates and their convergence
The R-gate induces the convergence of each Q-bit to either 0 or 1. However, sometimes a Qbit failing in converging to correct state cannot escape the state. To prevent the premature convergence of Q-bit due to R-gate, two modified Q-gates called H  gate and & R N  gate were defined respectively in [8] and [10] , satisfying the conditions in Theorem 3.1.
H  gate and & R N  gate
Different from the R-gate, H  gate controls the probabilities of both 0 and 1 state in
If acted by H  gate, a Q-bit ( , )
R q D is a R-gate as described in section 2.1. While, the new Q-bit is adjusted as follows:
& R N  gate was proposed in Li, Rudolph and Li [10] , through employing Not gate to improve the R-gate. In detail, a Q-bit ( , )
a b by the R-gate with probability 1, and then Not gate with a small probability  which is called N  gate. Thus, 
Convergence of the two QEAs
Theorem4.1 Both of the two QEAs converge to optimal set * E with probability 1 if satisfying 0 0 . 5 < <  , and convergence rates are bounded by
Proof
(1) Proof for the QEA with H  gate:
Suppose that the Q-individual after being updated at generation t is
and denote the k-th Q-bit by ( 1 )
Denote the i-th solution by
, then its probability observed from t q can be calculated as follows because the observation from each Q-bit is a independent process. 
can obtain the range of probability of 0 or 1 observed from the k-th Q-bit in
Therefore, it holds ( ( , ) ) 1
It is clear that conditions in Theorem 3.1 can be satisfied, thus the QEA with H  gate converges to the optimal set with convergence bounded by -by R-gate, then it would be updated to t q by N  gate in next step, where
Further, we obtain that
Above inequalities make the QEA with & R N  gate converge to the optimal set with convergence rate bounded by
Theorem 4.1 gives the upper bounds of the convergence rates of QEAs and show that convergence rates are determined by the QEA's parameters and the size of problem consider in the paper. The length l of a Q-individual is related to the problem size. Parameters include the probability parameter  in & R N  gate and H  gate and observation times.
Experimental results
The knapsack problem with the restrictive knapsack capacity (see [8] ) is commonly considered to demonstrate the convergence of QEAs. The q D parameter lookup table, angle setting strategies, and repairing method are the same as that in [8] . The population sizes are 1 and  for two modified algorithms is 0.01. Fig.1 and Fig.2 
Conclusion and discussion
This paper studies the global convergence of QEAs from both theoretical and experimental views. Firstly, we have given sufficient convergence conditions and estimated the convergence rates which depend on their parameters such as the length of Q-individual, population size and a parameter referring to Q-gates. Then, we discussed the convergence properties on three type of Q-gates: R-gate, H  gate and & R N  gate. Those QEAs with two latter Q-gates can converge to global optimal solution set, but the former maybe be immersed in the local optimum situation instead of global optimum situation. Finally, the dependency relations between the convergence rates and the parameters referring to Q-gates are verified. All conclusions in this paper can be extended to the case that population size is greater than 1. Furthermore, they can be extended to EAs with elitist strategy, whenever the EA can be modeled by homogenous or non-homogenous Markov chain.
