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AN INVESTIGATION OF ARTIFICIAL
IMMUNE SYSTEMS AND VARIABLE
SELECTION TECHNIQUES FOR
CREDIT SCORING
ABSTRACT
Most lending institutions are aware of the importance of having a well-performing credit scor-
ing model or scorecard and know that, in order to remain competitive in the credit industry, it is
necessary for them to continuously improve their scorecards. This is because better scorecards
result in substantial monetary savings that can be stated in terms of millions of dollars. Thus,
there has been increasing interest in the application of new classifiers in credit scoring from
both practitioners and researchers in the last few decades. Most of the recent work in this field
has focused on the use of new and innovative techniques to classify applicants as either ‘credit-
worthy’ or ‘non-credit-worthy’, with the aim of improving the performance of scorecards.
In this thesis, we investigate the suitability of intelligent systems or artificial intelligence tech-
niques for credit scoring. In particular, intelligent systems that use immunological metaphors
are examined and used to build a learning and evolutionary classification algorithm. Our model,
named Simple Artificial Immune System (SAIS), is based on the concepts of the natural immune
system. The model uses applicants’ credit details to classify them as either ‘credit-worthy’ or
‘non-credit-worthy’.
As part of the model development, we also investigate several techniques for selecting variables
or attributes from the applicants’ credit details to improve the classification accuracy of our
model. Variable selection is important as choosing the best set of variables can have a signif-
icant effect on the performance of scorecards. Interestingly, our results demonstrate that the
traditional stepwise regression variable selection technique seems to perform better than many
of the more recent techniques.
A further contribution offered by this thesis is a detailed description of the scorecard develop-
ment process. A detailed explanation of this process is not readily available in the literature and
our description of the process is based on our own experiences and discussions with industry
3credit risk practitioners.
We evaluate our model on the basis of both publicly available datasets as well as a very large
set of real-world consumer credit scoring data obtained from a leading Australian bank. The
evaluation results reveal that our model is a competitive classifier and is appropriate for devel-
oping scorecards which require a class decision as an outcome. Another conclusion reached
is one confirmed by the existing literature, that even though more sophisticated scorecard de-
velopment techniques, including artificial immune system procedures and SAIS, perform well
compared to the traditional statistical methods, their performances are not statistically signifi-
cantly different from the statistical methods. As with other intelligent systems techniques such
as Artificial Immune Recognition System, SAIS is not explicitly designed to develop practical
credit scoring models which require the generation of a score that represents the degree of con-
fidence that an applicant will belong to a particular group. However, it is comparable to other
intelligent systems techniques which are outperformed by statistical techniques for generating
practical scorecards.
Our final remark on this research is that even though SAIS does not seem to be quite suitable
for developing practical scorecards, which need to generate scores, we still believe that there is
room for improvement and that the natural immune system of the body has a number of avenues
yet to be explored which could assist with the development of practical scorecards.
Chapter 1
INTRODUCTION
This chapter introduces the research undertaken by examining the topic area and its significance
to financial institutions. It also describes the motivations for the research and provides a brief
discussion of the way this research was conducted. Finally, this chapter provides a high-level
summary of the organisation of this thesis.
1.1 Background
In the last few decades, there has been a significant increase in the use of credit risk assessment
tools by major banks and financial institutions around the globe. Indeed, credit risk models have
been given unprecedented significance by the surprising pronouncements of the new Basel II
Accord (Altman 2002), which has allowed banks to base their capital requirement on their own
internal credit risk rating systems, given that these systems are predictive and reliable. This is
one of the key factors that has driven banks, in particular, and financial institutions worldwide
to place much emphasis and effort on either developing new or modifying existing credit risk
rating systems in recent years.
In this thesis, our main interest is on credit scoring, which forms part of the credit risk rating
system. As the objective of credit scoring is to determine whether or not to grant credit to an
applicant, credit scoring consists of a typical classification problem. In this particular case, it
is a binary classification problem which aims at grouping applicants as either ‘credit-worthy
(good)’ or ‘non-credit-worthy (bad)’.
Until recently, creditworthiness was determined by credit experts based on their judgement and
5experience. They inspect the specifics of each applicant, including the details of their socio-
demographic status, economic conditions and their intentions, and decide whether to accept
or reject the application (Baesens 2003). However, with the increase in the number of credit
applications and the limited number of credit experts available, financial institutions need to
find a way of automating this process. With developments in technology and emergence of
machine learning algorithms, new credit scoring models or scorecards, which can automate the
processing of applicant details to produce a score representing the applicant’s creditworthiness,
are being developed. These new scorecards have proved to be a viable solution to the increase
in credit applications and lack of credit experts.
Many machine learning algorithms have been suggested in the literature for developing these
new scorecards. Mitchell (1997) has defined machine learning as:
‘The field of machine learning is concerned with the question of how to construct
computer programs that automatically improve with experience.’
Machine learning is a multi-disciplinary field of research that provides a variety of induction
algorithms with the objective of acquiring knowledge by learning patterns from data (Baesens
2003). One of the most commonly used tasks in machine learning is classification and it is
often referred to as supervised learning since the dependent variables can be identified and can
be used to guide the learning process.
Although there are many different machine learning techniques that are appropriate for building
scorecards, there is no consensus on which technique is the best or most suitable. In this thesis,
we examine a machine learning technique called artificial immune system in an attempt to build
a better-performing scorecard.
1.2 Motivation
Our motivation is based on the fact that there is a need to develop better scorecards due to the
huge savings that can be made as a result of well-performing scorecards and the high costs
involved in classifying applicants wrongly. The development of a typical scorecard usually
consists of six main steps, namely:
1. data cleaning;
2. data discretisation;
63. variable selection;
4. samples generation;
5. model development and validation; and
6. model approval.
While all these steps are fundamental in developing well-performing scorecards, the ‘variable
selection’ and ‘model development and validation’ steps are of particular interest to this re-
search. We believe that in these two steps lies much scope for improving the performance of
credit scoring models.
In regard to the ‘variable selection’ step, it has been found in the literature that the use of
new and more predictive variables could yield significant improvements in the performance of
scorecards. Unfortunately, few studies have examined the use of variable selection techniques
in credit scoring. We are of the opinion that this is so because:
• most credit scoring studies make use of benchmark datasets, which contain few variables
and clean data;
• those studies that make use of real-world datasets only utilise clean datasets, and as such
variable selection is not a requirement; and
• large, real-world credit scoring datasets, containing many variables, are hard to obtain.
Therefore, some of the work in this research involves the application of several variable selec-
tion techniques — which have proved to be successful in many other fields — in the context of
credit scoring in order to improve scorecard performance.
The ‘model development and validation’ step is related to the implementation of a classifier
to discriminate between applicants as either ‘good’ or ‘bad’, and the better the classifier, the
better will be the performance of the scorecard. Our main research focus is ‘model develop-
ment and validation’ since we intend to build a new classifier. We are motivated to use the
artificial immune system as a classification technique in developing a scorecard. While the
artificial immune system has been successfully applied in many different areas including data
analysis (Neal 2002, Timmis, Neal & Hunt 2000), robotic control (Ishiguro, Ichikawa, Shibat
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Bentley 1998), machine learning (Dasgupta & Forrest 1996, Hunt & Cooke 1995), and classi-
fication (Watkins 2001), its use in the field of credit scoring is fairly limited. The only study
found which involves artificial immune systems and credit scoring revealed that the artificial
immune system model that was developed recorded the best performance of any single classi-
fier used on a credit scoring dataset (Watkins, Timmis & Boggess 2004). The application of
the artificial immune system as a classifier in this field is therefore a promising area for further
research and is investigated in this thesis.
1.3 Significance of Research
This research is important for three main reasons. Firstly, financial organisations can perhaps
begin the process of creating new scorecards, based on machine learning techniques such as
the artificial immune system, to enhance scorecard performance. Based on our discussions with
credit risk practitioners, most big financial institutions have their own research and development
units which are investigating the use of new classification techniques including machine learn-
ing. This thesis can certainly offer them some insight into the applicability of artificial immune
systems in the development of a practical scorecard, and these new credit scoring models can
complement existing ones. In addition, the results generated can be used by these institutions
to assess their existing scorecards.
Secondly, of particular interest to credit risk practitioners reviewing this research are the out-
comes of the different variable selection techniques when applied to the raw set of real-world
credit scoring data. Most financial institutions are currently using only one common type of
variable selection technique (stepwise regression analysis); thus the results obtained in this
thesis can provide them with more information about the different abilities of other variable
selection methods. These methods could potentially replace and/or complement existing tech-
niques.
Finally, this research can also be of value to researchers in the field of intelligent systems as this
research proposes a new artificial immune system model which addresses some of the problems,
such as population control mechanism and optimisation problems, found in traditional artificial
immune system classifiers. The design of our model can be of theoretical significance for those
who intend to improve artificial immune system classifiers as the ideas, implementations and
8results of our model can be used as the basis for further improvements.
1.4 Methodology
The main steps taken to conduct this research are as follows.
• An investigation of the development of a practical scorecard is first made. We believe
that it is important to know how a typical scorecard is built in practice before making use
of artificial immune algorithms as the main classification method for credit scoring. It is
also our belief that this exploration will contribute significantly to the body of knowledge
since we cannot find any studies that explain the entire process of scorecard development
from start to finish as carried out in practice. Most studies deal only with the classification
techniques for developing a scorecard.
• Even though the ‘variable selection’ step is usually performed prior to the ‘model de-
velopment and validation’ step, we have decided to develop an artificial immune system
classifier first. This is because we would like to check the validity of our classifier on
benchmark and clean datasets containing only the most relevant variables. In so doing,
the classification model will be isolated from any noise that results from a large number
of variables, and hence the discriminatory performance of the classifier can be robustly
and reliably tested.
A new artificial immune system will, therefore, be designed and implemented as a clas-
sifier. During this phase of the research, the focus will be mainly on the classifica-
tion/predictive ability of the classifier. In addition, its computational complexity will
be examined in order to determine whether it is costly to run, scalable and fast.
• The application of the new artificial immune system classifier in credit scoring is then
examined. This is done by comparing its performance against other machine learning
methods and the most common statistical techniques used in credit scoring.
• Several variable selection techniques are then investigated with the aim of improving
scorecard performance. Here, we try to identify which variable selection methods are
most reliable and efficient by applying them to a raw real-world credit scoring dataset
obtained from one of the major Australian banks.
• Finally, an attempt to develop practical scorecards by using our artificial immune system
classifier and different variable selection techniques will be made.
91.5 Aims and Scope of Thesis
Two major areas of the scorecard development process were identified as having much capacity
for improving credit scoring models. These are the application of 1) better classifiers and 2)
variable selection techniques. However, the application of an artificial immune system for de-
veloping scorecards as well as the use of other variable selection techniques, other than stepwise
regression, in credit scoring are quite limited as indicated by the scarcity of published materials
in these two areas in the current literature. In the pursuit of our investigation into improving
the performance of credit scoring models, we aim to explore the suitability of a new artificial
immune system and several variable selection methods for credit scoring.
1.6 Contributions
In our examination into the development of better performing scorecards, this thesis makes
several contributions in three distinct areas:
1. explanation of the entire process of scorecard development as is done in practice;
2. design and implementation of an artificial immune system classifier for use in credit scor-
ing; and
3. analysis of variable selection techniques in credit scoring.
In regard to the development of a practical scorecard, the current literature only provides ex-
planations on some of the processes of scorecard development. In this thesis, we explain the
entire process of the development of a practical scorecard. Our approach to this topic is a result
of our meetings and discussions with credit risk practitioners. We believe that our contribution
in this area will bridge the gap between the practical aspects of scorecard development and the
theoretical points present in the current credit scoring literature.
As for the development and implementation of an artificial immune system classifier for credit
scoring, there seems to be limited research dedicated to the use of artificial immune systems in
credit scoring. Our contribution in this area includes:
• design of a simple artificial immune system classifier that is easy to use and that has
competitive classification/predictive abilities as well as linear computational complexity;
• implementation of three different techniques for performing classification; and
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• application of our new model in the context of credit scoring.
Although there have been several classifiers which are based on artificial immune system algo-
rithms, the design of our model uses a different approach and the originality of our contribution
stems from several facts.
• By using a single B-cell to represent the whole classifier, we ensure that optimisations
are performed globally rather than locally. In so doing, no B-cells are lost during the
evolution process.
• There is no need for any population control mechanism as is the case for other artificial
immune system classifiers.
Finally, in relation to variable selection techniques in credit scoring, even though it has been ad-
vocated that new and better predictor variables lead to better scorecards, variable selection tech-
niques have been conservatively used for credit scoring. Our contribution in this area includes
the investigation of four common variable selection methods that could be used by financial
institutions for selecting the most relevant set of predictor variables.
1.7 Outline of Thesis
The remainder of the thesis consists of five parts.
• The first part consists of Chapter 2 and presents the current state of knowledge regard-
ing credit scoring, artificial immune systems, and variable selection. Some of the most
commonly used measures of performance that are used in the field of credit scoring are
reviewed.
• The second part includes Chapter 3 and explains the entire process of practical scorecard
development. A practical scorecard is also developed by using a large set of raw real-
world credit scoring data obtained from one of the leading Australian banks. To the best
of our knowledge, such a study has not been conducted in this field before.
• The third part includes Chapters 4 and 5 and is related to the design and implementa-
tion of a new artificial immune system classifier for use in the development of a credit
scoring model. Both balanced1 and unbalanced2 datasets are experimented upon and sev-
1Balanced datasets are those in which the proportion of classes is nearly equal.
2Unbalanced datasets are those in which the proportion of classes is not equal. An example of an unbalanced
dataset is one that contains a proportion of 5% ‘bad’ instances and 95% ‘good’ instances.
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eral performance measures are used to assess the performance of our new classifier as a
scorecard.
• The fourth part of this thesis consists of Chapter 6 and outlines the examination of vari-
ous popular variable selection techniques that could be used in credit scoring. In addition,
an investigation is conducted of the use of these variable selection techniques in conjunc-
tion with the new classifier (refer to Chapters 4 and 5) to build practical scorecards.
• The fifth and last part of the thesis includes Chapter 7 and is dedicated to the conclusion,
and a discussion of the limitations of this research and future work.
The thesis also contains two appendices:
• Appendix A contains the confusion matrix for our artificial immune system model as
both a classifier and a scorecard.
• Appendix B contains a list of acronyms of classifiers used in this thesis.
Chapter 2
LITERATURE REVIEW
2.1 Introduction
Credit scoring is one of the earliest financial risk management tools developed (Thomas, Edel-
man & Crook 2002) and it is now an important part of the financial corporate world. This
chapter provides an overview of credit scoring by first giving a full description of credit scor-
ing, followed by an outline of its history along with its advantages and limitations. Once the
field of credit scoring has been discussed, an explanation of the steps used in the development
of credit scoring models or scorecards is provided.
This chapter also provides a discussion of various techniques for developing scorecards. While
many other methods are presented in the current literature, only those based on traditional sta-
tistical as well as intelligent systems — including machine learning — methods are discussed.
One intelligent systems technique, which is of particular interest to this research, involves the
artificial immune system, which is based on the concepts of the natural immune system.
It is also important to reduce the number of variables used by scorecards by finding the most
compact set of variables that are relevant to the model. Thus, several variable selection tech-
niques are discussed in Section 2.5.
Given that real-world credit scoring datasets are very often unbalanced datasets, the ‘percent
correctly classified’ measure, which is one of the most commonly used measures of perfor-
mance, is usually not adequate to assess the performance of scorecards and classifiers. There-
fore, several other measures of performance, which are more resistant to unbalanced datasets,
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are discussed in Section 2.6.
2.2 Credit Scoring
Credit scoring is one of the most successful operations research techniques in finance and bank-
ing (Thomas et al. 2002). As its name implies, operations research involves ‘research on opera-
tions’, that is how to conduct and coordinate the operations or activities within an organisation.
Moreover, it is concerned with the development and application of models that may help in
solving managerial problems and decision making, and is also known as managerial science
(Hillier & Lieberman 2005).
Credit scoring is also referred to as a business intelligence application (Olszak & Ziemba 2006).
Business intelligence is a data-driven decision support system that combines data gathering, data
storage and data analysis to provide input into decision processes, with the aim of increasing
the competitive advantage of a business (Reinschmidt & Francoise 2000). The term business
intelligence was first used in the 1990s by the Gartner group as a term to describe concepts
and methods used to improve business decision making by using fact-based support (Negash
& Gray 2008). It involves business processes such as reporting, forecasting and prediction,
and trend analysis, to name a few, and by 2005 artificial intelligence as well as powerful ana-
lytical capabilities were included in business intelligence systems (Turban, Aronson, Liang &
Sharda 2007).
Business intelligence systems have been used by a wide range of users from financial experts,
to salespersons, up to board members (Rasmussen, Goldy & Solli 2002). Many significant
and positive business effects are obtained when the capabilities offered by business intelligence
systems are applied to various sectors such as the trading, insurance, telecommunication, man-
ufacturing and financial sectors (Olszak & Ziemba 2006). Some of these business effects are:
• analysis that supports cross-selling and upselling;
• customer segmentation and profiling;
• analysis of parameters importance;
• survival time analysis;
• analysis of customer loyalty and customer switching to competition;
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• credit scoring;
• fraud detection;
• logistics optimisations; and
• forecasting of strategic business processes development.
Figure 2.1 shows the various tools, techniques and capabilities of business intelligence, with
our main focus being scorecards (credit scoring tool), which is in the shaded rectangle.
B u s i n e s s  I n t e l l i g e n c e
D a t a  W a r e h o u s i n g
D e c i s i o n  S u p p o r t
S y s t e m s
O L A P
F i n a n c i a l  R e p o r t i n g
S c o r e c a r d s
S p r e a d s h e e t s
( E x c e l )
P r e d i c t i v e  A n a l y t i c s
D a t a  M i n i n g
Figure 2.1: Business intelligence tools (adapted from Turban et al. (2007))
The remainder of this section provides some background information relevant to a deeper un-
derstanding of this research study. It reviews the literature to examine state of the art credit
scoring.
2.2.1 An Overview of Credit Scoring
Credit scoring is a process whereby information about a credit applicant is converted into num-
bers that are added together to form a score (Lewis 1992). This score is a measure of the risk
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associated with the applicant concerned and allows any lending institution to classify applicants
into two groups: 1) ‘good’, which consists of those who are credit-worthy and who are likely to
repay their financial obligation; and 2) ‘bad’, which involves those who are non-credit-worthy
and whose application for credit should be rejected due to a high probability of them defaulting
on their financial obligation.
Since the objective of credit scoring is to choose between two actions — grant or refuse credit
to ‘good’ and ‘bad’ applicants respectively — credit scoring is a typical classification problem.
Classification is a commonly encountered decision making task in business. Categorising an
object into a predefined group or class based on a number of observed attributes related to an
object is a classification problem (Zhang 2000).
Credit scoring makes use of statistical techniques to evaluate the credit risk of applicants using
historical data. Indeed, the strength of credit scoring models is based on a sound methodology
and empirically derived data, which usually contain a list of criteria that provides the most pre-
dictive information on whether an applicant will be high- (‘bad’) or low-risk (‘good’). Each
criterion, in turn, has a range of attributes with associated scores, and the higher the scores, the
more likely the applicant is to be low-risk.
For credit scoring to work effectively, one main assumption must be satisfied. This assumption
is known as ceteris paribus, which means ‘the future is like the past’. Since credit scoring is
based on historical data, it assumes that the type of people who did not meet their financial obli-
gations in the past will remain the same and will not be able to meet their financial obligations
in the future.
There are two types of credit evaluation utilised during the lending process in banks and other
credit granting organisations. One is to make decisions on new credit applications; the other
is to supervise existing applicants, including whether or not to increase their credit limits. The
tools that aid the first type of decision are called credit scoring, while the ones that assist the
second type of decision are called behavioural scoring.
2.2.2 History of Credit Scoring
It is believed that humans started borrowing and repaying once they were able to verbally com-
municate. The first recorded case of credit comes from ancient Babylon. In their book, Thomas
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et al. (2002) reported that Lewis (1992) recorded the following inscription on a stone tablet
dated to around 2000 BC:
‘Two shekels of silver have been borrowed by Mas-Schamach, the son of Adadri-
meni, from the Sun priestess Amat-Schamach, the daughter of Warad-Enlil. He will
pay the Sun-God’s interest. At the time of harvest, he will pay back the sum and the
interest upon it.’
This leads to the conclusion that during this time farmers were already dealing with credit by
borrowing at planting time and paying back at harvest time.
While the history of credit dates from some 5000 years back, the history of credit scoring is
only around 50 years old as it originated during World War II. Financial organisations were
experiencing difficulties in credit management since credit analysts had to serve in the mili-
tary resulting in a shortage of people with credit expertise. To resolve this issue, firms made the
credit analysts write down the rules of thumb they used to make credit decisions (Johnson 1992)
and these rules were then used by non-experts as a type of decision support tool.
Credit scoring only really started to come into prominence when it was developed by Fair and
Isaac in the 1960s, and the credit risk modelling literature has grown extensively since the
seminal work of both Altman (1968) and Merton (1974). Since the 1960s, credit scoring has
played a vital role in the phenomenal growth of consumer credit, especially for credit cards.
The arrival of credit cards made banks and financial institutions realise the importance of credit
scoring. The increasing number of people applying for credit cards per day made it impossible
for lending organisations, in both economic and manpower terms, to do anything but automate
the process of decision lending. These organisations found that credit scoring is a better and
more accurate predictor than any subjective assessments made by human experts (Churchill,
Nevin & Watson 1997, Rosenberg & Gleit 1994).
As such, credit scoring was widely accepted in the United States of America in the early 1980s
and the United Kingdom in the early 1990s. The number of credit card owners has increased
rapidly in Australia. According to the Reserve Bank of Australia, the number of credit card ac-
counts has increased by 110% from 6.5 million in 1994 to 13.7 million in 2007 (Reserve Bank
of Australia 2007). As for the number of credit card transactions, it has increased by 496%
from 18 million in 1994 to 108 million in 2007. However, as consumer credit increases at an
extraordinary rate, so too have consumer bankruptcies. According to the Australian Govern-
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ment (2007), the number of customers, including both business and non-business, who filed for
bankruptcy increased by 13.2% from June 2006 to June 2007.
The success of credit scoring in the allocation of credit cards meant that banks started using
scoring for other products like personal loans, and it is only recently that scoring has been used
for home and business loans. At present, the emphasis of credit scoring is to change its objec-
tives from minimising the probability of default of an applicant to maximising the profit that
could be generated from that applicant. However, this transition to profit scoring implies many
challenges in that classifying customers into ‘profitable’ and ‘non-profitable’ groups might not
be an easy task since profit is highly dependent on many factors which, in turn, might not be
easily accessible. For instance, profit is dependent on the economic conditions of a customer
and thus it becomes even more important to include extra economic variables in profit scoring
than was the case in credit scoring. Moreover, since profit is a function of the amount of time
a customer borrows from a lending institution, it is imperative to include the attrition rates for
the implementation of profit scoring (Thomas 2000).
Given the difficulties in the calculation of profit and loss and given the number of assumptions
that are required for a profit assessment, the switch from credit to profit scoring has not been
very prominent. This is probably why credit scoring is still very much in use today in the
industry.
2.2.3 Advantages and Limitations of Credit Scoring
Credit scoring is changing the way financial institutions grant credit and more credit issuers are
entering the market using credit scoring. It encourages lending because not only does it pro-
vide these institutions with a tool to make more accurate predictions to support credit scoring
decisions, it also results in fewer errors due to the automation of much of the credit evaluation
process used for applications.
There are a number of reasons for implementing credit scoring models beyond the issue of their
accuracy. According to Jacky Jamieson, vice-chairman of the Finance, Credit and International
Business Corporation and director of the international division of the Credit Department, credit
scoring can improve performance by streamlining the credit evaluation process and, thereby, al-
lowing credit professionals to focus more on exception accounts, applications whose scores are
near the cut-off value and more difficult cases, while becoming more customer service–oriented
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towards both internal and external customers (Schaeffer 2000).
Another significant advantage of credit scoring is that because it automates the process of de-
cision lending, credit decisions are made much more quickly. This time-saving results in cost
savings for the bank since the cost of credit analysis is greatly reduced. In this regard, Muolo
(1995) stated that the cost per loan of a commercially available credit scoring model averages
US$1.50-10 per loan, depending on volume. While this value was obtained some 10 years ago,
it could be even less now with the advances in technology. The automation process also bene-
fits the customers since they are able to know the outcomes of their applications more quickly.
According to a study by the Business Banking Board, credit scoring has reduced the small-
business loan approval process from two weeks to about 12.5 hours (Allen 1995).
Credit scoring also reduces the effects of personal attitudes and human prejudices on credit de-
cisions. This fairness is crucial in view of the anti-discrimination and equal opportunity laws
related to credit granting (Galitz 1983). Moreover, changes in both internal and external credit
policies can easily and quickly be incorporated into the credit scoring model, in contrast to the
lengthy meetings and paperwork required if credit granting were undertaken manually.
The potential benefits from a successful implementation of credit scoring are huge. For a ma-
jor financial institution, even a fraction of a percent increase in credit scoring accuracy is a
significant accomplishment and could be worth millions of dollars due to the sheer volume of
lending (West 2000). However, the use of credit scoring is potentially something of a double-
edge sword too: it can be both beneficial and detrimental. While the use of credit scoring can
improve customer service by reducing the amount of time needed to evaluate the applicant, it
can also reduce the amount of interaction and communication between the banks and their cus-
tomers, resulting in the creation of a negative image of the banks from the customer perspective
(Matsatsinis 2002).
Another limitation of credit scoring is that while credit scoring models are good at handling
quantitative features, qualitative ones, which might be important predictors in the credit lending
decision, are not easy to explain (Henley 1995). Furthermore, the dataset has to contain a rich
sample of both well- and poor-performing applicants. A question that needs to be considered
is: ‘What proportion of good and bad should there be in the sample?’
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Last, but not least, credit scoring is heavily dependent on its main assumption: that the future
is like the past. In today’s changing credit climate due to economic conditions, legislation and
credit controls, and consumer perceptions about borrowing, this assumption is not completely
valid (Thomas, Edelman & Crook 2004). Hence, there is a need to make slight adjustments and
to re-estimate the credit scoring models frequently. However, although there are many unsolved
problems in connection to credit scoring, empiricism has shown that credit scoring models are
very robust in most actual lending situations (Thomas 2000).
2.3 Credit Scoring Models
It is believed that past performance does not guarantee future results, but in the world of credit
decisions, history often proves to be a reliable indicator. As previously mentioned, credit scor-
ing models or scorecards are built using historical data. This data can be obtained from several
sources, with the two most commonly used sources being information from application forms
and information held by external credit agencies such as the credit bureau (Boonyanunta 2005).
Examples of information that are obtained from the application form are:
• age of applicant;
• number of dependants;
• marital status;
• number of years at current address;
• employment type;
• income; and
• estimated assets and liabilities.
Examples of information that are obtained from external credit agencies are:
• number of times applicant has defaulted on a loan;
• number of loan applications that were submitted during the last 12 months;
• number of inquiries on applicant; and
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• number of fraud warnings.
Although the information used for credit risk assessment comes from various sources, most
scorecards utilise information related to the 5Cs of credit (Thomas 2000, de Lucia 1993):
1. character — assessment of borrower’s history, reputation and managerial experience in
his/her career or business;
2. capital — financial strength of borrower;
3. collateral — assessment of the assets promised to the lender if borrower defaults;
4. capacity — repaying ability of borrower; and
5. condition — factors that may significantly affect the repaying ability of borrower.
Credit scoring models make use of this information to compute the credit score of applicants.
According to Fair Isaac and Company, the payment history of applicants accounts for approxi-
mately 35% of the credit score. The payment history of applicants reflects the various accounts,
credit cards, and loans that the applicants may have. Thirty percent of the credit score is at-
tributed to the amount of money that applicants owe; 10% of the score falls under a category
which Fair Isaac call ‘new credit’. This category reflects factors such as the number of new
credit accounts of applicants, and the greater the number of new accounts, the more poorly this
reflects on the credit score. Fifteen percent of the score measures the length of an applicant’s
credit history under Fair Issac’s system and, finally, approximately 10% of the credit score
evaluates the type of credit an applicant has and whether it is a ‘healthy mix’. The five afore-
mentioned factors are just a few among many and they each usually contain several predictor
variables which represent them.
There has been an ongoing debate in regards to the wisdom of using statistically derived credit
scoring models, as opposed to using the judgement of credit analysts, to evaluate credit ap-
plications. Lending institutions argue that scorecards provide a consistent way of evaluating
applicants and that a credit score is superior to the decision of credit analysts, who are given too
much discretion which, in turn, results in problems such as bias. Others argue that the credit
denial ratio has not changed much since the implementation of the credit score and that the
discriminatory decisions made by credit analysts were simply replaced by a more subtle form
of discrimination that is built into a scorecard.
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Many empirical studies (Alexander 1989, Edmister 1988) have been undertaken in order to
determine whether a statistical credit scoring model can be expected to outperform credit an-
alysts. Most of these studies examine applicants whose loans were approved by a scorecard
and compare this to applicants who received loans when a credit analyst had overridden a rec-
ommendation of rejection by the credit scoring model. The results of the majority of these
studies indicate that there is increasing evidence to suggest that the use of credit scoring models
can be very effective in evaluating credit applicants. Some of these studies have found that
the delinquency rates were seven times greater for decisions made by credit analysts than for
recommendations based on the scorecard, while others found that the incorporation of both
approaches into making a decision can be effective in improving credit loss accuracy.
2.3.1 How Credit Scoring Models Work
A simple credit scoring model assigns weights to some numerical measures of the relevant
items of applicant information to obtain a numerically weighted sum or score, which represents
an estimate of the probability or risk that an outcome will occur. A prespecified cut-off value
determines whether or not the value of the obtained score warrants granting credit to the appli-
cant. The foundation of a simple credit scoring model can be described as shown in Equation
2.1:
y =
n∑
i=1
wixi (2.1)
where y is the credit score, x is the independent (predictor) variable, w is the weight of each
variable and n is the number of variables.
Credit scoring is the process of generating a value for y according to x for every applicant. This
is a two-step process:
1. Scorecard development
Historical data on n applicants with their known risk classes are entered into the formula
(Equation 2.1) to enable a determination of the weights of the predictor variables.
2. Scorecard use/prediction
Application of the model to new customers to predict their unknown value of y.
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2.3.2 Credit Scoring Models Development
In practice, the development of a typical scorecard is a lengthy process which usually involves
many steps: 1) data cleaning, 2) data discretisation, 3) variable selection, 4) samples genera-
tion, 5) model development and validation, and 6) model approval. These steps are discussed
in greater detail in Chapter 3.
These processes are very similar to those found in the Knowledge Discovery in Data (KDD).
KDD is concerned with the development of methods for extracting knowledge from data and is
defined as (Fayyad, Piatetsky-Shapiro, Smyth & Uthurusamy 1996):
‘...the non-trivial process of identifying valid, novel, potentially useful, and ulti-
mately understandable patterns in data.’
The KDD process is an iterative one, involving numerous steps with many decisions to be
made by the user. While a practical view of the process of KDD is provided in the literature
(Brachman & Anand 1996), here we briefly outline some of its basic steps as shown in Figure
2.2.
In the data preprocessing phase, the data is selected and cleaned. Basic operations include re-
moving noise and outliers where appropriate, deciding on strategies for handling missing data,
and selecting the most useful set of variables to represent the data. In the development of a
scorecard, the first four steps — data cleaning, data discretisation, variable selection and sam-
ples generation — correlate to this phase of KDD.
The preprocessed data are then used as input to the data mining phase. There are two distinct
purposes of this phase. The first is to predict the future behaviour of some entities. Regression
and classification are two of the most popular predictive data mining tasks and are often referred
to as supervised learning. The other purpose of the data mining phase is to identify patterns and
relationships within the data and this is known as descriptive data mining. In credit scoring,
we are only interested in predictive data mining since applicants need to be classified as either
‘credit-worthy’ or ‘non-credit-worthy’. The model development and validation processes are
categorised as part of this KDD phase.
The final step of KDD is to post-process the knowledge or patterns extracted from the previ-
ous phase. This knowledge can be used directly or incorporated into other systems for further
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Figure 2.2: KDD processes (adapted from Baesens (2003))
analysis. For example, the credit scoring knowledge extracted can be used for behavioural
scoring. As mentioned previously, behavioural scoring is about supervising existing credit ap-
plicants and the knowledge extracted from credit scoring can be used to determine whether
the credit limits of the existing credit applicants should be increased or not. Moreover, the
post-processing phase also includes checking and/or verifying previously known or extracted
knowledge (Fayyad, Piatetsky-Shapiro & Smyth 1996). The scorecard approval process is part
of this KDD phase.
2.4 Credit Scoring Techniques
In credit scoring, human intuition has often been challenged and surpassed by mathematical
models. These models can be built using statistical methods and machine learning systems.
Historically, discriminant analysis and linear regression have been the most widely used tech-
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niques for building scorecards. However, advances in computing have allowed other techniques
to be adopted. In the 1980s, logistic regression and linear programming, the two primary meth-
ods for scorecard building, were introduced (Thomas 2000).
The need for a safer evaluation of credit approvals led to the implementation of sophisticated
scorecards in credit approval assessment and, more recently, many institutions have begun ex-
ploring the use of intelligent systems techniques, such as expert systems and artificial neural
networks. Other techniques, such as genetic algorithms and k-nearest neighbour, have been
tried without much success. These have not become popular because, although their forecasting
abilities in relation to applicant classification can perhaps equal those of traditional statistical
models, they do not seem to offer any additional business advantages (Lucas 2001). Artificial
neural networks, for instance, are commonly considered as black-box techniques without logic
or rule explanation, such that the resulting solution is not easily interpretable. K-nearest neigh-
bour, on the other hand, requires major systems investment since the search for the k closest
neighbour is very computationally intensive.
A more recent form of intelligent systems technique, known as artificial immune system, is
rapidly emerging. It is based on natural immune system principles and it offers strong and
robust information processing capabilities for solving complex problems. Even though artifi-
cial immune systems have been used in the area of pattern recognition and classification, there
has only been a single case where it has been applied to credit scoring processes (Watkins
et al. 2004). Watkins et al. (2004) found that their artificial immune system model, known as
Artificial Immune Recognition System, exhibited the best performance of any single classifier
used on the Australian credit dataset, which can be obtained from the University of California
Irvine (Blake & Merz 1998).
A discussion of the aforementioned techniques is presented next. The statistical techniques —
discriminant analysis and logistic regression — are presented first in Section 2.4.1, followed by
intelligent systems/artificial intelligence techniques, which include artificial neural networks,
genetic algorithms, and artificial immune systems. Finally, other credit scoring techniques (k-
nearest neighbour, mathematical programming, decision tree, and support vector machine) are
discussed in Section 2.4.3.
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2.4.1 Statistical Techniques
As previously stated, statistical techniques have been widely used in the field of credit scoring.
They are still being used by most financial institutions for building scorecards because they
are simple and yet robust. Two of the most commonly used methods are discriminant analysis
and logistic regression. They are appropriate techniques when the dependent attribute is a cat-
egorical attribute, as is the case for credit scoring where the dependent attribute consists of two
groups or classifications, ‘good’ or ‘bad’.
2.4.1.1 Discriminant Analysis
Discriminant analysis is usually used to classify observations into two or more mutually exclu-
sive groups by using the information provided by a set of predictor attributes. When only two
groups are involved, this technique is referred to as two-group discriminant analysis; however,
when there are three or more groups, it is called multiple discriminant analysis (Hair, Black,
Babin, Anderson & Tatham 2006). It should be noted that while only the two-group discrimi-
nant analysis is used in this research, for the sake of brevity, the term discriminant analysis is
used throughout. It takes the form of:
y = c+
n∑
i=1
wixi (2.2)
where y is the discriminant score, c is a constant, w is the weight of each attribute and x is the
independent attribute. Discrimination is achieved by multiplying each independent attribute by
its corresponding weight and adding these products and the constant together.
The final decision function of discriminant analysis is determined by a cut-off score. That score
represents the dividing point used to classify observations into their groups based on the value
of y. It is calculated by averaging the group means or centroids, which are in turn obtained
by averaging the discriminant scores of all the observations within a particular group (Hair
et al. 2006).
Even though discriminant analysis has been reported to be one of the most commonly used data
mining techniques for classification problems, one of its significant limitations is that indepen-
dent attributes which are of a categorical nature cannot be handled properly. Another important
restriction is its dependence on a relatively equal distribution of group membership. Discrim-
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inant analysis also assumes that the predictor variables follow a normal distribution1 and have
linear as well as homoscedastic2 relationships. Due to the categorical nature of the credit data
and the fact that the covariance matrices3 of the ‘credit-worthy’ and ‘non-credit-worthy’ classes
are not likely to be equal, the use of discriminant analysis for credit scoring has often been
criticised (West 2000). However, it was found that the predictive performance of discriminant
analysis, when applied to the context of credit scoring, was superior to that of artificial neural
networks, genetic algorithms and decision trees (Yobas, Crook & Ross 2000).
2.4.1.2 Logistic Regression
Logistic regression has emerged as the most suitable technique when the dependent attribute is
binary and the independent attributes are continuous, categorical or both. Since the outcome
of credit scoring is binary, i.e. to either grant or refuse applicants credit, logistic regression is
probably the most suitable statistical approach for credit scoring. In fact, based on our discus-
sion with several credit analysts of a leading Australian bank, logistic regression was found to
be the main technique used by most financial institutions for credit scoring. It is designed to
predict the probability of an event (for example, granting credit) occurring and assumes that the
log likelihood ratio (odds) is linear. Logistic regression takes the form of:
log
(
y
1− y
)
= c+
n∑
i=1
wixi (2.3)
where y is the probability of classification outcome, c is a constant, w is the weight of each
attribute and x is the independent attribute.
Based on Equation 2.3, the value of y can be generated. Since a probability can have a value
between 0 and 1, a cut-off point, for example 0.5, is required to classify an applicant as either
‘good’ or ‘bad’.
Unlike other statistical models, logistic regression can suit various kinds of distribution func-
tions, such as Poisson and normal (Press & Wilson 1978), and as such does not require some
of the assumptions necessary for discriminant analysis (i.e. normal distribution, linear and ho-
1A normal distribution is a purely theoretical continuous probability distribution in which the scores of the
variables are clustered around the mean in a symmetrical pattern known as the bell-shape or normal curve.
2A set of data is said to be homoscedastic if the variance of the error terms appears constant over a range of
predictor variables.
3A covariance matrix is a table showing how much two variables change together.
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moscedastic relationships between the dependent and independent variables). Therefore, one
might expect logistic regression to perform better compared to discriminant analysis given its
stronger theoretical justification. However, it has been found that logistic regression is as ef-
ficient as linear discriminant analysis but not more so (Harrell & Lee 1985). One of the most
detailed published analyses compared the performance of various methods including discrim-
inant analysis, logistic regression, mathematical programming methods and smoothing non-
parametric methods on credit scoring (Hand & Henley 1997, Henley 1995). From the results of
their experiments, it was concluded that there is no overall ‘best’ method and that what is best
depends on the type of problem, for example, in relation to data structure, characteristics used or
objective of the classification. For instance, neural networks are better suited to situations where
there is a poor understanding of the data structure while regression and tree-based methods are
more applicable to situations where reasons must be given for any decisions reached.
2.4.2 Intelligent Systems / Artificial Intelligence Techniques
Over the years, biology has provided a rich source of inspiration for many different compu-
tational problems. Many different intelligent information processing systems have been con-
structed based on biological metaphors. These systems can be classified as: brain-nervous
systems (e.g. artificial neural networks); genetic systems (e.g. genetic algorithms); and im-
mune systems (e.g. artificial immune systems).
The applications of these intelligent systems techniques are now attracting increasing interest
in the business literature. In the past few decades, there has been a growing interest in the fields
of artificial neural networks and genetic algorithms, which are good examples of successful
applications of biological metaphors to devise solutions to computational problems. There is
now also increasing interest in the use of the natural immune system as a metaphor for solving
complex problems. These intelligent systems have quickly evolved from an academic notion
into proven and highly marketable products since they are able to provide reliable ways of ob-
taining solutions to a variety of problems that often cannot be dealt with by traditional methods
(Goonatilake & Treleaven 1995). In fact, a 1997 report by the Stamford, Connecticut–based
Gartner Group described these intelligent systems as being at the top of the five key technolo-
gies that will clearly have a major impact across a wide range of industries within the next five
to 10 years (Metaxiotis & Psarras 2004).
Intelligent systems techniques have been heavily investigated for solving financial problems
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such as credit scoring due to five key intelligent systems features, which have made them partic-
ularly attractive for finding solutions to such problems. These five key features are (Goonatilake
& Treleaven 1995):
• Learning: The ability to learn decisions and tasks from historical data and/or previous
examples. This is the most important feature of intelligent systems.
• Adaptation: The ability to adapt to the changing environment such as policy changes,
new government regulations or changes in economic conditions.
• Flexibility: The ability to make decisions and perform tasks even in the presence of in-
complete and unreliable data.
• Explanation: The ability to explain how the decisions were reached. In some cases, due to
legal or organisational reasons, it is compulsory to provide explanations of how decisions
have been made.
• Discovery: The ability to discover new processes or relationships that were previously
unknown.
It should, however, be noted that not all intelligent systems techniques exhibit all of these five
features. As such, each technique has its own strengths and weaknesses and thus cannot be
used as a general-purpose tool for every type of problem. An assessment of these techniques
(artificial neural networks, genetic algorithms and artificial immune systems) will be made in
the following sections.
2.4.2.1 Artificial Neural Networks
Artificial neural networks (ANNs) are inspired by the functionality of the nerve cells in the
brain. After being dismissed in the 1970s, interest in ANNs was revived in the 1980s as a result
of advances in computer technology. Moreover, with improvements in our understanding of
how the brain and the mind work, the 1990s was declared to be the ‘Decade of the Brain’ by the
US Government, leading to an increase in the application of ANNs. In many financial decision
making instances, ANNs can supplement or take the place of traditional statistical approaches
(Chatterjee 2000).
ANNs attempt to model the operation of biological neural systems, which are made of sim-
ple, tightly interconnected processing elements called neurons. The interconnections are made
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of outgoing branches, called ‘axons’, which in turn form several connections with other neu-
rons. When a neuron receives a number of stimuli and the sum of the received stimuli exceeds a
certain threshold value, it transmits the stimulus to adjacent neurons (Venugopal & Baets 1994).
Similarly, ANNs are made up of many nonlinear interconnected processing elements called ar-
tificial neurons or nodes which form a multilayered network structure. The simplest network is
a group of nodes arranged in a layer. However, the most successful applications of ANNs for
prediction and classification purposes use a feed-forward architecture (Lawrence 1994, Brain-
Maker Professional 1993, Burke & Ignizio 1992), which has at least three layers of nodes.
Figure 2.3 shows a typical three-layer ANN.
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Figure 2.3: Feed-forward three-layer ANN
The input layer, which consists of input nodes that uniquely represent each predictor variable, is
the lowest layer of the network while the output layer resides in the highest layer and represents
the system’s classification decision, with one node for each output. The hidden layer consists
of hidden nodes, whose purpose is to facilitate the propagation of feed-forward information
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from the input layer to the output layer (Behara, Fisher & Lemmink 2002). The connectiv-
ity of a feed-forward network is determined by a weight factor, which is associated with the
corresponding connections. Since the model changes by modifying the weight associated with
each connection, an ANN learns to recognise patterns by repeated exposure to many different
examples and evolves by searching through the weights space until it finds a set of weights that
provides the best fit.
ANNs are nonlinear models that can classify based on pattern recognition capabilities (Polak
& Mendyk 2008). They are also very effective in learning patterns of data that are noisy, in-
complete or those that contain contradictory examples. Their ‘learning’ and ‘flexibility’ fea-
tures make them very effective in financial and business information processing (Goonatilake &
Treleaven 1995) since the data, in the financial world, are very often incomplete. Various stud-
ies have highlighted the use of neural networks in financial analysis for improving forecasting,
detecting fraudulent activities and engaging in securities trading (Malhotra & Malhotra 2003).
In the field of credit scoring, studies have shown that neural networks perform significantly bet-
ter than statistical techniques such as discriminant analysis and logistic regression analysis (Lee
& Chen 2005, Malhotra & Malhotra 2003, Desai, Crook & Overstreet Jr. 1996). West (2000) in-
vestigated the accuracy of quantitative models commonly used for credit scoring. He found that
ANNs can improve the credit scoring accuracy from 0.5% up to 3.0% and found logistic regres-
sion to be a good alternative to ANNs. ANNs have already been successfully implemented as
scorecards as illustrated by the reports of rating agencies such as Moody’s (Khandani, Kocagil
& Carty 2001) and Standard & Poor’s (Friedman 2002).
The solutions generated by ANNs, however, are not easily interpretable. While they can achieve
a high predictive accuracy rate, the reasoning behind how they reach their decisions is not
readily available. They also necessitate extensive training, and all of these factors have thus
limited their application in the field of credit scoring (Chung & Gray 1999, Craven & Shavlik
1997).
2.4.2.2 Genetic Algorithms
Genetic algorithms (GAs) are efficient problem-solving mechanisms that are inspired by the
mechanisms of biological evolution (Davis 1991, Goldberg 1989, Holland 1987). The aim of
GAs is to continuously evolve a problem’s solution over many processing cycles, each time pro-
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ducing better solutions. A randomly generated initial population of solutions is first established
and is represented by sets of bits, which are known as chromosomes and represent points in
the solution space. GAs then create successive generations of population solutions until the im-
provement in the solution becomes insignificant. The production of better solutions is achieved
by manipulating the chromosomes through various genetic operators. There are three types of
operators:
• Selection and reproduction
Selection is performed with the help of a function that evaluates the fitness of the chro-
mosomes and reproduction takes place when a new generation of chromosomes is created
from a previous generation by replicating each chromosome in proportion to their fitness
value. As a result, chromosomes with higher fitness values will have higher probabilities
of producing offspring in the next generation (Metaxiotis & Psarras 2004).
• Crossover
Crossover (genetic recombination) is executed when two chromosomes exchange pieces
of themselves according to their fitness value. This allows the population to evolve and
permits the exploration of new populations of the possible solutions (Varetto 1998).
• Mutation
Mutation is carried out when a random portion of a chromosome changes where the fit-
ness value is low. This allows the population to have a large number of different chromo-
somes, thereby preventing the population to be overly uniform and thus lose its capacity
to evolve.
In brief, the procedures by which GAs operate are as shown in Algorithm 1.
Algorithm 1 GA algorithm
1: Initialise the population
2: Evaluate initial population
3:
4: repeat
5: Select best-ranking chromosomes to reproduce
6: Generate new solutions (offspring) through crossover and/or mutation
7: Evaluate offspring in the population
8: Replace worst-ranked chromosomes with offspring
9: until populations solution converge at levels regarded as optimal
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GAs have proved to be very effective in searching very large datasets (Goldberg 1989). They
can also learn complex relationships in incomplete datasets, which are often the case in credit
scoring, and they can be used as data mining tools to discover previously unknown patterns
(Goonatilake & Treleaven 1995). This is why the use of GAs is growing rapidly with success-
ful applications in finance trading, fraud detection and other areas of credit risk. Not only have
they been implemented as corporate bankruptcy prediction models (Kingdon & Feldman 1995),
but they have also been used as decision support models in assisting state government in making
budget allocation decisions among its offices (Packard 1990).
In the area of credit scoring, GAs have been used as scorecards in a credit union environment
(Desai, Conway, Crook & Overstreet Jr. 1997). Yobas et al. (2000) also compared the predictive
performances of four techniques, including GAs, in identifying good and bad credit card holders
and interestingly, it was found that discriminant analysis performed best, followed by GAs.
Other recent publications involving its application in credit scoring include those of Chen &
Huang (2003) and Varetto (1998).
2.4.2.3 Artificial Immune Systems
An artificial immune system (AIS) is an adaptive system that is based on the natural immune
system of the body. To aid in the understanding of the concepts on which AIS models are
based, background information on the main immune system metaphors, such as primary and
secondary response, immune network theory, clonal selection theory and affinity maturation, is
first provided.
2.4.2.3.1 Background Information The immune system consists of several layers of de-
fence: physical, biochemical, innate and adaptive (Hofmeyr & Forrest 2000, Janeway, Travers,
Walport & Capra 1999). These are shown in Figure 2.4.
The most basic defence mechanism is the skin, which acts as a physical barrier to many foreign
substances. For those foreign substances that pass through the skin barrier, there are biochem-
ical barriers, for example, fluids such as saliva and sweat which contain destructive enzymes.
They usually provide environments which are non-conducive to antigens’4 survival (King, Russ,
Lambert & Reese 2001). These two types of defence are of little interest to this study due to
4Antigens are entities foreign to the body.
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Figure 2.4: Defence layer of immune system
their inability to evolve.
The innate system will combat any invaders, without requiring previous encounters with them.
As such, it is usually considered as nonspecific and is also generally not modified by repeated
exposure. The innate system is important for protecting the body against common antigens
(de Castro & Timmis 2002), but if it fails in defending against an intruder, then the adaptive
system takes over.
The adaptive system, on the other hand, improves its response every time it encounters the same
antigen since it can remember past encounters with antigens. This mechanism is known as the
immune memory (Kuby 1997) and the system will mutate itself on repeated exposure to a given
antigen to result in a more specific immune response. Also, the adapted cell remains within the
body and is able to encounter an antigen more quickly if it re-enters the system in future. From
a computational point of view, the adaptive system is the most interesting part of the natural
immune system (Dasgupta 1999a) since it displays learning and memory abilities that could be
used for solving computational tasks. The adaptive immune system is the main point of focus
of this research.
Natural Immune System The natural immune system is one of the most complex natural
systems. Its primary purpose is to protect the body against antigens by recognising and elim-
inating them (Janeway 1993) through the evolution of antibodies by a process known as the
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immune response. For every antigen, the immune system must be able to produce a correspond-
ing antibody and it makes use of a huge variety of antibodies to neutralise antigens (Janeway
et al. 1999). These antibodies are proteins which are produced by B-cells5. Each B-cell pro-
duces a single type of antibody and is thus specific to that particular antigen.
The B-cells form what is known as the immune network. This network acts to ensure that
once useful B-cells are generated, they remain in the immune system until they are no longer
required. When a B-cell encounters an antigen, an immune response is elicited and the antibody
tries to bind itself to the antigen so that the latter can be neutralised. If the affinity between the
antibody and the antigen is sufficiently high, its B-cell becomes stimulated, resulting in the
production of mutated clones. The clones are mutated so that the new B-cells are able to better
encounter slight variations of the antigen, if any exist. As these new B-cells are added to the
immune network, the least stimulated B-cells die and are removed. Diversity is thus maintained
in the immune system (Hunt & Cooke 1996) and it is important to have a sufficient diversity of
B-cells to ensure that at least some of them can counteract any incoming antigens. It is to be
noted that this phenomenon is based on the Darwinian principle of survival of the fittest.
Primary and Secondary Response The immune system has two types of response: primary
and secondary. The primary response occurs when the immune system encounters an antigen
for the first time and reacts against it by producing antibodies. The immune system learns about
the antigen and, thus, prepares the body against any further invasion of that antigen. This learn-
ing mechanism creates what is called the immunological memory.
The secondary response occurs when the immune system encounters an antigen against which
it has reacted before. Since the immune system already has all the information it needs on that
particular antigen within its immunological memory, the second response is not only faster in
that it will start to counteract the antigen more quickly than in the primary response, but it is
also stronger in that it is characterised by a higher rate of antibody production. Figure 2.5 shows
a graphical representation of how the primary and secondary responses work. After an antigen
Ag has been encountered once by the primary response, subsequent encounters with the same
antigen Ag will result in a quicker and stronger response (secondary response).
There are two ways conceived of by which memory is achieved in the immune system. The
5A B-cell is a type of white blood cell which circulates in the blood. Its role is to produce and secrete antibodies
in response to antigens.
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Figure 2.5: Primary and secondary response (adapted from de Castro & Timmis (2002))
most widely held view uses the concept of ‘virgin’ B-cells being stimulated by antigens and
producing memory cells and effector cells (Hunt & Cooke 1996). The function of memory cells
is to remember antigens for faster antibody production in future infections while the effector
cells are used to defend the body in an immune response. A theory less accepted by experimen-
tal immunologists, but held by some theoretical immunologists, uses the concept of immune
network theory, which was first proposed by Jerne (1974) and reviewed by Perelson (1989).
Immune Network Theory The immune network theory proposes that the immune system
maintains an idiotypic network of interconnected B-cells for antigen recognition. The strength
of the B-cell connections is directly proportional to the affinity they share and the cells can
both stimulate and suppress each other in order to stabilise the network. Due to the fact that
the immune system can only have a limited number of cells available to it at any one time, it
must replace a percentage of its cells on a continuing basis. This replacement or self-organising
process ensures the stability of the network. The way the B-cells stimulate and cancel each
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other is based on the concept of clonal selection theory, which in turn makes use of the concept
of affinity maturation. A brief description of these two concepts is provided next.
• Clonal Selection Theory
The clonal selection theory describes the basic features of an immune response to an
antigen stimulus. It involves two processes: 1) pattern recognition and 2) selection
(Burnet 1978). It establishes the idea that only those cells which can recognise an antigen
are able to gain in concentration and affinity while those which do not die out.
• Affinity Maturation
When an antibody on the surface of a B-cell binds to an antigen, the B-cell becomes
stimulated. The level of stimulation depends not only on how well it matches the antigen,
but also how it matches other B-cells in the immune network (antibodies can bind to other
antibodies because they contain epitopes6 as well as paratopes7) (Hunt & Cooke 1996).
Antigen recognition is accomplished via a process known as binding (see Figure 2.6).
The binding of an antibody to an antigen is a result of multiple non-covalent8 bonds
(King et al. 2001).
If the stimulation level rises above a given threshold, the B-cell will start replicating it-
self. An important aspect of this cloning process is that it does not produce exact clones
as the offspring produced by this cloning process are mutated. The newly mutated cells
may have a better match for the antigen and thus will proliferate and survive longer than
existing B-cells. By repeating this process of mutation and selection, the immune sys-
tem learns to produce better matches for the antigen. Alternatively, if the stimulation
level is below a given threshold, the B-cell will not replicate and, in time, it will die off.
This whole process of mutation and selection is called affinity maturation (de Castro &
Timmis 2003).
Applications of AISs As with ANNs, an AIS can learn new information, recall previously
learned information, and perform pattern recognition in a highly decentralised way (Tarakanov
6An epitope is the part of a molecule of an antibody that is the target of an immune response.
7A paratope is the part of the molecule of an antibody that binds to an antigen.
8A non-covalent bond is a type of chemical bond that involves dispersed variations of electromagnetic interac-
tions between molecules. They are important for maintaining the three-dimensional structure of large molecules
such as proteins, and are involved in many biological processes in which large molecules bind to one another.
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Figure 2.6: Antibody-antigen binding
& Dasgupta 2000). Applications of AISs are various (de Castro & Timmis 2002) and these in-
clude, but are not restricted to, data analysis (Timmis et al. 2000, Neal 2002), scheduling (Engin
& Doyen 2004), machine learning (Dasgupta & Forrest 1996, Hunt & Cooke 1995), classifi-
cation (Watkins 2001), fault detection (Bradley & Tyrrell 2000), and security of information
systems (Dasgupta 1999b).
2.4.2.3.2 AIS Classifiers The main study of AIS as a supervised classifier system was un-
dertaken by Watkins & Boggess (2002). The classifier system was named Artificial Immune
Recognition System (AIRS) and is based on the principle of resource-limited AIS. AIRS has
proven to be a very powerful classification tool and when compared to the 30 best classifiers
on publicly available classification problem sets, one of which is a credit scoring dataset, it was
found to be among the top five to eight classifiers for every problem set (Watkins et al. 2004).
The major studies related to AIS classifiers are presented in the next part of this section. Al-
though other AIS classifiers have been presented in the literature, here we discuss the most
common ones, including AIRS.
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Clonal Selection Algorithm The clonal selection algorithm (CSA) was first developed by
de Castro & Zuben (2000) and was improved and renamed CLONALG. It uses the concept of
clonal selection theory, which is based on the idea that only those B-cells that are able to recog-
nise an antigen can undergo mutation and cloning while those which cannot simply die out.
CLONALG has been experimented with using binary data and was found to be useful for pat-
tern recognition (de Castro & Zuben 2002). It was later modified and renamed CLONCLAS by
White & Garrett (2003), who found out that it could successfully classify previously unknown
patterns.
CLONALG works by retaining only one memory cell for each antigen presented to it and makes
use of a ranking system to determine the rate at which clones are produced. The clones, in turn,
are mutated using a multipoint mutation method, whereby they are mutated if a randomly gen-
erated control number exceeds a given threshold. The goal of the CLONALG is to develop a
memory pool of antibodies that represents a solution to a problem. This can be achieved in two
ways. The first method is through the production of more antibodies, which are able to better
counteract antigens. The second way is by inserting randomly generated antibodies into the
population to further increase the diversity of the memory cells (Brownlee 2005).
A diagrammatical representation of the CLONALG algorithm is shown in Figure 2.7. The first
step of the CLONALG algorithm is initialisation which involves the partitioning of a pool of
antibodies of fixed size N into a memory antibody pool m, which eventually becomes repre-
sentative of the algorithm solution, and a remaining antibody pool r that is used to increase the
diversity of the system. A number of iterations, G9, is then executed whereby:
1. a single antigen is randomly selected, without replacement, from the pool of antigens;
2. each B-cell in m is exposed to the selected antigen and the affinity values between each
B-cell and the antigen are calculated;
3. a set of n highest affinity B-cells is selected;
4. the selected B-cells are cloned in proportion to their affinity using a ranking system;
5. the clones are mutated through the affinity maturation process to better match the antigen.
The degrees of maturation and affinity are inversely proportional to each other;
9The number of generations is user-defined.
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Figure 2.7: CLONALG algorithm (adapted from Brownlee (2005))
6. the mutated clones are exposed to the antigen and the affinity values are calculated;
7. the highest affinity mutated clones are selected as candidate memory cells for insertion
into m. If the affinity of the candidate memory cell is greater than that of the current
B-cell, then it replaces the current cell;
8. the d individuals in the remaining r antigen pool with the lowest affinity are replaced with
new random antibodies.
The resulting pool m is taken as the solution of CLONALG. Readers are referred to de Castro
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& Zuben (2002) for a complete overview of CLONALG.
Resource Limited AIS One of the first AISs created by Timmis et al. (2000) was an effective
data analysis tool. It was based on the work undertaken by Hunt & Cooke (1996) and could
achieve good results by classifying benchmark data into specific clusters. However, a number
of problems existed: (1) the population control mechanism was not efficient in preventing an
exponential population explosion with respect to the network size; and (2) the resultant net-
works became so large that it was difficult to interpret the data and identify the clusters (Timmis
& Knight 2002). To address the issues raised by their first AIS, the researchers proposed a
new system called Resource Limited AIS (RLAIS), which was later renamed Artificial Immune
Network (AINE).
RLAIS, or AINE, uses artificial recognition balls (ARBs), inspired by the work of Farmer,
Packard & Perelson (1986), to describe antigenic interaction within an immune network. The
AINE algorithm is shown in Algorithm 2. AINE is first initialised as a network of ARBs, which
Algorithm 2 AINE algorithm (adapted from Timmis et al. (2000))
1: Initialise immune network
2:
3: for each antigen do
4: Present antigen to each ARB in the immune network
5: Calculate ARB stimulation level
6: Allocate B-cells to ARBs, based on stimulation level
7: Remove weakest ARBs {those that do not hold any B-cells}
8: Clone and mutate remaining ARBs
9: Integrate new ARBs into immune network
10: end for
represents a number of identical B-cells. A link is created between two B-cells if the affinity
(measured by the Euclidean distance) between two ARBs is below a certain network affinity
threshold. Each antigen is matched against each ARB in the network with the similarity mea-
sure being calculated on Euclidean distance. ARBs are stimulated by this matching process
and the stimulation level of an ARB not only determines the survival of the B-cell, it is also
used as an indication of whether or not the ARB should undergo cloning and how many clones
should be produced. Clones are also mutated in order to create a diverse network (Timmis &
Knight 2002). The ARBs must, therefore, compete for these B-cells based on their stimulation
levels and those left with no B-cells are considered weak and consequently removed from the
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network. Thus, ARBs reduce complexity and redundant information in the network (Timmis &
Neal 2001).
Even though ARBs essentially constitute a compression mechanism that takes B-cells to a
higher granularity level, the population of B-cells still grows rapidly to huge proportions (Nasraoui,
Dasgupta & Gonzalez 2002). A limited number of B-cells were predefined in AINE in order to
solve this problem and to effectively control population expansion. Two fundamental problems
were also identified in AINE by Neal (2002):
1. Nature of the resource allocation mechanism
This particular problem relates to the ARBs. Unlike the natural immune system which
takes time to build up immunology and to lose it again, an ARB in RLAIS could gain
or lose all of its resources in one pass through the network. Furthermore, the nature of
the resource allocation mechanism requires the normalisation of the level of stimulation,
leading to unnecessary complex calculations.
2. Noncontinuous nature of the synchronous update mechanism
AINE does not lend itself to a genuinely continuous mode of operation since resource
allocation is performed after each pass through the dataset.
Several attempts have been made to modify the resource allocation mechanism as it became
clear that the aforementioned problems were quite severe. One such attempt led to the develop-
ment of the Self-Stabilising AIS, which is discussed in the next section.
Self-Stabilising AIS The Self-Stabilising AIS (SSAIS) was developed in an attempt to solve
the problems of RLAIS (Neal 2002). The most important difference between SSAIS and RLAIS
is that there is no fixed quantity of resources to be distributed centrally among the ARBs in
SSAIS. The concept of resource allocation is still present, but in a modified form. In RLAIS, a
predefined number of resources was allocated to ARBs in proportion to their stimulation level.
In SSAIS, on the other hand, there is no fixed number of resources distributed among the ARBs.
In fact, each ARB can increase its own resource allocation by registering the highest stimula-
tion level for any incoming data item and increment the resources it holds by adding its current
stimulation level (Neal 2002). Since there is no longer a limited number of resources in SSAIS,
a mortality constant and a decay rate are used to control the network population size. The ‘non-
continuous nature of the synchronous update mechanism’ problem is of minor importance as it
was easily resolved by reviewing the RLAIS algorithm and making sure that all the functional-
42
ities of the algorithm were fully operational after the presentation of every data item.
SSAIS works in the same manner as RLAIS, except for the slight modifications made. Thus,
adding all the elements mentioned above together, we summarise the SSAIS algorithm as shown
in Algorithm 3.
Algorithm 3 SSAIS Algorithm (adapted from Neal (2002))
1: Load the network with a random set of ARBs
2:
3: for each data item do
4: Present data item to all B-cells
5: Find B-cell with highest activation
6: Increase the resource level of this B-cell
7: Deplete resources of all other B-cells
8: Remove B-cells with resource level < threshold resource level
9: Clone highest activation B-cell
10: Relink the network with new clones
11: end for
Artificial Immune Recognition System As mentioned previously, the Artificial Immune
Recognition System (AIRS) is a supervised classifier system and a successful general purpose
classifier (Watkins 2001). The AIRS algorithm is shown in Algorithm 4. AIRS is a one-shot
learning algorithm in that the training data (antigens) are presented to the system only once
(Watkins et al. 2004). It uses a pool of ARBs, some of which are mutations of an existing
B-cell and some of which are simply randomly generated cells. The stimulation level is in-
versely proportional to the distance in the feature space, such that the smaller the distance10
between an antigen and an ARB, the greater the stimulation. The ARBs that are most highly
stimulated by exposure to the antigen are cloned and mutated. Once all the ARB matching has
been done, it is usually the case that the limit for available resources is exceeded, in which case
the ARBs with the lowest affinity are removed from the ARB pool. This process continues
over several generations, with the most stimulated cells being retained and the least stimulated
ones being eliminated. Once the average stimulation level of the entire population reaches a
threshold, the process stops and the best ARBs from the same classification class to which the
antigen belongs are compared. If that ARB has a higher affinity than the best matching memory
cell, then it becomes a candidate for promotion to a memory cell and is added to the pool of
10The distance measure used is the Euclidean distance.
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Algorithm 4 AIRS Algorithm (Watkins et al. 2004)
1: Load antigen population {training data}
2:
3: for each antigen in population do
4: Select the memory cell, which has the highest affinity to the antigen, from the memory
cell pool
5: Create a pool of B-cells, which consists of offspring of the selected memory cell
6:
7: repeat
8: Clone and mutate most highly stimulated B-cell
9: Remove least stimulated B-cells
10: until stimulation level of B-cell pool > threshold
11:
12: if affinity of best B-cell > affinity of best memory cell then
13: Add best B-cell to memory pool
14: Remove the memory cell from memory pool
15: end if
16:
17: end for
memory cells. In addition, if the new candidate cell is sufficiently similar to the memory cell
which originally was most stimulated by the invading antigen, the old memory cell is replaced
in favour of the new and more accurate memory cell. This mechanism contributes both to the
generalisation capabilities of the AIRS classifier and to the data reduction capabilities of the
system (Watkins 2005, Watkins et al. 2004).
AIRS has a number of advantages as a classifier in that it is not necessary to know in advance
what the appropriate settings for the classifier are since its performance is quite consistent over
a wide range of settings of the adjustable parameters. Moreover, after training, the resulting
classifier may be smaller that the training dataset.
However, one major problem with the AIRS learning algorithm is in regard to the way the
classifier is optimised. Since one B-cell is being optimised at a time, there is no assurance that
the B-cell pool, which is the complete classifier, will be optimised as well. Also, AIRS controls
its population size by removing the least stimulated cells from its B-cell pools; however, these
cells, being the least stimulated for one specific antigen, might have very high affinities with
other antigens, leading to a loss of good B-cells. Thus, optimising one part (B-cell) of the
system might have a negative effect on the immune system as a whole.
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Other AIS Classifiers There are many other AIS classifiers which have been used in a variety
of different settings. The Jisys system, for instance, was used in mortgage fraud detection by
classifying applicants into either a fraudulent or a non-fraudulent group (Neal, Hunt & Timmis
1998). Other AIS classifiers have been developed to detect and discriminate between texture
objects from satellite images (Zheng, Zhang & Nahavandi 2004), while a new unsupervised
artificial immune classifier (UAIS) has been proposed by Zhong, Zhang, Huang & Li (2006)
to perform remote sensing image classification. Another AIS classifier model, known as Self-
Organizing Sparse Distributed Memories (SOSDM), has been used for clustering non-stationary
data (Hart & Ross 2003).
2.4.2.3.3 Discussion Several problems have been identified in existing AIS classifiers and
have so far been briefly discussed. In this section, we elaborate on these problems by describing
how current AIS classifiers (also referred to as ‘traditional AIS’ in this thesis) work.
In a traditional AIS algorithm, a classifier system is constructed as a set of B-cells that can be
used to classify a wide range of data and, in the context of immunology, the data to be classified
are known as antigens. A typical traditional AIS algorithm is shown in Algorithm 5 and operates
as follows:
Algorithm 5 Traditional AIS Algorithm
1: Load antigen population {training data}
2: Generate pool of B-cells with random values or values from random antigens
3:
4: for each antigen in population do
5: Present antigen to B-cell pool
6: Calculate stimulation level of B-cells
7: Select most highly stimulated B-cell
8:
9: if stimulation level > threshold then
10: Clone and mutate selected B-cell
11: Select best mutants and insert into B-cell pool
12: end if
13:
14: Delete similar and least stimulated B-cells from B-cell pool
15:
16: end for
17:
18: Classifier ← B-cell pool
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1. First, a set of training data (antigens) is loaded and an initial classifier system is created
as a pool of B-cells with attributes either initialised from random values or values taken
from random samples of antigens (lines 1 and 2 of Algorithm 5).
2. Next, for each antigen in the training set, the B-cells in the cell pool are stimulated. The
most highly stimulated B-cell is cloned and mutated, and the best mutant is inserted in
the cell pool. To prevent the cell pool from growing exponentially, B-cells that are similar
to each other and those with the least stimulation levels are removed from the cell pool
(lines 4-14 of Algorithm 5).
3. The final B-cell pool represents the classifier (line 18 of Algorithm 5).
From the description of the algorithm, two problems are apparent with current AIS classifers
(refer to Figure 2.8). The first problem is one of optimisation. Finding optimal B-cells does
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Figure 2.8: Optimisation problems found in traditional AIS
not guarantee the generation of an optimal classifier as local optimisations at the B-cell level
do not necessarily imply global optimisation at the B-cell pool level. For example, in Figure
2.8, while B-cell 3 might be the least stimulated for one specific antigen and is thus removed, it
46
might have high affinity with the next incoming antigen. Hence, a good B-cell is lost and there
is no assurance that the classifier converges to an optimal one. Moreover, only one pass through
the training data cannot guarantee that the classifier will be be optimised.
The second problem is related to population control whereby the simple population control
mechanism of removing duplicates cannot produce a compact B-cell pool size. Many of the
early AIS classifiers reported in the literature suffer from the problem of a large population size
(Nasraoui et al. 2002, Timmis & Neal 2001). A traditional AIS classifier was experimented with
and the size of the cell pool was found to grow to large proportions when using such a simple
population control mechanism. There is, therefore, a need to address the two issues present in
traditional AIS classifiers.
2.4.3 Other Techniques
Other techniques that have been used in credit scoring are discussed in this section. These
are the k-nearest neighbours, mathematical programming, decision trees and support vector
machines.
2.4.3.1 K-Nearest Neighbours
K-nearest neighbours (KNN) is a standard non-parametric approach to classification problems
which classifies a data instance (for example, a credit scoring applicant) based on the k most
similar data instances (Duda, Hart & Stork 2001, Hastie, Tibshirani & Friedman 2001, Aha,
Kibler & Albert 1991). In order to identify neighbours, each data instance is represented by
a position vector in a multidimensional feature space. When using the KNN methodology,
a very important step is the choice of metric used and two commonly used metrics are the
Euclidean distance and Manhattan distance. While the metric for defining the distance between
two data points is a modelling choice, most KNN classifiers use the Euclidean distance (Beale
& Jackson 1990) given by:
Ed =
√√√√ n∑
i=1
(pi, qi)2 (2.4)
where p and q are measurement vectors.
The number of neighbours (k) considered sufficient to classify an instance in a particular group
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is also a modelling choice; however, the choice of k can be made by using a cross-validation
method and is usually chosen to maximise classification performance. For a two-group classi-
fication problem, as in credit scoring, the value of k should be an odd number to avoid a tie in
the final outcome.
The algorithm of a typical KNN is shown in Algorithm 6. KNN was first applied in the field
Algorithm 6 KNN Algorithm
1: Memorise training data
2:
3: for each new input data do
4: Compare new input data to training set by computing distance metric
5: Assign the new input data to the group which has the majority of the nearest training
samples
6: end for
of credit scoring by Chatterjee & Barcun (1970) and it has been shown to be effective as a
scorecard by Henley & Hand (1996). It also has the conceptual appeal of easily incorporating
new data points into an existing model and can be quite useful when the dependent variable
takes more than two values, for example, ‘good’, ‘bad’ or ‘intermediate’. However, one of
the drawbacks of KNN is that it is computationally intensive since it can take a considerable
amount of time to calculate the distance between data and all the data in the training set in order
to perform the classification. Moreover, KNN requires an equal number of ‘good’ and ‘bad’ in
the sample for optimum performance.
2.4.3.2 Mathematical Programming
Mathematical programming is an operational research as well as an economics tool in which
operations are designed through the use of equations. Problems are solved by finding an opti-
mal value subject to some specified constraints. Often used as an optimisation and classification
tool (Hand & Henley 1997), mathematical programming is divided into two parts: linear pro-
gramming and integer programming.
• Linear Programming
Linear programming problems are usually composed of decision variables (e.g. classifi-
cation decision of credit applicants), an objective function (e.g. minimising the sum of
absolute errors (MSAE) in classifying credit applicants), and constraints (e.g. a cut-off
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value to differentiate between ‘credit-worthy’ and ‘non-credit-worthy’ applicants). Lin-
ear programming is perhaps the best known optimisation model (Turban et al. 2007) and
basically consists of linear equations and inequalities. It works by searching for the best
solution given the specified objective function and constraints.
Mangasarian (1965) was the first to recognise that linear programming could be used in
two-group classification problems. In credit scoring, an advantage of linear programming
over traditional statistical methods is that if there is a need to integrate a particular bias in
a scorecard, this can easily be done with linear programming (Thomas et al. 2002).
• Integer Programming
Integer programming is similar to linear programming except that it is used when the
variables are integers. This particular type of mathematical programming can also be
used as a classification technique and has been used by AT&T operating telephone com-
panies as a classifier to determine whether or not new telephone customers who apply
for credit should be required to leave a deposit (Kolesar & Showers 1985, Showers &
Chakrin 1981).
Integer programming has been proved to be a better classification model than linear pro-
gramming (Joachimsthaler & Stam 1990, Koehler & Erenguc 1990). However, integer
programming takes much longer to solve the problem than linear programming, and hence
can deal with only very small sets. Given that large datasets are usually involved in credit
scoring, its use in this field has been minimally explored.
2.4.3.3 Decision Trees
A decision tree, also known as recursive partitioning algorithms, is a different approach to clas-
sification in that it represents a structure in which only choices and uncertainties are modelled
(Marakas 1999). Decision trees can be used for predicting both categorical as well as continu-
ous responses (Li 2006). If the response is categorical, a classification tree is produced as the
final output; on the other hand, if the response is continuous, a regression tree is obtained. A
decision tree is an example of a multistage decision process in which different subsets of fea-
tures are used for different levels of the tree (Webb 2002). Indeed, it functions in a hierarchical
way: data starts from the root and flows down the tree according to the decisions at the internal
nodes until a terminal node is reached and a class label is assigned to the data.
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Decision trees were developed in the early 1960s by Raiffa & Schlaifer (1961). Since then,
they have been widely used in different areas, most notably in life sciences, statistics (Breiman,
Friedman, Olshen & Stone 1984) and artificial intelligence (Safavian & Landgrebe 1991). Ap-
plications of such methods in credit scoring are described in Davis, Edelman & Gammerman
(1992), Carter & Catlett (1987), Coffman (1986) and Makowski (1985).
Figure 2.9 provides an illustration of a decision tree used as a scorecard. The decision tree
model starts with a root node, consisting of a sample of ‘good’ and ‘bad’ credit applicants, and
then loops over all possible splits in order to find the attribute xn and its corresponding cut-off
value cn that best discriminate between ‘good’ and ‘bad’ applicants. This procedure is repeated
until a stopping criterion is satisfied. Unsplit nodes are denoted by ‘leaves’ and are represented
by rectangles in Figure 2.9. A leaf can be classified as either ‘good’ or ‘bad’, which are the
R o o t  N o d e
B a d
G o o d
B a dG o o d
x 1  <  c 1 x 1  >  c 1
x 2  <  c 2 x 2  >  c 2
x 3  <  c 3 x 3  >  c 3
Figure 2.9: Decision tree (adapted from Bastos (2008))
decision outcomes of the decision tree.
One of the key strengths of a decision tree is that it can be represented as a series of rules that can
be translated into comprehensible English (Berry & Linoff 1997). This could be very important
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in credit scoring as there is often a legal obligation to provide some explanation as to why credit
is declined. Another advantage of decision trees is that, for large datasets, they usually require
less time for model building compared to other computationally intensive techniques such as
KNN.
Several decision tree methods have been proposed in the literature and two of the most popular
are the CART algorithm (Breiman et al. 1984) and the C4.5 algorithm (Quinlan 1993).
2.4.3.4 Support Vector Machines
Support Vector Machines (SVMs) are a relatively new form of learning algorithm, which were
first proposed by Vapnik (1998) and are based on statistical learning theory. They are powerful
classification tools that make decisions by constructing a linear decision boundary or hyper-
plane that optimally separates the classes (Wan & Campbell 2000). They have recently been
used in a range of settings including pattern recognition (Pontil & Verri 1998), bioinformatics
(Yu, Ostrouchov, Geist & Samatova 2003) and text categorisation (Joachims 1998).
Figure 2.10 shows an example of the classification of two classes using SVM. SVMs need to
be trained and a series of data points are shown, with the black squares representing negative
classes and white circles representing positive classes. SVMs attempt to place a linear boundary
between the two different classes. They not only try to orientate the boundary in such a way
that the margin represented by the dotted line is maximised, but also ensure that the distance
between the boundary and the nearest data point in each class is maximal. The boundary is
then placed in the middle of this margin between two points. The nearest data points that are
used to define the margin are called support vectors, represented by the grey circles and squares.
When the support vectors have been selected, the rest of the feature set can be ignored since the
support vectors contain all the information needed to define the classifier. SVMs use this linear
boundary to classify new data points.
Studies on the application of SVMs in credit scoring reveal them to be a useful technique for
scorecard development (Stecking & Schebesch 2003). While Huang, Chen, Hsu, Chen & Wu
(2004) have found SVMs to be comparable to ANNs based on their experiments on two datasets
from a Taiwanese and an American financial institution, SVMs were found to yield significantly
better performance results compared to classical linear rating methods (Gestel, Baesens, Garcia
& Dijcke 2003, Gestel, Baesens, Suykens, Espinoza, Baestaens, Vanthienen & Moor 2003).
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Figure 2.10: Classification of two classes using SVM (Widodo, Yang & Han 2007)
Since only a theoretical overview of SVMs is provided in this section, readers are directed to
the studies by Burges (1998) and Vapnik (1995) for more detailed descriptions.
2.4.4 Discussion
The literature on credit scoring and the most common traditional statistical and intelligent sys-
tems techniques used for building scorecards has been thoroughly reviewed. Discriminant anal-
ysis was one of the first techniques used for building scorecards (Reichert, Cho & Wagner 1983).
However, credit analysts have questioned its appropriateness for building credit scoring because
of the categorical nature of the credit data and the fact that the covariance nature of the ‘good’
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and ‘bad’ credit classes are not likely to be equal (Hsieh 2005).
Logistic regression was then found to be an alternative to discriminant analysis since the out-
come of credit scoring is dichotomous. A number of logistic regression models for credit scor-
ing applications have been reported in the literature and it was found to be the main technique
used by most financial institutions for credit scoring.
Practitioners and researchers have also been investigating new and more complex intelligent
systems techniques for scorecard development. Two such techniques are the GA and ANN,
which provide good alternatives to both discriminant analysis and logistic regression, partic-
ularly in situations where the dependent and independent variables exhibit complex nonlinear
relationships. ANNs, for instance, have been found to be promising in various areas where
nonlinear relationships are believed to exist within datasets, and traditional statistical methods
are deficient (Vellido, Lisboa & Vaughan 1999).
In the area of credit scoring, a number of studies have reported that ANNs perform signifi-
cantly better than other statistical techniques such as discriminant analysis or logistic regres-
sion (West 2000, Lee & Chen 2005). However, in a study based on a pooled dataset of 12 credit
unions to evaluate the classification accuracy of models used for consumer loans, it was found
that there was no statistically significant difference in the performance of multiple discriminant
analysis and ANNs in classifying good loans (Malhotra & Malhotra 2003). However, ANNs
performed better in identifying bad loans.
As for the use of GAs in credit scoring, previous studies have reported mixed findings. A com-
parison between a GA-derived Bayesian classifier and a number of decision rule techniques —
including a nearest neighbour clustering algorithm, a decision tree and a simple Bayesian classi-
fier — was made based on a sample of over 50,000 accepted credit card applications (Fogarty &
Ireson 1993). The GA-derived classifier was found to perform better than other methods when
assessed on the basis of classification rates, but did not perform better than a simple decision
rule to classify all cases as good. The GA has also been reported to be highly effective and
useful as a tool for predicting consumer credit risk (Kweon, Sawng & Kim 2006). However,
in another study, it was found that a GA approach did not provide a consistent or significant
advantage compared to alternative methods (Finlay 2006). While the use of GAs has not led
to a significant improvement in scorecard performance, it was concluded that there is at least
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some potential for improvement when prior information about how the scorecard is used is in-
corporated into the modelling process.
It was found that the application of AIS in the field of credit scoring is fairly limited as opposed
to discriminant analysis, logistic regression, ANNs and GAs which have been used in many dif-
ferent areas of banking and finance including credit scoring, financial investments and the stock
exchange market. Even though Hand & Henley (1997) found that the performance of score-
cards, whether developed by traditional statistical or current intelligent systems techniques, did
not vary significantly, we still believe that AIS will perform well in credit scoring, having been
quite successful in many other different areas. An investigation into the suitability of AIS for
credit scoring is therefore needed.
As mentioned previously, there is no overall ‘best’ method for credit scoring. This is fur-
ther supported by the fact that some studies (Boyle, Crook, Hamilton & Thomas 1992, Desai
et al. 1997, Yobas et al. 2000) found that statistical techniques perform better than intelligent
systems techniques, while others (Lee & Chen 2005, Malhotra & Malhotra 2003) have con-
cluded just the opposite. Their comparative results are shown in Table 2.1. It should be noted
Table 2.1: Comparison of classification accuracy of different credit scoring techniques (adapted
from Thomas et al. (2002))
Studies DA LR DT LP ANNs GAs
Lee & Chen (2005) 75.5% 76.1% - - 84.3% -
Malhotra & Malhotra (2003) 69.3% - - - 72.0% -
Yobas et al. (2000) 68.4% - 62.3% - 64.2% 64.5%
Desai et al. (1997) 66.5% 67.3% - - 66.4% -
Boyle et al. (1992) 77.5% - 75.0% 74.7% - -
DA - Discriminant analysis
LR - Logistic regression
DT - Decision trees
LP - Linear programming
that the figures should be compared across the rows rather than between the rows since different
datasets were used in each of the five different studies. The percentage figures represent the
‘percent correctly classified’ performance measure for each technique while the figures in bold
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correspond to the best classification performance obtained by a particular technique in each
study. For instance, Yobas et al. (2000) compared four different techniques and found that dis-
criminant analysis performed best, with a performance of 68.4%.
While the literature on the use of new techniques for developing and/or improving the perfor-
mance of scorecards is vast, it was also found that the use of new and better predictor variables
can yield significant improvements in scorecard performance (Hand & Henley 1997). The se-
lection of better explanatory variables for developing credit scoring models is therefore a vital
process for scorecards to perform well. Several of the most common variable selection tech-
niques will be reviewed in the next section.
2.5 Variable Selection
Variable or attribute selection is the process of finding the best subset of features from a given
set of features in a dataset (Cios, Pedrycz & Swiniarski 1998). It becomes important when there
is a need to model the relationship between the dependent variable and a subset of potential
independent or predictor variables, but where there is uncertainty in regard to the subset to be
used (George 2000). Despite the fact that there are many different techniques for selecting
variables, the literature on this subject in the field of credit scoring is fairly limited. This is
probably because:
1. large, real-world credit scoring data are difficult to obtain; and
2. most credit scoring studies use either benchmark datasets (such as the Australian and Ger-
man datasets which are publicly available from the University of California Irvine (Blake
& Merz 1998)) or real-world datasets which are obtained from financial institutions but
which contain the most relevant predictor variables (Boonyanunta 2005, Baesens 2003).
In most of these cases, the number of predictor variables is small (less than 30) and, as
such, there is no need to perform variable selection.
Variable selection is an important issue in building classification systems such as scorecards. It
is imperative to select the most relevant variables and to limit the number of input features in a
scorecard in order to have a more predictive and less computationally intensive model (Zhang
2000). Furthermore, with a smaller set of predictor variables, the explanation or rationale for
the classification decision can be realised more easily. The objective of variable selection is
three-fold (Guyon & Elisseeff 2003):
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1. to improve the performance of the predictors or scorecards;
2. to provide faster and more cost-effective scorecards; and
3. to provide a better understanding of the underlying processes that generated the data.
Although a valuable discussion on the use of several variable selection methods for credit scor-
ing is presented in the literature (Morrison 2004), no empirical work has been performed. In this
research, these techniques will be further discussed. Readers are, however, referred to George
(2000) and Miller (1990) to obtain an excellent and comprehensive overview of variable selec-
tion methods.
Variable selection techniques can be categorised according to a number of criteria. One popular
approach is to classify them into two categories based on whether or not these variable selection
techniques are executed independently of the learning algorithm used to construct the classifier.
If feature selection is done independently of the learning algorithm, the technique is based on
the filter approach; otherwise, it is the wrapper approach (John, Kohavi & Pfleger 1994). How-
ever, in this research, we use another criterion to categorise the variable selection techniques
in that they are divided into supervised and unsupervised methods (Livingstone & Rahr 1989).
These methods are also sometimes known as objective or subjective (Bakken & Jurs 1999). Su-
pervised (subjective) methods make use of the class information of the dependent variable while
unsupervised ones do not (Nguyen & Rocke 2002). Since the only well established supervised
attribute selection technique is the partial least square (Boulesteix 2004), only one supervised
method and several unsupervised ones will be reviewed in the following sections. These are:
• Unsupervised
1. Pairwise correlation
2. Stepwise selection
3. Factor analysis
4. Variable clustering
• Supervised
1. Partial least square
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2.5.1 Pairwise Correlation
One of the most straightforward methods of reducing the number of independent variables is to
use bivariate11 and pairwise12 correlation (Morrison 2004). It is important to ensure that two or
more predictor variables are not highly correlated with each other, especially when determin-
ing the contribution of each predictor to the dependent variable, which in this study is either a
‘good’ or ‘bad’ applicant. This is known as multicollinearity, which is likely to be a problem
if the correlation between two variables is larger than the correlation of either or both variables
with the dependent variable (Pindyck & Rubinfeld 1991).
In order to use pairwise correlation for variable reduction, a correlation matrix is usually gen-
erated. This matrix contains both the pairwise as well as the bivariate correlation. A pairwise
correlation threshold (e.g. of 0.65) can be set and any two predictors for which the correlation
value between them is greater than that of the threshold are prone to be removed. To determine
which of the two variables to remove, their correlation with the dependent variable is examined
and the one with the lowest correlation value is removed. By varying the threshold value, the
number of variables to be removed can thus be manipulated.
Table 2.2 presents an example of a correlation matrix that is produced in order to use pairwise
correlation for variable selection. In this example, Var1 and Var3 are predictor variables that
would be considered too collinear (correlation = 0.72) if a value of 0.65 is used as the pairwise
correlation threshold. Since there is a need to reduce the number of variables, only the one
which exhibits the highest correlation with the dependent variable (DepVar) is selected. In this
particular example, Var1 is selected as it has a correlation of 0.23 with the dependent variable
as opposed to a correlation of -0.21 for Var3. By using this technique, more variables can be
removed by lowering the pairwise correlation threshold value.
One of the drawbacks of this technique is that although it is easy to implement, it does not
incorporate any tests of statistical significance and only one pair of variables is examined at a
time. Moreover, given the large number of predictors in the field of credit scoring, pairwise
comparison would become a lengthy and tedious task and, as such is not very practical.
11Bivariate correlation is the correlation of each predictor variable with the dependent variable.
12Pairwise correlation is the correlation of each predictor variable with another predictor variable.
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Table 2.2: Correlation matrix (adapted from Morrison (2004))
Var1 Var2 Var3 Var4 ... VarN DepVar
Var1 1 0.45 0.72 0.06 ... 0.52 0.23
Var2 - 1 -0.44 0.23 ... 0.22 0.12
Var3 - - 1 -0.23 ... 0.42 -0.21
Var4 - - - 1 ... 0.12 0.14
... ... ... ... ... 1 ... ...
VarN - - - - ... 1 0.13
DepVar - - - - ... - 1
2.5.2 Stepwise Selection
Stepwise selection is one of the most popular procedures in the variable selection literature (Fan
& Cheng 2007). It involves adding or deleting predictor variables to or from a model, generally
one at a time (Mason, Gunst & Hess 2003) by making use of the F-statistic, which reflects the
variables’ contribution to the model were they to be used. However, a critical issue in using the
F-statistic is the level of significance to use for testing the contribution of the candidate predic-
tor variables. A 5% confidence level is very common in the current literature.
There are three kinds of stepwise selection method:
1. Forward Selection
The forward selection procedure begins with no predictor variables in the model. One
variable is added at a time to the model based on the F-statistic until a satisfactory fit is
achieved or until all the predictors have been added. The F-statistic is used to determine
when to terminate the procedure. Given that the F-statistic is based on the principle of
reduction in error sums of squares, it measures the incremental contribution of a predictor
variable in addition to that provided by the variables already in the model. When the
addition of a predictor does not result in a statistically significant F-statistic, the procedure
is terminated (Mason et al. 2003).
2. Backward Elimination
Contrary to the forward selection procedure, the backward elimination procedure begins
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with all the predictors in the model. Variables are deleted one at a time until an unsatis-
factory fit is encountered. As with forward selection, the decision over when to terminate
the procedure is based on the F-statistic. At each step of backward elimination, the sta-
tistical significance of the predictor variable having the smallest F-statistic is examined.
That predictor variable is deleted if it is not statistically significant.
3. Stepwise Regression
Stepwise regression is essentially a forward selection procedure, with the inclusion of the
possibility of removing a variable, as is the case in a backward elimination procedure
(Makridakis, Wheelwright & Hyndman 1998). One variable (the one which increases
the value of the F-statistic the most, provided that the increase is significant) is added at a
time to the model (forward selection procedure). Once there are two predictor variables in
the model and each time a variable is added, the stepwise method evaluates the variables
already in the model and removes all those which do not reach a predefined threshold
criterion (backward elimination procedure). The procedure stops when no more variables
are entered into the model. For more information, readers are referred to Draper & Smith
(1998), who provide an excellent explanation of the stepwise regression techniques in use
today.
In regards to the forward selection and backward elimination procedures, it has often been
argued that forward selection is computationally more efficient than backward elimination to
generate a subset of variables. However, those in favour of backward elimination argue that
weaker subsets of variables are found by forward selection because the importance of variables
is not assessed in the context of other variables not yet included (Guyon & Elisseeff 2003).
In a recent study which compared different variable selection techniques including three clas-
sical methods (forward selection, backward elimination and stepwise regression), orthogonal
descriptors, leaps-and-bounds regression and genetic algorithm, it was found that the backward
method performed slightly better than the other two classical methods (Xu & Zhang 2001).
Stepwise selection procedures are often considered as automatic selection procedures since
there are many software packages which are able to automate them quickly and easily (Mason
et al. 2003). This is perhaps why they are used in practice as thousands of predictor variables
can be reduced to a more condensed set of variables in a very short amount of time. Among
the three stepwise selection methods, stepwise regression is probably the technique of choice
in the field of credit scoring as it is used by most financial institutions to select attributes for
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developing scorecards. Moreover, stepwise regression is of more considerable value compared
to either forward selection or backward elimination procedures.
2.5.3 Factor Analysis
Factor analysis is a standard statistical technique used to reduce a large number of variables into
a smaller set of factors that summarises the essential information contained in the variables. It
is frequently used as an exploratory data reduction technique and is an appropriate tool for vari-
able selection as it has been found to be an effective method for removing redundant variables
by many researchers such as Mori, Lizuka, Tarumi & Tanaka (1999), Krzanowski (1987), Mc-
Cabe (1984), and Jolliffe (1973). Also, a recent survey over a two-year period in PsycINFO
yielded over 1700 studies that used some form of exploratory factor analysis (EFA) (Osborne
& Costello 2005).
Factor analysis summarises the major variation of information that is contained in many di-
mensions into a reduced number of uncorrelated dimensions or factors (King & Jackson 1999).
The factors define a linear transformation from the original attribute space to a new space in
which attributes are uncorrelated. Factor analysis works by first ‘de-correlating’ the candidate
predictor variables through a series of linear transformations (Mason et al. 2003). It uses a
weight-matrix and creates a first factor through the selection of a set of factor loadings13 from
the correlation structure of all the original variables by making use of linear transformations
that explains the maximum amount of variation in the dataset. A second set of factor loadings,
which explains the second greatest amount of variation in the data, is then created with the con-
dition that it has no correlation with the first. The resulting factors can be ranked according to
the amount of variation in the original dataset for which they account. Typically, the first few
transformed attributes account for most of the variation in the data and are retained, while the
remainder are discarded (Hall & Holmes 2003).
The assignment of variables to factors can be improved by performing a factor rotation14 (Jolliffe
2002). While unrotated factor solutions achieve the objective of data reduction, they do not
provide adequate information on the interpretation of the variables involved. Factor rotation
simplifies the factor structure, thereby improving its interpretation by removing some of the
13Correlation between the original variables and the factors.
14Factor rotation is the process of manipulating the factor axes in order to obtain a simpler and more meaningful
factor solution.
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ambiguities that are often present in the initial unrotated factor solutions (Hair et al. 2006).
Given the high number of studies involving factor analysis as a data reduction technique, it is
interesting to note that the number of credit scoring studies which use factor analysis is quite
limited. It would therefore be interesting to further explore its potential as a variable selection
technique in credit scoring.
2.5.4 Variable Clustering
Variable clustering is a technique that splits a set of variables with similar characteristics us-
ing a set of the subject data (Sanche & Lonergan 2006). It is very similar to cluster analysis,
which comprises a group of multivariate techniques whose purpose is to construct a sensible
and informative classification of an initially unclassified set of data, using the characteristics of
the variables possessed by each individual (Hastie et al. 2001). Variable clustering, therefore,
results in groups of variables where variables in a group or cluster are similar to other variables
in the same cluster and as dissimilar as possible to variables in another cluster (refer to Figure
2.11, which shows three clusters of predictor variables).
V a r 2
V a r 2 2 2
V a r 6 9
V a r 9 6
V a r 9
V a r 9 7
V a r 1 1
V a r 4
V a r 2 5 4
V a r 4 5
V a r 1 5 2
V a r 2 2
V a r 5 9
V a r 1 0 0
Figure 2.11: Variable clustering (adapted from Siddiqi (2006))
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Variable clustering has been used in many different fields to select a subset of variables. These
include data mining (Lin & Chien 2008), market research (Lee, Lee, Bernhard & Yoon 2006),
biology (Sosulina, Meis, Seifert, Steinhuser & Pape 2006), image segmentation (Arifin & Asano
2006) and food technology (Sahmer & Qannari 2008). However, very much like factor analysis,
its use in the field of credit scoring is relatively limited. This is most likely due to the fact that the
stepwise selection procedures (most commonly used methods in practice) are not only relatively
easy and quick to use, but they also perform well, and credit risk practitioners therefore do not
feel the need to switch to variable clustering. Nevertheless, variable clustering provides the
following advantages:
• computational speed;
• high correlation issues handled automatically; and
• number of clusters can be predefined.
2.5.5 Partial Least Squares
Unlike the unsupervised methods, partial least squares (PLS) provide a linkage to the depen-
dent variable. For example, in contrast to factor analysis, which produces a weight matrix that
reflects the covariance structure between the predictor variables, PLS regression produces a
weight matrix that reflects the covariance structure between the predictor and response vari-
ables. Therefore, this feature makes PLS potentially useful in developing scorecards (Morrison
2004).
PLS was developed by Wold (1985) as an econometric technique. It has since been used in a
variety of disciplines including chemistry, medicine, education, marketing and the social sci-
ences where predictive linear modelling, especially with a large number of predictor variables,
is necessary. It has also become the standard tool in chemometrics (de Jong 1993). An overview
of the history of PLS regression is given in Escabias, Aguilera & Valderrama (2007).
PLS is a predictive technique which is particularly useful when the predictor variables are highly
correlated. It combines features of the principal components and multiple regression techniques:
• Both the independent variables (X) and the dependent variables (Y) are first reduced
to principal components that explain as much of the variance as possible between the
independent and dependent variables. This is achieved by iteratively maximising the
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strength of the relation of successive pairs of X and Y component scores by maximising
the covariance of each X score with the Y variables. This also means that while the X
variables may be multicollinear, the X components that are used to predict Y will be
orthogonal (no correlation).
• A regression step is then performed. The components of X are used to predict the scores
on the Y components which, in turn, are used to predict the actual values of the Y vari-
ables.
PLS is a multivariate regression tool which is appropriate for predicting a continuous response
from a large number of predictor variables (Boulesteix 2004). This seems to be intuitively un-
appealing in the area of credit scoring due to the fact that the response in this particular field is
categorical in nature, that is either good or bad. However, even though PLS has been designed
for continuous responses, it is known to lead to high levels of classification accuracy when it is
applied to a binary response (Nguyen & Rocke 2002).
While PLS may be implemented as a regression model, predicting one or more dependents
from a set of one or more independents, or implemented as a path model, akin to structural
equation modelling, it can also be used as an exploratory analysis tool to select suitable predictor
variables and to identify outliers. As mentioned previously, PLS has become the standard tool
in chemometrics because of its ability to handle large numbers of correlated predictor variables
and this feature makes PLS quite suitable for credit scoring.
2.5.6 Discussion
Some of the most common variable selection techniques have been reviewed in terms of the
strengths and weaknesses of each. They have been categorised as either unsupervised or su-
pervised methods. In the unsupervised methods, the predictor variables are grouped together
based on their relationships with each other, rather than on their associations with the depen-
dent variable. The problem with these approaches is that while several predictor variables may
be highly correlated and thus grouped together, their associations with the dependent variable
may vary significantly (McClelland & Kronmal 2002). On the other hand, supervised methods
use the association of a predictor variable with both the dependent variable and other predictor
variables and, as such, is preferable to unsupervised methods (Nguyen & Rocke 2002).
63
A benchmark comparison of several attribute selection techniques, which produce ranked lists
of attributes, was undertaken and it was found that attribute selection is beneficial in improving
the performance of predictor variables (Hall & Holmes 2003). However, it was also concluded
that there is no single best approach for all situations and an understanding of how the different
techniques work, along with their strengths and weaknesses, is thus required before choosing
the best one. This is very similar to our discussion on credit scoring techniques in which it
was argued that there is no overall ‘best’ credit scoring method and that the best choice in any
particular case depends on the nature of the problem.
With advances in technology, a large variety of techniques have been made available for se-
lecting the best set of candidate variables from a large predictor space. These methods can be
either simple or complex, ranging from the analysis of basic correlations to determining the
structure of the entire correlation matrix (Morrison 2004). However, with the availability of
so many variable selection procedures, it has become increasingly easy to mislead and to be
misled. Faced with so many choices and too little guidance, credit risk practitioners continue
to turn to the frequently used stepwise regression technique. Unfortunately, this method has
plenty of potential pitfalls which have been repeatedly documented in the statistical literature
(George 2000). Indeed, stepwise regression can lead to potentially suboptimal prediction mod-
els.
This is probably why more advanced techniques are currently being investigated to replace
and/or supplement extant variable selection methods. However, the development of new and
promising techniques must be carefully documented alongside cautionary warnings of their po-
tential pitfalls (George 2000).
Five different variable selection techniques have been thoroughly discussed. While they have
been successful in many different fields, their use in the area of credit scoring is fairly limited.
The only exception is stepwise regression, which is widely used as the main variable selection
technique in practice and which potentially can be used as the benchmark method against which
other attribute selection techniques can be compared. The potential use of these techniques for
selecting the most relevant predictor variables in credit scoring is worth exploring, given their
successful applications in other fields.
64
2.6 Performance Measures
The performance or accuracy of classification models, including scorecards, needs to be thor-
oughly evaluated due to the high costs involved in misclassification. According to credit risk
practitioners, the Gini coefficient is the preferred measure of performance used by financial in-
stitutions in the field of credit scoring. The Gini coefficient is calculated based on a credit score.
That score is usually the output of most practical scorecards and it represents the probability that
an applicant will be classified as either ‘credit-worthy’ or ‘non-credit-worthy’. Interestingly, in
the current literature, only a few studies use the Gini coefficient. Instead, many use ‘percent
correctly classified’ as the primary measure for assessing the predictive performance of score-
cards. Other global measures that could be used are the gmean, F-measure, Kappa statistic,
and receiver operating characteristics curves along with their associated area under the curve.
These performance measures usually use information obtained from a confusion matrix. We
provide first a description of the confusion matrix and proceed with an elaboration on some
commonly used performance measures in Sections 2.6.1 to 2.6.4.
In a binary decision problem such as credit scoring, a classifier labels each instance as either
‘good’ or ‘bad’. The decision made by the classifier can be represented in a structure known as
the confusion matrix, which shows the predicted and actual classification. A confusion matrix
is of size C ×C, where C is the number of different classes. Figure 2.12 illustrates an example
of a confusion matrix of credit scoring, with the value of C being two since credit scoring is a
binary problem.
The confusion matrix has four categories:
• true positive (TP) are ‘good’ instances correctly labelled as ‘good’;
• false positive (FP) refers to ‘bad’ instances incorrectly labelled as ‘good’;
• true negative (TN) corresponds to ‘bad’ instances correctly labelled as ‘bad’; and
• false negative (FN) refers to ‘good’ instances incorrectly labelled as ‘bad’.
The acronyms in Figure 2.12 which will be used in the remainder of this thesis for the formula-
tion of performance measures are:
• g: ‘good’ class;
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Figure 2.12: Confusion matrix
• b: ‘bad’ class;
• T: total number of instances where T = TP + FP + TN + FN ;
• GT : total instances in ‘good’ class;
• BT : total instances in ‘bad’ class;
• Gp: predicted instances in ‘good’ class; and
• Bp: predicted instances in ‘bad’ class.
2.6.1 Percent Correctly Classified
The ‘percent correctly classified’ measure is the proportion of correctly classified instances
and, as such, includes both correctly classified ‘good’ and ‘bad’ cases. Thus, this measure is
calculated as the sum of true positives (TP) and true negatives (TN) over the total number of
instances (T) as shown in Equation 2.5.
PCC =
TP + TN
T
(2.5)
66
While the ‘percent correctly classified’ measure is used by most classifiers, it can be quite
misleading, especially when prevalence15 is very low or very high. For example, in a highly
unbalanced credit scoring dataset where the percentage of ‘bad’ instances is very low compared
to the percentage of ‘good’ instances, it is possible that its value will be equal to the percentage
of ‘good’ if the classifier categorises all the cases as ‘good’, resulting in a measure with little
usefulness. For example, suppose that a credit scoring dataset contains 95 ‘good’ instances and
five ‘bad’ instances and that the values of TP and FN obtained by a classifier are 95 and five
respectively, as shown in Table 2.3.
Table 2.3: Example of confusion matrix
g b
g 95 0
b 5 0
The value of the ‘percent correctly classified’ measure is equal to 95.0% and while this value
would lead to the conclusion that the classifier is highly accurate, the classifier fails to correctly
classify any ‘bad’ cases, i.e. TN is equal to zero. This measure of performance can be quite
deceptive and has little value in practice (Freeman & Moisen 2008); however, it is interesting
to note that in the current classification literature, many studies still use it for comparing the
performance of classifiers.
2.6.2 Sensitivity, Specificity and Precision
To deal with the unbalanced nature of the classes, the effectiveness of a scorecard is measured
using the sensitivity, specificity and precision of the model (Ranawana & Palade 2006).
Sensitivity (Sn) is the proportion of correctly classified ‘good’ cases, while specificity (Sp) is the
proportion of correctly classified ‘bad’ cases. Precision (P ), on the other had, is the proportion
of ‘good’ cases that have been correctly predicted. These measures are defined as:
Sn =
TP
GT
(2.6)
Sp =
TN
BT
(2.7)
15Prevalence is the frequency of occurrence of a particular class.
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P =
TP
GP
(2.8)
These measures are often used together and three ways of combining them are the F-measure,
true skill statistic, and gmean.
1. F-measure
A common way of combining the precision and sensitivity measures using a weighted av-
eraging technique is the so-called F-measure (Lewis 1995), which weighs both measures
(P and Sn) equally. The F-measure is defined as:
F -measure =
2× P × Sn
P + Sn
(2.9)
2. True skill statistic
Another way of combining these measures is the true skill statistic (TSS)16 which is de-
fined as:
TSS = Sn + Sp − 1 (2.10)
whereby a constant of one is subtracted from the sum of sensitivity and specificity. TSS
is widely used in statistics and is defined as a ‘proper formulation of skill score’ (Murphy
& Daan 1985), which in general measures the relative forecasting/classification skill of a
model. It is recommended for model evaluation and comparison, especially when com-
paring across populations with differing prevalence levels (Allouche, Tsoar & Kadmon
2006).
3. gmean
Another measure of performance, which is unaffected by unbalanced datasets, is the
gmean (Kubat & Matwin 1997). It is defined as:
gmean =
√
Sn × Sp (2.11)
As gmean penalises heavily the misclassification of small class, it is suitable for credit
scoring, where it is very common to have a very small number of ‘bad’ instances as
16TSS is also known as the Hanssen-Kuiper skill score (KSS).
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compared to ‘good’ ones. It has also been used in a number of studies (Wu & Chang
2005, Akabani, Kwek & Japkowicz 2004) involving unbalanced datasets.
While these measures of performance all aim at evaluating the accuracy of classifiers, no single
measure can give a complete picture of the effectiveness of a model. This is probably the
main reason for using several different performance measures for the evaluation of classification
models.
2.6.3 Kappa Statistic
The Kappa statistic is a measure of the agreement between predicted and observed categorisa-
tions, while correcting for agreement that occurs by chance (Witten & Frank 2005). It can be
thought of as the proportion of agreement beyond that expected by chance, i.e. the achieved
beyond-chance agreement as a proportion of the possible beyond-chance agreement (Daly &
Bourke 2000). Its possible values range from +1 (perfect agreement) via 0 (no agreement above
that expected by chance) to -1 (complete disagreement). However, it is quite rare to have a
negative value as a Kappa statistic. One possible interpretation of the strength of agreement for
the Kappa statistic is shown in Table 2.4.
Table 2.4: Kappa statistic — Strength of agreement (Landis & Koch 1997)
Agreement strength Kappa statistic
Poor ≤ 0.00
Slight 0.01-0.20
Fair 0.21-0.40
Moderate 0.41-0.60
Substantial 0.61-0.80
Almost perfect 0.81-1.00
The Kappa statistic is defined as:
Kappa =
Po − Pc
1− Pc
(2.12)
where Po is the proportion of observed agreements
Po =
TP + TN
T
(2.13)
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and Pc is the proportion of agreements expected by chance.
Pc =
(
GP
T
×
GT
T
)
+
(
BP
T
×
BT
T
)
(2.14)
The Kappa statistic is more resistant to prevalence than ‘percent correctly classified’, sensitiv-
ity, specificity and precision. It was also found to be well correlated with the receiver operating
characteristics curves (Manel, Williams & Ormerod 2001), which will be discussed next.
2.6.4 Receiver Operating Characteristics Curves
Receiver operating characteristics (ROC) curves are a useful technique for assessing classi-
fiers and visualising their performance. They are the standard tool for assessing the accuracy
of model predictions in the field of medical diagnosis and are increasingly being used in the
machine learning and financial environments (Fawcett 2003). In addition to being a useful
graphical method, ROC curves have interesting properties which make them appropriate for
assessing scorecards in that they are insensitive to changes in class distribution and are thus
unaffected by the presence of unbalanced classes, which is very common in real-world credit
scoring datasets. They are often used to determine: 1) if a classification model is working be-
yond pure chance; and 2) which classification model is better at distinguishing between two
groups (Hall & Mayo 2005).
ROC curves can only be obtained for classifiers that can produce a probability or score, which
represents the degree to which an instance belongs to a group. This is because these classifiers
generate an ROC point for each instance found in a set of test data. On the other hand, discrete
classifiers (those which are able to produce only a class decision [e.g. ‘good’ or bad’] on each
instance) are not capable of producing ROC curves. When such a discrete classifier is applied to
a set of test data (containing many instances), it only yields one single confusion matrix, which
in turn corresponds to one ROC point (Fawcett 2003).
In an ROC plot, the true positive rate (sensitivity — refer to Equation 2.6) is plotted on the Y
axis against the false positive rate (1−specificity — refer to Equation 2.7 for specificity) on the
X axis. An ROC graph depicts relative trade-offs between benefits (TP) and costs (FP). Figure
2.13 depicts an example of several ROC curves whereby each curve passes through points (0,0)
and (1,1). The reference line, which is a straight line passing through points (0,0) and (1,1),
represents a classifier whose performance is no better than random guessing and which there-
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fore has poor discriminatory power. The more an ROC curve approaches point (0,1), the better
is the classifier (for example, Model B outperforms Model C in Figure 2.13).
Figure 2.13: Examples of several ROC Curves
While ROC curves clearly show a graphical assessment of classifiers, this assessment becomes
less obvious when the curves intersect each other (see Models A and B). As a result, it would
be better to have a single scalar value representing the expected performance. A regular method
of doing this is to calculate the Gini coefficient (Breiman et al. 1984), which is a common
measure of the ability of a model to separate risk. As mentioned previously, the Gini coefficient
is the preferred measure of performance in the field of credit scoring as it is able to rank risk
throughout the entire set of credit scoring data without giving any special weight to performance
near the accept/reject region (Burns & Ody 2004). The Gini coefficient is calculated as (Hand
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& Till 2001):
G = (2AUC − 1) (2.15)
where AUC is the area under an ROC curve (Bradley 1997, Hanley & McNeil 1982). The AUC
has an important statistical property in that the AUC of a classifier is equivalent to the probability
that the classifier will rank a randomly chosen positive instance higher than a randomly chosen
negative instance (Fawcett 2003). Since the maximum value of the axes for the ROC curves
(see Figure 2.13) is always one, the value of AUC will always be between 0 and 1. However,
due to the fact that random guessing (reference line in Figure 2.13) produces an area of 0.5, no
realistic classifier should have an AUC of less than 0.5.
2.6.5 Discussion
The quality of a model can be evaluated in terms of both its discriminatory ability and the
calibration of the model. In credit scoring, discriminatory ability consists of the ability of a
scorecard to correctly classify ‘good’ and ‘bad’ applicants. Model calibration, on the other
hand, concerns the accuracy of the predicted probabilities; in other words it deals with the
credit score which represents the degree of confidence that an applicant will be in a particular
group membership.
Interestingly, it was found from the current literature that most classifiers and scorecards (espe-
cially those developed by intelligent systems techniques) are evaluated by their discriminatory
ability only, with most of them using ‘percent correctly classified’ as the main performance
measure. While it is probably the easiest choice for models evaluation and comparison, it has
one major drawback in that it is misleading when an unbalanced dataset is used.
Other measures of performance which are more resistant to prevalence have been used. These
are the gmean and the Kappa statistic, and one of the most powerful discriminatory ability
evaluation measures, which is independent to prevalence, is the ROC curve with its associated
AUC and Gini coefficient.
While most scorecards (and/or classifiers) that are based on statistical methods are able to gener-
ate a predicted probability or score as an output, most of those which are developed using more
sophisticated intelligent systems techniques are only able to predict class memberships. As a
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result, these scorecards are not able to generate ROC curves or a Gini coefficient. This score
can, however, be very important in the corporate world as it serves as a measure of confidence
of the classification and can even be used for model calibration.
2.7 Summary
The purpose of this chapter was to examine the literature on credit scoring. Following the dis-
cussion on credit scoring, the main steps of scorecard development (as performed in practice)
were briefly presented. It was found that these processes were very similar to those found in
Knowledge Discovery in Data and their similarities were highlighted. Readers should, however,
be aware that the literature on the whole process of the development of a practical scorecard is
fairly limited, with most studies focussing largely on the techniques used to develop the model.
A discussion of popular classification techniques originating from several backgrounds such
as statistics and intelligent systems and which can be used for developing scorecards was pro-
vided. The following methods were discussed in detail: discriminant analysis, logistic regres-
sion, KNN, decision trees, SVMs, ANNs, GAs, mathematical programming and AIS. While
the first seven techniques have been widely used in credit scoring, the application of AIS for
developing scorecards is fairly limited. Given that AIS has been successfully applied to many
other areas, its potential use in the field of credit scoring is of significant interest and will be
further investigated in this research.
Despite the fact that many different techniques have been adopted with the goal of improving
the performance of scorecards, it was found that significant improvements of scorecards are
more likely to come from the use of new and better predictor variables (Hand & Henley 1997).
Therefore, several variable selection techniques, which could potentially be used for selecting
the most relevant variables for credit scoring, were explored. These techniques are: pairwise
correlation, stepwise selection, factor analysis, variable clustering and partial least squares.
It is also important to assess the performance of scorecards. One important criticism regarding
most classifiers, including scorecards, is that they only make use of ‘percent correctly classi-
fied’ as the main performance measure. While it is probably the easiest measure for comparing
the performance of classifiers, it was found to be quite misleading especially when an unbal-
anced dataset is used. Hence, other measures of performance, including gmean and Kappa
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statistic, were discussed. One very important performance metric which is independent of class
distribution in datasets is the ROC curve and its associated AUC and Gini coefficient. The Gini
coefficient is the main performance measure used in practice and its computation was discussed.
Although basic theoretical information as well as an outline of the practical aspects of credit
scoring have been provided to aid in the understanding of this research, the main focus of this
chapter has been on credit scoring classification and variable selection techniques, which were
identified as being key points in improving scorecards. It is to be recalled from Chapter 1 that it
is imperative for financial institutions to continuously improve credit scoring models due to the
huge monetary savings involved in classifying applicants correctly. Indeed, better scorecards
greatly reduce the cost of credit analysis, while at the same time improve the cashflow through
the processing of more credit applications (Brill 1998).
Chapter 3
BUILDING A PRACTICAL CREDIT
SCORECARD†
3.1 Introduction
As discussed in Chapter 2, it has been found that credit scoring has become an important task
in the credit industry. The benefits of credit scoring are huge and include reductions in credit
analysis costs, faster credit decisions, closer monitoring of existing accounts and prioritising
credit collections (Brill 1998). However, while the literature on credit scoring is extensive,
most of these studies, to the best of our knowledge, deal with either benchmark datasets or
real-world datasets containing only the most relevant variables. It was found that there exists
a gap (as supported by the lack of studies) in the literature that explains the entire process of
scorecard development from the time the data is obtained to the point where the model is ready,
as performed on a real-world set of raw data. There is a need to address this gap in order to
differentiate between the theoretical and practical aspects of scorecard development.
The interesting and challenging part of the research described in this chapter is that it provides
a synthesis of the different phases for constructing credit scoring models. An understanding of
the practical aspects of each step of scorecard development process is fundamental as it will
assist in building our intelligent system model.
In this chapter, a very large real-world dataset, obtained from a major Australian bank consist-
†Part of the work presented in this chapter has been previously published (Leung, Cheong, Cheong, O’Farrell
& Tissington 2008b).
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ing of 38,766 records and 138 variables, is used. Considering the large number of variables,
data cleaning and variable selection became a challenging task. This research explains how a
real credit scorecard is built in practice, based on a real-world credit scoring dataset.
As mentioned in Section 2.3, the development of a typical practical scorecard usually involves
the following six steps: 1) data cleaning, 2) data discretisation, 3) variable selection, 4) samples
generation, 5) model development and validation, and 6) model approval. As a result, the
organisation of this chapter is based on these six main scorecard development steps. Theoretical
aspects of these six processes as well as the empirical details, which are obtained as a result of
these steps being carried out in the development of a practical scorecard, are provided in this
chapter.
3.2 Data Cleaning
One of the most important factors which affects the success of scorecards is the quality of data.
This is so because credit scoring is based on historical data and if the information is irrele-
vant or redundant, or the data are noisy and unreliable, then scorecard development becomes
more difficult. Data cleaning is the act of detecting and correcting any corrupted or inaccurate
records, which may bias a dataset. It is therefore important to clean the raw set of credit scoring
data, which is usually collected from application forms and external credit agencies (as stated
in Section 2.3). The raw set of data may contain hundreds of attributes, which are believed to be
related to creditworthiness; however, the number of attributes might be reduced to 50-60 after
data cleaning.
In the data cleaning process, attributes, which cannot be used for legal reasons, are removed
from the dataset. In Australia, one such attribute is the gender of the applicant. In the United
States, the US Equal Credit Opportunity Acts of 1975 and 1976 forbid the use of race, colour,
religion, national origin, sex, marital status or age for discriminatory purposes in credit grant-
ing. Likewise, race or sex is illegal for use in credit scoring in the United Kingdom (Thomas
et al. 2002).
It is also common practice to remove ‘reference’ attributes that would not add any efficiency
gains to the scorecard. Such attributes are used for referencing purposes only and some exam-
ples include: application number and customer number. Variables with a high percentage of
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missing values are also usually excluded from the dataset.
In order to develop our practical scorecard, a large set of raw credit scoring data, obtained from
a leading Australian bank, is used. It contains many different variables including the personal
details, job and credit history of applicants. Most of the information was obtained from the
customers’ application forms. The details of the 138 variables are provided in Table 3.1. The
dataset also contains the applicants’ final decision outcomes, i.e. the group in which they were
classified. The final decision outcome is the result of the bank’s own internal scorecard and is
categorised into either ‘good’, ‘bad’ or ‘unknown’.
Table 3.1: Variables in raw dataset
1 % home loan owing 2 % owed on other credit card
3 % owed on other credit card 4 Account number
5 Age of additional cardholder 6 Age of bureau file
7 Amount owing on asset loan 8 Amount owing on home loan
9 Amount owing on other credit card 10 Annual gross income
11 Applicant age 12 Application decision date
13 Application number 14 Application score
15 Assets to income 16 Balance transfer one amount
17 Balance transfer two amount 18 Bank cheque account number
19 Bank credit cover 20 Bank customer
21 Bank decision 22 Bank savings account number
23 Bankrupt 24 Bankruptcy discharged
25 Bankruptcy undischarged 26 Behaviour score
27 Card type 28 Combined score
29 Credit limit on other credit cards 30 Customer number
31 Date application entered 32 Date of birth
33 Days last match 34 Decision
35 Derogatories 36 Driver’s licence
37 Duplicate phone verify 38 Employer address
39 Fraud flag 40 Fraud verify
41 Gender 42 Gross annual income
43 Gross annual other income 44 Hard flag
Continued on next page
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Table 3.1 – continued from previous page
45 Home other phone count 46 Home phone
47 Home phone count 48 Home phone last match days
49 Input operator salary number 50 Inquiries 180-365 days
51 Inquiries 30-90 days 52 Inquiries 90-180 days
53 Inquiries last 30 Days 54 Internet ID verify
55 Judgement 56 Limits on existing bank credit cards
57 Loan overdraft repayment 58 Loan/overdraft limit
59 Marital Status 60 Missing scoring field
61 Mobile phone number 62 Monthly home loan payment
63 Monthly payment on asset loan 64 Monthly rent
65 Months at current job 66 Net assets
67 Number of address changes 68 Number of dependants
69 Number of financial company inquiries 70 Number of loans
71 Number of searches last six months 72 Occupation code
73 Organisation 74 Origination
75 Other assets 76 Other credit card repayment
77 Other gross monthly income 78 Owing on loan/overdraft
79 Owning BSB 80 Paid defaults
81 Paid defaults 82 Paid mercantile inquiry
83 Paid writs summons 84 Partner’s income
85 Payment on loan/overdraft 86 Possible match indicator
87 Refer reason one 88 Refer reason two
89 Refer reason three 90 Refer reason four
91 Refer reason five 92 Refer reason six
93 Refer reason seven 94 Referee phone count
95 Referee phone last match days 96 Referee phone number
97 Referee phone other count 98 Registered mortgage approval
99 Remove 100 Request to link accounts
101 Residential status 102 Savings one - years open
103 Savings two - years open 104 Savings balance one
105 Savings balance two 106 Scorecard ID
107 Searches in last six months 108 Self-employed
109 Sub pop 110 System decision
Continued on next page
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Table 3.1 – continued from previous page
111 Time at current address 112 Total defaults
113 Total defaults 114 Total defaults < $200
115 Total defaults > $200 116 Total income
117 Total lending 118 Total months at current job
119 Total months employed 120 Total number of inquiries
121 Uncommitted monthly income 122 Unpaid defaults
123 Unpaid defaults 124 Unpaid defaults 12 months
125 Unpaid defaults 6-12 months 126 Unpaid defaults last 12 months
127 Unpaid mercantile inquiry 128 Unpaid writs/summons
129 Value of home 130 Verify/check driver’s licence
131 Verify/check message 132 Work last match days
133 Work other phone count 134 Work phone
135 Work phone count 136 Worst block code
137 Years at current job 138 Zero limit code
Data cleaning is first performed on the dataset at the record level. Applications, which are ex-
cluded from the dataset, are classified into two categories, namely application exclusions and
decision exclusions. As its name implies, application exclusions are those applications which
are excluded at the point of application. Some reasons for application exclusion could be that
the applicant is a staff member of the financial institution or that the application was already
pre-approved. Decision exclusions, on the other hand, are those applications which are disre-
garded because their decision outcomes are ‘unknown’. As such, only those records with a final
decision outcome of either ‘good’ or ‘bad’ are taken into consideration in the clean set of data.
After data cleaning at the record level, 15,576 of the original 38,766 records are retained.
The data is then cleaned at a variable or attribute level. Attributes, such as the gender of the ap-
plicant which cannot be included in the development sample due to legal reasons are removed.
‘Reference’ attributes, for example application number, customer number, application date, de-
cision date and the identity of the bank in which the credit application was made, as well as
variables with a significant number of missing values are also excluded.
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3.3 Data Discretisation
Discretisation or classing divides the numeric values of attributes into a number of intervals,
whereby each interval can be treated as one value of a categorical attribute. This process can
help understand the relationship between the independent and dependent variables and better
decisions are made as a result of discretisation (Perner & Trautzsch 1998, Dougherty, Kohavi
& Sahami 1995).
Discretisation is important in credit scoring for two main reasons:
1. Variables with categorical values
It is very common to have categorical variables with too many different values such that
there may not be enough of the sample with a particular value to perform a proper anal-
ysis. Therefore there is a need to group these values into a relatively small number of
classes to make any analysis more robust.
2. Variables with continuous values
The range of some continuous variables can be very large, especially with the presence
of outliers. Hence, categorising these continuous values into smaller groups helps reduce
some of the complexities involved in scorecard development.
Discretisation is represented by a set of interval boundary values called ‘cut points’ whereby
each ‘cut point’ is usually a mid-point value of some consecutive pair of distinct values of the
attribute seen in the data, e.g. a cut-off point between 2 and 3 could be 2.5. Two challenging
problems that are usually involved in discretisation are:
1. to arrive at an optimal ‘cut point’, which is usually measured by an evaluation function.
There are numerous evaluation measures found in the literature such as entropy (Kurgan
& Cios 2004) and statistical measures (Kerber 1992).
2. to determine the optimal number of discretised intervals. Only a few discretisation al-
gorithms perform this function; very often, the user specifies the number of intervals or
provides a heuristic rule (Kotsiantis & Kanellopoulos 2006).
Most financial institutions have their own classing standards and some common practical class-
ing procedures that are usually undertaken include:
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• Discretisation of a variable should be done with the aim of minimising the drop in infor-
mation value of that variable. The information value of a variable is the significance of
that variable in isolation to other variables and is one of the two major ways of estimating
the quality of an attribute. While this approach is often considered to be myopic, one
of its major benefits is computational efficiency and, in practice, it often suffices. An-
other approach is to estimate the quality of an attribute in the context of other attributes.
Although this second approach is computationally more demanding, it has the potential
of discovering high-order dependencies, which cannot be detected by myopic methods
(Kononenko & Hong 1997).
• Missing values should be grouped with the largest group if the number of missing values
is small. Otherwise, they are discarded from the dataset.
• The number of ‘bad’ applicants per class must be greater than or equal to 5%. This means
that each group of a particular attribute needs to have a minimum of 5% ‘bad’ applicants.
• The number of classes for each attribute must be less than or equal to 10. This indicates
that for each attribute, the maximum number of each group that is permissible is 10.
While many discretisation algorithms (Kirby, Yosibash & Karniadakis 2007, Fayyad & Irani
1993) are present in the literature, the discretisation process in this research is performed based
on the recommendations of credit scoring practitioners. This approach is adopted as we want
to create a practical scorecard, as developed by the financial institution which provided us with
the credit scoring dataset, for comparison purposes. The discretisation process is done in two
separate, but iterative, stages:
• Fine Classing
The first stage is called fine classing, whereby the raw data is examined for their reliability
and suitability, and then categorised into smaller groups. Three examples of fine classing
are:
1. The ‘age’ attribute (variable 11 in Table 3.1) could be fine classed as 18, 19, 20, ...,
83, 84, 85 whereby 85 represents 85 years old or higher. This process minimises the
impact of any existing outliers which in turn can result in more accurate scorecards.
2. If 95% of the ‘total income’ (variable 116 in Table 3.1) were between $30,000
and $200,000, then this could be fine classed into groups of $5,000. Alternatively,
groups of $10,000 could also be used. The size of the groups usually depends on
the classing standards which are specific to financial institutions.
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3. Missing values can also be categorised into separate classes. For the ‘home phone’
variable (variable 46 in Table 3.1), for example, a value of 0 can be allocated to all
the missing values.
• Coarse Classing
The second stage of discretisation is called coarse classing. Data are aggregated into
stable and statistically significant groups and converted into a standardised good/bad ratio.
This is also known as the Weight of Evidence (WOE) and is calculated as follows:
WOE = ln
(
p(value = good)
p(value = bad)
)
(3.1)
where p(value = good) is the proportion of ‘good’ applicants that have this value and
p(value = bad) is the proportion of ‘bad’ applicants with this value.
For example, if the proportion of ‘good’ and ‘bad’ applicants that are 18 years old are
0.8% and 1.0% respectively, then, based on Equation 3.1, the WOE is equal to -0.223.
The processes of fine and coarse classing are iteratively performed on each attribute until the
coarse classing standards are satisfied. This will result in a new set of clean data in which the
values of the attributes are represented by their corresponding WOE.
After the data cleaning and discretisation processes, the new set of clean data consists of 50
attributes with 1,053 (6.7%) ‘bad’ and 14,523 (93.3%) ‘good’ applicants or instances. The
complete set of the clean dataset is shown in Table 3.2.
Table 3.2: Variables in clean dataset
1 % home loan owing 2 Age of additional cardholder
3 Age of bureau file 4 Amount owing on home loan
5 Applicant age 6 Assets to income
7 Assets to liabilities 8 Balance one income
9 Balance transfer amount 10 Bank customer
11 Credit limit on bank credit cards 12 Credit limit on other credit cards
13 Driver’s licence indicator 14 Gross annual income
Continued on next page
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Table 3.2 – continued from previous page
15 Home loan amount owing 16 Home loan ratio
17 Home loan value 18 Home phone indicator
19 Inquiries 180-365 days 20 Inquiries 30-90 days
21 Inquiries 90-180 days 22 Inquiries last 30 Days
23 Mobile phone indicator 24 Monthly home loan payment
25 Monthly payment on asset loan 26 Net assets
27 Number of address changes 28 Number of dependants
29 Number of loans 30 Number of searches last six months
31 Occupational group 32 Other assets
33 Other credit card repayment 34 Referee phone indicator
35 Request to link accounts 36 Residential status
37 Savings one - years open 38 Savings two - years open
39 Savings balance one 40 Savings balance two
41 Self-employed 42 Sum of balances
43 Sum of balances for bank customer 44 Time at current address
45 Time at job 46 Total income
47 Total search 48 Uncommitted monthly income
49 Value of home 50 Work phone indicator
The number of variables (50) needs to be reduced for scorecard efficiency and this is done by
selecting only the best set of predictor variables as explained in the next section.
3.4 Variable Selection
In the field of credit scoring, there is usually a large set of candidate predictor variables that
is available for creating scorecards; however, practical application requires that the number of
variables be reasonably small. After the data cleaning and discretisation steps, the number of
variables that is available for scorecard development can range from 50 to 60. This number
needs to be reduced not only because there is the potential of over-fitting a dataset that contains
a lot of variables (Sanche & Lonergan 2006), but scorecard efficiency is also reduced with too
many variables included. It is therefore important to have parsimonious scorecards that only
consider a small number of attributes to make the credit granting decision. Selecting relevant
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variables can be seen as a multi-objective optimisation problem that involves selecting a min-
imal set of variables for a model with maximal predictive power (Emmanouilidis, Hunter &
MacIntyre 2000). It is often embodied by the principle of Occam’s razor, which, in the case of
credit scoring, advocates the use of simple models (Solom, Baesens, Pudil & Vanthienen 2005).
Only a subset of all those available candidate predictor variables is required for predicting the
response (Mason et al. 2003). Hence, there is a need to identify important predictor variables
and remove as much irrelevant and redundant information as possible to enable better predic-
tion. Not only will this procedure aid in providing better insight into and understanding of the
scorecard, but it will also save time and money since irrelevant attributes increase computational
costs and storage (Guyon & Elisseeff 2003, Serendero & Toro 2003). While 50 to 60 attributes
might be available when developing a typical scorecard, only 8-12 attributes, which represent
the most effective combination of predictor variables, might be selected for the development of
the final scorecard (Fair, Isaac & Company, Inc. 1996).
Data quality and variable selection are of utmost importance in scorecard development. Based
on interviews with several credit risk practitioners, it was found that most banks spend at least
70% of their scorecard development time dealing with data cleaning, discretisation and variable
selection.
In practice, stepwise regression analysis is used as the main variable selection technique. As
mentioned in Chapter 2, it makes use of a sequence of F-statistic to control the inclusion and
exclusion of variables.
The result obtained from the stepwise regression analysis is shown in Table 3.3. Twenty vari-
ables were selected for inclusion in the model. The coefficient of each variable is shown in the
third column (Coeff.). The Wald statistic is a test used to check whether the relationship between
the dependent and independent variables is statistically significant (Coakes & Steed 2007). All
20 variables are statistically significant at a 5% confidence level, suggesting that all the variables
are useful to the model.
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Table 3.3: Stepwise regression results
Num Variable Coeff. Wald Stat. Sig. Level
1 Age of bureau file 5.160 14.983 0.000
2 Time at current address 0.739 14.918 0.000
3 Savings balance two 0.657 14.397 0.000
4 Savings one - years open 0.372 11.533 0.001
5 Savings two - years open 0.538 3.862 0.049
6 Amount owing on home loan 0.818 17.826 0.000
7 Balance one income 0.748 43.975 0.000
8 Other credit limits 0.800 8.521 0.004
9 Sum of balances for customer 0.310 9.048 0.003
10 Number of dependants 0.713 29.164 0.000
11 Driver’s licence indicator 1.078 25.155 0.000
12 Number of searches last six months 0.667 18.269 0.000
13 Number of loans 4.135 8.329 0.004
14 Total search 0.861 19.623 0.000
15 Number of address changes 0.395 4.358 0.037
16 Home phone indicator 1.291 5.081 0.024
17 Mobile phone indicator 0.636 4.102 0.043
18 Referee phone indicator 4.703 3.949 0.047
19 Occupational group 1.001 83.261 0.000
20 Age of additional cardholder 1.914 5.452 0.020
3.5 Samples Generation
Once the data are clean and the appropriate variables are selected, two sets of samples need
to be generated, one of which is used to develop the model while the other is used for model
testing. The former is known as the development sample and the latter is called the holdout
sample. The clean dataset is usually split into an 80% development and a 20% holdout sample,
although this percentage split varies from one financial institution to another.
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Usually a stratified sampling method is applied as it not only ensures that the sample is randomly
chosen, but it is also made to reflect the population in relation to some specific characteristics.
For example, if the clean set of data contains 10% ‘bad’ and 90% ‘good’ instances, the stratified
sampling method will ensure that both the development and holdout samples contain 10% ‘bad’
and 90% ‘good’ cases. The advantages of the stratified sampling method over other sampling
methods are that it is not only efficient, but also improves the accuracy of estimation. As part of
our scorecard development process, an 80% development and a 20% holdout sample were ob-
tained, with each sample containing 6.7% of ‘bad’ applicants and 93.3% of ‘good’ applicants.
An ‘80-20’ split was performed based on the recommendations of credit risk practitioners from
whom the dataset was obtained.
It should be noted that while the generated samples are built from accepted applicants who are
either ‘good’ or ‘bad’, no information is available on applicants who were denied credit. Figure
3.1 shows the samples of accepted and rejected applicants obtained from a population of credit
applications. While the proportions of ‘good’ and ‘bad’ are known for the accepted applicants,
P o p u l a t i o n
A c c e p t e d R e j e c t e d / E x c l u d e d
x  %  g o o d y  %  g o o d ?  %  g o o d ?  %  g o o d
Figure 3.1: Reject inference
this is not the case for rejected applicants. Consequently, this phenomenon introduces some bias
into the samples. The idea of reject inference has been suggested to cater for this problem. It is
a process of deducing how a rejected applicant would have behaved had he/she be granted credit.
There have been several approaches to reject inference and one of the best ways to deal with
reject bias is to grant credit to all applicants during a certain period of time to obtain a com-
plete picture of the population applying for credit. However, due to the considerable amount of
money that could be lost as a result of granting credit to all applicants, most financial organisa-
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tions are not keen to take such a risk. Nevertheless, Banasik, Crook & Thomas (2003) had an
exceptional opportunity to observe the repayment behaviour of applicants who would normally
have been rejected and they discovered that the inclusion of reject inference in scorecard devel-
opment would only result in a modest improvement in scorecard performance.
Another popular method is to build a scorecard using the accepted applicants and use this score-
card to score and classify the rejected applicants as either ‘good’ or ‘bad’. Consequently, a new
scorecard is built using the accepted (with their observed classes) and the rejected applicants
(with their predicted classes). Readers are referred to Steenackers & Goovaerts (1989) for more
information about this technique.
A different approach is to look for approved applications that are similar to each rejected ap-
plication and assign the class label of the former to the latter. The only problem with this
approach is that determining the definition of ‘similar’ proves to be quite difficult in practice
(Baesens 2003).
A final alternative to reject inference is to classify applicants into three groups: ‘good’, ‘bad’ or
‘reject’. This approach is called the three-group approach and was proposed by Reichert et al.
(1983). The only problem with this method is that a typical scorecard would split applicants
into either ‘good’ or ‘bad’. As such, what one does with the ‘reject’ group is not clear.
In this research, reject inference is not carried out because the information on rejected applicants
is not available. Also, the fact that there is no consensus on the necessity for reject inference or
how it should be tackled appropriately (Baesens 2003, Kelly 1998) further supports our decision
to ignore reject inference in this research.
A diagrammatical representation of the scorecard development process from the data cleaning
step to the samples generation step is shown in Figure 3.2. The figures in the round brackets
show the details of the data at each step of the scorecard development process. We began
with a raw set of credit scoring data consisting of 38,766 records and 138 variables. Through
the process of data cleaning and discretisation, the dataset was reduced to 15,576 records and
50 variables. In addition, the values of each variable were converted into their corresponding
weight of evidence (refer to Equation 3.1). The application of stepwise regression analysis
further reduced the number of variables to 20. The resulting dataset was then divided into
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development and holdout samples.
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Figure 3.2: Samples generation
3.6 Model Development and Validation
With the development and holdout samples ready, the scorecard can be developed. There are
many different classification techniques for model development and these include traditional
statistical as well as intelligent systems techniques. Logistic regression (LR) is used in this
stage of scorecard development since it is probably the most suitable technique for building
scorecards when the required outcome of credit scoring is binary, i.e. to either grant or refuse
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credit.
The output of LR is a score, which represents the log likelihood ratio (odds) of ‘good’:‘bad’
(refer to equation 2.3) and which is assumed to be linear. In this thesis, this output will be
referred to as the LR score. While the LR score can be translated into either a ‘good’ or a ‘bad’
class, it is common practice to align this probability to a score ranging from 100 to 1,000. There
are psychological and operational reasons to do so (Thomas et al. 2002) and some examples are:
• It is easier for people, other than credit analysts, to understand big round numbers (score)
that range from 100 to 1,000 rather than small decimal numbers (probability) between 0
and 1.
• In some countries, it is a legal right for rejected applicants to know the reason as to why
their applications were denied and the score can be used for that purpose.
Most financial institutions have their own standard alignment scale; however, since such a scale
could not be provided to us due to confidentiality issues, this study uses the Fair Isaac Corpora-
tion (FICO) standard alignment scale1. The theoretical scaling of the FICO standard alignment
is that a score of 660 (base score) is attributed to a ‘good’:‘bad’ odds of 15:1, with each 15
points doubling the odds. Table 3.4 shows part of the FICO scale.
Based on the FICO scale, the equation of the alignment line can be obtained. The intercept of
the line was found to be -27.790 and the slope was 0.046, as shown in Equation 3.2.
y = 0.046x− 27.790 (3.2)
By using Equation 3.2, the LR scores (x) are aligned and recalibrated with their corresponding
FICO scores (y). The majority of the applicants were found to have FICO scores ranging from
640 to 680, as shown in Table 3.5.
With the generation of a score for each applicant in the development sample, the Gini coeffi-
cient, which is the main performance measure used by financial institutions for credit scoring,
can be obtained. The generation of the Gini coefficient was discussed in Section 2.6.4. A typi-
cal scorecard would have a Gini coefficient ranging from 40% to 70% and the Gini coefficient
obtained for the development sample is 54.4%.
1www.fairisaac.com
89
Table 3.4: FICO scale
Score ‘Good’:‘Bad’ Odds Log ‘Good’:‘Bad’ Odds
585 0.469 -0.758
600 0.938 -0.065
615 1.875 0.629
630 3.750 1.322
645 7.500 2.015
660 (Base) 15 2.708
675 30 3.401
690 60 4.094
705 120 4.787
720 240 5.481
735 480 6.174
750 960 6.867
765 1,920 7.560
780 3,840 8.253
795 7,680 8.946
810 15,360 9.640
825 30,720 10.333
The scorecard is validated by applying the same process to the holdout sample (that is, apply-
ing LR to the holdout sample, getting the LR scores, aligning and recalibrating the LR scores to
FICO scores and generating the Gini coefficient). If the difference between the Gini coefficients
of the development and holdout samples is less than 10%, then the model is not over-fitted and
is thus valid. The Gini coefficient obtained for the holdout sample is 58.0%. Since the dif-
ference in the Gini coefficient is 3.6%, which is less than 10%, the scorecard is valid and not
over-fitted. The Gini coefficients obtained also demonstrate that our scorecard performs quite
well since they are within the range of 40% to 70%.
The results also reveal that the Gini coefficient for the holdout sample (58.0%) is higher than
that of the development sample (54.4%), suggesting that the scorecard performs better on the
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Table 3.5: FICO score
FICO Score All Applicants ‘Good’ Applicants ‘Bad’ Applicants
540 - 559 0 0 0
560 - 579 0 0 0
580 - 599 9 5 4
600 - 619 166 114 52
620 - 639 1373 1112 261
640 - 659 3323 2994 329
660 - 679 3400 3247 153
680 - 699 2758 2718 40
700 - 719 1181 1173 8
720 - 739 253 253 0
740 - 759 34 34 0
760 - 779 0 0 0
780 - 799 0 0 0
data that was not used to develop it. While this scenario is unusual, it is not impossible and the
most likely reason for this lies in the small volume of ‘bad’ instances in the holdout sample.
3.7 Model Approval
The last step in building a scorecard in practice is model approval. The model must be approved
by the financial institution; however, this step cannot be applied to this research simply because
it depends on the business rules of financial institutions. Small but limited adjustments are
usually made to the scorecard in response to the business rules and two such examples are:
1. Remove predictor variables which cannot be used because of business standards.
2. Change the coarse classing standard to reflect business practice.
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3.8 Discussion
The complete process of scorecard development has been explained primarily based on infor-
mation from credit risk practitioners but also from the credit risk literature. It was interesting
to discover that the current literature on the entire process of the development of credit scoring
models is quite limited since most related studies focus mainly on the methods for developing
scorecards. It should also be noted that credit scoring models are usually static in nature in that
they are built from a couple of point-in-time snapshots. There are therefore various reasons
for a scorecard to deviate from its expected performance, i.e. performance at the time it was
developed. For example, a typical scorecard might lose its predictive ability during a recession
if the predictor variables are sensitive to the economic cycle. This is the reason why scorecards
need to be updated frequently, usually every 18-24 months.
It is also worth mentioning that when a scorecard is ready for use, a cut-off value needs to be
specified. This value determines whether or not the score obtained for a particular applicant
warrants the approval of the credit application, thereby classifying applicants into either ‘good’
or ‘bad’. The cut-off value may be varied depending on the level of risk that financial institu-
tions are willing to take. For instance, if they want to be more risky, the cut-off value will be
lowered so that more applicants with lower scores can be granted credit.
Financial institutions need to have a strong credit policy. Indeed, Mueller (1994, p. 29) asserts:
‘For a bank, credit policy is like an anchor from which a boat swings with wind and
tide. While the boat’s position shifts with changing conditions, the anchor keeps it
from drifting. So too, can a strong credit policy keep a bank tied to the bedrock of
basic credit standards.’
Nowadays, most banks are abiding by the new Basel II Accord (Basel Committee on Banking
Supervision 2006), which requires them to have robust policies and regulations for validating
the accuracy and consistency of rating systems and processes.
3.9 Summary
The aim of this chapter was to explain how a scorecard can be created. A valid and well-
performing scorecard was developed from a large set of real-world raw data. All the processes
from data cleaning and discretisation to the development and validation of the scorecard were
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explained in detail. The motivation behind this chapter stems from the fact that the literature
describing these processes is fairly limited, which is probably because of the scarcity of real-
world data in that area.
The processes explained in this study are very similar to those usually performed in practice.
Two minor points worth mentioning are: 1) reject inference was not included in the model de-
velopment because the data was not available, and 2) model approval could not be applied in
the scorecard development process of this research study since it depends on the business rules
specific to financial institutions.
By developing a practical scorecard, a better insight into credit scoring models was gained. Im-
portant ingredients in making accurate and realistic scorecards are accurate predictor variables
of individual risk and a systematic methodology to generate them (Galindo & Tamayo 2000).
When implemented effectively, scorecards should be able to rank the entire population of ap-
plicants by risk (Leonard 1995).
While logistic regression was used as the main classification technique for developing the score-
card, there are many other classifiers that can potentially be used. One such classifier is based on
the concept of an artificial immune system. Since this classifier has had successful applications
in many different fields, it will be investigated in the next chapter as a potential classification
technique for credit scoring.
Chapter 4
BUILDING AN ARTIFICIAL IMMUNE
SYSTEM CLASSIFIER†
4.1 Introduction
Classification is an important business decision making task. It involves assigning an object to a
predefined group or class based on a number of observed attributes related to that object. While
there have been many studies on statistical classifiers such as discriminant analysis and logistic
regression (Hand & Henley 1997, Srinivasan & Kim 1987), researchers are now focusing more
on intelligent systems techniques, such as genetic algorithms and artificial neural networks, as
classifier systems (Malhotra & Malhotra 2003, Desai et al. 1997).
In the previous chapter, logistic regression, which is the most commonly used classification
technique in credit scoring, was used for developing a practical scorecard. However, in this
chapter, we investigate a new machine learning technique based on the concepts of AIS as a
classification technique in scorecard development. AIS has been used in a wide array of appli-
cations (de Castro & Timmis 2002), including classification (Watkins 2001). However, based
on our review of current AIS classifier systems, two fundamental problems were found.
The first problem is related to the population control mechanism. It has been found that the
number of B-cells1, which match some antigens, increases through cloning and mutation to
†Part of the work presented in this chapter has been previously published (Leung, Cheong & Cheong 2007b,
Leung & Cheong 2006).
1B-cells produce antibodies in response to antigens, which are entities foreign to the body (refer to Chapter 2).
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such an amount that it usually overtakes the entire population of B-cells (Nasraoui et al. 2002).
The second problem is concerned with the way AIS classifiers are optimised. Most AIS clas-
sifier systems use populations of B-cell pools and the problem identified is that optimising one
B-cell (which is only a part of the classifier) at a time does not necessarily guarantee that the
B-cell pool (which is the complete classifier) will be optimised.
This chapter introduces a new AIS algorithm and classifier system that addresses the two afore-
mentioned problems without sacrificing the classification performance of the system. The new
AIS classifier is named Simple Artificial Immune System (SAIS). An explanation of its algo-
rithm and implementation as well as its differences from current AIS classifiers is provided. Our
classifier is evaluated by testing it on six publicly available benchmark datasets obtained from
the machine learning repository of the University of California Irvine (Blake & Merz 1998).
The performance of SAIS is compared with that of other classifiers which used the same six
datasets for performance evaluation. Given that only the ‘percent correctly classified’ perfor-
mance measure of the other classifiers is available from the current literature, the performance
of SAIS is quantified in terms of the ‘percent correctly classified’ measure for comparison pur-
poses.
4.2 Simple Artificial Immune System
In order to address the problems present in traditional AIS — that is optimisation and popula-
tion control problems (refer to Section 2.4.2.3.3) — a new AIS classifier, SAIS, is proposed.
SAIS is very simple in that it adopts only the concept of affinity maturation that deals with
stimulation, cloning and mutation as opposed to currently available AISs which tend to focus
on several particular subsets of the features found in the natural immune system. It also gener-
ates a compact classifier using only a predefined number of exemplars per class.
Before describing the differences between a traditional AIS and SAIS by providing the algo-
rithm of SAIS, definitions of the key terms and concepts used as applied to SAIS are outlined
in Table 4.1.
4.2.1 Algorithm
The primary difference between a traditional AIS and SAIS is that SAIS uses a B-cell to rep-
resent the whole classifier as opposed to a B-cell pool as in traditional AIS (refer to Figure
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Table 4.1: Key terms and concepts of SAIS (adapted from (Watkins et al. 2004))
Key Terms Description
B-cell Represents the entire classifier.
Class Classification category of an instance of data.
clonalRate A value used to determine the number of mutated clones an exemplar
is allowed to produce.
Exemplar Part of a B-cell. The B-cell can contain a predefined number of exem-
plars per class.
hyperMutationRate A value used to determine the number of mutated clones that are gen-
erated into the cell population.
numClasses Number of classes (dependent on the dataset).
numClones Number of clones that can be created (numClones = clonalRate × hy-
perMutationRate).
numExemplars Number of exemplars (only one exemplar per class is used in this
thesis).
numAttb Number of attributes (dependent on the dataset).
maxIteration Maximum number of iterations (applies to the training process).
probMutation Probability that a given clone will mutate.
Testing data Dataset used to test a classifier.
Training data Dataset used to train a classifier.
4.1). Using a B-cell to represent the whole classifier rather than part of the classifier has several
advantages. Firstly, optimisations are performed globally rather than locally and no good ex-
emplars are lost in the evolution process. Moreover, there is no need for any population control
mechanism as the classifier consists of a small predefined number of exemplars. So far in the
experiments performed, only one exemplar per class to be classified was used. This ensures the
generation of the most compact classifier possible.
The SAIS algorithm is designed to operate as shown in Algorithm 7. A set of training data
(antigens) is first loaded and an initial classifier system is created as a single B-cell containing a
predefined number of exemplars initialised from random values (lines 1 and 2 of Algorithm 7).
The purpose and content of this B-cell is different from that used in traditional AIS algorithms.
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Figure 4.1: Comparison of traditional AIS versus SAIS
This B-cell represents the complete classifier and it contains one or more exemplars per class
to classify. A B-cell in a traditional AIS algorithm, in contrast, represents exactly one exem-
plar and the complete classifier is made up of a pool of B-cells. The SAIS B-cell or complete
classifier is evolved through cloning and mutation, and evaluated based on its classification per-
formance (lines 5 and 6 of Algorithm 7). A 100% classification performance would be ideal;
however, in reality this is not possible and what usually happens is that the performance reaches
a near-constant value which is less than 100%. This is basically the stopping mechanism of the
classifier.
The evolution process of SAIS is performed by cloning and mutating the classifier so that it can
be optimised. This process is shown in Algorithm 8. The current B-cell is cloned and the num-
ber of clones that can be produced is determined by the clonal and hypermutation rates. Mutants
are then generated by using the hypermutation process found in natural immune systems. More
specifically, this is achieved by randomly mutating the attributes of each clone created and stor-
ing them in a 3-dimensional (3-D) array. Such an array is used because it is easier to store the
attributes, classes and exemplars. Figure 4.2 depicts the structure of the 3-D array where each
row represents a class, each column represents an attribute and each layer represents an exem-
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Algorithm 7 SAIS Algorithm - Main
1: Load antigen population {training data}
2: Current B-cell ← randomly initialised B-cell
3:
4: repeat
5: Evolve the B-cell by cloning and mutation {call Algorithm 8}
6: Evaluate mutated B-cells by calculating their classification performance {call Algorithm
9}
7: New B-cell ← mutated B-cell with best performance
8:
9: if performance of new B-cell > current B-cell then
10: Current B-cell ← new B-cell
11: end if
12:
13: until maxIteration
14:
15: Classifier ← current B-cell
Algorithm 8 SAIS Algorithm - Population Evolution
1: numClones← clonalRate × hyperMutationRate
2: for all i such that i < numClones do
3: for all exemplars do
4: for all classes do
5: for all attributes do
6:
7: if random number generated > probMutation then
8: Get random number
9: Calculate mutatedV alue of attribute using the random number
10: end if
11:
12: Set mutatedV alue to clone
13:
14: end for
15: end for
16: end for
17: end for
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plar. It should be noted that the 3-D array will collapse into a 2-D array when a single exemplar
is used since there will be only one layer of cells.
C o l u m n  =  A t t r i b u t eR o w  =  C l a s s
L a y e r  =  E x e m p l a r
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Figure 4.2: Evolution process of SAIS using a 3-D structure
As previously mentioned, each mutant is evaluated using the classification performance. The
classification performance is a measure of the percentage of correctly classified data. The eval-
uation process of SAIS is shown in Algorithm 9. If the classification performance of the best
mutant is better than that of the current B-cell, then the best mutant is taken as the current B-cell
(refer to lines 12-14 of Algorithm 9 or Figure 4.1). The measure of stimulation is different from
the one used in traditional systems in that a classification performance is used as a measure of
stimulation of the complete classifier on all the training data rather than the distance (or affinity)
between part of the classifier (a B-cell) and part of the data (an antigen).
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Algorithm 9 SAIS Algorithm - Performance Evaluation
1: for all all mutants do
2:
3: Get actual classification of dataset
4: Classify dataset and get predicted classification
5:
6: if actual classification == predicted classification then
7: Increment numCorrect
8: end if
9:
10: percentCorrect← numCorrect × 100 / size of dataset
11:
12: if percentCorrect of mutant B-cell classifier > percentCorrect of current B-cell clas-
sifier then
13: Current B-cell ← mutant B-cell
14: end if
15:
16: end for
4.2.2 Implementation
SAIS is implemented in Java using the Repast2 agent-based modelling framework because of
the facilities it provides for programming agents (B-cells can be considered as agents) and
visualisation. Three types of classification method are used: one of them is exemplar-based
(minimum distance classification method) while the other two are function-based (discriminant
analysis and polynomial classification methods). In the exemplar-based method, the attributes
of a single exemplar per class are stored in the classifier. If there are two classes, for instance, the
complete classifier will consist of two exemplars and their attributes. However, in the function-
based method, the whole classifier will consist of only one set of parameters, which are specific
to the function, irrespective of the number of classes. A more detailed description of the three
classification methods are provided in the following sections.
4.2.2.1 Minimum Distance Classification Method
In this exemplar-based method, a distance measure is used to classify the data. This approach
is adapted from instance-based learning (IBL) (Aha et al. 1991) which is a learning paradigm
in which algorithms store the training data and use a distance function to classify the data to
be tested. The heterogeneous Euclidean-overlap metric (HEOM) (Wilson & Martinez 1997) is
2http://repast.sourceforge.net
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used and consists of two parts: the ‘Euclidean’ part supports continuous attributes while the
‘overlap’ part supports categorical attributes. HEOM is defined as:
totalDist(x1, x2) =
√√√√ n∑
i=1
dist(x1,i, x2,i)2 (4.1)
where x1 is an exemplar, x2 is an antigen, n is the number of attributes and i is the ith attribute.
The distance between an attribute from an exemplar and an antigen is calculated as:
dist(x1,i, x2,i) =
{
contDist(x1,i, x2,i), if continuous
catDist(x1,i, x2,i), if categorical
(4.2)
The Euclidean function is calculated as:
contDist(x1,i, x2,i) = (x1,i − x2,i) (4.3)
while the overlap function is defined as:
catDist(x1,i, x2,i) =
{
0, if x1,i = x2,i
1, if x1,i 6= x2,i
(4.4)
The minimum distance is then chosen to determine the class into which each antigen can be
classified (see Figure 4.3). For example, if a particular problem set consists of two classes
(1 and 2), the SAIS classifier or B-cell will contain two exemplars (exemplar 1 and 2), each
representing a specific class. SAIS will determine the distance for each exemplar and if the
distance for exemplar 2 is smaller than that of exemplar 1, i.e. the antigen is closer or more
similar to exemplar 2 than to exemplar 1, then SAIS will classify the data as class 2. The B-cell
undergoes cloning and mutation and the process described above is repeated until an optimal
classifier is obtained. The predicted classifications are then checked against the testing data and
the percentage of correctly classified data can thus be generated. It should also be noted that all
the training data are normalised before the training process starts. This avoids the problem of
overpowering other attributes if one of them has a relatively large range.
4.2.2.2 Discriminant Analysis Classification Method
A second classification method used is equivalent to the traditional discriminant analysis statis-
tical technique. As discussed in Section 2.4.1.1, discriminant analysis is usually used to classify
observations into two or more mutually exclusive groups by using the information provided by
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Figure 4.3: SAIS minimum distance classification method
a set of predictor attributes. It was first proposed by Fisher (1936) as a classification tool and
has been reported to be the most commonly used data mining technique for classification prob-
lems, despite the fact that it cannot handle independent categorical attributes properly and that
it depends on a relatively equal distribution of group membership (Lee, Sung & Chang 1999).
It takes the form of:
y = c+
n∑
i=1
wixi (4.5)
where y is the discriminant score, x is the independent attribute, w is the weight of each attribute
and c is a constant value.
The proposed method is similar to traditional discriminant analysis (refer to Equation 2.2) ex-
cept that the constant and the weights used in the equation are determined using SAIS rather than
statistical techniques. The classifier optimises the classification score, y, by evolving (cloning
and mutating) the constant, c, and the weights, w, of the attributes, x. It should be noted that the
score, y, is normalised so that it ranges between the values of 0 and 1 inclusive. The discrimi-
nant score is compared to cut-off values which specify class boundaries to classify the antigen.
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Cut-off values are determined as follows:
f(x) =
{
0, if x = 1
1
c
+ f(x− 1), else
(4.6)
where
f(x) = cut-off value
x = xth boundary
c = numClasses
subject to
c ≥ 2
c ∈ N
1 ≤ x ≤ c
x ∈ N
In credit scoring, there are usually two classes: ‘good’ or ‘bad’. Based on Equation 4.6, three
cut-off values will be generated (0.0, 0.5 and 1.0) and any instances with a score value less or
equal to 0.5 will be classified as ‘bad’ and any instances having a score value greater than 0.5
will be allocated the ‘good’ class label. This is illustrated in Figure 4.4.
B a d G o o d
0 . 0 0 . 5 1 . 0
C l a s s  b o u n d a r i e s
Figure 4.4: Cut-off values
4.2.2.3 Polynomial Classification Method
A third method used for classification purposes is a polynomial function, as represented by
Equation 4.7.
y = c+
n∑
i=1
wix
i
i (4.7)
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The polynomial technique used in SAIS is function-based and, as with the discriminant analy-
sis technique, this function is optimised by evolving the constant, c, and the weights, w, of all
the different attributes, x. The score, y, is normalised and together with cut-off values, which
are calculated in the same way as in discriminant analysis (refer to Equation 4.6), are used to
determine the class of an instance.
It should be noted that while the actual class decision does not depend on the position of the
attributes, this classification method depends heavily on the order in which the attributes are
inserted into Equation 4.7. For instance, if attributes x1 and x2 are entered into the equation,
they will have powers of 1 and 2 attributed to them respectively (x1
1
and x2
2
). However, if the
same attributes are entered in the order of x2 and x1, then the powers allocated to them will be
different (x1
2
and x2
1
). The resulting value of y will thus also be different.
To maintain consistency and ensure that our polynomial classification method is not affected by
the order in which attributes are entered in SAIS, all of the different attributes are sorted in order
of their corresponding mutated values, that is, the smaller the mutated value of an attribute, the
smaller will be the position number in which that particular attribute is entered in the function.
The net result is the positioning of the different attributes. Figure 4.5 gives an example of how
the sorting function works. Three different attributes are inserted into the model in the order of
0 . 0 5 0 . 0 2 0 . 7 0
0 . 0 2 0 . 0 5 0 . 7 0
2 1 3
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Figure 4.5: Sorting of attributes for use in polynomial function
x1, x2, and x3, and a ‘normal’ polynomial equation is defined as:
y = c+ w1x
1
1
+ w2x
2
2
+ w3x
3
3
(4.8)
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However, since the mutated values of the three attributes are different, the attributes are sorted
in such a way that the attribute with the least mutated value is allocated the first position in the
polynomial equation. Similarly, the attribute with the highest mutated value is positioned last.
This positioning is, therefore, used to determine how the attributes are inserted into the SAIS
model. For the above example, the SAIS polynomial function is shown in Equation 4.9.
y = c+ w2x
1
2
+ w1x
2
1
+ w3x
3
3
(4.9)
4.3 Experimentation and Results
The classification performance of SAIS was tested on six benchmark datasets. As mentioned
in Section 4.1, these datasets are publicly available from the machine learning repository of the
University of California Irvine (Blake & Merz 1998) and they are:
1. Wisconsin Diagnostic Breast Cancer
2. Pima Diabetes
3. Hepatitis Domain
4. Ionosphere
5. Iris Plants
6. Wine Recognition
Several datasets, with different numbers of classes, variables, variable types and missing at-
tributes, are used as there is a need to ensure that SAIS classifies well in different problem
domains. A description of these six datasets is provided in Table 4.2.
The system parameters of the SAIS classifier are shown in Table 4.3 and the measure of per-
formance used in this chapter is the ‘percent correctly classified’ (refer to Section 2.6.1 and
Equation 2.5) because the classifiers, against which SAIS is compared, make use of the same
performance measure.
In Section 4.3.1, we explain the experimental procedures undertaken, whilst in Section 4.3.2 we
explain the experiments carried out.
105
Table 4.2: Datasets used for experiments
Number of Number of Number of Number of n with missingDataset
attributes attribute types classes records (n) attributes
Cancer 9 9 Categorical 2 699 16
Diabetes 8 8 Continuous 2 768 0
6 ContinuousHepatitis 19 13 Categorical 2 155 75
Ionosphere 34 34 Continuous 2 351 0
Iris 4 4 Continuous 3 150 0
Wine 13 13 Continuous 3 178 0
Table 4.3: System parameters of SAIS
Name Value Description
clonalRate 10 Clonal rate
hyperMutationRate 100 Hypermutation rate
Number of clones that can be mutated = clonalRate × hyper-
MutationRate
maxIteration 600 An approximate number of 250 iterations was sufficient for
the performance of SAIS to reach a near-constant value (refer
to Table 4.4); however to ensure that the performance of our
model converges to a near-constant value, the maxIteration pa-
rameter is set to 600
probMutation 0.7 Probability of mutation
4.3.1 Experimental Procedure
To ensure comparability with other classifiers reported in the literature (Duch 2000), a 10-fold
cross-validation technique is used to partition each dataset into training and testing sets. Figure
4.6 reveals how the datasets are partitioned and how the classification performances are ob-
tained. Each dataset is partitioned into 10 different sets of data, with each set of data containing
1 part of the dataset as the testing set and the remaining 9 parts as the training set. Dataset 1,
for instance, consists of part 1 as the testing set and parts 2 to 10 as the training set. Each set
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Table 4.4: Average number of iterations for each dataset
Dataset Iterations
Cancer 165
Diabetes 335
Hepatitis 216
Ionosphere 287
Iris 258
Wine 167
Average 238
of data produces a classification performance and the 10 classification results are averaged to
yield an overall accuracy of correctly classified data.
SAIS is run 600 times on the 10 training sets of each dataset. Figure 4.7 provides an example of
the convergence speed of SAIS when performed on the Iris dataset using the minimum distance
classification method on one run. At the end of the training process, the classifier is run on the
10 testing sets of each dataset.
4.3.2 Experiments
Two of the datasets (Breast Cancer and Hepatitis Domain) contain observations with missing
attributes (refer to Table 4.2). There are several methods for dealing with missing attributes
(Grzymala-Busse & Hu 2001) and the simplest method, which is to disregard all instances
which have at least one missing attribute, is adopted. The number of records used in the Breast
Cancer and Hepatitis Domain datasets is, therefore, 683 (699 minus 16) and 80 (155 minus 75)
respectively (refer to Table 4.2).
The experimental procedures, as specified in Section 4.3.1, are carried out on the six datasets
using the three classification methods of SAIS. Table 4.5 gives the ‘percent correctly classified’
measure of the performance of SAIS as well as the standard deviations, while the average con-
fusion matrix obtained for each dataset can be obtained from Table A.1 of Appendix A.
Based on the experiments performed, it was found that the minimum distance method results in
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Figure 4.6: Partitioning of dataset (10-fold cross-validation)
the highest percentage of correct classification for datasets with continuous attributes (e.g. the
Diabetes, Ionosphere, Iris and Wine datasets). When categorical attributes are involved (e.g.
the Cancer and Hepatitis datasets), the difference in the classification performances of the three
techniques is negligible.
The results also indicate that for datasets with more than two classes (see the Iris and Wine
datasets), the SAIS-based discriminant analysis and polynomial classifiers perform very poorly
compared to the minimum distance classifier. For the Iris dataset, discriminant analysis and
polynomial classifiers exhibit about the same level of classification performance. It appears
that the difference in performance of the minimum distance method, which is approximately
46%, is due to the larger number of classes (three) in this dataset. This observation reinforces
the fact that the performance of function-based methods decreases with an increasing number
of classes. Likewise, for the Wine dataset, discriminant analysis and polynomial methods per-
form poorly compared to the minimum distance method. However, in this particular case, the
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Figure 4.7: Convergence speed of SAIS on Iris dataset using minimum distance method
polynomial classifier is only 33.1% accurate while the discriminant analysis classifier is 55.5%
accurate. The reason why the polynomial classifier performs even worse than the discriminant
analysis classifier is probably based in the fact that the Wine dataset contains 13 attributes and
the performance of the polynomial function drops heavily with an increase in the number of
continuous variables.
In order to gain insight into the efficiency of our algorithm, it is important to discuss the com-
putational complexity of an algorithm, which consists of the cost, measured in running time, or
storage, or any other units that are relevant, of using the algorithm to solve a particular problem
(Wilf 2002). Although Algorithms 7, 8 and 9 demonstrate that the main, evolution and evalua-
tion processes of SAIS have linear computational complexity, there are still many other factors,
such as the number of exemplars, classes and attributes, which impact on the execution time
of the algorithm. To empirically determine the computation complexity of SAIS, its CPU time
needs to be investigated and compared to those of other classifiers. This is usually done on the
same dataset, under the same conditions and using the same computer. However, since the other
classifiers could not be obtained, only the CPU time of SAIS can be generated in this research.
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Table 4.5: Comparison of performance of SAIS using different classification techniques (ex-
cluding missing attributes)
Classifier Cancer Diabetes Hepatitis IonosphereIris Wine
94.4% 77.4% 87.5% 87.5% 97.3% 97.1%Minimum Distance (2.5) (5.7) (10.2) (4.4) (4.7) (4.7)
96.6% 75.5% 83.8% 82.9% 50.7% 55.5%Discriminant Analysis (2.7) (6.3) (14.4) (5.0) (12.2) (10.5)
96.0% 75.4% 86.3% 73.8% 51.3% 33.1%Polynomial (3.8) (5.7) (15.4) (5.0) (14.8) (10.9)
( ) - Standard deviation
The same experimental procedures are carried out using only half the size of each dataset. Table
4.6 shows the CPU times, in milliseconds, of each experiment carried out on the entire datasets
as well as on datasets of half the size. The results prove that SAIS has a linear computational
Table 4.6: Comparison of CPU time of SAIS using different classification techniques on whole
and half datasets
Classifier Dataset
size
Cancer
(ms)
Diabetes
(ms)
Hepatitis
(ms)
Ionos.
(ms)
Iris
(ms)
Wine
(ms)
Whole 34,156 32,997 9,067 30,978 5,806 7,348
Min. Distance Half 17,825 16,452 5,083 16,847 3,392 4,174
Ratio 0.5 0.5 0.6 0.5 0.6 0.6
Whole 9,347 20,369 2,797 15,066 3,231 3,514
Dis. Analy. Half 5,084 10,967 1,931 8,866 2,000 2,209
Ratio 0.5 0.5 0.7 0.6 0.6 0.6
Whole 68,677 182,042 21,406 320,650 13,384 37,337
Polynomial Half 35,111 92,133 11,473 161,764 6,938 19,445
Ratio 0.5 0.5 0.5 0.5 0.5 0.5
complexity as indicated by the ratio values (average of 0.5). The ratio value indicates that
if half the size of the dataset is used for the experiment, the CPU time will also be halved.
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Furthermore, the CPU times show that the polynomial technique is the most computationally
intensive, followed by the minimum distance and discriminant analysis techniques.
4.3.3 A Further Experiment
Disregarding observations with missing attributes is an option that can be used if the relative
proportion of missing data is small (Hastie et al. 2001). This is the case for the Breast Cancer
dataset which has 2.3% of observations with at least one missing attribute. However, the Hep-
atitis dataset contains 48.4% of observations with at least one missing attribute and as such, the
approach of excluding these observations is not appropriate since a lot of valuable observations
(although with missing attributes) are being lost. Also based on Table 4.2, only 80 observations
were used for the Hepatitis dataset and this amount is certainly not sufficient to train and test
SAIS properly.
The more training data there are available, the more scenarios the model will be exposed to
and the better the training process will be, assuming that the quality of the data is good. The
classification performance of SAIS on these two datasets can be further improved by including
those observations with missing attributes. In order to do this, some minor changes are made to
the model to enable the handling of missing attributes.
As stated in Section 4.2.2.1, the exemplar method is based on the minimum distance from a
class to classify each antigen. The smaller the distance between an exemplar and an antigen,
the more likely the antigen will be classified into the class of that particular exemplar. Since all
the data are normalised and their values are between zero and one, missing attributes are handled
by returning a distance of one, which is the maximum possible distance to any attribute. The
new distance function between an exemplar and an antigen is thus defined as:
dist(x1,i, x2,i) =


1, if missing
catDist(x1,i, x2,i), if categorical
contDist(x1,i, x2,i), if continuous
(4.10)
and is used in this experiment instead of the original distance function defined in Equation 4.2.
Discriminant analysis and polynomial classification methods are function-based classifiers (re-
fer to Equations 4.5 and 4.7). As such, it would not make any sense to replace the missing
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attributes with a number and allocate that number to x since this would directly affect the clas-
sification score (y). The two function-based classifiers are therefore not used in this further
experiment.
The two datasets with missing attributes are partitioned into a training and a testing set, similar
to what was done in the previous experiment. The same training and testing procedures are
performed on the modified SAIS, using only the minimum distance classification method, and
the results (classification performance and standard deviation) are shown in Table 4.7. Only
the Cancer dataset recorded an increase of 0.2%, from 94.4% to 94.6%, in classification perfor-
mance when instances with missing attributes were included in the training and testing sets.
Table 4.7: Comparison of performance of SAIS on missing attributes datasets (minimum dis-
tance method)
Missing Attribute Cancer Hepatitis
n PCC n PCC
Excluded 683 94.4% 80 87.5%
(2.5) (10.2)
Included 699 94.6% 155 84.5%
(2.3) (7.5)
( ) - Standard deviation
n - Number of records
PCC - Percent correctly classified
The difference in the classification performance of SAIS when applied to the Cancer dataset
with and without missing attributes is not significant (0.2% only). This is to be expected since
this dataset has a relatively small number of observations with missing attributes. However,
while a better performance for the Hepatitis dataset was expected as there are more instances
for training and testing the model, the actual classification performance decreased by 3%. The
cause of this decrease was investigated by examining the instances with missing attributes and
it was discovered that 11.7% of the attributes of these observations were missing. It was also
found that this particular dataset does not have a good balance of instances from both classes,
the ratio of one class to another being 32:123. Thus, the quality of the data is not very good
and this probably explains why including those observations with missing attributes results in a
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decrease in classification performance.
4.3.4 Discussion
The experiments performed indicate that, when implementing SAIS, the minimum distance is
by far the most consistent method when compared to discriminant analysis and polynomial
classifiers which perform very poorly on datasets with more than two classes (see Table 4.5).
However, when only two classes are involved, the minimum distance and discriminant analysis
classfiers obtain about the same classification accuracy. The polynomial classifier, on the other
hand, is heavily dependent on the number of attributes present in the dataset since the number
of powers in its equation is dependent on the number of attributes. As the latter increases, the
complexity of the equation increases and its performance decreases.
Table 4.8 depicts the classification performance of SAIS when compared to some other classi-
fiers obtained from Duch (2000) and Watkins et al. (2004). It should be noted that while three
types of classification method were applied to SAIS, only the best classification performance
among the three methods on each dataset (refer to Tables 4.5 and 4.7 for best classification per-
formance) is shown in Table 4.8. It should also be noted that the classification performances of
the most common AIS classifiers, such as CLONALG, SSAIS and RLAIS discussed in Chapter
2, have not been included in Table 4.8 because these classifiers did not use these datasets. The
full name of the classifiers can be found in Appendix B.
It was found that, on average, SAIS classifies well for datasets with few attributes (<10) and
classes (<4). The difference in performance between the best classifier of each dataset and
SAIS is small except in the case of the Ionosphere dataset, which contains a large number of
attributes (34 attributes), and the difference is 11.2%. SAIS even outperforms AIRS in the
Diabetes and Iris datasets. It was also found that the classification accuracy of SAIS tends to
decrease as the number of attributes and classes increase.
The results obtained also demonstrate that the performance of the SAIS model is in accordance
with the no free lunch theory (Wolpert & Macready 1997), which states that the performance of
a system over one class of problems is offset by the performance over another class of problems.
Clearly, the performance of the model is quite competitive for datasets with a small number of
attributes; however, it is not as good for those with large numbers of attributes. For instance,
the difference in performance between SAIS and the best classifier used on the Ionosphere and
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Hepatitis datasets, which contain 34 and 19 attributes respectively, is greater than 3%.
4.4 Summary
In this chapter, a promising and simple AIS algorithm and classifier, SAIS, was developed to
address some of the drawbacks (population control, local and one-shot optimisation) of ex-
isting AIS classifiers without sacrificing the classification performance of the system. Three
classification techniques — minimum distance, discriminant analysis and polynomial — were
implemented in SAIS.
SAIS was tested on six benchmark datasets, using the three classification methods. It was
found to have a linear computational complexity and the ‘percent correctly classified’ measure
obtained revealed that SAIS is a very competitive classifier. In fact, SAIS is ranked among the
top 10 classifiers used for these datasets, except in the case of one dataset, Ionosphere, in which
it is ranked 18. The Ionosphere dataset contains a large number of attributes and the perfor-
mance of our classifier tends to decrease with an increasing number of attributes and classes.
There is clearly a need to improve this particular aspect of the classifier.
In comparing the three SAIS classification techniques, it was concluded that the minimum dis-
tance is the most consistent method and is least affected by the number of variables and classes,
or types of variables. When tested on the datasets used, the minimum distance method recorded
the best classification performance in five out of six datasets.
As SAIS is a competitive classifier, in the following chapter we investigate its suitability, using
the minimum distance classification method, in the development of a credit scoring model to
group credit applicants as either ‘credit-worthy’ or ‘non-credit-worthy’.
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Table 4.8: Comparison of classification performance of
SAIS and other classifiers
Rank Cancer Diabetes Hepatitis Ionosphere Iris Wine
Name % Name % Name % Name % Name % Name %
1 NB 97.5 Logdisc 77.7 9-NN 92.9 3-NN 98.7 Gronian 100.0 IncNet 98.9
2 SVM 97.2 IncNet 77.6 18-NN 90.2 VSS 96.7 SSV 98.0 SSVP 98.3
3 MFT 97.1 DIPOL92 77.6 FSMR 89.7 IB3 96.7 C-MLP2LN 98.0 kNN 97.8
4 kNN 97.1 LDA 77.5 15-NN 89.0 1-NN 96.0 PVM-2R 98.0 SSVN 97.2
5 GM 97.0 SAIS 77.4 FSM 88.5 MLP+BP 96.0 SAIS 97.3 SAIS 97.1
6 VSS 96.9 SMART 76.8 SAIS 87.5 AIRS 94.9 PVM-1R 97.3 FSM 96.1
7 FSM 96.9 GTO DT 76.8 VSS 86.5 C4.5 94.9 AIRS 96.7
8 FDA 96.8 kNN 76.7 LDA 86.4 RIAC 94.6 FuNe-I 96.7
9 MLP+BP 96.7 ASI 76.6 NB 86.3 C4 94.0 NEFCLASS 96.7
10 SAIS 96.6 FDA 76.5 IncNet 86.0 SVM 93.2 CART 96.0
11 LVQ 96.6 MLP-BP 76.4 QDA 85.8 FSM 92.8 FuNN 95.7
12 SNB 96.6 LVQ 75.8 1-NN 85.3 NLP 92.0
13 IB1 96.3 LFC 75.8 ASR 85.0 CART-DB 91.3
14 ... ... ... ... ... ... ... ...
18 RBF 95.9 BP 75.2 ASI 82.0 SAIS 87.5
19 GTO-DT 95.7 SSV 75.0 LFC 81.9 GTO-DT 86.0
20 ASI 95.6 CART-DT 74.7 RBF 79.0
21 OCN2 95.2 CART-DB 74.4
22 IB3 95.0 ASR 74.3
Continued on next page
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Table 4.8 – continued from previous page
Rank Cancer Diabetes Hepatitis Ionosphere Iris Wine
Name % Name % Name % Name % Name % Name %
23 MML 94.8 AIRS 74.1
24 ASR 94.7 C4.5 73.0
Chapter 5
SIMPLE ARTIFICIAL IMMUNE
SYSTEM FOR CREDIT SCORING†
5.1 Introduction
Despite an increase in consumer bankruptcies, competition in the consumer loan market is be-
coming ever more intense. Lenders are now using different types of techniques to evaluate
consumer loans in order to reduce loan losses (Malhotra & Malhotra 2003). While discriminant
analysis, logistic regression and linear programming have been widely used in the past, credit
analysts have lately been investigating the potential use of intelligent systems techniques such as
expert systems, ANNs and GAs. However, as mentioned in Section 2.4, these techniques have
not become popular as they have not provided any further business advantages when compared
to traditional scorecards (Lucas 2001). More recently, a lot of research has been done on AIS
in the areas of pattern recognition and classification, and one particular AIS model, AIRS, has
demonstrated the best performance of any single classifier used on the University of California
Irvine credit dataset (Watkins et al. 2004).
It is important to continuously search for new techniques to improve the performance of score-
cards, particularly in the light of the fact that with the increasing volume of borrowing, even
a small drop in bad debt can save millions of dollars. In this regard, this chapter introduces
the SAIS classifier system in the context of credit scoring. As referred to in Chapter 2, credit
scoring is a typical classification problem and since SAIS has proved to be a very competitive
classifier, in this chapter it is tested against the most commonly used credit scoring statistical
†Part of the work presented in this chapter has been previously published (Leung, Cheong & Cheong 2007a).
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and intelligent systems techniques. This is done on three different sets of credit scoring data.
This chapter is organised as follows. Section 5.2 provides an explanation on how the exper-
iments are performed, whilst Section 5.3 outlines details of the tests performed, analysis and
results obtained. Section 5.4 concludes the chapter.
5.2 SAIS Scorecard
The minimum distance classification method of SAIS was found to be by far the most con-
sistently performing method compared to the discriminant analysis and polynomial techniques
(refer to Chapter 2). Therefore, in this chapter SAIS uses the minimum distance classification
method for building a scorecard.
The performance of SAIS is tested on three consumer credit datasets: Australian, German and
Thomas credit approval datasets. The first two datasets (Australian and German) are publicly
available benchmark datasets from the University of California Irvine (Blake & Merz 1998).
They have also been used in the Statlog project, which is designed to test and evaluate statistical
and logical learning algorithms on large-scale and commercially important applications, such
as classification and prediction, in order to determine to what extent the various techniques
meet industry needs (Michie, Spiegelhalter & Taylor 1994). The objectives of the project are
threefold (Michie et al. 1994):
1. to provide critical performance measurements on available classification procedures;
2. to indicate the nature and scope of further development required for particular methods
to meet the expectations of industrial users;
3. to indicate the most promising avenues of development for the commercially immature
approaches.
The Thomas dataset, on the other hand, is obtained from Thomas et al. (2002).
These three datasets are selected as they have been used in a number of credit scoring studies,
making it possible to compare the performance of our scorecard against others. Table 5.1 gives
a description of these datasets. All three datasets contain different numbers of records and
variable types. However, only the Australian dataset can be considered as a near balanced
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Table 5.1: Datasets used for experiments
Number of Number of n with missingDataset
attributes Variable type records (n) Classes attributes
6 Continuous 307 goodAustralian 15 9 Categorical 690 383 bad 37
7 Continuous 700 goodGerman 20 13 Categorical 1000 300 bad -
10 Continuous 902 goodThomas 14 4 Categorical 1225 323 bad -
dataset, having a near equal distribution of ‘good’ and ‘bad’ classes. The German and Thomas
datasets are unbalanced since they have an average bad : good ratio of 1 : 2.6. By using three
types of credit scoring dataset, we are able to determine if SAIS is suitable for developing
scorecards which can be used in different environmental settings.
5.2.1 Data Preprocessing
A stepwise regression analysis is performed on the three datasets in order to select the most rel-
evant explanatory variables. An explanation of this regression method was provided in Section
2.5.2. It is chosen as the main method for variable selection because it is used by most financial
institutions in the field of credit scoring.
A full list of the predictor variables of the three datasets used in this study after data pre-
processing is shown in Table 5.2. While it was possible to obtain descriptive information on
the attributes used in the German and Thomas datasets, it was not possible to do so for the
Australian dataset due to confidentiality issues. The adjusted R2 for each dataset has also been
included. It is a measure of the percentage of explained variation in the dependent variable that
takes into account the relationship between the number of cases and the number of independent
variables in a regression model (Groebner, Shannon, Fry & Smith 2008). The Australian dataset
has the highest adjusted R2, meaning that its predictor variables are more able to explain the
dependent variable.
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Table 5.2: Attributes used for experiments
Num Australian dataset German dataset Thomas dataset
1 A2 Status of checking account Year of birth
2 A3 Duration Number of dependants
3 A4 Credit history Home phone
4 A5 Credit amount Spouse’s income
5 A6 Saving account bonds Applicant’s income
6 A8 Present employment since Residential status
7 A9 Instalment rate in percentage
of disposable income
Mortgage balance
outstanding
8 A10 Personal status and sex Outgoings on loans
9 A11 Other debtors/guarantors Outgoings on hire purchase
10 A12 Property Outgoings on credit cards
11 A14 Other instalment plans
12 A15 Housing
13 Number of existing credits at
this bank
14 Telephone
15 Foreign worker
adjusted R2 = 0.594 adjusted R2 = 0.227 adjusted R2 = 0.058
5.2.2 Experimental Procedure
A 10-fold cross-validation (CV) technique is used to partition each dataset into training and
testing sets (refer to Figure 4.6). Ten different sets of data, each containing one portion as the
testing set and nine portions as the training set, are therefore generated. SAIS is run 600 times
on the 10 training sets of each dataset and the results obtained indicate that, on average, the
performance of the classifier becomes near-constant after about 120 iterations.
The classifier is then run on the 10 testing sets of each dataset, with each set of data producing
a classification performance for SAIS. The 10 classification results are averaged to yield an
overall classification performance of the model. Since SAIS is non-deterministic in that some
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degree of randomness is used in evolving the B-cells, the results obtained are unlikely to be
similar twice. Therefore, the experiment described above is performed 10 times, that is 10×10-
fold CV, and the results obtained are again averaged.
The same training and testing sets are used by both discriminant analysis and logistic regression
and the experiments are carried out using the Statistical Package for Social Sciences1 (SPSS)
software. However, unlike in the case of SAIS, only 1×10-fold CV is performed on discrimi-
nant analysis and logistic regression. This is because these two methods are deterministic and
thus when given the same training and testing datasets, they will both always produce the same
results if used on the same set of data.
Due to the fact that feature selection is performed as part of data preprocessing and is likely
to affect the final results as compared to those obtained without any data preprocessing, the
same training and testing sets were applied to AIRS (Watkins et al. 2004), and to some of the
most common algorithms found in the Waikato Environment for Knowledge Analysis2 (WEKA)
software. WEKA contains several standard machine learning techniques and has been widely
used by researchers and industrial scientists. The objectives of the WEKA project are to (Witten
& Frank 2005):
• make machine learning techniques generally available;
• apply machine learning techniques to practical problems that matter to the New Zealand
industry;
• develop new machine learning algorithms and give them to the world;
• contribute to a theoretical framework for the field.
The description of the WEKA algorithms used in this chapter are as follows:
• J48
C4.5 decision tree learner (implements C4.5 revision 8)
• MultilayerPerceptron (MLP)
Backpropagation neural network
1http://www.spss.com
2http://www.cs.waikato.ac.nz/∼ml/weka/
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• IBk
k-nearest-neighbour classifier
• LWL
Genetic algorithm for locally weighted learning
5.2.3 Performance Measure
The ROC curves and their associated AUC and Gini coefficient are the most appropriate mea-
sure of credit scoring model performance (refer to Chapter 2). However, SAIS has so far been
designed to produce only class decisions, i.e. a ‘good’ or a ‘bad’. In other words, SAIS is a
discrete classifier and as a result cannot produce ROC curves. This is because when such a
discrete classifier is applied to the testing data, it produces a single confusion matrix (refer to
Figure 2.12), which in turn corresponds to a single ROC point (Fawcett 2003).
It should, however, be noted that while ROC curves cannot be generated, ROC graphs can be
obtained. These are two-dimensional graphs in which the true positive (TP) rate and the false
positive (FP) rate are plotted on the y- and x-axes respectively. They demonstrate the trade-offs
between benefits (TP) and costs (FP). An ROC graph is plotted for each dataset. The single
ROC point of each classifier is obtained by averaging all the TP and FP rates of each testing
dataset.
Four other performance measures, described in Section 2.6, are also used. These performance
measures and the justifications for their use are as follows:
1. Percent correctly classified (PCC)
The ‘percent correctly classified’ measure is used because other researchers, who have
worked with the three datasets used in this chapter, have also used it as their main measure
of performance. In order to ensure comparability between our experiments and theirs, this
performance measure has to be used.
2. gmean
The gmean is chosen since it has been used as a performance measure in a number of
research studies involving unbalanced datasets, as is the case for the German and Thomas
datasets which do not have an approximately equal number of ‘good’ and ‘bad’ classes.
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3. F-measure
The F-measure weighs the effectiveness and accuracy of the algorithm equally.
4. Kappa statistic
The Kappa statistic is selected since it is a common measure used in WEKA and four
WEKA algorithms are used and compared against SAIS.
5.3 Data Analysis and Results
Two different sets of experiments are performed. Both are carried out using the experimental
procedures described in Section 5.2.2. The only difference is that in the first set of experiments
(referred to as ‘experiment 1’ hereafter in this chapter), the number of records in the three
datasets is not modified, rather the datasets are used irrespective of whether they are balanced
or unbalanced. Given that most credit scoring datasets are highly unbalanced, experiment 1 is
carried out to investigate the suitability of our model in real environmental settings.
To be able to obtain a better representation of the performance of the scorecards, a second set
of experiments is performed (referred to as ‘experiment 2’ hereafter in this chapter). The Ger-
man and Thomas datasets, which are both unbalanced datasets, are modified so that they both
contain 50% ‘good’ and 50% ‘bad’ classes. This is achieved by taking all the ‘bad’ cases and
randomly selecting an equal amount of ‘good’ cases.
The results obtained for discriminant analysis, logistic regression, J48, MLP, IBk, LWL, AIRS
and SAIS when applied to the three different datasets are analysed and discussed in the follow-
ing sections.
5.3.1 Experiment 1
The analysis of the data and results for experiment 1 are dicussed in this section.
5.3.1.1 Australian Dataset
Based on the experiments performed, it is found that for the Australian dataset, which has a
near equal distribution of ‘good’ and ‘bad’ classes, SAIS is a very competitive classifier, being
ranked second when considering the F-measure and Kappa statistic, and third when taking into
account the ‘percent correctly classified’ and gmean (see Table 5.3). The difference in the four
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Table 5.3: Results for Australian dataset
Model PCC Model gmean Model F-meas. Model Kappa
AIRS 85.5% AIRS 85.5% LWL 84.8% LWL 71.2%
(0.037) (0.036) (0.063) (0.095)
LWL 85.5% LWL 85.5% SAIS 84.8% SAIS 71.1%
(0.046) (0.053) (0.066) (0.101)
SAIS 85.5% SAIS 85.4% AIRS 84.1% AIRS 70.8%
(0.048) (0.046) (0.042) (0.074)
J48 84.9% J48 84.6% J48 82.6% J48 69.1%
(0.034) (0.038) (0.045) (0.071)
LR 83.9% LR 84.3% LR 82.5% LR 67.7%
(0.054) (0.048) (0.077) (0.111)
DA 83.2% DA 83.7% DA 82.3% DA 66.4%
(0.053) (0.047) (0.072) (0.106)
MLP 83.0% MLP 82.7% MLP 80.7% MLP 65.4%
(0.039) (0.048) (0.061) (0.086)
IBk 82.5% IBk 82.0% IBk 79.8% IBk 63.8%
(0.036) (0.045) (0.059) (0.083)
( ) - Standard deviation
performance measures between SAIS and the best classifier is only marginal (≈ 0.1%). How-
ever, when compared to the statistical techniques (discriminant analysis and logistic regression),
SAIS outperforms both techniques by an average of about 2.5% in all performance measures.
In order to determine whether there are significant differences between the means of the per-
formance measures of the different models, statistical tests of significance must be performed.
However, the different means, as shown in Table 5.3, cannot be tested since there is a lot of
overlapping in the training sets of a 10-fold CV, resulting in multicollinearity. To address this
issue, the means of the performance measures of the models are tested across each fold, after
which the probability of obtaining a significant difference can be determined since 10 folds are
available for testing. However, to perform the statistical tests across each fold, more obser-
vations are required. A 1×10-fold CV, which is applied to all models except SAIS (refer to
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Section 5.2.2) and which generates one observation per fold, is not sufficient. As such, similar
to the testing of SAIS, a 10×10-fold CV technique is instead used to train and test the other
models to produce 10 observations per fold.
Since the results do not follow a normal distribution, they are tested using a non-parametric test
equivalent to analysis of variance (ANOVA). In this study, the Kruskal-Wallis test (Groebner
et al. 2008) is adopted and, like most non-parametric tests, it is performed on ranked data.
Therefore, the actual observations are converted to their ranks in the overall dataset. However,
in so doing, there is a loss of information, making it a less powerful test when compared to
ANOVA. The results (p-values) obtained are shown in Table 5.4 and for all the measures of per-
Table 5.4: Kruskal-Wallis results for Australian dataset
Fold PCC gmean F-measure Kappa
1 0.464 0.304 0.278 0.382
2 0.790 0.851 0.655 0.772
3 0.319 0.550 0.019∗ 0.326
4 0.015∗ 0.018∗ 0.026∗ 0.016∗
5 0.027∗ 0.047∗ 0.055 0.027∗
6 0.820 0.770 0.632 0.797
7 0.906 0.900 0.763 0.888
8 0.001∗ 0.000∗ 0.000∗ 0.000∗
9 0.723 0.757 0.354 0.634
10 0.000∗ 0.001∗ 0.001∗ 0.000∗
* - 5% confidence level
formance, only four, out of 10, observations result in a significant difference at a 5% confidence
level, as indicated by the star (*) symbol. Hence, there is only a 40% probability of having a
significant difference in all performance measures.
In order to determine whether there is a statistical difference between SAIS and the other
models, the Kolmogorov-Smirnov test (Smirnov 1948, Kolmogorov 1941), which is a non-
parametric test equivalent to the t-test, is performed on all the 16 observations (observations with
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star (*) symbol in Table 5.4) that have a significant difference. An example of the Kolmogorov-
Smirnov results on the ‘percent correctly classified’ performance measure (fold 5) is depicted in
Table 5.5. The results reveal that there is a significant difference between the ‘percent correctly
Table 5.5: Kolmogorov-Smirnov results for PCC performance measure
DA LR MLP IBk LWL J48 AIRS
SAIS 0.993 0.910 0.198 0.086 0.990 0.827 0.493
classified’ measure of SAIS and IBk at 10% confidence level since the value obtained (0.086)
is in the range of 0.050 to 0.100. In regards to the other performance measures, the outcomes
of the Kolmogorov-Smirnov tests for all the performance measures are as follows:
• Fold 3
– Significant difference between SAIS and AIRS at a 5% confidence level in F-measure
• Fold 4
– Significant difference between SAIS and AIRS at a 5% confidence level in all per-
formance measures
• Fold 5
– Significant difference between SAIS and IBk at a 10% confidence level in ‘percent
correctly classified’
– Significant difference between SAIS and IBk at a 5% confidence level in gmean
– Significant difference between SAIS and MLP at a 10% confidence level, and SAIS
and IBk at a 5% confidence level in Kappa
• Fold 8
– Significant difference between SAIS and J48 at a 10% confidence level in all per-
formance measures
– Significant difference between SAIS and MLP and IBk at a 10% confidence level in
F-measure
• Fold 10
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– Significant difference between SAIS and AIRS at a 5% confidence level in all per-
formance measures
However, the probability of these significant differences among the performance measures oc-
curring is only 40%, which is quite low. Therefore, even though the results in Table 5.3 indicate
that LWL is the best classifier, the statistical tests show that the performances of all the different
models are not significantly different from each other.
It should also be noted that we have experimented using these statistical tests of significance on
other datasets and have obtained similar results, that is, a low probability of having a significant
difference. We expect to obtain similar statistical results for the rest of the experiments to be
carried out in this chapter and, consequently these tests are not carried out on the remaining
datasets.
The results shown in Table 5.3 are supported by the ROC graph (see Figure 5.1) which indi-
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Figure 5.1: ROC graph for Australian dataset
cates that LWL, AIRS, SAIS and J48 are the four better classifiers since they are closer to the
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point (0,1), which represents perfect classification. It should be noted that the closer a point is
to the point (0,1), the better the classification; the closer it is to the point (1,0), the worse the
classification; and if it is close to the diagonal line, the classification performance is no better
than random guessing.
As mentioned previously, the Australian dataset was also used in the Statlog project. Table 5.6
shows the ‘percent correctly classified’ performance measure of the different classifiers used in
the Statlog project. In order to ensure comparability with these other classifiers, the Australian
dataset is used in its original format, that is, no attribute selection technique is applied to it. Our
model is ranked third, with a difference of only 0.7% from the best model.
5.3.1.2 German Dataset
Table 5.7 presents the results obtained by the experiments performed on the German dataset. In
this case, logistic regression seems to be the best classifier with the highest ‘percent correctly
classified’, F-measure and Kappa statistic, and with SAIS being second best overall. In com-
parison to the statistical techniques, while discriminant analysis has the worst ‘percent correctly
classified’ (71.6%), it has the highest gmean value, indicating that it can more accurately predict
‘bad’ classes compared to logistic regression and SAIS.
An interesting result worth noting in this experiment is related to LWL. While the latter was
ranked first overall for the Australian dataset, which has approximately the same number of
‘good’ and ‘bad’ classes, its gmean cannot be obtained and its Kappa statistic is 0% for the
German dataset, which is an unbalanced one. The reason why its gmean cannot be calculated
is because it fails to predict the ‘bad’ classes (refer to Table 5.8) such that BT is 0. As a result,
the specificity and gmean cannot be generated (refer to Equations 2.7 and 2.11).
The ROC graph (see Figure 5.2) again confirms the results shown in Table 5.7 by demonstrating
that logistic regression performs better than SAIS since it is closer to the point (0,1). Compared
to the rest of the classifiers, logistic regression and SAIS are both said to be ‘conservative’ in
that they make positive classifications only where there is strong evidence. They therefore make
few FP errors, but they also very often have low TP rates (Fawcett 2003). Table 5.9 shows the
confusion matrix of a conservative classifier, logistic regression in this case.
Instead of having the ‘percent correctly classified’ as the main performance measure, the Statlog
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Table 5.6: Comparative results for Australian dataset — Statlog project (Duch 2000, Michie
et al. 1994)
Rank Classifier PCC
1 Cal5 86.9%
2 ITrule 86.3%
3 SAIS 86.2%
4 DIPOL92 85.9%
5 CART 85.5%
6 RBF 85.5%
7 CASTLE 85.2%
8 Naive Bayes 84.9%
9 IndCART 84.8%
10 Backprop 84.6%
11 C4.5 84.5%
12 SMART 84.2%
13 Baytree 82.9%
14 k-NN 81.9%
15 NewID 81.9%
16 Acsquare 81.9%
17 LVQ 80.3%
18 ALLOC80 79.9%
19 CN2 79.6%
20 Quadisc 79.3%
21 Default 56.0%
project results for the German dataset are associated with cost whereby the cost of classifying a
‘bad’ debtor as ‘good’ is five times more than the opposite (see Table 5.10). For comparability,
the results of this research are converted to the average cost. This is achieved by multiplying
the confusion matrix by the cost matrix, summing the entries and dividing by the number of
observations (Michie et al. 1994).
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Table 5.7: Results for German dataset
Model PCC Model gmean Model F-meas. Model Kappa
LR 76.1% DA 65.9% LR 83.8% LR 38.0%
(0.032) (0.034) (0.025) (0.0820
SAIS 75.4% LR 64.1% SAIS 83.3% DA 37.5%
(0.051) (0.052) (0.034) (0.064)
AIRS 71.9% J48 64.0% LWL 82.3 SAIS 35.9%
(0.048) (0.044) (0.025) (0.159)
DA 71.6% SAIS 63.7% AIRS 80.8% MLP 28.1%
(0.032) (0.113) (0.038) (0.084)
J48 71.3% MLP 62.4% J48 80.1% J48 27.9%
(0.037) (0.049) (0.033) (0.077)
MLP 70.1% IBk 61.1% IBk 78.7% AIRS 27.8%
(0.038) (0.044) (0.028) (0.132)
LWL 70.0% AIRS 58.7% MLP 78.4% IBk 24.5%
(0.037) (0.082) (0.036) (0.073)
IBk 69.7% LWL N/A DA 77.7% LWL 0.00%
(0.027) (N/A) (0.034) (0.000)
( ) - Standard deviation
Table 5.8: Average confusion matrix LWL on German dataset
0 1
0 0 0
1 30 70
The results obtained are displayed in Table 5.11. Discriminant analysis recorded the lowest
average cost, at 65%. Such a low cost was obtained because it is considered to be ‘liberal’. It
therefore makes positive classifications with weak evidence, thereby classifying nearly all pos-
itive correctly and very often having low FN rates. SAIS is ranked third with an average cost of
89%.
While discriminant analysis only recorded a ‘percent correctly classified’ value of 71.6%, which
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Figure 5.2: ROC graph for German dataset
Table 5.9: Confusion matrix of a conservative classifier (logistic regression)
g b
g 14 8
b 16 62
is 4.5% less than that recorded by logistic regression, it was ranked first in the cost analysis. This
leads to the conclusion that the ‘percent correctly classified’ measure can be a very misleading
performance measure when assessing unbalanced datasets. To support this conclusion, another
set of experiments is performed on an unbalanced dataset with 7.3% of ‘bad’ classes and 92.7%
of ‘good’ classes. A logistic regression technique is applied to this dataset. An overall ‘percent
Table 5.10: Cost matrix for German dataset
g b
g - 5
b 1 -
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Table 5.11: Cost results for German dataset
Rank Classifier Cost
1 DA 65.0%
2 LR 88.0%
3 SAIS 89.0%
4 MLP 90.0%
5 AIRS 96.0%
6 J48 97.0%
7 IBK 98.0%
8 LWL 150.0%
correctly classified’ value of 92.5% is obtained, with a ‘percent correctly classified’ value of
99% for predicting the ‘good’ classes; however, the model fails to accurately predict the ‘bad’
classes (less than 1%). While a high ‘percent correctly classified’ value usually indicates good
performance, a low F-measure value is obtained since the TN rate is low. This in turn indicates
that the effectiveness of this model on this dataset is very low.
It is interesting to note that ‘percent correctly classified’ can be a misleading performance mea-
sure for unbalanced datasets, nevertheless most studies still use it. This study also made use of
‘percent correctly classified’ as one of its performance measures; however, this was primarily
done for comparison purposes.
In order to gain an insight into the performance of other classifiers which used the German
dataset, the cost results of the classifiers of the Statlog project are outlined in Table 5.12. Similar
to the Australian dataset, we have to use the German dataset in its original format (without
variable selection) so that SAIS can be compared against the other classifiers. Our model is
among the top 10 classifiers, with a cost of 61.6%.
5.3.1.3 Thomas Dataset
The results obtained for the Thomas dataset are presented in Table 5.13 and the findings are
very similar to those obtained for the German dataset. Discriminant analysis has the lowest
‘percent correctly classified’ and yet, it has the highest F-measure and Kappa statistic values.
132
Table 5.12: Comparative cost results for German dataset — Statlog project (Duch 2000, Michie
et al. 1994)
Rank Classifier Cost
1 CASTLE 58.3%
2 ALLOC80 58.4%
3 DIPOL92 59.9%
4 SMART 60.1%
5 Cal5 60.3%
6 CART 61.3%
7 SAIS 61.6%
8 Quadisc 61.9%
9 k-NN 69.4%
10 Default 70.0%
11 Naive Bayes 70.3%
12 IndCART 76.1%
13 Backprop 77.2%
14 Baytree 77.8%
15 CN2 85.6%
16 AC 87.8%
17 ITrule 87.9%
18 NewID 92.5%
19 LVQ 96.3%
20 RBF 97.1%
21 C4.5 98.5%
22 Kohonen 116.0%
SAIS records the highest ‘percent correctly classified’ and gmean values.
The ROC graph (see Figure 5.3) also shows that the eight models are far from being good clas-
sifiers since their ROC points are far from point (0,1). However, it would be wrong to suggest
that these models are bad classifiers since they have performed well for the Australian and Ger-
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Table 5.13: Results for Thomas dataset
Model PCC Model gmean Model F-meas. Model Kappa
SAIS 74.3% SAIS 67.5% DA 41.9% DA 15.1%
(0.027) (0.093) (0.093) (0.115)
LR 74.2% LR 67.3% AIRS 33.9% AIRS 12.8%
(0.034) (0.092) (0.071) (0.101)
LWL 73.2% DA 58.0% IBk 34.1% IBk 12.3%
(0.028) (0.080) (0.079) (0.123)
MLP 72.2% MLP 57.9% MLP 23.1% SAIS 11.8%
(0.030) (0.083) (0.056) (0.071)
J48 71.9% IBk 54.7% SAIS 20.3% MLP 10.5%
(0.035) (0.134) (0.093) (0.057)
AIRS 67.5% J48 52.5% J48 16.7% LR 9.5%
(0.050) (0.108) (0.086) (0.080)
IBk 66.6% AIRS 50.2% LR 16.4% J48 5.3%
(0.066) (0.075) (0.090) (0.071)
DA 61.5% LWL 40.4% LWL 9.1% LWL 0.7%
(0.051) (0.242) (0.039) (0.022)
( ) - Standard deviation
man datasets. The main reason for such behaviour can be explained by the adjusted R2 (refer
to Table 5.2). Since the Thomas dataset has a very low adjusted R2 compared to the Australian
dataset, most of its attributes are less likely to affect the dependent variable. This indicates that
from the data available in the Thomas dataset, it was hard for the models to predict accurately,
explaining why such an ROC graph and low F-measure values are obtained.
Readers should be aware that only a few studies make use of the Thomas dataset, probably
because it is not publicly available, and that we were able to find only two such studies (Lai, Yu,
Zhou & Wang 2006, Wang, Wang & Lai 2005). However, our SAIS scorecard is not comparable
to those used in these studies as the Thomas dataset was manipulated in the two studies by
tripling the number of observed ‘bad’ creditors. While a near equal distribution of ‘good’ and
‘bad’ applicants was obtained, redundant cases, and thus bias were also introduced into the
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Figure 5.3: ROC graph for Thomas dataset
dataset. In addition, the dataset used by Lai et al. (2006) was preprocessed to have a mean of
zero and a standard deviation of one.
5.3.1.4 Discussion
In light of the previous analysis and despite the fact that statistical tests suggest that there are no
significant differences among the means of the performance measures of the different models,
it can be said that SAIS is among the most consistent classifiers as indicated by the values in
Tables 5.3, 5.7 and 5.13. When unbalanced datasets are involved, the performance of SAIS and
other classifiers used decreases due to their inability to correctly classify ‘bad’ classes. The
Kappa statistic, for instance, decreases from an average of 67.6% for a balanced dataset to an
average of 19.9% for an unbalanced one, indicating that the proportion of agreement beyond
that expected by chance decreases. Because of the ‘chance’ effect that may occur in unbalanced
datasets as indicated by the Kappa statistic, a misleading representation of the true capability
of the classifiers might have been obtained. Experiment 2 is carried out in order to achieve a
better representation of the performance of our scorecards, as is discussed in the next section.
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Readers should also be aware that the confusion matrix obtained for each dataset when using
the eight different techniques is presented in Table A.2 of Appendix A.
5.3.2 Experiment 2
As previously mentioned in Section 5.3, experiment 2 is carried out on only the German and
Thomas datasets, which are unbalanced datasets. They are both modified so that each has an
equal proportion of ‘good’ and ‘bad’ classes.
For the German dataset (see Table 5.14 and Figure 5.4), discriminant analysis appears to be
Table 5.14: Results for German evenly distributed dataset
Model PCC Model gmean Model F-meas. Model Kappa
DA 72.7% DA 72.4% DA 72.8% DA 45.0%
(0.059) (0.057) (0.066) (0.117)
SAIS 72.5% SAIS 72.3% J48 72.6% SAIS 44.6%
(0.054) (0.054) (0.053) (0.109)
J48 72.3% J48 72.3% SAIS 72.1% J48 44.6%
(0.048) (0.062) (0.062) (0.109)
LR 72.0% LR 71.8% LR 71.8% LR 43.8%
(0.065) (0.061) (0.070) (0.128)
LWL 69.3% LWL 70.9% IBk 66.3% LWL 38.5%
(0.069) (0.070) (0.040) (0.121)
MLP 66.7% MLP 66.4% MLP 65.8% MLP 33.1%
(0.057) (0.058) (0.064) (0.113)
IBk 65.7% IBk 65.6% AIRS 64.3% IBk 31.2%
(0.047) (0.048) (0.074) (0.091)
AIRS 65.0% AIRS 64.7% LWL 64.1% AIRS 29.7%
(0.072) (0.068) (0.084) (0.139)
( ) - Standard deviation
the best classifier with the highest ‘percent correctly classified’, gmean, F-measure and being
closer to the point (0,1). The difference in the performances between discriminant analysis and
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Figure 5.4: ROC graph for German evenly distributed dataset
SAIS is very small (≈ 0.35% on average).
As for the Thomas dataset, SAIS was ranked third with slight differences in its performance
from the best model; however, it outperforms the other two statistical techniques as indicated in
Table 5.15 and Figure 5.5. The F-measure values of the models also indicate a better accuracy-
effectiveness combination compared to when an unevenly distributed Thomas dataset was used.
However, as stated in Section 5.3.1.3, based on the data available in this dataset, it was difficult
for the classifiers to predict accurately and this is why these classifiers are far from the point
(0,1).
The results of the latter experiments reveal that the different performance measures (‘per-
cent correctly classified’, gmean, F-measure) are approximately equal, unlike for unbalanced
datasets where they differ substantially. Hence, for evenly distributed datasets, ‘percent cor-
rectly classified’ can be used as an appropriate measure of performance.
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Table 5.15: Results for Thomas evenly distributed dataset
Model PCC Model gmean Model F-meas. Model Kappa
MLP 61.0% MLP 61.2% MLP 64.1% MLP 21.9%
(0.060) (0.059) (0.058) (0.119)
LWL 59.0% LWL 59.9% LWL 55.8% LWL 18.7%
(0.039) (0.045) (0.051) (0.080)
SAIS 58.8% SAIS 58.7% SAIS 58.6% SAIS 17.8%
(0.046) (0.046) (0.059) (0.092)
J48 58.6% J48 58.7% J48 58.5% J48 17.3%
(0.060) (0.063) (0.083) (0.126)
LR 58.4% LR 57.9% LR 58.1% LR 16.8%
(0.069) (0.068) (0.071) (0.133)
DA 58.2% DA 57.8% DA 57.7% DA 16.5%
(0.065) (0.064) (0.071) (0.126)
IBk 53.4% IBk 53.2% IBk 53.4% IBk 6.5%
(0.075) (0.074) (0.066) (0.146)
AIRS 50.5% AIRS 50.3% AIRS 50.9% AIRS 1.1%
(0.090) (0.091) (0.096) (0.181)
( ) - Standard deviation
5.3.3 Discussion
Most real credit scoring datasets are unbalanced datasets. However, what is to be included
in the training dataset remains the decision of the credit analyst and the financial institution.
In this chapter, both balanced and unbalanced datasets were used. Our SAIS algorithm and
classifier were implemented as a scorecard and its performance in comparison to other similar
algorithms and the most commonly used statistical techniques used for credit scoring was tested
on three different datasets. The findings indicate that for datasets with a near equal distribution
of ‘good’ and ‘bad’ classes, SAIS proves to be a very competitive classifier compared to the
statistical techniques (refer to Tables 5.3, 5.7 and 5.13).
Similarly, for unbalanced datasets, SAIS performed well with the highest ‘percent correctly
classified’ measure for the Thomas dataset and the second highest for the German dataset (refer
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Figure 5.5: ROC graph for Thomas evenly distributed dataset
to Tables 5.13 and 5.7). However, as mentioned in Section 5.3.1.2, the ‘percent correctly clas-
sified’ is not an appropriate measure of performance when it comes to unbalanced datasets.
Statistical tests of significance demonstrate that the intelligent systems techniques, including
SAIS, do not perform any worse or any better compared to the statistical models used in
this study. These results are also supported by several studies (Hand & Henley 1997, Davis
et al. 1992) which have concluded that the various techniques used, including recursive parti-
tioning and neural networks, all performed at the same level of classification accuracy. This is
perhaps why financial institutions are still using traditional statistical techniques such as logistic
regression for credit scoring. These techniques are also robust, readily available, widely utilised
and easy to use.
SAIS was designed to produce better-performing scorecard. However, the fact that SAIS per-
forms as well as the statistical techniques suggests that perhaps one or more of the most relevant
attributes of the datasets were not used. It should be noted that while a stepwise regression
technique was used to select the most appropriate attributes, this technique is linear and as such
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would be suitable for linear models such as discriminant analysis and logistic regression. How-
ever, SAIS is a nonlinear model and therefore perhaps the datasets used were not well suited to
this model.
Another possible reason for the performance of SAIS to be on the same level as the other models
could be attributed to the power of statistical analysis. In this regard, power is the probability
that statistical significance will be indicated if it is present (Hair et al. 2006), and one of its main
determining factors is sample size, which was quite small in this study. A larger sample size
will generally lead to parameter estimates with smaller variances, thereby allowing more for the
detection of significant differences.
Even though SAIS did not outperform the other classifiers, there are still many reasons for its
application as a scorecard, including that it is simple as it generates the most compact classifier
possible, and scalable since it has a linear computational complexity (Leung et al. 2007b). How-
ever, it is not appropriate for all types of datasets. Perhaps, more experiments and tests need to
be performed as future work in order to test and validate the performance of SAIS in more depth.
5.4 Summary
In this chapter, a new scorecard was developed using our classifier system (SAIS). It was tested
on three different consumer credit datasets. Two different sets of experiments were performed:
one with balanced datasets and the other with unbalanced datasets. Our model was also com-
pared with the most commonly used statistical as well other intelligent systems techniques.
In terms of scorecard assessment, several performance measures were used. However, the most
suitable credit scoring measure, which comprises the ROC curves and their associated AUC and
Gini coefficient, could not be used because of the way SAIS is designed.
Another important point revealed in this chapter is that the use of new techniques, including
AIS, are not likely to improve scorecard performance. Instead, it is believed that the use of
better predictor variables may help in developing better performing scorecards. In light of this,
in the next chapter several variable selection techniques that could be used in the field of credit
scoring will be investigated and their results will be applied to SAIS. An attempt will also be
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made to modify SAIS so that it is able to produce a score for each instance in order to generate
ROC curves.
Chapter 6
VARIABLE SELECTION IN CREDIT
SCORING†
6.1 Introduction
As found in Chapter 5, the use of better predictor variables can improve scorecard performance.
Thus, the main objective of this chapter is to investigate the use of several variable selection
techniques for credit scoring. Four variable selection techniques will be explored in this chap-
ter. They are stepwise regression, factor analysis, variable clustering, and partial least squares.
Our SAIS scorecard has also proved to be quite competitive when measured in terms of the
‘percent correctly classified’ measure and used on a balanced dataset. However, when an un-
balanced dataset1 is used, the ‘percent correctly classified’ measure becomes unreliable as indi-
cated by our findings in Chapter 5. The Gini coefficient, which is unaffected by the unbalanced
nature of datasets, is probably the most appropriate measure of performance in credit scoring
as it is used by most financial institutions for evaluating scorecards. However, our SAIS score-
card model has so far been designed to produce a class decision for each credit applicant and
as such, is not able to generate the Gini coefficient. Hence, the other aim of this chapter is
to investigate the suitability of SAIS as a practical scorecard, which is capable of generating a
Gini coefficient. SAIS will be modified so that it is able to generate a score, as opposed to a
classification decision (refer to Chapter 5), for each credit applicant. The score can, in turn, be
†Part of the work presented in this chapter has been previously published (Leung, Cheong, Cheong, O’Farrell
& Tissington 2008a, Leung, Cheong, Cheong, O’Farrell & Tissington 2008c).
1It should be noted that most real-world credit scoring datasets are highly unbalanced.
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used to calculate the Gini coefficient. Our model will be compared to logistic regression, which
is the most widely used statistical technique among financial institutions for credit scoring, and
AIRS, which is a benchmark artificial immune system technique.
Therefore, in this chapter, several variable selection techniques will be compared and their
results will be used as inputs to scorecards. The scorecards will, in turn, be developed using
the following classification techniques: logistic regression, AIRS and SAIS. The same set of
real-world data, which was described in Chapter 3, will be used.
6.2 Methodology
This section contains two parts. The first part (Section 6.2.1) is concerned with variable selec-
tion techniques. Although five different variable selection techniques were presented in Chapter
2, only four are used in this chapter. These are 1) stepwise regression, 2) factor analysis, 3)
variable clustering, and 4) partial least squares. The implementation of these four techniques
is discussed in the remainder of this section. The pairwise correlation method is not used as it
does not produce any tests of statistical significance. It also examines only one pair of variables
at a time and, given the large number of variables found in real-world credit scoring datasets,
pairwise correlation is not very practical.
The second part (Section 6.2.2) deals with the different classification methods used to develop
scorecards. A description of the modifications made to SAIS so that it is able to generate a Gini
coefficient is provided. Moreover, since SAIS is compared with AIRS and the latter can only
generate class decisions, it also needs to be altered in order to generate a Gini coefficient. This
adjustment is also discussed.
6.2.1 Variable Selection Techniques
The implementation of the four variable selection techniques used in this chapter is discussed
in the following sections.
6.2.1.1 Stepwise Regression
Stepwise regression is one of the most popular variable selection techniques, whereby predictor
variables are added or removed on the basis of the F-statistics (refer to Section 2.5.2). Since
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stepwise regression is widely used in practice and is probably the preferred method in credit
scoring, it will be used as the benchmark technique against which the other variable selection
techniques will be compared.
6.2.1.2 Factor Analysis
Factor analysis is a standard variable selection technique that can identify a large number of in-
terrelated sets of variables and group them into a smaller set of factors. Since its aim is to iden-
tify interrelated variables, it is necessary to ensure that there is some degree of multicollinearity
in the dataset before performing factor analysis. Several ‘overall measures of inter-correlation’
approaches are available. Two such approaches, which are used in this chapter, are that of
Kaiser-Meyer-Olkin and Bartlett’s Test of Sphericity.
1. Kaiser-Meyer-Olkin (KMO)
This is a statistic that indicates the proportion of variance among the variables that might
be caused by underlying factors. It ranges from 0 to 1, where 1 indicates that each variable
is perfectly predicted without errors by the other variables. This index can be interpreted
with the guidelines as shown in Table 6.1.
Table 6.1: KMO interpretation guidelines (Kaiser 1974, Kaiser 1970)
KMO Value Guideline
0.90 to 1.00 Marvelous
0.80 to 0.89 Meritorious
0.70 to 0.79 Middling
0.60 to 0.69 Mediocre
0.50 to 0.59 Miserable
0.00 to 0.49 Unacceptable
2. Bartlett’s Test of Sphericity
This is a statistical test used to test the presence of correlations among variables. It pro-
vides statistical significance that the correlation matrix has significant correlation among
at least some of the variables (Hair et al. 2006).
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There are different methods of extracting factors from a set of data. Principal component anal-
ysis (PCA) is one of the most popular extraction methods used by researchers. Indeed, in a
survey done on 1,700 studies, it was found that more than half of these studies used PCA as
the main factor analysis extraction method for data analysis (Osborne & Costello 2005). PCA
has become the norm in the factor analysis literature and is often the default method in many
popular statistical software packages such as SPSS. However, there are disagreements among
statistical theorists about when PCA should be used, if at all, since it is not a true factor anal-
ysis method. While some (Widaman 1993, MacCallum & Tucker 1991, Mulaik 1990) argue
for the restricted use of PCA in favour of a true factor analysis method, others (Schonemann
1990, Steiger 1990, Velicer & Jackson 1990) assert just the opposite. Readers are referred to
the study by Osborne & Costello (2005) for a full discussion on the differences between PCA
and factor analysis. It has been suggested that factor analysis is preferable to PCA (Osborne &
Costello 2005), and thus it was chosen for this research.
There are several factor analysis extraction methods. It is argued that if the data is normally
distributed, the maximum likelihood method is the best choice for factor extraction since:
‘it allows for the computation of a wide range of indexes of the goodness of fit
of the model [and] permits statistical significance testing of factor loadings and
correlations among factors and the computation of confidence intervals.’ (Fabrigar,
Wegener, MacCallum & Strahan 1999, p. 277)
The principal axis factor method is recommended in the event that the data is not normally
distributed. In general, maximum likelihood or principal axis factors will give the best results,
depending on whether the data is generally normally distributed or significantly non-normally
distributed, respectively.
As mentioned in Section 2.5.3, the interpretation of the factors extracted can be improved by
performing a factor rotation, which simplifies and clarifies the data structure. There are two
primary methods of factor rotation: orthogonal rotations, which produce factors that are uncor-
related; and oblique methods, which allow the factors to correlate. Since orthogonal rotation
produces more easily interpretable results, the varimax rotation, which is by far the most com-
mon orthogonal method, was used in this research.
145
6.2.1.3 Variable Clustering
As with factor analysis, variable clustering has been used as a variable selection technique in
many different areas to select the best group of variables. However, its application in the field
of credit scoring is fairly limited.
The goal of variable clustering is to divide a dataset into groups that share similar characteris-
tics, such that observations in a group are as similar as possible and as dissimilar to observations
in another group. The variable clustering algorithm used in this research study is the VARCLUS
algorithm, which can be obtained from the SAS2 package. It is closely related to PCA; however,
the way in which the factors/clusters are formed is very different. The VARCLUS procedure is
both a divisive and iterative one in that it begins with one cluster containing all the variables and
recursively splits existing clusters into two subclusters if the second eigenvalue3 for the cluster
is greater than a specified threshold. It does so by computing the first two principal components
and assigning each variable to the component with which it has the highest squared correlation.
A testing procedure is then performed to check if assigning each variable to a different cluster
increases the amount of variance explained. If a variable is assigned to a different cluster, the
components of the two clusters involved are recomputed before the next variable is tested (SAS
Institute Inc. 1999). The algorithm stops when the maximum number of clusters is attained or
when a certain percentage of variation explained is reached. Readers are referred to the SAS
report (SAS Institute Inc. 1999) for more information on the VARCLUS algorithm.
The use of cluster analysis of variables has been advocated as a means of selecting subsets of
variables (Jolliffe 2002). Indeed, once the variables are clustered into groups such that attributes
in each group reflect the same or very similar aspects, the credit analyst may choose to select
one variable from each group. The decision as to which variable to select can be based on statis-
tical considerations such as the variance of the attributes as well as on practical considerations
such as ease of interpretation and understanding by the practitioners (Sahmer & Qannari 2008).
In the clustering literature, there exists a rule of thumb for selecting the cluster representative.
That rule dictates the selection of the variable with the minimum value of (1 − R2ratio) as the
2SAS is the leader in business analytics software and services and the largest independent vendor in the business
intelligence market.
3The eigenvalue represents the amount of variance accounted for by a factor or cluster.
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cluster representative. This is defined as:
(1−R2ratio) =
(
(1−R2own)
(1−R2nearest)
)
(6.1)
Intuitively, there is a need to select the cluster representative which is as closely correlated to
its own cluster (1− R2own) and as uncorrelated to the nearest cluster (1− R2nearest). Therefore,
the optimal representative of a cluster is a variable where (1− R2ratio) tends to zero (Sanche &
Lonergan 2006).
Even though the VARCLUS method provides statistical measures that guide the credit analyst
to choose the one best variable from each cluster, there are reasons for using more than one
variable per cluster. One of these reasons could be that one extra variable may provide better
intuitive interpretation of the scorecard. To select the next best variable in a cluster, the variable
with the next lowest value of (1−R2ratio) is chosen.
6.2.1.4 Partial Least Squares
The last variable selection technique used in this chapter is partial least squares (PLS), which
was discussed in Section 2.5.5. While it may be used as a regression model for prediction pur-
poses, in this research it is largely used as an exploratory analysis technique for selecting the
most relevant predictor variables.
The outcomes of PLS are very similar to those of factor analysis; however, unlike factor analy-
sis, the results of PLS do not specify how many factors to retain. There is no one criterion for
deciding how many factors to keep; however, some common criteria used today are:
• Cross-validation (CV): cross-validate the model with increasing numbers of factors and
then choose the number with the minimum prediction error on the validation set. CV
has become the standard criteria and is now incorporated into most PLS software. A
good discussion of CV is offered by Clark & Cramer-III (1993) and Wakeling & Morris
(1993).
• Identify the model with the lowest prediction error, and then choose the model with the
least number of factors whose residuals are not significantly greater than that of the lowest
prediction error model (Voet 1994).
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Since this study is more interested in finding the most appropriate predictor variables (in their
original form) rather than the PLS factors, the Variable Importance for Projection (VIP) crite-
ria, which offers an effective way for recommendations to be made regarding variable selection,
will be used. Indeed, the VIP coefficients, obtained by the partial least squares (PLS) regression,
are receiving increasing attention these days as an importance measure of each explanatory or
predictor variable (Wold, Sjostrom & Eriksson 2001).
The VIP coefficients represent the value of each predictor in fitting the PLS model for both
predictors and responses. They thus represent the importance of each X variable in fitting both
the X and Y scores, since the Y scores are predicted from the X scores (Morrison 2004). As a
rule of thumb (Wold 1994), any independent variable with: (a) a small VIP coefficient (< 0.8)
and (b) a small regression coefficient in absolute size becomes a prime candidate for deletion.
As such, credit analysts can select a subset of the predictors for inclusion in the scorecards
based on the VIP coefficients.
6.2.2 Classification Techniques
As mentioned in Section 6.1, the scorecard will be developed using three different classification
methods: logistic regression, AIRS and SAIS. These techniques, along with the modifications
made to them, are discussed in the next sections.
6.2.2.1 Logistic Regression
Logistic regression has been discussed and used in the previous chapters. From the many exper-
iments performed using this statistical classification technique, it was found that the calculation
of the AUC, and hence of the Gini coefficient, poses no problems since it is able to generate
scores as output. The score is representative of the likelihood that a particular case (e.g. credit
applicant) belongs to a member of a class.
6.2.2.2 Simple Artificial Immune System
SAIS is able to produce only class decisions (i.e. ‘good’ or ‘bad’) (Leung et al. 2007b). As
such, the ROC curves and their corresponding AUC and Gini coefficient cannot be generated.
In order to resolve this issue, two modifications are made to SAIS so that it can produce a score:
1. The first modification concerns the minimum distance method, which was found to be by
far the most consistent method compared to SAIS versions of discriminant analysis and
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polynomial techniques. The minimum distance method makes use of the heterogeneous
Euclidean-overlap metric (HEOM) distance function. However, Euclidean distance is
unsatisfactory for most statistical purposes since each variable contributes equally to the
calculation of the distance (Johnson & Wichern 2002). A statistical distance that accounts
for differences in variation is therefore proposed. One way to achieve this is to divide each
variable by the sample standard deviation, thereby standardising the variables, placing
them on an equal footing with one another. The statistical distance is defined as follows:
Dtotal(x1, x2) =
√√√√ n∑
i=1
(
Ded(x1,i, x2,i)2
σ(x2,i)2
)
(6.2)
where Dtotal is the total distance, x1 is an exemplar, x2 is an antigen (training data), n is
the number of attributes, σ is the standard deviation and Ded is the Euclidean distance.
2. The second modification is made in order to generate the degree of confidence (score) that
a particular case belongs to a member of a particular class. By using the two distances
obtained from both exemplars Good and Bad4, the degree of confidence or score can be
calculated as follows:
SGood =
(
DBad
DGood +DBad
)
(6.3)
SBad =
(
DGood
DGood +DBad
)
(6.4)
The score for the Good exemplar, for instance, is equal to the distance of the Bad exemplar
divided by the total distances of the Good and Bad exemplars. Based on Equations 6.3
and 6.4, the sum of both scores (SGood and SBad) is equal to one. The degree of confidence
or score is then used to calculate the Gini coefficient.
6.2.2.3 Artificial Immune Recognition System
AIRS is also a strong classification tool as demonstrated by the experiments performed by
Watkins et al. (2004). Moreover, as with SAIS, its outcome is a class decision. Hence, there is
4It should be noted that this research makes use of one exemplar per class and since there are two classes, two
exemplars are generated by the model.
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a need to make some adjustments in order to generate the Gini coefficient.
The AIRS algorithm was not modified. Since AIRS makes use of the k-nearest neighbour
concept, the only change that was done was that the distance for each neighbour (k), which is
used in the class decision, was averaged. That average distance was then used as a score to
calculate the Gini coefficient. AIRS was run with the value of k (refer to system parameters of
AIRS in Watkins et al. (2004)) equal to 1, 3, 5, and 7 and then the best result was selected.
6.3 Data Analysis and Results
The credit scoring dataset used in this chapter is the same as the one used in Chapter 3 to build
a practical scorecard. The raw set of real-world data is first cleaned and discretised as described
in Sections 3.2 and 3.3. Thus, the discretised clean dataset, which is used for variable selection,
consists of 50 variables with 15,576 records.
Variable selection is then performed on the set of clean, discretised data. The resulting outcomes
of the application of each variable selection technique on the dataset are discussed next. In
addition, the performance of the 12 different scorecards is presented. Twelve scorecards are
obtained since four different sets of data are used as a result of using four variable selection
techniques, and three classification methods.
6.3.1 Stepwise Regression
The result obtained from the stepwise iteration process is the same as that obtained in Chapter
3 for building a practical scorecard. Twenty variables were chosen for scorecard development
as shown in Table 3.3.
6.3.2 Factor Analysis
As mentioned in Section 6.2.1.2, there is a need to check the ‘overall measures of inter-correlation’
before performing factor analysis. Two different tests, mentioned in Section 6.2.1.2, are per-
formed and their results are shown in Table 6.2.
• Kaiser-Meyer-Olkin
The anti-image correlation matrix is computed and only those variables with ‘measure of
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Table 6.2: Kaiser-Meyer-Olkin and Bartlett’s test
Tests Measures Results
Kaiser-Meyer-Olkin Measure of Sampling Accuracy 0.795
Bartlett’s Test of Sphericity Approx. Chi-Square 250331.705
df 861
Sig 0.000
sampling accuracy’ (MSA) values greater than 0.7 are retained in the analysis. Further-
more, variables with very low communalities are removed since small values indicate that
the variables do not fit well with the factor solution. The overall MSA obtained (0.795)
exceeds the minimum requirement of 0.50, indicating that factor analysis may be useful
for this data.
• Bartlett’s Test of Sphericity
Factor analysis requires that the probability associated with Bartlett’s test of sphericity is
less than the level of significance of 0.05. In this case, the probability is less than 0.05,
indicating that the reduced set of variables meets the fundamental requirements for factor
analysis.
Based on the results of the two tests performed, it can be concluded that there is some degree
of multicollinearity in the credit scoring dataset and factor analysis can be used.
In order to choose an appropriate method of extraction, the distribution of the dataset needs to be
checked. The Jarque-Bera statistic is used which is equal to the sum of the squared standardised
values of the measures of skewness and kurtosis, as shown in Equation 6.5. Skewness and
kurtosis are both common descriptive statistics that measure the shape of the distribution of
datasets.
jb =
n
6
(
s2 +
(k − 3)2
4
)
(6.5)
where jb is the Jarque-Bera statistic, n is the number of observations, s is the skewness and k is
the kurtosis. The Jarque-Bera results are shown in Table 6.3.
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Table 6.3: Jarque-Bera results
Variable Skewness Kurtosis Jarque-Bera p-value
Age of additional cardholder 2.777 8.713 33,058 0.000
Number of address changes -0.211 1.391 1,440 0.000
Applicant age -0.553 1.928 1,236 0.000
Age of bureau file 0.585 1.596 1,740 0.000
Bank customer -1.198 2.435 3,155 0.000
Assets to income -0.861 2.117 1,951 0.000
Assets to liabilities -1.250 5.636 6,872 0.000
Savings balance one 0.636 1.699 1,725 0.000
Balance one income 0.721 1.627 2,064 0.000
Savings balance two 1.786 4.836 8,398 0.000
Balance transfer amount 4.737 23.441 264,320 0.000
Number of dependants -4.456 22.161 232,528 0.000
Driver’s licence indicator -2.728 8.444 30,935 0.000
Credit limit on bank credit cards 4.020 17.164 138,127 0.000
Gross annual income 0.952 2.121 2,292 0.000
Monthly home loan payment 2.650 8.023 27,763 0.000
Home loan ratio 0.800 6.374 7,258 0.000
Home loan value 2.344 6.495 17,806 0.000
Amount owing on home loan 1.219 9.332 23,975 0.000
Home loan amount owing 1.480 9.783 28,518 0.000
Home phone indicator -3.839 15.736 115,155 0.000
Inquiries 180-365 days -1.912 6.066 12,506 0.000
Inquiries 30-90 days -2.095 6.403 15,168 0.000
Inquiries 90-180 days -2.170 6.896 17,713 0.000
Inquiries last 30 Days -5.567 31.990 502,147 0.000
Request to link accounts 2.336 6.457 17,588 0.000
Mobile phone indicator -2.756 8.598 32,145 0.000
Number of loans 0.236 1.056 2,084 0.000
Net assets 3.364 12.339 68,980 0.000
Monthly payment on asset loan 3.855 15.862 117,089 0.000
Continued on next page
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Table 6.3 – continued from previous page
Variable Skewness Kurtosis Jarque-Bera p-value
Occupational group 0.812 3.148 1,384 0.000
Other credit card repayment 3.601 13.967 89,631 0.000
Credit limit on other credit cards 2.836 9.590 39,367 0.000
Other assets 0.781 1.635 2,242 0.000
Referee phone indicator -2.237 6.006 15,129 0.000
Value of home 1.140 6.758 10,062 0.000
% home loan owing 2.736 15.015 90,761 0.000
Residential status -0.021 1.906 625 0.000
Savings one - years open 0.870 2.503 1,703 0.000
Savings two - years open 1.219 4.445 4,184 0.000
Self-employed 6.678 48.171 1,155,332 0.000
Number of searches last six months -1.286 4.324 4,359 0.000
Sum of balances for bank customer -0.141 1.809 780 0.000
Sum of balances -0.118 1.693 919 0.000
Time at current address 1.620 4.464 6,580 0.000
Time at job 2.316 6.365 17,073 0.000
Total income 0.562 1.340 2,094 0.000
Total search -0.706 3.692 1,287 0.000
Uncommitted monthly income 0.094 1.314 1,499 0.000
Work phone indicator -2.820 8.950 34,990 0.000
Since the p values of all the attributes are equal to zero, the whole dataset is not normally
distributed. As a result, factor analysis is performed using the principal axis factors as the ex-
traction method and the varimax as the rotation method.
In order to determine the number of factors to retain, and obtain a meaningful and interpretable
grouping of the variables, the Kaiser criterion is used (i.e. all factors with eigenvalues greater
than one). As for the cut-off value of the factor loading which is used to evaluate the factor
patterns, Tabachnick & Fidell (2001) suggest a value of 0.32 as a good rule of thumb for the
minimum loading of an item, which equates to approximately 10% overlapping variance with
the other items in that factor. However, since there are too many factors extracted and too many
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variables involved when a cut-off value of 0.32 was used, that value is increased to 0.4.
The results obtained are shown in Table 6.4 and indicate that 12 factors are extracted, con-
taining 31 variables altogether. Although Assets to liabilities and Referee phone indicator
have low communality values (0.27 each), they are retained in the factor solution. In addi-
tion, even though it has been suggested that at least three variables be included in each factor
(Hatcher 1994), this research still retains factors with one or two variables due to the fact that
factor analysis is only used as a data reduction technique.
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Table 6.4: Factor analysis results — rotated factor matrix
Variable F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 Communality
1. % home loan owing 0.9 0.87
2. Home loan ratio 0.88 0.83
3. Monthly home loan payment 0.86 0.87
4. Amount owing on home loan 0.82 0.74
5. Savings balance one 0.97 0.99
6. Balance one income 0.92 0.90
7. Savings one - years open 0.63 0.41
8. Home loan value 0.94 0.98
9. Residential status 0.87 0.88
10. Home loan amount owing 0.78 0.74
11. Sum of balances 0.89 0.96
12. Assets to income 0.77 0.78
13. Savings balance two 0.68 0.55
14. Savings two - years open 0.5 0.38
15. Assets to liabilities 0.49 0.27
16. Total income 0.94 0.98
17. Gross annual income 0.83 0.78
18. Uncommitted monthly income 0.68 0.50
19. Total search 0.88 0.97
20. Inquiries 180-365 days 0.53 0.32
21. Age of bureau file 0.8 0.72
Continued on next page
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Table 6.4 – continued from previous page
Variable F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 Communality
22. Applicant age 0.55 0.47
23. Credit limit on other credit cards 0.65 0.48
24. Other credit card repayment 0.59 0.35
25. Number of loans 0.42 0.54
26. Request to link accounts 0.55 0.34
27. Referee phone indicator 0.51 0.27
28. Time at current address 0.62 0.46
29. Number of address changes 0.58 0.63
30. Monthly payment on asset loan 0.54 0.33
31. Net assets 0.67 0.65
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Compared to the stepwise regression technique in which the number of variables was reduced
to 20, factor analysis generates 31 variables to be fitted into the model. In order to reduce
the high number of variables, the composite value of each factor was calculated by combining
the variables of each factor into a single composite measure. A composite scale provides two
specific advantages (Hair et al. 2006): not only is it able to represent multiple aspects of a
concept in a single measure, thereby simplifying interpretation of results, it also provides a
means of overcoming to some extent the measurement error inherent in all measured variables.
In so doing, only 12 variables were obtained for inclusion in the model. The 12 variables are
shown in Table 6.5.
Table 6.5: Composite variables
Factor Composite Variable
F1 Home loan
F2 Balance
F3 Residence
F4 Savings
F5 Income
F6 Inquiry
F7 Age
F8 Credit
F9 Account
F10 Address
F11 Payment
F12 Assets
6.3.3 Variable Clustering
The variable clustering results are shown in Table 6.6. Based on the results obtained, 13 clusters
are identified with the number of variables ranging from 2 to 10.
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Table 6.6: Variable clustering results
Own Next 1−R2Clus Variable Clus Closest Ratio
1 Driver’s licence indicator 0.507 0.005 0.496
Work phone indicator 0.507 0.008 0.497
2 Savings two - years open 0.515 0.109 0.545
Number of dependants 0.515 0.004 0.487
3 Credit limit on other credit cards 0.575 0.153 0.502
Credit limit on bank credit cards 0.575 0.004 0.426
4 Other credit card repayment 0.582 0.099 0.464
Balance transfer amount 0.582 0.019 0.426
5 Applicant age 0.67 0.082 0.360
Age of bureau file 0.694 0.172 0.37
Other assets 0.277 0.054 0.764
6 Time at current address 0.338 0.001 0.662
Total search 0.52 0.226 0.62
Number of address changes 0.804 0.157 0.233
7 Inquiries last 30 Days 0.105 0.008 0.902
Inquiries 90-180 days 0.538 0.071 0.498
Number of searches last six months 0.954 0.12 0.052
Inquiries 30-90 days 0.428 0.042 0.597
8 Uncommitted monthly income 0.613 0.054 0.409
Gross annual income 0.84 0.127 0.184
Total income 0.881 0.148 0.140
Home phone indicator 0.005 0.002 0.998
Occupational group 0.111 0.009 0.898
9 Residential status 0.906 0.208 0.119
Home loan amount owing 0.847 0.227 0.199
Home loan value 0.939 0.204 0.077
10 Savings balance 1 0.866 0.187 0.165
Savings one - years open 0.599 0.045 0.42
Balance one income 0.822 0.176 0.217
Continued on next page
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Table 6.6 – continued from previous page
Own Next 1−R2Clus Variable Clus Closest Ratio
Bank customer 0.441 0.026 0.574
Self-employed 0.009 0.002 0.993
Request to link accounts 0.139 0.015 0.874
11 Assets to income 0.784 0.144 0.253
Savings balance two 0.414 0.028 0.603
Sum of balances 0.924 0.171 0.092
Assets to liabilities 0.365 0.028 0.653
Sum of balances for bank customer 0.844 0.364 0.246
12 Time at job 0.034 0.013 0.978
Net assets 0.372 0.122 0.716
Value of home 0.823 0.24 0.234
Amount owing on home loan 0.787 0.177 0.258
% home loan owing 0.825 0.175 0.212
Monthly home loan payment 0.881 0.223 0.153
Home loan ratio 0.681 0.13 0.367
Number of loans 0.204 0.033 0.824
Mobile phone indicator 0.002 0 0.999
Additional CH DOB 0.067 0.007 0.939
13 Monthly payment on asset loan 0.476 0.015 0.532
Inquiries 180-365 days 0.411 0.149 0.693
Referee phone indicator 0.286 0.006 0.719
Credit analysts usually select one variable per cluster, that is, the variable with the lowest value
of 1 − R2; however, as mentioned in Section 6.2.1.3, there are reasons for selecting more than
one variable per cluster. In this research, the following rules are used to determine the number
of variables to select from each cluster:
• if 1 ≤ number of variables per cluster ≤ 4, select 1 variable
• if 5 ≤ number of variables per cluster ≤ 8, select 2 variables
• if 9 ≤ number of variables per cluster ≤ 12, select 3 variables
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It should be noted that these rules are in no way related to those used by the financial institution
that provided the data. It is a simple ratio that we have adopted. Based on these rules, 18
variables (those in bold in Table 6.6) are selected for scorecard development.
6.3.4 Partial Least Squares
A rule of thumb for selecting variables using PLS is to select those with VIP coefficient > 0.8.
Twenty three variables are selected and are shown in Table 6.7. The VIP value corresponds to
the significant effect of a corresponding independent variable on the predictor variable.
Table 6.7: PLS results
Num Variable VIP
1 Sum of balances for bank customer 2.372
2 Sum of balances 2.280
3 Assets to income 2.160
4 Occupational group 1.968
5 Balance one income 1.817
6 Savings balance 1 1.816
7 Number of dependants 1.556
8 Savings one - years open 1.346
9 Assets to liabilities 1.236
10 Driver’s licence indicator 1.197
11 Number of searches last six months 1.158
12 Total search 1.138
13 Savings balance two 1.076
14 Time at current address 0.999
15 Number of address changes 0.980
16 Bank customer 0.941
17 Inquiries 90-180 days 0.901
18 Amount owing on home loan 0.884
19 Inquiries 180-365 days 0.869
20 Home loan ratio 0.860
21 Credit limit on other credit cards 0.859
Continued on next page
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Table 6.7 – continued from previous page
Num Variable VIP
22 Monthly home loan payment 0.834
23 Inquiries 30-90 days 0.808
6.3.5 Scorecard Performance
The four different sets of data obtained from the four variable selection techniques are divided
into 80% development and 20% holdout samples by using a stratified sampling method as de-
scribed in Section 3.5. The development samples are applied to logistic regression, AIRS and
SAIS to develop the scorecards, and the holdout samples are used to test the performance of
the different scorecards developed. It should be noted that while discretised data are applied
to logistic regression and AIRS, the same could not be done with SAIS. This is due to the fact
that the statistical distance (refer to Equation 6.2) makes use of the sample standard deviation
of each variable. As such, categorical variables cannot be used and the discretisation process is
not applied to the datasets used by SAIS. In addition, the experiments are performed 10 times
on AIRS and SAIS since both are non-deterministic algorithms, and the results are averaged.
The Gini coefficients obtained for the 12 different scorecards are shown in Table 6.8. According
Table 6.8: Gini coefficient
Logistic Regression AIRS SAIS
Technique Dev. Holdout Dev. Holdout Dev. Holdout
Stepwise 0.544 0.580 0.134 0.230 0.420 0.360
Cluster 0.486 0.522 0.122 0.100 0.160 0.098
PLS 0.536 0.572 0.126 0.100 0.260 0.340
Fac. Ana. 0.476 0.524 0.018 0.034 0.009 0.007
to credit risk practitioners, for a scorecard to be fitted, the difference in Gini coefficients be-
tween the development and holdout samples should be no more than 10%. Based on the results
obtained, all the 12 different models are not overfitted. However, those developed by logistic
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regression seem to be better scorecards since their Gini coefficients are higher. The ‘stepwise-
logistic regression’ model recorded the highest Gini coefficients and is the best scorecard in this
research. This is probably why most financial institutions are still using stepwise regression
for variable selection and logistic regression for scorecard development. Similar results were
obtained for the actual scorecard developed by the financial institution from which the dataset
was obtained.
The second best scorecard is the ‘PLS-logistic regression’ model. The ‘factor analysis-logistic
regression’ model recorded the worst Gini coefficient for the development sample. One possi-
ble reason for this is that the data used in the model are composite values of several variables,
thereby reducing the explanatory power of the variables.
The Gini coefficients for logistic regression, AIRS and SAIS clearly demonstrate that stepwise
regression is the best variable selection technique. PLS shows promising results; however, more
research needs to be done in this field for selecting variables.
As for the method used for scorecard development, logistic regression proves to be the best
method, having outperformed the AIS models. It should be noted that the outcome of logistic
regression is a probability or score and that feature makes it very convenient to calculate the
Gini coefficient, which had to be used in this research since the dataset is highly unbalanced
with 6.7% good and 93.3% bad instances.
The AIS models do not perform as well as the logistic regression models as indicated by their
Gini coefficients. This can probably be explained by the fact that they were initially developed
to produce a class decision, not probabilities or scores to calculate the Gini coefficients. It is
therefore our belief that our SAIS model, in its current design, is not a suitable classification
technique for developing a scorecard as used in practice.
We would also like to point out that while many intelligent systems models are able to accurately
predict class decisions, most of them do not make use of the Gini coefficient as a performance
measure, probably because most studies make use of balanced datasets or do not consider the
inaccuracy that may arise when using ‘percentage correctly classified’ as a measure of perfor-
mance.
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6.4 Summary
Most credit scoring studies, known so far to the authors, use clean datasets for developing and
testing scorecards. In this part of the research, a large set of raw data, obtained from a major
Australian bank, was used. The raw dataset was preprocessed, cleaned and discretised. Four
common variable selection techniques were applied to the clean dataset in order to find the best
subset of explanatory variables. The four sets of data were then used for scorecard development
and testing using a traditional statistical technique (logistic regression) and two AIS techniques
(AIRS and SAIS).
By using several variable selection techniques, the number of variables was reduced from 138
to around 20. It was determined that stepwise regression is the best technique, having obtained
the best Gini coefficient for logistic regression, AIRS and SAIS when compared to the other
three variable selection methods.
As for the classification methods of scorecard development, logistic regression seems to perform
better than the AIS techniques, having an average Gini coefficient of 51% and 55% for the
development and holdout sample respectively. The Gini coefficients for the AIS models were
lower, probably because they are not designed to generate probabilities or scores to discriminate
between good and bad applicants. It was also concluded that SAIS, as a classification technique,
was not suitable for developing a practical scorecard.
Chapter 7
CONCLUSION
7.1 Introduction
The primary goal of credit scoring is to group applicants as either ‘credit-worthy’ or ‘non-credit-
worthy’. This is achieved by using a scorecard which is based on the repayment behaviour of
past applicants. Credit scoring has become a fundamental process in the financial industry, and
the monetary savings, as a result of better and high-performing scorecards, are substantial. This
is one of the key factors behind the motivation of this work.
Many different classification techniques have been suggested to improve the performance of
scorecards. In this thesis, we made use of a biological metaphor to develop a new classifier sys-
tem with the aim of using it to develop a high-performing scorecard. It was also found that the
performance of scorecards can be improved by using new and better predictor variables. Since
variable selection techniques have been successfully applied in many other different fields, it
was postulated that it might be possible to use these techniques to generate better scorecards.
As a result, four common variable selection techniques were investigated. An examination of
the entire development process of a practical scorecard was also carried out in this research.
7.2 Thesis Summary
A practical scorecard was developed based on theoretical information obtained through discus-
sions with credit risk modelling practitioners. A large set of raw real-world credit scoring data
from a leading Australian bank was used to build the scorecard. All of the major processes
involved (data cleaning, data discretisation, variable selection, samples generation, model de-
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velopment and validation, and model approval) were explained in detail. A discussion of reject
inference and cut-off values was also provided. This was undertaken primarily to gain a better
insight into the world of credit scoring modelling as discussion of its detailed development steps
is not readily available in the literature.
After identifying some flaws in current AIS classifiers, we presented a new AIS algorithm and
classification system. Our new model was called Simple Artificial Immune System (SAIS) and,
as its name implies, is based on the natural immune system. It is designed to address some of
the problems identified in current AIS classifiers. We implemented three types of classification
technique in SAIS: minimum distance, discriminant analysis, and polynomial techniques. Our
classifier was tested against other statistical as well as intelligent systems techniques and the
experiments carried out were conducted on six publicly available datasets. We evaluated the
performance of SAIS in terms of the ‘percent correctly classified’ and concluded that out of the
three classification techniques of SAIS, minimum distance was found to be the most consistent
method. When compared to other classifiers, it was shown that SAIS is a very competitive
model. Therefore, we investigated its suitability in the development of a well-performing credit
scoring model. We tested the SAIS scorecard using three different consumer credit scoring
datasets, two of which were publicly available and the other was obtained from Thomas et al.
(2002). Our model was compared with the most common credit scoring statistical techniques
as well as other artificial intelligence methods. Both balanced and unbalanced datasets were
experimented with and given that it was found in this research that the ‘percent correctly classi-
fied’ can be quite deceptive, we used other types of performance measure (gmean, F-measure
and Kappa statistic).
It is believed that the use of better predictor variables can improve scorecard performance. Thus,
an investigation of several variable selection techniques for use in credit scoring was made.
These were stepwise regression, factor analysis, variable clustering and partial least squares.
We used stepwise regression as the benchmark variable selection method against which the
other techniques were compared. This was done primarily because it is the main technique
used by most financial institutions for selecting variables in credit scoring. The different vari-
able selection methods were examined using the same real-world credit scoring dataset obtained
from the Australian bank.
We also modified SAIS so that it is able to generate a score which represents the degree of
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confidence that an applicant will belong to a particular group. This score is fundamental to the
generation of the Gini coefficient, which is probably most appropriate for credit scoring since
it is a performance measure that is independent of misclassification cost and class distribution.
The Gini coefficient is also the main measure of performance used by most lending organisa-
tions for credit scoring. We compared the modified SAIS against logistic regression and AIRS
by using the results from our investigation on the various variable selection techniques.
7.3 Research Aims and Contributions Revisited
As stated in Section 1.5, the main aim of this thesis is to improve the performance of credit
scoring models. Two specific ways were identified for building better scorecards:
• development of better classifiers; and
• application of better variable selection techniques.
To address the first aim, we designed and implemented a new and simple AIS algorithm and
the empirical tests carried out on SAIS revealed that it is a competitive classification system.
We investigated its suitability for the creation of practical scorecards and found that SAIS, as
it is currently designed, does not develop a practical scorecard that requires the generation of a
score; however, it is suitable as a scorecard which can produce class decisions. We also con-
cluded that while SAIS did not perform any better or any worse compared to the other classifiers
(both intelligent systems/artificial intelligence and statistical techniques), there are still reasons
for its use as a scorecard as it offers several benefits (not present in other methods), including
that it is simple and scalable.
In order to improve the performance of scorecards, a different approach taken was to investi-
gate the use of four common variable selection techniques to select the most relevant sets of
variables. These were evaluated using a real-world credit scoring dataset and stepwise regres-
sion was found to be the best performing technique, even though the literature reported that this
procedure is filled with pitfalls. This probably explains why stepwise regression is still widely
used today by most financial organisations. Another technique, PLS, showed promising results;
yet more research is needed in this area for it to be as competitive as stepwise regression.
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7.4 Limitations of the Research
Although the previous section has highlighted the contributions of this thesis, this research has
limitations both in scope and methodology. While different types of practical scorecards (using
logistic regression and SAIS classification techniques) were developed based on a large set of
real-world credit scoring data, we did not include reject inference data in our credit scoring
models since it was not available1. Consequently, the data with which our scorecards were built
did not represent a full picture of all of the past applicants who applied for credit and were, as a
result, somewhat biased. Despite this limitation, our work is still valid as it has been found that
the inclusion of reject inference in scorecard development only results in slight improvements
in scorecard performance (Banasik et al. 2003).
Since our SAIS model is based on a biological metaphor, it does not contain or exactly replicate
the functions of the natural immune system. In fact, SAIS was designed in such a way that it
only adopts the concept of affinity maturation, as opposed to other AIS models which tend to
focus on several particular subsets of the features found in the natural immune system. More-
over, SAIS uses only one exemplar per class to represent the whole classifier and this does not
conform to the natural immune system, which makes use of a pool of B-cells to neutralise the
antigens. However, although the way SAIS works is quite different from the function of a nat-
ural immune system, we believe that it is still reasonable to deviate from the original biological
metaphor if it improves the method. As an analogy, consider the development of the airplane
which was first modelled based on the way birds fly. There have been a lot of modifications
made in order to improve its functionalities and while the end product is quite different from
the way a bird flies, it still achieves its goal of flying.
We are also not able to generalise our findings in relation to artificial immune systems as a
whole as we have developed SAIS and all of the results obtained were specific to our SAIS
model.
7.5 Suggestions for Future Research
Although SAIS does not seem to be quite suitable for developing practical scorecards which
need to generate a score, we still believe that there is room for improvement and that the natural
1It should be noted that reject inference is a fundamental process in the development of scorecards.
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immune system seems to have a number of features yet to be explored relevant to the devel-
opment of artificial immune system practical scorecards. Moreover, following the conclusions
and findings of this research, many challenging issues for further work can be identified.
7.5.1 Improving SAIS
The findings of this thesis are generally in line with those of previous studies which conclude
that the use of new and more sophisticated techniques, such as intelligent systems methods
including AIS, does not provide any consistent and significant benefits over alternative method-
ologies. However, perhaps the most important conclusion that can be derived from this research
is that while SAIS does not lead to a significant improvement in model performance, it has been
demonstrated that there is some potential for improvement.
SAIS works well with datasets containing small numbers of variables and classes as demon-
strated by the findings of Chapter 4. However, our classifier does not perform as well on datasets
with large numbers of attributes (>10) and classes (>4). Therefore, the potential for future work
lies in improving the classification performance of SAIS in this area.
It is also believed that the use of multiple exemplars per class can improve the classification per-
formance of SAIS. Moreover, the average and the k-Nearest Neighbour (kNN) distance methods
can be used instead of the minimum distance method. Replacing the heterogeneous Euclidean-
overlap metric (HEOM) with a heterogeneous value difference metric (HDVM) distance func-
tion is also a possibility since HDVM tends to produce better results than HEOM (Wilson &
Martinez 1997). This is to be used on datasets with a mixture of large numbers of categorical
and continuous attributes, and large numbers of classes.
As the SAIS scorecard was outperformed by logistic regression (refer to Chapter 6), perhaps
there is a need to modify the algorithm. In the current SAIS, the B-cells are evolved through
cloning and mutation with the aim of improving the classification accuracy. The algorithm
could perhaps be modified so that the B-cells are evolved based on the probability of default
and this could be a potential area for future research.
Another possible way to improve the Gini coefficient for SAIS is to change the way the distance
measure and consequently the way the probability are generated. The statistical distance used
in this research assumes that the variables are independent of each other. If this assumption
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does not hold true, Johnson & Wichern (2002) suggest rotating the original coordinate of the
system through an angle α. Again, there is a need to further investigate this feature as part of
any future work.
7.5.2 Behavioural and Profit Scoring
There are two types of credit evaluation (refer to Chapter 2). One of them is credit scoring,
which has been the main topic of this research; the other one is behavioural scoring and this
deals with the supervision of existing applicants, including whether or not to increase their
credit limits. Therefore, an opportunity for further research lies in the assessment of SAIS as a
behavioural model. This can be achieved by capturing some of the characteristics of customer
behaviour by monitoring their financial as well as their socio-demographic status and incorpo-
rating these in the model.
The objectives of credit scoring are now changing from trying to minimise the probability of
default to trying to maximise the profit that can be generated from granting applicants credit
(refer to Chapter 2). As such, another avenue for future work is to investigate SAIS in profit
scoring. It would be interesting to explore how the ideas that were applied in an application
credit scoring setting could be translated to the behavioural and profit scoring settings.
7.5.3 Extensions to Other Contexts
The ideas presented in this research can also be applied to a large number of other areas. One
example is in direct marketing in which classification models can be used to determine which
marketing channel (for example, mail, email or telephone) to use for prospective as well as
existing customers. Another example is in the field of medical sciences. SAIS can be used to
develop medical decision support systems that are able to detect cancer in patients.
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Appendix A
Confusion Matrix
A.1 SAIS
Table A.1 shows the average confusion matrix of the three different classification techniques of
SAIS when applied to six UCI datasets.
Table A.1: Confusion matrix of SAIS
Dataset Minimum Distance Discriminant Analysis Polynomial
Cancer
0 1
0 40 2
1 1 25
0 1
0 44 0
1 2 22
0 1
0 44 0
1 2 22
Diabetes
0 1
0 49 10
1 1 17
0 1
0 49 10
1 4 14
0 1
0 51 10
1 4 12
Hepatitis
0 1
0 5 1
1 0 2
0 1
0 6 0
1 1 1
0 1
0 7 0
1 1 0
Continued on next page
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Table A.1 – continued from previous page
Dataset Minimum Distance Discriminant Analysis Polynomial
Ionosphere
0 1
0 24 2
1 0 9
0 1
0 25 3
1 0 7
0 1
0 24 3
1 1 7
Iris
0 1 2
0 4 0 0
1 0 5 0
2 0 0 6
0 1 2
0 0 0 0
1 3 8 1
2 0 0 3
0 1 2
0 0 0 0
1 4 6 3
2 0 0 2
Wine
0 1 2
0 4 0 0
1 0 4 0
2 0 0 10
0 1 2
0 8 0 1
1 0 4 5
2 0 0 0
0 1 2
0 0 0 0
1 3 8 7
2 0 0 0
A.2 Scorecard
Table A.2 shows the average confusion matrix of SAIS and seven other techniques when applied
to three different credit scoring datasets.
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Table A.2: Confusion matrix for scorecards
Model Australian Dataset German Dataset Thomas Dataset
SAIS
0 1
0 31 3
1 7 28
0 1
0 14 9
1 16 61
0 1
0 87 28
1 3 4
AIRS
0 1
0 31 6
1 4 26
0 1
0 13 11
1 17 59
0 1
0 58 19
1 32 13
DA
0 1
0 29 3
1 9 28
0 1
0 21 20
1 9 50
0 1
0 58 18
1 32 17
LR
0 1
0 31 3
1 8 27
0 1
0 14 8
1 16 62
0 1
0 88 29
1 2 3
J48
0 1
0 33 6
1 5 25
0 1
0 13 12
1 17 58
0 1
0 85 29
1 5 3
MLP
0 1
0 32 6
1 6 25
0 1
0 15 15
1 15 55
0 1
0 83 27
1 7 5
Continued on next page
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Table A.2 – continued from previous page
Model Australian Dataset German Dataset Thomas Dataset
IBk
0 1
0 32 6
1 6 25
0 1
0 13 13
1 17 57
0 1
0 70 22
1 19 11
LWL
0 1
0 31 2
1 8 28
0 1
0 0 0
1 30 70
0 1
0 89 31
1 1 1
Appendix B
Name of Classifiers
The full names of the abbreviations used for the different classifiers against which SAIS was
compared are shown in Table B.1.
Table B.1: Classifier names
AIRS Artificial Immune Recognition System
ASI Assistant I Tree
ASR Assistant Relief Tree
BP Backpropagation
CART Classification and Regression Tree
DA Discriminant Analysis
FDA Fisher Discriminant Analysis
FSM Feature Space Mapping without Rotation
FSMR Feature Space Mapping with Rotation
FuNN Fuzzy Neural Network
GM Gaussian Mixture
GTO Global Tree Optimisation Decision Tree
IB Iterative Bayes
IncNet Incremental Network
kNN k Nearest Neighbour
LDA Linear Discriminant Analysis
LFC Lookahead Feature Construction
LogDisc Logistic Discriminant
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LVQ Learning Vector Quantisation
MFT Multiple Frequency Tracker
MLP Multilayer Perceptron
MML Minimum Message Length
NB Naive Bayes
NEFCLASS Neuro-Fuzzy Classification
NLP Non Linear Perceptron
NN Neural Networks
OCN2 Overlap Compensation Neurons 2
PVM Parallel Virtual Machine
QDA Quadratic Discriminant Analysis
RBF Radial Basis Function
RIAC Rule Induction Algorithm Based on Approximate Classification
SAIS Simple Artificial Immune System
SNB Semi-Naive Bayesian
SSV Separability of Split Value
SSVP Separability of Split Value — Opt-Prune
SSVN Separability of Split Value — Opt-Node
SVM Support Vector Machine
VSS Variable Shape Search
