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Spin resonance in the superconducting state of Fe-based materials within the multiorbital model
with unequal anisotropic gaps on different Fermi surface sheets is studied. On the basis of the
model gap function and the one calculated within the spin fluctuation theory of pairing, I show that
the resonance peak shifts to higher frequencies with increasing the zero-amplitude gap magnitude.
On the contrary, with increasing the gap anisotropy, it shifts to lower frequencies and lose some
intensity.
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I. INTRODUCTION
Many of iron-based superconductors, which include
pnictides and chalcogenides, have high critical temper-
atures Tc > 50 K allowing to refer to them as high-Tc
superconductors. The basic element is always a square
lattice of Fe, though in some cases with orthorhombic
distortions, surrounded by As or P in pnictides and by
Se, Te, or S in chalcogenides1–8. Weakly doped pnictides
are antiferromagnetic metals. Though there is no ulti-
mately accepted microscopic mechanism of superconduc-
tivity, the most promising candidate is the spin fluctua-
tion mechanism of Cooper pairing9–12. It is tightly con-
nected with the topology of the Fermi surface comprised
of several sheets, namely, with the existence of hole and
electron Fermi pockets for a wide range of doping con-
centrations x. Fermi surface, as well as states near the
Fermi level, are formed by the iron d-orbitals and con-
sists of two hole pockets near the Γ = (0, 0) point and
two electron pockets centered at (pi, 0) and (0, pi) points
of the two-dimensional Brillouin zone corresponding to
one Fe per unit cell. Proximity of the wave vector re-
lated to the scattering between particles at electron and
hole sheets to the nesting wave vector Q results in strong
antiferromagnetic fluctuations with the maximum of the
spin susceptibility near Q that equal to (pi, 0) or (0, pi).
There is a qualitative and sometimes even quantitative
agreement between the Fermi surface calculated within
the density functional theory (DFT) and the one mea-
sured via quantum oscillations and by the angle-resolved
photoemission spectroscopy (ARPES)13. Absence of the
insulating state in the undoped case points toward the
moderate nature of the electronic correlations in such a
multiorbital system14,15. Iron magnetic moment differs
from one family of Fe-based materials to another with
the smallest value of ∼ 0.3µB in LaFeAsO16 to ∼ 3.3µB
in K2Fe4Se5
17. This issue was discussed as originat-
ing from the effect of correlations18–20. The concept of
Hund’s metal was put forward18 to emphasize the role of
Hund’s exchange J in the physics of Fe-based materials.
In particular, the irreducible vertex corrections beyond
the random phase approximation (RPA) for the mag-
netic susceptibility were calculated19,20 and compared to
the neutron scattering experiments21. However, the RPA
approach also gives reasonable results when compared to
various experiments in the normal and superconducting
states9,11 thus providing the natural starting point for
studying the low-energy physics of itinerant electrons in
iron-based superconductors.
Different mechanisms of superconductivity result in
specific symmetries and structures of the gap in iron-
based materials9. In the spin fluctuation theory of pair-
ing within the RPA and in the functional renormalization
group (fRG) approach, the leading superconducting in-
stability in a wide range of dopings is characterized by
the extended s-wave gap having the opposite signs on
hole and electron Fermi surface pockets9,11,22–28. The
corresponding gap structure belongs to the A1g repre-
sentation of the tetragonal symmetry group and is called
s± state. On the other hand, orbital fluctuations results
in the s++ state with the gap having the same sign on all
Fermi surface sheets29. Therefore, by determining the
gap structure, one can deduce the microscopic mecha-
nism of superconductivity. In this respect, inelastic neu-
tron scattering plays a special role since the imaginary
part of the dynamical spin susceptibility χ(q, ω) mea-
sured there carries information about the gap structure
in the superconducting state. That is, the sign-changing
s± gap leads to the formation of the spin resonance peak
at or near the commensurate antiferromagnetic wave vec-
tor q = Q connecting Fermi surface sheets with different
signs of gaps on them30–32. In simple models, the peak
appears at frequencies ωR < 2∆, where ∆ is the gap mag-
nitude. At present, the well defined peak was observed
in neutron scattering on all iron-based superconductors
for T < Tc near the wave vector Q, see, e.g., Refs. 33–42.
However, by introducing an additional damping of
quasiparticles and by adjusting parameters, one can at-
tain the appearance of a peak in the spin susceptibility
in the s++ state at frequencies above 2∆
43,44. Therefore,
to determine whether the observed peak is the true spin
resonance one has to explore the effect of different details
of the superconducting state on it and deduce some cri-
terion. Previously, the characteristic feature of the spin
resonance in the case of unequal gaps on hole and electron
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2pockets were established45,46 – in the presence of larger
and smaller gaps, ∆L and ∆S , the criterion is the con-
dition for the spin resonance frequency, ωR ≤ ∆L + ∆S .
Comparison of data from the neutron scattering on the
peak frequency and data from various techniques on gap
magnitudes leads to the conclusion that in most cases
the observed peak fulfills the condition and, therefore,
indicates the s± gap structure45,46. However, the role
of the gap anisotropy in the formation of the spin reso-
nance peak is still an open question. For example, results
of ARPES47 and Andreev spectroscopy48–50 demonstrate
anisotropy of the larger gap as large as 30% in pnictides.
On the qualitative level, the question was discussed in
Ref. 51; however, within the very simple four-band model
and without a particular recipe for comparison to the ex-
perimental data. Here I consider the effect of the gap
anisotropy on the dynamical spin susceptibility and the
spin resonance within the realistic five-orbital model from
Ref. 23. Two approaches to the gap structure are used.
One is phenomenological with the model gap function
that is parameterized to reflect the general form of the
experimentally observed and the theoretically obtained
gap. Due to some freedom in the choice of parameters
and ability to vary them, this approach allows us to ana-
lyze basic effects of the gap anisotropy on the spin reso-
nance peak. The other approach employs self-consistent
calculation of the gap function within the spin fluctua-
tion theory of pairing. Spin resonance peak is then cal-
culated and compared to the results with the model gap.
Obtained results lead to the adjustment of the condition
ωR ≤ ∆L+∆S that would allow us to make a comparison
of experimental data on the peak frequency and gaps to
answer the question on whether the observed peak is the
true spin resonance originating from the s± state.
The paper is organized as follows. In Section II, the
model and the approaches are presented. Results for the
spin susceptibility for the model gap function are given
in Section III and the magnetic response for the gap cal-
culated within the spin fluctuation theory of pairing is
shown in Section IV. Concluding remarks and the brief
analysis of the experimental data are given in Section V.
II. MODEL AND APPROXIMATIONS
I use here a Hamiltonian H = H0 + Hint consisting
of the tight-binding model H0
23 and an on-site Coulomb
(Hubbard) multiorbital interaction Hint. Hamiltonian
H0 is based on the DFT band structure for LaFeAsO
52
and it includes five iron d-orbitals (dxz, dyz, dxy, dx2−y2 ,
d3z2−r2),
H0 =
∑
kσ
∑
ll′
[tll′(k) + lδll′ ] d
†
klσdkl′σ, (1)
where d†klσ is the annihilation operator for an electron
with momentum k, spin σ, and orbital index l. Hop-
ping matrix elements tll′(k) and one-electron energies l
are given in Ref. 23. Fermi surface consists of two hole
pockets, α1 and α2, near the Γ point and two electron
pockets, β1 and β2, centered at (pi, 0) and (0, pi) points
of the one-Fe Brillouin zone. Here I consider the case of
small electron doping with x = 0.05.
Interaction part Hint has the following form
23,24,53,54,
Hint = U
∑
f,m
nfm↑nfm↓ + U ′
∑
f,m<l
nflnfm
+J
∑
f,m<l
∑
σ,σ′
d†flσd
†
fmσ′dflσ′dfmσ
+J ′
∑
f,m6=l
d†fl↑d
†
fl↓dfm↓dfm↑. (2)
where nfm = nfm↑ + nfm↓, nfmσ = d
†
fmσdfmσ is the
number of particles operator at site f , U and U ′ are intra-
and interorbital Hubbard repulsions, J is the Hund’s ex-
change, and J ′ is the pair hopping. To limit a number of
free parameters in the theory, let us assume the spin-
rotational invariance (SRI) that adds two constraints,
U ′ = U − 2J and J ′ = J . There are still two param-
eters to be determined, U and J . Their values crucially
depend on the orbital basis of the model. For example,
constrained DFT gives U = 3.5 eV and J = 0.8 eV for
the full set of Fe-d and As-p orbital set (p − d model
for LaFeAsO), while for the model that includes only
d-orbitals, it gives U = 0.75 eV and J = 0.51 eV14.
Another approach, constrained RPA (cRPA), results in
U = 2.69 eV and J = 0.79 eV55,56 or in U = 1.97 eV and
J = 0.77 eV57 for the full set of d- and p-orbitals with
excluded Coulomb interaction at the p-orbitals (d − dp
model). The same cRPA for the d-only orbital set gives
U = 2.2 − 3.3 eV and J = 0.3 − 0.6 eV58,59. Such a
dependence on the number of orbitals is due to the spa-
tial extent of Wannier functions that are used to con-
struct the matrix elements of the Coulomb interactions.
As a general trend, a limited number of orbitals results
in the smaller values of Hubbard parameters. For the
five-orbital model studied here, the large values of U ,
greater than ≈ 1.5 eV, results in the divergence of the
spin susceptibility, i.e. the magnetic instability. Since
the undoped LaFeAsO exhibits stripe antiferromagnetic
order at low temperatures, the choice of parameters that
provide closeness to the magnetic instability is reason-
able. Therefore in what follows, I set U = 1.4 eV. As for
the Hund’s exchange, it is taken to be J = 0.1− 0.2 eV.
The J/U ratio for the lower boundary, J/U ≈ 0.07, is
comparable to the widely discussed Hund’s metal pro-
posal for Fe-based materials with J/U = 0.35/4 ≈ 0.0818,
while for the upper boundary, J/U ≈ 0.14 is compa-
rable with the cRPA ratio for the d-only orbital set,
J/U = 0.43/2.92 ≈ 0.1458.
Matrix elements of the transverse component of the
3spin susceptibility are equal to11
χll
′,mm′
(0)+− (q,Ω) = −T
∑
p,ωn,µ,ν
[
ϕµpmϕ
∗µ
plGµ↑(p, ωn)
× Gν↓(p+ q,Ω + ωn)ϕνp+ql′ϕ∗νp+qm′
+ ϕ∗µplϕ
∗µ
−pm′F
†
µ↑(p, ωn)
× Fν↓(p+ q,Ω− ωn)ϕνp+ql′ϕν−p−qm
]
,(3)
where Ω and ωn are bosonic and fermionic Matsubara fre-
quencies, G and F are normal and anomalous (Gor’kov)
Green’s functions, µ and ν are band indices, ϕµkm are
matrix elements of orbital-to-band transformation, so
that dkmσ =
∑
µ
ϕµkmbkµσ. Here, bkµσ is the electron
annihilation operator in the band representation, where
Green’s function is diagonal with respect to band indices,
Gµσ(k, ωn) = 1/ (iωn − εkµσ).
Here I use two approaches to the superconducting
state. The first one is phenomenological – the gap func-
tion is chosen to simulate results of calculations and ex-
perimental findings, both of which are generally similar.
Parameters of the gap function are treated as free, so
one can model various situations including ones with the
different sets of interaction parameters. In this case, the
gap function belonging to the A1g representation of the
tetragonal symmetry group and entering the anomalous
Green’s function is defined as
∆kµ = ∆
0
µ + ∆
1
µ (cos kx + cos ky) /2. (4)
Here, parameter ∆1µ controls changes of gap amplitude in
the band µ, while ∆0µ controls the gap magnitude for zero
amplitude (we refer to it later as the ‘zero-amplitude gap
magnitude’). The simplest possible s++ state takes place
for ∆1µ = 0 and ∆
0
µ = ∆
0
µ′ , and the simplest state of the
s±-type can be obtained taking ∆0α1,2 = −∆0β1,2 . The
specific feature of the FS topology in pnictides is that
due to the shift of kx or ky by pi with respect to (0, 0)
point, the gap on electron pockets will have a local, i.e.,
with respect to pocket’s center, d-wave symmetry27.
The other approach to the superconducting state is
to perform the spin fluctuation calculation of the gap
function. I follow the procedure from Refs. 11, 23, and
60: calculate spin and charge susceptibilities in the RPA
and combine them into the Cooper vertex entering the
linearized gap equation. The latter is solved to obtain
the eigenfunction g(k), which is the gap function, and
the eigenvalue λ; the leading instability corresponds to
the largest λ.
Below, all parameters of gaps are in units of ∆0 taken
to be 5 meV in our calculations. Since all gaps have A1g
symmetry and should not change upon the pi/2 rotation,
gaps on electron pockets β1 and β2 should be the same.
Thus, ∆0,1β1 = ∆
0,1
β2
, which we denote simply as ∆0,1β .
To calculate the spin response, the RPA is used with
the local Coulomb interaction Hint. Sum of the corre-
sponding ladder diagrams that include electron-hole bub-
ble in the matrix form, χˆ(0)+−(q, ω), result in the follow-
ing expression for the matrix of the RPA spin suscepti-
bility11:
χˆ+−(q,Ω) =
[
Iˆ − Uˆsχˆ(0)+−(q,Ω)
]−1
χˆ(0)+−(q,Ω),(5)
where Iˆ and Uˆs are the unit and interaction matri-
ces, respectively, in the orbital basis. Explicit form
of the latter is given in Ref. 23. In the next sec-
tion I present results for the physical susceptibility
χ+−(q,Ω) = 12
∑
l,m χ
ll,mm
+− (q,Ω) that was analytically
continued to the real frequency axis ω (iΩ → ω + iδ,
δ → 0+).
The mechanism of the spin resonance peak forma-
tion in the superconducting state with the sign-changing
gap is quite transparent30. Since χ(0)+−(q, ω) describes
particle-hole excitations and since all excitations at fre-
quencies less than about twice the gap magnitude are
absent in the superconducting state, Imχ(0)+−(q, ω) be-
comes finite only above this frequency value. The anoma-
lous Green’s functions entering Eq. (3) give rise to the
anomalous coherence factors,
[
1− ∆k∆k+qEkEk+q
]
. If ∆k and
∆k+q have the same sign, as it is for the s++ state, the co-
herence factors vanish leading to a gradual increase of the
spin susceptibility with increasing frequency for ω > ωc
with ωc = min (|∆k|+ |∆k+q|). For the s± state, vector
q = Q connects Fermi surfaces with different signs of
the gap, sgn∆k 6= sgn∆k+q, resulting in the finite coher-
ence factors that leads to a jump in the imaginary part
of χ(0)+− at ωc. For a certain set of interaction param-
eters entering the matrix Uˆs, this results in a divergence
of Imχ+−(Q, ω) (5). The corresponding peak at a fre-
quency ωR ≤ ωc is the true spin resonance. Since gaps
entering the expression for ωc correspond to bands sep-
arated by the wave vector q, we can call ωc the indirect
or effective gap. That’s the reason why in the case of
unequal gaps in different bands, ∆L and ∆S , connected
by the wave vector Q, we have ωc = ∆L + ∆S
45.
III. RESULTS FOR THE MODEL GAP
FUNCTION
In this Section, Coulomb parameters are chosen to be
U = 1.4 eV and J = 0.15 eV; the rest are constrained by
the SRI.
Gap angular dependencies on electron and hole sheets
and the corresponding frequency dependencies of imagi-
nary parts of spin susceptibilities at the wave vector Q
for two extended s-wave symmetries, namely, s± and
sext states
23, are shown in Fig. 1. The former one is
the widely discussed, fully gapped s± state with a small
gap angular dependence on each Fermi surface pocket,
∆kµ = ∆µ cos(kx) cos(ky) with ∆α1,β = 3 and ∆α2 = 1.
In this state, the spin resonance peak is formed at fre-
quencies lower than ∆β + ∆α2
45, see the lower panel
of Fig. 1. The sext state corresponds to such a strong
anisotropy on electron pockets, that the gap becomes
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FIG. 1. (Color online) Top: Angular dependencies of gaps on
hole (α1,2) and electron (β1,2) Fermi surface pockets for the
s± and the sext states. Bottom: Frequency dependencies of
imaginary parts of the corresponding spin susceptibilities at
the wave vector Q, as well as the normal state (non-SC) spin
response. Inset: Magnitudes of gaps on the Fermi surface for
the sext state and the wave vector Q.
sign-changing there and develops a nodal structure. The
latter is clearly seen in the inset of Fig. 1, where the gap
magnitude on the Fermi surface is shown. Parameters
in Eq. (4) were set to be: ∆0µ = 0, ∆
1
α1 = 3, ∆
1
α2 = 1,
∆1β = 30. The spin resonance is absent in this case since
only near-nodal states with a tiny gap on electron pock-
ets β1,2 contribute to the susceptibility at the wave vector
Q, as seen in the inset in Fig. 1. Therefore, the discon-
tinuous jump in Imχ(0)+− required for the formation of
the spin resonance appears at vanishingly small frequen-
cies and the RPA spin response gets only a small boost
compared to the normal state, see Fig. 1. This is similar
to the case of dx2−y2 gap symmetry where the spin reso-
nance is absent at the commensurate wave vector30. Of
course, the spin resonance may appear at the incommen-
surate wave vector different from Q, see the discussion
in Ref. 32.
Most superconducting solutions in the spin fluctuation
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FIG. 2. Top: Angular dependencies of gaps for several
A1g-type states with the fixed gap anisotropy on hole pock-
ets and varying zero-amplitude gap magnitude on electron
pockets. Bottom: Corresponding frequency dependencies of
Imχ+−(Q, ω), as well as the spin response in the normal (non-
SC), s±, and sext states.
theory of pairing having the A1g symmetry are character-
ized by gaps with the weak angular dependence on hole
pockets and a significant anisotropy on electron Fermi
surface sheets27. To model such a situation, I set the
amplitude and the anisotropy of gaps on the hole pock-
ets in Eq. (4) to be ∆0α1 = 1, ∆
1
α1 = 0, ∆
0
α2 = −16.4,
∆1α2 = 20. This gives the constant gap on the inner hole
pocket α1 and a weak anisotropy on the outer hole pocket
α2. At the same time, the gap on α1 is approximately
three times the gap on α2. This case is shown in Figs. 2-3
and in 61.
First, I fix the gap anisotropy on electron pockets by
setting ∆1β = 16 and vary the zero-amplitude magnitude,
∆0β , of the gap there. The result is shown in Fig. 2. Once
the average gap on electron pockets have the same sign
as on hole pockets (the case of ∆0β = 1), the resonance
condition, ∆k = −∆k+Q, is not fulfilled and the spin
resonance is absent. For the opposite signs of gaps at
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FIG. 3. Top: Angular dependencies of gaps for several A1g-
type states with the fixed zero-amplitude gap magnitude and
varying gap anisotropy on electron pockets. The case when
∆0β is shifted while ∆
1
β kept minimal is also shown. Bottom:
Frequency dependence of Imχ+−(Q, ω) for these states, as
well as for the normal and the s± states.
the wave vector Q, the spin resonance forms and its fre-
quency is as higher as larger the absolute value of the
zero-amplitude gap magnitude on electron pockets.
Second, I change the gap anisotropy on electron pock-
ets by varying ∆1β while the zero-amplitude gap magni-
tude is fixed, ∆0β = −2. Results are shown in Fig. 3.
Experimentally observed gap anisotropy of 30%47,48,50
approximately corresponds to the case of ∆1β = 4 shown
here. Evidently, decrease of the gap anisotropy leads to
the increase of the spin resonance frequency. The same
figure illustrates what happens when ∆0β is shifted to
higher energies for the minimal amplitude shown. As ex-
pected, the spin resonance peak shifts to higher frequen-
cies. Obviously, decrease of the spin resonance frequency
with increasing the gap amplitude originates from the de-
crease of the effective gap at the wave vector Q entering
the dynamical spin susceptibility. Decrease of the peak
frequency is accompanied by the loss of its intensity due
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FIG. 4. (Color online) Top: Angular dependencies of gaps
on hole (α1,2) and electron (β1,2) Fermi surface pockets cal-
culated within the spin fluctuation pairing theory (SF gap)
and obtained by fitting the parameters of Eq. (6). Bottom:
Frequency dependencies of imaginary parts of the spin suscep-
tibilities at the wave vector Q in the normal state (non-SC),
for the model s± state, and for the SF gap. Magnitudes of the
latter on the Fermi surface and the wave vector Q are shown
in the inset. The SF gap was normalized by ∆˜0 = 50 meV to
compare with our model results.
to the diminished spectral weight in agreement with the
results of Ref. 51.
IV. RESULTS FOR THE CALCULATED GAP
FUNCTION
The linearized gap equation within the spin fluctua-
tion theory of pairing was solved and the gap function
g(k) and the corresponding eigenvalue λ were obtained.
For U = 1.4 eV, J = 0.1, 0.15, and 0.2 eV, the leading
instability is the A1g gap that can be parameterized as
∆kµ = ∆
0
µ + ∆
1
µ (cos kx + cos ky) /2 + ∆
2
µ cos kx cos ky
+ ∆3µ (cos 2kx + cos 2ky) /2. (6)
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FIG. 5. (Color online) Frequency dependence of imaginary
part of the spin susceptibility at the wave vector Q in the
normal state (non-SC), for the SF gap, and for the model s±
state. Susceptibilities are shown for different sets of interac-
tion parameters.
Two other instabilities has dx2−y2 and dxy gap symme-
tries. For U = 1.4 eV and J = 0.1 eV as an exam-
ple, λ = 0.24, 0.19, and 0.08 corresponds to the A1g
gap, dx2−y2 gap, and dxy gap, respectively. Increase of J
doesn’t change this hierarchy, see 61 for details. In gen-
eral, the observed situation is typical for iron-based su-
perconductors and was extensively discussed within the
leading angular harmonics approximation (LAHA)26,27.
In the following, we call the obtained A1g gap the SF
gap. The resulting gap angular dependence for U =
1.4 eV and J = 0.15 eV is shown in Fig. 4. It was fitted
by the functional form (6) and the following parameters
were obtained (only nonzero values in units of ∆0 are
presented): ∆0α1 = −23.76, ∆3α1 = 26, ∆0α2 = −4.76,
∆3α1 = 6, ∆
0
β = 6.99, ∆
1
β = −15.5, ∆3β = −10.
Spin response for the gap function with the aforemen-
tioned parameters is shown in Fig. 4. Imχ+− in the s±
state is also shown there for comparison. The spin reso-
nance peak appears in both cases, but at lower frequen-
cies for the SF gap because of the smaller effective gap
at the wave vector Q. Note the similarity between the
spin response for the SF gap and for the model gap with
∆0β = −1.6 and ∆1β = 16 shown in Fig. 2. The similar-
ity stems again from the fact that the spin response at
the wave vector Q is governed by the effective gap at the
same wave vector. Therefore, even for the different func-
tional forms of the gaps, (4) and (6), their comparable
values at Q lead to the similarity in Imχ+−.
Now we discuss the interaction dependence of the spin
resonance peak. Hubbard repulsion was chosen to be
U = 1.4 eV so that the system is on the verge of the mag-
netic instability; slight increase of it results in the spin
susceptibility divergence. Therefore, the spin response in
this case is very pronounced. To see what happens near
the point with J = 0.15 eV, Imχ+− was calculated for
J = 0.1 eV and J = 0.2 eV. Since the SF gap structure
doesn’t change much for the mentioned values of Hund’s
exchange, the gap parameters are fixed to be the same as
for U = 1.4 eV and J = 0.15 eV. The results for the SF
gap and for the s± gap are shown in Fig. 5. Apparently,
the peak shifts to lower frequencies and becomes higher
and sharper with the increase of J . This trend is similar
for both the SF and the model s± gaps. Such a behavior
is due to the structure of the RPA susceptibility denom-
inator. As was discussed above, in accordance with the
Kramers-Kronig relations, the jump in Imχ(0)+−(Q, ω)
at ωc leads to a logarithmic singularity in the real part
of the susceptibility. Sice the divergence condition deter-
mining the spin resonance peak is Uˆsχˆ(0)+−(q, ω) = Iˆ,
see Eq. (5), the position of the peak is determined by
the interaction matrix elements Uˆs and the behavior of
Reχ(0)+−(Q, ω) near the logarithmic singularity. The re-
lation between these two quantities determines ωR. Here
I vary J thus effectively changing ωR. Increase of inter-
action parameters decreases Uˆ−1s and the divergence can
take place for smaller values of Reχ(0)+−(Q, ω). The lat-
ter appears at lower frequencies, thus ωR shifts towards
zero. That is exactly what is seen in Fig. 5.
V. CONCLUSIONS
Within the five-orbital model for iron-based materials,
I considered the question on what happens to the spin
resonance when the anisotropy of the gap changes. By
using both model gap function and the one calculated via
the spin fluctuation theory of pairing, it is shown that
the spin resonance peak forms for most of the supercon-
ducting solutions originating from the spin fluctuation
approach to the pairing and having the A1g symmetry,
including the s± state. The peak frequency is as higher
as larger the zero-amplitude gap magnitude on electron
pockets. On the contrary, the increase of the anisotropy
leads to the decrease of the peak frequency that is con-
nected with the decrease of the effective gap at the scat-
tering wave vector Q.
As for the experimental verification of the spin reso-
nance appearance, the condition for the spin resonance
frequency ωR in the case of the anisotropic gaps ∆L,S
becomes ωR ≤ min(∆L) + min(∆S). If all values enter-
ing here fulfills this condition, then the observed peak
is the true spin resonance. Otherwise, a calculation in-
volving the details of the band structure and supercon-
ducting gap is required to make a definite conclusion.
I collected available experimental data in Table I. Note
the data for Co-doped materials and a recently discov-
ered CaKFe4As4 fall into the first category and, there-
fore, demonstrate presence of the s±-type gap. Other
materials require more efforts from both theoretical and
experimental sides to (1) extract precise values of gaps
and peak energies and (2) perform calculations for par-
ticular band and gap structures.
Additional information can be gained from the temper-
7TABLE I. Comparison of peak energies in inelastic neutron
scattering, ωINS , and larger and smaller gaps, ∆L and ∆S , in
various Fe-based superconductors. Values of frequencies and
gaps are given in meV. Here ∗, ∗∗, and † marks gaps extracted
from Andreev experiments, BCS fit of Hc1(T ), and tunneling
spectra, respectively; otherwise, gaps are from ARPES. Here,
“?” marks the “expected” value of ωINS (according to value
for nearest doping) in a material for which the measurement
is absent. If the peak frequency and gaps satisfy condition
ωINS ≤ min(∆L) + min(∆S), frequency is written in bold
face, and if they satisfy condition ωINS ≤ 2 min(∆L), italic
is used.
Material Tc (K) ωINS min(∆L), min(∆S)
BaFe1.9Co0.1As2 19 7.3-9.3
62 5.0, 4.062
BaFe1.866Co0.134As2 25 7.0-8.0
62 6.5, 4.662
BaFe1.81Co0.19As2 19 7.5-9.5
62 5.6, 4.662
BaFe1.85Co0.15As2 25 7.7-10.0
36,38 6.0, 3.863
BaFe1.85Co0.15As2 25.5 9.5? 5.6, 4.0
64
BaFe1.8Co0.2As2 24.5 9.5? 8.2, 3.8∗65
Ba0.6K0.4Fe2As2 38 13-14
33,41,66 10.0, 5.067
Ba0.6K0.4Fe2As2 38 13-14
33,41,66 8.0, 4.068
Ba0.6K0.4Fe2As2 38 13-14
33,41,66 8.0, 2.047,69
Ba0.6K0.4Fe2As2 38 13-14
33,41,66 8.4, 3.2†66
Ba0.6K0.4Fe2As2 35 14.8 -15.2
41 7.5, 570
Ba0.6K0.4Fe2As2 37.5 14.8-15.2
41 8.5, 1.7∗∗71
Ba0.65K0.35Fe2As2 34 12.2-13.5
41 5.7, 1.4∗48
Ba1−xKxFe2As2 32 14.9-15.3 41 7.8, 1.172,73
FeSe 8 474 3.5, 2.5†75
FeSe 8 4 74 2.4, 0.6∗76
LiFeAs 18 4-1277 4.7, 2.578–80
LiFeAs 18 4-1277 5.1, 0.9∗81,82
LiFeAs 18 4-1277 5.2, 2.3†83–85
NaFe0.935Co0.045As 18 7
86 4.5, 4.086,87
NaFe0.935Co0.045As 18 6.7-6.9
88 6.0, 5.089
NaFe0.95Co0.05As 18 7? 6.0, 5.0
89
CaKFe4As4 18 12.5
90 10.0, 6.091
ature dependence of the resonance peak. Since the peak
frequency ωR is determined by the amplitude of gaps, and
the gaps decrease with temperature while approaching
Tc, ωR(T ) should also scale with ∆L,S(T ). Simultaneous
measurement of the temperature dependence of gaps and
peak frequency is highly desirable for understanding of
the spin resonance details.
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FIG. 6. Gaps at the Fermi surface for ∆1β = 16 and various
∆0β .
VI. SUPPLEMENTAL MATERIAL FOR
“EFFECT OF GAP ANISOTROPY ON THE SPIN
RESONANCE PEAK IN THE
SUPERCONDUCTING STATE OF IRON-BASED
MATERIALS”
Here I provide intensity plots of gap magnitudes that
shown as the functions of angles in the main text. The
purpose is to give an additional visual representation of
the discussed gap structures and highlight nodal struc-
tures which become apparent in the intensity plots. Also,
the gap functions resulting from the spin fluctuation cal-
culation are shown for the three leading eigenvalues.
Figs. 6-8 show superconducting gap amplitudes at the
Fermi surface for different sets of ∆0β and ∆
1
β parameters.
Using these parameters, the gap function is defined as
∆kµ = ∆
0
µ + ∆
1
µ (cos kx + cos ky) /2. (7)
All parameters are in units of ∆0 taken to be 5 meV.
Since all gaps have A1g symmetry and should not change
upon the pi/2 rotation, gaps at electron pockets β1 and
β2 should be the same. Thus ∆
0,1
β1
= ∆0,1β2 that we denote
simply as ∆0,1β .
Gaps at hole pockets α1,2 are parameterized as ∆
0
α1 =
1, ∆1α1 = 0, ∆
0
α2 = −16.4, ∆1α2 = 20, which gives
constant gap at the inner hole pocket α1 and a weak
anisotropy at the outer hole pocket α2. At the same
time, gap at α1 approximately three times larger than
the gap at α2.
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FIG. 7. Gaps at the Fermi surface for ∆0β = −2 and various
∆1β .
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FIG. 8. Gaps at the Fermi surface for ∆0β = −3 and ∆1β = 4.
Fig. 6 illustrates the decrease of ∆0β resulting in the
shift of the zero-amplitude gap magnitude while the gap
amplitude (∆1β) is constant. Lifting of nodes can be seen.
Another situation is presented in Fig. 7 where the de-
crease of the gap amplitude ∆1β is shown for constant
∆0β . Here we observe a gradual ‘isotropization’ of the
gap at the electron pockets. Effect of decreasing ∆0β for
∆1β = 4 is shown in Fig. 8.
Spin fluctuation calculations were done for several sets
of interaction parameters. In Fig. 9, gap functions for
U = 1.4eV and the three values of J (0.1, 0.15, and
0.2 eV) are shown. Gap functions shown in Fig. 10 are
calculated for the fixed value of J = 0.2 eV and for the
three values of U : 1.1, 1.2, and 1.3 eV. Interorbital Hub-
bard repulsion U ′ and pair hopping J ′ were fixed by the
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FIG. 9. Gap functions g(k) in units of ∆0 = 50meV for the three leading eigenvalues λ calculated for U = 1.4 eV and the
following values of Hund’s exchange (U ′ obeys the SRI): column (a) J = 0.1 eV, column (b) J = 0.15 eV, and column (c)
J = 0.2 eV.
spin-rotational invariance relation, U ′ = U − 2J , J ′ = J .
Note that the hierarchy of the gap symmetry and struc-
ture is the same for all presented cases. In particular, the
leading state is of the s±-type; subleading is the dx2−y2-
wave symmetry, and the next subleading is of the dxy-
type.
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FIG. 10. Gap functions g(k) in units of ∆0 = 50meV for the three leading eigenvalues λ calculated for J = 0.2 eV and the
following values of Hubbard repulsion: column (a) U = 1.1 eV, column (b) U = 1.2 eV, and column (c) U = 1.3 eV.
