. However, methodological as well as theoretical developments in CAT appear to be rather limited.
distant from 00 may not be a good indicator of efficiency. Because it uses Fisher information at the current 11 level, the information criterion can be inefficient if 6 is not close to 0.. This may well be the case at early stages of a CAT when there are only a small number of items (providing little information) to construct a reliable estimator for 0. Consequently, items selected at an early stage may not be an efficient choice. For this reason, the issue of selecting &dquo;best&dquo; items at early stages has attracted much attention recently (e.g., Davey & Parshall, 1995; Fan & Hsu, 1995; Stocking, 1993; van der Linden, 1995; Veerkamp & Berger, 1994) .
New methods and suggestions, along with theoretical and empirical studies, have been proposed to overcome inefficiency due to inaccurate estimation of 0,. In particular, Veerkamp & Berger (1994) proposed an &dquo;interval information criterion&dquo;: Instead of the item information at a point, their selection procedure is based on the highest mean value of the information function in a confidence interval [see Chang & Ying ( 1996b) for a discussion of Veerkamp and Berger's proposal] . However, Stocking (1993) argued that, in addition to item information, item selection should incorporate some further criteria, such as conditional and absolute exposure rates, item pool refreshment or test and ordering.
It appears that further progress, if there is to be any, in the fc~~~d~ti&reg;~~l research of CAT could occur in the area of item selection procedures. The usual large-sample such as consistency and asymptotic posterior normality, have been established for item response theory (IRT) models. Under general regularity conditions, these results ensure that commonly used estimators converge to &reg;&reg;.1t then follows that the item information criterion described above should be close to optimal at later stages in a CAT when the number of administered items is already sufficiently large. Note that a major goal of CAT is to more efficiently estimate 0 with fewer items. Reducing the number of items used in the test thus the quality of item selection at early stages extremely crucial. Therefore, developing necessary concepts and methods for small-sample selection becomes very important.
This paper presents (1) ~ new concept of information-global information and related information functi&reg;res~th~t provides information when the estimator is not close to the true parameter; (2) an item selection procedure based on average global information; and (3) some results from a pilot simulation study comparing the standard maximum information approach with the new global information approach.
Fisher. Information in IRT Models
The item response function for the ith item will be denoted by P and its complement by QI = I -P¡, Thus, an examinee with trait parameter 8 will answer the item correctly with 'p¡(8) and incorrectly with probability Qi(O). Following Lord (1980) (Lehmann, 1983, p. 465 (Neyman & Pearson, 1936) . By Neyman-Pearson theory (Lehmann, 1986) , the likelihood ratio method is optimal for testing 0 = 0, versus 8 = 01. In other words, it is the best way to tell 0, from 80 when the IRT model is assumed for Xl' ..., Xn observed.
Because the errors associated with the likelihood ratio test decrease to 0 exponentially fast (Serfling, 1980, § 10.3.2) , it is convenient to take the logarithm of the likelihood ratio. Moreover, according to Lehmann (personal communication, September 1, 1995) , one of the main reasons for taking the logarithm is that the likelihood is a product, but its logarithm is a sum, which is much easier to work with. One of the consequences is the additivity of information that would not be possible without taking logs. The expected value of the log-likelihood ratio quantifies how powerful (efficient) the statistical test is and is commonly known as the Kullback- Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Leibler (KL) information (Cover & Thomas, 1991; Kullback, 1959) . It also measures the discrepancy between the two probability distributions specified by 80 and &reg;,. (Cover & Thomas, 1991 Another important feature is that is a function of two levels, 8 and 0,. K represents the discrimination power of the item on the two levels. It does not require that 8 be close to 0,. In this sense, K summarizes information content of the item with respect to a broad spectrum of 0 levels. In contrast, I is a function of 0,, only and represents discrimination power around 0, (Hambleton & Swaminathan, 1985, p. 102 (~,,v9x) , with À corresponding to 0~, b to ê, and K to K; (see Figure I ) . Figure 1 shows However, is also more complicated and, therefore, not directly applicable for obtaining a selection procedure for CAT. The main complication arises from the fact that, even with a given 0, l~ is a function on the parameter space whereas I produces a single number. Replacing 9, with the current estimator, the item information readily becomes an index. Hence, the next logical step is to use the KL information function to construct a summary quantity as an index.
New Item Selection Procedures for CAT Information Index
A simple way to construct a single index from K is by taking the average over an appropriate interval of 11. An average KL information index can be defined as Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Here on determines the size of the interval over which the average is computed.
The index given by Equation 17 is the area under the KL function from ê n -on to 6 ~ + On. The effect of the curvature at ê is clear. For small 5,, it is essentially determined by the curvature of Klell ê) at ê n' It follows that the maximum area is equivalent to the maximum curvature and hence the maximum value of I. The effect of the tails is also clear. For large on' the area is also very much influenced by the tails of 1~,(&reg;II&reg;n). In this respect, selection of an item based on the maximum area defined in Equation 17 reflects the idea of the global information approach.
An example showing the difference between the two item selection procedures at early stages is provided in Figure 3 . Suppose both methods start with the same estimator, say &reg; = 0. Then, according to Figure 3b , the Fisher information method will clearly select Item 1 as the next item, because its information is larger at 0. However, the KL method (Figure 3a) Figure 2) . Further research to gain insight into the general cases is certainly of interest.
Implementation of the average KL information index requires specifying 8,. The preceding discussion indicates that in order to make efficient use &reg;f ~~, information in the context of CAT, it is reasonable to require that on decrease to 0 as n approaches -, To determine how fast the on should go to 0, recall that one of the concerns with Fisher item information is that 6 may deviate substantially from 00. In selecting on' it is expected that the resulting interval (ên - §~, ên + 8,,) will contain 00. It follows from general asymptotic theory for ML estimators that 6~ is asymptotically normal with mean 00 and variance 1/~~°~(&reg;o). This entails that confiDownloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ .II with constant c selected according to a specified coverage probability. Because ¡en) is of order n, it is concluded that a reasonable class for õn is Note that the integration in Equation 17 is with respect to the Lebesgue measure (Billingsley, 1986) Two simulation studies were conducted to compare the global information method with the Fisher item information method. All data were generated from the 3PLM. In Study 1, the values of the item parameters were simulated from prespecified uniform distributions; in Study 2, these values were taken from a calibration of 254 items from the 1992 National Assessment of Educational Progress (NAEP) reading assessment (Johnson & Carlson, 1994) .
Study 1
Item pool structure. There were 800 items in the pool. The values of the item parameters were generated from uniform distributions LT(.5, 2.5), D(-3,6, 3.6), and U(0.0, .25) for ai' b¡, and ct, respectively. These distributions cover wide ranges of reasonable item parameters.
Test length and termination rule. Maximum test length was set at 14 items for all cases; thus, each test was terminated after the 14th item was administered. The relatively short test length was selected because interest was mainly in the performance of the item selection procedure during the early stage of CATS.
Simulation procedure, Eight different values of 80 were used in the simulation: 80 = -3.0, -2.0, -1.5, -1.0, 0.0, 1.0, 2.0, and 3.0. 1,000 replications were used. The resulting ML estimators of 00 were denoted by 0,~ and A i,Klwhere subscript i indicates that the ML estimator was calculated from (;Cj, ...,~.), and the subscripts F and K indicate use of the Fisher information criterion and the KL information criterion, respectively,. Iraatic~liz~ti&reg;n. For both methods, the initial item was selected with parameters (a,, b,, cl) = (c~&reg;, bo, c.)-If the outcome of the first item, X,, was 1, then the next ko items were selected with increasing difficulty parameters (bl <) b2 <_ ... < b,~ (b¡+I = b;.~2, i < ko), ~rhcrc ko = min ( ii e X, = 0 was the first time a 0 occurred. If the first response was a 0, then (bl 2) bI 2 ... ~ b~ (bi+l = b; &reg; 2, i <_ ko) was selected, where ko was the first time a 1 occurred. In Study 1, ~o = l, bo = -6, and co &reg; .2. The as and cs remained unchanged during the init~alizati&reg;n.
Note that instead &reg;f bo = 0, the starting value for the b parameter was bo = -6, because 0, = 0 was included in the simulation study. As a result, the CAT started with a very easy item for all eight conditions.
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The ML estimation algorithm used standard Newton-Raphson iterations (Cheney & Kincaid, 19~5) . When the 3PLM is used, it may have multiple roots (Samejima, 1973 Figure 4 the KL method resulted in substantial bias reduction (00 = -3, -2, &reg;i.5), while in the remaining cases the performance of KL was either slightly better or similar to that of Fisher. Improvements in terms of MSBs was either more significant or similar, as shown in Figure 5 .
Study 2
The methods used in Study 2 were essentially the same as those in Study l. The differences were (1) the 00 range was -2.0, -1.0, 1.0, and 2.0; (2) the starting value for the b parameter was bo = 0; (3) the test length was set to n = 40; and (4) the item parameters were taken from the Reading Assessment of the 1992 NAEP main assessment sample (Johnson & Carlson, 1994) . For the 254 items, 122 had parameter estimates from the twoparameter logistic model, and 132 had parameter estimates from the 3PLM. These parameters were not uniformly distributed, as can be seen from the histograms of the parameter distributions ( Figure 6 ).
Figures 7 and 8 summarize the results of Study 2. In two of the four cases summarized in Figure 7 , KL gave better bias reduction (00 = -2, -1). There was essentially no difference between the two methods for the Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Chang & Ying (1996a , 1996b respectively. Note that the curvature at 00 = 6 of the function intersected by the surface and the vertical plane À = 0, is Fisher information at 80 (see Figure 1) . In this connection, another new index can be defined that represents the volume under the information surface:
where 11 is a quantity similar to on' but may be independent of on' Note that the uniform density can be replaced by a general measure.
Finally, this conceptualization of global information may change the traditional view of low discriminating items,. Figure 9 indicates that if there is little knowledge about the location of On, then an item with a low a parameter (Figure 9b ) may be a better choice for the examinee than an item with a high a parameter (Figure 9a ).
Note that for any 00 # & r e g ; , the item in Figure 9b tends to contain a certain amount of global information and, thus, is more robust. However, the item in Figure 9a has adequate information content only in part of the region, It delivers almost no information for approximately 50% of the entire region. However, if the specific range around 00 is known, say around 0, then it will be more efficient to select the item in Figure 9a for the examinee, Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/
Figure 8 Mean Squared Errors From Study 2
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