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Abstract
Let M(1,SO(n)) denote the moduli space of based gauge equivalence classes of SO(n)-instantons
over S4 with instanton number 1. In this paper, using a description of M(1,SO(n)) in terms of a
homogeneous space, we determine the mod 2 cohomology ring with squaring operations and the
integral cohomology group of M(1,SO(n)).
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1. Introduction
Let G be a compact simple simply connected Lie group. The fact π3(G) ∼= Z leads
to the classification of principal G-bundles Pk over S4 by the integer k in Z. Denote by
M(k,G) the moduli space of based gauge equivalence classes of G-instantons on Pk . Let
ik :M(k,G) → Ω3kG be the inclusion. In [3] Boyer, Mann and Waggoner constructed
nontrivial classes in H∗(M(k,SU(n));Z/2). For that purpose, they used a description
of M(1,G) in terms of a homogeneous space. More precisely, let C = CG(SU(2)) the
centralizer of a certain SU(2) in G. Define a map J :G/C → Ω30G by J (gC)(x) =
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gxg−1x−1, where x ∈ SU(2). Then a result of [3] tells us that there exists a diffeomorphism
M(1,G)∼= R5 ×G/C such that the following diagram is homotopy commutative:
M(1,G)

i1
Ω31G

G/C J Ω30G
Particular examples are (see [3], [8]):
(i) M(1,SU(n)) ∼= R5 × U(n)/(U(1) × U(n − 2)), where U(n)/(U(1) × U(n − 2))
denotes the unit tangent bundle of CPn−1; and
(ii) M(1, Sp(n)) ∼= R5 × RP 4n−1.
The purpose of this paper is to study M(1,Spin(n)). We determine the mod 2
cohomology ring with squaring operations and the integral cohomology group of
M(1,Spin(n)). Note that M(1,Spin(n)) = M(1,SO(n)). Since Spin(3) ∼= SU(2) and
Spin(4) ∼= SU(2) × SU(2), we assume n  5. Then we have the following description of
M(1,Spin(n)) (see Proposition 3.1): We set
Xn = SO(n)/
(
SO(n− 4)× SU(2)). (1.1)
Then we have a diffeomorphism
M
(
1,Spin(n)
)∼= R5 ×Xn. (1.2)
Since Spin(5) ∼= Sp(2) and Spin(6) ∼= SU(4), we know X5 and X6 from the above
examples. Moreover, (1.2) implies a homotopy equivalence M(1,Spin)  BSp(1), which
is a special case of the result M(k,Spin)  BSp(k) in [7].
The main results about the cohomology of Xn will be stated in Section 2. Here we
observe several features. Throughout this paper, ∆(x1, . . . , xm) denotes a graded algebra
over Z/2 with a Z/2-basis {xi1 . . . xir : 1  i1 < i2 < · · · < ir  m}. (If we add relations
x2i = 0, ∆(x1, . . . , xm) becomes an exterior algebra Λ(x1, . . . , xm).)
Theorem 1.3. We have an isomorphism of modules
H ∗(Xn;Z/2)∼= Z/2[c2]/
(
ct2
)⊗∆(ei1 , ei2, ei3),
where t = [ n4 ], c2 ∈ H 4(BSU(2);Z/2) is the second Chern class and degeij = ij such that
these three ij are congruent to 0,1 and 2 mod 4.
We have Sqic2 = 0 for 1 i  3. Let eα be one of eij . Then
(i) (a) When α is even, Sq1eα = 0.
(b) When α is odd,{
Sq1eα = eα+1 n ≡ 0,1,3 (mod 4),
Sq1eα = c2eα−3 n ≡ 2 (mod 4).
(ii) (a) When α ≡ 2 (mod 4), Sq2eα = 0.
Y. Kamiyama et al. / Topology and its Applications 146–147 (2005) 471–487 473
(b) When α ≡ 2 (mod 4),
{
Sq2eα = eα+2 n ≡ 1,2 (mod 4),
Sq2eα = c2eα−2 n ≡ 0,3 (mod 4).
(iii) For j  0,
Sq4j eα =
( [α4 ] + 1
j
)
c
j
2eα.
Corollary 1.4. The algebra ∆(ei1 , ei2, ei3) in Theorem 1.3 is actually an exterior algebra
Λ(ei1, ei2 , ei3) if and only if n ≡ 0,1,2,3,7 (mod 8).
Remark. There exists a natural inclusion M(1,Spin(n)) ↪→ Ω30 Spin(n). In [4] the
Pontryagin ring H∗(Ω30 Spin(n);Z/2) was determined. The interesting fact is that the
structures depend on the congruence of n mod 8. Corollary 1.4 implies that the cohomology
ring H ∗(Xn;Z/2) also has this property.
The cohomology group H ∗(Xn;Z) has the following features.
Theorem 1.5.
(i) Let n ≡ 0 (mod 4). Then for each q = n − 4,2n − 6 or 3n − 9, Hq(Xn;Z) is Z,
Z/2 or 0. Moreover, Hn−4(Xn;Z) ∼= H 3n−9(Xn;Z) ∼= Z ⊕ Z and H 2n−6(Xn;Z) ∼=
Z/2 ⊕ Z/2.
(ii) Let n ≡ 2 (mod 4). Then for each q = 2n − 6, Hq(Xn;Z) is Z, Z/2 or 0. Moreover,
H 2n−6(Xn;Z)∼= Z/4.
(iii) Let n = 2m + 1. Then for each q = 2n − 6, Hq(Xn;Z) is Z, Z/2 or 0. Moreover,
H 2n−6(Xn;Z)∼= Z/m.
This paper is organized as follows. In Section 2 we state main results. In Section 3 we
study an auxiliary space Yn. In Section 4 we determine the mod 2 cohomology ring of Xn
with squaring operations and in Section 5 we determine the integral cohomology group.
Throughout this paper ρ :H ∗(;Z)→ H ∗(;Z/2) denotes the mod 2 reduction.
2. Main results
Theorem 2.1. Let n = 4t + l with 0 l  3. Then we have the following isomorphism of
modules:
H ∗(Xn;Z/2)∼= Z/2[c2]/
(
ct2
)⊗∆(ei1 , ei2, ei3),
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where c2 ∈ H 4(BSU(2);Z/2) is the second Chern class and deg eij = ij such that(i1, i2, i3) =


(4t − 4,4t − 3,4t − 2) n = 4t,
(4t − 3,4t − 2,4t) n = 4t + 1,
(4t − 2,4t,4t + 1) n = 4t + 2,
(4t,4t + 1,4t + 2) n = 4t + 3.
Remark. The elements eij will be specified in Section 4. But for dimensional reasons, we
see that eij are unique except the possibility of adding c
t−1
2 to e4t−4 for n = 4t .
Theorem 2.2. We have Sqic2 = 0 for 1 i  3. Let eα be one of eij . Then
(i) (a) When α is even, Sq1eα = 0.
(b) When α is odd,{
Sq1eα = eα+1 n ≡ 0,1,3 (mod 4),
Sq1eα = c2eα−3 n ≡ 2 (mod 4).
(ii) (a) When α ≡ 2 (mod 4), Sq2eα = 0.
(b) When α ≡ 2 (mod 4),{
Sq2eα = eα+2 n ≡ 1,2 (mod 4),
Sq2eα = c2eα−2 n ≡ 0,3 (mod 4).
(iii) For j  0,
Sq4j eα =
( [α4 ] + 1
j
)
c
j
2eα.
Corollary 2.3. If α ≡ 2 (mod 4), then Sq4j+2eα = 0.
Corollary 2.4. The algebra ∆(ei1 , ei2, ei3) in Theorem 2.1 is actually an exterior algebra
Λ(ei1, ei2 , ei3) if and only if n ≡ 0,1,2,3,7 (mod 8).
The structure of ∆(ei1 , ei2, ei3) will be studied more precisely in Proposition 4.9.
Theorems 2.1 and 2.2 will be proved in Section 4. Corollaries 2.3 and 2.4 are easy
consequences of them and the following Adem relation:
Sq4j+2 = Sq2Sq4j + Sq4j+1Sq1.
Example 2.5.
(i) For n = 5, we have H ∗(X5;Z/2) ∼= Z/2[e1]/(e81), which is in agreement with the fact
that X5 ∼= RP 7 (see Section 1).
(ii) For n = 6, we have H ∗(X6;Z/2) ∼= Z/2[e2]/(e42) ⊗ Λ(e5) with Sqi e5 = 0 for i  1.
This is in agreement with the fact that X6 ∼= U(4)/(U(1)×U(2)).
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Theorem 2.6. Let p be an odd prime. Then we have the following isomorphism of algebras:(i) Let n = 2m.
(a) If p  m− 1, then
H ∗(Xn;Z/p)
∼= Z/p[c2, χn−4]/
(
c2χn−4, χ2n−4 − (m− 1)cm−22
)⊗Λ(x2n−5),
where χn−4 ∈ Hn−4(BSO(n − 4);Z/p) is the Euler class.
(b) If p | m− 1, then
H ∗(Xn;Z/p) ∼= Z/p[c2, χn−4]/
(
c2χn−4, χ2n−4, c
m−1
2
)⊗ Λ(x2n−5).
(ii) Let n = 2m+ 1.
(a) If p  m, then
H ∗(Xn;Z/p) ∼= Z/p[c2]/
(
cm−12
)⊗Λ(x2n−3).
(b) If p | m, then
H ∗(Xn;Z/p) ∼= Z/p[c2]/
(
cm2
)⊗Λ(x2n−7).
Let F(Xn) and T (Xn) be the free and torsion part of H ∗(Xn;Z) and let A{α1, . . . , αi}
be a free A-module with an A-basis {α1, . . . , αi}.
Theorem 2.7.
(i) For n = 4t ,
F(Xn) ∼= Z[c2]/
(
ct2
){1, v4t−4, α,β},
where ρ(v4t−4) = e4t−4, ρ(α) = e4t−3e4t−2 and ρ(β) = e4t−4e4t−3e4t−2.
T (Xn) ∼= Z/2[c2]/
(
ct2
){e4t−2, e4t−4e4t−2}.
(ii) For n = 4t + 1,
F(Xn) ∼= Z[c2]/
(
ct2
){1, α} ⊕ Z[c2]/(ct−12 ){v4t , β},
where ρ(v4t ) = e4t , ρ(α) = e4t−3e4t−2e4t and ρ(β) = c2e4t−3e4t−2.
T (Xn) ∼= Z/2[c2]/
(
ct2
){e4t−2, e4t−2e4t} ⊕ Z/(2t){ct−12 e4t}.
(iii) For n = 4t + 2,
F(Xn) ∼= Z[c2]/
(
ct2
){1, v4t , α,β} ⊕ Z{v4t−2, γ },
where ρ(v4t ) = e4t , ρ(α) = e4t−2e4t+1, ρ(β) = e4t−2e4t e4t+1 and ρ(γ ) = ct−12 ×
e4t e4t+1.
T (Xn) ∼= Z/2[c2]/
(
ct−12
){c2e4t−2, c2e4t−2e4t } ⊕ Z/4{e4t−2e4t }.
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(iv) For n = 4t + 3,
F(Xn) ∼= Z[c2]/
(
ct2
){1, v4t , α,β},
where ρ(v4t ) = e4t , ρ(α) = e4t+1e4t+2 and ρ(β)= e4t e4t+1e4t+2.
T (Xn) ∼= Z/2[c2]/
(
ct2
){e4t+2, e4t e4t+2} ⊕ Z/(2t + 1){c2t2 }.
3. Auxiliary space
First we recall the topological type of M(1,Spin(n)). Define an embedding SU(2) ↪→
SO(4) by A + √−1B ∈ SU(2) → (A −B
B A
) ∈ SO(4). Recall that Xn was defined in (1.1).
Proposition 3.1. There exists a diffeomorphism
M
(
1,Spin(n)
)∼= R5 ×Xn.
Proof. As in Section 1 there exists a diffeomorphism M(1,G) ∼= R5 × G/CG(SU(2)),
by a certain embedding of SU(2) into G. For G = Spin(n), the embedding is given as
follows: Recall that Spin(4) ∼= Spin(3)1 × Spin(3)2, where Spin(3)1 and Spin(3)2 are two
copies of Spin(3). We embed Spin(3) into Spin(n) as Spin(3)1. Then CSpin(n)(Spin(3)1) =
Spin(n − 4)× Spin(3)2. Hence
M
(
1,Spin(n)
)∼= R5 × Spin(n)/(Spin(n − 4)× Spin(3)2)∼= R5 ×Xn.
This completes the proof of Proposition 3.1.
We set Yn = SO(n)/(SO(n− 4)×U(2)). Then we have a fibration
S1 → Xn π−→Yn. (3.2)
Embed S1 into SO(n) as diagonal matrices in U(2). Then SO(n − 4) × U(2) is the
centralizer of the S1 in SO(n), whence H ∗(Yn;Z) is torsion free by the classical result
of Bott [2]. In order to describe H ∗(Yn;Z/p) (where p is a prime), we consider the
following sequences {bk} and {dk} in H ∗(BU(2);Z) ∼= Z[c1, c2]. In H ∗(BU(2);Z), we
define a sequence {bk}(k  0) by the following formulas:

b0 = 1,
b1 = −c1,
bk + c1bk−1 + c2bk−2 = 0 (k  2).
Hence degbk = 2k. 
Lemma 3.3. For k  2, bk has the following form:
(i) b4s = c4s1 + c2s2 + c21c2P.
(ii) b4s+1 = −c4s+11 − (2s + 1)c1c2s2 + c31c2P.
(iii) b4s+2 = c4s+21 − c2s+12 + c21c2P.
(iv) b4s+3 = −c4s+31 + 2(s + 1)c1c2s+12 + c31c2P.
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Here P ∈ H ∗(BU(2);Z).Proof. We set c1 = α + β and c2 = αβ . Then we have
bk = (−1)k
k∑
i=0
αiβk−i . (3.4)
The assertion follows from this. 
In H ∗(BU(2);Z), we define a sequence {dk}(k  0) by the following formulas:

d0 = 1,
d1 = −c21 + 2c2,
dk +
(
c21 − 2c2
)
dk−1 + c22dk−2 = 0 (k  2).
Hence degdk = 4k.
Lemma 3.5. For k  2, dk has the following form.
dk = (−1)kc2k1 + (k + 1)ck2 + c1c2P,
where P ∈ H ∗(BU(2);Z).
Proof. Since dk = (−1)k∑ki=0 α2iβ2k−2i , the assertion follows. 
Proposition 3.6. We have the following isomorphism of modules:
(i) For n = 2m,
H ∗(Yn;Z/2) ∼= Z/2[c1, c2]/(bm−1, c2bm−2)⊗ ∆(e2m−4, e2m−2).
Here using the mod 2 reduction, we regard that bk ∈ Z/2[c1, c2].
(ii) For n = 2m+ 1,
H ∗(Yn;Z/2) ∼= Z/2[c1, c2]/(bm−1, c2bm−2)⊗ ∆(e2m−2, e2m).
Proof. The proposition follows easily from the mod 2 Serre spectral sequence for the
fibration SO(n) → Yn → BSO(n− 4)× BU(2). 
Proposition 3.7. Let p be an odd prime. Then we have the following isomorphism of
algebras:
(i) For n = 2m,
H ∗(Yn;Z/p) ∼= Z/p[c1, c2, χ2m−4]/I,
where I = (c2χ2m−4, χ22m−4 − dm−2, dm−1), the ideal generated by these elements,
and χ2m−4 ∈ H 2m−4(BSO(2m− 4);Z/p) is the Euler class.
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(ii) For n = 2m+ 1,
H ∗(Yn;Z/p) ∼= Z/p[c1, c2]/
(
dm−1, c22dm−2
)
.
Proof. The proof is similar to that of Proposition 3.6. 
We study the two modules in front and behind of ⊗ in Proposition 3.6 more precisely.
Lemma 3.8. We have the following isomorphism of modules:
Z/2[c1, c2]/(bm−1, c2bm−2) ∼=
m−2⊕
i=0
Z/2[c2]/
(
cm−1−i2
){
ci1
}
.
(See Theorem 2.7 for the notation A{α1, . . . , αi}.)
Proof. We give a filtration to C = Z/2[c1, c2]. For a monomial ci1cj2 , we set v(ci1cj2) = j
and v(0) = ∞. A submodule FqC is defined by FqC = {∑ ci1cj2 : v(ci1cj2)  q}. This
filtration preserves the ideal I = (bm−1, c2bm−2) and induces a filtration FqC/I of C/I .
Then we set
GrC =
⊕
q0
FqC
Fq+1C
and GrC/I =
⊕
q0
FqC/I
Fq+1C/I
.
For f,g ∈ Z/2[c1, c2], a polynomial [f,g] is defined by [f,g] = c1f + c2g. For 0 j 
m− 1, we define fj ∈ Z/2[c1, c2] inductively by
f0 = bm−1, f1 = c2bm−2 and fj = [fj−1, fj−2] (2 j m− 1).
It is easily shown that fj ∈ I and fj = cj2cm−1−j1 in GrC for 0 j m− 1. A submodule
M of I is defined by
M = Z/2[c1, c2]f0 + Z/2[c2]{f1, . . . , fm−1}.
Hence the natural map C/M → C/I is surjective and
GrM = Z/2[c1, c2]
{
cm−11
}⊕ Z/2[c2]{c2cm−21 , . . . , cm−12 }.
Comparing the Poincaré polynomials of GrC/I and GrC/M = GrCGrM , the above natural
map is an isomorphism of modules and
GrC/M ∼=
m−2⊕
i=0
Z/2[c2]/
(
cm−1−i2
){
ci1
}
.
This completes the proof of Lemma 3.8. 
Let e2r ∈ H 2r (Yn;Z/2) be one of the two generators e in Proposition 3.6. We construct
v2r ∈ H 2r (Yn;Z) of which the mod 2 reduction ρ(v2r ) represents e2r .
(i) For n = 2m, we define v2m−4 and v2m−2 in H ∗(Yn;Z) as follows.{
χ2m−4 − bm−2 = 2v2m−4,
bm−1 = 2v2m−2. (3.9)
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(ii) For n = 2m+ 1, we define v2m−2 and v2m in H ∗(Yn;Z) as follows.{
bm−1 = 2v2m−2,
c2bm−2 = 2v2m. (3.10)
We postpone the proof of the following lemma until later in this section.
Lemma 3.11. v2r is an element of H 2r (Yn;Z) whose mod 2 reduction ρ(v2r ) represents
e2r .
Let T be the standard maximal torus of SO(n). We have a projection p : SO(n)/T → Yn.
We recall the structure of H ∗(SO(n)/T ;Z/2). We set n = 2m+ ε with ε = 0 or 1.
Theorem 3.12 [5].
(i) H ∗(SO(2m+ ε)/T ;Z/2) ∼= Z/2[ti , xj ]/(σi , x2j + x2j ), where 1  i  m, 1  j 
m + ε − 1, {ti} the standard basis of H 2(BT;Z), σi the ith elementary symmetric
polynomial in {ti}, degxj = 2j and xj = 0 for j m+ ε.
(ii) Sq2ti = t2i and Sq2kxj = ( jk)xj+k(0 k  j).
In fact, it is possible to construct xj in H 2j (SO(2m + ε)/T ;Z) by the following
formula.
σj = 2xj . (3.13)
Recall that in (3.9) and (3.10) we constructed v2r ∈ H 2r (Yn;Z). We describe p∗(v2r )
in terms of ti and xj in H ∗(SO(n)/T ;Z). Note that the pullback of c1 (respectively c2) by
the composite SO(n)/T p−→Yn → BU(2) is tm−1 + tm (respectively tm−1tm).
Proposition 3.14. We have the following relations in H ∗(SO(n)/T ;Z).
(i) For n = 2m,
p∗(v2m−4) =
m−3∑
i=0
bixm−2−i , p∗(v2m−2) = −
m−2∑
i=0
bixm−1−i .
(ii) For n = 2m+ 1,
p∗(v2m−2) = −
m−2∑
i=0
bixm−1−i , p∗(v2m) = xm − c2
m−3∑
i=0
bixm−2−i .
Proof. First we prove (ii). Let τi be the ith elementary symmetric polynomial in
{t1, . . . , tm−2}. Then
m∑
i=0
σi =
(
m−2∑
i=0
τi
)
(1 + tm−1)(1 + tm).
480 Y. Kamiyama et al. / Topology and its Applications 146–147 (2005) 471–487
Using (3.4) and (3.13), we have
m−2∑
i=0
τi =
(
1 + 2
m∑
i=1
xi
) ∞∑
j=0
bj .
Comparing the term of homological degree 2m − 2 and using (3.10), we obtain the first
equation of (ii). Comparing the term of homological degree 2m and using the relation
bm = −2(c1v2m−2 + v2m), we obtain the second equation of (ii).
Using (3.9), (i) can be proved similarly. This completes the proof of Proposi-
tion 3.14. 
Proof of Lemma 3.11. Let e˜2r ∈ H 2r (Yn;Z) satisfy ρ(e˜2r ) = e2r . By Proposition 3.6, we
can set v2r = δ2ke˜2r + f (c1, c2) in H 2r(Yn;Z(2)), where δ = ±1, k  0 and f (c1, c2) ∈
Z(2)[c1, c2] (Z(2) denotes the ring of rational numbers with odd denominators). Assume
that k  1. Consider the following composite: SO(n) i−→SO(n)/T p−→Yn. Since k  1,
we have i∗p∗(v2r ) = δ2ki∗p∗(e˜2r ) = 0. On the other hand, using Proposition 3.14, we
have i∗p∗(v2r ) = h˜2r , where h˜2r is a generator of H 2r (SO(n);Z(2)). (In fact, for example,
when n = 2m and r = m − 2, we have i∗p∗(v2r ) = i∗(xm−2 +∑m−3i=1 bixm−2−i ) = h˜2r .)
This is a contradiction. Therefore v2r = δe˜2r + f (c1, c2) in H 2r(Yn;Z(2)) and we can use
v2r as e˜2r . This completes the proof of Lemma 3.11. 
Finally we prove the following:
Proposition 3.15. In H ∗(BU(2);Z/2), bk satisfies the Wu formula:
Sq2j bk =
j∑
i=0
(
k − i − 1
j − i
)
bj+k−ibi .
Proof. It suffices to construct a complex vector bundle E such that c(E) =∑∞k=0 bk . Let
γ → CP∞ be the canonical line bundle and γ⊥ the orthogonal complement of γ in the
trivial bundle CP∞ × C∞. Let Ei → CP∞ × CP∞ (i = 1,2) be the pullback of γ⊥ by
the ith projection and we set E = E1 ⊕ E2. By (3.4), c(E) has the desired property. 
4. Proofs of Theorems 2.1, 2.2 and 2.6
We construct three generators eij ∈ H ∗(Xn;Z/2). Let e2r ∈ H 2r(Yn;Z/2) be one of
the two even dimensional generators (see Proposition 3.6). Then we write e2r for π∗(e2r ),
where π :Xn → Yn is the projection.
In order to construct an odd dimensional generator, we recall properties of the Gysin
sequence. Let S1 → P π−→B be a principal bundle and consider the mod 2 Gysin sequence
· · · −→ Hq(B;Z/2) ·c1−→Hq+2(B;Z/2) π∗−→Hq+2(P ;Z/2)
φ−→Hq+1(B;Z/2) → ·· · . (4.1)
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Lemma 4.2. We can choose φ so as to satisfy the following properties:(i) φ(π∗(u)∪ x) = u∪ φ(x),
where u ∈ Hi(B;Z/2) and x ∈ Hj(P ;Z/2).
(ii) φ(Sqix) = Sqiφ(x)+ c1Sqi−2φ(x),
where i  0 and x ∈ Hj(P ;Z/2).
Proof. Let D2 → E p−→B be the disk bundle associated to P → B . Consider the
cohomology long exact sequence of the pair (E,P ). We define φ so as to make the
following diagram commutative:
Hq(P ;Z/2) δ∗ Hq+1(E,P ;Z/2)
Hq(P ;Z/2)
∼= id
φ
Hq−1(B;Z/2)
∼= Φ∗
Here Φ∗ is the Thom isomorphism, i.e., for the Thom class U ∈ H 2(E,P ;Z/2) we set
Φ∗(u) = p∗(u)∪ U . Then (i) is clear from the property of δ∗.
We have p∗(φ(x))∪U = δ∗(x). We have
Sq1U = Φ∗(w1(E))= 0 and Sq2U = Φ∗(c1).
Then (ii) follows easily. This completes the proof of Lemma 4.2. 
Now we define an odd dimensional generator as follows.
(i) The case n = 2m or 2m+ 1 with m even. Note that bk ∈ H ∗(BU(2);Z) is divisible
by c1 if k is odd. Since bm−1 = 0 in H ∗(Yn;Z/2) (see Proposition 3.6), (4.1) shows that
there exists an unique element e2m−3 such that φ(e2m−3) = bm−1c1 . As an odd dimensional
generator of H 2m−3(Xn;Z/2), we take e2m−3.
(ii) The case n = 2m or 2m+ 1 with m odd. We define e2m−1 ∈ H 2m−1(Xn;Z/2) to be
φ(e2m−1) = c2bm−2c1 . Equivalently, we set φ(e2m−1) =
bm
c1
.
Now Theorem 2.1 follows from Proposition 3.6 and (4.1).
Proof of Theorem 2.2. In H ∗(Xn;Z/2), we write one of the two even dimensional
generators by e2r and the odd dimensional generator by e2r+1. First we study squaring
operations on e2r . It is clear that Sq1e2r = 0. Recall that we have a projection
p : SO(n)/T → Yn (see Section 3). p∗(e2r ) was determined in Proposition 3.14. We set
A = Z/2[c1, c2]/(bm−1, c2bm−2) and define a module homomorphism θ :H ∗(Yn;Z/2)→
A⊗∆(x1, . . . , xm−1) by the same formula as in Proposition 3.14, i.e., p∗ factors through θ .
Note that Coker(·c1 :A → A) ∼= Z/2[c2]/(ct2) if n = 4t + l with 0 l  3.
Lemma 4.3. There exists an unique module homomorphism ψ :H ∗(Xn;Z/2)→ Z/2[c2]/
(ct2) ⊗∆(x1, . . . , xm−1), which satisfies the following properties:
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(i) The following diagram is commutative:
H ∗(Yn;Z/2) π∗
θ
H ∗(Xn;Z/2)
ψ
A ⊗∆(x1, . . . , xm−1) Z/2[c2]/(ct2)⊗∆(x1, . . . , xm−1)
(ii) ψ is injective.
(iii) Sqiψ = ψSqi for i  0.
Proof. In order that (i) is satisfied, we must define ψ as follows (see Proposition 3.14).
ψ(e2r ) =
[ r−12 ]∑
i=0
ci2xr−2i . (4.4)
Then (ii) and (iii) are satisfied. This completes the proof of Lemma 4.3. 
Now we can determine Sq2e2r and Sq4j e2r from (4.4). Since calculations are similar,
we prove the latter. By Theorem 3.12 and (4.4), we have
ψ
(
Sq4j e2r
)= j∑
i=0
(
i
j − i
)(
r − 2i
2i
)
c
j
2xr + [the other terms in x1, . . . , xr−1]
= ψ
(
j∑
i=0
(
i
j − i
)(
r − 2i
2i
)
c
j
2e2r
)
.
Hence
Sq4j e2r =
j∑
i=0
(
i
j − i
)(
r − 2i
2i
)
c
j
2e2r . (4.5)
It is easy to prove the following:
Lemma 4.6. We have the following formulas in Z.
(i)
n∑
i=0
(
a − ib
n − i
)(
c + ib
i
)
=
n∑
i=0
(
a + c − i
n− i
)
bi.
(ii)
m∑
i=0
(
n− i
m− i
)
=
(
n+ 1
m
)
.
Now if r = 2s + 1, we have ( 2s+1−2i2i )= 2s+1−2i2s+1−4i ( 2s−2i2i ). Hence
j∑
i=0
(
i
j − i
)(
r − 2i
2i
)
≡
j∑
i=0
(
i
j − i
)(
s − i
i
)
(mod 2). (4.7)
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By Lemma 4.6(i) and (ii), we have(4.7) ≡
j∑
i=0
(
s − i
j − i
)
≡
(
s + 1
j
)
(mod 2).
Hence if r is odd, we have by (4.5) that
Sq4j e2r =
( [ r2 ] + 1
j
)
c
j
2e2r .
A similar argument shows that this formula also holds for r even. This completes the
proof of Theorem 2.2 for even α. 
Next we study squaring operations on e2r+1. For dimensional reasons, we have
Sq2e2r+1 = 0. We study Sq1e2r+1. Consider the Gysin sequence for the fibration
SU(2) → SO(n)/SO(n− 4) p−→Xn. (4.8)
Recall that H ∗(SO(n)/SO(n−4);Z/2)∼= ∆(hn−4, hn−3, hn−2, hn−1) and Sqjhi =
( i
j
)
hi+j
(see [1,6]).
If n = 4t,4t + 1 or 4t + 3, then p∗ :Hq(Xn;Z/2)→ Hq(SO(n)/SO(n− 4);Z/2) is an
isomorphism for q = 2r + 1 and 2r + 2. Hence we can determine Sq1e2r+1.
If n = 4t + 2, then the assertion Sq1e4t+1 = c2e4t−2 is equivalent to that Hn(Xn;Z) ∼=
Z/2. To prove this, consider the fibration
Xn
i−→BSO(n − 4)× BSU(2) η−→BSO(n).
Since b2t−1 ∈ H ∗(BU(2);Z) is divisible by c1, the first equation of (3.9) implies that
i∗(χn−4) = 2vn−4. We have 2c2vn−4 = i∗(c2χn−4) = i∗η∗(χn) = 0. Since c2vn−4 ∈
Hn(Xn;Z) is a generator, this implies that Hn(Xn;Z) ∼= Z/2. 
We study Sq4j e2r+1. First we consider the case n = 2m or 2m+ 1 with m even and set
m = 2t . Recall that we defined e2m−3 ∈ H 2m−3(Xn;Z/2) by φ(e2m−3) = bm−1c1 . Hence
Sq4j bm−1 =
(
Sq4jφ(e2m−3)
)
c1 +
(
Sq4j−2φ(e2m−3)
)
c21.
By Lemma 4.2(ii), we have
φ
(
Sq4j e2m−3
)= Sq4j bm−1
c1
.
By Proposition 3.15, we have
φ
(
Sq4j e2m−3
)= j∑
l=0
(
t − 1 − l
j − l
)
b2t−1+2j−2l
c1
b2l .
Since b2t−1+2j−2l
c1
= cj−l2 b2t−1c1 in H ∗(Yn;Z/2),
φ
(
Sq4j e2m−3
)= φ
(
j∑
l=0
(
t − 1 − l
j − l
)
c
j
2e2m−3
)
.
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Using Lemma 4.6(ii), we haveSq4j e2m−3 =
(
t
j
)
c
j
2e2m−3.
A similar argument shows that for m = 2t + 1,
Sq4j e2m−1 =
(
t + 1
j
)
c
j
2e2m−1.
This completes the proof of Theorem 2.2 for odd α. 
By Theorem 2.2, we have the following proposition, from which Corollary 2.4 follows.
Proposition 4.9.
(i) For n = 4t ,
e24t−4 = tct−12 e4t−4, e24t−3 = tct−12 e4t−2, e24t−2 = 0.
(ii) For n = 4t + 1,
e24t−3 = tct−12 e4t−2, e24t−2 = tct−12 e4t , e24t = 0.
(iii) For n = 4t + 2,
e24t−2 = tct−12 e4t , e24t = 0, e24t+1 = 0.
(iv) For n = 4t + 3,
e24t = 0, e24t+1 = 0, e24t+2 = 0.
Proof of Theorem 2.6. The theorem follows from Proposition 3.7 and the mod p Gysin
sequence for the fibration (3.2). The generators x2r+1 are constructed as follows.
(i) Let n = 2m. By Proposition 3.7(i), we have relations dm−1 = 0 and c2dm−2 = 0. For
all odd primes p, we define x4m−5 to be
φ(x4m−5) = mc2dm−2 − (m− 1)dm−1
c1
.
(Compare Lemma 3.5.)
(ii) Let n = 2m+ 1.
If p  m, then we define x4m−1 to be
φ(x4m−1) = mc
2
2dm−2 − (m− 1)c2dm−1
c1
.
If p | m, then we define x4m−5 to be
φ(x4m−5) = dm−1
c1
.
This completes the proof of Theorem 2.6. 
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5. Proof of Theorem 2.7(i) The case n = 4t . The module H ∗(Xn;Z) is determined completely from Theo-
rems 2.1, 2.2 and 2.6.
(ii) The case n = 4t + 2. These theorems determine H ∗(Xn;Z) except H 2n−6(Xn;Z).
To determine this, consider the following part of the integral Gysin sequence for the
fibration (4.8):
0 → H 2n−10(Xn;Z) → H 2n−6(Xn;Z) → H 2n−6
(
SO(n)/SO(n− 4);Z)→ 0.
We have H 2n−10(Xn;Z) ∼= H 2n−6(SO(n)/SO(n − 4);Z) ∼= Z/2 and dimZ/2 H 2n−6(Xn;
Z/2) = 1. Hence H 2n−6(Xn;Z) ∼= Z/4.
(iii) The case n = 2m + 1. Theorems 2.1, 2.2 and 2.6 determine H ∗(Xn;Z) except
H 2n−6(Xn;Z). To determine this, we set n = 4t + 1 or 4t + 3. By Propositions 3.6(ii),
3.7(ii) and Lemmas 3.8, 3.11, we can choose a basis of H 2n−8(Yn;Z) as follows.
(a) For n = 4t + 1,〈
c2t−21 v4t−2, c
2t−4
1 c2v4t−2, . . . , c
t−1
2 v4t−2
〉∪ 〈c2t−31 v4t , c2t−51 c2v4t , . . . , c1ct−22 v4t 〉.
(b) For n = 4t + 3,〈
c2t−11 v4t , c
2t−3
1 c2v4t , . . . , c1c
t−1
2 v4t
〉∪ 〈c2t−21 v4t+2, c2t−41 c2v4t+2, . . . , ct−12 v4t+2〉.
Similarly, we can choose a basis of H 2n−6(Yn;Z) as follows.
(c) For n = 4t + 1,〈
c2t−31 c2v4t−2, c
2t−5
1 c
2
2v4t−2, . . . , c1c
t−1
2 v4t−2
〉∪ 〈c2t−21 v4t , c2t−41 c2v4t , . . . , ct−12 v4t 〉.
(d) For n = 4t + 3,〈
c2t−21 c2v4t , c
2t−4
1 c
2
2v4t , . . . , c
t
2v4t
〉∪ 〈c2t−11 v4t+2, c2t−31 c2v4t+2, . . . , c1ct−12 v4t+2〉.
Consider the following part of the Gysin sequence for the fibration (3.2):
0 → H 2n−8(Yn;Z) ·c1−→H 2n−6(Yn;Z) → H 2n−6(Xn;Z) → 0.
For n = 4t + 1 (respectively 4t + 3), describe c2t−11 v4t−2 (respectively c2t1 v4t ) in terms of
the basis (c) (respectively (d)) and write this in the following form:
c2t−11 v4t−2 = µct−12 v4t + [the other terms]
(respectively c2t1 v4t = µct2v4t + [the other terms]).
Here ‘the other terms’ means a linear combination of elements of (c) (respectively (d))
except ct−12 v4t (respectively ct2v4t ). Then we have H 2n−6(Xn;Z)∼= Z/|µ|.
Proposition 5.1.
µ =
{
(−1)t2t n = 4t + 1,
(−1)t+1(2t + 1) n = 4t + 3.
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Proof. (i) The case n = 4t+1. Hereafter all the equations will be considered in H ∗(Yn;Z).
By (3.10), we set b2t−1 = 2v4t−2 and c2b2t−2 = 2v4t . First we consider the case t = 2a.
By Lemma 3.3(iii) and (iv), we have the following equations:{
−c4a−11 + 2ac1c2a−12 + c31c2P = 2v8a−2,
c4a−21 c2 − c2a2 + c21c22Q = 2v8a.
(5.2)
Multiply ci1c
j
2 (where i + 2j = 4a − 1 and j  1) to the first equation and cii cj2 (where
i + 2j = 4a − 2) to the second equation of (5.2), and solve this system of equations. Then
we obtain a description of cl1c
r
2 (where l + 2r = 8a − 2 and r  1) in terms of the basis (c).
But it is clear that only c4a−12 has the term c
2a−1
2 v8a such that
c4a−12 = −2c2a−12 v8a + [the other terms]. (5.3)
Here ‘the other terms’ means as above.
From the square of the first equation of (5.2), and the multiplication by v8a−2 to this
equation, we have
c8a−21 = −2c4a−11 v8a−2 + c1c2R1 + c1c2R2v8a−2, (5.4)
where R1,R2 ∈ H ∗(BU(2);Z). Since d4a−1 = 0 in H ∗(Yn;Z) (see Proposition 3.7(ii)),
we see by Lemma 3.5 that in H 2n−6(Yn;Z),
c8a−21 = 4ac4a−12 + c1c2S, (5.5)
where S ∈ H ∗(BU(2);Z). By (5.4) and (5.5), we have
c4a−11 v8a−2 = −2ac4a−12 + c1c2T1 + c1c2T2v8a−2,
where T1, T2 ∈ H ∗(BU(2);Z). Putting (5.3) into this, we have
c4a−11 v8a−2 = 4ac2a−12 v8a + [the other terms].
Hence Proposition 5.1 holds for n = 4t + 1 with t = 2a. The case for n = 4t + 1 with
t = 2a + 1 can be proved similarly.
(ii) The case n = 4t + 3. A quite similar argument to (i) implies the result. We sketch
the point. Recall that (i) was proved using the relations bm−1 = 0, c2bm−2 = 0 and
dm−1 = 0. But (ii) is proved using the first and the last relations. This completes the proof
of Proposition 5.1. 
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