Abstract. In orthopedic and trauma surgery, fracture reduction usually requires the use of metallic plates and their fixation by means of screws. The employment of guidance solutions during surgical procedures has become of great importance during the last decades. Our guidance solution exploits a small video camera placed directly on the instrument, for example a drill, and a set of small markers placed around the location where the drilling needs to be performed. A calibration step is required in order to determine the relative position of the instrument tip and axis w.r.t the coordinate system of the video camera. In this paper we describe a calibration method for our guidance solution. This calibration method exploits optical markers and a calibration plate whose geometry is known. Moreover, we show how we can exploit directly the image acquired by the video camera during the calibration in order to define an error measure to estimate the accuracy of the calibration. With this method, we achieved respectively an accuracy of 0.23 mm and 3.40
Introduction
In orthopedic and trauma surgery, guidance solutions are often exploited in order to help the surgeon fixing screws during a fracture reduction procedure. Typically, optical navigation solutions (e.g. VectorVision R from BRAINLAB AG. and Navigation System II from Stryker Inc.) use a stereo camera placed outside the operative field [1, 2] . Solutions based on video cameras have also been proposed. Diotte et al. [3] , for example, exploited an augmented reality C-arm and a modified Schanz screw to determine the tip position of the drilling guide during the procedure by means of video images. Real-time display of its position is then possible on both video and X-ray images since they are coregistered after calibration of the device. Our proposed solution 1 does not require an augmented C-arm. We exploit a small video camera placed on the surgical instrument, e.g. 1 The presented method is investigational use and is limited to investigational use. It is not commercially available and its future availability cannot be ensured a surgical drill. To our purpose, a calibration step is required in order to relate the position of the axis and of the tip of the instrument to the camera. After the calibration, provided that optical markers are positioned where the instrument has to be inserted, it will be possible to exploit the images acquired from the video camera to determine the position of the attached instrument in realtime. Position feedback could be therefore provided to the surgeon during the procedure. A similar video camera based approach has been proposed by the medical company ActiViews, Inc. for percutaneous lung and liver interventions under CT-guidance. Their approach exploits the standard design of percutaneous instrumentation, such as biopsy needles and ablation probes that allows a camera-instrument calibration just relative to the individual instrument length.
In comparison, we need to provide a full instrument calibration since we need to calibrate both tip position and axis direction of the instrument. In the following sections, we describe our calibration setup and the steps of the calibration procedure. Moreover, we propose a method for the estimation of the calibration error based directly on the images acquired from the video camera attached to the instrument.
Materials and Methods
Our calibration setup is illustrated in Fig. 1 . The calibration tool is made of a holder plate with an insertion guide that hosts the instrument axis and that is orthogonal to the plate's surface. Around its entry location, on the surface of the calibration plate, square optical markers are placed. The markers are similar to the ones proposed by Forman et al. [4] . The center of the entry location of the insertion guide is chosen to be the origin of our reference coordinate system M . The z-axis of M is also orthogonal to the plate surface (see Fig. 1(a) ). The user has to position the instrument so that its axis is inserted into the guide and the tip reaches its bottom. The tip position is then defined by P M = (0, 0, −d) T , where d is the depth of the guide, and the axis direction by v M = (0, 0, 1) T , w.r.t M . The geometry of the markers is also known w.r.t M . As a consequence, the transformation matrix T M C from M to the camera coordinate system C can be determined exploiting a set of known point correspondences. The latter are defined between the corners of the markers in M and their corresponding points location in the images acquired by the camera. For the estimation of T M C we exploit the Perspective-n Points algorithm from Schweighofer et al. [5] .
Once T M C is known, we can easily describe our tool position in the camera coordinate system as D C = (P C , v C ) where P C and v C are respectively the position of the instrument tip and axis orientation expressed in C:
One camera acquisition could suffice for the estimation of D C . However, the accuracy of our estimation depends on the validity of our hypothesis that the instrument axis remains orthogonal to the calibration plate and that the instrument tip does not move. If small deviations of the instrument position occur, v M and P M no longer represent the correct axis orientation and tip position w.r.t M . Such deviations could occur naturally as a consequence of the instrument weight or could be induced by the user while holding the instrument. In order to reduce the influence of small deviations of the instrument position, we perform a set of measurements rotating the upper part of the instrument of approximately 360
• about its axis v M . While rotating, the camera is continuously acquiring and for each frame, the relation described in Eq. 1 can be established. In the end, all measurements are combined together as described in the following in order to achieve a more robust estimation of D C .
First of all, we observe that the instrument axis and tip are inside the field of view of the camera. Since the relative position between the camera and the instrument axis is fixed by construction, its position in the camera image does not change. Before starting the calibration procedure, we acquire an image I G from our camera on a white background. From this image, we determine the tip position I P = (x P , y P )
T and the axis orientation v P = (v X , v Y ) T in the image coordinate system as shown in Fig. 3 . I P and v P can be used as ground truth in order to obtain a measurement of the accuracy of our estimation.
For each image frame i, we get an estimation of P i C and v i C . Since we calibrated our camera, we can exploit the intrinsic matrix and the distortion coefficients estimated during the camera calibration to project P 
An overlay of the tracked tool tip and tracked axis onto 2-D or 3-D X-ray data sets or on video frames acquired from a video camera can be usually performed in order to have a feedback of the accuracy of the instrument position [2, 3] . However, this overlay requires a registration step between the tracker and the images on which the overlay is performed. In our case, no registration is required since Eq. 2 directly gives a feedback about the calibration accuracy.
We also define the weights w i P and w i α , that are respectively associated to the estimation of the tip position and angular orientation at the frame i. 
The instrument in camera coordinate system is then described by:
For the evaluation of our calibration method, we positioned our instrument as depicted in Fig. 1(b) and rotated it of 360
• about its axis v M . Before starting the rotation, we turned our firewire camera on and continued acquiring while rotating. Our images were acquired uniformly over the whole span range of approximately 360
• with a resolution of 768×1024 obtaining 422 image-frames. For each frame i, we calculated e i P . The tip position that returned the minimum error for the whole sequence, P Min C and the current v i C were used for calculating A i C in each frame. Using P Min C instead of the corresponding P i C for each frame allows to investigate the error in the angular orientation independently from the error in the estimation of the tip position. For each frame also the angular error e i α was calculated. After, the whole set of measurements was used to get the final estimation of D C as described in Eq. 4 and Eq. 5.
Results
The results of our instrument calibration are shown in Fig. 2 . The reported errors are calculated according to Eq. 2. As concerning the tip position error, we used an empirically determined conversion factor 1 px = 0.05 mm in order to express our results in mm. This factor is proportional to the camera-markers distance. In Fig. 2(a) and Fig. 2(c) we show respectively the results of the tip position and of the axis orientation estimation evaluated for each frame separately. The position of the instrument tip and the axis orientation could be estimated with an accuracy of 1.39 ± 0.41 mm and 3.36 ± 0.72
• . In Fig. 2(b) and Fig. 2(d) we report the errors obtained estimating P • . The final result of the calibration is depicted in Fig. 3 .
Discussion
In this paper we presented a calibration method for a camera-based guidance solution. The method allows to determine the instrument position and the instrument axis direction with an accuracy of 0.23 mm and 3.40
• respectively. Optical , and angular error of the direction of the instrument axis, (c) and (d). In (a) and (c) each frame is considered individually. In (b) and (d), the error for the frame number i is calculated using the weighted average over the frame sequence from 1 to i. Reference Estimated tracking systems usually require about 2 minutes for instrument calibration. In our setup, the calibration required about 20 seconds. Our experiments showed that using the whole sequence of acquired camera images contributes to obtain a more stable result that is less dependent from small axis oscillations which could occur when the instrument is in place in the calibration plate. Moreover, we showed that we can exploit the fact that the instrument axis position in the camera image does not change in order to obtain an error measure for the accuracy of our calibration. We expect to obtain a better accuracy in the direction estimation modifying our calibration plate in order to improve the stability of the instrument when placed on the plate, since this would allow a further reduction of the oscillation of the instrument axis. In future work, we aim to reduce the angular error of the instrument axis estimation to a value below 1
• .
