Abstract-In our paper, we develop a new method of detecting salient region. It outputs full resolution saliency maps with uniformly highlighted the entire salient region. In our proposed method , we incorporate the traditional low-level features with high dimension biomimetic information geometry theory and priori knowledge. Extensive experiments on one of the largest public salient object detection benchmark have demonstrated that our method can effectively achieve good performance to the exiting methods. Our method has obtained higher precision and better recall rates on the segmentation task comparing to the five advanced salient region detection algorithms.
INTRODUCTION
The digital image increases dramatically, it is particularly important to obtain the useful information and remove useless information accurately of the image at the same time. Salient region detection is one of the methods to solve this problem. In nowadays, salient detection has attracted more attention and used widely in a lot of applications ,for example, adaptive compression [1] , image segmentation [2] , object recognition or content-based image retrieval [3] . More and more saliency region detection algorithms are proposed. In general, the saliency estimation methods are divided into three categories. The first is on account of low-level vision features of images, for example, the color feature and the texture. The second is based on purely computational. The third is based on a combination of the two methods.
Salient region detection is closely related with the biological visual theory. Inspired by the biomimetic information geometry theory, we present a new saliency region algorithm, which can able to detect the visually salient regions in images automatically and effectively. First of all, we segment the input image into two regions, one is the main region and the orther is the margin region which is based on the biomimetic information geometry theory. Secondly, we compute average vector of margin region of the input image using color and illumination in the CIELab color space. Then, we calculate the Euclidean distance of the average CIELab vector of margin region with each pixel of a Gaussian blurred version (using 5*5 binomial kernel) as the saliency value.Besides, we use the Gaussian weight to revise the saliency. The experiment results on the number of a 1000 images datebase demonstrate that we have achieved outstanding performance according to precision and recall against five state-of-the-art methods. Some saliency maps which got by our method are shown in figure 1 . 
II. REVIEW OF THE RELATED METHODS
Salient region has the property is that it is highlight to their surroundings and is easily to attract human attention. In recent years, the large number of saliency detection methods were developed. The well known biological method is put forward by Itti [5] ,which is on account of the principle put forward by Koch and Ullman. They exploit the difference of gaussians (DoG) method tocompute the center surround contrast .
Hou and Zhang [6] put forward the spectral residual hypothesis and extracted the input image's spectral residual to construct the homologous saliency map in spatial field. In [7] , they proposed an approach based on contrast analysis, which generated the saliency map by using fuzzy growing. In [8] , they calculate saliency using center-surround feature distances. Achanta [4] proposed a frequency-tuned algorithm which obtain the saliency map through computing the Euclidean distance which is the average CIELab vector of all pixels with every pixel of a Gaussian blurred version of the same input image. Subsequently, in [9] , Achanta improved the frequency-tuned algorithm, which also exploited features of color and luminance. Instead, they computed the average distance which is the CIELab vector of a symmetric surround region for the pixel with the pixel instead. Cheng [10] proposed the RC method that incorporated regional and global contrast-based and features spatial relations. The region's saliency value is computed by making use of the 2nd International Symposium on Computer, Communication, Control and Automation (3CA 2013) global contrast-based score, measured by the contrast of the region and spatial distances to other region's in the image. To some degree, dividing the image into multiple regions reduced calculation efficiency.
There are many methods based on incorporating the biological models with the computational models. For example, in [11] they proposed a visual saliency model that formed activation maps on some feature channels, then normalized them.
III. OVERVIEW OF OUR METHOD
In our paper, we present a new algorithm which is used for detecting saliency region. It makes use of biomimetic information geometry theory and low-level features . Firstly, we get three scales through Gaussian Pyramid. For each scale, we devide the image into main region and margin region which is based on high dimension biomimetic information geometry theory. Secondly, computing the average CIELab vector of pixels for margin region. To avoid the impact of image noise , we smooth the input image using the Gaussian filter . Then, the saliency value of each pixel is determined by the Euclidean distance to the average vector of margin region. In the end, we obtain the Gaussian weight using Euclidean distance from each pixel to the center of the image .The framework of our algorithm is shown in Figure 2 . 
A. Color Space Conversation
It is important to pay attention that the color space should be accord with human color vision system when extract the color feature of the image. At present, the most commonly color space is the RGB in computer vision. However, it isn't accord with human color perception system well. Many researches have found the Lab color space is well accord with human vision system. Therefore, we employ the Lab color space. As many images that we obtain are RGB images , what's more Lab color space and RGB color space cannot convert each other directly, in this case, with the aid of XYZ color space , image is transformed from RGB space to Lab space through the function as follows: (4) n denotes the value has been normalized, and the relationship between XYZ and RGB is defined as:
B. Region Segmentation
The high dimension biomimetic information geometry theory has been widely used in many researches [12] . As far as we know, this theory has not been used to saliency region detection. Based on this theory, different from the method of [10] , we segment the input image into two regions,one is the main region and the other is the margin region. In our paper, the width of margin is 0.25 of image size. In paper [13] , they selected the width of margin as 0.1 of image size. In general, the object is often located in the center region of image, so the main region which stands the main object . The margin region provide the surroundings of the object, it also plays a helpful role in saliency region detection. So we can combine the main region with margin region to detect the saliency region..
C. Computing Saliency Region
We compute the center-surround contrast making use of color and luminance features. In common, all of methods put to use a low-level method by computing contrast of image regions compare to their surroundings, using one or more features,such as the intensity, color, and orientation.
In [4] their saliency map is achieved through computing the Euclidean distance of the average CIELAB vector of all pixels of an input image with each pixel of a Gaussian blurred version of the input image. However, when the area of the salient region is large, or the background is mazy, the saliency maps stand out the background. In order to overcome this drawback, we computer the average CIELab vector of pixels of margin region instead of computing the the average CIELab vector of pixels of the whole image. Then, we calculate saliency map S for an image as follows Eq(6). Where Ievu is the arithmetic mean pixel value of the margin region. Igv (x, y) indicates the Gaussian blurred version of the original image at the point of (x, y). || || is the L2 norm..
Considering the people tend to stare at the center of the image according to the previous studies on the distribution of human fixations on images [14] . What's more, people always put the target in the center or near the center of the image when they take pictures. In [15] a method which center bias had been taken into account and shown to improve the performance significantly. In [16] , they explore saliency region detection approach which involving center prior. Inspired by above methods, the distance of each pixel from the center of the image is involved in our evaluation of the saliency map. So we rewrite Eq(6) as: Where , w(x,y) is derived from the Gaussian function which defined as: 
IV. EXPERIMENT AND ANALYSIS
In this part, we verified our method on the one of the largest public data sets which provided by Achanta [4] . The data set contains 1000 images. To save the space, we only compare our method with five advanced methods, namely IT [5] , MZ [7] , SR [6] , AC [8] , FT [4] . In Figure 3 , we compare the saliency maps obtained by the different methods. As can be seen, our method achieves the best visual saliency maps.
As is known to all , saliency detection has been widely used in object segmentation . So as to evaluate the accuracy of our methods for salient object segmentation, we have done two experiments. In our first experiment, we segmented the object by fixed thresholding. In another experiment, we segmented the object by adaptive adaptive thresholding. [7] (c) are the saliency maps of SR [6] (d) are the saliency maps of AC [8] (d) are the saliency maps of AC [8] (e ) are the saliency maps of FT [4] (f) are the saliency maps of our method.
As is known to all , saliency detection has been widely used in object segmentation . So as to verificate the accuracy of our methods for object segmentation, we have done two experiments. In our first experiment, we segmented the object by fixed thresholding. In another experiment, we segmented the object by adaptive adaptive thresholding.
A. Segmentation by Fixed Thresholding
Once we have obtained a saliency map , normalized it between [0, 255], a binary mask is generated by thresholding the saliency map at each threshold ranging from 0 to 255. So there will be 256 different binary masks for a saliency map that has values ranging from 0 to 255. Next we compare each such binary map with the ground truth , which is also a binary map(values greater than zero indicate object, and values equal to zero indicate background). To compare the effectiveness of the different saliency maps, the value of the threshold ranging from 0 to 255, and calculate the precision and the recall at evry value of the threshold. The precision and recall are defined as follows :
Where, Sg represents the saliency region in ground truth , while ,the sd represents the saliency region which detected by saliency detection method. The result of precision-recall curve is shown in Fig.4 . Figure 4 . The Precision and the Recall curve for fixed thresholding of saliency map . We compared with five methods of FT [4] , IT [5] , SR [6] , MZ [7] , AC [8] In another kind of evaluation method, we used the adaptive thresholding to generate a binary mask. Average precision, recall, and F -Measure are compared over the same database , The formulation of F-Measure defined as: V. CONCLUSION
In our paper, we have come up with a new saliency region detection method which is computationally efficient. We first use the high dimension biomimetic information to compute saliency region . Making use of the "things cognition" instead of "things partition" theory , we devide the image into two regions. Considering the people like to stare at the center of the image according to the studies and always put the target in the center or near the middle of the image when they take pictures, we combine center prior in our method. Also,we combine multi-scale to compute the saliency maps.
In the future, we will further expand our method by incorporating other features to meet different applications.
