Abstract. Nonlinear functionals that appear as a product of two integrals are considered in the context of elastic curves of variable length. A technique is introduced that exploits the fact that one of the integrals has an integrand independent of the derivative of the unknown. Both the linear and the nonlinear cases are illustrated. By lengthening parameterized curves it is possible to reduce the elastic energy to zero. It is shown here that for graphs this is not the case. Specifically, there is a unique graph of minimal elastic energy among all graphs that have turned 90 degrees after traversing one unit.
1. Introduction
Elastic energy.
Let κ denote the signed curvature of a sufficiently smooth regular curve γ : [0, L] → R 2 , and assume γ is parameterized by arc-length. The length of γ is L, and its elastic energy is proportional to
Daniel Bernoulli suggested the quantity (1.1) in a letter to Euler, dated 1742; see page 507 in [5] . The Willmore functional is a two-dimensional analogue of (1.1) where the mean curvature of a surface takes the place of κ. This explains the phrase 'one-dimensional Willmore equation' sometimes used for the Euler-Lagrange equation satisfied by κ; see [4] for a recent example. It is clear that each straight line segment is a global minimum of E. When boundary conditions are imposed that preclude straight segments, the existence of a minimum is no longer guaranteed. A simple example of this occurs when the length L is free to vary and γ(L) = γ(0) is required. Parameterized circles of radius r satisfy this periodic boundary condition. Moreover, their elastic energy E is 2π/r, which tends to 0 as the radius increases without bound. A different way to preclude the straight line is analyzed in [2] , where it is shown that E(γ) has its greatest lower bound equal to zero when restricted to parameterized curves with endpoints γ(0) = p 0 , γ(L) = p 2 prescribed together with at least one more interpolation point γ(s 1 ) = p 1 . Again it is important that the length L is arbitrary, and the case of interest is when the three prescribed points are not all on the same straight line. Yet another possibility is discussed in [9] , where it is shown that the greatest lower bound is zero when both the tangent directions γ (0) = v 0 , γ (L) = v 1 and the endpoints γ(0) = p 0 , γ(L) = p 1 are prescribed. This time the interesting cases occur when at least one of the vectors p 1 − p 0 , v 0 , v 1 points in a direction different from the rest. All these examples share the trait that the minimizing sequences ultimately consist of curves that are not graphs. This suggests that among graphs of arbitrary lengths there is a global minimum. The purpose of this article is to analyze this issue when the curves satisfy the simplest boundary conditions that preclude the straight line segment.
Critical points.
In the exceptional case when the derivative DE(γ)v vanishes in all admissible directions v, γ is considered a critical point of E. A global minimum is always a critical point, but not all critical points correspond to a global minimum. An example of this is seen, perhaps surprisingly, in the case of unconstrained length together with the boundary conditions γ(0) = 0, γ(L) = p = 0. The straight line between the two endpoints is a global minimum of E, but there is also a countable collection of distinct critical points γ i with E(γ i ) → +∞, [10] . Interestingly, in this case each critical γ i has the same length.
As mentioned already, there is no global minimum in the case of periodic boundary conditions and unconstrained length, and more generally, there are no critical points; see [10] . When the length L is bounded (or fixed), there is always a global minimum for E. For instance, in [7] it is shown that, when there is any number of prescribed interpolation points, there always exists a minimizing γ.
An alternative way to guarantee existence is to add a penalty term νL to E(γ), with ν > 0. This time there is a global minimum in the space of, say periodic, γ : [0, L] → M , where M is any Riemannian manifold [8] . Incidentally, the negative gradient trajectories of E do not in general stay inside the collection of graphs when M is the Euclidean plane. Another curiosity is that, in arbitrary two-dimensional M and with ν = 0, the quantity L(E + 2L) is invariant along the negative gradient trajectories of E, provided no constraints are imposed on any of the tangent directions; see [11] .
The main result of the present article is to show that, when the length L is variable and the curves are required to be graphs, there are boundary conditions that preclude line segments where E, nevertheless, has a global minimum.
1.3. Organization. The article presents several results of independent interest and with different implications for the main result. The domain of curves considered is chosen to keep the presentation as explicit as possible. With this in mind, the left endpoint is fixed with horizontal tangent direction. The right endpoint is required to be on a vertical line and have a vertical tangent direction there. The length is variable, and the tangents are not allowed to go beyond vertical upwards or downwards. By using this domain, a general inequality is proved that implies that the greatest lower bound of E(γ) is greater than zero; see Section 2. The setting for this is a 'linear' version of the more complicated problems that follow. For instance, the latter problems have to contend with a nonlinear isoperimetric constraint. This causes a convex domain to be replaced by a nonflat infinite-dimensional manifold with boundaries, and potential solutions are given by a nonlinear differential equation as opposed to a linear one.
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The next result shows that there is a countably infinite family of critical graphs; see Section 3. This holds despite the fact that there is no assumption regarding the existence of a minimum, nor are the curves a priori assumed to be graphs.
In Section 4 it is proved that when the length is fixed, there is always a minimal curve, even when the tangent directions are restricted to never go beyond vertical. The strategy is to consider each fixed length separately and gather enough information to draw the appropriate conclusion when there is no constraint on the length. It turns out that it is not necessary to have this kind of comprehensive knowledge to establish the main result. Such a detailed description does, however, serve other purposes. In particular, the proof of this result and its preceding linear counterpart point toward a general methodology for dealing with nonlinear functionals that are formed as products of two integrals rather than the usual single integral, or sums of such, as is typical in the calculus of variations.
Finally, the main result is proved in Section 4. There is a unique explicit solution of minimal elastic energy among graphs with no restriction on the length. To remove the trivial case of y ≡ 0, it is assumed that the tangent line is horizontal at the left endpoint and vertical at the right endpoint. All the data regarding this exceptional curve are given in terms of elliptic functions. It is then seen that the minimal elastic energy is more than three times as large as the lower bound given by the analysis of the linear analogue.
We thank the referee for the very thoughtful, thorough and helpful report.
Positive greatest lower bound
Recall that, when the length is variable, the greatest lower bound of the elastic energy is zero, even when the straight segment is precluded by the boundary conditions or points of interpolation. Our first theorem establishes an inequality that, for one particular set of boundary conditions, implies a strictly positive greatest lower bound when the curves are required to be graphs. Specifically, let W with equality if and only if for some a, such that 0 < a 1,
Proof. A quick calculation shows that (t)v(t)dt. It is immediate that the gradient is given by ∇F (x) = x(t) − x(0), which satisfies ∇F (x), v = DF (x)v as required. If the constraint x(t) 0 is ignored, then each critical point must satisfy
for some real multipliers λ, µ 0 and µ 1 . The right and left endpoint constraints, together with the isoperimetric constraint, lead to a linear system that must be satisfied by the three multipliers. The matrix form of this system is ⎡
and its solution is λ = −6 + 12c,
The unique critical point is x(t) = (1 − t)(1 + (6c − 3)t). When c = 1/2, this function corresponds to a straight line that is never negative on the domain [0, 1] . In all other cases, this quadratic function is zero when t = 1 and 1/t = 3(1 − 2c). When c > 1/2, the curve is a downward parabola that satisfies x(t) 0 in [0, 1]. When 1/3 c < 1/2, the curve is an upward parabola that satisfies x(t) 0 in [0, 1]. When 0 < c < 1/3, the curve violates x(t) 0 in [0, 1] . In all cases but the last, this reasoning produces the minimum because x 'by coincidence' satisfies x(t) 0. Before dealing with the case 0 < c < 1/3, note that
2 ).
The derivative with respect to c is given by 4(1 − 3c) 2 , which shows that the minimum for cases considered thus far is when c = 1/3. The case 0 < c < 1/3 is covered by the Pontrjagin maximum principle for phase constraints as analyzed in [6] , and the same notation is used here. The phase space is augmented by one dimension in order to accommodate the isoperimetric constraint G(x) = c. Let x 1 = x and x 2 = t 0
x. This produces the endpoint constraints x 1 (0) = 1, x 1 (1) = 0, and x 2 (0) = 0, x 2 (1) = c. It suffices to introduce a one-dimensional unrestricted control u subject to the systeṁ
To properly apply Theorem 1, p. 234 of [6] of all the information is collected into functions. The objective has the integrand f (t,
The Pontrjagin function is given by
The Hamiltonian is given by
The adjoint vector equation is the integral equation
are real numbers, τ a standard parameter of integration, and µ a nonnegative regular measure supported on the set T = {t : x(t) = 0}. The Pontrjagin function and the Hamiltonian should be equal for almost all t ∈ [0, 1], so u = p 1 /λ 0 for almost all t. In general, p i is only assumed to be of bounded variation and continuous from the left. Here the adjoint equation implies that p 2 is constant, and hence
shows that x is quadratic as long as t / ∈ T . The possibility λ 0 = 0 forces p 2 = 0, and the measure µ must be supported at the single point t = 1. With l
it is seen that not all multipliers are zero. This is due to the fact that the constraints x(t) ≥ 0 and x(1) = 0 are redundant at t = 1. When 0 < c < 1/3 it is seen above that there must be some t < 1 such that x(t ) = 0, so T is not a single point.
The derivative of an optimal function must be bounded. This can be shown using variational techniques; see www.math.niu.edu/ ∼ alinner, which also covers the nonlinear case of Theorem 4.2.
To proceed, first examine all curves of the form one quadratic piece followed by a single straight piece with x(t) = 0. For a fixed c, and a quadratic on the interval [0, a], the conditions x(0) = 1, x(a) = 0, a 0
x(t)dt = c, and x(t)
0, produce a family of curves x(t) = (a − t)(a 2 − 3at + 6ct)/a 3 that depend on a and c where a 3c is required to ensure x(t) 0. The derivative of G(x)F (x) with respect to a is −2c(a − 3c)
2 /a 4 . It follows that for each c the optimal a is the largest admissible a = 3c. The quadratic piece has the form Q(t)
2 (t)dt = 4/9. To finish the argument, imagine a nonnegative curve with more than one quadratic piece. Since x(0) = 1, the initial piece is quadratic with x(t) > 0 on say the maximal interval [0, t ). Replace the imagined curve by a curve with the same initial quadratic piece and zero on [t , 1] . Because x(t) 0, the quantity 1 0
2 (t)dt is smaller for the new curve, but it is certainly not less than 4/9.
Remark. Suppose the lower half-plane is regarded as an obstacle. The conditioṅ x(a) = 0 corresponds to the geometric statement that the tangent to the optimal curve and the tangent to the obstacle are parallel at the point of contact. This is more generally true when the integrand, like here, satisfies Legendre's condition. To illustrate this, imagine a circular obstacle between two fixed points. The shortest path between the two points must be tangent to the circle. In this case the integrand of the length functional has the form f (x, y(x), y (x)) = f (x, y, z) = √ 1 + z 2 , and the Legendre condition 
Assume that the initial tangent direction is horizontal and that the final tangent direction is vertical. The greatest lower bound of the elastic energy is positive when restricted to this collection of curves.
Proof. Parameterize each curve on [0, 1] so that it has constant speed equal to its length L, where L > 0, and (ẋ(t),ẏ(t)) = L(cos θ(t), sin θ(t)). The elastic energy is
The constraints are L 
Critical points
In the next theorem the curves are not assumed to be graphs. The greatest lower bound is zero, but there is no global minimum. Nonetheless, there exist critical points, and each is a graph. Let H = W 
Keep in mind that L corresponds to the length of the curve and θ is the angle of its tangent. If the initial point of the curve is the origin, then its x-coordinate is given by (1) . Now it requires little more than integration by parts to verify that
and similarly for Φ 0 , Φ 1 .
so the continuity of the constraints implies that Ω is closed. 
Now let J : H × R + → R correspond to the elastic energy by defining
Using Jacobi's elliptic functions (sn, cn, dn as in [3] ) it is possible to list every single critical point. It turns out that there is a unique critical length. Moreover, there are no 'orbit-like' critical curves. Such curves, when they exist, involve the elliptic function dn. In the case of fixed length, physical examples of orbit-like elastic curves are seen by turning one end of a wire a full turn to form a loop. Recall that
yields sn, which has a continuous periodic extension to all of R. The elliptic modulus m is a number in [0, 1]. Once sn is defined, the identities cn 2 +sn 2 = 1, dn 2 +msn 2 = 1 yield both cn and dn as smooth periodic even functions. The derivatives satisfy sn = cndn, cn = −sndn, and dn = −mcnsn. The following explicit antiderivative is also useful when m > 0:
To simplify the notation let
denote the two basic elliptic integrals, and put E m := E m (K m ).
Theorem 3.3. With the projected gradient given as
the following holds:
where the elliptic modulus m satisfies m = 1/2 and η is an integer. Moreover, with
the following holds for the Lagrange multipliers:
Proof. The objective has derivative
The gradients simplify somewhat when restricted to Ω, and there are three scalar fields, λ and µ 0 , µ 1 , to ensure that the projected gradient vector field
is tangent to Ω. This projected vector field must vanish at each critical point. With the help of Lemma 3.1, this leads to two conditions. Due to the length component one gets
and as an important consequence λ is strictly negative. In the θ-component the following holds when (θ, L) ∈ Ω:
Set t = 0 and deduce that 
t) cos θ(t).
Using the integrating factor 2θ(t), it is seen thatθ
With ϕ(t) =θ(t), it is proved in Proposition 3.3 of [9] that to each initial condition ϕ(0) = ϕ 0 ,φ(0) =φ 0 , there are exactly two possibilities, either
At this stage, there are therefore seven parameters (L, λ, µ 0 , µ 1 , ω, φ, m) to determine. Observe that 1 2Lθ 
so the constraint's integral is expressed as the elliptic integral E, specifically
The value of µ 1 is expressed in terms of the present data by using (3.3). The key calculation is
To finish the proof it is necessary to verify that all constraints are satisfied, and that Remark 2. The greatest lower bound for J in this problem is zero. To see this, build a curve using a straight segment followed by a counterclockwise semi-circle, and end the curve by a clockwise quarter circle. As the radii of the two circular arcs increase to infinity, the elastic energy tends to zero. 
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For each c, such that 0
Recall that the constraint L 1 0 cos θ(t)dt = 1 corresponds to the fact that the curve has a horizontal distance of one unit between the endpoints. It follows that c = 1/L.
Proof. The key observation is the following fact:
• Ω c is weakly sequentially closed in W , we conclude by the above that {θ k } converges uniformly to θ; this is a consequence of the property of compact mappings, which map weakly convergent sequences onto convergent sequences. The uniform convergence, in turn, implies that each of the defining properties for Ω c is transmitted to θ, i.e., θ ∈ Ω c . Now suppose {θ k } ⊂ Ω c is any minimizing sequence, so that
By the weak compactness of closed balls in this space, there is a weakly convergent subsequence, θ k j θ c , j → ∞. The weak limit satisfiesθ c ∈ Ω c since Ω c is weakly sequentially closed. We may use the lower semicontinuity of the norm (Theorem 1, p. 120 of [12] ) with respect to weak convergence to deduce that (1) . Analogous to the case of variable length (cf. Lemma 3.1 and Theorem 3.3), the gradients are
As before, let λ, µ 0 , µ 1 be real scalar fields so that
is the projection onto the tangent space of the constrained set G(θ) = c, φ 0 (θ) = 0, φ 1 (θ) = π/2, where 0 < c < 1. A reasoning similar to the case of variable length shows that this constrained set is a closed Riemannian submanifold of co-dimension 3. 
2)
3)
where m = 1/2 and 0 < a < 1 is such that a( Proof. The proof is divided into two parts. In the first part the analysis proceeds without concern for the constraint |θ(t)| π/2. The second part resolves the issues due to the inclusion of the constraint |θ(t)| π/2. Part 1 of the proof. Temporarily postpone the consideration of the constraint |θ(t)| π/2. The projected gradient vector field vanishes if and only if
which takes the form
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Let t = 0 and deduce that Put t = 0 and observe that (4.5)
Differentiate one more time and get the fact that the pendulum equation must be satisfied in the form
A third derivative yields ... θ (t) = λθ(t) cos θ(t), and the integrating factor 2θ(t) producesθ 2 (t) = −2λ cos θ(t) + µ 2 0 + 2λ. When these last two equations are combined, one gets
As before, by Proposition 3.3 in [9] there are only two possible solutions. The first is given byθ
with −(
The second possibility is given bẏ
. Part 1 (the cn-case). In the first case the second derivative is
Observe that the pendulum equation (4.6) implies thaẗ 
The constraint θ(1) = π/2 translates into 2 sin −1 ( √ m sn(ω,m)) = π/2, which simplifies to √ m sn(ω,m)=1/ √ 2 and necessitates m 1/2. Put things together and conclude that
The constraint
so in terms of the elliptic integral E m the condition is 
which simplify to
Put things together and conclude that in both cases
In terms of the elliptic integral E m the conditions are
respectively. At this stage, with the constraint |θ(t)| π/2 absent, the form of all existing solutions have been identified. Part 2 of the proof. In the presence of the constraint |θ(t)| π/2, it is necessary to apply Pontrjagin's maximum principle to the case of phase constraints. The notation conforms to Theorem 1, page 234, in [6] . Let
with endpoint constraints
There is one control variable u and the following holdṡ
The functional is given by
Define the functions
The Pontrjagin function is
The Hamiltonian is
The 'x-gradient' of the Pontrjagin function is P x = (−p 2 sin x 1 , 0). At each optimal solution there is a multiplier (l
) and a pair of regular measures µ 1 , µ 2 supported on T i = {t : g i (t, x 1 (t), x 2 (t)) = 0}, with i = 1, 2, respectively, satisfying the vector equation
The second coordinate reduces to p 2 (t) = −l 2 1 . This implies that
It must be that an optimal curve increases, because if θ(t) < 0, then due to continuity there is some s > t such that θ(s) = 0, and the elastic energy is reduced if θ is replaced by a function that vanishes on [0, s]. To avoid changing the length of the curve, attach a vertical straight segment of the appropriate length at the right endpoint. From this it follows that an optimal solution will never satisfy θ(t) = −π/2, so the last integral in (4.7) is zero. The equation takes on the form
If θ(t ) = π/2 and θ(t) < π/2 for some 0 < t < t 1, then θ is not optimal. To see this, consider the following construction. Start with the initial piece and observe that θ(0) = 0. Attach a horizontal straight segment to the left endpoint of the curve and adjust the length of this segment so that the new curve can be placed with the left endpoint at the origin and the right endpoint on the vertical line x = 1. The length of this new curve is less than the length of the whole original curve. To finish the construction, attach a straight vertical line segment at the right endpoint and adjust its length so that the new curve has the same length as the whole original curve. The elastic energy of this new curve is less than the original curve.
Recall that when the constraint |θ(t)| π/2 is absent there is a global minimum for each 0 < c < 1. An examination of the level curves generated by the systems The first possibility forces all multipliers to be zero, which is not allowed. The second possibility is due to the redundancy of the phase constraint θ(t) π/2 and the endpoint constraint θ(1) = π/2 when t = 1. Since θ(t ) = π/2 for some 0 < t < 1, the second case is not relevant here.
The derivative of an optimal function must be bounded; see www.math.niu. edu/ ∼ alinner. The three distinct systems of nonlinear equations (4.1), (4.2), and (4.3) imply the following. Minimal energy curves of relatively short length L, so that c = 1/L ∈ ( 
