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Abstract
In this work we derive Noether Theorems for energies of the form
E(u) =
∫
Ω
L
(
x, u(x), (−∆)
1
4 u(x)
)
dx
for Lagrangians exhibiting invariance under a group of transformations
acting either on the target or on the domain of the admissible functions u,
in terms of fractional gradients and fractional divergences. Here Ω stays
either for an Euclidean space Rn or for the circle S1. We then discuss
some applications of these results and related techniques to the study of
nonlocal geometric equations and to the study of stationary points of the
half Dirichlet energy on S1. In particular we introduce the 1
2
-fractional
Hopf differential as a simple tool to characterize stationary point of the
half Dirichlet energy in H
1
2 (S1,Rm) and study their properties. Finally
we show how the invariance properties of the half Dirichlet energy on R
can be used to obtain Pohozaev identities.
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1 Introduction
In the study of problems involving nonlocal operators, a common strategy con-
sists in looking for analogies with familiar problems for local operators, and
trying to adapt the concepts, the results and the strategies known for the local
problems to the nonlocal framework. When working with problems involving
fractional Laplacians, in particular, it may be useful to think about similar prob-
lems for the classical Laplacian. For instance, the ellipticity of (−∆)s (where
s ∈ (0, 1)) is an essential element in many arguments, whose local analogous
exploit the ellipticity of −∆; as a specific example, one can think about the
regularity theory for Cauchy problems for the fractional Laplacian (see [25]). In
this spirit, studying a minimization problem for energies of the kind∫
Ω
L (x, u(x), (−∆)su(x)) dx (1)
(where u is a function in an appropriate function space defined on a manifold Ω),
one might be interested in parallels to the classical tools used in the Calculus of
Variations. The goal of this thesis is to give an analogous to Noether’s Theorem
for some Lagrangians of the form (1) exhibiting invariance under continuous
symmetries and discuss applications of these results and related methods.
The interest for this kind of results is strongly related to the field of integro-
differential equations; indeed, as we will also see later, many integro-differential
equations have a variational formulation in terms of an energy of the form (1).
Integro-differential equations arise naturally in the study of Le´vy processes, i.e.
a stochastic process with independent, stationary increments, of which Brown-
ian motion constitues a particular case; such processes have interesting applica-
tions in modelling market fluctuations. Other applications of integro-differential
equations can be found in Ecology, Fluid Mechanics, Elasticity and in various
2
other fields where nonlocal interactions are studied1.
Noether’s Theorem is a powerful tool in the study of Lagrangians of the form
E(u) =
∫
Ω
L
(
x, u(x), Du(x), ..., Dku(x)
)
dx, (2)
where k ∈ N and u is a function in an appropriate function space defined on a
domain Ω ⊂ Rn and taking values in Rm, for some n,m ∈ N. In its original
formulation, published by E. Noether in 1918 (see [17]), the Theorem states that
if the energy (2) is invariant under the action of a continuous group of transfor-
mations of the domain and the target of the admissible functions, generated by
r independent parameters, then there exist r linearly independent combinations
of the Lagrange expressions of E which are equal to divergences. Here by La-
grange expressions are meant the variations of the energy induced by variations
δui, for i ∈ {1, ...,m}, i.e. the terms appearing in the Euler-Lagrange equation
of the corresponding variational problem δE = 0. In particular, if u is a critical
point of E, the Theorem yields r divergence-free quantities involving u. For
the sake of simplicity, in this document we consider separately transformations
acting on the target and transformations acting on the domain, and we neglect
transformations acting non-trivially on both.
Symmetries in the target We first considered the case of Lagrangians ex-
hibiting invariance under a group of transformations acting on the target of
the admissible functions. In this case we adapted to the nonlocal framework
the proof of Noether Theorem as reported in Theorem 1.3.1 in [12] (Theorem
3.5 in this document), substituting gradients and divergences by the following
fractional counterparts, introduced by K. Mazowiecka and A. Schikorra in [14].
Definition 1.1.
1. Let s ∈ [0, 1]. Let f : Rn → Rn. For any (x, y) ∈ Rn × Rn let
dsf(x, y) :=
f(x)− f(y)
|x− y|s ; (3)
dsf is called the s-gradient of f .
2. Let s ∈ (0, 1). Let F : Rn × Rn → R so that that for any φ ∈ C∞c (Rn),∫
Rn
∫
Rn
|F (x, y)dsφ(x, y)| dxdy|x− y|n <∞. (4)
The s-divergence of F is the distribution defined by
divsF [φ] :=
∫
Rn
∫
Rn
F (x, y)dsφ(x, y)
dxdy
|x − y|n for any φ ∈ C
∞
c (R
n) (5)
for any φ ∈ C∞c (Rn).
1For an overview of the applications of integro-differential equations see the Introduction
to Part I in [21], the Introduction to [8] and the references therein.
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For a discussion of the previous definitions and some of their properties,
see Section 3.1. One of the main difficulties arising in the process of adapting
the arguments known for the local problems to the present setting is given,
of course, by the nonlocal nature of the operators. By means of the previous
definitions, as well as the pointwise characterization of the fractional Laplacians
in terms of integrals (Equation (56)), we were often able to reformulate nonlocal
expressions as local ones for an additional variable.
We obtained the following result (Theorem 3.6):
Theorem 1.1. Let L : Rn × Rm × Rm → R be a function in C2loc ∩ W˙ 2,∞ and
assume that there exist constants C, a, b, c such that n
n+ 12
< a ≤ b ≤ 2 ≤ c and
|L(x, y, p)− L(x, y, p′)| ≤ C (|y − y′|2 + |y − y′|c + |p− p′|a + |p− p′|b) (6)
for any x ∈ Rn, y, y′, p, p′ ∈ Rm. Let M be a smooth manifold embedded in Rm.
For u ∈ H 12 (Rn,M ) let
E(u) :=
∫
Rn
L
(
x, u(x), (−∆) 14u(x)
)
dx (7)
whenever the integral is well defined. Let X be a C4 vector field on M which
is an infinitesimal symmetry for L, in the sense that for its flow φt, for t in a
neighbourhood of 0
L
(
x, φt ◦ u(x), (−∆) 14 (φt ◦ u)(x)
)
= L
(
x, u(x), (−∆) 14u(x)
)
(8)
for a.e. x ∈ Rn. Assume that the function
Liu : R
n → R, x 7→ DpiL
(
x, u(x), (−∆) 14 u(x)
)
(9)
(where pi denotes the (n + i)
th argument of L) belongs to L2(Rn) for any i ∈
{1, ..., n}. Then for any critical point u of E in H 12 (Rn,M ) there holds
div 1
2
(
Liu(x)X
i(u(y))− Liu(y)X i(u(x))
)
= 0. (10)
(we use implicit summation over repeated indices).
In this framework, a model problem is given by the half Dirichlet energy
E(u) =
∫
R
∣∣∣(−∆) 14u(x)∣∣∣2 dx (11)
for functions u ∈ H 12 (R, Sm) taking values in the m-dimensional sphere Sm for
some m ∈ N. In fact the energy E is invariant under rotations in the target,
thus Theorem 1.1 yields the following result.
Lemma 1.2. Let u ∈ H 12 (Rn, Sm) be a critical point of the energy E in
H
1
2 (Rn, Sm). For any i, k ∈ {1, ...,m+ 1}, i 6= k let
Ωik(x, y) :=u
k(x)d 1
2
ui(x, y)− ui(x)d 1
2
uk(x, y) (12)
for any x, y ∈ Rn. Then
div 1
2
(Ωik) = 0. (13)
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The proof of Lemma 1.2 follows indirectly from Theorem 1.1 (see Lemmas
3.8 and 3.10 or 3.9), or directly from the same argument used to prove it (see
Lemma 3.11).
Equation (13) has been used by K. Mazowiecka and A. Schikorra (who derived
it by direct calculations) in combination with an analogous of Wente’s Lemma
for fractional quantities (Corollary 3.4) to obtain an alternative proof of the
following regularity result (Theorem 3.2 in [14]), similar to the one developed
by F. He´lein in [11] for the corresponding local problem.
Theorem 1.3. (F. Da Lio, T. Rivie`re, [5]) Let m ∈ N, let u ∈ H˙ 12 (R, Sm) be
a critical point of the energy (191), then u is continuous.
This example illustrates how, also in the context of nonlocal operators,
Noether Theorem finds applications in the study of geometric equations.
Symmetries in the domain Next we considered the case of Lagrangians
exhibiting invariance under a group of transformations acting on the domain.
In this case we adapted to the nonlocal framework the proof of Theorem 2.1 in
[3] (Theorem 4.1 in this document). We chose to work with this article as it
draws interesting connections between Noether’s Thoerem and Pohozaev-type
identities2. In this article, Noether Theorem is formulated for functions defined
on the disc D2, thus we tried to find a nonlocal parallel for functions defined on
the boundary ∂D2 of the disc, with the idea of regarding the nonlocal problem
as a sort of ”trace” of the local problem for functions on D2. In this context we
used the following definition for 14 -fractional divergence:
Definition 1.2. Let a ∈ L2,1(∂D2), b ∈ L2(∂D2). Let
F : ∂D2 × ∂D2 → R, (x, y) 7→ a(x) · b(y), (14)
then the 14-fractional divergence of F is the distribution defined by
div 1
4
[a(x) · b(y)][φ] =
∫
∂D2
b(y) ·
∫
∂D2
a(x)(φ(x) − φ(y))K 14 (x− y)dydx, (15)
where K
1
4 denotes the Kernel of the 14 -fractional Laplacian on ∂D
2, defined in
(88).
By computation (307), for any φ ∈ C∞(∂D2) the integral in (15) converges
absolutely, and by Lemma (4.3) (and the discussion thereafter) there holds∣∣∣div 1
4
(a(x) · b(y)) [φ]
∣∣∣ ≤ C[φ]A1‖a‖
H
− 1
2
‖b‖L2 (16)
for some constant C, where
[φ]A1 :=
∑
k∈Z
k 6=0
|k||φ̂(k)|. (17)
2By this are meant ”identities produced by the conformal invariance of the highest order
derivative term in the Lagrangian from which the Euler Lagrange is issued”.
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Therefore the definition of 14 -divergence can be extended by continuity to func-
tions of the form (14), where a ∈ H− 12 (∂D2), b ∈ L2(∂D2)3.
We can now proceed to state the Noether theorem for variations in the domain
(see Theorem 4.5 and Lemma 4.6):
Theorem 1.4. Let L ∈ C2(Rm × Rm,R) so that for any x, p ∈ Rm
|L(x, p)| ≤ C(1 + |p|2), |DpL(x, p)| ≤ C(1 + |p|) (18)
for some constant C > 0. For any u ∈ H 12 (∂D2,Rm) we set
E(u) :=
∫
∂D2
L
(
u(x), (−∆) 14 u(x)
)
dx. (19)
Let X be a smooth vector field on ∂D2 and assume that its flow φt satisfies
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)
)
= L
(
u(φt(x)), (−∆) 14 u(φt(x))
)
φ′t(x) (20)
for a.e. x ∈ ∂D2, for t in a neighbourhood of the origin. Assume that u ∈
H
1
2 (∂D2,Rm) satisfies the following stationarity equation
d
dx
L
(
u, (−∆) 14 u
)
X + div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
)
X = 0 (21)
as distributions. Then, in the sense of distributions,
d
dx
[
L
(
u, (−∆) 14u
)
X
]
(x) + div 1
4
[
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
]
= 0.
(22)
Here again a model problem is given by the half Dirichlet energy
E(u) =
∫
∂D2
∣∣∣(−∆) 14 u(x)∣∣∣2 dx (23)
for functions u ∈ H 12 (∂D2,Rm), where the flow φt in (20) consists of traces of
conformal diffeomorphisms of D2.
As an application of the idea of Noether theorem we will see how the invari-
ance properties of the half Dirichlet energy can be exploited to derive Pohozaev
identities (Proposition 1.5):
Proposition 1.5. Let u ∈ H1(∂D2,R). Then, for any vector field X on ∂D2
whose flow is a family of traces of automorphisms of D2, there holds
u
d
dx
[
(−∆) 12uX
]
= u(−∆) 12 (u′X) (24)
3It is possible to define the s-divergence of functions F of different forms and for different
values of s, see for instance (270) and (397).
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in the sense of distributions. In particular∫
∂D2
u′(x)(−∆) 12 u(x)dx = 0, (25)
and for any δ ∈ ∂D2∫
∂D2
u′(x)(−∆) 12u(x) sin(x− δ)dx = 0. (26)
After that, in Section 4.4 we will give a brief overview of corresponding
results for functions defined on the real line, in particular of Noether’s Theo-
rem for variations in the domain (Proposition 4.12) and of Pohozaev identities
(Proposition 4.14).
In Section 4.5 will then return to the study of the half Dirichlet energy for func-
tions defined on the circle. We will see that for sufficiently regular functions u
on ∂D2, u is a stationary point of the half Dirichlet energy if and only if
(−∆) 12 u(x) · ∂θu(x) = 0 (27)
for any x ∈ ∂D2 (see Equations (372) (412)) or equivalently, if we set v :=
(−∆) 12u and v+ :=
∑
k∈Z>0 v̂(k)e
ik·, if and only if
v+(x) ·Cm v+(x) = 0 (28)
for any x ∈ ∂D2, where ·Cm denotes the C-scalar product in Cm (see Lemma
4.17). For functions u in H
1
2 (∂D2,Rm), the product in (27) might not even be
defined as a distribution. Nevertheless, by means of the techniques developed
to adapt Noether Theorem to the nonlocal context, we will see that the prod-
uct in (28) is a well defined distribution, providing simple characterization of
stationary points of the half Dirichlet energy in H
1
2 (∂D2,Rm) (see Lemma 4.25
and Theorem 4.26):
Proposition 1.6. The map
H
1
2 (∂D2)→ H−3(∂D2), u 7→ H 1
2
(u) := v+ ·Cm v+ (29)
is well defined. Here v+·Cmv+ denotes the distribution whose Fourier coefficients
are defined by4
F (v+ ·Cm v+) (k) :=

∑
a,b∈N>0,
a+b=k
aû(a) ·Cm bû(b) if k > 0
0 if k ≤ 0
(30)
Moreover, u ∈ H 12 (∂D2) is a stationary point of the half Dirichlet energy if and
only if H 1
2
(u) = 0 as distribution.
4Notice that if u is sufficiently regular, this definition coincides with the actual C-scalar
product of v+, where v+ is defined as above.
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For any u ∈ H 12 (∂D2) we call the distribution H 1
2
(u) the 12 -fractional
Hopf differential of u.
The characterization in terms of the 12 -fractional Hopf differential allows to de-
duce in a simple way several properties of stationary points of the half Dirichlet
energy in H
1
2 (∂D2,Rm); in particular we will obtain a characterization of sta-
tionary points in terms of their Fourier coefficients and one in terms of their
harmonic extensions in D2 (following the idea of regarding the present problem
as a ”trace” of the local problem in D2). We summarize these results in the
following Theorem (see Lemma 4.17 and Theorem 4.26):
Theorem 1.7. Let u ∈ H 12 (∂D2,Rm) and let u˜ be its harmonic extension in
D2. Then the following statements are equivalent:
1. u is a stationary point of the half Dirichlet energy,
2. for any k ∈ N>0 ∑
n,m∈N>0,
n+m=k
nû(n) ·Cm mû(m) = 0, (31)
3. 1
r
|∂θu˜| = |∂ru˜| in D2,
4. ∂θu˜ · ∂ru˜ = 0 in D2.
In particular, u is a stationary point of the half Dirichlet energy if and only if
u˜ is conformal in D2.
We remark that the the implication 1.⇒ 2. already appeared in [3] and was
also obtained in the work of preparation of [1] (see Remark 15), while the fact
that a function u ∈ H 12 (∂D2,Rm) is a stationary point of E if and only if its
harmonic extension in D2 is conformal was first obtained in [2] and [15].
In the last section of this document, we will show how the invariance prop-
erties of the half Dirichlet energy on R can be used to prove identities analogous
to the classical Pohozaev identity (Equation (554)). From the invariance of the
half Dirichlet energy on R under translations and dilations in the domain we
will deduce that if a function u : [a, b]→ R is sufficiently regular (where [a, b] is
a bounded interval of R), then the integrals∫ b
a
u′(x)(−∆) 12u(x)dx,
∫ b
a
xu′(x)(−∆) 12u(x)dx (32)
only depend on the values of u and (−∆) 12u in an arbitrary small neighbourhood
of a and b. Therefore we will first study the asymptotic behaviour of u(x) and
(−∆) 12u(x) as x approaches a and b (Section 5.1), and we will then use it to
obtain an explicit expression for the integrals in (32). We will formulate the
results for solutions u ∈ H 12 (R,R) of the problem{
(−∆) 12u = f(u) weakly in (a, b)
u = 0 in (a, b)c,
(33)
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where f : R → R is a Lipschitz function. This will ensure that u has all the
necessary properties to carry out the argument outlined above in a rigorous
way, and will also allow to compare directly the present results to the classical
Pohozaev identity and the existing literature for nonlocal results. Nevertheless
we remark that these argument do not use directly the fact that u is a solution
of (33), therefore the results are valid for more general functions (see Remark
19). We obtained the following explicit expressions for the integrals in (32)
(Theorem 5.8).
Theorem 1.8. Assume that u ∈ H 12 (R,R) is a solution of (33). Moreover
assume that u2 ∈ C2([a, b]). Then∫ b
a
u′(x)(−∆) 12 u(x)dx = π
8
[
lim
x→a+
u2(x)
x− a − limx→b−
u2(x)
b− x
]
(34)
and ∫ b
a
u′(x)x(−∆) 12u(x)dx = π
8
[
lim
x→a+
u2(x)
x− aa− limx→b−
u2(x)
b − x b
]
. (35)
We remark that the second part of Theorem (1.8) was proved first by X.
Ros-Oton and J. Serra in [23] (Theorem 1.1 in the reference, Theorem 5.9 in
this document) with a different argument, in the much more general setting of
domains Ω in Rn, with (−∆)s for s ∈ (0, 1) instead of (−∆) 12 , for f locally
Lipschitz and without assumption on u2.
This document is the result of a Master’s thesis written at the University of
Zurich under the supervision of prof. Tristan Rivie`re (ETH Zurich) and prof.
Xavier Ros-Oton (UZH). In some parts, this document doesn’t follow the form
of an expository paper but rather the form of a journal where I registered the
progresses I made, with many remarks and many arguments one might find
trivial, but that I wanted to mark down. Sometimes I gave more than one proof
for the same statement, maybe repeating some of the arguments, sometimes I
wrote a Lemma that I didn’t use later, but I think this form better reflects the
work I did in the past months.
I would like to sincerely thank prof. Tristan Rivie`re for introducing me to
this subject, for all the time he dedicated to me, for his brilliant ideas and his
enthusiasm. I would also like to thank prof. Xavier Ros-Oton for accepting
to be internal advisor for this thesis, and for his valuable advices, and prof.
Francesca Da Lio, for her corrections and useful remarks. Finally I would like
to thank Alessandro Pigati for all the time he spent discussing with me the
problems arising during this work and many others, I’m really grateful for his
help and his patience towards me.
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2 Preliminaries
In this section, we recall some important definitions and we fix some conventions
that will be used throughout this document.
2.1 On Euclidean spaces
For the following, let n be a positive natural number. We let S (Rn) denote
the Schwartz space on Rn (for either scalar valued function or vector valued
functions) (see [9], Section 2.2.1) and we let S ′(Rn) denote its topological dual,
i.e. the space of tempered distributions. For any φ ∈ S (Rn) we define the
Fourier transform of φ to be
φ̂(ξ) =
1(√
2π
)n ∫
Rn
e−ix·ξφ(x)dx. (36)
for any ξ ∈ R, and the inverse Fourier transform of φ to be
φˇ(x) =
1(√
2π
)n ∫
Rn
eix·ξφ(ξ)dξ. (37)
for any x ∈ R. We will sometimes denote the Fourier transform of φ and the
inverse transform of φ respectively by F [φ] and F−1[φ].
As usual, we extend the definitions of Fourier transform and inverse Fourier
transform to temperate distribution as follows: for any temperate distribution
f and any Schwartz function φ we define
〈f̂ , φ〉 = 〈f, φ̂〉 (38)
and
〈fˇ , φ〉 = 〈f, φˇ〉, (39)
where 〈·, ·〉 denote the action of a temperate distribution on a Schwartz function.
With these conventions, Parseval’s Relation takes the following form:∫
Rn
f(x)h(x)dx =
∫
Rn
f̂(ξ)hˇ(ξ)dξ (40)
for any f, h ∈ L2(Rn), while Plancherel’s Identity takes the form
‖f‖L2 = ‖f̂‖L2 = ‖fˇ‖L2 (41)
for any f ∈ L2(Rn) (for the proofs, see [9], Theorem 2.2.14).
We also recall the definition of Hilbert transform for functions defined on R: let
p ∈ [1,∞) and let p ∈ Lp. Then the Hilbert transform of f is given by
Hf(x) =
1
π
PV
∫
R
f(y)
x− y dy (42)
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for a.e. x ∈ R (in fact, the limit in the definition of principal value exists for
a.e. x ∈ R, see [9], Theorem 5.1.3). For a Schwartz function φ, the Hilbert
transform can also be defined in terms of its Fourier transform: for any ξ ∈ R
Ĥφ(ξ) = −isgn(ξ)φ̂(ξ) (43)
(see [9], pp. 316-317). This characterization can be extended to any f ∈ L2
by Plancherel identity. The Hilbert transform defines an operator (p, p) for any
p ∈ (1,∞) (see [9], Theorem 5.1.7).
We now proceed to the definitions of Sobolev spaces and the fractional Lapla-
cian. Let n ∈ N>0, s ∈ (0, 1), p ∈ [1,∞), then
W s,p(Rn) :=
{
u ∈ Lp(Rn)
∣∣∣∣[u]W˙ s,p(Rn) := (∫
Rn
∫
Rn
|u(x)− u(y)|p
|x− y|n+sp dxdy
) 1
p
<∞
}
(44)
The W s,p(Rn) are called fractional Sobolev spaces, they are Banach spaces
with respect to the norm
‖u‖W s,p(Rn) = ‖u‖Lp(Rn) + [u]W˙ s,p(Rn), (45)
while [·]W s,p(Rn) is called Gagliardo seminorm (see [6], Section 2). If in the
definition ofW s,p(Rn) we drop the requirement that u belongs to Lp, we obtain
the homogeneous Sobolev space
W˙ s,p(Rn) =
{
u ∈ L1loc
∣∣∣∣[u]W˙ s,p <∞} . (46)
This is a vector space endowed with the seminorm [·]W s,p(Rn). Clearly,W s,p(Rn) ⊂
˙W s,p(Rn). As usual we can define an equivalence relation on W˙ s,p(Rn) by
u ∼ v ⇐⇒ [u− v]W˙ s,p(Rn) = 0. (47)
for any u, v ∈ W˙ s,p(Rn). The set of the ∼-equivalence classes has then an
induced normed space structure, where the norm is given by ‖[u]‖ = [u]H˙s(Rn)
for any equivalence class [u]. By an abuse of notation, we will denote also the
normed space of equivalence classes by H˙s(Rn).
When s ∈ (0, 1), p = 2, we can give an equivalent definition of Sobolev spaces
by means of the Fourier transform. Indeed, for n ∈ N, s ∈ R and p ∈ [1,∞) we
define
Hs(Rn) =
{
u ∈ S ′(Rn)
∣∣∣∣‖u‖Hs(Rn) := ∥∥F−1 ((1 + |ξ|2) s2 û(ξ))∥∥L2(Rn) <∞} .
(48)
Then Hs is a normed space with norm ‖·‖Hs(R). By Plancherel’s identity, in
order to prove that the previous definitions of non-homogeneous Sobolev spaces
coincide when s ∈ (0, 1), p = 2, it is enough to show that the seminorms
are equivalent. In fact they only differ by a multiplicative constant (see [6],
11
Proposition 3.4). Similarly, we can define the homogeneous Sobolev spaces as
follows. Let S ′(0) denote the set of tempered distributions of order 0. Then
H˙s(Rn) =
{
u ∈ S ′(0)(Rn)
∣∣∣∣û ∈ L2loc(Rr {0}), [u]Hs(Rn) := ‖|ξ|sû(ξ)‖L2(Rn) <∞} .
(49)
As before, H˙s is a vector space endowed with the seminorm [·]Hs(Rn), and if
0 ≤ s, Hs(Rn) ⊂ H˙s(Rn), and we can make H˙s into a normed vector space
by identifying elements whose difference has seminorm equal to 0. To prove
that the previous definitions of non-homogeneous Sobolev spaces coincide when
s ∈ (0, 1), p = 2, one can use an argument similar to the one used for the non-
homogeneous case: one can check that the seminorms are equivalents, therefore
H˙s(Rn) and W˙ s,2(Rn) coincide as sets, and the induced normed vector spaces
are isomorphic (see Lemma A.1). From definition (49), we see that two elements
of H˙s(Rn) (or W˙ s,2(Rn)) lie in the same equivalence classes if and only if their
difference is a constant. Indeed, u, v ∈ H˙s(Rn) lie in the same equivalence class
if and only if ∫
Rn
|ξ|2s|F [u − v](ξ)|2dξ = 0. (50)
Now by definition of H˙s(Rn), F [u−v] can be written as the sum of a measurable
function f ∈ L2loc(Rnr {0}) and a tempered distribution g of order 0 supported
in {0}, i.e. a multiple of a Dirac delta in 0. Equation (50) implies that f ≡ 0,
therefore F [u − v] is the multiple of a Dirac delta in 0. It follows that u− v is
a constant function.
We also remark that for any s ∈ R, we may identify the topological dual
space Hs(Rn)∗ with H−s(Rn). Indeed, by definition of Hs(Rn), the function
Is : H
s(Rn)→ L2(Rn), u 7→ F−1
[(
1 + |ξ|2) s2 û] . (51)
is an isometric isomorphism between vector spaces. Now, for any functional
F ∈ Hs(Rn)∗, any φ ∈ S (Rn),
〈F, φ〉 =
〈
Fˇ , φ̂
〉
=
〈(
1 + |ξ|2)− s2 Fˇ , (1 + |ξ|2) s2 φ̂〉 . (52)
Therefore a temperate distribution F belongs to Hs(Rn)∗ if and only if(
1 + |ξ|2)− s2 F̂ belongs to L2(Rn), and in this case
‖F‖Hs∗ =
∥∥∥(1 + |ξ|2)− s2 F̂∥∥∥
L2
= ‖F‖H−s . (53)
Finally, for any smooth manifold M embedded in Rm for some m ∈ N>0, for
any s ∈ R we define
Hs(Rn,M ) :=
{
u : Rn → Rm
∣∣∣∣u ∈ Hs(Rn) and u(x) ∈ M for a.e. x ∈ Rn} .
(54)
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In a similar way we define H˙s(Rn,M ), W s,p(Rn,M ) and W˙ s,p(Rn,M ).
Having defined Sobolev spaces, we can pass to the definition of fractional Lapla-
cians: let s ∈ (0, 1), σ ∈ R. Then for any u ∈ H˙σ(Rn), the s-fractional
Laplacian of u is defined as
(−∆)su := F−1 [|ξ|2sû(ξ)] . (55)
Then, by definition, u ∈ H˙σ−2s(Rn), and (−∆)s defines a continuous operator
from H˙σ(Rn) to H˙σ−2s(Rn) (the continuity is to be understood with respect to
the topologies induced by the norms on the quotient spaces described above).
If s ∈ (0, 1), φ ∈ S , (−∆)su can be also defined by means of the pointwise
formula
(−∆)sφ(x) := Cn,sPV
∫
Rn
φ(x) − φ(y)
|x− y|n+2s dy, (56)
where Cn,s is a constant depending on n and s (see [6], Proposition 3.3). In fact,
this definition can be extended to functions in H2s(Rn) (see [13], Lemmas 4.2
and 5.2) (a.e. in Rn), and therefore also to functions in H˙2s ∩ L∞(Rn) (a.e. in
Rn). Indeed, if u ∈ H˙2s ∩L∞(Rn) and z ∈ Rn, let η be a cut-off function equal
to 1 in B1(z) and equal to 0 in B2(z)
c. Then uη ∈ H2s(Rn) (by Lemma A.4)
and Equation (56) holds for uη. On the other hand, by Lemma A.3 there exists
a sequence (φk)k in S (R
n) such that φn → u(1−η) in H˙2s(Rn) as k →∞, and
therefore (−∆)sφn → (−∆)s[u(1 − η)] in L2(Rn). Thus, by substituting the
original sequence with a subsequence if necessary, we have that for a.e. x ∈ Rn
φk(x) − φk(y)
|x− y|n+2s →
u(1− η)(x) − u(1− η)(y)
|x− y|n+2s for a.e. y ∈ R
n (57)
as k → ∞. In particular for a.e. x in B 1
2
(z) by Lebesgue’s Dominated conver-
gence Theorem one obtains that
(−∆) s2 [u(1− η)](x) = Cn,s
∫
Rn
u(1− η)(x) − u(1− η)(y)
|x− y|n+2s dy, (58)
in fact, for our choice of x, (1− η)(x) = 0 and the denominator of the integrand
in (58) is bounded from below on the support of (1 − η). By the linearity of
the s-fractional Laplacian and of formula on the right hand side of (56), we
conclude that (56) holds for a.e. x ∈ B 1
2
(z), and thus for a.e. in Rn, even if
u ∈ H˙2s ∩ L∞(Rn).
We remark that if n = 1,
C1, s = −22sπ− 12
Γ(12 + 2s)
Γ(−s) (59)
(see [10], p. 9)5. In particular, if s = 12 , C1, 12 =
1
pi
.
We remark that if s ∈ (0, 12 ), the principal value in (56) can be substituted by
5The constant in the reference differs by the multiplicative constant (2pi)2s due to a different
choice of convention for the Fourier transform.
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a converging integral.
Both from expression (55) and expression (56) follows that for any s ∈ (0, 1),
the s-fractional Laplacian is homogeneous of degree 2s: for any u ∈ H˙2s(Rn),
for any λ > 0 let uλ be the function defined by uλ(x) = u(λx) for any x ∈ Rn.
Then uλ ∈ H˙2s(Rn) and
(−∆)suλ(x) = |λ|2su(λx) (60)
for a.e. x ∈ Rn. We also observe that, by definition, for any s ∈ (0, 1), (−∆)s
is self-adjoint, in the sense that for any u, v ∈ S (Rn,Rm)∫
Rn
(−∆)su(x) · v(x)dx =
∫
Rn
u(x) · (−∆)sv(x)dx. (61)
Next we remark that for any s ∈ (0, 1), for any u, v ∈ H˙s ∩ L∞(Rn), formula
(56) yields the following ”Leibnitz rule”: for a.e. x ∈ Rn
(−∆)s(uv)(x) =PV
∫
Rn
uv(x)− uv(y)
|x− y|n+2s dy
=u(x)PV
∫
Rn
v(x) − v(y)
|x − y|n+2s dy + v(x)
∫
Rn
u(x)− u(y)
|x− y|n+2s dy
− PV
∫
Rn
(u(x) − u(y))(v(x) − v(y)
|x− y|n+2s dy
=u(x)(−∆)sv(x) + v(x)(−∆)su(x)
−
∫
Rn
(u(x)− u(y))(v(x) − v(y)
|x− y|n+2s dy,
(62)
where in the last step we used the fact that since u, v ∈ H˙2s(Rn), the last
integral converges absolutely for a.e. x ∈ Rn.
We conclude this section with some result about the action of fractional
Laplacians on functions spaces. First we fix the following convention, which
will be used throughout this document: for s ∈ R+ rN, let
Cs(Rn) := C⌊s⌋,s−⌊s⌋(Rn). (63)
Proposition 2.1. (Propositions 2.5 and 2.6 in [26]) Let u ∈ Cα for α ∈ (0, 1]
and α > 2σ > 0; then (−∆)σu ∈ Cα−2σ and
[(−∆)σu]Cα−2σ ≤ C[u]Cα , (64)
where C depends only on α, σ and n.
The following result describes fractional Laplacian of Schwartz function:
Proposition 2.2. (Proposition 2.9 in [8])6 Let s ∈ (0, 1) p ∈ [1,∞], let u ∈
S (Rn); then (−∆)su ∈ C∞loc ∩ Lp(Rn).
6The cited Proposition gives a bounded, integrable bound for (−∆)su outside B1(0). To
obtain the Proposition we stated, it is enough to observe that (−∆)su is smooth: in fact,
by means of a cut-off function, one can write the Fourier transform of (−∆)su as the sum of
a Schwartz function and a function supported on a neighbourhood of the origin; the inverse
Fourier transform of both summands are smooth.
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2.2 On the circle
Let S1 := R/2πZ, with the metric induced by R. Its points can be thought
of as equivalence classes of points of R, which we will sometimes denote as [x]
for x ∈ R. Mostly, by an abuse of notation, we will simply write x for [x].
Sometimes it will be useful to identify S1 with ∂D2 ⊂ C through the embedding
i : S1 → ∂D2, [x] 7→ eix. (65)
Let D(S1) := C∞(S1) (for either scalar or vector valued functions) and let
D ′(S1) denote its topological dual. For any element f of D ′(S1), for any k ∈ Z,
we define the kth-Fourier coefficient of f by
f̂(k) :=
1
2π
〈f, e−ik·〉, (66)
where the brackets denote the action of an element of D ′(S1,Rm) on an element
of D(S1,Rm). We observe that with these conventions, Parseval’s Relation
takes the form ∫
S1
f(x)g(x)dx = 2π
∑
n∈Z
f̂ ĝ(n) (67)
for any f, g ∈ L2(S1), while Plancherel’s Identity takes the form
‖u‖2L2(S1) = 2π
∑
n∈Z
|û(n)|2. (68)
for any u ∈ L2(S1). We now proceed with definition of Sobolev spaces on the
circle. For s ∈ R we define the s-inhomogeneous Sobolev space by
Hs(S1) =
{
u ∈ D ′(S1)
∣∣∣∣‖u‖2Hs :=∑
n∈Z
(1 + |n|2)suˆ(n)2 <∞
}
. (69)
By Plancherel’s identity, H0(S1) = L2(S1). We also introduce the homogeneous
Sobolev seminorm
[v]H˙s :=
 ∑
n∈Zr{0}
|n|2sû(n)2

1
2
(70)
for any v ∈ Hs(S1). When s = 12 the homogeneous Sobolev seminorm can be
characterized by a double integral (see Lemma A.5). Since n ≤ 1+ |n|2 ≤ 2|n|2,
for any n ∈ Z r {0},
[u]H˙s ≤ Cs‖u‖Hs , (71)
for any u ∈ Hs(S1) for some constant Cs depending only on s. We observe that
for s > 0, u ∈ Hs(S1),
‖u‖2Hs =
∑
n∈Z
(1 + |n|2)sû(n)2 ≤
∑
n∈Z
(
2
s
2 |n|+ 1) û(n)2 = 2 s2 [u]2
H˙s
+ ‖u‖2L2. (72)
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Moreover we recall that D ′
(
S1
)
=
⋃
s∈RH
s(S1). We also remark that for any
s ∈ R, we may identify the topological dual space Hs(S1)∗ with H−s(S1). In-
deed, by definition of Hs(S1), the function
Is : H
s(S1)→ l2, u 7→ ((1 + |n|2) s2 û(n))
n
. (73)
is an isometric isomorphism between vector spaces. Now, for any functional
F ∈ Hs(S1)∗, any φ ∈ C∞(S1),
〈F, φ〉 =
∑
k∈Z
F̂ (k)φ̂(k) =
∑
k∈Z
[
(1 + |k|2)− s2 F̂ (k)
] [
(1 + |k|2) s2 φ̂(k)
]
(74)
Therefore a distribution F in D ′(S1) belongs to Hs(Rn)∗ if and only if(
(1 + |n|2) s2 û(n))
n
belongs to l2, and in this case
‖F‖Hs∗ =
∥∥((1 + |n|2) s2 û(n))
n
∥∥
l2
= ‖F‖H−s . (75)
Next we define fractional Laplacians for functions on the circle. Let σ, s ∈ R
and let u ∈ Hσ(S1). Then the s-fractional Laplacian of u is the element of
D ′(S1) characterized by
̂(−∆)su(n) = |n|2suˆ(n) (76)
for any n ∈ Z. Thus (−∆) 12u ∈ Hσ−2s(S1).
We also recall the definition of Hilbert transform for functions defined on S1:
for u ∈ L1(S1), let
Hu(x) :=
1
2π
PV
∫
S1
cot
(
1
2
(x− y)
)
u(y)dy. (77)
for all x ∈ S1. Hu is called the Hilbert transform of u. Equivalently, Hu is the
function on S1 characterized by
Ĥu(n) = −isgn(n)fˆ(n) (78)
for all n ∈ Z (see [16], proof of Proposition 3.18). Therefore, for any s ∈ R+,
if u ∈ Hs(S1) Hu ∈ Hs(S1). Moreover, if we denote by ′ the derivative of a
distribution,
Hu′ = (Hu)′ = (−∆) 12u in Hs−1(S1), (79)
as the corresponding Fourier coefficients coincide. This yields a pointwise for-
mula for (−∆) 12 u when u ∈ H1(S1): for a.e. x ∈ S1,
(−∆) 12 u(x) = 1
2π
lim
ε→0
∫
|x−y|>ε
u′(y) cot
(
1
2
(x− y)
)
dy
=
1
2π
lim
ε→0
∫
|x−y|>ε
(u(x)− u(y)) π
sin2
(
1
2 (x− y)
)dy
+
1
2π
(u(x+ ε)− u(x)) cot
(
1
2
ε
)
− 1
2π
(u(x− ε)− u(x)) cot
(
−1
2
ε
)
,
(80)
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Now we observe that by Plancherel’s identity
∥∥∥∥(u(·+ ε)− u) cot(12ε
)
− (u(· − ε)− u) cot
(
−1
2
ε
)∥∥∥∥2
L2
=
∥∥∥∥[(u(·+ ε)− u)− (u − u(· − ε))] cot(12ε
)∥∥∥∥2
L2
=cot2
(
1
2
ε
)
2π
∑
n∈Z
∣∣[(eiεn − 1)− (1− e−iεn)]û(n)∣∣2
≤ 4
ε2
2π
∑
n∈Z
|2(cos(nε)− 1)û(n)|2 ≤ 16π
∑
n∈Z
∣∣∣∣(cos(nε)− 1)εn nû(n)
∣∣∣∣2
(81)
Since the map x 7→ cos(x)−1
x
is bounded on R∗, and since u ∈ H1(S1) we conclude
by dominated convergence that
(u(·+ ε)− u) cot
(
1
2
ε
)
− (u(· − ε)− u) cot
(
−1
2
ε
)
→ 0 (82)
in L2(S1) as ε → 0. Therefore there exists a subsequence of (εn)n along which
convergence (82) takes place a.e. in S1. As the limits in (80) are well defined
(by [16], Proposition 3.18), convergence (82) takes place a.e. in S1 along the
original sequence. Therefore we conclude that for a.e. x ∈ S1
(−∆) 12u(x) = 1
2π
PV
∫
S1
u(x)− u(y)
sin2
(
1
2 (x− y)
)dy. (83)
Remark 1. Several authors define S1 as the manifold ∂D2 ⊂ C, endowed with
the distance induced by C. We observe that for x, y ∈ [0, 2π)
|eix − eiy|2 = 2(1− cos(x− y)) = 4 sin2
(
1
2
(x− y)
)
(84)
Therefore
∣∣sin ( 12 (x − y))∣∣ actually corresponds (up to a multiplicative constant)
to the C-distance between i([x]) and i([y]) (where i is the identification map
defined in (65)). Authors defining S1 as the manifold ∂D2 ⊂ C endowed with the
C-distance usually define the 12 -fractional Laplacian of a function u ∈ C∞(∂D2)
(up to multiplicative constants) as
(−∆) 12 u(x) = PV
∫
∂D2
u(x)− u(y)
|x− y|2 dy (85)
for any x ∈ ∂D2 . By the argument above, this definition coincides (up to mul-
tiplicative constants) with the one given in (83), upon precomposing functions u
on ∂D2 with the identification map i.
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Following [20], Theorem 3.6, we set
K
1
2 (x) :=
1
2π
1
sin2
(
1
2x
) (86)
for any x ∈ S1 r {0}.
On the other hand, according to [20], Theorem 3.4, if 0 < s < 12 , u ∈ C0,2s+ε(S1)
for some ε > 0, then (−∆)su is continuous and, for any x ∈ S1
(−∆)su(x) =
∫
S1
(u(x)− u(y))Ks(x − y)dy, (87)
where
Ks(x) = cs
∫ ∞
0
Pt(x)
dt
t1+2s
, (88)
and cs is a constant depending on s and Pt is the Poisson kernel for S
1, defined
as
Pr(x) =
∑
n∈Z
r|n|einx =
1− r2
1− 2r cos(x) + r2 (89)
for r ∈ (0, 1), x ∈ S1 (for more informations abot the Poisson’s Kernel for S1,
see [16], Ch. 2). In particular we observe that Ks(x) = Ks(−x) for any x ∈ S1,
s ∈ (1, 12 ). Moreover there exist positive constants bs and Bs such that
bs∣∣sin ( 12x)∣∣1+2s ≤ Ks(x) ≤
Bs∣∣sin ( 12x)∣∣1+2s (90)
for any x ∈ S1 r {0}.
We observe that by definition, for any s ∈ (0, 1) the fractional Laplacian is
self-adjoint, in the sense that for any u, v ∈ C∞(S1,Rm)∫
S1
(−∆)su(x) · v(x)dx =
∫
S1
u(x) · (−∆)sv(x)dx. (91)
Finally we remark that also in the case of the circle, for any s ∈ (0, 12 ] the
pointwise formulas (87) and (83) imply the following ”Leibnitz rule”: for any
u, v ∈ C1(S1) there holds
(−∆)s(uv)(x) =PV
∫
S1
(uv(x) − uv(y))Ks(x− y)dy
=u(x)PV
∫
Rn
(v(x) − v(y))Ks(x− y)dy
+ v(x)
∫
Rn
(u(x)− u(y))Ks(x − y)dy
− PV
∫
Rn
(u(x)− u(y))(v(x) − v(y)Ks(x− y)dy
=u(x)(−∆)sv(x) + v(x)(−∆)su(x)
−
∫
Rn
(u(x)− u(y))(v(x) − v(y)Ks(x− y)dy,
(92)
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where in the last step we used the fact that since u, v ∈ H2s(S1), the last integral
converges absolutely for a.e. x ∈ S1.
3 Variations in the target
In this section we consider variational problems whose Lagrangians involving a
1
4 -fractional Laplacian and exhibiting symmetries under variations in the target.
First we derive a Noether theorem for such Lagrangian (Theorem 3.6), then we
will consider the particular case of harmonic map into sphere, and we try to
recast a regularity result by K. Mazowiecka and A. Schikorra in the framework
of Noether theorems (Section 3.3).
3.1 Fractional gradients and fractional divergences
The Noether theorem involving a 14 -fractional Laplacian will be formulated in
terms of fractional gradients and divergences. This were introduced by by K.
Mazowiecka and A. Schikorra in [14]. In this section we recall their definition
and some of their basic properties.
Definition 3.1. Let s ∈ [0, 1]. Let f : Rn → Rn. For any (x, y) ∈ Rn × Rn let
dsf(x, y) :=
f(x)− f(y)
|x− y|s (93)
dsf is called the s-gradient of f .
Definition 3.2. Let s ∈ (0, 1). Let F : Rn × Rn → R and assume that for any
φ ∈ C∞c (Rn) ∫
Rn
∫
Rn
|F (x, y)dsφ(x, y)| dxdy|x− y|n <∞. (94)
The s-divergence of F is the distribution defined by
divsF [φ] :=
∫
Rn
∫
Rn
F (x, y)dsφ(x, y)
dxdy
|x − y|n for any φ ∈ C
∞
c (R
n). (95)
We also recall the definition of some function spaces which interact naturally
with fractional gradients and derivatives (see Lemma 3.1).
Let’s denote byM the set of of measurable functions on Rn×Rn (either scalar
valued or vector valued).
Definition 3.3.
1. Let p ∈ [1,∞). We define the off-diagonal Lp-space as
Lp
(
1∧
od
Rn
)
=
{
F ∈ M
∣∣∣∣
‖F‖Lp(∧1od Rn) :=
(∫
Rn
∫
Rn
|F (x, y)|p dxdy|x− y|n
) 1
p
<∞
}
.
(96)
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2. Let s ∈ [0, 1). We define the homogeneous, off-diagonal s-Sobolev space by
H˙s
(
1∧
od
Rn
)
:=
{
F ∈M
∣∣∣∣[F ]H˙s(∧1od Rn) :=
∥∥∥∥ F (x, y)|x− y|s
∥∥∥∥
L2(
∧1
od R
n)
<∞
}
.
(97)
In particular, H˙0
(∧1
odR
n
)
= L2
(∧1
odR
n
)
.
Then, for any p ∈ [1,∞), Lp
(∧1
od R
n
)
is a normed space with norm
‖·‖Lp(∧1od Rn), and for any s ∈ (0, 1), H˙s
(∧1
odR
n
)
is a vector space endowed
with the seminorm [·]H˙(∧1od Rn).
For F , G we also introduce the notation
F ·∧1
od R
n G(x) = PV
∫
Rn
F (x, y)G(x, y)
dy
|x − y|n (98)
whenever the principal value is well defined. Next we recall some basic results
about fractional gradients and fractional divergences.
Lemma 3.1. Let σ ∈ (0, 1), s ∈ (0, σ],
1. if s ∈ (0, σ], ds is a bounded linear operator from H˙σ,2(Rn) to H˙σ−s(
∧1
od R
n)
and for any u ∈ H˙s(Rn),
[dsu]H˙σ−s(
∧1
od R
n) = [u]W˙σ,2(Rn). (99)
In particular, if u ∈ H˙s(Rn), dsu ∈ L2
(∧1
odR
n
)
.
2. if s ∈ (σ, 1), divs is a bounded linear operator from H˙σ(
∧1
odR
n) to H˙σ−s(Rn)∗,
the topological dual of H˙σ−s(Rn).
Proof. For u ∈ H˙σ(Rn),
[dsu]H˙σ−s(
∧
1
od R
n) =
(∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|2s
dxdy
|x− y|2σ−2s+n
) 1
2
= [u]W˙σ,2 .
(100)
For F ∈ H˙σ(∧1odRn), Ho¨lder’s inequality and (99) implies that for any φ ∈
H˙s(Rn)
|divsF [φ]| =
∣∣∣∣∫
Rn
∫
Rn
F (x, y)dsφ(x, y)
dxdy
|x − y|n
∣∣∣∣
≤
(∫
Rn
∫
Rn
|F (x, y)|2
|x− y|2σ
dxdy
|x− y|n
) 1
2
(∫
Rn
∫
Rn
|φ(x) − φ(y)|2
|x− y|2s−2σ
dxdy
|x− y|n
) 1
2
= [F ]H˙σ(
∧1
od R
n)[φ]W s−σ,2 .
,
(101)
therefore F ∈ W˙ s−σ,2(Rn)∗ ≃ H˙s−σ(Rn) with ‖F‖W˙ s−σ,2(Rn)∗ ≤ [F ]H˙σ(∧1od Rn).
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Lemma 3.2. Let s ∈ (0, 1), let u, v ∈ H˙s(Rn). Then∫
Rn
(−∆) s2u(x)(−∆) s2 v(x)dx = 1
2
Cn,s 〈dsu, dsv〉 , (102)
where Cn,s is the constant introduced in (56). In particular, if u ∈ H˙s(Rn),
(−∆)su = Cn,s
2
divsdsu (103)
as distributions.
Proof. We first show (102) for functions φ, ψ in S (Rn). We observe that∫
Rn
(−∆) s2φ(x)(−∆) s2ψ(x)dx =
∫
Rn
(−∆)sφ(x)ψ(x)dx
=
Cn,s
2
(∫
Rn
ψ(x) · PV
∫
Rn
φ(x) − φ(y)
|x− y|2s+n dydx
−
∫
Rn
ψ(y) · PV
∫
Rn
φ(x) − φ(y)
|x− y|2s+n dxdy
)
.
(104)
Now, by Taylor’s theorem, for any ε > 0, x ∈ Rn,∣∣∣∣∣
∫
Bε(x)c
φ(x) − φ(y)
|x− y|n+2s dy
∣∣∣∣∣ =
∣∣∣∣∣12
∫
Bε(0)c
2φ(x)− φ(x − z)− φ(x + z)
|z|n+2s dz
∣∣∣∣∣
≤
∫
Rn
‖D2φ‖L∞ |x− y|2
|z|2s+n dz,
(105)
and the right side multiplied by ψ is integrable in x. Therefore, by Lebesgue’s
Dominated convergence Theorem,∫
Rn
ψ(x)PV
∫
Rn
φ(x) − φ(y)
|x− y|n+2s dydx
= lim
ε→0
∫
Rn
ψ(x)
∫
Rn
1Bε(x)c(y)
φ(x) − φ(y)
|x− y|n+2s dydx.
(106)
The same holds if we switch φ and ψ, therefore∫
Rn
(−∆)sφ(x)ψ(x)dx
= lim
ε→0
Cn,s
2
∫
Rn
∫
Rn
1|x−y|>ε
|(φ(x) − φ(y)) · (ψ(x) − ψ(y))|
|x− y|n+2s dydx.
(107)
Finally, by Ho¨lder’s inequality,∫
Rn
∫
Rn
|(φ(x) − φ(y)) · (ψ(x) − ψ(y))|
|x− y|n+2s dxdy
≤‖dsφ‖L2(∧1od Rn)‖dsψ‖L2(∧1od Rn).
(108)
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Therefore the limit on the right side of (107) exists and is equal to
Cn,s
2
∫
Rn
∫
Rn
(φ(x) − φ(y)) · (ψ(x) − ψ(y))
|x− y|n+2s dydx =
Cn,s
2
〈dsφ, dsψ〉
=
Cn,s
2
divsdsψ[φ].
(109)
This concludes the proof of (102) when φ, ψ ∈ S (Rn). Now if u, v ∈ H˙s(Rn),
by Lemma A.3 there exist sequences (un)n, (vn)n in S (R
n) such that un → u
and vn → v in H˙s(Rn) as n→∞. Then
(−∆) s2un → (−∆) s2 u in L2(Rn)
(−∆) s2 vn → (−∆) s2 v in L2(Rn)
(110)
as n→∞, and therefore∫
Rn
(−∆) s2 un(x)(−∆) s2 vn(x)dx→
∫
Rn
(−∆) s2u(x)(−∆) s2 v(x)dx (111)
as n→∞. On the other hand, by Lemma 3.1,
dsun → dsu in L2
(
1∧
od
Rn
)
,
dsvn → dsv in L2
(
1∧
od
Rn
) (112)
as n→∞. Therefore∫
Rn
∫
Rn
(un(x)− un(y)) · (vn(x) − vn(y))
|x− y|n+2s dydx
→
∫
Rn
∫
Rn
(u(x)− u(y)) · (v(x) − v(y))
|x− y|n+2s dydx
(113)
as n→∞, or equivalently
〈dsun, dsvn〉 → 〈dsu, dsv〉 (114)
as n → ∞. Thus, as (102) holds for Schwartz functions, it also holds for
functions in H˙s(Rn).
Similarly, if φ ∈ S (Rn) and ψ ∈ C∞c (Rn), (102) implies
〈(−∆)sφ, ψ〉 =
∫
Rn
(−∆) s2φ(x)(−∆) s2ψ(x)dx = Cn,s〈dsφ, dsψ〉
=Cn,s〈divsdsφ, ψ〉.
(115)
In order to show (103), for any u ∈ H˙s(Rn), φ ∈ C∞c (Rn) we compute
〈(−∆)su, φ〉 =
∫
Rn
(−∆) s2u(x)(−∆) s2φ(x)dx = Cn,s
2
〈dsu, dsv〉, (116)
22
where in the second step we used identity (102). As this holds for any ψ ∈
C∞c (R
n), we conclude that
(−∆)su = Cn,s
2
divsdsu (117)
as distributions.
Finally we recall the following two results from [14]. Let n ∈ N>0.
Theorem 3.3. (Theorem 2.1 in [14]) Let s ∈ (0, 1), p ∈ (1,∞). Let F ∈
Lp
(∧1
od R
n
)
and g ∈ W˙ s,p′(Rn). Assume that divsF = 0. Then F · dsg belongs
to the Hardy space H1(Rn) and we have the estimate
‖F · dsg‖H1(Rn) ≤ C‖F‖Lp(∧1od Rn)‖dsg‖Lp′(∧1od Rn). (118)
From Theorem 3.3 follows the following fractional analogous to Wente’s
Lemma.
Corollary 3.4. (Corollary 2.3 in [14]) Let s ∈ (0, 1), p ∈ (1,∞). Let F ∈
Lp
(∧1
od R
n
)
and g ∈ W˙ s,p′(Rn). Assume that divsF = 0. Moreover, let T be a
linear operator such that for some Λ > 0
|T [φ]| ≤ Λ
∥∥(−∆)n4 φ∥∥
L2,∞(Rn)
for all φ ∈ C∞c (Rn). (119)
Then any distributional solution u ∈ W˙ n2 ,2(Rn) to
(−∆)n2 u = F · dsg + T in Rn (120)
is continuous.
3.2 A Noether Theorem for Lagrangians involving a 1
4
-
fractional Laplacian
For this section, let M be a smooth closed manifold embedded in Rm. Let’s
first consider the energy
E(u) =
∫
Rm
L (x, u(x),∇u(x)) dx. (121)
Here L is a C1 function with at most quadratic growth in the second variable,
and u is an element of H1 ∩ L∞(Rn,M ). A possible formulation for Noether’s
theorem for variations in the target reads as follows:
Theorem 3.5. (Theorem 1.3.1 in [12] ) Let X be a smooth vector field on M ,
which is an infinitesimal symmetry for L, i.e.
∂L
∂yi
(x, y, A)X i(y) +
∂L
∂Aiα
(x, y, A)
∂X i
∂yj
(y)Ajα = 0. (122)
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Let u be a critical point in H2(Rn,M ) of the energy E defined in (121).
Then
div
(
∂L
∂A
·X(u)
)
= 0 (123)
as distributions.
For the proof, one takes a test function φ ∈ C∞c (Rn) and consider the
solution uφt of the ODE {
uφ0 (x) = u(x)
∂tu
φ
t (x) = φ(x)X(u(x)).
(124)
for any x ∈ Rn. Plugging uφt in L and exploiting both equation (122) and the
fact that u is a critical point of L, one obtain (123) in the weak form .
An important example of energy of the form (121) is given by the Dirichlet
energy
ED(u) =
∫
Rn
|∇u(x)|2dx, (125)
for functions u ∈ H1(Rn,M ). In particular, if n = 2 and M is a sphere (say of
dimension m − 1), F. He´lein showed by means of Wente’s lemma that critical
points of ED in H
1(Rn, Sm−1) are continuous (see [11]). Motivated by this
examples, one could look for analogous for n = 1. A natural energy to consider
in this case would then be
E(u) =
∫
R
|(−∆) 14u(x)|2dx, (126)
for functions u ∈ H 12 (R, Sm−1). Critical points of (126) are called half-harmonic
maps. We will sometimes refer to E as half Dirichlet energy.
In this case, the argument of Noether theorem for invariance under rotations in
the target yields quantities Ωik, for i, k ∈ {1, ...m}, whose 12 -divergence is equal
to 0 (Lemma 3.11). K. Mazowiecka and A. Schikorra showed in [14] that this
fact can be use to obtain a new proof of the continuity of half harmonic maps
into spheres (first proved by F. Da Lio and T. Rivire in [5]), analogous to the
argument used by F. He´lein for the local case. In the following, we try to repeat
the proof of Noether theorem for energies involving the 14 -Laplacian. It turns
out, that for critical points of such energies, the 12 -divergence of a characteristic
quantity vanishes(Theorem 3.6). In the next section we will return to the energy
(126) and to the problem of the regularity of its critical points.
First we introduce the following definitions.
Definition 3.4.
1. Let ut be a family of functions in H˙
1
2 (Rn,M ), for t in a neighbourhood of
0. We say that ut is differentiable in 0 if there exists u
′ ∈ H˙ 12 (Rn,Rm)
such that
ut = u+ tu
′ + o
H
1
2
(t) as t→ 0. (127)
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We call u′ the derivative of ut in 0.
2. A function u ∈ H˙ 12 (Rn,M ) is said to be a critical point of E in H˙ 12 (Rm,M )
with respect to variations in M if for any family of functions ut in H˙
1
2 (Rn,M ),
for t in a neighbourhood of 0, differentiable in 0 and such that u0 = u, the
function t 7→ E(ut) defined in a neighbourhood of 0 is differentiable in 0
and
d
dt
∣∣∣∣
t=0
E(ut) = 0. (128)
Adapting the argument of Theorem 3.5 to Lagrangians involving fractional
Laplacians we obtain the following result:
Theorem 3.6. Let L : Rn × Rm × Rm → R be a function in C2loc such that
the second derivatives of L involving the second and third variables are bounded.
And assume that there exist constants C, a, b, c such that n
n+ 12
< a ≤ b ≤ 2 ≤ c
and
|L(x, y, p)− L(x, y, p′)| ≤ C (|y − y′|2 + |y − y′|c + |p− p′|a + |p− p′|b) (129)
for any x ∈ Rn, y, y′, p, p′ ∈ Rm. Let u ∈ H˙ 12 (Rn,M ) and assume that for any
v in a H
1
2 (Rn)-neighbourhood of u the integral
E(v) :=
∫
Rn
L
(
x, v(x), (−∆) 14 v(x)
)
dx (130)
converges absolutely. Let X be a C4 vector field on M which is an infinitesimal
symmetry for L, in the sense that for for its flow φt, for t in a neighbourhood
of 0 there holds
L
(
x, φt ◦ u(x), (−∆) 14 (φt ◦ u)(x)
)
= L
(
x, u(x), (−∆) 14u(x)
)
(131)
for a.e. x ∈ Rn. Assume that the function
Liu : R
n → R, x 7→ DpiL
(
x, u(x), (−∆) 14 u(x)
)
(132)
(where pi denotes the (n + i)
th argument of L) belongs to L2(Rn) for any i ∈
{1, ..., n}. Then for any critical point u of the energy E in H 12 (Rn,M ) there
holds
(−∆) 14 (Liu(X i ◦ u))− div 14 (Liu(x)d 14 (X i ◦ u)(x, y)) = 0 (133)
(we use implicit summation over repeated indices). Equivalently
div 1
2
(
Liu(x)X
i(u(y))− Liu(y)X i(u(x))
)
= 0. (134)
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Remark 2. The assumption (132) is satisfied in most cases of interest. For
example, if L satisfies the estimate
|Dpi(x, Y, Z)| ≤ C|Z| for any (x, Y, Z) ∈ R× Rn × Rn, (135)
for some constant C, for any i ∈ {1, ..., n}, then |Lu(x)| ≤ (−∆) 14 u(x) for any
x ∈ Rn and therefore Lu ∈ L2(Rn). For instance, condition (135) is satisfied by
the Lagrangian L(x, Y, Z) = Z2, which corresponds to the half Dirichlet energy.
Proof. Let X be as in the lemma and let ψ ∈ C∞c (Rn). For any x ∈ Rn we now
consider the Cauchy problem{
γ(0) = u(x)
γ˙(t) = ψ(x)X(γ(t)),
(136)
we set g(x, y) = ψ(x)X(y) and we observe that for any x ∈ Rn, g is Lipschitz
as a function of the second variable. Therefore, given a closed interval [a, b]
containing 0 in its interior, by Picard-Lindelo¨f theorem there exist a unique
solution γ of (136), and γ ∈ C1([a, b]). We denote such solution ut(x). We
claim that
ut = u+ tψ(X ◦ u) + bt, (137)
where bt = o
H
1
2 ∩L∞(t) as t→ 0, and bt has compact support (in x) uniformly for
t in a neighbourhood of 0. This, in particular, will imply that ut is differentiable
in 0 with derivative ψX(u). To prove the claim, we observe that for any x ∈ Rn
∂2t ut(x) = ψ(x)dX(ut(x))∂tut(x), (138)
and this expression is uniformly bounded (since ∂tu satisfies (136)). This implies
that for any x, y ∈ Rn∣∣∂2t (ut(x)− ut(y))∣∣ ≤‖ψ‖L∞‖dX‖L∞|∂tu(x)− ∂tut(y)|
+ ‖ψ‖L∞ ‖∂tu‖L∞ [dX ]Lip|ut(x)− ut(y)|
+ ‖dX‖L∞ ‖∂tu‖L∞ |ψ(x) − ψ(y)|,
(139)
and by (136)
|∂tu(x)− ∂tu(y)| ≤ ‖ψ‖L∞ [X ]Lip|ut(x)− ut(y)|+ ‖X‖L∞|ψ(x)− ψ(y)|. (140)
Now by Taylor’s theorem we have that for ε > 0, for any x, y ∈ Rn
|[ut(x) − u(x)− tψ(x)X(u(x))] − [ut(y)− u(y)− tψ(y)X(u(y))]|
≤ t
2
2
max
|s|≤ε
∣∣∂2s (us(x)− us(y))∣∣ (141)
whenever |t| ≤ ε. Therefore, applying estimate (141) to the Gagliardo seminorm
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of ut − u− tψX(u) we obtain for any t with |t| ≤ ε
[ut − u− tψX(u)]2
W
1
2
,2
=
∫
Rn
∫
Rn
|[ut(x)− u(x)− tψ(x)X(u(x))] − [ut(y)− u(y)− tψ(y)X(u(y))]|2
|x− y|n+1 dxdy
≤Ct4
[∫
Rn
∫
Rn
max|s|≤ε|us(x)− us(y)|2
|x− y|n+1 dxdy +
∫
Rn
∫
Rn
|ψ(x) − ψ(y)|2
|x− y|n+1 dxdy
]
≤Ct4
[
sup
|s|≤ε
[us]
2
W
1
2
,2
+ [ψ]2
W
1
2
,2
]
(142)
for some constant C depending only on ψ and X . We claim that [ut]
2
W
1
2
,2
is
bounded for t in a neighbourhood of 0. For this, it is enough to show that there
exist constants C1, C2 depending only on ψ, X such that
|ut(x)− ut(y)| ≤ C1 (|ψ(x)− ψ(y)|+ |u(x)− u(y)|) eC2t. (143)
Applying estimate (143) to the Gagliardo seminorm of ut one see that it is in
fact bounded for t in a neighbourhood of 0. To show (143) we argue as follows.
For x, y ∈ Rn, t ∈ R define δx,y(t) := ut(x) − ut(y). Then
δ′x,y(t) = ∂tut(x)− ∂tut(y) = g(x, ut(x)) − g(y, ut(y)). (144)
Then, for t ∈ [a, b]
δx,y(t) = δx,y(0) +
∫ t
0
g(x, us(x)) − g(y, us(y))ds (145)
and therefore
|δx,y(t)| ≤ |δx,y(0)|+|ψ(x)−ψ(y)|
∫ t
0
|X(us(y))|ds+‖ψ‖L∞ [X ]Lip
∫ t
0
|δx,y(s)|ds.
(146)
Thus, by Gronwall Lemma
|δx,y| ≤ C1 (|δx,y(0)|+ |ψ(x)− ψ(y)|) eC2t (147)
for some constants C1, C2 depending only on ψ and X . This can be rewritten
as
|ut(x) − ut(y)| ≤ C1 (|u(x)− u(y)|+ |ψ(x) − ψ(y)|) eC2t (148)
as desired. We conclude that [bt]
W˙
1
2
,2 = o
H˙
1
2
(t) as t→ 0.
On the other hand as we remarked above, ∂2t ut(x) is bounded uniformly in x
and t. Therefore, by Taylor’s theorem, for x ∈ Rn
|ut(x)− u(x)− tψX(u(x))| ≤ t
2
2
∥∥∂2t ut∥∥L∞(Rn×R) . (149)
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This shows that bt = oL∞(t) as t → 0. Finally we remark that bt = ut(x) −
u(x)− tψX(u(x)) is supported in supp(ψ) for any t ∈ R for which ut is defined,
therefore(149) also implies that bt = oL2(t) as t→ 0. This concludes the proof
of (137).
Next, let Ω := supp(ψ) and let Γ be a compact subset of Rn such that Ω ⊂ Γ
and dist(Ω, ∂Γ) > 1. We claim that for any t ∈ (−ε, ε) , for any x ∈ Γc there
holds ∣∣∣(−∆) 14 bt(x)∣∣∣ ≤ |Ω| ‖bt‖L∞
dist(x,Ω)n+
1
2
. (150)
In fact, for any t ∈ (−ε, ε) , for any x ∈ Γc
(−∆) 14 bt(x) =
∫
Rn
−bt(y)
|x− y|n+ 12 dy (151)
and since, for any x ∈ Ω ⊃ supp(bt), there holds |x − y| ≥ dist(x,Ω), estimate
(150) follows. Since bt = oL∞(t) as t → 0 estimate (150) implies that for any
s > n
n+ 12
there holds
1Γc
∣∣∣(−∆) 14 bt∣∣∣s = oL1(t) as t→ 0. (152)
We also observe that since bt = o
H
1
2
(t), there holds (−∆) 14 bt = oL2(t) as t→ 0.
Now we compute
E (u+ tψX(u) + bt)
=
∫
Rn
L (x, u(x) + tψ(x)X(u(x)) + bt,
(−∆) 14 u(x) + tψ(x)(−∆) 14 (X ◦ u)(x) + (−∆) 14 bt
)
dx
=
∫
Rn
L
(
x, u(x) + tψ(x)X(u(x)), (−∆) 14u(x) + t(−∆) 14 (ψ(X ◦ u))(x)
)
dx+ o(t).
(153)
For the last step, one can use the following argument: By estimate (129), the
distance between the integrands in the second and third expressions can be
bounded by
C
(
|bt|2 + |bt|c +
∣∣∣(−∆) 14 bt∣∣∣a + ∣∣∣(−∆) 14 bt∣∣∣b) (154)
for any x ∈ Rn. Since bt = oL2∩L∞(t), |bt|2+ |bt|c = oL1 as t→ 0. Moreover, by
estimate (152) and the fact that (−∆) 14 bt = oL2(t),
∣∣∣(−∆) 14 bt∣∣∣a+ ∣∣∣(−∆) 14 bt∣∣∣b =
oL1(t) as t→ 0.
Now we observe that by the ”Leibnitz rule” (62), for a.e. x ∈ Rn
(−∆) 14 (ψ(X ◦ u)) (x)− (−∆) 14ψ(x)X(u(x))
=(−∆) 14 (X ◦ u)(x)ψ(x) −
∫
Rn
d 1
4
ψ(x, y)d 1
4
(X ◦ u)(x, y) dy|x− y|n .
(155)
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Therefore, by Taylor’s Theorem, we can rewrite (153) as∫
Rn
L
(
x, u(x) + tψ(x)X(u(x)), (−∆) 14u(x) + tψ(x)(∆) 14 (X ◦ u)(x)
)
dx
+ t
∫
Rn
DpL
(
x, u(x) + tψ(x)X(u(x)), (−∆) 14u(x) + tψ(x)(−∆) 14 (X ◦ u)(x)
)
·
(
(−∆) 14ψ(x)X(u(x)) −
∫
Rn
d 1
4
ψ(x, y)d 1
4
(X ◦ u)(x, y) dy|x− y|n
)
dx
+
t2
2
∫
Rn
D2pL
(
x, u(x) + tψ(x)X(u(x)),
(−∆) 14u(x) + tψ(x)(−∆) 14 (X ◦ u)(x) + ξx
)
·
(
(−∆) 14ψ(x)X(u(x)) −
∫
Rn
d 1
4
ψ(x, y)d 1
4
(X ◦ u)(x, y) dy|x− y|n
)2
dx
+ o(t)
(156)
for some vectors ξx depending on x. Here, by an abuse of notation, we denoted
with a dot the action of the Hessian D2pL on two (equal) vectors. As D
2
pL is
assumed to be bounded, and since both (−∆) 14ψ(X ◦ u) and∫
Rn
d 1
4
ψ(x, y)d 1
4
(X ◦ u)(x, y) dy|x − y|n (157)
lie in L2(Rn), the last term in (156) can be absorbed in o(t).
Finally we observe that since the second derivatives of L involving the second
and the third variables are bounded, for any x ∈ Rn, t in a neighbourhood of 0
we obtain∣∣∣DpL(x, u(x) + tψ(x)X(u(x)), (−∆) 14u(x) + tψ(x)(−∆) 14 (X ◦ u)(x))
−DpL
(
x, u(x), (−∆) 14u(x)
)∣∣∣
≤t[DpL]Lip
(
ψ(x)2 |X(u(x))|2 + ψ(x)2
∣∣∣(−∆) 14X(u(x))∣∣∣2) 12 .
(158)
Since the right hand side of (158) lies in L2(Rn), we conclude that
E (u+ tψ(X ◦ u) + bt)
=
∫
Rn
L
(
x, u(x) + tψ(x)X(u(x)), (−∆) 14u(x) + tψ(x)(∆) 14 (X ◦ u)(x)
)
dx
+ t
∫
Rn
DpiL
(
x, u(x), (−∆) 14u(x)
)
·
(
(−∆) 14ψ(x)X i(u(x))
−
∫
Rn
d 1
4
ψ(x, y)d 1
4
(X i ◦ u)(x, y) dy|x− y|n
)
dx+ o(t).
(159)
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On the other hand, let φt be the flow of X and let ut(x) := φt(u(x)) for any
x ∈ Rn. By Lemma 3.7 the map t 7→ (−∆) 14 ut(x) is of class C1 for a.e. x ∈ Rn,
and
∂t
∣∣∣∣
t=0
[
(−∆) 14 ut(x)
]
= (−∆) 14 (X ◦ u)(x). (160)
Then the derivative in t at 0 of
L
(
x, u(x) + tX(u)(x), (−∆) 14 (u + tX(u))(x)
)
− L
(
x, ut(x), (−∆) 14ut(x)
)
(161)
exists and is equal to 0 for a.e. x ∈ Rn. By Taylor’s theorem, for a.e. x ∈ Rn
(161) can be rewritten as
t2
2
D2L
(
x, u(x) + sx,tX(u(x)), (−∆) 14 u(x) + sx,t(−∆) 14 (X ◦ u)(x)
)
·
(
X(u(x)), (−∆) 14 (X ◦ u)(x)
)2
− t
2
2
∂2t
∣∣∣∣
t=sx,t
L
(
x, ut(x), (−∆) 14 ut(x)
) (162)
for some sx,t between 0 and t depending on x and t, where again, by abuse of
notation, we denoted with a do the action of the Hessian D2L on two (equal)
vectors. By assumption (131), the last term in (162) vanishes. Therefore (162)
can be bounded by
t2
2
∥∥D2L∥∥
L∞
∣∣∣(X(u(x)), (−∆) 14 (X ◦ u)(x))∣∣∣2 . (163)
for any x ∈ Rn. Since u and (−∆) 14 (X ◦ u) are locally square integrable, we
can rewrite (163) as t2fu(x) for any x ∈ Rn, where fu is a locally integrable
function on Rn. Therefore, for any x ∈ Rn
L
(
x, u(x) + tX(u(x)), (−∆) 14u(x) + t(−∆) 14 (X ◦ u)(x)
)
=L
(
x, ut(x), (−∆) 14 ut(x)
)
+ t2fu(x)
=L
(
x, u(x), (−∆) 14u(x)
)
+ t2fu(x),
(164)
for t in a neighbourhood of 0. The last equality follow from the assumption
(131). Thus, substituting t with tψ(x) for any x ∈ Rn we obtain (for t in a
possibly smaller neighbourhood of 0)∫
Rn
L(x, u+ tψ(x)X(u(x)), (−∆) 14u(x) + tψ(x)(−∆) 14 (X ◦ u)(x))dx
=
∫
Rn
L(x, u(x), (−∆) 14u(x))dx + t2
∫
supp(ψ)
ψ(x)2fu(x)dx
=E(u) + o(t).
(165)
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Comparing (159) and (165) we obtain
E(ut) =E(u+ tψ(X ◦ u) + o(t))
=E(u) + t
∫
Rn
DpiL(u(x), (−∆)
1
4 u(x))
(
(−∆) 14ψ(x)X i(u(x))
−
∫
Rn
d 1
4
ψ(x, y)d 1
4
(X i ◦ u)(x, y) dy|x − y|n
)
dx + o(t)
(166)
Finally, since u is a critical point of E in H
1
2 (Rn,M ), and since, by (137), ut
is differentiable in 0, E(ut) = E(u) + o(t) as t→ 0. Therefore
0 =
∫
Rn
DpiL(x, u(x), (−∆)
1
4 u(x)) ·
(
(−∆) 14ψ(x)X i(u(x))
−
∫
Rn
d 1
4
ψ(x, y)d 1
4
(X i ◦ u)(x, y) dy|x − y|n
)
dx
=
∫
Rn
Liu(x)(−∆)
1
4ψ(x)X i(u(x))dx
−
∫
Rn
∫
Rn
Liu(x)d 14ψ(x, y)d
1
4
(X i ◦ u)(x, y) dxdy|x − y|n .
(167)
We remark that since Liu ∈ L2(Rn), both integrals in (167) converge absolutely.
As this holds for any ψ ∈ C∞c (Rn), in the sense of distributions
(−∆) 14
(
DpiL
(
x, u(x), (−∆) 14 u(x)
)
·X i(u(x))
)
− div 1
4
(
DpiL
(
x, u(x), (−∆) 14 u(x)
)
d 1
4
(X i ◦ u)(x, y)
)
= 0.
(168)
Finally we observe that rewriting the term (−∆) 14ψ in (167) by means of the
pointwise formula (56) we obtain for any φ ∈ C∞c (Rn,R)
0 =
∫
Rn
∫
Rn
Liu(x)X
i(u(x))
φ(x) − φ(y)
|x− y|n+ 12
− L
i
u(x)(X
i(u(x)) −X i(u(y))(φ(x) − φ(y))
|x− y|n+ 12 (φ(x) − φ(y))dxdy
=
1
2
∫
Rn
∫
Rn
(
Liu(x)X
i(u(y))− Liu(y)X i(u(x))
)
(φ(x) − φ(y))dxdy
(169)
Here we observe that also the first integral converges absolutely on Rn×Rn. In
fact, by Ho¨lder’s inequality, for i ∈ {1, ...n}∫
Rn
∫
Rn
Liu(x)
2(ψ(x) − ψ(y))2
|x− y|n+ 12 dxdy
≤
∫
Rn
Liu(x)
2
(∫
B1(x)
[ψ]2Lip
|x− y|n− 32 dy +
∫
B1(x)c
4‖ψ‖2L∞
|x− y|n+ 12 dy
)
dx.
(170)
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Since this is true for any ψ ∈ C∞c (Rn,R), we conclude that
div 1
2
(
Liu(x)X
i(u(y))− Liu(y)X i(u(x))
)
= 0. (171)
Lemma 3.7. Let i ∈ N, let u ∈ H˙ 12 (Rn,M ), let X be a vector field of class
Ci+3 on M and let φt denote its flow. Then for a.e. x ∈ Rn the function
R→ Rm, t 7→ (−∆) 14 [φt ◦ u](x) (172)
is of class Ci, and for any k ∈ {0, ..., i} there holds
∂kt
[
(−∆) 14 (φt ◦ u)
]
(x) = (−∆) 14 [∂kt (φt ◦ u)] (x). (173)
Moreover, given any bounded interval I of R, for any k ∈ {0, ..., i}, ∂kt
[
(−∆) 14 (φt ◦ u)
]
is bounded a.e., uniformly in t for t ∈ I, by a function of x in L2(Rn).
In particular, if we assume X to be of class C4, the map (172) is of class C1
and Equation (173) holds for k = 1.
Proof. Let I be a bounded interval of R. First we observe that since X is of
class Ci+3, φt is of class C
i+2 jointly in x and t. Therefore, for any k ∈ {0, ..., i},
we can write for a.e. x ∈ Rn
(−∆) 14 [∂kt (φt ◦ u)] = PV ∫
Rn
∂kt φt(u(x))− ∂kt φt(u(y))
|x− y|n+ 12 dy
=∂kt Dφt(u(x))PV
∫
Rn
u(x)− u(y)
|x− y|n+ 12 dy +
∫
Rn
∂kt f(x, y, t)dy,
(174)
where for any x, y ∈ Rn, t ∈ R,
f(x, y, t) :=
φt(u(x))− φt(u(y))
|x− y|n+ 12 −Dφt(u(x))
u(x) − u(y)
|x− y|n+ 12 . (175)
Since φt is of class C
i+2, for any x, y ∈ Rn with x 6= y, f(x, y, t) defines a
function of t of class Ci+1. Now we claim that for a.e. x, ∂itf(x, y, t) is uniformly
bounded a.e. by a function of y in L1(Rn) for t ∈ I (the bound might depend
on x). On the one hand, this will imply, by Lebesgue’s Dominated convergence
Theorem, that the expression in (174) is continuous in t, and since this will be
true for any k ∈ {0, ..., i}, that the function defined in (172) is of class Ci. On
the other hand, it will imply that the the kth derivatives and the integral in the
second expression of the second line of (174) can be inverted. Therefore, for any
k ∈ {1, ..., i}
(−∆) 14 [∂kt (φt ◦ u)] =∂kt Dφt(u(x))PV ∫
Rn
u(x)− u(y)
|x− y|n+ 12 dy
+ ∂t
∫
Rn
∂
(k−1)
t f(x, y, t)dy
=∂t(−∆) 14
[
∂
(k−1)
t (φt ◦ u)
]
.
(176)
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Since Equation (176) will be true for any k ∈ {1, ..., i}, we will obtain Equation
(173).
In order to construct the L1-bound for the integrand of the second term of
the second line of (174), we first observe that by Taylor’s Theorem, for any
x, y ∈ Rn, t ∈ R
∣∣∂kt f(x, y, t)∣∣ ≤ ∂kt D2φt(ξx,y,t) · (u(x)− u(y))2|x− y|n+ 12 (177)
for some ξx,y,t between u(x) and u(y), depending on x, y and t. Here, by
an abuse of notation, we denote with a dot the action of the quadratic form
∂ktD
2φt(ξx,y,t) on two (equal) vectors. Therefore, for any t ∈ I∣∣∣∣∂ktD2φt(ξx,y,t) · (u(x)− u(y))2|x− y|n+ 12
∣∣∣∣ ≤ ∥∥∂kt D2φt∥∥L∞(M×I) |u(x)− u(x)|2|x− y|n+ 12 . (178)
Now we observe that since u ∈ H˙ 12 (Rn), the term on the right hand side of
(178) lies in L1(Rn × Rn), and thus for a.e. x ∈ Rn, it defines an integrable
function of y. This shows the existence of the desired L1-bound.
Finally we show that for any k ∈ {0, ..., i}, ∂kt
[
(−∆) 14 (φt ◦ u)
]
is bounded a.e.,
uniformly in t for t ∈ I, by a function of x in L2(Rn). To this end we first observe
that since (−∆) 14u ∈ L2(Rn), the first term in the second line of (174) is bounded
for any t ∈ I by the square integrable function
∥∥∂itDφt(u(x))∥∥L∞(M×I) ∣∣∣(−∆) 14 u(x)∣∣∣.
In order to estimate the second term in the second line of (174) we first observe
that, by estimate (177), for a.e. x ∈ Rn, for any t ∈ I∣∣∣∣∫
Rn
∂kt f(x, y, t)dy
∣∣∣∣ ≤ ∥∥∂kt D2φt∥∥L∞(M×I) ∫
Rn
|u(x)− u(y)|2
|x− y|n+ 12 dy. (179)
Now by the ”Leibnitz rule” (62), for a.e. x ∈ Rn we can rewrite the integral on
the right hand side of (179) as∫
Rn
|u(x)− u(x)|2
|x− y|n+ 12 dy = 2u(x) · (−∆)
1
4u(x)− (−∆) 14u2(x). (180)
Since u ∈ H˙ 12 ∩L∞(Rn), also u2 ∈ H˙ 12 ∩L∞(Rn) by Lemma A.4, therefore the
integral on the right hand side of (178) lies in L2(Rn). Therefore we conclude
that ∂kt
[
(−∆) 14 (φt ◦ u)
]
is bounded a.e., uniformly in t for t ∈ I, by a function
of x in L2(Rn).
In the following we give an alternative proof of the fact that the function t 7→
(−∆) 14 [φt ◦u](x) is differentiable for a.e. x ∈ Rn, and that Equation (173) holds
for n = 1 whenever X is of class C5.
First we observe that by the semigroup properties of the flow, it is enough to
show the statement for t = 0. Since the vector field X is of class C5, its flow φt
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is of class C4 jointly in t and x. Applying Taylor’s theorem in t, we obtain
(−∆) 14 [φt ◦ u](x) =(−∆) 14u(x) + t(−∆) 14 [X ◦ u] (x)
+ t2PV
∫
Rn
∫ 1
0 (1 − r)∂2s |s=rt(φs(u(x)) − φs(u(y)))dr
|x− y|n+ 12 dy.
(181)
To estimate the last term, we can apply Taylor’s theorem to ∂2t φt (in the x-
argument). We obtain
∂2t (φt(u(x))− φt(u(y))) =Dx[∂2t φt](u(x))(u(x) − u(y))
+
∑
|β|=2
Rβ,t,x(y)(u(x)− u(y))β , (182)
where the sum is taken over all n-multiindices β of degree 2 and for any β,
t ∈ R, x ∈ Rn
Rβ,t,x(y) =
∫ 1
0
(1 − s)Dβ∂2t φt(u(x) + s(u(y)− u(x)))ds, (183)
so that
|Rβ,x,t(y)| ≤ ‖D2∂2t φt‖L∞ . (184)
Therefore we obtain
PV
∫
Rn
∫ 1
0 (1 − r)∂2t |t=r(φt(u(x))− φt(u(y)))dr
|x− y|n+ 12 dy
=
∫ 1
0
(1− r)Dx[∂2s |s=rtφs](u(x))dr(−∆)
1
4u(x) + A(t, x),
(185)
where
|A(t, x)| =
∣∣∣∣∣PV
∫
Rn
∫ 1
0
(1− r)∑|β|=2Rβ,rt,x(y)(u(x)− u(y))β
|x− y|n+ 12
∣∣∣∣∣
≤n2‖D2∂2t φrt‖L∞U(x)
(186)
for any x ∈ Rn, t ∈ R. Here the map U is defined as follows;
U : Rn → R, x 7→
∫
Rn
|u(y)− u(x)|2
|x− y|n+ 12 dy (187)
Since u ∈ H˙ 12 (Rn), by Fubini’s theorem U(x) is well defined for a.e. x ∈ Rn,
and the map U belongs to L1(Rn). Therefore, for almost every x ∈ Rn, the
map t 7→ (−∆) 14 [φt ◦ u](x) is differentiable in 0 with
∂t|t=0(−∆) 14 [φt ◦ u](x) = (−∆) 14 [∂t|t=0φt ◦ u](x). (188)
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Remark 3. We observe that in some cases of interest, the flow φt of the vector
field X is an affine function on Rn for t in a neighbourhood of 0, where the linear
part is represented by a matrix At, of class C
1 as a function of t. This is for
instance the case for the generators of translations, rotations and dilations. In
these cases it easier to show that the map t 7→ (−∆) 14 [φt ◦ u](x) is differentiable
for a.e. x ∈ Rn, even if X is only of class C1, and that for any i ∈ N,
(−∆) 14
[
∂
(i)
t φt ◦ u
]
can be bounded by a square integrable function uniformly in
t (for t in a neighbourhood of 0). Indeed, assume that there exists ε > 0 such
that for t ∈ (−ε, ε) the flow φt of X is an affine function represented by a matrix
At and a vector bt. Then for i ∈ N, for x ∈ Rn and t ∈ (−ε, ε)
∂
(i)
t (−∆)
1
4 [φt ◦ u](x) = ∂(i)t PV
∫
Rn
(At · u(x) + bt)− (At · u(y) + bt)
|x− y|n+ 12 dy
=∂
(i)
t At · PV
∫
Rn
u(x)− u(y)
|x− y|n+ 12 dy = ∂
(i)
t At(−∆)
1
4u(x).
(189)
By the assumptions on At, the derivative is well defined. Moreover, if t ∈
(−ε, ε), ∣∣∣∂(i)t (−∆) 14 [φt ◦ u]∣∣∣ ≤ max|t|≤ε ∥∥∥∂(i)t At∥∥∥ ∣∣∣(−∆) 14 u∣∣∣ , (190)
and the function on the right hand side belongs to L2(Rn).
In particular, for vector fields of this kind, Theorem 3.6 holds even if we assume
that X is only of class C1.
3.3 Half harmonic maps into spheres
As observed above, an interesting example of Lagrangian of the form (130) is
given by the half Dirichlet energy
E(u) =
∫
Rn
∣∣∣(−∆) 14 u(x)∣∣∣2 dx, (191)
defined for functions u ∈ H˙ 12 (Rn, Sm), where m ∈ N. Here we consider Sm as
a submanifold of Rm+1. In [14], K. Mazowiecka and A. Schikorra showed that
critical points of (191) are continuous, following an argument analogous to the
one used in [11] for the local case (for n = 2). An important step in the proof of
the continuity of minimizers consists in showing that for any i, k ∈ {1, ...,m+1}
the quantity Ωik, defined in (203) satisfies
div 1
2
Ωik = 0. (192)
From the analogy with the local case, one might expect (192) to be a direct
consequence of the fractional analogous to the Noether theorem (Theorem 3.6),
but Theorem 3.6 yields a different 12 -divergence free quantity (Lemma 3.8).
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Nevertheless we will show that we can recover (192) by means of a further com-
putation (Lemma 3.10 or Lemma 3.9). Later we will show how (192) implies
the continuity of critical points of (191) (Theorem 3.12).
Lemma 3.8. Let n ∈ N>0 and let u ∈ H˙ 12 (Rn, Sm) be a critical point of (191)
in H˙
1
2 (Rn, Sm). For any i, k ∈ {1, ...,m+ 1}, let
Λik(x, y) :=
(
(−∆) 14uk(x)− (−∆) 14 uk(y)
)
ui(y)
−
(
(−∆) 14ui(x) − (−∆) 14ui(y)
)
uk(y)
(193)
for any x, y ∈ Rn. Then
div 1
2
Λik = 0. (194)
Proof. First we observe that the integrand in (191) is invariant under rotations
in the target: for any R ∈ SO(m+1) and any u ∈ H˙ 12 (Rn, Sm), (−∆) 14Ru(x) =
R(−∆) 14u(x) for any x ∈ Rn by the pointwise definition of fractional Laplacian.
Therefore ∣∣∣(−∆) 14 (Ru(x))∣∣∣2 = ∣∣∣(−∆) 14u(x)∣∣∣2 for a.e. x ∈ Rn. (195)
We recall that the Lie algebra so(m + 1) of SO(m + 1) consists of the set of
antisymmetric (m + 1) × (m + 1)-matrices. Thus any A ∈ so(n + 1) induces a
vector field XA on S
m given by
XA : S
m → TSm, x 7→ (x,Ax), (196)
whose flow φAt is a rotation at any t ∈ R. Explicitly, for any t ∈ R
φAt (x) = exp(tA)x, (197)
for x ∈ Sm, where exp denote the exponential map from so(m+1) to SO(m+1).
Equation (195) implies that for any A ∈ so(n+ 1) and any t ∈ R, x ∈ Rn,∣∣∣(−∆) 14 (φAt ◦ u) (x)∣∣∣2 = ∣∣∣(−∆) 14u(x)∣∣∣2 . (198)
This implies that the Lagrangian
L(x,X, Y ) = |Y |2 for (x,X, Y ) ∈ Rn × Rm+1 × Rm+1, (199)
corresponding to the energy (191), satisfies condition (131) for XA for any A ∈
so(m + 1). Moreover, by Remark 2, assumption (132) is satisfied. Therefore
Theorem 3.6 applies to (191) for XA for any A ∈ so(m + 1). Now for i, k ∈
{1, 2, ...,m+ 1}, i 6= j we can choose A = (alm)lm such that
alm =

1 if (l,m) = (k, i)
−1 if (l,m) = (i, k)
0 otherwise.
(200)
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Then A ∈ so(m+ 1), and for any x ∈ Rn,
XA(u(x)) = Au(x) = u
i(x)ek − uk(x)ei, (201)
where ej denotes the jth unit vector in Rm+1. Then Theorem 3.6 for XA implies
div 1
2
[(
(−∆) 14uk(x) − (−∆) 14uk(y)
)
ui(y)
−
(
(−∆) 14ui(x) − (−∆) 14 ui(y)
)
uk(y)
]
= 0.
(202)
We will now see how Equation (192) can be deduced from Lemma 3.8.
Lemma 3.9. For any i, k ∈ {1, ...,m+ 1}, let
Ωik(x, y) :=u
k(x)d 1
2
ui(x, y)− ui(x)d 1
2
uk(x, y). (203)
Then
div 1
2
(Ωik) = 0. (204)
Proof. Let’s first consider a function v ∈ S (Rn,Rm) + Rm. We observe that
for i, k ∈ {1, ...,m+ 1} if we denote by Ωvik the expression defined in (203) for
the function v we obtain for any φ ∈ C∞c (Rn,R)
div 1
2
(Ωvik) [φ] =
∫
Rn
vi(x)
∫
Rn
(vk(y)− vk(x))(φ(x) − φ(y))
|x− y|n+1
− vk(x)
∫
Rn
(vi(y)− vi(x)))(φ(x) − φ(y))
|x− y|n+1 dydx
=
∫
Rn
vi(x)
(
−(−∆) 12 (vkφ) + (−∆) 12 vk(x)φ(x) + vk(x)(−∆) 12φ(x)
)
− vk(x)
(
−(−∆) 12 (viφ) + (−∆) 12 vi(x)φ(x) + vi(x)(−∆) 12φ(x)
)
=2
∫
Rn
(
vi(x)(−∆) 12 vk(x)− (−∆) 12 vi(x)vk(x)
)
φ(x).
(205)
On the other hand, if denote by Λvik the expression defined in (193) for the
function v, we obtain for any φ ∈ C∞c (Rn,R)
div 1
2
(Λvik)
=
∫
Rn
∫
Rn
(
vi(x)
(
(−∆) 14 vk(x) − (−∆) 14 vk(y)
)
− (−∆) 14 vk(x)(vi(x)− vi(y))
+(∆)
1
4 vi(x)(vk(x)− vk(y))− vk(x)
(
(−∆) 14 vi(x)− (−∆) 14 vi(y)
))
φ(x)
dydx
|x − y|n+ 12
=
∫
Rn
(
vi(x)(−∆) 12 vk(x) − vk(x)(−∆) 12 vi(x)
)
φ(x)dx
(206)
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Therefore we conclude that
div 1
2
(Λvik) = 2div 12 (Ω
v
ik) (207)
Now let u ∈ H˙ 12 (Rn, Sm).
By Lemma A.3, there exists a sequence (un)n in S (R
n,Rm)+Rm, bounded
in L∞(Rn), such that un → u in H˙ 12 (Rn) and locally in L2(Rn). We claim that,
by approximation through such a sequence, Equation (207) remains true for u.
For the right hand side, the convergence follows form Lebesgue’s Dominated
convergence Theorem along a subsequence of (un)n, for which the convergence
takes place a.e.. For the left hand side, it will be enough to show that for any
φ ∈ C∞c (Rn,R), φun ⇁ φu weakly in H
1
2 (Rn) along a subsequence. To proof
the claim, we observe that by the argument in the proof of Lemma A.4, for any
n ∈ N
‖unφ‖
H
1
2
≤ 2
(
‖un‖[φ]
H˙
1
2
+ ‖φ‖[un]
H˙
1
2
)
+ |supp(φ)| 12 ‖un‖L∞ . (208)
Thus since the sequence (un)n is bounded in H˙
1
2 (Rn) and L∞(Rn), the se-
quence (unφ)n is bounded in H
1
2 (Rn). Therefore, by Banach-Alaoglu Theorem,
there exists G ∈ H 12 (Rn,Rm) and a subsequence of (unφ) converging weakly
in H
1
2 (Rn) to G. Since unφ → uφ in L2(Rn), we conclude that G = uφ. This
concludes the proof of the claim. Therefore, for anyH
1
2 (Rn, S1), Equation (207)
remains true. In particular, if u is a critical point of (191) in H
1
2 (Rn, S1), by
Lemma 3.8 we have
div 1
2
(Ωik) = 0 (209)
Next we present a different argument to deduce Equation (192) from Lemma
3.8.
Lemma 3.10. Let n ∈ N>0 and let u ∈ H˙ 12 (Rn, Sm) be a critical point of (191)
in H˙
1
2 (Rn, Sm). For any i, k ∈ {1, ...,m + 1}, let Ωik be defined as in (203).
Then (−∆) 12 u belongs to L1(Rn) and there holds
(−∆) 12u = 1
2
u
∫
Rn
|d 1
2
u(x, y)|2 dy|x− y|n (210)
almost everywhere in Rn. In particular for a.e. x ∈ Rn
(−∆) 12u ∧ u = 0. (211)
Moreover
div 1
2
Ωik = 0 (212)
Remark 4. In fact, for functions u ∈ H˙ 12 (Rn, Sm), it was shown in [15] that
Equation (210) is equivalent to Equation (211), and by Lemma 3.1 in [14],
Equation (211) is equivalent to Equation (192).
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Proof. For i ∈ {1, ...,m+ 1} let vi := (−∆) 14ui. First we claim that
div 1
4
(
d 1
4
vi(x, y)uk(x)− d 1
4
vk(x, y)ui(x)
)
= (−∆) 12 uiuk − (−∆) 12ukui (213)
as distributions, for any i, k ∈ {1, ...,m+1}. To prove the claim we first observe
that for any x, y ∈ Rn
d 1
4
vi(x, y)uk(x) − d 1
4
vk(x, y)ui(x) =d 1
4
(
viuk − vkui) (x, y)
− vi(y)d 1
4
uk(x, y) + vk(y)d 1
4
ui(x, y)
(214)
Applying div 1
4
on both sides we obtain
div 1
4
(d 1
4
vi(x, y)uk(x)− d 1
4
vk(x, y)ui(x))
=(−∆) 14 (viuk − vkui)
− div 1
4
(
vi(y)d 1
4
uk(x, y)− vk(y)d 1
4
ui(x, y)
) (215)
as distributions. Now we observe that for any φ ∈ C∞c (Rn), by the ”Leibnitz
rule” (62) there holds∫
Rn
vi(x)(−∆) 14 (ukφ)(x)dx
=
∫
Rn
vi(x)
(
vk(x)φ(x) + uk(x)(−∆) 14φ(x)
)
−
∫
Rn
vi(x)
(∫
Rn
d 1
4
uk(x, y)d 1
4
φ(x, y)
dy
|x − y|n
)
dx
(216)
Therefore ∫
Rn
vi(x)(−∆) 14 (ukφ)(x) − vk(x)(−∆) 14 (uiφ)(x)dx
=
∫
Rn
(
vi(x)uk(x)− vk(x)ui(x)) (−∆) 14φ(x)dx
− div 1
4
(
vi(x)d 1
4
uk(x, y)− vk(x)d 1
4
ui(x, y)
)
[φ].
(217)
As this holds for any φ ∈ C∞c (Rn),
(−∆) 14 viuk − (−∆) 14 vkui =(−∆) 14 (viuk − vkui)
− div 1
4
(
vi(x)d 1
4
uk(x, y)− vk(x)d 1
4
ui(x, y)
)
(218)
as distributions. Thus, by (215),
div 1
4
(d 1
4
vi(x, y)uk(x) − d 1
4
vk(x, y)ui(x)) =(−∆) 14 viuk − (−∆) 14 vkui
=(−∆) 12 uiuk − (−∆) 12 ukui
(219)
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as distributions. This concludes the proof of the claim. By Lemma 3.8, if u is
a critical point of (191) the left side of (219) is equal to zero. Therefore (211)
holds in the sense of distributions.
To show (210) let (ul)l be a sequence in S (R
n) + Rm as in Lemma A.3, i.e.
such that ul → u in L2(K) for any compact K ⊂ Rn and ul → u in H˙ 12 (Rn) as
l→∞7. Then for any l ∈ N
ul(x) · (−∆) 12 ul(x) =
∫
Rn
ul(x) − ul(y)
|x− y| · ul(x)
dy
|x − y|n
=
∫
Rn
1− ul(y) · ul(x)
|x− y|
dy
|x− y|n
=
1
2
∫
Rn
|ul(x)− ul(y)|2
|x− y|
dy
|x− y|n
=
1
2
∫
Rn
|d 1
2
ul(x, y)|2 dy|x− y|n
(220)
for x ∈ Rn. Moreover, by choice of (ul)l,
ul · (−∆) 12 ul → u · (−∆) 12u in D ′(Rn),
1
2
∫
Rn
|d 1
2
ul(x, y)|2 dy|x− y|n →
1
2
∫
Rn
|d 1
2
u(x, y)|2 dy|x− y|n in L
1(Rn)
(221)
as l→∞. Therefore u · (−∆) 12 u ∈ L1(Rn) and
u · (−∆) 12 u(x) = 1
2
∫
Rn
|d 1
2
u(x, y)|2 dy|x− y|n (222)
for a.e. x ∈ Rn. Since (211) holds in the sense of distributions,
(−∆) 12u =
(
(−∆) 12u · u
)
u (223)
as distributions. Thus, by (222), (−∆) 12 u ∈ L1(Rn), and for a.e. x ∈ Rn
(−∆) 12u(x) =
(
u(x) · (−∆) 12u(x)
)
u(x) =
1
2
u(x)
∫
Rn
|d 1
2
u(x, y)|2 dy|x− y|n .
(224)
This concludes the proof of (210), and thus in particular of (211). For the proof
of (212) we refer to [14] Lemma 3.1: there it was shown that for a function
u ∈ H˙ 12 (Rn, Sm), (212) holds if and only if (210) holds.
Remark 5. We observe that a key step in the previous argument consists in
the representation
(−∆) 12u(x) = u(x)
∫
Rn
∣∣∣d 1
2
u(x, y)
∣∣∣2 dy (225)
7Notice that here, in contrast to the notation of Lemma A.3, we included the constant cl
in the definition of cl.
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for a.e. x ∈ Rn. This in fact allows to the deduce that (−∆) 12 u ∈ L1(Rn), pro-
viding significant informations about the regularity of u. Representation (225)
was obtained by means of computation (220), where we used in an essential way
the fact that u takes value in a sphere. It would be interesting to find analogous
representations for half harmonic maps taking values in more general manifolds.
Next we show that considering s different form of the half Dirichlet energy
and applying to it the argument of Noether Theorem for rotations in the target,
one obtains directly Equation (192) for any critical point in H˙
1
2 (Rn, S1) of the
half Dirichlet energy.
For the following result, let
E(u) =
〈
(−∆) 12 u, u
〉
(226)
for functions u ∈ H 12 (Rn, Sm). Here and in the following, 〈·, ·〉 denotes the
action of an element of H˙−
1
2 (Rn) on an element of H˙
1
2 (Rn), defined as follows:
let a ∈ H˙− 12 (Rn), b ∈ H˙ 12 (Rn). Then
〈a, b〉 :=
∫
Rn
(
|ξ|− 12 â(ξ)
)
·
(
|ξ| 12 b̂(ξ)
)
dξ. (227)
Since |ξ|− 12 â(ξ), |ξ| 12 b̂(ξ) ∈ L2(Rn), the integral in (227) is well defined. More-
over, as fractional Laplacians are self-adjoint, the energy defined in (226) corre-
sponds to the half Dirichlet energy for any u ∈ H˙ 12 (Rn, Sm).
Lemma 3.11. Let u ∈ H˙ 12 (Rn, Sm) be a critical point of the energy E in
H˙
1
2 (Rn, Sm). For any i, k ∈ {1, ...,m+ 1}, i 6= k let Ωik be defined as in (203).
Then
div 1
2
(Ωik) = 0. (228)
Proof. For anyA ∈ so(m+1), letXA and φAt be defined as in the proof of Lemma
3.8. We remark that for any function v : Rn → Rm, for any R ∈ SO(m+ 1),
Ru(x) · (−∆) 12Ru(x) = u(x) · (−∆) 12 u(x) for any x ∈ Rn. (229)
In particular, if we extend the domain of φAt to R
m identifying φAt with the
multiplication by the matrix exp(tA) (see (197)) we obtain that for any function
v : Rn → Rm
φAt ◦ v(x) · (−∆)
1
2
(
φAt ◦ v
)
(x) = v(x) · (−∆) 12 u(x) (230)
for any x ∈ Rn, t ∈ R. Now let (un)n be a sequence in S (Rn) approximating u
in H˙
1
2 (Rn) as in Lemma A.3. Then by Taylor’s Theorem, for any A ∈ so(m+1)
and for any n ∈ N
φAt ◦un(x) = exp(tA)un(x) = un(x)+ tAun(x)+ t2∂t|t=sx,texp(tA)un(x) (231)
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and
(−∆) 12 (φAt ◦ un)(x)
=exp(tA)(−∆) 12un(x)
=(−∆) 12 un(x) + tA(−∆) 12 un(x) + t2∂t|t=zx,texp(tA)(−∆)
1
2un(x)
(232)
for any x ∈ Rn, t ∈ R, for some sx,t, zx,y between 0 and t, depending on x and t.
Since the exponential map is smooth, if we assume that |t| ≤ δ for some δ > 0,
then ∂t|t=sx,texp(tA), ∂t|t=zx,texp(tA) are bounded (in the space of m times m
matrices) uniformly in x. Therefore
φAt ◦ un · (−∆)
1
2
(
φAt ◦ un
)
=
(
un + tAun + o
H˙
1
2
(t)
)
·
(
(−∆) 12 un + tA(−∆) 12 un + o
H˙
− 1
2
(t)
) (233)
as t → 0, where the ”error terms” o
H˙
1
2
(t) o
H˙
− 1
2
(t) converges uniformly in n.
In particular , let ψ ∈ C∞c (Rn). Then, substituting t with tψ(x) in (233) for
x ∈ Rn and integrating in x we obtain
E(u) =
∫
Rn
(un(x) + tAun(x)) ·
(
(−∆) 12un(x) + tA(−∆) 12un(x)
)
dx+ o(t),
(234)
as t→ 0, where again the ”error term” o(t) converges uniformly in n. Thus, as
un → u in H˙ 12 (Rn),
E(u) =
〈
(−∆) 12u+ tA(−∆) 12u, u+ tAu
〉
+ o(t). (235)
as t→ 0.
On the other hand, by the pointwise formula (56) and the fact that the fractional
Laplacian is self-adjoint, we have, in the sense of temperated distributions,
(−∆) 12 (ψ(XA ◦ u)) =(−∆) 12ψ(XA ◦ u) + ψ(−∆) 12 (XA ◦ u)
−
∫
Rn
d 1
2
ψ(x, y)d 1
2
(
XA ◦ u) (x, y) dy|x − y|n . (236)
As S (Rn) is dense in H˙
1
2 (Rn) (thought of as quotient space) by Lemma A.3,
equality (236) also holds as equality of linear continuous functionals acting on
H˙
1
2 (Rn). Thus, if we define ut as in (136),
E(ut) =E(u + tψ(X
A ◦ u) + o
H
1
2
(t)) = E(u + tψ(XA ◦ u)) + o(1)
=
〈
(−∆) 12 u+ t(−∆) 12 (ψ(XA ◦ u)), u+ t(ψ(XA ◦ u))
〉
+ o(t)
=
〈
(−∆) 12 u+ tA(−∆) 12 u, u+ tAu
〉
+ t
∫
Rn
(u(x) + tψ(x)Au(x)) ·
(
Au(x)(−∆) 12ψ(x)
−
∫
Rn
d 1
2
ψ(x, y)d 1
2
Au(x, y)
dy
|x− y|
)
dx+ o(t)
(237)
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where the first step follows from (137).
Finally, as u is a critical point of E,
E(ut) = E(u) + o(t) (238)
Thus, comparing (235), (237) and (238) we conclude that∫
Rn
u(x) ·
(
Au(x)(−∆) 12ψ(x) −
∫
Rn
d 1
2
ψ(x, y)d 1
2
Au(x, y)
dy
|x − y|
)
dx = 0
(239)
Since Au(x) · u(x) = 0 for any x ∈ Rn, the first summand in (239) vanishes.
Since the equality holds for any ψ ∈ C∞0 (Rn), there holds
div 1
2
(
ud 1
2
Au
)
= 0. (240)
For i, k ∈ {1, 2, ...,m+ 1}, i 6= k, choosing the matrix A as in (200) we obtain
div 1
2
(Ωik) = div 1
2
(
ui(x)uk(y)− uk(x)ui(y)
|x− y| 12
)
= 0. (241)
Finally we show how Equation (204) can be used to show that half-harmonic
maps are continuous. We follow an approach slightly different from the one used
by K. Mazowiecka and A. Schikorra in [14] and closer to the one developed by
F. He´lein in [11] for the local case.
Theorem 3.12. (F. Da Lio, T. Rivie`re, [5]) Let u ∈ H˙ 12 (R, Sm) be a critical
point of the energy (191), then u is continuous.
Proof. First we claim that for any v ∈ Rm+1,∑
i<k
v · (Aiku(x))Aiku(x) + (v · u(x))u(x) = v (242)
for any x ∈ Rn, where Aik is the matrix defined by (200). As both sides of (242)
are linear in v, it is enough to show the identity for the canonical basis vectors
ej, j ∈ {1, ...m+ 1}: for l ∈ {1, ...,m+ 1}[∑
i<k
ej · (Aiku(x))Aiku(x)
]
l
=
∑
i<k
(δjku
i(x) − δjiuk(x)) [Aiku(x)]l + uj(x)ul(x)
=
∑
i<k
(δjku
i(x) − δjiuk(x))(δklui(x) − δliuk(x)) + uj(x)ul(x)
=δjl
∑
i<l
ui(x)2 + δjl
∑
k>l
uk(x)2 − (1 + δjl)uj(x)ul(x) + uj(x)ul(x)
=δjl
m+1∑
i=1
ui(x)2 = δjl,
(243)
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as u(x) ∈ Sm for any x ∈ Rn. Therefore for any x, y ∈ Rn we can write
d 1
2
u(x, y) =
∑
i<k
d 1
2
u(x, y) · (Aiku(x))Aiku(x) +
(
d 1
2
u(x, y) · u(x)
)
u(x). (244)
Now let φ ∈ C∞c (Rn,Rm+1), then
div 1
2
(∑
i<k
d 1
2
u(x, y) · (Aiku(x))Aiku(x) + (d 1
2
u(x, y) · u(x))u(x)
)
[φ]
=
∫
Rn
∫
Rn
(∑
i<k
d 1
2
u(x, y) · (Aiku(x))Aiku(x) + (d 1
2
(x, y) · u(x))u(x)
)
· φ(x) − φ(y)|x− y| 12
dxdy
|x− y|n
=
∫
Rn
∫
Rn
(∑
i<k
d 1
2
u(x, y) · (Aiku(x))
)
Aiku(x) · φ(x) −Aiku(y) · φ(y)
|x− y| 12
dxdy
|x− y|n
+
∫
Rn
∫
Rn
∑
i<k
d 1
2
u(x, y) · (Aiku(x)) Aiku(y)−Aiku(x)|x− y| 12 · φ(y)
dxdy
|x− y|n
+
∫
Rn
∫
Rn
(
d 1
2
u(x, y) · u(x)d 1
2
u(x, y)
)
· φ(x) dxdy|x − y|n
(245)
provided the integrals converge absolutely. If we set
T (x) :=
∫
Rn
d 1
2
u(x, y) · u(x)d 1
2
u(x, y)
dy
|x− y| (246)
for x ∈ R, we can rewrite the last term in (245) as∫
R
T (x)φ(x)dx. (247)
By [14], Section 3.2, T ∈ L1loc(R), the last integral in (245) converges absolutely,
and there holds ∣∣∣∣∫
R
T (x)φ(x)dx
∣∣∣∣ ≤ C‖(−∆) 14φ‖L2,∞ (248)
for some constant C independent from φ. Moreover we claim that the first term
in the last expression of (245) can be rewritten as
div 1
2
(∑
i<k
d 1
2
u(x, y) · (Aiku(x))
)
[Aiku · φ] (249)
Actually here we used an improper notation, as we defined the operator div 1
2
of a function to be a distribution (if condition (94) is satisfied). What we mean
44
here is that div 1
2
(∑
i<k d 12 u(x, y) · (Aiku(x))
)
is a well defined distribution that
can be extended continuously to functions in H
1
2 (R). Once we checked this, it
will follows that the first term in the last expression of (245) vanishes, since, by
(212),
div 1
2
(∑
i<k
d 1
2
u(x, y) · (Aiku(x))
)
= 0 (250)
as distribution. To prove the claim, we compute for any v ∈ H 12 (R)∫
R
∫
R
∣∣∣∣∣
(∑
i<k
d 1
2
u(x, y) · (Aiku(x))
)
v(x) − v(y)
|x− y| 12
∣∣∣∣∣ dxdy|x− y|n
≤
∑
i<k
∫
R
∫
R
∣∣∣∣u(x)− u(y)|x− y| 12
∣∣∣∣ ∣∣∣∣v(x) − v(y)|x− y| 12
∣∣∣∣ dxdy|x− y|n
≤
(
m+ 1
2
)
[u]
W
1
2
,2 [v]
W
1
2
,2 .
(251)
A similar computation shows that also the second integral in the last line of
(245) converges absolutely. Therefore if we apply div 1
2
on both sides of (244)
we obtain the following identity of distributions:
(−∆) 12 u =
∑
i<k
(
d 1
2
u(x, y) · (Aiku(x))
)
·∧1
od R
d 1
2
(Aiku) + T, (252)
where we used the notation introduced in (98). Now observe that since u ∈
H˙
1
2 (R, Sm), d 1
2
u(x, y) · (Aiku(x)) ∈ L2
(∧1
od R
)
, and by (212),
div 1
2
(
d 1
2
u(x, y) · (Aiku(x))
)
= 0 Therefore, since T satisfy estimate (248),
Corollary 3.4 implies that u is continuous.
Remark 6.
1. The only step where the assumption n = 1 is needed is estimate (248).
2. The only difference between the proof of Theorem 3.12) presented above
and the one in [14] is that here we obtained equation (252) by projecting
d 1
2
u(x, y) onto vector fields which are generators of infinitesimal symmetry
for the energy (191) (in order to apply the fractional analogous of Noether
theorem) and onto u(x). This allows to interpret the ”error term” as the
contribution from the normal component of d 1
2
u(x, y) (wrt Tu(x)S
m). In
the local cases, no such term appears; in fact, the role of d 1
2
u(x, y) is taken
by ∇u(x) (for a.e. x ∈ R2), which lies in Tu(x)Sm.
4 Variations in the domain
In this section we consider variational problems whose Lagrangians involving a
1
4 -fractional Laplacian and exhibiting symmetries under conformal variations in
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the domain. The first goal is to derive a Noether theorem for variations in the
target for energies involving the fractional Laplacian.
4.1 A Noether Theorem for Lagrangians involving a 1
4
-
fractional Laplacian
Let’s first consider energies of the form
E(u) :=
∫
D2
L (u(x),∇u(x)) dx, (253)
defined for functions u ∈ W 1,2(D2,Rm). Here D2 denotes the disc of radius
1 centred at 0 in R2, L ∈ C1(Rm × R2m) for some m ∈ N>0 and |L(z, p)| ≤
C(1 + |z|) for some constant C for all (z, p) ∈ Rm × R2m.
Definition 4.1.
1. u ∈ W 1,2(D2,Rm) is said to be a stationary point of (253) if for any
vector field X ∈ C1(D2,R2) there holds
d
dt
∣∣∣∣
t=0
E(u(x+ tX(x))) = 0. (254)
2. Let X be a smooth vector field on D2 and let’s denote φt its flow. The
energy (253) is said to be invariant with respect to the variation
generated by X if for any u ∈ u ∈W 1,2(D2,Rm) there holds
L(u ◦ φ,∇(u ◦ φt))(x) = L(u,∇u) ◦ φt(x)|detDφt(x)| (255)
for a.e. x ∈ D2, for t ∈ R.
In this framework, the following Noether theorem holds:
Theorem 4.1. (Theorem 2.1 in [3]) Let E be defined as in (253) and let X be
a vector field on B1(0). Let u ∈ W 1,2(B1(0),Rm) be a stationary point of the
energy (253). If E is invariant with respect to the variation generated by X.
Let
JX [u](x) =
(
[∂pkj f (u,∇u)u
j(x)∂xlu
j(x)X l(x)] − f(u,∇u)(x)Xk(x)
)
k=1,2
(256)
for x ∈ Rn (we use implicit summation over repeated indices). Then
div (JX [u]) = 0. (257)
For the proof, one can plug u◦φt into the energy (253) and take the derivative
in t at time t = 0. Comparing the resulting expression with the stationary
equation (254) satisfied by u, one obtains (257).
Theorem 4.1 finds useful applications to energies of the kind (253) exhibiting
invariance under conformal transformations of the domain. In this document
we make use of the following definition for conformal maps:
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Definition 4.2. Let (M , g), (N , h) be two Riemannian manifolds. A differ-
entiable map φ from M to N is said to be conformal if for any point p ∈ M ,
for any X,Y ∈ TpM
h(dφpX, dφpY ) = e
2λ(p)g(X,Y ) (258)
for some λ(p) ∈ R. λ(p) is called conformal factor of φ at p.
In particular, for any n ∈ N>0, for any conformal map φ from Rn to Rn,
Dφ(x) ·Dφ(x)T = e2λ(x)Id (259)
for any x ∈ Rn, where Id denotes the n× n-identity matrix.
An important example of energies of the kind (253) invariant under conformal
transformations in the domain is given by the Dirichlet energy
E(u) =
∫
D2
|∇u(x)|2dx (260)
defined for functions u ∈ H1(D2). To check that the energy (260) is indeed
invariant under conformal variations in the domain, we compute
|∇(u ◦ φ)(x)|2 = (Dφ(x)T∇u(φ(x))) · (Dφ(x)T∇u(φ(x)))
=
(
Dφ(x)TDφ(x)∇u(φ(x))) · (∇u(φ(x)))
=e2λ(x) |∇u(φ(x))|2
(261)
for a.e. x ∈ Rn, and since n = 2 and φ is conformal
|detDφ(x)| = |∂xφ(x) ∧ ∂yφ(x)| = e2λ(x). (262)
Therefore equation (255) is satisfied for every conformal diffeomorphism φ.
We observe that the Dirichlet energy is conformal invariant only for n = 2.
Indeed if we take X(x) = x for x ∈ Rn, the generator of dilations, for its flow
φt(x) = (1 + t)x there holds
|∇(u ◦ φt)(x)|2 = (1 + t)2|∇u((1 + t)x)|2 (263)
and
|detDφt(x)| = (1 + t)n. (264)
Thus equation (255) only holds for n = 2. If we look for analogous energies
in dimension n = 1, it is therefore natural to try to substitute ∇u with a 12 -
homogeneous quantity. A natural candidate is given again by the half Dirichlet
energy ∫
S1
∣∣∣(−∆) 14u(x)∣∣∣2 (x)dx. (265)
Notice that energy (265) is defined for functions on S1. This is because, euristi-
cally, we can consider problem (265) as a ”trace” of problem (253). In order to
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make the minimization problem non-trivial, we will look for minimizers taking
values in a given manifold. In the following, we will try to follow the proof of
theorem (4.1) for a class of energies that includes (265). In section 4.5 we will
investigate in more details the properties of critical points of the energy (265).
Let m ∈ N>0. Let L ∈ C2(Rm × Rm,R) so that for any x, p ∈ Rm
|L(x, p)| ≤ C(1 + |p|2) (266)
for some C > 0. For any u ∈ H1(S1,Rm) we set
E(u) :=
∫
S1
L(u(x), (−∆) 14u(x))dx. (267)
We observe that E is well defined due to condition (266).
In analogy to Definition 4.1, we define the following concepts.
Definition 4.3.
1. u ∈ H 12 (S1,Rm) is said to be a stationary point of (267) if for any
vector field X ∈ C1(S1,R)8 there holds
d
dt
∣∣∣∣
t=0
E(u(x+ tX(x))) = 0. (268)
2. Let X be a smooth vector field on S1 and let’s denote φt its flow. The
energy (267) is said to be invariant with respect to the variation
generated by X if for any u ∈ H 12 (S1,Rm) there holds
f(u ◦ φ, (−∆) 14 (u ◦ φt))(x) = f(u, (−∆) 14 u) ◦ φt(x)|Dφt(x)| (269)
for a.e. x ∈ S1, for t ∈ R.
We also introduce the concept of s-fractional divergence for functions
defined on the circle, for s ∈ (0, 12 ). If F : S1× S1 → Rm is a bounded function,
let9
divsF [φ] :=
∫
S1
∫
S1
F (x, y) · (φ(x) − φ(y))Ks(x− y)dxdy (270)
for any φ ∈ C∞(S1,Rm). Later we will extend the concept of 14 -fractional
divergence to other F s (see Equation (331)).
In order to follow the proof of Theorem 4.1, we first assume that u ∈
C∞(S1,Rm). Let X be a smooth vector field on S1 and let φt denote its flow.
First we claim that
u ◦ φt = u+ tu′X + oC1(t) (271)
8Recall that we consider S1 as a quotient space of R.
9Notice that this definition is not the direct analogous of Definition 3.2, as here fractional
divergences are not defined as duals of ”fractional gradients for functions on S1”. However,
this notation seems to be more convenient for the following computations.
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as t → 0 (in the following, the small o notation will always refer to t → 0).
Indeed, by Taylor’s Theorem, for any x ∈ S1, t ∈ R,
u(φt(x)) − u(x)− tu′(x)X(x) = t2
[
u′′(φsx(x))∂r
∣∣∣∣
r=sx
φr(x)
+ u′(φsx(x))∂
2
r
∣∣∣∣
r=sx
φr(x)
] (272)
for some sx between 0 and t, depending on x, and
∂x [u(φt(x)) − u(x)− tu′(x)X(x)]
=u′(φt(x))∂xφt(x) − u′(x) − tu′′(x)X(x) − tu′(x)X ′(x)
= (u′(φt(x)) − u′(x)) ∂xφt(x)− tu′′(x)X(x) + u′(x)(∂xφt(x)− 1)− tu′(x)X ′(x)
=t [u′′(φr(x))∂rφr(x)∂xφr(x) + u′(x)∂x∂rφr(x)]
∣∣∣∣r=sx
r=0
+ t(u′(φt(x))
− u′(x))∂r
∣∣∣∣
r=sx
∂xφr(x)
(273)
for some sx between 0 and t, depending on x. Since all functions involved are
smooth, (271) holds true.
From (271) we deduce that
(−∆) 14 (u ◦ φt) = (−∆) 14u+ t(−∆) 14 (u′X) + oL∞(t). (274)
Indeed, if a family (vt)t in C
1(S1) converges to 0 in C1(S1) as t → 0, then for
any x ∈ S1 ∣∣∣(−∆) 14 vt∣∣∣ ≤B 1
4
∫
S1
|vt(x)− vt(y)|∣∣sin ( 12 (x− y))∣∣ 32 dy
≤B 1
4
‖vt‖C1
∫
S1
|x− y|∣∣sin ( 12 (x− y))∣∣ 32 dy
≤B 1
4
π
2
‖vt‖C1
∫
S1
1∣∣sin ( 12 (x− y))∣∣ 12 dy
(275)
where B 1
4
is the constant from (90). In the last step we used the fact that
if |x| ≤ π, 2
pi
∣∣sin (x2 )∣∣ ≤ 1pi |x| ≤ ∣∣sin ( 12x)∣∣. Thus (−∆) 14 ut converges to 0 in
L∞(S1) as t→ 0. This implies that (274) holds true.
By the ”Leibnitz rule” (92) we have, for any x ∈ S1,
(−∆) 14 (u′X)(x) =(−∆) 14u′(x) X(x) + (−∆) 14X(x) u′(x)
−
∫
S1
(u′(x)− u′(y))(X(x) −X(y))K 14 (x− y)dy.
(276)
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Now we observe that since u ∈ C∞(S1), (−∆) 14u ∈ C∞(S1). Thus, by Taylor’s
Theorem,
(−∆) 14u(φt(x)) = (−∆) 14u(x) + t(−∆) 14 u′(x) X(x) + oL∞(t). (277)
Therefore, by (274), (276) and (277), for t ∈ R, x ∈ S1
(−∆) 14 (u ◦ φt)(x) =(−∆) 14u(x) + t
(
(−∆) 14u′(x) X(x) + (∆) 14X(x )u′(x)
−
∫
S1
(u′(x)− u′(y))(X(x)−X(y))K 14 (x− y)dy
)
+ oL∞(t)
=(−∆) 14u(φt(x)) + tu′(x) (−∆) 14X(x)
− t
∫
S1
(u′(x)− u′(y))(X(x) −X(y))K 14 (x− y)dy + oL∞(t).
(278)
Then for any x ∈ S1, by the Mean value Theorem
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)
)
= L
(
u(φt(x)), (−∆) 14u(φt(x))
)
+ tDpL (u(φt(x)), sx,t) ·
[
u′(x) (−∆) 14X(x)
−
∫
S1
(u′(x)− u′(y))(X(x) −X(y))K 14 (x− y)dy
]
+ oL∞(t)
(279)
for some sx,t between (−∆) 14 (u ◦ φt)(x) and (−∆) 14 u(φt(x)). As L ∈ C2(Rm ×
Rm) and (−∆) 14 (u ◦ φt) → (−∆) 14u, (−∆) 14u(φt(·)) → (−∆) 14 u in L∞(S1) as
t→ 0, we obtain
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)
)
= L
(
u(φt(x)), (−∆) 14u(φt(x))
)
+ tDpL
(
u(x), (−∆) 14u(x)
)
·
[
u′(x) (−∆) 14X(x)
−
∫
S1
(u′(x) − u′(y))(X(x) −X(y))K 14 (x− y)dy
]
+ oL∞(t).
(280)
Next we claim that
d
dt
∣∣∣∣
t=0
∫
S1
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)
)
dx
=
∫
S1
d
dt
∣∣∣∣
t=0
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)
)
dx.
(281)
To prove the claim, it is enough to show that (−∆) 14 (u ◦ φt) is differentiable in
t with
∂t(−∆) 14 (u ◦ φt) = (−∆) 14 ∂t(u ◦ φt) (282)
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and that the function
∂tL
(
u ◦ φt, (−∆) 14 (u ◦ φt)
)
=DxL
(
u ◦ φt, (−∆) 14 (u ◦ φt)
)
u′(X ◦ φt)
+DpL
(
u ◦ φt, (−∆) 14 (u ◦ φt)
)
∂t(−∆) 14 (u ◦ φt)
(283)
has an integrable upper bound, uniformly in t for t in a neighbourhood of 0.
The second part of the claim follow directly from the regularity assumption on
u and L once we prove the first part. For that, let δ > 0; we define
[φt]
δ
Lip := sup
|s|≤δ,
x,y∈S1
|φs(x) − φs(y)|
|x− y| (284)
and
‖φt‖δL∞ := sup
|s|≤δ
‖φs‖L∞ . (285)
We define [φ′t]
δ
Lip and ‖φ′t‖δL∞ similarly. Now we compute, for |t| ≤ δ, x, y ∈ S1∣∣∣∣∣∣u
′(φt(x))X(φt(x)) − u′(φt(y))X(φt(y))∣∣sin ( 12 (x− y))∣∣ 32
∣∣∣∣∣∣
≤
∣∣∣∣∣∣ [u
′(φt(x))− u′(φt(y))]X(φt(x)) + u′(φt(y))[X(φt(x))−X(φt(y))]∣∣sin ( 12 (x− y))∣∣ 32
∣∣∣∣∣∣
≤ [u
′]Lip[φt]δLip‖X‖L∞ + ‖u′‖L∞ [X ]Lip[φt]δLip∣∣sin ( 12 (x− y))∣∣ 12
|x− y|∣∣sin ( 12 (x− y))∣∣ .
(286)
The expression in the last line is an integrable upper bound (up to multiplication
by a constant), uniform in t, for the integrand in
(−∆) 14 ∂t(u ◦ φt)(x) =
∫
S1
(∂t(u ◦ φt)(x) − ∂t(u ◦ φt)(y))K 14 (x− y)dy (287)
for any x ∈ S1 (see Equations (87) and (90). Therefore ∂t(−∆) 14 (u ◦ φt) is well
defined and ∂t(−∆) 14 (u ◦ φt) = (−∆) 14 ∂t(u ◦ φt). This concludes the proof of
the claim.
By (280) and (281) we have
d
dt
∣∣∣∣
t=0
E(u ◦ φt) =
∫
S1
d
dx
L
(
u(x), (−∆) 14u(x)
)
X(x)dx
+DpL
(
u(x), (−∆) 14u(x)
) [
u′(x)(−∆) 14X(x)
−
∫
S1
(u′(x)− u′(y))(X(x) −X(y))K 14 (x − y)dy
]
dx.
(288)
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We compute∫
S1
DpL
(
u(x), (−∆) 14u(x)
) [
u′(x)(−∆) 14X(x)
−
∫
S1
(u′(x)− u′(y))(X(x) −X(y))K 14 (x − y)
]
=
∫
S1
∫
S1
DpL
(
u(x), (−∆) 14u(x)
)
[u′(x)(X(x) −X(y))
−(u′(x)− u′(y))(X(x) −X(y))]K 14 (x− y)dxdy
=
∫
S1
∫
S1
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)(X(x)−X(y))K 14 (x− y)dxdy
=div 1
4
(
Dpf
(
u(x), (−∆) 14 u(x)
)
u′(y)
)
[X ]
(289)
Now if u is a stationary point, by the previous computations
0 =
d
dt
∣∣∣∣
t=0
E(u ◦ φt) =
∫
S1
d
dx
L
(
u(x), (−∆) 14 u(x)
)
X(x)dx
+ div 1
4
(
DpL
(
u(x), (−∆) 14 u(x)u′(y)
))
[X ].
(290)
Then, since (290) holds for any smooth vector field X , u is a stationary point
of E if and only if it obeys the stationary equation
d
dx
L
(
u, (−∆) 14u
)
+ div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
)
= 0 (291)
in the sense of distributions. Let now assume that for any x ∈ S1
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)
)
= L
(
u(φt(x)), (−∆) 14u(φt(x))
)
φ′t(x). (292)
If we derive (292) with respect to t and evaluate in t = 0 we obtain
d
dt
∣∣∣∣
t=0
L
(
u ◦ φt, (−∆) 14 (u ◦ φt)
)
(x) =
d
dt
∣∣∣∣
t=0
L
(
u(φt(x)), (−∆) 14u(φt(x))
)
+ L
(
u(x), (−∆) 14u(x)
)
X ′(x)
=
d
dx
L
(
u, (−∆) 14u
)
(x)X(x)
+ L
(
u(x), (−∆) 14u(x)
)
X ′(x)
=
d
dx
[
L
(
u, (−∆) 14u
)
X
]
(x).
(293)
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On the other hand, it follows from (280) that for a.e. x ∈ S1
d
dt
∣∣∣∣
t=0
L
(
u ◦ φt(x), (−∆) 14u ◦ φt(x)
)
=
d
dx
L
(
u(x), (−∆) 14 u(x)
)
X(x)
+DpL
(
u(x), (−∆) 14u(x)
) [
u′(x)(−∆) 14X(x)
−
∫
S1
(u′(x) − u′(y))(X(x) −X(y))K 14 (x− y)dy
]
.
(294)
Therefore, combining (291), (293) and (294) we obtain for any critical point
u ∈ C∞(S1,Rm) of E, for a.e. x ∈ S1,
0 =
d
dx
L
(
u, (−∆) 14u
)
X(x) + div 1
4
[
DpL
(
u(x), (−∆) 14 u(x)
)
u′(y)
]
X(x)
=
d
dx
[
L
(
u, (−∆) 14 u
)
X
]
(x) + div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
)
X(x)
−DpL
(
u(x), (−∆) 14 u(x)
) [
u′(x)(−∆) 14X(x)
−
∫
S1
(u′(x) − u′(y))(X(x) −X(y))K 14 (x− y)dy
]
.
(295)
Finally we remark that for any φ ∈ C∞(S1)
div 1
4
(
DpL
(
u(x), (−∆) 14 u(x)
)
u′(y)
)
[Xφ]−
∫
S1
DpL
(
u(x), (−∆) 14 u(x)
)
·
[
u′(x)(−∆) 14X(x)−
∫
S1
(u′(x)− u′(y))(X(x) −X(y))K 14 (x− y)dy
]
φ(x)dx
=
∫
S1
∫
S1
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)(X(x)φ(x) −X(y)φ(y))K 14 (x − y)dydx
−
∫
S1
∫
S1
DpL
(
u(x), (−∆) 14u(x)
)
(u′(x)(X(x) −X(y))− (u′(x)− u′(y))
· (X(x)−X(y)))K 14 (x− y)φ(x)dydx
=
∫
S1
∫
S1
DpL
(
u(x), (−∆) 14u(x)
)
X(y)(φ(x) − φ(y))K 14 (x− y)dxdy
=div 1
4
(
DpL
(
u(x), (−∆) 14 u(x)
)
u′(y)u′(y)X(y)
)
[φ].
(296)
Therefore we can rewrite (295) as follows: for any critical point u ∈ C∞(S1,Rm)
of E, for a.e. x ∈ S1
0 =
d
dx
[
L
(
u, (−∆) 14u
)
X
]
(x) + div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
)
.
(297)
We summarize the previous computations in the following proposition.
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Proposition 4.2. Let L and E be defined as in (266), (267). Let X be a
vector field on Rm such that its flow φt obeys condition (292) for t ∈ R in a
neighbourhood of 0. Then, for any u ∈ C∞(S1,R), there holds
div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
)
+
d
dx
[
L
(
u, (−∆) 14u
)
X
]
=div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
)
X +
d
dx
[
L
(
u, (−∆) 14u
)]
X
(298)
in the sense of distributions. In particular, if u ∈ C∞(S1,Rm) is a stationary
point of E, there holds
div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
)
+
d
dx
[
L
(
u, (−∆) 14 u
)
X
]
(x) = 0
(299)
for any x ∈ S1.
We now try to weaken the hypothesis that u belongs to C∞(S1). To this end
we will first need to show that (299) is well defined, in the sense of distributions,
even if u ∈ H 12 (S1). This will be done in Lemma 4.3. Let’s first introduce the
following space of functions.
Definition 4.4. Let A(S1) be the space of all the elements u in D ′(S1) such
that
‖u‖A :=
∑
k∈Z
|û(k)| <∞. (300)
A(S1) is called Wiener algebra.
Remark 7.
1. A(S1) is a Banach algebra, where the multiplication is given by convolution
2. There is a continuous embedding A(S1) →֒ C0(S1). Indeed, if u ∈ A(S1),
‖u‖L∞ ≤ ‖u‖A and the sequence of continuous functions given by un(x) =∑
|k|≤n û(n)e
inx for x ∈ S1, n ∈ N converges uniformly to f .
3. For any s > 12 there is a continuous embedding H
s(S1) →֒ A(S1). Indeed,
for any u ∈ Hs(S1),
∑
k∈Z
k 6=0
|û(k)| ≤
∑
k∈Z
k 6=0
|û(k)|2|k|2s

1
2
∑
k∈Z
k 6=0
|k|−2s

1
2
(301)
by Cauchy-Schwartz inequality. As s > 12 , the second factor is finite.
Moreover |û(0)||‖u‖Hs .
4. for any α ∈ (0, 1], β < α there is a continuous embedding Cα(S1) →֒
Hβ(S1) (see Theorem 1.13 in [16]). Thus, by the previous point, if α > 12 ,
there is a continuous embedding Cα(S1) →֒ A(S1).
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We also introduce the normed space A1(S1), consisting of all the elements
u ∈ D ′(S1) such that
‖u‖A1 := |û(0)|+
∑
k∈Z,
k 6=0
|k||û(k)| <∞. (302)
By the argument used in (301), we see that for any s > 12
H1+s(S1) →֒ A1(S1). (303)
For any element u of A1(S1) we also define the seminorm
[u]A1 :=
∑
k∈Z
k 6=0
|k||û(k)|. (304)
Lemma 4.3. Let w ∈ L2,1(S1), φ ∈ A1(S1) and let K 14 be defined as in (88).
Let
Gw,φ(y) :=
∫
S1
w(x)(φ(x) − φ(y))K 14 (x− y)dx (305)
for any y ∈ S1. The integral in (305) converges absolutely for a.e. y ∈ S1 and
Gw,φ belongs to L
2(S1). Moreover there is a constant C depending only on X,
such that
‖Gw,φ‖L2 ≤ C[φ]A1 [w]
H˙
− 1
2
. (306)
Proof. First we claim that the integral in (305) converges absolutely for a.e.
y ∈ S1 and Gw,φ defines a function in L2(S1) for any w ∈ L2,1(S1), φ ∈ A1(S1).
In fact we estimate∫
S1
(∫
S1
∣∣∣w(x)(φ(x) − φ(y))K 14 (x− y)∣∣∣ dx)2 dy
≤
∫
S1
∫
S1
∣∣∣∣∣∣w(x) π[φ]LipB 14∣∣sin ( 12 (x− y))∣∣ 12
∣∣∣∣∣∣ dx
2 dy
≤2π
(
π[φ]LipB 1
4
)2
‖w‖2L2,1
∥∥∥∥∥
∣∣∣∣sin(12 ·
)∣∣∣∣− 12
∥∥∥∥∥
2
L2,∞
,
(307)
where in the first step we used estimate (90), while in the last step we used
the fact that L2,∞(S1) is the topological dual space of L2,1(S1), and therefore
the L∞-norm of the internal integral of the second line can be bounded by the
product of the two norms. This concludes the proof of the first claim.
Next we observe that for any n ∈ Z, y ∈ S1,
Gw,ein·(y) =
∫
S1
w(x)einy(ein(x−y) − 1)K 14 (x− y)dx. (308)
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For any n ∈ Z, x ∈ S1 we define
Hn(x) := (e
−inx − 1)K 14 (x). (309)
Then, by (90), Hn ∈ L2,∞(S1) for all n ∈ Z. Now we compute for any n, k ∈ Z
Ĥn(k) =
1
2π
∫
S1
e−ikz(e−inz − 1)K 14 (z)dz = 1
2π
∫
S1
(e−i(n+k)z)− e−ikz)K 14 (z)dz
=
∫
S1
(e−i(n+k)z)− 1))K 14 (z)dz −
∫
S1
(e−ikz)− 1))K 14 (z)dz.
(310)
We observe that for any m ∈ Z
1
2π
∫
S1
(e−imz − 1)K 14 (z)dz = 1
(2π)2
∫
S1
e−imy
∫
S1
(eim(y−z) − eimy)K 14 (z)dzdy
=
1
(2π)2
∫
S1
e−imy(−∆) 14 eim·(y)dy
=
1
2π
F
(
(−∆) 14 eim·
)
(m)
=
|m| 12
2π
,
(311)
therefore for any n, k ∈ Z
Ĥn(k) =
1
2π
(
|k + n| 12 − |k| 12
)
. (312)
Now assume that φ is a trigonometric polynomial of degree N . Wlog we can
assume that φˆ(0) = 0. Then for a.e. y ∈ S1
Gw,φ(y) =
∑
0<|n|≤N
φ̂(n)
∫
S1
w(x)(einx − einy)K 14 (x − y)dx
=
∑
0<|n|≤N
φ̂(n)
∫
S1
w(x)einyHn(y − x)dx =
∑
0<|n|≤N
φˆ(n)einyw ∗Hn(y)
(313)
For any k ∈ Z we have
Ĝw,φ(k) =
∑
0<|n|≤N
φ̂(n)F (ein·(w) ∗Hn)(k) =
∑
0<|n|≤N
φ̂(n)F (w ∗Hn)(k − n)
=
∑
0<|n|≤N
φ̂(n)ŵ(k − n)Ĥn(k − n).
(314)
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Therefore, by Parseval’s identity,
‖Gu,φ‖2L2 =
∑
k∈Z
 ∑
0<|n|≤N
φ̂(n)ŵ(k − n)Ĥn(k − n)
2 (315)
Now we observe that if |k| ≥ 2|n| > 0, there holds |k−n| ≤ 32 |k| and |k|2 ≤ |k+n|;
therefore ∣∣∣|k + n| 12 − |k| 12 ∣∣∣ ≤1
2
∫ |k|∨|n+k|
|k|∧|n+k|
s−
1
2 ds ≤ 1
2
|n|
( |k|
2
)− 12
≤1
2
(
3
2
) 1
2
|n||k − n|− 12 .
(316)
Therefore Young’s Inequality yields
∑
k∈Z
 ∑
0<|n|≤ |k|2
∣∣∣φ̂(n)ŵ(k − n)∣∣∣ ∣∣∣|k + n| 12 − |k| 12 ∣∣∣

2
≤3
4
∑
k∈Z
 ∑
0<|n|≤ |k|2
∣∣∣φ̂(n)n∣∣∣ |ŵ(k − n)| |k − n|− 12

2
≤3
4
 ∑
0<|n|≤N
∣∣∣φ̂(n)n∣∣∣
2(∑
k∈Z
|ŵ(k)|2 |k|−1
)
=
3
4
[φ]2
A1
[w]2
H˙
− 1
2
.
(317)
On the other hand, we always have∣∣∣|n+ k| 12 − |k| 12 ∣∣∣ ≤ |n| 12 , (318)
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and if |k| < 2|n|, |k − n| ≤ 3|n|. Therefore, for any k ∈ Z,
∑
k∈Z
 ∑
0<|n|≤N
|k|<2|n|
∣∣∣φ̂(n)ŵ(k − n)∣∣∣ ∣∣∣|k + n| 12 − |k| 12 ∣∣∣

2
≤
∑
k∈Z
 ∑
0<|n|≤N
|k|<2|n|
∣∣∣φ̂(n)∣∣∣ |n| 12 |k − n| 12 |ŵ(k − n)| |k − n|− 12

2
≤9
∑
k∈Z
 ∑
0<|n|≤N
∣∣∣φ̂(n)∣∣∣ |n| |ŵ(k − n)| ||k − n|− 12
2
≤9
 ∑
0<|n|≤N
∣∣∣φ̂(n)n∣∣∣
2(∑
k∈Z
|ŵ(k)|2 |k|−1
)
= 9[φ]2
A1
[w]2
H˙
− 1
2
,
(319)
where the second-last steps follow again from Young’s inequality. Therefore,
combining (317) and (319) we obtain
‖Gu,φ‖2L2 ≤
1
(2π)2
(
3
4
+ 9
)
[φ]2
A1
[w]2
H˙
1
2
(320)
for any trigonometric polynomial φ. For the general case, let φ ∈ A1(S1) and
for any n ∈ N let
φn := Dn ∗ φ. (321)
Here Dn denotes the n
th Dirichlet kernel, which can be defined through its
Fourier coefficients as follows:
D̂n(k) :=
{
1 if |k| ≤ n
0 if |k| > n. (322)
Then for any n ∈ N φn is a trigonometric polynomial, and
lim
n→∞ φn = φ in A
1(S1). (323)
As estimate (306) holds for any trigonometric polynomial, and since φn → φ in
A1(S1), the sequence (Gw,φn)n is a Cauchy sequence in L
2(S1), and therefore
converges towards an element Gw,∞ ∈ L2(S1). We would like to show that
Gw,∞ = Gw,φ. To this end let ψ ∈ C∞(S1). Then for n ∈ N we consider∫
S1
ψ(y) [Gw,φ(y)−Gw,φn(y)] dy
=
∫
S1
ψ(y)
∫
S1
w(y)(φ(x) − φn(x) − (φ(y)− φn(y))K 14 (x − y)dxdy.
(324)
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We remark that A1(S1) →֒ C1(S1) with
‖u′‖L∞ ≤ [u]A1 (325)
for any u ∈ A1. Therefore the integral in (324) converges absolutely in S1 × S1
by estimate (90). Moreover we observe that, by (325), for x, y ∈ S1, n ∈ N
|φ(x) − φn(x)− (φ(y) − φn(y))| ≤ [φ− φn]A1 |x− y| (326)
and therefore, by Lebesgue’s Dominated convergence Theorem, the expression
in (324) converges to 0 as n→∞. By the uniqueness of the limit for convergence
in D ′(S1), we concludes that Gw,∞ = Gw,φ.
Remark 8.
1. by Remark 7, for φ to be in A1(S1) it suffices that φ ∈ H1+α(S1) for some
α > 12 . In particular, this is true if φ ∈ C1,α(S1) for some α > 12 .
2. Lemma 4.3 shows that for any φ ∈ C∞(S1), we have a continuous linear
operator
F : L2,1(S1)→ L2(S1), w 7→ Gw,φ (327)
By (306), F can be extended to a continuous operator on H−
1
2 (S1) (still
denoted by F ), for which (306) remains valid.
3. We also observe that if a ∈ L2,1(S1), b ∈ L2(S1), for any φ ∈ C∞(S1) we
have
div 1
4
(a(x) · b(y)) [φ] =
∫
S1
Ga,φ(x) · b(x)dx. (328)
Therefore there holds∣∣∣div 1
4
(a(x) · b(y)) [φ]
∣∣∣ ≤‖Ga,φ‖L2‖b‖L2
≤C[φ]A1‖a‖
H
− 1
2
‖b‖L2,
(329)
where C is an independent constant.
By the previous Remark, we may extend the definition of
div 1
4
[a(x) · b(y)] (330)
to functions a ∈ H− 12 (S1), b ∈ L2(S1) as follows: for φ ∈ C∞(S1) let
div 1
4
[a(x) · b(y)] [φ] :=
∫
S1
Ga,φ(x) · b(x)dx, (331)
whereGa,φ := F (a) was defined in the previous Remark. Therefore the following
estimate still holds:∣∣∣div 1
4
(a(x) · b(y)) [φ]
∣∣∣ ≤‖Ga,φ‖L2‖b‖L2
≤C[φ]A1‖a‖
H
− 1
2
‖b‖L2
(332)
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where C is an independent constant.
In particular, we will be interested in the case where a = u′X and
b = DpL
(
u, (−∆) 14u
)
, for X and L as in Proposition 4.2 and u ∈ H 12 (S1,Rm).
To this end, we first check that we can apply the previous Lemma for this choice
of a and b (assuming that Dpf
(
u, (−∆) 14 u
)
∈ L2(S1)).
Lemma 4.4. Let u ∈ H 12 (S1,Rm), let X a smooth vector field on S1. Then
u′X ∈ H− 12 (S1) and
‖u′X‖
H
− 1
2
≤ CX‖u‖
H
1
2
(333)
for some constant CX depending only on X.
Proof. We compute ‖u′X‖
H
− 1
2
exploiting the fact that H−
1
2 (S1)∗ ≈ H 12 (S1):
‖u′X‖
H
− 1
2
≤ sup
φ∈H 12 (S1)
‖φ‖
H
1
2
≤1
〈u′X,φ〉 = sup
φ∈H 12 (S1)
‖φ‖
H
1
2
≤1
〈u′, Xφ〉
≤ sup
φ∈H 12 (S1)
‖φ‖
H
1
2
≤1
‖u′‖
H
− 1
2
‖Xφ‖
H
1
2
≤ C sup
φ∈H 12 (S1)
‖φ‖
H
1
2
≤1
‖u‖
H
1
2
‖X‖C3‖φ‖
H
1
2
≤C‖u‖
H
1
2
‖X‖C3
(334)
for some constant C independent from u and X . In the third step we made use
of Lemma A.6.
Thus, by the previous Lemmas, if u ∈ H 12 (S1,Rm) and L and X are like in
Proposition 4.2, if DpL
(
u, (−∆) 14 u
)
∈ L2(S1),
div 1
4
(
DpL
(
u(x), (−∆) 14 u(x)
)
X(y)u′(y)
)
(335)
is a well defined distribution, and there holds the following estimate: for any
φ ∈ C∞(S1), ∣∣∣div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
)
[φ]
∣∣∣
≤‖Gu′X,φ‖L2
∥∥∥DpL(u, (−∆) 14u)∥∥∥
L2
≤C[φ]A1‖u‖
H
1
2
‖X‖C3
∥∥∥DpL(u, (−∆) 14 u)∥∥∥
L2
.
(336)
for some independent constant C.
We are now able to formulate the analogous of Noether’s Theorem (Theorem
4.1) for variations in the domain for stationary points of the energy (267).
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Theorem 4.5. Let L ∈ C2(Rm × Rm,R) so that for any x, p ∈ Rm
|L(x, p)| ≤ C(1 + |p|2) (337)
for some constant C > 0. For any u ∈ H 12 (S1,Rm) we set
E(u) :=
∫
S1
L
(
u(x), (−∆) 14u(x)
)
dx. (338)
Let X be a smooth vector field on S1 and assume that its flow φt satisfies
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)
)
= L
(
u(φt(x)), (−∆) 14 u(φt(x))
)
φ′t(x) (339)
for a.e. x ∈ S1, for t in a neighbourhood of the origin. Assume that u ∈
H
1
2 (S1,Rm) satisfy the following stationarity equation:
d
dx
L
(
u, (−∆) 14u
)
X + div 1
4
[
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
]
X = 0 (340)
as distributions, and assume that there exists a sequence (un)n in C
∞(S1) such
that un → u in H 12 (S1) and
DpL
(
un, (−∆) 14un
)
⇁ DpL
(
u, (−∆) 14 u
)
weakly in L2(S1). (341)
Then, in the sense of distributions
d
dx
[
L
(
u, (−∆) 14u
)
X
]
(x) + div 1
4
[
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
]
= 0.
(342)
Proof. Let (un)n be a sequence in C
∞
c (S
1,Rm) such that un → u in H 12 (S1).
By Lemma 4.3 and Remark 8, for any φ ∈ C∞(S1)
Gu′nX,φ → Gu′X,φ in L2(S1). (343)
Thus, by the assumptions on (un)n,
div 1
4
[
DpL
(
un(x), (−∆) 14 un(x)
)
u′n(y)X(y)
]
[φ]
=
∫
S1
Gu′nX,φ(x)DpL
(
un(x), (−∆) 14un(x)
)
dx
→
∫
S1
Gu′X,φ(x)DpL
(
u(x), (−∆) 14 u(x)
)
dx
=div 1
4
[
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
]
[φ].
(344)
as n→∞. By the same argument with Y ≡ 1 we obtain
div 1
4
[
DpL
(
un(x), (−∆) 14un(x)
)
u′n(y)
]
[φ]
→div 1
4
[
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
]
[φ].
(345)
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Now we observe that for any n ∈ N, computation (296) implies
d
dx
L
(
un, (−∆) 14un
)
X + div 1
4
[
DpL
(
un(x), (−∆) 14 un(x)
)
u′n(y)
]
X
=div 1
4
[
DpL
(
un(x), (−∆) 14un(x)
)
u′n(y)X(y)
]
+
d
dx
[
L
(
un, (−∆) 14un
)
X
]
(346)
as distributions. Therefore
0 =−
∫
S1
L
(
u(x), (−∆) 14 u(x)
) d
dx
(Xφ) (x)dx
+ div 1
4
(
DpL
(
u(x), (−∆) 14 u(x)
)
u′(y)
)
[Xφ]
= lim
n→∞
∫
S1
L
(
un(x), (−∆) 14un(x)
) d
dx
(Xφ) (x)dx
+ lim
n→∞
div 1
4
(
DpL
(
un(x), (−∆) 14un(x)
)
u′n(y)
)
[Xφ]
= lim
n→∞ div
1
4
(
DpL
(
un(x), (−∆) 14un(x)
)
u′n(y)X(y)
]
− lim
n→∞
∫
S1
f
(
un(x), (−∆) 14un(x)
)
X(x)φ′(x)dx
=div 1
4
(
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
]
.
(347)
As (347) holds for any φ ∈ C∞(S1) we conclude that
div 1
4
[
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
]
+
d
dx
[
L
(
u, (−∆) 14u
)
X
]
(x) = 0.
(348)
in the sense of distributions.
Remark 9. It is possible to rewrite Equation (342) as a unique 14 -divergence-
free quantity. Indeed we observe that for any integrable function g defined on
S1 there holds, in the sense of distributions,
d
dx
g = (−∆) 12Hg = div 1
4
[
Hg(x)
K
1
2 (x− y)
K
1
4 (x− y)
]
, (349)
where div 1
4
has to be understood as a principal value.
Therefore Equation (342) can be rewritten as
div 1
4
[
H
(
L
(
u, (−∆) 14 u
)
X
)
(x)
K
1
2 (x− y)
K
1
4 (x− y)
+DpL
(
u(x), (−∆) 14 u(x)
)
u′(y)X(y)
]
= 0,
(350)
where div 1
4
acts on the first summand as a principal value.
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By the following result, the technical assumption (341) is satisfied in most
cases of interest.
Lemma 4.6. Let L, u be as in Theorem 4.5. Assume that there exists a constant
C such that for any x, p ∈ Rm
|DpL(x, p)| ≤ C(1 + |p|). (351)
Then there exists a sequence (un)n in C
∞(S1) such that un → u in H 12 (S1) and
such that
DpL
(
un, (−∆) 14un
)
⇁ DpL
(
u, (−∆) 14 u
)
weakly in L2(S1). (352)
Proof. For any n ∈ N let
un := Dn ∗ u, (353)
where Dn denotes the Dirichlet kernel introduced in (322). Then un ∈ C∞(S1)
for any n ∈ N, un → u in H 12 (S1) and in particular (−∆) 14 un → (−∆) 14u
in L2(S1). Thus, by condition (351), the sequence
(
DpL
(
u, (−∆) 14 u
))
n
is
bounded in L2(S1). Then, by Banach-Alaoglu Theorem, there exists G ∈ L2(S1)
such that
DpL
(
un, (−∆) 14un
)
⇁ G weakly in L2(S1) along a subsequence. (354)
To complete the proof, it is enough to show that G = DpL
(
u, (−∆) 14 u
)
a.e..
To this end, we observe that since un → u in H 12 (S1)
DpL
(
un, (−∆) 14un
)
⇁ G a.e. along a subsequence, (355)
where the subsequence can be chosen to be a subsequence of the subsequence
in (354). By contradiction, let’s assume that DpL
(
u, (−∆) 14u
)
differs from
G on a set B ⊂ S1 of positive Lebesgue measure b := L (B) > 0. Then, by
Egorov’s Theorem, there exists a set A ⊂ S1 such that L (S1 r A) ≤ b2 such
that DpL
(
un, (−∆) 14un
)
→ DpL
(
u, (−∆) 14u
)
uniformly in A, and therefore
also weakly in L2(A). By the uniqueness of the limit for weak convergence
in L2(A), DpL
(
u, (−∆) 14u
)
and G coincide a.e. in A. This contradicts the
assumption.
We observe that Theorem 4.5 holds in particular for the half Dirichlet energy
(265). Finally, we show that equation (342) can be represented in a different way.
To this end we will use Lemma 4.7, which we will proof for general s ∈ (0, 12 ].
For this, we first observe that for any s ∈ (0, 1) we the definition of divs(a(x)b(y))
given in (270) can be extended to any a, b ∈ Hs(S1,Rm), analogously to (331).
For the definition of s-fractional divergence when s = 12 we refer to Equations
(378) and (397).
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Lemma 4.7. Let s ∈ (0, 12], a, b ∈ Hs(S1,Rm). Then
divs(a(x) · b(y)) = b · (−∆)sa− a · (−∆)sb (356)
in the sense of distributions.
Proof. Assume first that a, b ∈ C∞(S1,Rm). Then for any φ ∈ C∞(S1,R)
divs(a(x)b(y))[φ] =
∫
S1
∫
S1
a(x) · b(y)(φ(x) − φ(y))Ks(x− y)dxdy. (357)
We remark that since a, b are smooth and Ks obeys estimate (90), the integral
(357) converges absolutely. By interchanging the variables x and y we obtain
divs(a(x)b(y))[φ] =
∫
S1
∫
S1
(a(x)b(y) − a(y)b(x))φ(x)Ks(x− y)dxdy
=
∫
S1
∫
S1
(a(x) · (b(y)− b(x)) + (a(x) − a(y)) · b(x))φ(x)Ks(x− y)dxdy.
(358)
From the last expression we deduce that the integrals in (358) converge abso-
lutely. Therefore we compute
divs(a(x)b(y))[φ] =
∫
S1
φ(x)
(
−a(x) · PV
∫
S1
(b(x)− b(y))Ks(x− y)dy
+ b(x) · PV
∫
S1
(a(x) − a(y))Ks(x − y)dy
)
dx∫
S1
φ(x) (−a(x) · (−∆)sb(x) + b(x) · (−∆)sa(x)) dx.
(359)
Since this is true for any φ ∈ C∞(S1,R), we conclude that whenever a, b ∈
C∞(S1,Rm)
divs(a(x)b(y)) = −a · (−∆)sb+ b · (−∆)sa (360)
in the sense of distributions.
We observe that identity (356) can be proved also with the help of Fourier series,
if we still assume that a, b ∈ C∞(S1,Rm). In order to simplify the notation,
let’s denote
v(x) :=
(
a(x)
b(x)
)
(361)
for any x ∈ S1 and
R :=
[
0 Im
−Im 0
]
. (362)
If we rewrite the vector valued function V := v(· − z) + v(· + z) − 2v(·) as a
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Fourier series, we obtain∫
S1
(a(x)b(y) − a(y)b(x))Ks(x− y)dy
=
1
2
∫
S1
v(x) · R
∑
n∈Z
(eizn + e−izn − 2)v̂einxKs(z)dz
=v(x) · R
∫
S1
∑
n∈Z
(cos(zn)− 1)Ks(z)v̂einxdz
(363)
Since V is smooth, the decay of its Fourier coefficients allows to invert summa-
tion and integration:∫
S1
(a(x)b(y) − a(y)b(x))Ks(x− y)dy
=v(x) ·R
∑
n∈Z
∫
S1
(cos(2πzn)− 1)Ks(z)dzv̂(n)einx
=v(x) ·R
∑
n∈Z
−(∆)s(cos(zn)− 1)(0)v̂(n)einx
=− v(x) · R
∑
n∈Z
|n|2sv̂(n)einx
=− v(x) · R(−∆)sv(x).
(364)
By the first equality in (358) we deduce Equation (356) whenever a, b ∈ C∞(S1,Rm).
Now if a, b ∈ Hs(S1) let (an)n, (bn)n be sequences in C∞(S1,Rm) converging
respectively to a and b in Hs(S1). By the previous computation, for any n ∈ N
divs(an(z)bn(y))(x) = bn(x) · (−∆)san(x)− an(x) · (−∆)sbn(x) (365)
Now for any φ ∈ C∞(S1,Rm)∫
S1
[bn(x) · (−∆)san(x)− an(x) · (−∆)sbn(x)] φ(x)dx
=
∫
S1
(−∆) s2 (bnφ)(x) · (−∆) s2 an(x) − (−∆) s2 (anφ)(x) · (−∆) s2 bn(x)dx.
(366)
By Lemma A.6, bnφ→ bφ and anφ→ aφ in Hs(S1). Thus∫
S1
[bn(x) · (−∆)san(x)− an(x) · (−∆)sbn(x)]φ(x)dx
→〈b · (−∆)sa− a · (−∆)sb, φ〉
(367)
as n → ∞. On the other hand, by estimate (329)10 (or, if s = 12 , by estimate
(385)),
divs(an(z)bn(y))[φ] → divs(a(z)b(y))[φ] (368)
as n→∞. Combining (365), (367) and (368) we obtain the desired result.
10Estimate (329) was proved for s = 1
4
, but can be proved with similar arguments when
s ∈
(
0, 1
2
)
.
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As an application of the previous results, we consider again the energy
E(u) =
∫
S1
|(−∆) 14u(x)|2dx (369)
for u ∈ H 12 (S1), corresponding to the Lagrangian f(p) = |p|2 for any p ∈ Rm.
We claim that in this framework, the conditions of Theorem 4.5 are satisfied
if we choose X ≡ 1. Geometrically, if we identify S1 with ∂D2 through the
map i introduced in (65), we observe that X corresponds to the generator of
rotations. Its flow (on S1, here again thought of as a quotient space of R) is
given by φt(x) = x+ t for any x ∈ S1, t ∈ R. Then for any u ∈ H 12 (S1), for a.e.
x ∈ S1,
f(u ◦ φt(x), (−∆) 14 (u ◦ φt)(x)) =|(−∆) 14 (u+ t)(x)|2 = |(−∆) 14u(x)|2
=f(u(φt(x)), (−∆) 14u(φt(x)))φ′t(x),
(370)
therefore (339) is satisfied. Moreover, f satisfies condition (351) in Lemma 4.6,
therefore condition (341) holds. Thus Theorem (4.5) yields that any stationary
point u ∈ H 12 (S1,Rm) of E satisfies
div 1
4
[
2(−∆) 14u(x)u′(y)
]
+
d
dx
[
f
(
u, (−∆) 14u
)]
(x) = 0 (371)
as distribution. We observe that (371) corresponds to the stationary equation
of E, so that in this case, Proposition 4.5 yields no new information. By Lemma
4.7, if u is sufficiently regular, Equation (371) can be rewritten as
2u′(x) · (−∆) 12u(x) = 0 (372)
for a.e. x ∈ S1.
In order to find more application for Noether’s theorem, we observe that the
energy can be rewritten in different ways, in particular, if u is regular enough,
E(u) =
∫
S1
(−∆) 12 u(x)u(x)dx. (373)
In section 4.2 we will derive an analogous result to the Noether’s Theorem
derived in this section for some Lagrangian involving a 12 -fractional Laplacian,
in section 4.3 we will show that the integrand of the energy (373) is conformally
invariant and give some applications of the analogous result.
4.2 Lagrangians involving 1
2
-Laplacians
Let F , B be two Lipschitz function from Rm to Rm and R respectively. Let
L : Rm × Rm → R, (x, p) 7→ p · F (x) +B(x). (374)
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For any u ∈ C∞(S1,Rm), let
E(u) :=
∫
S1
L
(
u(x), (−∆) 12u(x)
)
dx. (375)
If u ∈ C∞(S1,Rm), the integrand in (375) is well defined for any x ∈ S1 and the
integral converges absolutely. For a general u ∈ H 12 (S1,Rm), one can generalize
the definition of E interpreting the product (−∆) 12u · (F ◦ u) as the action of a
distribution in H−
1
2 (S1) on a function in H
1
2 (S1), i.e.
E(u) =
∫
S1
(−∆) 14 (F ◦ u)(x) · (−∆) 14u(x) +B(x)dx. (376)
For a smooth function u, one can shows, similarly as in the previous case, that u
is a stationary point of the energy (375)11 if and only if u satisfies the stationarity
equation
d
dx
L
(
u, (−∆) 12u
)
+ div 1
2
[u′(y)F (u(x))] = 0. (377)
Here we made use of the 12 -fractional divergence, defined as follows: for any func-
tions a, b ∈ C1(Rm,R), the 12 -fractional divergence of F is the distribution
given by
div 1
2
F [φ] := PV
∫
S1
∫
S1
a(x)b(y) · (φ(x) − φ(y))K 12 (x− y)dxdy (378)
for any φ ∈ C∞(S1). Now let X be a smooth vector field on S1 and let φt
denote its flow. Assume that u ∈ C∞(S1,Rm) is a critical point of E, and that
u satisfies
L
(
u(φt(x)), (−∆) 12 (u ◦ φt)(x)
)
= L
(
u(φt(x)), (−∆) 12u(φt(x))
)
φ′t(x) (379)
for x ∈ S1, for t in a neighbourhood of the origin. Then, deriving (379) in t
and comparing the resulting expression with (377) in a similar way as in the
previous section, one obtains
d
dx
[
L
(
u, (−∆) 12u
)
X
]
(x) + div 1
2
[F (u(x))u′(y)X(y)] = 0 (380)
for any x ∈ S1.
Next we try to show that (380) remains true (in the sense of distributions) for
any critical points of E satisfying (379) a.e. in S1. To this end, we first need a
result analogous to Lemma 4.3.
First, in analogy to the definition given in (302), we introduce the normed space
A
3
2 (S1), consisting of all elements u ∈ D ′(S1) such that
‖u‖
A
3
2
:= |û(0)|+
∑
k∈Z,
k 6=0
|k| 32 |û(k)| <∞. (381)
11Stationary points of (375) are defined analogously to the ones of (267).
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By the argument used in (301), we see that for any s > 12
H
3
2+s(S1) →֒ A 32 (S1). (382)
For any element u of A
3
2 (S1) we define the seminorm
[u]
A
3
2
:=
∑
k∈Z,k 6=0
|k| 32 |û(k)|. (383)
We can now proceed to state the result analogous to Lemma 4.3.
Lemma 4.8. Let w ∈ H 12 (S1), φ ∈ A 32 (S1) and let K 12 be defined as in (86).
Let
Gw,φ(x) := PV
∫
S1
w(y)(φ(y) − φ(x))K 12 (y − x)dy (384)
for x ∈ S1. Then Gw,φ(x) is well defined for a.e. x ∈ S1, Gw,φ belongs to
H−
1
2 (S1), and there is a constant C depending only on X, such that
‖Gw,φ‖
H
− 1
2
≤ C[φ]
A
3
2
‖w‖
H
− 1
2
. (385)
Proof. In order to show that (384) is well defined, we observe that for a.e. x ∈ S1
Gw,φ(x) =
∫
S1
(w(y) − w(x))(φ(y) − φ(x))K 12 (x− y)dy
+ w(x)PV
∫
S1
(φ(x) − φ(y))K 12 (x− y)dy
=(−∆) 12 (wφ)(x) − w(x)(−∆) 12φ(x) − (∆) 12w(x)φ(x) + w(x)(−∆) 12φ(x)
=(−∆) 12 (wφ)(x) − (∆) 12w(x)φ(x).
(386)
From expression (386) we see that Gw,φ is a well defined distribution, and that
for any n ∈ Z
F [Gw,φ](n) =|n|ŵφ(n)−
∑
k∈Z
|n− k|ŵ(n− k)φ̂(k)
=|n|
∑
k∈Z
ŵ(n− k)φ̂(k)−
∑
k∈Z
|n− k|ŵ(n− k)φ̂(k)
=
∑
k∈Z
[|n| − |n− k|] φ̂(k)ŵ(n− k)
(387)
Now we observe that if |n| ≥ 2|k|, |n− k| ≥ 12 |n|. Therefore
|n| − |n− k|
(1 + |n|2) 14 ≤
2
1
2 |k|
(1 + |n− k|2) 14 . (388)
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Thus, by Young’s inequality
∑
n∈Z
 ∑
|k|≥2|n|
φ̂(n)ŵ(k − n)[|k| − |n− k|]
2 (1 + |k|2)− 12
≤2
∑
n∈Z
(∑
k∈Z
|φ̂(k)||k||ŵ(n− k)||(1 + |n− k|2)− 14 |
)2
≤ 2[φ]2
A1
‖w‖2
H
− 1
2
.
(389)
On the other hand, if |n| < 2|k|, |n− k| ≤ 3|k|. Therefore
|n| − |n− k|
(1 + |n|2) 14
≤ |k|
(1 + |n− k|2) 14
(
1 + |n− k|2) 14 ≤ 2 14 3 12 |k| 32
(1 + |n− k|2) 14
. (390)
Thus, by Young’s inequality
∑
n∈Z
 ∑
|n|<2|k|
φ̂(k)ŵ(n− k)[|n| − |n− k|]
2 (1 + |n|2)− 14
≤2 12 3
∑
n∈Z
 ∑
|n|<2|k|
|φ̂(k)||k| 32 |ŵ(n− k)||(1 + |n− k|2) 14
2 ≤ 2 12 3[φ]2
A
3
2
‖w‖
H
− 1
2
.
(391)
Then, combining (389) and (391) we obtain
‖Gw,φ‖
H
− 1
2
≤ C[φ]
A
3
2
‖w‖
H
− 1
2
(392)
for some independent constant C.
Remark 10.
1. Lemma 4.3 shows that for any φ ∈ C∞(S1), we have a continuous linear
operator
F : H
1
2 (S1)→ H− 12 (S1), w 7→ Gw,φ. (393)
for any p ∈ (2,∞]. By (306), F can be extended to a continuous operator
on H−
1
2 (S1) (still denoted by F ), for which (385) remains valid.
2. We also observe that if a, b ∈ C1(S1), for any φ ∈ C∞(S1) we have
div 1
2
(a(x)b(y)) [φ] = 〈Ga,φ, b〉, (394)
therefore there holds∣∣∣div 1
2
(a(x)b(y)) [φ]
∣∣∣ ≤‖Ga,φ‖
H
− 1
2
‖b‖
H
1
2
≤C[φ]
A
3
2
‖a‖
H
− 1
2
‖b‖
H
1
2
,
(395)
where C is an independent constant.
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By the previous Remark, we may extend the definition of
div 1
2
(a(x)b(y)) (396)
to functions a ∈ H− 12 (S1), b ∈ H 12 (S1) as follows: for φ ∈ C∞(S1) let
div 1
2
[a(x)b(y)] [φ] := 〈Ga,φ, b〉, (397)
whereGa,φ := F (a) was defined in the previous Remark. Therefore the following
estimate still holds:∣∣∣div 1
2
(a(x)b(y)) [φ]
∣∣∣ ≤‖Ga,φ‖
H
− 1
2
‖b‖
H
1
2
≤C[φ]
A
3
2
‖a‖
H
− 1
2
‖b‖
H
1
2
(398)
where C is an independent constant.
By Lemma 4.4, we may apply Lemma 4.8 to a = u′X and b = F ◦u, where F is
a Lipschitz function from Rm to Rm as in (374), X is any smooth vector field
on S1 and u ∈ H 12 (S1,Rm).
We are now able to formulate the analogous of Proposition 4.5 for Lagrangians
involving 12 -fractional Laplacians.
Theorem 4.9. Let L and E be defined as in (374) and (376). Let X be a
smooth vector field on S1 and assume that for any v ∈ C∞(S1,Rm) its flow φt
satisfies
L
(
v(φt(x)), (−∆) 12 (v ◦ φt)(x)
)
= L
(
v(φt(x)), (−∆) 12 v(φt(x))
)
φ′t(x) (399)
for a.e. x ∈ S1, for t in a neighbourhood of the origin. Assume that u ∈
H
1
2 (S1,Rm) satisfy the following stationarity condition:
div 1
2
[F (u(x))u′(y)] +
d
dx
L
(
u, (−∆) 12u
)
= 0 (400)
as distributions. Then, in the sense of distributions
div 1
2
[F (u(x))u′(y)X(y)] +
d
dx
[
L
(
u, (−∆) 12u
)
X
]
(x) = 0. (401)
Remark 11. If u is regular enough, we can rewrite the quantity on the left
hand side of (401) as follows:
div 1
2
[F (u(x))u′(y)X(y)] +
d
dx
[
L
(
u, (−∆) 12u
)
X
]
(x)
=div 1
2
[
F (u(x))u′(y)X(y) +H
[
L
(
u, (−∆) 12u
)
X
] ∣∣∣∣x
y
]
.
(402)
in the sense of distributions.
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Proof. We follow the idea of the proof of Proposition 4.5. Let (un)n be a
sequence in C∞(S1,Rm) such that un → u in H 12 (S1) as n → ∞. Then by
Lemma 4.10 F (un) ⇁ F (u) weakly in H
1
2 (S1) as n → ∞. By Lemma 4.8 and
Remark 10, for any φ ∈ C∞(S1)
Gu′nX,φ → Gu′X,φ in H−
1
2 (S1) (403)
as n→∞. Therefore
div 1
2
[F (un(x))u
′
n(y)X(y)] [φ] =
〈
Gu′nX,φ, F ◦ un
〉
→〈Gu′X,φ, F ◦ u〉 = div 1
2
[F (u(x))u′(y)X(y)] [φ]
(404)
as n→∞. By the same argument with Y ≡ 1 we obtain
div 1
2
[F (un(x))u
′
n(y)] [φ]→ div 12 [F (u(x))u
′(y)] [φ] (405)
as n → ∞. Now we observe that since assumption (399) is satisfied, for any
n ∈ N the computation preceding Proposition 4.2 implies
d
dx
L
(
un, (−∆) 12un
)
X + div 1
2
[F (un(x))u
′
n(y)]X
=div 1
2
[F (un(x))u
′
n(y)X(y)] +
d
dx
[
L
(
un, (−∆) 12 un
)
X
] (406)
as distributions. Therefore
0 =−
∫
S1
L
(
u(x), (−∆) 12 u(x)
) d
dx
(Xφ) (x)dx + div 1
2
[F (u(x))u′(y)] [Xφ]
= lim
n→∞
∫
S1
L
(
un(x), (−∆) 12un(x)
) d
dx
(Xφ) (x)dx
+ div 1
2
[F (un(x))u
′
n(y)] [Xφ]
= lim
n→∞
div 1
2
[
DpL
(
un(x), (−∆) 12un(x)
)
u′n(y)X(y)
]
−
∫
S1
L
(
un(x), (−∆) 12 un(x)
)
X(x)φ′(x)dx
=div 1
2
[F (u(x))u′(y)X(y)] .
(407)
As (407) holds for any φ ∈ C∞(S1) we conclude that
div 1
2
[F (u(x))u′(y)X(y)] +
d
dx
[
L
(
u, (−∆) 14 u
)
X
]
(x) = 0. (408)
in the sense of distributions.
Lemma 4.10. Let F : Rm → Rm be a Lipschitz function and let u ∈ H 12 (S1,Rm).
For any sequence (un)n in C
∞(S1,Rm) such that un → u in H 12 (S1) as n→∞,
there holds
F ◦ un ⇁ F ◦ u weakly in H 12 (S1) along a subsequence (409)
as n→∞.
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Proof. Let (un)n be a sequence in C
∞(S1,Rm) such that un → u in H 12 (S1) as
n → ∞. Then, along a subsequence, un → u a.e. as n → ∞. In particular,
there exists x0 ∈ S1 and C > 0 such that, for any element of the subsequence
above, |un(x0)| ≤ C. Since F is Lipschitz, for any un in the subsequence, for
any x ∈ S1 there holds
|F ◦ un(x)| ≤ [F ]Lip (|un(x)| + C) + |F (un(x0))|, (410)
and therefore
‖F ◦ un‖
H
1
2
≤ [F ]Lip
(
[un]
H˙
1
2
+ ‖un‖L2 + (2π)
1
2C
)
+ (2π)
1
2 max
|y|≤C
|F (y)|. (411)
In particular, a subsequence of (F ◦ un)n is bounded in H 12 (S1). By Banach-
Alaoglu Theorem, there existsG ∈ H 12 (S1) such that F◦un ⇁ G weakly in H 12 (S1)
as n→∞ along a further subsequence. Arguing as in the proof of Lemma 4.6,
one can prove that G = F ◦ u. Therefore F ◦ un ⇁ F ◦ u weakly in H 12 (S1)
along a subsequence, as n→∞.
In particular, Theorem 4.9 holds when E is the half Dirichlet energy. In
this case, if u is regular enough, Lemma 4.7 implies that Equation (401) can be
rewritten as follows:
(−∆) 12 u(x) · u′(x)X(x) − (−∆) 12 (u′X)(x)u(x) + (−∆) 12 u(x) · u′(x)X(x)
+
d
dx
(
(−∆) 12 uX
)
(x)u(x)
(412)
for a.e. x ∈ S1. When X is the generator of rotations (i.e. X ≡ 1 in S1) we
recover Equation (372).
4.3 Half Dirichlet energy and traces of automorphisms of
D
2
In this section we show that the half Dirichlet energy satisfies condition (292)
whenever the flow φt consists of traces of automorphisms of D
2, i.e. conformal,
orientation preserving diffeomorphisms of D2. To this end we first give a geo-
metrical characterization of the 12 -fractional Laplacian for functions on S
1. For
the following we identify S1 with ∂D2.
Let u ∈ H 12 (S1,Rm). We recall that the harmonic extension u˜ is given by
u˜(r, θ) = Pr ∗ u(θ), (413)
for any r ∈ [0, 1), θ ∈ [0, 2π), where Pr is the Poisson kernel defined in (89).
Then u˜ is smooth in D2, and
∂ru˜(r, θ) =
∑
n∈Z
|n|r|n|−1û(n)einθ. (414)
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Therefore, by Lebsgue’s Dominated convergence Theorem,
lim
r→1−
∥∥∥∥∥∂ru˜(r, θ)−∑
n∈Z
|n|û(n)einθ
∥∥∥∥∥
H
− 1
2 (S1)
= 0, (415)
i.e.
lim
r→1−
∥∥∥∂ru˜(r, θ)− (−∆) 12u(θ)∥∥∥
H
1
2 (S1)
= 0. (416)
Thus we can think of the fractional Laplacian (−∆) 12 as the operator mapping
a function u ∈ H 12 (S1,Rm) to the radial derivative of its harmonic extension u˜.
Let’s now fix u ∈ C∞(S1,Rm), let u˜ be its harmonic extension in D2 and let φ
be a biholomorphic map from D2 to D2, i.e. φ ∈ M (D2), the Mo¨bius group of
the disc. We recall that any element of M (D2) takes the form
D2 → D2, z 7→ µ z − a
a¯z − 1 (417)
for µ, a ∈ C with |µ| = 1, |a| < 1. Thus φ extend to a diffeomorphism of D2,
which we still denote φ. We observe that u˜ ◦ φ is harmonic as composition of
an harmonic map with an holomorphic function. Now, for any r ∈ [0, 1),
∂r(u˜ ◦ φ) = Du˜ ◦ φ · ∂rφ. (418)
We also observe that since φ restricts to a diffeomorphism of S1 and it is con-
formal, for any θ ∈ S1
∂rφ(1, θ) =
|∂rφ(1, θ)|
|φ(1, θ)| φ(1, θ) = |∂rφ(1, θ)|φ(1, θ), (419)
therefore for any θ ∈ S1
(−∆) 12 (u ◦ φ)(θ) = Du˜(φ(1, θ)) · ∂rφ(1, θ) = (−∆) 12u(φ(1, θ))|∂rφ(1, θ)|, (420)
Finally, since φ is orientation preserving and conformal, for any θ ∈ S1
|∂rφ(1, θ)| = eλφ(1,θ), (421)
where λφ is the conformal factor of φ defined in (258). We conclude that
(−∆) 12 (u ◦ φ) = (−∆) 12u ◦ φeλφ . (422)
In particular, if we multiply both sides of (422) by u◦φ we can conclude that the
half Dirichlet energy satisfies condition (399) for any flow consisting of traces of
biholomorphic maps from D2 to D2.
Now we compute the vector field induced by some elements of M (D2), and
we apply Theorem 4.9.
First, let’s consider rotations of the disc: let a = 1 and µ = eit for t ∈ R. On S1,
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thought of as a quotient space of R, this corresponds to the flow φt(x) = x+ t
for x ∈ S1, t ∈ R. This is the flow generated by X ≡ 1. Therefore, in this case,
equation (342) is just equation (340). Recall that also when we considered the
Lagrangian (369), applying Noether to the flow corresponding to rotations we
obtained the stationary equation (see (371)).
Now let µ = 1, a = eiδt for some δ ∈ [0, 1) and t ∈ R in a neighbourhood of
0. The corresponding flow in C is given by φ˜t(e
iθ) = e
iθ−teiδ
1−tei(θ−δ) for θ ∈ [θ, 2π).
This is the flow of the vector field
Y (eiθ) = ei(2θ−δ) − eiδ = 2ieiθ sin(θ − δ) (423)
for any θ ∈ [0, 2π). Thus, on S1, Y takes the form Y (x) = 2 sin(x − δ) for any
θ ∈ S1. Geometrically, Y induces a ”dialation on S1” around the point δ. Then
equation (401) becomes
div 1
2
(F (u(x))u′(y) sin(y − δ)) + d
dx
[
L
(
u, (−∆) 12u
)
sin(x− δ)
]
(x) = 0 (424)
in the sense of distributions, where F is defined as in (374). In particular, in
the case of the half Dirichlet energy, Equation (424) becomes
div 1
2
(u(x) · u′(y) sin(y − δ)) + d
dx
[
u · (−∆) 12u sin(x− δ)
]
(x) = 0. (425)
Next we observe that the argument of Noether Theorem can be applied to
the half Dirichlet energy to obtain Pohozaev identities. Let u ∈ H1(S1,Rm).
Following the argument that precedes Proposition 4.2 for the half Dirichlet
energy in the form
E(v) =
∫
S1
(−∆) 12 v(x) · v(x)dx, (426)
well defined for any v ∈ H1(S1,Rm), and making use of the fact that the energy
(426) satisfies condition (399) for any flow consisting of traces of biholomorphic
maps from D2 to D2, we obtain for any v ∈ C∞(S1,Rm)
d
dx
[
1
2
v(−∆) 12 v
]
X + div 1
2
(
1
2
v(x)v′(y)
)
X
=
d
dx
[
1
2
v(−∆) 12 vX
]
+ div 1
2
(
1
2
v(x)v′(y)X(y)
) (427)
for any smooth vector field X on S1 whose flow φt consists of traces of auto-
morphisms of D2. Thus applying Lemma 4.7 to (427) we obtain
v · d
dx
(
(−∆) 12 vX
)
= v · (−∆) 12 (v′X) (428)
for any smooth vector field X on S1 whose flow φt consists of traces of automor-
phisms of D2. Now let (un)n in C
∞(S1,R) such that un → u in H 32 (S1), then
Equation (428) holds for un for any n ∈ N. By considering the limit n → ∞,
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we observe that Equation (428) remains true in the sense of distributions for u
in place of v.
Applying the distributions on both sides to the smooth function φ ≡ 1 we obtain∫
S1
u′(x)(−∆) 12 u(x)X(x)dx = 0. (429)
In particular, if X ≡ 1 (the vector field corresponding to rotations), we obtain
the Pohozaev identity ∫
S1
u′(x)(−∆) 12u(x)dx = 0, (430)
while if we choose, for some δ ∈ S1, X(x) = 2 sin(x − δ) for every x ∈ S1 (the
vector field corresponding to ”dilations around δ”), we obtain the Pohozaev
identity ∫
S1
u′(x)(−∆) 12 u(x) sin(x− δ)dx = 0. (431)
We summarize the previous computations in the following Proposition:
Proposition 4.11. Let u ∈ H1(S1,R). Then, for any vector field X on S1
whose flow is a family of traces of automorphisms of D2, there holds
u
d
dx
[
(−∆) 12uX
]
= u(−∆) 12 (u′X) (432)
in the sense of distributions. In particular∫
S1
u′(x)(−∆) 12u(x)dx = 0, (433)
and for any δ ∈ S1 ∫
S1
u′(x)(−∆) 12 u(x) sin(x− δ)dx = 0. (434)
Remark 12.
1. Proposition 4.11 can be applied, for instance, whenever a function u ∈
H
1
2 (S1,Rm) satisfies the equation
(−∆) 12 u = f ◦ u weakly in S1 (435)
for some Lipschitz function f : Rm → Rm. In fact, since u ∈ H 12 (S1)
and f is Lipschitz, f ◦ u ∈ H 12 (S1), thus if u satisfies Equation (435),
u ∈ H1(S1) and thus the assumption of Proposition 4.11 is satisfied.
2. We remark that if X(x) = 2 sin(x − δ) for every x ∈ S1, identity (432)
also follows from the identity of distributions
d
dx
[
(−∆) 12uX
]
= (−∆) 12 (u′X) , (436)
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valid for any u ∈ D ′(S1). Identity (436) can be proved computing the
Fourier coefficients of both sides: in fact, for any n ∈ Z
F
(
d
dx
(
sin(x− δ))(−∆) 12u
))
(n)
=− in
(
e−iδ
2i
̂(−∆) 12u(n− 1)− e
iδ
2i
̂(−∆) 12 u(n+ 1)
)
=− n|n− 1|e
−iδ
2
û(n− 1) + n|n+ 1|e
iδ
2
û(n+ 1),
(437)
on the other hand
F
(
(−∆) 12 (u′ sin(x− δ))
)
(n)
=|n|
(
e−iδ
2i
û′(n− 1)− e
iδ
2i
û′(n+ 1)
)
=− |n|(n− 1)e
−iδ
2
û(n− 1) + |n|(n+ 1)e
iδ
2
û(n+ 1).
(438)
4.4 Functions on the real line
In this section we briefly consider variations in the domain for functions defined
in R.
First let’s consider energies of the form
E(u) =
∫
R
L
(
u(x), (−∆) 14 u(x)
)
dx, (439)
where L : Rm ×Rm → R is a function of class C2 such that for some constants
C and r with r ≥ 2
|L(x, p)| ≤ C (|x|2 + |x|r + |p|2) . (440)
Under these assumptions, the integral in (439) converges absolutely for any
u ∈ H 12 (R,Rm).
Now let u ∈ C∞c (Rn,Rm) and assume that u is a stationary point of E. Also, let
X be a smooth vector field on Rm. Assume that for some δ > 0, the flow φt of
X exists for any t ∈ (−δ, δ). Then one can repeat the argument of the proof of
Proposition 4.2 (with the obvious adaptations12) to obtain the following result:
Proposition 4.12. Let L, X and φt be defined as above. Let u ∈ C∞c (R,Rm).
Assume that for t in a neighbourhood of 0, for a.e. x ∈ R
L
(
u ◦ φt(x), (−∆) 14 (u ◦ φt)
)
(x) = L
(
u(φt(x)), (−∆) 14u(φt(x))
)
φ′t(x). (441)
12In particular the kernel K
1
4 has to be substituted by the function z 7→ C
1, 1
4
1
|z|
3
2
, where
C
1, 1
4
was defined in (59).
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Then for any x ∈ R there holds
div 1
4
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
|x− y| 14
X + d
dx
[
L
(
u, (−∆) 14 u
)]
X
=div 1
4
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
|x− y| 14
+ d
dx
[
L
(
u, (−∆) 14u
)
X
] (442)
in the sense of distributions. In particular, if u ∈ C∞c (R,Rm) satisfies the
stationarity equation
div 1
4
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)
|x− y| 14
X + d
dx
[
L
(
u, (−∆) 14 u
)]
X = 0 (443)
in the sense of distributions, there holds
div 1
4
DpL
(
u(x), (−∆) 14u(x)
)
u′(y)X(y)
|x− y| 14
+ d
dx
[
L
(
u, (−∆) 14u
)
X
]
= 0
(444)
in the sense of distributions.
As in the case of S1, this result can be extended by approximation to a
broader class of stationary points. To this end, we observe that the argument
of the proof of Lemma 4.7 yields
Lemma 4.13. Let s ∈ (0, 12 ), a, b ∈ C∞c (R,Rm). Then
divs
(
a(x) · b(y)
|x− y|s
)
= b · (−∆)sa− a · (−∆)sb. (445)
The previous Lemma allows to extend the definition of divs to arguments of
the form a(x)·b(y)|x−y|s , where a, b ∈ Hs(R,Rm), for any s ∈ (0, 1).
A result similar to Proposition 4.12 holds for stationary points of energies
of the form
E(u) =
∫
R
L
(
u(x), (−∆) 12 u(x)
)
dx, (446)
in analogy with Theorem 4.9. In this context we observe that a family of flows
on R satisfying condition (441) a.e. in R and for any t ∈ R is given by the
traces of families of holomorphic diffeomorphisms of the upper half plane H
that can be extended to H, i.e. by affine functions from the real line to itself;
for instance one can consider the flow of the vector field X ≡ 1, corresponding
to translations, or the vector field X(x) = x for any x ∈ R, corresponding to
dilations.
Next we observe that also in this framework, the argument of Noether Theorem
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can be applied to the half Dirichlet energy to obtain Pohozaev identities. Let
u ∈ H1(R,Rm). Following the argument that precedes Proposition 4.2 (with
the obvious modifications) for the half Dirichlet energy in the form
E(v) =
∫
R
(−∆) 12 v(x) · v(x)dx, (447)
well defined for any v ∈ H1(R,Rm), and making use of the fact that the energy
(447) satisfies condition (441) for any flow consisting of affine functions from
the real line to itself, we obtain for any v ∈ C∞c (R,Rm)
d
dx
[
1
2
v(−∆) 12 v
]
X + div 1
2
(
1
2
v(x)v′(y)
)
X
=
d
dx
[
1
2
v(−∆) 12 vX
]
+ div 1
2
(
1
2
v(x)v′(y)X(y)
) (448)
for any vector field X on R for any flow consisting of affine functions from the
real line to itself. By Lemma 4.13, Equation (448) implies that
v
d
dx
[
(−∆) 12 vX
]
= v(−∆) 12 (v′X) (449)
for any v ∈ C∞c (R,Rm), for any vector field X on R for any flow consisting
of affine functions from the real line to itself. Arguing by approximation, we
conclude that
u
d
dx
[
(−∆) 12uX
]
= u(−∆) 12 (u′X) (450)
in the sense of distributions for any vector field X on R whose flow consists
of affine functions from the real line to itself. We can regard Equation (450)
as a Pohozaev identity. In fact, heuristically, if the expressions in (450) were
integrable, we would obtain, after integrating by parts,∫
R
(−∆) 12u(x)u′(x)X(x)dx = 0 (451)
for any vector field X on R whose flow consists of affine functions from the real
line to itself.
We summarize the previous computations in the following Proposition:
Proposition 4.14. Let u ∈ H1(R,Rm). Then for any vector field X on R
whose flow consists of affine functions from the real line to itself, there holds
u
d
dx
[
(−∆) 12uX
]
= u(−∆) 12 (u′X) (452)
in the sense of distributions.
Remark 13.
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1. Proposition 4.14 can be applied, for instance, whenever a function u ∈
H
1
2 (R,Rm) satisfies the equation
(−∆) 12u = f ◦ u weakly in R (453)
for some Lipschitz function f : Rm → Rm with f(0) = 0. In fact, since u ∈
H
1
2 (R) and f is Lipschitz with f(0) = 0, f ◦u ∈ H 12 (R), thus if u satisfies
Equation (453), u ∈ H1(S1) and thus the assumption of Proposition 4.14
is satisfied.
2. Let u ∈ H 12 (R,R) and assume that u satisfies (453) for some function
f ∈ C1(R,R). Then, under some additional condition on f , we can deduce
from Proposition 4.14 that
d
dx
[
(−∆) 12 ux
]
= (−∆) 12 (u′x) (454)
in the sense of distributions. In fact, assume that there exists a constant
C > 0 such that
|f(x)x|+ |f ′(x)x2| ≤ C|x|p (455)
for some p > 2, for any x ∈ R. Then the previous point and Proposition
4.14, u satisfies
u
d
dx
[
(−∆) 12 uX
]
= u(−∆) 12 (u′X) (456)
in the sense of distributions. Moreover, by the Unique Continuation Prin-
ciple (Theorem 1.4 in [7]), since u satisfies Equation (453), if u is not the
trivial solution u ≡ 0, then u(x) is different from 0 for a.e. x ∈ R, and
therefore Equation (452) implies Equation (454). On the other hand, if
u ≡ 0 then Equation (454) is trivially satisfied.
3. We also remark that Equation (454) actually holds in the sense of dis-
tribution for any temperate distribution u ∈ S ′(R). To see this we first
claim that it is enough to show the identity for Schwartz functions; in fact,
for any φ ∈ S (R),〈
(−∆) 12u′x, φ
〉
= −
〈
u,
d
dx
(
x(−∆) 12φ
)〉
(457)
and 〈
d
dx
(
(−∆) 12ux
)
, φ
〉
= −
〈
u, (−∆) 12
(
x
d
dx
φ
)〉
. (458)
In order to show the identity for Schwartz functions, we compute, for any
φ ∈ S (R), for a.e. ξ ∈ R
F
(
(−∆) 12 (xφ′)
)
(ξ) = |ξ| d
dξ
(ξφ̂) (459)
79
and
F
(
d
dx
(
x(−∆) 12φ
))
(ξ) = ξ
d
dξ
(
|ξ|φ̂
)
. (460)
As the previous expression coincide a.e. in R, we conclude that identity
(454) holds for any u ∈ S ′(R).
In section 5 we will exploit the conformal invariance of the half Dirichlet
energy to study the following related problem: we will try to derive Pohozaev
identities for functions u ∈ H 12 (R,R) solving{
(−∆) 12u = f(u) weakly in Ω
u = 0 inΩc,
(461)
where Ω is a bounded domain in R.
4.5 The fractional Hopf differential
For this section, let m ∈ N. We consider the functional
E(v) :=
∫
S1
|(−∆) 14 v(x)|2dx (462)
defined for any v ∈ H 12 (S1,Rm).
We will use the formalism developed for the fractional Noether theorems dis-
cussed above to obtain a characterization of half harmonic maps in terms of
their Fourier coefficients (Lemma 4.17). We will then use this characterization
to show that a function u ∈ H 12 (S1,Rm) is a stationary point of E if and only
if its harmonic extension in D2 is conformal (Proposition 4.21), a result first
obtained by F. Da Lio in [2] and V. Millot and Y. Sire in [15]. Finally we will
introduce a fractional analogous of the Hopf differential (Definition 4.6), and
we will show how it can be used to charactezize stationary point of the energy
E in a simple way and thus to reformulate in a simple way the proof that a
function u ∈ H 12 (S1,Rm) is a stationary point of E if and only if its harmonic
extension in D2 is conformal. Throughout this section, we will also try to show
the similarities between the problem at hand and its local analogous: the study
of stationary point in H1(D2) of the energy
ED2(v) :=
∫
D2
|∇v(z)|2dz. (463)
For the next Lemma, recall that, by discussion before equation (335), if u ∈
H
1
2 (S1,Rm),
div 1
4
[
2(−∆) 14u(x)X(y)u′(y)
]
(464)
is a well defined distribution. By estimate (336), it lies in A1(S1)∗, the topolog-
ical dual of A1(S1).
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Lemma 4.15. For any u ∈ H 12 (S1,Rm), for any φ ∈ C∞(S1) let
Au[φ] := div 1
4
[
2(−∆) 14u(x) · u′(y)
]
[φ]−
∫
S1
∣∣∣(−∆) 14u(x)∣∣∣2 φ′(x)dx. (465)
Then Au is a well defined distribution, belonging to A
1(S1)∗ and to H−1−s(S1)
for any s > 12 . Moreover if X if a smooth vector field on S
1 with flow denoted
by φt, there holds
Au[X ] =
d
dt
∣∣∣∣
t=0
E(u ◦ φt). (466)
In particular, u ∈ H 12 (S1,Rm) is a stationary point of the energy (462) if and
only if Au = 0 as distribution.
Proof. First we observe that by the remark before the Lemma, Au is a well de-
fined distribution belonging to A1(S1)∗. Thus, by embedding (303), Au belongs
to H−1−s(S1) for any s > 12 . Let (un)n be a sequence in C
∞(S1) approximating
u in H
1
2 (S1) and almost everywhere (such a sequence exists by Lemma A.7).
By (290),
Aun [X ] =
d
dt
∣∣∣∣
t=0
E(un ◦ φt). (467)
By Lemma 4.16, d
dt
|t=0E(un ◦ φt) → ddt |t=0E(un ◦ φt) as n → ∞. Thus, to
complete the proof, it is sufficient to show that Aun → Au as distributions, as
n→∞.
Now we observe that since un → u in H 12 (S1), (−∆) 14 un → (−∆) 14u in L2(S1)
as n→∞. Therefore∫
S1
|(−∆) 14un|2 d
dx
Xdx→
∫
S1
|(−∆) 14 u|2 d
dx
Xdx (468)
as n→∞. Moreover, by estimate (336),
div 1
4
[2(−∆) 14 un(x) · u′n(y)][X ]→ div 14 [2(−∆)
1
4u(x) · u′(y)][X ]. (469)
as n→∞. Therefore
Aun → Au (470)
as n→∞ in the sense of distributions. This concludes the proof of the Lemma.
Lemma 4.16. Let u ∈ H 12 (S1,Rm) and let (un)n be a sequence in C∞(S1,Rm)
approximating u in H
1
2 (S1,Rm) and a.e. (such a sequence exists by Lemma
A.7). Let X be a smooth vector field on S1 and let φt denote its flow. Then,
d
dt
∣∣
t=0
E(u ◦ φt) and ddt
∣∣
t=0
E(un ◦ φt) are well defined for all n ∈ N, and
d
dt
∣∣∣∣
t=0
E(un ◦ φt)→ d
dt
∣∣∣∣
t=0
E(u ◦ φt) (471)
as n→∞.
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Proof. First we observe that for any v ∈ H 12 (S1,Rm), by Plancherel’s identity
and Lemma A.5,
E(v) =
∫
S1
|(−∆) 14 v(x)|2dx =
∑
n∈Z
F
(
(−∆) 14 v
)
[n]2 =
∑
n∈Z
|n|vˆ[n]2 = [v]2
H˙
1
4(2pi)2
=
1
2
∫
S1
∫
S1
|v(x) − v(y)|2
sin2
(
1
2 (x− y)
) .
(472)
Therefore, for any t ∈ R,
|E(un ◦ φt)− E(un)− (E(u ◦ φt)− E(u))|
=
1
4(2π)2
∣∣∣∣∣
∫
S1
∫
S1
|un ◦ φt(x) − un ◦ φt(y)|2 − |un(x) − un(y)|2
sin2
(
1
2 (x− y)
)
−|u ◦ φt(x) − u ◦ φt(y)|
2 − |u(x) − u(y)|2
sin2
(
1
2 (x− y)
) dxdy∣∣∣∣∣
=
1
4(2π)2
∣∣∣∣∣
∫
S1
∫
S1
|un(x′)− un(y′)|2 − |u(x′)− u(y′)|2
sin2
(
1
2 (φ−t(x
′)− φ−t(y′))
) |Dx′φ−t(x′)||Dy′φ−t(y′)|dx′dy′
−
∫
S1
∫
S1
|un(x)− un(y)|2 − |u(x)− u(y)|2
sin2
(
1
2 (x− y)
) dxdy∣∣∣∣∣ .
(473)
Now we observe that since φ0 = IdS1 , for any δ > 0, x, y ∈ S1,
|Dxφ−t(x)||Dyφ−t(y)− 1| ≤ |t| sup
x,y∈S1,
|s|≤δ
|∂s|Dx′φs(x′)||Dy′φs(y′)|| (474)
for any t ∈ R such that |t| ≤ δ.
Moreover, for any t ∈ R, for any x, y ∈ S1∣∣∣∣sin−2(12(φ−t(x) − φ−t(y)))− sin−2
(
1
2
(x− y)
)∣∣∣∣
=|t|
∣∣∣∣∣2 sin
(
1
2 (φ−s(x) − φ−s(y))
)
cos
(
1
2 (φ−s(x) − φ−s(y))
)
1
2 (∂r|r=sφ−r(x) − ∂r|r=sφ−r(y))
sin4
(
1
2 (φ−s(x)− φ−s(y))
) ∣∣∣∣∣
(475)
for some s between 0 and t, depending on x, y and t. We notice that we can
choose δ > 0 such that there exists λ > 0 with
inf
x∈S1,|t|≤δ
|Dxφt(x)| > λ. (476)
Then for any x, y ∈ S1, if |s| ≤ δ∣∣∣∣sin(12(φ−s(x)− φ−s(y))
)∣∣∣∣ ≥ |φ−s(x)− φ−s(y)|π ≥ λπ |x−y| ≥ 2λπ
∣∣∣∣sin(12(x− y)
)∣∣∣∣ .
(477)
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Therefore, for some constant CX depending on X , if |t| ≤ δ the expression in
(475) can be bounded from above by
CX |t|
sin2
(
1
2 (x− y)
) . (478)
Thus, if |t| ≤ δ,
|E(un ◦ φt)− E(un)− (E(u ◦ φt)− E(u))|
≤ 1
4(2π)2
∫
S1
∫
S1
∣∣|un(x) − un(y)|2 − |u(x)− u(y)|2∣∣
·
∣∣∣∣sin−2(12(φ−t(x) − φ−t(y))
)
− sin−2
(
1
2
(x− y)
)∣∣∣∣ |Dxφ−t(x)||Dyφ−t(y)|dxdy
+
1
4(2π)2
∫
S1
∫
S1
∣∣∣∣∣ |un(x)− un(y)|2 − |u(x)− u(y)|2sin2 ( 12 (x − y))
∣∣∣∣∣ |1− |Dxφ−t(x)||Dyφ−t(y)||dxdy
≤CX |t|
∫
S1
∫
S1
∣∣∣∣∣ |un(x)− un(y)|2 − |u(x)− u(y)|2sin2 ( 12 (x − y))
∣∣∣∣∣ dxdy,
(479)
for a possibly different constant CX depending only on X . Now we claim that
the integral in the last line of (479) converges to 0 as n → ∞. To this end we
define
f : S1 × S1 → R, (x, y) 7→ |u(x)− u(y)|
2∣∣sin ( 12 (x− y))∣∣2 (480)
and for any n ∈ N
fn : S
1 × S1 → R, (x, y) 7→ |un(x)− un(y)|
2∣∣sin ( 12 (x− y))∣∣2 . (481)
In order to prove the claim, it is enough to show that fn → f in L1(S1 × S1) as
n→∞. To show this, we observe that for any n ∈ N
|f |+ |fn| − |fn − f | ≥ 0. (482)
Since fn → f a.e., by Fatou’s Lemma we obtain∫
S1
∫
S1
2|f | ≤ lim inf
n→∞
∫
S1
∫
S1
|f |+ |fn| − |fn − f |. (483)
Since un → u in H 12 (S1) , ‖fn‖L1 → ‖f‖L1 as n → ∞, and thus we conclude
that
lim sup
n→∞
∫
S1
∫
S1
|fn − f | = 0. (484)
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This concludes the proof of the claim. Now we observe that dividing the first
and the last line of (479) by t 6= 0 and letting t tend to 0, we obtain
lim
n→∞
lim sup
t→0
(
E(un ◦ φt)− E(un)
t
− E(u ◦ φt)− E(u)
t
)
= 0,
lim
n→∞
lim inf
t→0
(
E(un ◦ φt)− E(un)
t
− E(u ◦ φt)− E(u)
t
)
= 0.
(485)
For any n ∈ N, since un is smooth, E(u ◦ φt) is differentiable, therefore
lim
n→∞
d
dt
∣∣∣∣
t=0
E(un ◦ φt) + lim sup
t→0
−E(u ◦ φt)− E(u)
t
= 0,
lim
n→∞
d
dt
∣∣∣∣
t=0
E(un ◦ φt) + lim inf
t→0
−E(u ◦ φt)− E(u)
t
= 0.
(486)
Therefore E(u ◦ φt) is differentiable in t in 0, and
d
dt
∣∣∣∣
t=0
E(un ◦ φt)→ d
dt
∣∣∣∣
t=0
E(u ◦ φt) (487)
as n→∞.
In the next Lemma, we will use the previous results to obtain a characteriza-
tion of stationary points of the energy (462) in terms of their Fourier coefficients.
Lemma 4.17. Let u ∈ H 12 (S1,Rm). Then u is a stationary point of E if and
only if for any k ∈ N>0 ∑
a,b∈N>0,
a+b=k
aû(a) ·Cm bû(b) = 0. (488)
where ·Cm denotes the C-scalar product in Cm.
Proof. First assume that u ∈ H 12 (S1) is a stationary point of E. Let (un)n be
a sequence in C∞(S1,Rm) approximating u in H
1
2 (S1) and almost everywhere
(such a sequence exists by Lemma A.7). For any n ∈ N we have, by Lemma 4.7,
Aun =div 14
[
2(−∆) 14un(x)u′(y)
]
+
d
dx
[∣∣∣(−∆) 14u∣∣∣2]
=2(−∆) 12un · u′n − 2(−∆)
1
4un · (−∆) 14un + 2(−∆) 14 un · (−∆) 14u′n
=2(−∆) 12un · u′n
(489)
as distributions. Since u is a stationary point of E, Lemma 4.15 implies that
Au[X ] = 0 for any smooth vector field X on S
1, and therefore Au = 0 as a
distribution. By Lemmas 4.16 and 4.15, Aun → Au in the sense of distributions,
therefore
2(−∆) 12un · u′n → 0 (490)
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as distributions, as n→∞. For any n ∈ Z, let vn := (−∆) 12un and let
vn+ :=
∑
k>0
v̂n(k)e
ik· vn− :=
∑
k<0
v̂n(k)e
ik· (491)
(where the convergence takes place in L2(S1); observe that v̂n(0) = 0). Since
vn takes values in R
m, for any k ∈ Z v̂n(k) = v̂n(−k). Therefore, by (79),
(−∆) 12un · u′n =vn ·Hvn = −i(vn+ + vn+) · (vn+ − vn+)
=− i (vn+ ·Cm vn+ − vn+ ·Cm vn+) ,
(492)
where H denotes the Hilbert transform. Thus (490) implies
vn+ ·Cm vn+ − vn+ ·Cm vn+ → 0 as distributions (493)
as distributions, as n→∞. For any k ∈ N>0, we can take e−ik· as test function;
we obtain ∫
S1
vn+ · vn+(x)e−ikxdx−
∫
S1
vn+ · vn+(x)e−ikxdx→ 0 (494)
as n→∞. The second integral in (494) vanishes, as vn+ ·Cm vn+ consists only
of negative frequencies. The first integral is equal to
√
2πF (vn+ ·Cm vn+)(k) =
√
2π
∑
a,b∈N,
a+b=k
v̂n(a) ·Cm v̂n(b)
=
√
2π
∑
a,b∈N,
a+b=k
aûn(a) ·Cm bûn(b).
(495)
Since un → u in H 12 (S1), ûn(k) → û(k) as n → ∞ for all k ∈ Z. Therefore,
(494) implies that ∑
a,b∈N>0,
a+b=k
aû(a) ·Cm bû(b) = 0. (496)
This shows the first implication. For the converse, let u ∈ H 12 (S1) so that (488)
holds. Let (un)n be a sequence in C
∞(S1) converging to u in H
1
2 (S1). For any
n ∈ N let vn, vn+, vn− be defined as before. Then, for any k ∈ N>0
F (vn+ ·Cm vn+)(k) =
∑
a,b∈N,
a+b=k
aûn(a) ·Cm bûn(b)→ 0 (497)
as n→∞. Since for any n ∈ N vn+ ·Cm vn+ consists only of positive frequencies,
and since for any k ∈ N>0 F (vn+ ·Cm vn+)(k) = F (vn+ ·Cm vn+)(−k), it follows
from (497) that for any k ∈ Z,
F (vn+ ·Cm vn+)(k)−F (vn+ ·Cm vn+)(k)
=F (vn+ ·Cm vn+)(k)−F (vn+ ·Cm vn+)(−k)→ 0
(498)
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as n → ∞ (here we exploit the fact that if k > 0, the second term vanishes,
while if k < 0, the first one does). By (492), this implies that for any k ∈ Z
Aun [e
−ik·] = 2F
(
(−∆) 12un · u′n
)
(k)→ 0 (499)
as n → ∞ (here we used the notation introduced in (465) and computation
(489)). Since, by Lemmas 4.16 and 4.15, Aun → Au in the sense of distributions,
we obtain that
Au[e
−ik·] = 0 (500)
for any k ∈ Z. We claim that this is equivalent to Au = 0 in the sense of
distributions, which by (466) implies that u is a stationary point of E. To prove
the claim, let φ ∈ C∞(S1,Rm) and for any n ∈ N let φn := Dn ∗ φ, where Dn
is the nth-Dirichlet kernel. Then, as Au is linear, by (500) Au[φn] = 0 for any
n ∈ N. Since Au ∈ A1(S1)∗ by Lemma 4.15, to prove the claim it is enough to
show that φn → φ in A1(S1). In fact, for any n ∈ N
‖φn − φ‖A1 =
∑
|k|≥n+1
∣∣∣φ̂(k)∣∣∣ |k| = ∑
|k|≥n+1
∣∣∣∣∣ φ̂(3)(k)k3
∣∣∣∣∣ |k|
≤‖φ(3)‖L1
∑
|k|≥n+1
1
|k|2 ,
(501)
and the expression on the right of (501) tends to 0 as n → 0. This concludes
the proof of the claim.
Remark 14. Since u takes values in Rm, for any k ∈ N v̂n(k) = v̂n(−k).
Therefore, for any k ∈ Z<0, (488) is equivalent to∑
a,b∈Z<0,
a+b=k
aû(a) ·Cm bû(b) = 0. (502)
Remark 15. Let u ∈ H 12 (S1,Rm); for any a ∈ Z let
αa = Re(û(a)) βa := Im(û(a)). (503)
Then for any k ∈ N>0 the left hand side of Equation (488) can be rewritten as∑
a,b∈N>0
a+b=k
ab(αaαb − βaβb), (504)
while its imaginary part can be rewritten as∑
a,b∈N>0
a+b=k
ab(αaβb − αaβb). (505)
The fact that the quantities in (504) and (505) vanish for any k ∈ N>0 if u is a
stationary point of E was first published by F. Da Lio in [3] (Proposition 1.2),
and was also obtained in the work of preparation of [1].
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In the following, we will show that the harmonic extension in D2 of station-
ary point of E in H
1
2 (S1) is conformal in D2. This result was first obtained in
[2] and [15]. First we will show how the characterization of stationary points o
the energy (462) in terms of their Fourier coefficients (Lemma 4.17), combined
with an important property of the Hopf differential (Lemma 4.19), can be used
to obtain the desired result (Proposition 4.21). We will then give another proof
of the result (Proposition 4.22), based on a variational characterization of con-
formal maps (Proposition 4.24) and an approximation argument obtained from
Lemmas 4.15 and 4.16.
In order to study the properties of harmonic maps in D2, we fix the following
conventions: for any u ∈ H1(D2) let
[u]H˙1 := ‖∇u‖L2(D2) (506)
and
‖u‖H1 := ‖u‖L2(D2) + ‖∇u‖L2(D2). (507)
where ∇u denotes the distributional gradient of u.
Lemma 4.18. Let u ∈ H 12 (S1,Rm). Then u is a stationary point of E in
H
1
2 (S1) if and only if its harmonic extension u˜ obeys
∂θu˜ · ∂ru˜ = 0 in D2. (508)
Proof. Assume first that u is a stationary point of E. We recall that the har-
monic extension of u is given by u˜(r, θ) = Pr ∗ u(θ), where Pr is the Poisson
kernel introduced in (89). Let s ∈ (0, 1) and let us := Ps ∗ u. As in (491), let
vs := (−∆) 12us and
vs+ :=
∑
k>0
v̂s(k)e
ik· vs− :=
∑
k<0
v̂s(k)e
ik· (509)
(where the convergence takes place in L2(S1)). Then, for any θ ∈ S1,
∂ru˜(s, θ) · ∂θu˜(s, θ) = 1
s
(−∆) 12us(θ) · ∂θus(θ) = 1
s
vs(θ) ·Hvs(θ)
=
−1
s
(vs+ + vs+)(θ) · i(vs+ − vs+)(θ) =
−i
s
(vs+ ·Cm vs+ − vs− ·Cm vs+)(θ),
(510)
where we used the fact that v̂s(0) = 0, and that u, and thus u˜, take values
in Rm. Now we observe that for any k ∈ Z≤0, F (v+ ·Cm v+) (k) = 0, as v+
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consists only of positive frequencies. Moreover, for any k ∈ Z>0,
F (vs+ ·Cm vs+) (k) =
∑
a,b∈N>0,
a+b=k
v̂s(a) ·Cm v̂s(b)
=
∑
a,b∈N>0,
a+b=k
aP̂s(a)û(a) ·Cm bP̂s(b)û(b)
=
∑
a,b∈N>0,
a+b=k
asaû(a) ·Cm bsbû(b)
=sk
∑
a,b∈N>0,
a+b=k
aû(a) ·Cm bû(b) = 0,
(511)
where the last equality follows from Lemma 4.17. Therefore, for any s ∈ (0, 1),
vs+ ·Cm vs+ = 0. (512)
Thus, by (510),
∂ru˜ · ∂θu˜ = 0 in D2. (513)
This shows the first implication. To show the converse, let u ∈ H 12 (S1,Rm) so
that (508) holds. We will show that (488) holds as well. By Lemma 4.17, this
will conclude the proof.
For any s ∈ (0, 1), k ∈ Z>0, by (508), (510) and (511)
0 =F (∂θu˜ · ∂ru˜(s, ·)) (k) = −i
s
F (vs+ ·Cm vs+) (k)
=
−i
s
∑
a,b∈N>0
a+b=k
saaû(a) ·Cm sbbû(b) = −isk−1
∑
a,b∈N>0
a+b=k
aû(a) ·Cm bû(b), (514)
therefore (488) holds.
We recall that a weakly harmonic function u in H1(D2) satisfies (508) if and
only if
|∂θu˜| = 1
r2
|∂ru˜| in D2. (515)
This can be shown by means of the Hopf differential.
Definition 4.5. Let u ∈ H1(D2,Rm). The Hopf differential of u is the form
H (u) =
∂u
∂z
·C ∂u
∂z
dz ⊗ dz. (516)
We remark that in polar coordinates, the Hopf differential of a function
u ∈ H1(D2) is given by
H (u)(z) =
z
4r2
[
|∂ru(z)|2 − 1
r2
|∂θu(z)|2 − 2i∂ru(z) · 1
r
∂θu(z)
]
dz ⊗ dz (517)
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for any z ∈ D2, where z = reiθ . One of the most useful properties of the Hopf
differential is given by the following Lemma.
Lemma 4.19. (Lemma 1.1 in [24]) Assume that u ∈ H1(D2,Rm) is a station-
ary point of the energy ED2 introduced in (463), in the sense that if X is a
compactly supported smooth vector field on D2, and φt is its flow, then
d
dt
∣∣∣∣
t=0
ED2(u ◦ φt) = 0. (518)
Then H (u) is holomorphic in D2, in the sense that h : z 7→ ∂u
∂z
·Cm ∂u∂z is an
holomorphic function in D2.
We will use this result to show that (508) is equivalent to (515) if u is weakly
harmonic. For this, we first recall that if a function u ∈ H1(S1) is a critical point
of ED2 in H
1(S1) (or equivalently u solves ∆u = 0 in the weak sense), then u
is smooth in D2 and therefore is also a stationary point of ED2 . Indeed, if u is
a smooth function on D2 and φt is the flow of a compactly supported smooth
vector field X on D2, by Taylor’s Theorem we have for any t ∈ R, x ∈ D2
d(u ◦ φt)(x) =du ◦ φt(x)dφt(x)
=du(x) + td(du)(x)X(x) + tdu(x)dX(x) + OL∞(t
2)
=d(u+ tduX)(x) + OL∞(t
2).
(519)
Thus, if u is a critical point of ED2 ,
d
dt
∣∣∣∣
t=0
ED2(u ◦ φt) =
d
dt
∣∣∣∣
t=0
ED2(u + tduX) = 0. (520)
Lemma 4.20. Let u ∈ H1(D2) be weakly harmonic, i.e. assume that u solves
∆u = 0 in the weak sense. Then the following conditions are equivalent:
1. h1 := ∂θu · ∂ru ≡ 0 in D2,
2. h2 := |∂ru|2 − 1r2 |∂θu|2 ≡ 0 in D2,
3. H (u) ≡ 0 in D2.
Proof. By the discussion before the Lemma, if u ∈ H1(S1) is weakly harmonic
in D2, then u is smooth in D2 and it is a stationary point of ED2 . Therefore
by Lemma 4.19 its Hopf differential is holomorphic in D2. By (517), this means
that the function h defined by
h(z) =
z
4r2
[
|∂ru(z)|2 − 1
r2
|∂θu(z)|2 − 2i∂ru(z) · 1
r
∂θu(z)
]
(521)
for any z ∈ D2 is an holomorphic function on D2. In particular, h is bounded
in 12D
2. Therefore the function f(z) := zh(z) is still holomorphic in D2 and
f(0) = 0. Now we observe that
f(z) =
1
4
(h2(z)− 2i
r
h1(z)), (522)
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and therefore
Re(f(z)) =
1
4
h2(z), Im(f(z)) = − 1
2r
h1(z) (523)
for any z ∈ D2. Thus if h2 ≡ 0, then Re(f) ≡ 0, and thus, by the Cauchy-
Riemann equations, f is constant, but since f(0) = 0, f must be equal to 0 in
D2, so that h ≡ 0 in D2 and therefore H (u) ≡ 0 in D2. Similarly, if h1 ≡ 0,
then Im(f) ≡ 0 so that f must be constant. Thus one can conclude as before
that H (u) ≡ 0 in D2. Conversely, if H (u) ≡ 0 in D2, then f ≡ 0 on D2. Thus
both its real and imaginary part vanish on D2, therefore h1 ≡ 0 and h2 ≡ 0 on
D2.
Combining Lemma 4.18 and 4.20 we obtain the desired result:
Proposition 4.21. Let u ∈ H 12 (S1,Rm). Then u is a stationary point of the
energy (462) if and only if its harmonic extension in D2 is conformal.
We now gives another proof of Proposition 4.21, based on a variational char-
acterisation of conformal maps (Proposition 4.24). We observe that in the proof
of Proposition 4.24 it is used again the fact that the Hopf differential of a sta-
tionary point of ED2 is holomorphic.
Proposition 4.22. Let u ∈ H 12 (S1,Rm). Then u is a stationary point of the
energy (462) if and only if its harmonic extension in D2 is conformal.
Proof. We follow the proof of Theorem 2.2 in [4]: let (un)n be a sequence in
C∞(S1,Rm) approximating u in H
1
2 (S1). We denote (u˜n)n the sequence of the
corresponding harmonic extensions. Then, by Lemma A.9, u˜n converges to u˜ in
H1(D2) and, up to a subsequence, a.e. as n → ∞. Now we claim that for any
smooth vector field X˜ on D2 such that X˜(z) · z = 0 for z ∈ ∂D2, there holds
d
dt
∣∣∣∣
t=0
∫
D2
∣∣∣∇u˜(z + tX˜(z))∣∣∣2 dz = 0. (524)
Let n ∈ N and let X˜ be a smooth vector field on D2 such that X˜(z) · z = 0 for
z ∈ ∂D2. For all z ∈ ∂D2, let Yn(z) := du˜n(z) · X˜(z) = dun(z) · X˜(z), and since
u˜n is harmonic in D
2,∫
D2
∇u˜n(z)·∇Yn(z)−
∫
D2
div(∇u˜n ·Yn)(z)dz = −
∫
D2
∆u˜(z)Y (z)dz = 0 (525)
by Gauss’ Theorem. Therefore
d
dt
∣∣∣∣
t=0
∫
D2
|∇u˜n(z + tX˜(z))|2dz =
∫
D2
∇u˜n(z) · ∇Yn(z)dz
=
∫
D2
div(∇u˜n · Yn)(z)dz
=
∫
∂D2
∂ru˜n(x) · Yn(x)dx
=
∫
S1
(−∆) 12 un(x)u′n(x)X˜(x)dx.
(526)
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By (490), the last expression converges to 0 as n→∞. By Lemma 4.23,
d
dt
∣∣∣∣
t=0
∫
D2
|∇u˜(z + tX˜(z))|2dz = lim
n→∞
d
dt
∣∣∣∣
t=0
∫
D2
|∇u˜n(z + tX˜(z))|2dz = 0.
(527)
This completes the proof of the claim. The Proposition now follows from Propo-
sition 4.24.
Lemma 4.23. Let u ∈ H1(D2,Rm) and let (un)n be a sequence in C∞(D2,Rm)
approximating u in H1(D2) and a.e.. Let X be a smooth vector field on D2 such
that X(x) · x = 0 for x ∈ ∂D2 and let φt denote its flow. Then
lim
n→∞
d
dt
∣∣∣∣
t=0
∫
D2
|∇un ◦ φt|2 = d
dt
∣∣∣∣
t=0
∫
D2
|∇u ◦ φt|2. (528)
Proof. Let n ∈ N and let X and φt be like in the assumptions of the Lemma.
We compute, for any t ∈ R,
|E(un ◦ φt)− E(un)− (E(u ◦ φt)− E(u))|
=
∣∣∣∣∫
D2
|dun(φt(x))dφt(x)|2 − |dun(x)|2 −
(|du(φt(x))dφt(x)|2 − |du(x)|2) dx∣∣∣∣
=
∣∣∣∣∫
D2
(|dun(x′)dφt(φ−t(x′))|2 − |dun(x′)dφt(φ−t(x′))|2) |det(dx′φ−t(x′))|dx′
−
∫
D2
|dun(x)|2 − |du(x)|2dx
∣∣∣∣
≤
∫
D2
∣∣|dun(x)dφt(φ−t(x))|2 − |du(x)dφt(φ−t(x))|2∣∣ ||det(dφ−t(x))| − 1| dx
+
∫
D2
∣∣|dun(x)dφt(φ−t(x))|2 − |du(x)dφt(φ−t(x))|2
− (|dun(x)|2 − |du(x)|2)∣∣ dx.
(529)
Now we observe that for any fixed 0 < δ ≤ 1 for |t| ≤ δ, by the mean value
theorem, for any x ∈ D2
||det(dφ−t(x))| − 1| ≤ |t| sup
|t|≤δ,x′∈D2
|∂t det(φ−t(x′))| , (530)
and
|dφt(φ−t(x)) − Id(x)| ≤ |t| sup
|t|≤δ,x′∈S1
|∂tdφt(φ−t(x′))| , (531)
where Id(x) denotes the identity map from TxS
1 to itself. We set
C1 := sup
|t|≤δ,x∈D2
|∂t det(φ−t(x))| , C2 := sup
|t|≤δ,x∈D2
|∂tdφt(φ−t(x))| . (532)
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Moreover, for any x ∈ D2
|dun(x)dφt(φ−t(x))|2 − |du(x)dφt(φ−t(x))|2 − (|dun(x)|2 − |du(x)|2)
=dun(x)(dφt(φ−t(x)) + Id(x)) · dun(x)(dφt(φ−t(x)) − Id(x))
− du(x)(dφt(φ−t(x)) + Id(x)) · du(x)(dφt(φ−t(x)) − Id(x))
=(dun(x)− du(x))(dφt(φ−t(x)) + Id(x)) · dun(x)(dφt(φ−t(x)) − Id(x))
+ du(x)(dφt(φ−t(x)) + Id(x)) · (dun(x)− du(x))(dφt(φ−t(x)) − Id(x)),
(533)
Now let ε > 0. If n is so large that ‖u− un‖H1 ≤ ε, if |t| ≤ δ, we obtain∫
D2
∣∣|dun(x)dφt(φ−t(x))|2 − |du(x)dφt(φ−t(x))|2 − (|dun(x)|2 − |du(x)|2)∣∣ dx
≤
∫
D2
|dun(x)− du(x)|(|t|C2 + 2)||dun(x)|C2
+ |du(x)|(|t|C2 + 2)|dun(x)− du(x)||t|C2dx
≤2‖dun − du‖L2(|t|C2 + 2)(‖du‖L2 + ε)|t|C2 ≤ |t|C3‖u− un‖H1 ,
(534)
where C3 := 2(C2 + 2)C2(‖u‖2H1 + ε).
Similarly, if n is large enough, if |t| ≤ δ we obtain∫
D2
∣∣|dun(x)dφt(φ−t(x))|2 − |du(x)dφt(φt(x))|2∣∣ dx
=
∫
D2
|(dun(x) + du(x))dφt(φ−t(x)) · (dun(x)− du(x))dφt(φ−t(x))|dx
≤‖dun + du‖L2(|t|C2φ + 2)‖dun − du‖L2(|t|C2 + 2) ≤ C4‖u− un‖H1 ,
(535)
where C4 := (2‖u‖H1 + ε)(C2 + 2), and therefore∫
D2
∣∣dun(x)dφt(φ−t(x))|2 − |du(x)dφt(φ−t(x))|2∣∣ ||det(dφ−t(x))| − 1|dx
≤C1φC4φ|t|‖u− un‖H1 .
(536)
Thus if n is large enough and |t| ≤ δ there holds
|ED2(un ◦ φt)− ED2(un)− (ED2 (u ◦ φt)− ED2(u))| ≤ C|t|‖u− un‖H1 . (537)
for some constant C depending on X and u. Starting from equation (537) and
arguing as in the last part of the proof of Lemma 4.16, we conclude that the
map t 7→ ED2(u ◦ φt) is differentiable in in 0, and
d
dt
∣∣∣∣
t=0
E(un ◦ φt)→ d
dt
∣∣∣∣
t=0
E(u ◦ φt) (538)
as t→ 0. This concludes the proof of the Lemma.
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Proposition 4.24. (Proposition V.3 in [19]) Let u˜ in H1(D2,Rm). Then u˜ is
conformal in D2 if and only if u˜ satisfies
d
dt
∣∣∣∣
t=0
∫
D2
|∇u˜t(x)|2dx = 0, (539)
where u˜t(x) := u˜(x + tX(x)) for any x ∈ D2, for every X ∈ C∞(D2,R2) such
that X(z) · z = 0 for z ∈ ∂D2.
Remark 16. We recall that if u ∈ H 12 (S1,M ), for some smooth closed manifold
M , is a critical point of E in H
1
2 (S1,M ), i.e. if u is an 12 -harmonic map in
H
1
2 (S1,M ), then u ∈ C∞(S1) (see [18], Appendix E). Therefore any such u is
a fortiori also a stationary point of E, and all results of this section apply to it.
In order to simplify the characterization of stationary points u of the en-
ergy (462) in terms of the distribution Au introduced in Lemma 4.15, we now
introduce a fractional analogous of the Hopf differential.
Definition 4.6. For u ∈ H 12 (S1) let v := (−∆) 12u ∈ H− 12 (S1) and let v+ the
distribution whose Fourier coefficients are given by
v̂+(k) =
{
v̂(k) if k ≥ 1
0 if k ≤ 0 (540)
We define the 12-fractional differential of u to be
H 1
2
(u) := v+ ·Cm v+, (541)
where ·Cm denotes the C-scalar product in Cm, corresponding to the convolution
of the Fourier coefficients.
In the following Lemma we prove that H 1
2
(u) is a well defined distribution.
Lemma 4.25. For any u ∈ H 12 (S1), H 1
2
(u) is a well defined element of
H˙−3(S1), and the map
H 1
2
: H
1
2 (S1)→ H−3(S1), u 7→ H 1
2
(u) (542)
is continuous.
Proof. For any u ∈ H 12 (S1), let v := (−∆) 12 u and let v+ be the distribution
defined in (540). First we observe that for any k ∈ Z
|v̂(k)|2 = |k|2|û(k)|2 ≤ |k|2[u]2
H˙
1
2
|k|−1 = [u]2
H˙
1
2
|k|. (543)
Therefore for any k ∈ Z>0
|F (v+ ·Cm v+)(k)| =
∣∣∣∣∣∣∣∣
∑
a,b∈N>0
a+b=k
v̂(a) ·Cm v̂(b)
∣∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣
∑
a,b∈N>0
a+b=k
[u]2
H˙
1
2
|m| 12 |n| 12
∣∣∣∣∣∣∣∣
≤k[u]2
H˙
1
2
k
1
2 k
1
2 ≤ [u]2
H˙
1
2
k2
(544)
93
We conclude that∥∥∥H 1
2
(u)
∥∥∥2
H−3
=
∑
k∈Z>0
|F (v+ · v+) (k)|2 (1 + |k|2)−3 ≤
∑
k∈Z>0
[u]4
H˙
1
2
k4(1 + |k|2)−3
≤[u]4
H˙
1
2
∑
k∈Z>0
k−2 =
π2
3
[u]4
H˙
1
2
.
(545)
To see the analogy between the Hopf differential H and the 12 -fractional
Hopf differential H 1
2
consider u ∈ C∞(S1). In this case, H (u) (as a function)
extends continuously to D2 and H 1
2
(u) is a smooth complex-valued function on
S1. We compute
Re
(
H 1
2
(u)
)
=
1
4
[|v+ + v+|2 − |−i(v+ − v+)|2] = 1
4
[|v|2 − |Hv|2]
=
1
4
[
|(−∆) 12u|2 − |u′|2
]
=
1
4
[|∂ru˜|2 − |∂θu˜|2] ∣∣∣∣
∂D2
.
(546)
and
Im(H 1
2
(u)) =
1
2i
(v+ · Cmv+ − v+ ·Cm v+) = 1
2i
(v+ + v+) ·Cm (v+ − v+)
=
1
2
v ·Hv = 1
2
(−∆) 12 u · u′ = −1
2
∂ru˜ · ∂θu˜
∣∣∣∣
∂D2
,
(547)
where ”·” denotes the R-scalar product in Rm. Therefore, in this case, H 1
2
(u)
coincides -up to multiplication by−z- with the restriction of the Hopf differential
H (u˜) to ∂D2, where u˜ is the harmonic extension of u.
Next we show how the 12 -fractional Hopf differential can be used to characterize
stationary points of the energy (462) in a simple way, and thus to reformulate
in a simpler way the proof of the fact that for any u ∈ H 12 (S1,Rm), u is a
stationary point of the energy (462) if and only if its harmonic extension in
D2 is conformal. A key observation for the proof of the following result is that
H 1
2
(u) consists only of positive frequencies; therefore Re[H 1
2
(u)] vanishes if and
only if Im[H 1
2
(u)] vanishes.
Theorem 4.26. Let u ∈ H 12 (S1) and let u˜ be its harmonic extension. Then
the following statements are equivalent:
1. 1
r
|∂θu˜| = |∂ru˜| in D2,
2. ∂θu˜ · ∂ru˜ = 0 in D2,
3. H 1
2
(u) = 0,
4. u is a stationary point of E.
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In particular, u is a stationary point of the energy (462) if ad only if u˜ is
conformal in D2.
Proof. First we show that 1. is equivalent to 3., let’s denote u˜ the harmonic
extension of u, and for any r ∈ (0, 1) let ur(θ) := u˜(r, θ) for any θ ∈ S1. Also,
let vr := (−∆) 12ur and vr+ :=
∑
k∈Z>0 v̂r(k)e
ik·. Then for any r ∈ (0, 1)
1
r2
|∂θu˜(·, r)|2 − |∂ru˜(·, r)|2 = 1
r2
(
|u′r|2 − |(−∆)
1
2 ur|2
)
=
1
r2
(|vr+ + vr+|2 − |vr+ − vr+|2) = 4r2Re(vr+ ·Cm vr+).
(548)
Now we observe that for any k ∈ Z v̂r(k) = |k|ûr(k) = |k|rkû(k), therefore for
any k ∈ Z
F (vr+ ·Cm vr+) (k) =
∑
a,b∈Z>0
a+b=k
rkabû(a) ·Cm û(b) = rkF
(
H 1
2
(u)
)
(k). (549)
As vr+ ·Cm vr+ consists only of positive coefficients, its real part vanishes if and
only if all its Fourier coefficients vanish. Therefore 1
r
|∂θu˜| = |∂ru˜| in D2 if and
only if H 1
2
(u) = 0. Now we show that 2. is equivalent to 3.. For any r ∈ (0, 1),
∂θu˜(·, r) · ∂ru˜(·, r) =1
r
u′r · (−∆)
1
2ur
=
1
r
Hvr · vr = − i
r
(vr+ − vr+) · (vr+ + vr+)
= − i
r
(vr+ ·Cm vr+ − vr+ ·Cm vr+) = 2Im(vr+ ·Cm vr+).
(550)
Again, since vr+ ·Cm vr+ consists only of positive frequencies, its imaginary
part vanishes if and only if all its Fourier coefficients vanish. Thus, by (549),
∂θu˜ · ∂ru˜ = 0 in D2 if and only if H 1
2
(u) = 0, therefore 2. is equivalent to 4..
This concludes the proof of the Lemma.
Finally, by Lemma 4.18, u is a stationary point of E if and only if (508)
holds.
Corollary 4.27. Let u ∈ H1(D2) so that
∆u = 0 in the weak sense in D2. (551)
Let u := Tr(u). Then the following conditions are equivalent:
1. 1
r
|∂θu| = |∂ru| in D2,
2. ∂θu · ∂ru = 0 in D2,
3. H 1
2
(u) = 0,
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4. u is a stationary point of E.
In particular, if any of these conditions hold, then u is conformal in D2.
Proof. By Lemmas A.8 and A.9, u is the harmonic extension of u. Therefore
the result follows directly from Theorem 4.26.
5 Pohozaev identities
In this section, we aim to give an analogous formula to the Pohozaev identity
for functions u ∈ H 12 (R) satisfying{
(−∆) 12 u = f(u) weakly in Ω
u = 0 in Ωc.
(552)
Here, f : R→ R is a function in C1,α(R) for some α > 0, and Ω ⊂ R is an open
bounded interval.
First we recall the analogous local Cauchy problem in two dimension:{
∆u = f(u) weakly in Ω
u = 0 on ∂Ω.
, (553)
where f ∈ C1(R,R) and Ω is a bounded domain in R2 with C1 boundary. If
u ∈ C2(Ω) ∩ C1(Ω) satisfies (553), then the following Pohozaev identity holds:∫
Ω
x · ∇F (u)(x)dx =
∫
∂Ω
x · ∇u(x)∂νu(x)dx−
∫
∂Ω
x · ν(x) |∇u(x)|
2
2
dx, (554)
where F is the primitive function of f such that F (0) = 0, ν(x) is the the
unit outward normal to ∂Ω at x for any x ∈ ∂Ω, and ∂ν denotes the derivative
in direction ν(x). For convex domains Ω containing the origin, the Pohozaev
identity (554) can be deduce from the conformal invariance of the Dirichlet
energy as follows. First we observe that by the divergence theorem∫
Ω
x · ∇F (u)(x)dx =
∫
Ω
x · ∇u(x)∆u(x)dx
=
d
dλ
∣∣∣∣
λ=1−
∫
Ω
uλ(x)∆u(x)dx
=
d
dλ
∣∣∣∣
λ=1−
[∫
∂Ω
uλ(x)∇u(x) · ν(x)dx −
∫
Ω
∇uλ(x) · ∇u(x)dx
]
,
(555)
where the derivatives has to be interpreted as a left derivatives. Next we observe
that by Leibnitz rule
d
dλ
∣∣∣∣
λ=1−
∫
Ω
∇uλ(x) · ∇u(x)dx = 1
2
d
dλ
∣∣∣∣
λ=1−
∫
Ω
|∇uλ(x)|2dx, (556)
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and since the Dirichlet energy is conformally invariant, for any λ > 0∫
1
λ
Ω
|∇uλ(x)|2dx =
∫
Ω
|∇u(x)|2dx, (557)
and thus
d
dλ
∣∣∣∣
λ=1−
∫
Ω
|∇uλ(x)|2dx =− lim
λ→1−
∫
1
λ
ΩrΩ
|∇uλ(x)|2
λ− 1 dx
=
∫
∂Ω
x · ν(x)|∇u(x)|2dx.
(558)
Therefore∫
Ω
x ·∇F (u)(x)dx =
∫
∂Ω
x ·∇u(x)∂νu(x)dx− 1
2
∫
∂Ω
x · ν(x)|∇u(x)|2dx. (559)
This concludes the proof of identity (554). In analogy to the local case and
to the Pohozaev identities (434) and (452), we would like to find an explicit
expression for ∫
Ω
x(−∆) 12 u(x)u′(x)dx, (560)
i.e. the integral of the product of the ”generator of dilations in the domain”
d
dλ
∣∣
λ=1
u(λx) = u′(x)x with the left hand side of Equation (552), for functions u
solving (552). To this end we will make use of the invariance of the half Dirichlet
energy under conformal variations of the domain, in particular under dilations.
In fact, since the half Dirichlet energy satisfies (441) with X(x) = x for any
x ∈ R, we have
0 =
d
dλ
∣∣∣∣
λ=1
∫
R
∣∣∣(−∆) 14uλ(x)∣∣∣2 dx = 2 d
dλ
∫
R
(−∆) 14uλ(x)(−∆) 14 u(x)dx
=2
d
dλ
∫
R
uλ(x)(−∆) 12 u(x)dx
(561)
if we assume that we can invert the order of differentiation and integration, and
therefore∫
Ω
xu′(x)(−∆) 12u(x)dx =− d
dλ
∣∣∣∣
λ=1
∫
Ωc
uλ(x)(−∆) 12u(x)dx
=− d
dλ
∣∣∣∣
λ=1
∫
( a
λ
, b
λ
)r(a,b)
uλ(x)(−∆) 12 u(x)dx,
(562)
where we denoted a and b the boundary points of Ω and where we assumed
again that is possible to invert the order of differentiation and integration13.
13We will see in the proof of Theorem 5.8 that it is possible to follow the idea outlined above
for the left derivative in λ. In this case the first Equality in (562) holds up to a multiplicative
constant.
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Thus we see that the quantity in (560) only depends on the values of u and
(−∆) 12u in an arbitrary small neighbourhood of the boundary points a and b.
For this reason, in the following we will try to compute the asymptotics of u(x)
and (−∆) 12 u(x) for x approaching the boundary points a and b.
A similar argument can be used to show that the quantity∫
Ω
(−∆) 12u(x)u′(x)dx, (563)
which we can regard as the integral of the product of the ”generator of trans-
lation” d
dλ
∣∣
λ=1
u(x+ λ) = u′(x) with the left hand side of Equation (552), only
depends on the values of u and (−∆) 12u in an arbitrary small neighbourhood
of the boundary points a and b. Both results discussed here will be proved in
Theorem 5.8.
We remark that in the previous arguments we didn’t use directly the fact that
u satisfies Equation (552). However, we will see that this assumption ensures
that u is regular enough to carry out in a rigorous way the arguments sketched
above (see also Remark 19).
Before entering into the details of the argument, we make some observations
about solutions u of the Cauchy problem (661). For the following, let n ∈ N>0
and let Ω ⊂ Rn be a bounded open subset.
Lemma 5.1. Let f : R→ R be a C1 function. Let p ≥ 1 such that
1
2
− 1
p
≤ s
n
, (564)
and assume that for any x ∈ R
|f ′(x)| ≤ C(1 + |x|p) (565)
for some constant C. Let s ∈ (0, 1). Then u ∈ Hs(Rn) solves{
(−∆)su = f(u) weakly in Ω
u = 0 in Ωc
(566)
if and only if u is a critical point of the functional
E(u) =
∫
Ω
1
2
∣∣(−∆) s2 u(x)∣∣2 − F (u(x))dx, (567)
where F is the primitive function of f such that F (0) = 0; i.e. for any φ ∈
C∞0 (Ω),
d
dt
∣∣∣∣
t=0
E(u+ tφ) = 0. (568)
Proof. Let φ ∈ C∞0 (Ω). Then for any t ∈ R, x ∈ Ω,
F (u(x)+ tφ(x)) = F (u)(x)+ tf(u)(x)φ(x)+ t2f ′(u(x)+ tsx,tφ(x))φ2(x), (569)
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for some sx,t ∈ (0, 1) depending on x and t. By Sobolev’s Embedding, if p is
chosen as in the assumptions, Hs(Rn) →֒ Lploc(Rn). Therefore, since f satisfies
(565), there holds∫
Ω
F (u(x) + tφ(x))dx =
∫
Ω
[F (u(x)) + tf(u(x))φ(x)]dx + o(t). (570)
Thus
E(u+ tφ) =
∫
Ω
1
2
∣∣(−∆) s2u(x)∣∣2 + t(−∆) s2u(x)(−∆) s2φ(x) + t2 1
2
∣∣(−∆) s2φ(x)∣∣2
− F (u(x))− tf(u(x))φ(x)dx + o(t)
(571)
This implies that
d
dt
∣∣∣∣
t=0
E(u + tφ) =
∫
Ω
(−∆) s2u(x)(−∆) s2φ(x) − f(u(x))φ(x)dx. (572)
Now u solves (566) in the sense of distributions if and only if the right hand
side of (572) vanishes for any φ ∈ C∞0 (Ω) and u is a critical point of E if and
only if the left hand side of (572) vanishes for any φ ∈ C∞0 (Ω). This concludes
the proof of the Lemma.
We also recall some regularity results for solutions of the Cauchy problem
(552). These will be useful in the proof of equation (665).
Proposition 5.2. (see the proof of Proposition 2.8 in [26]) Let s ∈ (0, 1),
let u ∈ Hs ∩ L∞(Rn) be a weak solution of (−∆)su = f(u) in B1(0), where
f ∈ C0,α(Rn) for some α ∈ (0, 1]. Assume that α+ 2s is not an integer. Then
‖u‖Cα+2s(B 1
2
(0)) ≤ C(‖f‖Cα(B1(0)) + ‖u‖L∞(Rn)), (573)
with a constant C depending only on α, s and n.
Proposition 5.3. (Proposition 1.1 in [22]) Let s ∈ (0, 1), let Ω ⊂ Rn be any
bounded C2 domain and let u ∈ Hs(Rn) be a weak solution to{
(−∆)su = f in the weak sense in Ω
u = 0 in Ωc
(574)
with f ∈ L∞(Ω). Then u ∈ Cs(Ω) and
‖u‖Cs(Ω) ≤ C‖f‖L∞(Ω), (575)
with a constant C depending only on s and n.
If we assume that f(u) ∈ L∞(Ω) in (552), Proposition 5.3 implies that
u ∈ C 12 (Ω). Then we can apply Proposition 5.2:
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Lemma 5.4. Let u ∈ H 12 (Rn) be a solution of{
(−∆)su = f(u) weakly in Ω
u = 0 in Ωc,
(576)
where Ω ⊂ Rn is an open bounded set. Assume that f ∈ C1,α(R) for some α > 0
and that f(u) ∈ L∞(R). Then for any open subset Ω˜ compactly contained in Ω,
u ∈ C2,ε(Ω˜) for some ε > 0.
Proof. As observed above, since f(u) ∈ L∞, u ∈ C 12 (Ω) by Proposition 5.3.
Thus, since f is Lipschitz, f(u) ∈ C 12 . Then, by Proposition 5.2, u ∈ C 32 (Ω1)
and therefore f(u) ∈ C1+β(Ω), where β = min{α, 12} and Ω1 is an open
subset compactly contained in Ω. In particular, u′ ∈ C 12 (Ω1) and satisfies
(−∆) 12u′ = (f(u))′ weakly, where (f(u))′ ∈ C0,β(Ω1). Thus, by Proposition
5.2, u′ ∈ C1,β(Ω2) for any open subset Ω2 compactly contained in Ω1. Now one
observes that it is possible to choose Ω1, Ω2 such that Ω˜ ⊂ Ω2. In this way
one obtain that u ∈ C1(Ω˜) and u′ ∈ C1,β(Ω˜). This concludes the proof of the
Lemma.
5.1 Asymptotics of u and (−∆) 12u around the boundary
points
In this section, we try to study the asymptotic of u and (−∆) 12u around the
boundary points a and b for solutions u ∈ H 12 (R,R) of (552). We will then
use them to give a proof of the Pohozaev identity (665). First we make some
remarks about the regularity of u:
Remark 17. Let u ∈ H 12 (R,R) be a solution of (552). By Proposition 5.3, u ∈
C
1
2 (Ω) and by Lemma 5.4, u ∈ C2(Ω˜) for any domain Ω˜ compactly contained
in Ω. Also, we claim that (−∆) 12u ∈ L1 ∩ L2,∞(R). Indeed (−∆) 12 u = f(u) in
Ω and thus in particular (−∆) 12u ∈ L2(Ω). Moreover, if x ∈ Ωc,
∣∣∣(−∆) 12u(x)∣∣∣ = ∣∣∣∣∣ 1π
∫ b
a
u(y)
|x− y|2 dy
∣∣∣∣∣ ≤ 1π
∫ b
a
[u]
C
1
2
|y − x| 12
|x− y|2 dy
≤ 1
π
[u]
C
1
2
∫ b
a
1
|y − x| 32 dy =
2
π
[u]
C
1
2
∣∣∣∣ 1|b− x| 12 − 1|a− x| 12
∣∣∣∣ ,
(577)
where we used the fact that u ≡ 0 in Ωc. Now the expression on the right of
(577) belongs to L1 ∩ L2,∞(Ωc). This completes the proof of the claim.
Then (−∆) 12u ∈ L1 ∩ L2−ε(R) for any ε > 0, and therefore u′ = H(−∆) 12u ∈
Ls(R) for any s ∈ (1, 2), since the Hilbert transform H is strong (p, p) for
p ∈ (1,∞). Since u is supported in Ω, this implies in particular that u′ ∈ L1(R).
In the following we will say that a function u belongs to C2([a, b]) if (u2)′′
is well defined on (a, b) and extends to a bounded continuous function on [a, b].
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Then also u2 and (u2)′ extends to bounded continuous functions on [a, b], and
we also denote the extensions by u2, (u2)′ and (u2)′′. The previous results
show that if f ∈ C1,α(R) for some α > 0, any solution u of (552) is in fact of
class C2 inside (a, b). Therefore, if u ∈ H 12 (R,R) satisfies Equation (552), the
assumption u ∈ C2([a, b]) is only an assumption on the regularity of u around
the boundary points a and b.
Lemma 5.5. Assume that u ∈ H 12 (R,R) is a solution of (552). Moreover
assume that u2 ∈ C2([a, b]). Let
La := lim
x→a+
u2(x)
x− a , Lb := limx→b−
u2(x)
x− b (578)
and set
αa :=
√
La, αb :=
√
−Lb. (579)
Then there exists ε > 0 and bounded functions βa, ζa, βb, ζb defined respectively
on (a, a+ ε) and (b− ε, b) such that if (u2)′(a) 6= 0 and x ∈ (a, a+ ε),
u(x) = sgn[u(x)]αa(x − a) 12 + βa(x)(x − a) 32 , (580)
and if (u2)′(b) 6= 0 x ∈ (b − ε, b),
u(x) = sgn[u(x)]αb(b− x) 12 + βb(x)(b − x) 32 . (581)
Moreover, if (u2)′(a) = 0 and x ∈ (a, a+ ε)
u(x) = ζa(x)(x − a), (582)
and if (u2)′(b) = 0 and x ∈ (b− ε, b)
u(x) = ζb(x)(b − x). (583)
Proof. First we remark that since u2 ∈ C2([a, b]), the limits La and Lb are
well defined. We will show (580) and (582); the proofs of (581) and (583) are
analogous. First assume that (u2)′(a) 6= 0. Then, since (u2)′(x) = 2u(x)u′(x)
for x ∈ (a, b) and u(a) = 0, limx→a+ u′(x) exists and is equal either to ∞ or to
−∞. Then we can choose ε > 0 such that u(x) has the same sign on (a, a+ ε).
By Taylor’s Theorem, since u2 ∈ C2([a, b]) and u(a) = 0,
u2(x) = (u2)′(a)(x− a) + (u2)′′(ξx)(x − a)2 (584)
for x ∈ (a, a + ε), for some ξx ∈ (a, a + ε) depending on x. Therefore, if
(u2)′(a) 6= 0
u(x) = sgn[u(x)]
√
(u2)′(a)(x− a) + (u2)′′(ξx)(x − a)2 (585)
for x ∈ (a, a+ ε). Then, by Taylor’s Theorem
u(x) = sgn[u(x)]
(√
(u2)′(a)(x − a) 12 + 1
2
(u2)′′(ξx)(x − a)2√
(u2)′(a)(x− a) + zx
)
(586)
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for x ∈ (a, a+ε) for some zx ∈ R depending on x, such that |zx| ≤ |(u2)′′(ξx)|(x−
a)2. By taking a smaller ε if necessary, we can ensure that the argument of the
square root remains positive and that (u2)′(a) + zx(x−a) is uniformly bounded
below by a positive constant for any x ∈ (a, a+ ε). Therefore, if we set
βa(x) := sgn(u(x))
(u2)′′(ξx)
2
√
(u2)′(a) + zx(x−a)
(587)
for any x ∈ (a, a+ ε) , βa is a bounded function and
u(x) = sgn[u(x)]αa(x− a) 12 + βa(x)(x − a) 32 , (588)
for any x ∈ (a, a+ ε). This shows (580).
In order to show (582), assume that (u2)′(a) = 0. Then (584) remains true, but
the first term is equal to zero. Therefore, if we set
ζa(x) = sgn[u(x)]
√
|(u2)′′(ξx)| (589)
for any x ∈ (a, a+ ε), ζa is bounded and we have
u(x) = ζa(x)(x − a) (590)
for any x ∈ (a, a+ ε), as desired.
Lemma 5.6. Assume that u ∈ H 12 (R,R) is a solution of (552). Moreover
assume that u2 ∈ C2([a, b]). Then there exists ε > 0 and bounded functions δa,
δb defined respectively on (a, a + ε) and (b − ε, b) such that if (u2)′(a) 6= 0, if
x ∈ (a− ε, a),
(−∆) 12 u(x) = −αa
2
(a− x)− 12 + δa(x), (591)
and if (u2)′(b) 6= 0, if x ∈ (b, b+ ε),
(−∆) 12 u(x) = −αb
2
(x− b)− 12 + δb(x), (592)
where αa, αb were defined in (579). Moreover, there exist constants Ca, Cb such
that if (u2)′(a) = 0, if x ∈ (a− ε, a)∣∣∣(−∆) 12u(x)∣∣∣ ≤ Ca |log(a− x)| + δa(x), (593)
and if (u2)′(b) = 0, if x ∈ (b, b+ ε)∣∣∣(−∆) 12u(x)∣∣∣ = Cb |log(x− b)|+ δb(x). (594)
Proof. We show (592). The proof of (591) is analogous. First we assume that
(u2)′ 6= 0. Let ε > 0. For any x ∈ (b, b+ ε) we set
g(x) :=
(−∆) 12u(x)
(x− b)− 12 . (595)
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We claim that limx→b+ g(x) = 12 sgn(u(b−)), where sgn(u(b−)) denotes the sign
of u(x) as x approaches b from the right. Indeed, let ε˜, αb, βb as in Lemma 5.5,
and such that for any x ∈ (b− ε˜, b), u(x) has the same sign. Then
lim
x→b+
g(x) =− lim
x→b+
1
pi
∫ b−ε˜
a
u(y)
(x−y)2 dy
(x− b)− 12 − αb limx→b+
1
pi
∫ b
b−ε˜ sgn(u(y))
(b−y) 12
(x−y)2 dy
(x− b)− 12
− lim
x→b+
1
pi
∫ b
b−ε˜
βb(y)(b−y)
3
2
(x−y)2 dy
(x− b)− 12
(596)
provided the limits on the right hand side exist. In fact, the first term converges
to zero (as the numerator is uniformly bounded); the third term converges to
zero as well. Indeed, for any x ∈ (b, b+ ε)∣∣∣∣∣∣∣
∫ b
b−ε˜
βb(y)(b−y)
3
2
(x−y)2 dy
(x − b)− 12
∣∣∣∣∣∣∣ ≤
‖βb‖L∞
∫ b
b−ε˜(b − y)
1
2 dy
(x− b)− 12 , (597)
thus the numerator is uniformly bounded, and the third term converges to 0.
Finally we claim that
lim
x→b+
1
pi
∫ b
b−ε˜
(b−y) 12
(x−y)2 dy
(x − b)− 12 =
1
2
. (598)
Indeed, substituting x′ = x− b, y′ = b− y,
lim
x→b+
1
pi
∫ b
b−ε˜
(b−y) 12
(x−y)2 dy
(x− b)− 12 = limx′→0+
1
π
x′
1
2
∫ ε˜
0
y′
1
2
(x′ + y′)2
dy′ (599)
Now we substitute z = y
′
x′
and we obtain
lim
x′→0+
1
π
′
x′
1
2
∫ ε˜
x′
0
(x′z)
1
2
(x′ + x′z)2
x′dz =
1
π
∫ ∞
0
z
1
2
(1 + z)2
dz. (600)
To evaluate this integral, we think of it as a complex integral: let R > 0 and let
γR be the path in C consisting of the straight line from 0 to R, the anticlockwise
circle centered in zero and starting at R and the straight line from R to 0. Then,
if we denote as I the integral we would like to evaluate, we obtain
2I = lim
R→∞
1
π
∫
γR
z
1
2
(1 + z)2
dz (601)
(on the segment from 0 to R, z
1
2 is evaluated on its principal branch, while on
the segment from R to 0 is evaluated on its other branch). To compute the
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integral on the right hand side of (601) we use the Residue Theorem:
lim
R→∞
1
π
∫
γR
z
1
2
(1 + z)2
dz = 2πiRes(−1), (602)
where Res(−1) stays for the residue at −1 of 1
pi
z
1
2
(1+z)2 . Using the fact that the
first terms of the Laurent expansion of z
1
2 around −1 are i− i2 (z+1), we obtain
Res(−1) = −i2pi . Therefore
I =
1
2
2πi
−i
2π
=
1
2
. (603)
Thus the limits in (596) are well defined, and limx→b+ g(x) = 12 sgn(u(b−)). This
concludes the proof of the first claim. Now we claim that k(x) := g′(x)(x− b) 12
is uniformly bounded for x in (b, b+ ε). Indeed we can compute
g′(x)(x − b) 12 =
∫ b
a
u(y)
(
2(x− b)
(x− y)3 −
1
2(x− y)2
)
dy
=
∫ b−ε˜
a
u(y)
(
2(x− b)
(x− y)3 −
1
2(x− y)2
)
dy
+
∫ b
b−ε˜
sgn(u(y))αb(b − y) 12
(
2(x− b)
(x− y)3 −
1
2(x− y)2
)
dy
+
∫ b
b−ε˜
βb(y)(b − y) 32
(
2(x− b)
(x− y)3 −
1
2(x− y)2
)
dy.
(604)
Now the first term is clearly bounded. To see that that the third one is bounded
as well we compute∣∣∣∣∣ (b− y)
3
2 (x − b)
(x− y)3
∣∣∣∣∣ ≤
∣∣∣∣∣(b − y)
3
2
(x− y)2
∣∣∣∣∣ ≤ 1|b − y| 12 ;
∣∣∣∣∣(b − y)
3
2
(x− y)2
∣∣∣∣∣ ≤ 1|b− y| 12 (605)
for any x ∈ (b, b− ε), y ∈ (b− ε˜, b). As 1
|b−y| 12
is integrable in (b− ε˜), the third
term is bounded.
For the second term, we compute∫ b
b−ε˜
(b − y) 12 2(x− b)−
1
2 (x− y)
(x− y)3 dy
=(b− y) 12 (x− b)
(x − y)2
∣∣∣∣y=b
y=b−ε˜
− 1
2
∫ b
b−ε˜
−(b− y)− 12 (x− b) + (b− y) 12
(x− y)2 dy
=− ε˜ 12 (x− b)
(x− b + ε˜)2 −
1
2
∫ b
b−ε˜
(b− y)− 12 [−(x− b) + (b− y)]
(x− y)2 dy.
(606)
Now the first term in the last line of (606) is uniformly bounded for x ∈ (b, b−ε).
For the second, we first make the change of variables y′ = b− y, x′ = x− b and
104
then y′ = z2 to obtain
−1
2
∫ ε˜
0
y′−
1
2 (y′ − x′)
(x′ + y′)2
dy′ =−
∫ √ε˜
0
z2 − x′
(x′ + z2)2
dz. (607)
Since x′ is positive, |z2 − x′| ≤ z2 + x′. Therefore the absolute value of the
integral is bounded by∫ √ε˜
0
1
z2 + x′
dz =
1√
x′
arctan
(√
ε˜
x′
)
, (608)
and this is uniformly bounded for x ∈ (b, b − ε). Therefore k is uniformly
bounded. Thus g′ is integrable in (b, b+ ε). This implies that for x ∈ (b, b+ ε),
g(x) = g(b) +
∫ x
b
k(y)(y − b)− 12 dy = −1
2
sgn(u(b−))αb + O(|x− b| 12 ) (609)
and thus
(−∆) 12 u(x) = −1
2
sgn(u(b−))αb(x− b)− 12 + O(|x− b| 12 )(x − b)− 12 . (610)
This concludes the proof of (592) whenever (u2)′(b) 6= 0 (after taking ε smaller
if necessary).
Now assume that (u2)′(b) = 0. By means of (583) we compute for any x ∈
(b, b+ ε)
(−∆) 12u(x) = − 1
π
∫ b−˜˜ε
a
u(y)
(x− y)2 dy −
1
π
∫ b
b−ε˜
ζb(y)(b− y)
(x− y)2 dy. (611)
for some bounded function ζb. The first term is clearly bounded. For the second
we compute∫ b
b−ε˜
b− y
(x− y)2 dy =
∫ b
b−ε˜
b− x
(x− y)2 +
1
x− y dy
=1− b− x
x− b+ ε˜ + log(x− b) + log(x− b+ ε˜).
(612)
Setting Cb :=
1
pi
‖ζb‖L∞ and
δb(x) :=
1
π
∫ b−˜˜ε
a
|u(y)|
(x− y)2 dy +
1
π
‖ζb‖L∞
(
1− b− x
x− b+ ε˜ + |log(x− b+ ε˜)|
)
(613)
for x ∈ (b, b+ ε), we obtain the desired equation.
5.2 The Pohozaev identity for bounded intervals
Combining the previous estimates we obtain the following result:
105
Lemma 5.7. Assume that a < 0 < b. Assume that u ∈ H 12 (R,R) is a solution
of (552). Moreover assume that u2 ∈ C2([a, b]). Then the limits
lim
x→a+
u2(x)
a− x , limx→b−
u2(x)
x− b (614)
exist and are finite. Moreover
d
dλ
∣∣∣∣
λ=1−
∫ a
a
λ
u(λx)(−∆) 12u(x)dx = −π
4
lim
x→a+
u2(x)
a− xa (615)
and
d
dλ
∣∣∣∣
λ=1−
∫ b
λ
b
u(λx)(−∆) 12 u(x)dx = −π
4
lim
x→b−
u2(x)
x− b b. (616)
The two derivatives in λ have to be understood as left derivatives.
Proof. First we observe that since u2 ∈ C2([a, b]), u2 can be extended to a
function of class C2 defined in an open interval containing [a, b]. Let’s call u2
such an extension. Then, in particular, u2 is differentiable in a and b, and since
u(a) = 0, u(b) = 0, its derivative in a and b is given by
∂u2(a) = − lim
x→a+
u2(x)
a− x , ∂u
2(b) = lim
x→b−
u2(x)
x− b . (617)
Therefore the limits in (614) exist and are finite.
Next we prove (616); the proof of (615) is analogous. First we assume that
(u2)′(b) 6= 0. Let λ be so that | b
λ
− b| are smaller than ε for both previous
Lemmas. Then we can rewrite the integral on the left hand side of (616) as∫ b
λ
b
[
sgn(u(b−))αb(b − λx) 12 + βb(λx)(b − λx) 32
]
·
[
−sgn(u(b−))αb
2
(x− b)− 12 + δb (x)
]
dx.
(618)
Now let
φ(λ) =
∫ b
λ
b
δb(x)(b − λx) 12 dx. (619)
for λ ∈ (1 − ε˜, 1] for some small ε˜ > 0. Then φ(1) = 0. Moreover φ is bounded
from above by
φ+(λ) =
∫ b
λ
b
‖δb‖L∞(b − λx) 12 dx = 2
3
‖δb‖L∞b 32 (1− λ)
3
2
λ
, (620)
and from below by φ− := −φ+. Now φ+(1) = 0 and φ−(1) = 0. Moreover φ+
and φ− are both left differentiable in 1 with left derivative equal to 0. Therefore
φ is also left differentiable in 1 with left derivative equal to 0.
One can apply a similar argument to see that the function
ψ(λ) =
∫ b
λ
b
βb(λx)(b − λx) 32 δb (x) dx (621)
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defined for λ ∈ (1− ε˜, 1] is left differentiable in 1 with left derivative equal to 0.
Moreover, let’s set
χ(λ) =
∫ b
λ
b
βb(λx)
(b − λx) 32
(x− b) 12 dx (622)
for λ ∈ (1− ε˜, 1]. We observe that χ(1) = 0. Then χ is bounded from above by
χ+(λ) = (b− λb) 32 ‖β‖L∞
∫ b
λ
b
1
(x − b) 12 dx (623)
and from below by χ− := −χ+. We observe that χ+(1) = χ−(1) = 0 and both
χ+ and χ− are left differentiable with left derivative equal to 0. Therefore also
χ is left differentiable with left derivative equal to 0. We conclude that
d
dλ
∣∣∣∣
λ=1−
∫ b
λ
b
uλ(x)(−∆) 12u(x)dx = −α
2
b
2
d
dλ
∣∣∣∣
λ=1−
∫ b
λ
b
(b− λx) 12
(x− b) 12 dx, (624)
provided the left derivative on the right hand side exists. Now we observe that,
substituting y = x
b
,∫ b
λ
b
(b− λx) 12
(x− b) 12 dx = b
∫ 1
λ
1
(b− λyb) 12
(yb− b) 12 dy = b
∫ 1
λ
1
(1− λy) 12
(y − 1) 12 dy. (625)
One can compute
d
dλ
∣∣∣∣
λ=1−
∫ 1
λ
1
(1− λy) 12
(y − 1) 12 dy =
π
2
. (626)
Indeed, observing that the integral tends to 0 as λ → 1−, we can rewrite the
derivative as
lim
λ→1−
1
1− λ
∫ 1
λ
1
(1− λy) 12
(y − 1) 12 dy. (627)
Substituting x = (y−1)λ1−λ we obtain that for any λ ∈ (1 − ε˜, 1) the integral is
equal to∫ 1
0
(1− x) 12
x
1
2
dx =2
∫ pi
2
0
(
1− cos2(θ)) 12
cos(θ)
cos(θ) sin(θ)dθ
=2
∫ pi
2
0
sin(θ)2dθ = 2
∫ pi
2
0
1− cos(2θ)
2
dθ =
π
2
,
(628)
where we used the substitution x = cos2(θ). Thus we obtain
d
dλ
∣∣∣∣
λ=1−
∫ b
λ
b
uλ(x)(−∆) 12u(x)dx = −π
4
lim
x→b−
u2(x)
x− b . (629)
This concludes the proof of (616) whenever (u2)′ 6= 0.
Finally, if (u2)′(b) = 0, we let
σ(λ) :=
∫ b
λ
b
u(λx)(−∆) 12 u(x)dx (630)
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and
τ(λ) :=
∫ b
λ
b
|ζb(xλ)| (b − λx)(Cb |log(x− b)|+ δb(x))dx (631)
for λ ∈ (1− ε, 1] for some ε > 0. Then σ(1) = 0 and τ(1) = 0, and by estimate
(594), there holds
τ(λ) ≥ |σ(λ)| (632)
for any λ ∈ (1− ε, 1]. Therefore, if τ is left differentiable in 1, then also σ is left
differentiable in 1, and there holds∣∣∣∣ ddλσ
∣∣∣∣
λ=1−
∣∣∣∣ ≤ ddλτ
∣∣∣∣
λ=1−
. (633)
In order to show that τ is left differentiable in 1, we observe that since τ(1) = 0,
if the limits exist
d
dλ
τ
∣∣∣∣
λ=1−
= lim
λ→1−
1
1− λ
∫ b
λ
b
|ζb(xλ)| (b − λx)(Cb |log(x− b)|+ δb(x))dx (634)
Now we observe that for any λ ∈ (1− ε, 1]∣∣∣∣∣ 11− λ
∫ b
λ
b
|ζb(xλ)| (b− λx)(Cb |log(x− b)|+ δb(x))dx
∣∣∣∣∣
≤‖ζb‖L∞‖δb‖L∞ b
λ
1
b
λ
− b
∫ b
λ
b
(b − λx)dx
+ ‖ζb‖L∞b
∫ b
λ
b
(b− λx)
b− λb |log(x− b)| dx
≤‖ζb‖L∞
(
‖δb‖L∞ b
λ
b
2
(1 − λ) +
∫ b
λ
b
|log(x− b)| dx
)
(635)
and the expression on the last line tends to 0 as λ→ 1−. Therefore the limit in
(634) exists and d
dλ
τ |λ=1− = 0. By (632), this implies that ddλσ|λ=1− = 0. This
concludes the proof.
We are now able to compute an explicit expression for the integral (560),
i.e. a Pohozaev identity for the Cauchy problem (552). We will follow the idea
outlined at the beginning of this section (before Lemma 5.1).
Theorem 5.8. Assume that u ∈ H 12 (R,R) is a solution of (552). Moreover
assume that u2 ∈ C2([a, b]). Then∫
Ω
u′(x)(−∆) 12u(x)dx = π
8
[
lim
x→a+
u2(x)
x− a − limx→b−
u2(x)
b− x
]
(636)
and ∫
Ω
u′(x)x(−∆) 12u(x)dx = π
8
[
lim
x→a+
u2(x)
x− aa− limx→b−
u2(x)
b− x b
]
. (637)
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Remark 18.
1. Since u2 is assumed to be in C2([a, b]), we can rewrite the expression on
the right hand sides of (636) and (637) as
π
8
(
∂+u
2(a) + ∂−u2(b)
)
(638)
and
π
8
(
∂+u
2(a)a+ ∂−u2(b)b
)
(639)
respectively, where ∂+ and ∂− denote right and left derivatives.
2. For functions u ∈ H 12 (R,R) satisfying Equation (552), there holds∫ b
a
xu′(x)(−∆) 12 u(x)dx =
∫
R
(F (u))′(x)dx = 0 (640)
by the Fundamental Theorem of Calculus, where F is the primitive func-
tion of f such that F (0) = 0. Thus, if we also assume that u2 ∈ C2([a, b]),
Theorem 5.8 implies that also the right hand side in Equation (636) is
equal to 0.
Proof. Let’s first assume that a < 0 < b. First we claim that we can rewrite
(637) as∫
R
xu′(x)(−∆) 12u(x)dx = d
dλ
∣∣∣∣
λ=1−
∫ b
a
u(λx)(−∆) 12u(x)dx. (641)
The derivative in λ is a left derivative. To prove the claim, we compute
d
dλ
∣∣∣∣
λ=1−
∫ b
a
u(λx)(−∆) 12u(x)dx = lim
λ→1−
1
λ− 1
∫ b
a
(u(λx)−u(x))(−∆) 12 u(x)dx.
(642)
We observe that for, if x 6= 0, λ 6= 1, by the Mean value Theorem we have
u(λx)− u(x)
λ− 1 = u
′(ξx,λ) (643)
for some ξx,λ between xλ and x depending on λ and x. In order to estimate
u′(ξx,λ) we remark that if (u2)′(a) 6= 0, u′(x) = (u
2)′(x)
u(x) for x ∈ (a, a + ε) for
some ε > 0. We observe that since u2 ∈ C2([a, b]), (u2)′ = 2u′u can be extended
to a C1 function on [a, b]. On the other hand, if (u2)′(a) = 0, then by (582) u
is Lipschitz in x ∈ (a, a+ ε) and therefore u′ is bounded on (a, a+ ε). Thus in
both cases
|u′(x)| = O((x − a)− 12 ) as x→ a+. (644)
Similarly, one can show that
|u′(x)| = O((b − x)− 12 ) as x→ b−. (645)
109
In particular, if we set d(x) = min{|x−a|, |x−b|} for any x ∈ (a, b) and d(x) = 0
for any x ∈ (a, b)c, there exists a constant C with
|u′(x)| ≤ Cd(x)− 12 (646)
in (a, b). Then, since d−
1
2 is convex∣∣∣∣u(λx) − u(x)λ− 1
∣∣∣∣ ≤ Cd(ξx,λ)− 12 ≤ Cmin{d(x), d(λx)}− 12 ≤ Cλ− 12 d− 12 (x) (647)
for x ∈ (a, b). Since d− 12 is integrable in (a, b), by Lebesgue’s Dominated con-
vergence Theorem we obtain
lim
λ→1−
∫ b
a
u(λx)− u(x)
λ− 1 (−∆)
1
2 u(x)dx =
∫ b
a
xu′(x)(∆)
1
2u(x)dx. (648)
This concludes the proof of the first claim. Now we observe that for any λ > 0,
for a.e. x ∈ R∣∣∣(−∆) 14uλ(x)∣∣∣2 − ∣∣∣(−∆) 14 u(x)∣∣∣2 =2(−∆) 14u(x)((−∆) 14 uλ(x)− (−∆) 14u(x))
+
(
(−∆) 14 uλ(x)− (−∆) 14 u(x)
)2
,
(649)
and therefore∫
R
(uλ(x)− u(x))(−∆) 12 u(x)dx =1
2
∫
R
∣∣∣(−∆) 14uλ(x)∣∣∣2 − ∣∣∣(−∆) 14u(x)∣∣∣2 dx
− 1
2
∫
R
(
(−∆) 14 uλ(x)− (−∆) 14 u(x)
)2
dx.
(650)
Since the half Dirichlet energy is invariant under dilations, the first integral on
the right hand side of (650) vanishes. Thus, by Equation (648), there holds∫ b
a
xu′(x)(∆)
1
2u(x)dx =− 1
2
lim
λ→1−
∫
R
uλ(x) − u(x)
λ− 1 (−∆)
1
2 (uλ − u)(x)dx
− lim
λ→1−
∫
(a,b)c
u(λx)− u(x)
λ− 1 (−∆)
1
2 u(x)dx.
(651)
Now we observe that the expression on the right hand side of Equation (651)
can be rewritten as
− 1
2
lim
λ→1−
∫
(a,b)c
uλ(x) − u(x)
λ− 1 (−∆)
1
2 (u+ uλ)(x)dx
+
1
2
lim
λ→1−
∫ b
a
uλ(x) − u(x)
λ− 1 (−∆)
1
2 (uλ − u)(x)dx.
(652)
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Since u satisfies Equation (552), for any λ > 0, any x ∈ ( a
λ
, b
λ
)
there holds
(−∆) 12 uλ(x) = λ(−∆) 12u(λx) = λf(u(λx)). (653)
Since, by Proposition 5.3, u ∈ C 12 (R), (−∆) 12 (uλ − u)(x) is bounded uniformly
for λ ∈ (0, 1), x ∈ (a, b), and (−∆) 12 (uλ − u)→ 0 a.e. in (a, b) as λ→ 1. Thus,
by estimate (647) and Lebesgue’s Dominated convergence Theorem, the second
integral in (652) tends to 0 as λ→ 1−. Next we observe that for any λ > 0, uλ−u
λ−1
is supported in
[
a
λ
, b
λ
]
. By equation (653), (−∆) 12uλ(x) is bounded by a constant
uniformly for λ ∈ ( 12 , 1) and x ∈ [ aλ , bλ]. Thus, since ∣∣(a, b)c r [ aλ , bλ ]∣∣ → 0 as
λ→ 1, we deduce from estimate (647) that
lim
λ→1−
∫
(a,b)c
uλ(x)− u(x)
λ− 1 (−∆)
1
2uλ(x)dx = 0. (654)
Therefore we conclude that∫ b
a
xu′(x)(−∆) 12 u(x)dx =1
2
lim
λ→1−
∫
(a,b)c
uλ(x) − u(x)
λ− 1 (−∆)
1
2u(x)dx
1
2
lim
λ→1−
∫
( aλ ,a)∪(b, bλ )
uλ(x)− u(x)
λ− 1 (−∆)
1
2u(x)dx
(655)
We can thus apply Lemma 5.7 to obtain∫
R
xu′(x)(−∆) 12u(x)dx = −π
8
[
lim
x→b−
u2(x)
b− x b− limx→a+
u2(x)
x− aa
]
. (656)
This concludes the proof whenever a < 0 < b. Now for the general case let
d ∈ (a, b) and let τd(x) := x+d for any x ∈ R. We observe that if u solves (552)
weakly for Ω = (a, b), then ud := u ◦ τd is a weak solution of{
(−∆) 12 ud = f(ud) in Ωd
ud = 0 in Ω
c
d,
(657)
where Ωd := [a
′, b′] := [a − d, b − d]. As a′ < 0 < b′, we can apply Equation
(656) to ud, a
′ and b′. Therefore, by the change of variable y = d+ x∫
R
(y − d)u′(y)(−∆) 12u(y)dy =
∫
R
xu′d(x)(−∆)
1
2ud(x)dx
=− π
8
[
lim
x→b′−
u2d(x)
b′ − xb
′ − lim
x→a′+
u2d(x)
x− a′ a
′
]
=− π
8
[
lim
x→b−
u2(x)
b− x (b− d)− limx→a+
u2(x)
x− a (a− d)
]
.
(658)
111
Since Equation (658) holds for any d ∈ (a, b), we can differentiate the first and
the last expressions in (658) in d. We obtain
−
∫
R
u′(y)(−∆) 12u(y)dy = −π
8
[
lim
x→a+
u2(x)
x− a − limx→b−
u2(x)
b − x
]
. (659)
On the one hand this proves Equation (636), on the other hand, if we plug
Equation (659) in (658) we obtain∫
R
xu′(x)(−∆) 12u(x)dx = −π
8
[
lim
x→b−
u2(x)
b− x b− limx→a+
u2(x)
x− aa
]
. (660)
This concludes the proof of the Proposition.
Remark 19. We remark that in the previous arguments, the assumption that
u satisfies Equation (552) was never used directly, but only to deduce regularity
properties for u and (−∆) 12 u. In fact, the arguments in the proofs in Sections
5.1 and 5.2 remain true for any function u ∈ C 12 (R,R) such that
1. supp(u) ⊂ [a, b]
2. u2 ∈ C2([a, b])
3. (−∆) 12u ∈ C0([a, b]).
In particular, for any function u ∈ C 12 (R,R) satisfying the conditions above,
Equations (636) and (637) hold true.
The second part of the previous result can be regarded as a special case of
the following Pohozaev identity, proved by X. Ros-Oton and J. Serra in [23].
Theorem 5.9. (Theorem 1.1 in [23]) Let n ∈ N>0. Let s ∈ (0, 1), let Ω ⊂ Rn
be a bounded and C1,1 domain, f be a locally Lipschitz function, u be a bounded
solution of {
(−∆)su = f(u) ∈ Ω
u = 0 ∈ Ωc, (661)
and let
δ(x) = dist(x, ∂Ω). (662)
Then
u
δs
∣∣∣∣
Ω
∈ Cα(Ω) for some α ∈ (0, 1), (663)
meaning that u
δs
∣∣∣∣
Ω
has a continuous extension to Ω which is Cα(Ω), and the
following identity holds
(2s− n)
∫
Ω
uf(u)dx+ 2n
∫
Ω
F (u)dx = Γ(1 + s)2
∫
∂Ω
( u
δs
)2
(x · ν)dσ, (664)
where F (t) :=
∫ t
0
f(x)dx and ν is the unit outward normal to ∂Ω at x.
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In fact, in the case n = 1, s = 12 , with Ω = (a, b), (664) reduces to
2
∫ b
a
F (u)dx =
π
4
[
lim
x→a+
u2(x)
x− aa− limx→b−
u2(x)
b − x b
]
; (665)
integrating by part the term on the left hand side we obtain Equation (637).
A Results about Sobolev spaces and harmonic
extensions
A.1 Results for function on Euclidean spaces
In the following, let n ∈ N>0.
Lemma A.1. Let s ∈ (0, 1) and let W˙ s,2(Rn), H˙s(Rn) be defined as in (46)
and (49), then
W˙ s,2(Rn) = H˙s(Rn), (666)
as sets, and the respective seminorms are equivalent, so that the induced normed
spaces are isomorphic.
Proof. (Adapted from the proof of Proposition 3.4 in [6]) Let u ∈ W˙ s,2(Rn),
then
[u]2
W˙ s,2
=
∫
Rn
∫
Rn
|u(x)− u(y)|
|x− y|n+2s dxdy =
∫
Rn
(∫
Rn
∣∣∣∣u(y + z)− u(y)|z|n2 +s
∣∣∣∣2 dy
)
dz.
(667)
Thus the internal integral on the right side of (667) is finite for a.e. z ∈ Rn. For
any such z, by Plancherel’s identity∫
Rn
∣∣∣∣u(y + z)− u(y)|z|n2 +s
∣∣∣∣2 dy = ∥∥∥∥F (u(·+ z)− u(·)|z|n2 +s
)∥∥∥∥2
L2
=
∥∥∥∥eiz·ξ − 1|z|n2 +s Fu(ξ)
∥∥∥∥2
L2
.
(668)
Since this quantity is bounded for a.e. z ∈ Rn, Fu is locally square integrable
in Rn r {0}. Therefore Fu can be rewritten as the sum of a locally square
integrable function f with the property that
eiz·ξ − 1
|z|n2 +s f(ξ) ∈ L
2(Rn) (669)
for a.e. z ∈ Rn, and a distribution g supported in {0}. By Proposition 2.4.1 in
[9], there exist k ∈ N and complex numbers cα such that
g =
∑
|α|≤k
cα∂
αδ0, (670)
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where α runs over all n-multiindices of degree smaller or equal to k. Now let
φ ∈ (Rn). Then for a.e. z ∈ Rn∫
Rn
eiz·ξ − 1
|z|n2 +s Fu(ξ)φ(ξ)dξ =
∫
Rn
f(ξ)
eiz·ξ − 1
|z|n2 +s φ(ξ)dξ
+ (−1)|α|
∑
|α|≤k
cα∂
α
∣∣∣∣
ξ=0
(
eiz·ξ − 1
|z|n2 +s φ(ξ)
) (671)
For a.e. z ∈ Rn, the left hand side can be bounded by ‖φ‖L2 , where C is a
constant independent from φ. The same holds for the first term on the right
side, and thus also for the second. This implies that cα = 0 for any multiindex
α such that |α| > 0. Therefore Fu is a tempered distribution of order 0, and
combining (667) and (668) we obtain
[u]2
W˙ s,2
=
∫
Rn
∫
Rn
∣∣∣∣eiz·ξ − 1|z|n2−s
∣∣∣∣2 |Fu(ξ)|2dξdz (672)
By (3.12) in [6], ∫
Rn
∣∣∣∣eiz·ξ − 1|z|n2−s
∣∣∣∣2 dz = Cn,s|ξ|2s (673)
for a positive constant Cn,s depending on n and s. Therefore
[u]2
W˙ s,2
= Cn,s
∫
Rn
|ξ|2s|Fu(ξ)|2dξ (674)
Thus u ∈ H˙ 12 (Rn) and [u]H˙s = C
1
2
n,s[u]W s,2 .
Conversely, assume that u ∈ H˙s(Rn), then |ξ|sFu(ξ) ∈ L2(Rn). First we claim
that u ∈ L2loc(Rn). In fact, let η ∈ C∞c (B1(0), [0, 1]) and such that η ≡ 1 in
B 1
2
(0). Then we can rewrite the distribution Fu as follows
Fu = ηFu + (1− η)Fu. (675)
Now the first summand in (675) is compactly supported, therefore its inverse
Fourier transform is smooth (by Theorem 2.3.21 in [9]), while the second sum-
mand lies in L2(Rn), since |ξ|sFu(ξ) ∈ L2(Rn) and (1 − η)Fu is equal to 0 in
B 1
2
(0). Therefore the inverse Fourier transform of the second summand lies in
L2(Rn). We conclude that u ∈ L2loc(Rn). Moreover, since |ξ|sFu(ξ) ∈ L2(Rn),
one can use again equation (3.12) in [6] to obtain
[u]2
W˙ s,2
=
∫
Rn
(|ξ|Fu(ξ))2 dξ = C−1n,s
∫
Rn
∫
Rn
(∣∣∣∣eiz·ξ−1|z|n2 +s
∣∣∣∣Fu(ξ))2 dξdz. (676)
Thus, by (667) and (668), u ∈ W˙ s,2 and [u]W s,2 = C−
1
2
n,s [u]H˙s .
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Lemma A.2. (Adapted from Lemma B.1 in [18]) Given u ∈ H˙ 12 (Rn), for any
j ∈ N there holds
‖u‖
L2(B2j (0))
≤ Cn,s2j(s+n2 )[u]
H˙
1
2
+ Cn2
jn
2
∣∣(u)B1(0)∣∣ (677)
for some independent constants Cn,s and Cn depending respectively on n, s and
n.
Proof. Let u ∈ H˙ 12 (Rn). For the following, denote α(n) the volume of the ball
of radius 1 in Rn. First we observe that for any j ∈ N
∥∥∥u− (u)B2j (0)∥∥∥2L2(B2j (0)) =
∫
B2j (0)
(
1
|B2j (0)|
∫
B2j (0)
u(x)− u(y)dy
)2
dx
≤
∫
B2j (0)
1
|B2j (0)|
∫
B2j (0)
|u(x)− u(y)|2dydx
=
1
α(n)2jn
∫
B2j (0)
∫
B2j (0)
|u(x)− u(y)|2dxdy
≤2
n+2s+2js
α(n)
∫
B2j (0)
∫
B2j (0)
|u(x)− u(y)|
|x− y|n+2s dxdy.
(678)
Therefore ∥∥∥u− (u)B2j (0)∥∥∥L2(B2j (0)) ≤ 2
n
2 +s+js
α(n)
1
2
[u]
H˙
1
2 (Rn)
(679)
Thus for any j ∈ N
|(u)B2j−1 (0) − (u)B2j (0) =
∣∣∣∣∣ 1|B2j−1 (0)|
∫
B
2j−1
(0)
u(x)− (u)B2j (0)dx
∣∣∣∣∣
≤ 1
α(n)2(j−1)n
∫
B
2j
(0)
|u(x)− (u)B2j (0)|dx
≤ 1
α(n)2(j−1)n
|B2j (0)|
1
2 ‖u− (u)B
2j
(0)‖L2(B2j (0))
≤ 1
α(n)2(j−1)n
(α(n)2jn)
1
2
2
n
2 +s+js
α(n)
1
2
[u]
H˙
1
2 (Rn)
=
2−
jn
2 +
3
2n+(1+j)s
α(n)
[u]
H˙
1
2 (Rn)
.
(680)
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We conclude that
‖u‖
L2(B2j (0))
≤‖u− (u)B2j (0)‖L2(B2j (0)) + ‖(u)B1‖L2(B2j (0))
+
j∑
l=1
‖(u)B
2l−1
(0) − (u)B
2l
(0)‖L2(B2j (0))
≤2
n
2 +(1+j)s
α(n)
1
2
[u]
H˙
1
2 (Rn)
+ α(n)
1
2 2
jn
2
∣∣(u)B1(0)∣∣
+ 2
jn
2 α(n)
1
2
j∑
l=1
∣∣∣(u)B
2l−1
(0) − (u)B
2l
(0)
∣∣∣
≤
(
2
n
2 +(1+j)s
α(n)
1
2
+ 2
n
2 +s
(
1− 2(n2 +s)j
1− 2n2 +s
)
2
3
2n+s
α(n)
1
2
)
[u]
H˙
1
2 (Rn)
+ α(n)
1
2 2
jn
2
∣∣(u)B1(0)∣∣ .
(681)
This concludes the proof of the Lemma.
Lemma A.3. (Adapted from Lemma B.2 in [18]) Let s ∈ (0, 2) and let u ∈
H˙s(Rn). Then there exists a sequence (uk)k in S (R
n) and a sequence (ck)k in
Rm such that
lim
k→∞
[uk − u]H˙s = lim
k→∞
[uk + ck − u]H˙s = 0, (682)
for any compact K ∈ Rn
lim
k→∞
‖uk + ck − u‖L2(K) = 0 (683)
and for all k ∈ N, ûk ≡ 0 in a neighbourhood of the origin.
Proof. For k ∈ N≥2, let φk ∈ C∞c (Rn, [0, 1]) such that
φ̂k(ξ) =
{
1 if 1
k
≤ |ξ| ≤ k
0 if |ξ| ≤ 12k or 2k ≤ |ξ|.
(684)
Let ψ ∈ C∞0 (B1(0)) such that
∫
Rn
ψ(x)dx = 1. For any t ∈ (0, 1) let ψt(x) :=
1
t
ψ
(
x
t
)
for all x ∈ Rn. For any k ∈ N≥2 let tk ∈ (0, 1) such that∥∥ψtk ∗ (ûk1B2k+1(0))− ûk1B2k+1(0)∥∥2L2 ≤ 1k(2k)2s (685)
For any k ∈ N≥2, let uk be defined by
ûk := (ψtk ∗ û)φk. (686)
Then, by construction, for any k ∈ N≥2 ûk ∈ S (Rn) and thus uk ∈ S (Rn).
Moreover ûk ≡ 0 in B 1
2k
(0). Now we compute for any k ∈ N≥2
[uk−u]2H˙s ≤ 2
∫
Rn
|ξ|2s(ψtk∗û(ξ)−û(ξ))2φk(ξ)2dξ+2
∫
Rn
|ξ|2sû(ξ)2(φk(ξ)−1)2dξ.
(687)
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We observe that∣∣∣∣∫
Rn
|ξ|2s(ψtk ∗ û(ξ) − û(ξ))2φk(ξ)2dξ
∣∣∣∣
≤
∥∥∥(ψtk ∗ (ûk1B2k+1(0))− ûk1B2k+1(0))2∥∥∥
L1
‖|ξ|2sφk‖L∞
≤Cn 1
k(2k)2s
(2k)2s ≤ Cn 1
k
(688)
for some constant Cn depending on n. On the other hand, since u ∈ H˙ 12 ,
|ξ|2sû(ξ) ∈ L2(R2). Therefore, by Lebesgue’s Dominated convergence Theorem,
lim
k→∞
∫
Rn
|ξ|2sû(ξ)2(φn(ξ) − 1)2dξ = 0. (689)
Combining (688) and (689) we obtain
lim
k→∞
[un − u]
H˙
1
2
= 0. (690)
For any k ∈ N≥2 choose ck such that (uk + ck)B1(0) = (u)B1(0). Then, for any
fixed j ∈ N, Lemma A.2 implies that
‖uk + ck − u‖L2(B2j (0)) ≤ Cn,j [uk + ck − u]H˙s = Cn,j [uk − u]H˙s . (691)
By (690) we obtain
lim
k→∞
‖uk + ck − u‖L2(B
2j
(0)) = 0. (692)
Lemma A.4. Let n ∈ N>0 and let s ∈ (0, 1). Then W˙ s,2 ∩ L∞(Rn) and
Hs ∩ L∞(Rn) are closed under multiplication of functions. In particular, Hs ∩
L∞(Rn) is a Banach algebra.
Proof. Let u, v ∈ H˙s ∩ L∞(Rn). Then
[uv]2
W˙ s,2
=
∫
Rn
∫
Rn
|uv(x) − uv(y)|2
|x− y|2s+n dxdy
≤‖u‖L∞
∫
Rn
∫
Rn
|v(x) − v(y)|2
|x− y|2s+n dxdy
+ ‖v‖L∞
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|2s+n dxdy
=‖u‖L∞[v]2W˙ s,2 + ‖v‖L∞ [u]2W˙ s,2 .
(693)
Moreover,
‖uv‖L∞ ≤ ‖u‖L∞‖v‖L∞. (694)
Therefore uv ∈ W˙ s,2 ∩ L∞(Rn).
Finally, if u, v ∈ Hs ∩L∞(Rn), by the previous argument uv ∈ W˙ s,2 ∩L∞(Rn).
Moreover, there holds
‖uv‖L2 ≤ ‖u‖L2‖v‖L∞, (695)
and therefore uv ∈ Hs ∩ L∞(Rn).
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A.2 Results for function on S1
Lemma A.5. For any measurable function u ∈ D ′(S1), u ∈ H˙ 12 (S1) if and only
if ∫
S1
∫
S1
|u(x)− u(y)|2
sin2
(
1
2 (x− y)
)dxdy <∞, (696)
and if (696) holds, then
[u]2
H˙
1
2
=
1
4(2π)2
∫
S1
∫
S1
|u(x)− u(y)|2
sin2
(
1
2 (x− y)
)dxdy. (697)
Proof. Let u be a measurable function in D ′(S1). Then we compute∫
S1
∫
S1
|u(x)− u(y)|2
sin2
(
1
2 (x− y)
)dxdy = ∫
S1
∫
S1
|u(z + y)− u(y)|2
sin2
(
z
2
) dzdy
=
∫
S1
‖u(·+ z)− u(·)‖2
L2
sin2
(
z
2
) dz = 2π ∫
S1
1
sin2
(
z
2
) ∑
k∈Z
|eik·z − 1|2|û(k)|2dz,
(698)
where in the last step we used Plancherel’s Identity. Now we observe that if
k ∈ Z≥0, if w = eiz,
|eikz − 1|2
|e i2 z − e− i2 z|2 =
2− eikz − e−ikz
2− eiz − e−iz =
2eikz − ei2kz − 1
(2eiz − ei2z − 1)ei(k−1)z
=
2wk − w2k − 1
(2w − w2 − 1)wk−1 =
(wk − 1)2
(w − 1)2wk−1 =
(
∑k−1
l=0 w
l)2
wk−1
.
(699)
Expanding the product in the numerator, we observe that the coefficient corre-
sponding to wk−1 is k. Thus
Res
[
(
∑k−1
l=0 w
l)2
wk
]
(0) = k. (700)
Then, by (699) and the Residue Theorem,∫
S1
|eikz − 1|2
sin2( z2 )
dx =
4
i
∫
∂D2
(
∑k−1
l=0 w
l)2
wk
dz = 8πk. (701)
Moreover, if k ∈ Z<0, |eikx − 1|2 = |e−ikx − 1|2, thus for any k ∈ Z∫
S1
|eikx − 1|2
sin2(x2 )
dx = 8π|k|. (702)
Plugging (702) in (698) and applying Tonelli’s theorem, we obtain∫
S1
∫
S1
|u(x)− u(y)|2
sin2
(
1
2 (x− y)
)dxdy = 4∑
k∈Z
(2π)2|k||û(k)|2 = 4(2π)2[u]2
H˙
1
2
. (703)
This concludes the proof.
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Lemma A.6. Let u ∈ H 12 (S1), ψ ∈ C3(S1). Then ψu ∈ H 12 (S1),
[uψ]
H˙
1
2
≤ C[u]
H
1
2
‖ψ‖C3, (704)
and
‖uψ‖
H
1
2
≤ C‖u‖
H
1
2
‖ψ‖C3, (705)
for some independent constant C.
Proof. We compute
[uψ]2
H˙
1
2
=
∑
n∈Z
ψ̂u(n)2|n| =
∑
n∈Z
(∑
r∈Z
ψˆ(r)uˆ(n− r)
)2
|n|
≤2
∑
n∈Z
|n|

 ∑
|r|≤ |n|2
ψ̂(r)û(n− r)

2
+
 ∑
|r|> |n|2
ψ̂(r)û(n− r)

2 ,
(706)
We recall that for any n, k ∈ N,
ψ̂(k)(n) = (in)kψ̂(n). (707)
Moreover we observe that for any n ∈ Z r {0}
|uˆ(n)|2 ≤
[u]2
H˙
1
2
|n| ≤ [u]
2
H˙
1
2
, (708)
thus for any n ∈ Z |uˆ(n)| ≤ [u]
H˙
1
2
.
Now we observe that if |r| ≤ |n|2 , then |n| ≤ 2|n− r|. Therefore
∑
n∈Z
|n|
 ∑
|r|≤ |n|2
ψ̂(r)û(n− r)

2
≤
∑
n∈Z
2
 ∑
0<|r|≤ |n|2
2
1
2 |n− r| 12
∣∣∣∣∣ ψ̂(2)(r)(ir)2
∣∣∣∣∣ û(n− r)

2
+ 2
∑
n∈Z
|n|
(
ψ̂(0)û(n)
)2
≤4
∑
n∈Z
∑
r∈Zr{0}
1
r2
∑
|r|≤ |n|2
‖ψ(2)‖2L1
r2
û(n− r)2|n− r|+ 2‖ψ‖2L1
∑
n∈Z
uˆ(n)2|n|
≤2
3
π2
∑
j∈Z
 ∑
|r|≤ |j+r|2
‖ψ(2)‖2
L1
r2
 û(j)2|j|+ 2‖ψ‖2L1[u]2
H˙
1
2
≤ C0‖ψ‖2C2 [u]2
H˙
1
2
(709)
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for some independent constant C0. Here in the second step we used the Cauchy
Schwarz inequality. On the other hand
∑
n∈Z
|n|
 ∑
0< |n|2 <|r|
ψ̂(r)û(n− r)

2
≤
∑
n∈Zr{0}
|n|[u]2
H˙
1
2
 ∑
|n|
2 <|r|
∣∣∣∣∣ ψ̂(3)(r)(ir)3
∣∣∣∣∣

2
≤[u]2
H˙
1
2
‖ψ(3)‖2L1
∑
n∈Zr{0}
|n|
 ∑
|n|
2 <|r|
1
|r|3

2
≤[u]2
H˙
1
2
‖ψ(3)‖2L1
∑
n∈Zr{0}
|n|
(
C1
1
|n|2
)2
≤ C2[u]2
H˙
1
2
‖ψ(3)‖2L1
(710)
for some independent constants C1, C2.
Combining (706), (709), (710) we obtain
[uψ]
H˙
1
2
≤ C[u]
H˙
1
2
‖ψ‖C3. (711)
for some independent constant C. Moreover
‖uψ‖L2 ≤ ‖ψ‖L∞‖u‖L2. (712)
Therefore, by (72),
‖uψ‖
H
1
2
≤ C‖u‖
H
1
2
(713)
for some independent constant C.
Lemma A.7. Let u ∈ H 12 (S1). Let φ ∈ C∞(S1) be a non-negative function
such that
∫
S1
φ(x)dx = 1. For any ε > 0, let φε(x) :=
1
ε
φ
(
x
ε
)
for all x ∈ S1
and let uε := φε ∗ u. Then uε → u in H 12 (S1) as ε→ 0, and almost everywhere
along a subsequence.
Proof. For any n ∈ Z, ε > 0 we compute
φ̂ε(n) =
∫ 2pi
0
e−inx
1
ε
φ
(x
ε
)
dx =
∫ 2pi
ε
0
e−inyεφ(y)dy, (714)
where φ is regarded as a function supported on [0, 1]. Therefore |φ̂ε(n)| ≤ 1 (as
‖φ‖L1 = 1), and since the integrand in the right expression of (714) is bounded
by φ, by Lebesgue’s Dominated convergence Theorem φ̂ε(n) → 1 as ε → 0 for
any n ∈ Z. Now
[uε − u]2
H˙
1
2
=
∑
n∈Z
(φ̂ε ∗ u(n)− û(n))2|n| =
∑
n∈Z
(φ̂ε(n)û(n)− û(n))2|n|, (715)
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Therefore, by dominated convergence, we conclude that [uε − u]2
H˙
1
2
→ 0.
Similarly,
‖u− uε‖2L2 =
∑
n∈Z
(φ̂ε ∗ u(n)− û(n))2 =
∑
n∈Z
(
φ̂ε(n)uˆ(n)− uˆ(n)
)2
. (716)
Again, by dominated convergence, we conclude that ‖un − u‖2L2 → 0. By (72),
(715) and (716) yield
lim
ε→0+
‖uε − u‖
H
1
2
= 0. (717)
Finally we observe that since uε → u in L2 as ε → 0, the convergence also
takes place in measure, and therefore there exists a subsequence (uεn)n so that
limn→∞ uεn = u almost everywhere.
Lemma A.8. There exists a continuous trace operator Tr : H1(D2)→ H 12 (S1)
that, restricted to C1(D2) ∩C0(D2) coincides with the restriction of a function
to ∂D2. Moreover, Tr has a continuous right inverse, given by the harmonic
extension operator.
Proof. First we claim that there exists a continuous operator Tr : H1(D2) →
L2(S1) that coincides with the restriction to ∂D2 on C1(D2) ∩ C0(D2). We
define, for any u ∈ H1(D2), θ ∈ S1,
Tr(u)(eiθ) := u(θ) :=
∫ 1
0
∂r[u(θ, r)r
2]dr, (718)
where the argument of u is given in polar coordinates. Since u ∈ H1(D2), u(θ)
is well defined for almost all θ ∈ S1. Then for any k ∈ Z,
û(k) =
∫
S1
e−ikθ
∫ 1
0
∂r[u(θ, r)r
2]drdθ =
∫ 1
0
∫
S1
e−ikθ∂r[u(θ, r)r2]
=
∫ 1
0
∫
S1
e−ikθ(∂ru(θ, r)r2 + 2ru(θ, r)dθdr =
∫ 1
0
r2 ̂∂ru(·, r)(k) + 2rû(·, r)(k)dr,
(719)
where we used Fubini’s Theorem (since u ∈ H1(D2)). Therefore
‖u‖2L2(S1) =2π
∑
k∈Z
û(k)2 = 2π
∑
k∈Z
∣∣∣∣∫ 1
0
(
r2 ̂∂ru(·, r)(k) + 2û(·, r)(k)r
)
dr
∣∣∣∣2
≤4π
∑
k∈Z
(∫ 1
0
r4
(
̂∂ru(·, r)(k)
)2
dr + 4
∫ 1
0
(
û(·, r)(k)
)2
r2dr
)
=4π
∫ 1
0
r4‖∂ru(·, r)‖2L2(S1)dr + 16π
∫ 1
0
‖u(·, r)‖L2(S1)r2dr
≤16π (‖∂ru‖L2(D2) + ‖u‖L2(D2)) ≤ 32π‖u‖H1(D2).
(720)
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where we used Plancherel’s Identity, Jensen’s Inequality and Tonelli’s Theorem.
Moreover it is clear from the definition (718) and the fundamental theorem of
calculus that if u ∈ C1(D2)∩C0(D2), then u = u|∂D2 . This concludes the proof
of the first claim.
Now we claim that the composition
H
1
2 (S1)→ H1(D2)→ L2, u 7→ u˜ 7→ Tr(u˜) (721)
corresponds to the identity embedding of H
1
2 (S1) in L2(S1). We have already
seen that the right member of the composition is continuous. By Lemma A.9,
the left member of the composition is well defined and continuous. Moreover,
for any u ∈ C0(∂D2), the harmonic extension is a function continuous up to
the boundary coinciding with u on ∂D2(see [16], Prop. 1.5 and Ex. 2.3). As
C0(∂D2) is dense in H
1
2 (∂D2), we conclude that the composition in (721) is
the identity. This concludes the proof of the claim. It follows that for any
v ∈ H 12 (S1), there exists u ∈ H1(D2) such that Tr(u) = v. Now we observe
that for any v ∈ L2(S1) the set
Cv :=
{
u ∈ H1(D2)
∣∣∣∣Tr(u) = v} (722)
is convex (possibly empty), and the functional
ED2(u) =
∫
D2
|∇u(x)|2dx, (723)
defined for u ∈ H1(D2) is convex on Cv. Therefore, if Cv is non-empty, there
exists a unique minimizer of ED2 in Cv. One also observe that the unique
minimizer satisfies ∆u = 0 in D2 in the weak sense. By Lemma A.9, u is given
by u˜, the harmonic extension of u. Therefore, for a.e. r ∈ (0, 1), θ ∈ S1
u(θ, r) = Pr ∗ u(θ). (724)
Then for any u ∈ H1(D2)
‖∇u‖2L2(D2) = ED2(u) ≥ ED2(u˜) = ‖∇u˜‖L2(D2) ≥ ‖
1
r
∂θu˜‖2L2(D2)
=
∫ 1
0
‖∂θu˜(·, r)‖L2dr =
∫ 1
0
2π
∑
k∈Z
|F (∂θPr ∗ v)(k)|2 dr
=2π
∑
k∈Z
∫ 1
0
|k|2r2|k||v̂(k)|2dr = 2π
∑
k∈Zr{0}
|k|2
2|k|+ 1 |v̂(k)|
2
≥2π
∑
k∈Zr{0}
|k|
3
|v̂(k)|2 = 2π
3
[v]2
H˙
1
2
.
(725)
This, together with (720) and (72), shows that Tr actually defines a continuous
operator fromH1(D2)→ H 12 (∂D2) with the required property. Finally, the fact
that the harmonic extension is a right inverse to Tr follows from the fact that,
as we have seen, the composition defined in (721) is equal to the identity.
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Lemma A.9. The operator
F : H
1
2 (∂D2)→ H1(D2), u 7→ u˜ = Pr ∗ u (726)
is well defined, linear and continuous, i.e. there exists a constant C so that for
any u ∈ H 12 (∂D2),
‖u˜‖H1(D2) ≤ C‖u‖
H
1
2 (∂D2)
. (727)
Moreover, for any u ∈ H 12 (∂D2), F (u) is smooth in D2 and it is the unique
solution in H1(D2) of{
∆v = 0 in the weak sense in D2
Tr(v) = u,
(728)
where the trace operator Tr was defined in Lemma A.8. In particular, F (u) is
smooth in D2.
Proof. The linearity of F follows directly from the definition, therefore, to show
that F is well defined and continuous, it is enough to show that (727) holds for
any u ∈ H 12 (∂D2) for some independent constant C.
First we observe that
‖u˜‖2L2(D2) =
∫ 1
0
∫
∂D2
|Pr ∗ u(θ)|2rdθdr = 2π
∫ 1
0
∑
k∈Z
P̂r(k)
2û(k)2rdr
=2π
∑
k∈Z
∫ 1
0
r2|k|û(k)2rdr = 2π
∑
k∈Z
1
2|k|+ 2 û(k)
2 ≤ 2π‖u‖L2(∂D2).
(729)
Here we made use of Plancherel’s identity and Tonelli theorem. Moreover we
observe that
[u˜]2
H˙1(D2)
=
∫
D2
|∇u˜(z)|2dz =
∫ 1
0
∫
∂D2
(|∂ru˜(θ, r)|2 + 1
r2
|∂θu˜(θ, r)|2)rdθdr.
(730)
We compute∫ 1
0
∫
∂D2
|∂ru˜(θ, r)|2 rdθdr =
∫ 1
0
∫
∂D2
|∂rPr ∗ u(θ)|2 rdθdr
=
∫ 1
0
2π
∑
k∈Z
∣∣∣∂̂rPr(k)∣∣∣2 |û(k)|2rdr = ∫ 1
0
2π
∑
k∈Z
∣∣∣∂r(r|k|)∣∣∣2 |û(k)|2rdr
=2π
∑
k∈Z
∫ 1
0
k2r2|k|−2|û(k)|2rdr = 2π
∑
k∈Zr{0}
|k|
2
|û(k)|2 = π[u]2
H˙
1
2 (∂D2)
,
(731)
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∫ 1
0
∫
∂D2
1
r2
|∂θu˜|2rdθdr =
∫ 1
0
∫
∂D2
1
r2
|∂θPr ∗ u|2rdθdr
=
∫ 1
0
2π
∑
k∈Z
k2r2|k|û(k)2rdθdr = 2π
∑
k∈Zr{0}
k2
∫ 1
0
r2|k|−1drû(k)2
=2π
∑
k∈Zr{0}
k2
2k
û(k)2 = 2π[u]2
H˙
1
2 (∂D2)
.
(732)
Again we made use of Parseval’s Identity and Tonelli Theorem. The previous
computations, together with (72), show that there exists a constant C such that
for any u ∈ H 12 (S1)
‖u˜‖H1(D2) ≤ C‖u‖
H
1
2 (∂D2)
. (733)
For the last statement, we already showed in the proof of Lemma A.8 that
the problem (728) has at most one solution in H1(D2). The fact that F (u) is
smooth follows from the fact that Pr(θ) is a smooth function in D
2. We are
left to show that ∆F (u) = 0 in D2 for any u ∈ H 12 (S1). For this we observe
that, in D2, ∆u = (∆Pr) ∗ u (where ∆ acts on Pr as a function on D2, but the
convolution takes place in S1 for any r ∈ (0, 1)). We compute, for r ∈ (0, 1),
θ ∈ S1,
∆Pr(θ) =
1
r
∂r
(
r∂r
(∑
k∈Z
r|k|eikθ
))
+
1
r2
∂2θ
(∑
k∈Z
r|k|eikθ
)
=
∑
k∈Z
|k|2r|k|−2eikθ −
∑
k∈Z
|k|2r|k|−2eikθ = 0.
(734)
Here we used that the decay of the coefficients allows to invert summations and
derivatives. This completes the proof of the Lemma.
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