We consider a discrete time Storage Process n X with a simple random walk input and a random release rule
Introduction and Assumptions
The formal structure of a general storage process displays two main parts: the input process and the release rule. The input process, mostly a compound Poisson process
 
A t , describes the material entering in the system during the interval   Limit theorems and approximation results have been obtained for the process   X t by several authors, see [1] [2] [3] [4] [5] and the references therein. In this paper we study a discrete time new storage process with a simple random walk input n and a random release rule given by a family of random variables  where S  , 0 ,
x U x  x U has to be interpreted as the amount of material removed when the state of the system is .
x Hence the evolution of the system obeys the following equation We will assume that for each x , x  is supported by
1.2. Also we will need some smoothness properties for the stochastic process These will be achieved if we impose the following continuity condition:
, 0
where 0  is the unit mass at 0 and the limit is in the sense of the weak convergence of measures.
The two families of random variables and
  , 0 x U x    , 1 n Z n  are independent.
Construction of the Processes
and  , 0 X n  n 2.1. Let  be a probability measure on the Borel sets
of the positive real line R and form the infinite
Now, as usual define random variables n Z on by:
Then the n Z are independent identically distributed with common distribution  We will assume that
be a semigroup of convolution of probability measures The main objective is to establish limit theorems for the processes n S and n X . Since the behavior of n is well understood, we will focus attention on the structure of the process n S U . The outstanding fact is that n S U itself is a simple random walk. First we need some preparation. 
Proof: Assume first continuous and bounded, then from (1.2) we have 
then H is a vector space satisfying the conditions of Theorem I,T20 in [6] . Moreover, by what just proved, H contains the continuous bounded functions therefore
, be the expectation operators with respect to respectively. Since
, ,P  F with probability distribution .

Then the function defined on   by:
is a random variable such that
for every measurable positive function . In particular the probability distribution of is given by:
and its expectation is equal to
(3.4) is a simple change of variable formula since .
, the random variables
It is enough to show that for every positive measurable function , we have: :
E to both sides of this formula we get the first equality of (3.7). To get the second one, observe that the function
is measurable (Proposition 3.1) and use the fact that under 1 , the random variables n k and have the same probability distribution by 2.4.
The process is a simple random walk with:
We prove that for all integers and all positive measurable functions we have:
are independent. Therefore, applying first 2 P E in the L.H.S of (3.8), we get the formula:
, respectively. Thus:
By Proposition 3.1, the R.H.S of these equalities are random variables of 1  , independent under 1 since they are measurable functions of the independent random variables
S S  Therefore, applying 1 P E to both sides of formula (*) we get the proof of (3.8):
To achieve the proof, write as follows:
, where the
are independent with the same distribution given by
according to (3.5). ■ 3.9. Proposition: For every positive measurable function , we have:
being the n-fold convolution of the probability .

In particular the distribution law of the process is given by: 
Now we turn to the structure of the process n X . We need the following technical lemm n a: 3.11. Lemma: For every Borel positive functio : It is easy to check that is a monotone class closed under finite disjoint unio
Since it contains the measura It is clear that is closed under addition and, by th step above, it con ains the simple Borel positive func tions. By the m one convergence theorem,
ble rectangles, we deduce that . Consequently the storage process 
So it is enough to prove that for all and all Borel positive functions 
nctions of the random variables r Z , thus they are independent under the probability erefo 1 . Th P re, applying 1 P E to both sides of (3.14) we ge 3). ■ t (3.1 As for the process n X , the coun art of proposition 3.9 is the following:
. 
