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Abstract
We perform numerical simulations of a long-range spherical spin glass with two and three body interaction
terms. We study the gradient descent dynamics and the inherent structures found after a quench from initial
conditions, well thermalized at temperature Tin. In large systems, the dynamics strictly agrees with the
integration of the mean-field dynamical equations. In particular, we confirm the existence of an onset initial
temperature, within the liquid phase, below which the energy of the inherent structures undoubtedly depends
on Tin. This behavior is in contrast with that of pure models, where there is a ‘threshold energy’ that attracts
all the initial configurations in the liquid. Our results strengthen the analogy between mean-field spin glass
models and supercooled liquids.
1 Introduction
The long-range p-spin spherical model was introduced almost 30 years ago as a model with quenched disorder
that presents the same equilibrium dynamics exhibited by the mode-coupling approximation of liquid dynamics
[1, 2, 4]. Due to its simple tractability, the model has become popular in the physics of disordered systems, giving
many interesting theoretical insights in the equilibrium and out-of-equilibrium dynamics of glassy systems [6, 8,
10]. However, the mean-field nature of the model, together with the difficulties in defining a finite dimensional
extension, have limited its success as a good model for structural glasses. Activation phenomena do not occur
and all the wonders of heterogeneous dynamics are lost. Nevertheless, this simple mean-field model can still
strike our intuition. In a recent paper [23] we exhibit the emergence of a new out-of-equilibrium dynamical phase
in mixed p-spin spherical models, which shows aging together with memory of the initial condition. This is in
contrast with the idea that, in mean-field models, every relaxation dynamics from the liquid phase will forget
its initial condition. Therefore weak ergodicity breaking (WEB) [5, 8] must not be considered a necessary but
a possible condition, and models with one replica symmetry breaking (1-RSB) should be expected to possess
phases of strong ergodicity breaking (SEB) in the out-of-equilibrium dynamics [21].
At this point comes our interest in the simulation of the 3-spin and (2+3)-spin models, in order to test the
thermodynamic limit presented in [23] and observe how the finite size corrections to this limit behave. Strangely,
despite the reputation of the model, only a few attempts to the direct simulation have been made [11, 22, 26].
To reach large system sizes, we have considered diluted models, with the same thermodynamic limit as the
canonical one [14, 25]. Another important ingredient used in the simulation is the planting method [18], which
allows to prepare the system directly at equilibrium, with no need of slow annealings in temperature or other
equilibration algorithms. With these two ingredients we have simulated a (2+3)-spin system up to N = 215
prepared at different temperatures Tin.
As a first important result, we confirm the thermodynamic limit of the gradient descent dynamics found
by the integration of mean-field dynamical equations [23]. In mixed p-spin spherical models, preparing the
system at high temperature, Tin > Tonset, the dynamics loses memory of the initial condition following the
WEB conjecture, while preparing the system near the mode-coupling temperature TMCT < Tin < Tonset, the
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dynamics presents SEB keeping memory of the initial condition. Secondly, we have simulated smaller systems of
sizes N = 2000, 4000 considering a single realization of quenched disorder for different temperatures Tin. In this
case, the planting method is not available and we have proceeded with a standard annealing in temperature.
Using a conjugated gradient algorithm we find the inherent structures (IS) and connect their energy with the
one of the initial configurations. This analysis shows that in the (2+3)-spin it is possible to define an onset
temperature Tonset, contrary in the 3-spin such a temperature does not exists. This confirms the importance of
mixed models (rather than pure one) in the study of complex energy landscapes.
The structure of the paper is the following: in section 2 the p-spin spherical model is introduced and the
distinction between pure and mixed models is discussed, in section 3 dilution and planting are defined and
discussed, in section 4 the main results are reported: the agreement with the mean-field integration and the
presence of the onset in finite systems. Appendix A is devoted to the discussion of marginality in mixed vs pure
models.
2 Model and induced dynamics
The Hamiltonian of the p-spin spherical is defined as a series of quenched interaction terms:
H[s] = α1
∑
i
J i1si + α2
∑
i,j
J ij2 sisj + α3
∑
i,j,k
J ijk3 sisjsk + ... (1)
where si ∈ R with i ∈ [1, N ] and are confined on a sphere
∑
i sisi = N . Each term is a p-body interaction
and is defined by a Gaussian random tensor Jp whose components are i.i.d. Gaussian variables with variance
E[J ij...p
2
] = 12N/N
p∗. The αp are parameters that define the specific model considered (hereafter we set α1 = 0
as the presence of an external field requires special care). Pure models are those for which only one αp is
different from zero and therefore have a homogeneous Hamiltonian:∑
i
si∂siH[s] = pH[s] (2)
In this paper, we will mainly focus on the (2 + 3)-spin model which is defined by α2 = 1 and α3 = 1.
†.
The variance of the Gaussian disorder can be rewritten in a compact form as:
E[H[s]H[s¯]] =
∑
p
α2pN
pE[Jp2](
∑
i
sis¯i)
p = N
1
2
∑
p
α2pq
p ≡ Nf(q) (3)
where we have introduced the overlap q =
∑
i sis¯i/N ∈ [−1, 1] between spins. The function f(q) is the
polynomial that uniquely relates to each specific p-spin model. By means of f(q) it is possible to define different
classes of models, that corresponds to different phases of the replica symmetry breaking in temperature. In
the following we will restrict to the RS/1-RSB transition -RFOT from liquid to glasses- which is given by the
convexity condition:
∂2qf(q)
− 12 > 0 q ∈ [0, 1] (4)
This defines the RFOT-class of p-spin spherical models [17]. All pure (p > 2)-spin falls into this class and the
same for our reference (2 + 3)-spin model for which f2+3(q) = 1/2(q
2 + q3). In the thermodynamic limit, these
models present three phases at thermal equilibrium:
TMCT < T liquid phase E = −f(1)/T
TK < T < TMCT typical glass E = −f(1)/T
T < TK deepest glass E > −f(1)/T
where E ≡ E[〈H〉]/N is the average energy of the system‡. TMCT is the mode coupling temperature that define
the breaking of ergodicity of the phase space, i.e. below which limt→∞ C(t) = limt→∞ limN→∞
∑
i si(t)si(0)/N 6=
0. Instead, TK is the Kauzmann temperature at which the Gibbs measure gets concentrated on lowest lying
glasses and in the replica formalism corresponds to a 1 step replica symmetry breaking (1-RSB) solution. For
∗the term Np, which is equal to the total number of elements of the tensor, is used in the variance definition in order to have
a well-behaved thermodynamic limit (N →∞)
†we remark the use of a slightly modified version of the p-spin model with regards to the one originally introduced in [6] for
two aspects. Firstly, Jp are not a priory symmetric since the Hamiltonian symmetry comes automatically contracting with the
symmetric tensor of spins sisj ..... And secondly, the diagonal entries -i.e. the entries of equal indexes- of the tensor Jp are non
zero this prescription gives a rotation-invariant system also for finite N, i.e. P (Jijk3 ) = P (J
i′j′k′
3 R
i
i′R
j
j′R
k
k′ )
‡where E stands for average over disorder and 〈〉 is the thermal average
2
T > TK all the equilibrium properties of the system can be evaluated by an annealed computation, which means
that the thermal fluctuations of the spins s and the quenched fluctuations of the interactions Jp play the same
role in the Gibbs measure and therefore their average can be interchanged:
Z = E[
∫
SN
dsi exp(−βH[s])] =
∫
SN
dsiE[exp(−βH[s])] =
∫
SN
dsi exp(−β
2
2
E[H[s]H[s]]) = exp(−N β
2
2
f(1))
(5)
The finite dimension counterpart of this behavior can be appreciated in the simulation of hard spheres where
the swap algorithm is used [19, 20], that is radii are interchanged together with particle positions. This is the
equilibrium scenario for every p-spin model that satisfy condition (4).
Having restricted the analysis to the RFOT-class we introduce the Langevin dynamic into the model [7]:{
∂tsi(t) =
∑
k P
k
i [−∇kH[s(t)] + ξk(t)]
〈ξi(t)ξj(t′)〉 = 2Tf δijδ(t− t′)
(6)
where P ki = δik − sisk/N is the projector on the space tangent to the sphere and ξi is the standard white noise
of the thermal bath at temperature Tf . This dynamics must be flanked with an initial condition on the spin si.
We will consider the case of an equilibrated starting condition at inverse temperature βin:
P (s(0)) ∝ exp(−βinH[s(0)]) (7)
This defines our two-temperature protocol of dynamics: the system is prepared at the initial temperature Tin
and relaxed at the final temperature Tf . This protocol can be studied analytically in the thermodynamic limit
(N →∞) by means of the Franz-Parisi potential [10, 12, 16], and it shows different behavior in pure and mixed
models. Focusing on the case of Tf = 0, which corresponds to a gradient descent in the energy landscape, we
have the following scenario[23]:
pure RFOT models Tin < TMCT relaxation towards IS of the glass E < Eth µ > µmg
Tin > TMCT aging with WEB E = Eth µ = µmg
mixed RFOT models Tin < TSF relaxation towards IS of the glass E < Erc µ > µmg
TSF < Tin . Tonset aging with SEB E < Erc µ = µmg
Tin & Tonset aging with WEB E = Erc µ = µmg
where µ = P [−∂siH[s(t)]]/N is the radial reaction and decides the position of the Hessian spectrum and
µ = µmg corresponds to a marginal spectrum. In pure models, there is a well-defined threshold energy Eth
which defines a manifold that attracts all the out-of-equilibrium dynamics starting from the liquid phase, while
in mixed models, there is a continuum of possible marginal manifolds reached by this dynamics, and Erc
§ —the
energy reached from a random condition— is the upper bound to these energies. In appendix A we report
more details on the differences between pure and mixed models for what concerns the energy landscape. TSF
stands for state-following temperature and Tonset for onset temperature. While the first can be analytically
evaluated (see [23]), the second is only conjectured on the base of numerical integration of mean-field dynamical
equations (MFDE) and could also be interpreted as a fast cross-over. The Tonset temperature was firstly intro-
duced in [13] in order to describe the dependence of the inherent structure (IS) energy on the temperature Tin.
In between these two temperatures a new out-of-equilibrium phase emerges, which shows aging behavior in a
confined partition of the phase space. We call it strong ergodicity breaking (SEB) in opposition to the weak
ergodicity breaking (WEB) introduced in [8]. SEB has been recently observed also in the Viana-Bray model
on a random regular graph from random initial condition [21]. This new phase has many resemblances with a
Gardner phase [3], the system is confined and marginal, but here we are considering an out-of-equilibrium phase.
To conclude the section we report some important numbers in the mixed (2 + 3)-spin model and in the pure
3-spin model:
(2 + 3)-spin:
TSF TK TMCT Tonset µmg Erc
no 1.0185.. 1.0206.. 1.25 4 -1.55
3-spin:
TK TMCT µmg Eth
0.5861.. 0.6124.. -3Eth -1.1547..
we observe that in the (2 + 3)-spin, contrary to (3 + 4)-spin [23], TSF does not exist, which means that no glass
prepared above TK can be followed till Tf = 0. Moreover, we notice that TK and TMCT are very close to each
other since the complexity is very small.
§its thermodynamic value is reported in eq.21 of appendix A
3
3 Simulation Preliminaries: Dilution and Planting
In order to test the mean-field results already presented in [23], we have performed a numerical simulation
of the gradient descent dynamics for a mixed RFOT p-spin starting from different initial temperatures T .
Instead of (3 + 4)-spin studied in the aforementioned paper, we have considered the (2 + 3)-spin because of
numerical convenience (N3 interactions rather than N4). To reach sizes for which the simulation shows mean-
field behavior on the single trajectory (N & 212) we resort to the dilution of the interactions terms preserving
the thermodynamic limit.
We select a random fraction Dp of all interactions Jp and since we want to have the same thermodynamic
limit, i.e. the same energy correlations in the system (see eq.3) we rescale accordingly the variance of the
quenched disorder E[Jp2] = 12N/(N
pDp). We thus obtain a diluted Hamiltonian with less interaction terms,
but each one has larger strength. There is however a caveat, the dilution parameter Dp cannot be arbitrary
small otherwise the system will condensate. To show this behavior we look at the worst-case scenario for which
the spin is concentrated on only one component i = imin in correspondence with the lower interaction diagonal
term, i.e. Jmin = mini[J
ii..i
p ]:
sˆimin =
√
N, sˆi6=imin = 0 =⇒ NEcond ≡ H[sˆ] = Jminsˆpimin =
√
2 logN
√
E[Jp2]Np =
√
2 logN
√
1
2
N/Dp
(8)
where the terms
√
2 logN comes from fluctuations of extreme values of Gaussian distributions [15]. This result
is identical for every p-body interaction. Econd must be compared with the typical energy Esim that we need
to study in our simulation.
Esim ≤ Econd =⇒ Dp > logN
NE2sim
(9)
For the gradient descent dynamics in the (2+3)-spin we use Esim = E3rc ≈ −0.9, i.e. the 3-part of the random
condition energy¶. This allows to avoid condensation in the long lasting aging dynamics, however, it does not
a priory forbid the dynamics to be biased at energies greater than Econd, but fortunately, this does not seem to
be the case.
In order to further increment the dilution, the simplest way is to take a bounded distribution of interactions.
This kills the extreme value factor 2 logN , giving the relation Dp > 2/(NE
2
sim).
In simulating the (2+3)-spin model we have chosen different dilution both with Gaussian and discrete (∝ ±1)
distribution of the interactions. The most extreme dilution achievable for the 3-part with discrete interactions
is D3 ≈ 3/N , which agrees with the theoretical predictions. This dilution allows us to simulate systems up to
N = 216. However, for precaution in the following, we will use less diluted systems, which will be specified in
each case.
Having prepared the quenched interaction we need to extract an initial configuration at equilibrium at
Tin. This can be achieved with an annealing in temperature till the desired temperature. However for large
systems, the equilibration near TMCT is quite expensive, therefore we resort to a trick which is always available
in mean-field models whenever the typical fluctuations induced by the quenched disorder are small, i.e. if
E[log(Z)] = log(E[Z]). This is the case every time T > TK as we have already argued in (5). In this region
of temperature spins and interactions fluctuate at the same temperature, they can both be seen as dynamical
variables. In this case, it is possible to plant the initial configuration [18]. First the spin s∗ is randomly chosen
on the sphere and then the interactions Jp are extracted based on the s
∗-tilted Gibbs distribution. Thus we
have a new Hamiltonian H∗[s] which is tilted on the s∗, in such a way that s∗ is at equilibrium at T :
E[H∗[s∗]] = −Nβf(1) =⇒ H∗[s] = H[s]−Nβ(α21
∑
i
s∗i
N
si + α
2
2
∑
ij
s∗i s
∗
j
N2
sisj + α
2
3
∑
ijk
s∗i s
∗
js
∗
k
N3
sisjsk + ...)/2
(10)
and therefore the new interactions are just shifted by the respective tensor of order p build upon s∗, which for
our reference (2 + 3)-spin gives:
J∗2
ij = J ij2 −
β
2
s∗i s
∗
j
N2
J∗3
ijk = J ijk3 −
β
2
s∗i s
∗
js
∗
k
N3
(11)
where J ij2 and J
ijk
3 are extracted from the original Gaussian or discrete (±1) distribution.
¶Erc = E2rc + E3rc = −1.55
4
Figure 1: Gradient descent dynamics in the (2+3)-spin model with N = 213 and N = 215 from random initial condition (T =∞)
and from equilibrium near TMCT (T = 1.03). (left): above the histograms of initial energies; below the energies for the same
samples at time 900 (right): average over the different samples of the energy as a function of time. The N → ∞ line is given by
the numerical integration of MFDE. The shadowed areas show the standard deviation over different trajectories. Each trajectory
is drawn from a different quenched disorder.
4 Gradient Descent Simulation
In this section we will expose the main results of this article. First we show the perfect agreement between the
simulation of gradient descent dynamics in large systems and the integration of MFDE. This gives confidence
on the fact that both results are correct. We show the results for two system sizes: N = 213, N = 215; using
planting together with dilution of the interactions as described in the previous section. In the second part of
this section we show that the SEB under-Erc dynamics can be found also in much smaller systems of sizes
N = 2000 and N = 4000 given a single sample of quenched disorder. In this case the planting procedure is not
anymore available, therefore we resort on a Monte Carlo annealing in temperature to prepare the system.
Agreement with Mean-field Integration
Having introduced the two-temperature protocol (Tin, Tf ), given by the Langevin dynamics (6) together with the
starting equilibrium condition (7), it is possible, through two different approaches -dynamical cavity approach
and path integral formalism- to derive the correspondent mean-field dynamical equations (MFDE). These equa-
tions relate the two-time correlation Ctt′ ≡
∑
i〈si(t)si(t′)〉/N with the two-time response Rtt′ =
∑
i ∂hi〈si(t)〉/N
of the system in the thermodynamic limit (N →∞):
∂tCtt′ =− µtCtt′ +
∫ t
t′
f ′′(Cts)RtsCst′ds+
∫ t′
0
(
f ′′(Cts)RtsCt′sds+ f ′(Cts)Rt′s
)
ds+ βinf
′(Ct0)Ct′0
∂tRtt′ = δtt′ − µtRtt′ +
∫ t
t′
f ′′(Cts)RtsRst′ds
(12)
where µt ≡ Tf+
∫ t
0
(
f ′′(Cts)RtsCtsds+f ′(Cts)Rts
)
ds+βinf
′(Ct0)Ct0, in order to enforce the spherical constraint.
δtt′ is the Dirac delta. These equations have a hidden arbitrary time scale, but for simplicity we have chosen to
fix it with the normalization limt→t′ ∂tCtt′ = −T . The average energy of the system is:
E(t) ≡ lim
N→∞
E[〈H[s(t)]〉]/N = −
∫ t
0
f ′(Cts)Rtsds− βinf(Ct0) (13)
For Tf = 0, i.e. considering gradient descent dynamics, the equations (12) can be integrated numerically till
times of the order of 103. The algorithm we have used is a simple fixed-step integration and it is reported in
[9]. Given a time step ∆t the integration is performed on an expanding two-time grid, thus the total computing
time grows as (#steps)3. The true values at each time are recovered by extrapolating ∆t→ 0‖.
In the recent work [23] we have studied in detail the aging dynamics through this numerical integration for
the (3+4)-spin model, finding the new phase in which there is aging and SEB. Here, to confirm the emergence of
‖three different steps are considered and then a quadratic fit is performed
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Figure 2: The same samples considered in Fig.1. (left): Correlation with the initial configuration vs time. Starting from random
configuration the memory of the initial condition is lost (WEB), while starting from T = 1.03 ≈ TMCT strong ergodicity breaking
(SEB) holds. The dashed gray lines is an extrapolation of the mean-field integration for infinite time (right): the energy during
gradient descent from T = 1.03 as a function of the radial reaction µ until time 900. Thick lines represent the averages over all
samples, while thin lines are single samples.
this same new phase, we confront the MFDE integration results with the results from the numerical simulation
in the (2 + 3)-spin model.
In Fig.1, for two different system sizes, N = 213 (blue) and N = 215 (red), we consider the gradient descent
dynamics starting both from random configuration (Tin =∞) and from equilibrium near TMCT (Tin = 1.03). The
second condition is implemented through the planting procedure. Each shown simulation is taken independently
from a different quenched disorder. Here we have consider Gaussian interactions with dilutions D2 = 0.1 and
D3 = 0.0001 for systems N = 2
13 and D2 = 0.025 and D3 = 0.000025 for systems of size N = 2
15. In
the upper part of Fig.1:left we plot the histogram for the initial equilibrium energies of the system, which
stands around the thermodynamic limit (green lines). In both cases fluctuation are of the same order and they
scale as N−1/2, as expected. Starting from the planted (equilibrated) initial configuration s(0) the gradient
descent dynamics is implemented. In order to enforce the spherical constraint the spin s is rotated at each
step in the direction defined by the projected gradient ∇PH[s] ≡ P [∇H[s]] (see eq.6). The angle of rotation is
chosen in such a way that two consecutive projected gradients have an almost constant very high collinearity
C = 0.9997, i.e.
∑
i∇Pi H[s(t)]∇Pi H[s(t+∆t)] ≈ C‖∇PH[s(t)]‖‖∇PH[s(t+∆t)]‖. This geometric construction
gives automatically a variable time step ∆t. In 1:right we show the average (full line) and the standard deviation
(light shadow) of the energy E(t) for the two initial conditions. The green dashed line reports the results from
the numerical integration of equations (12). The black thick line is the N → ∞ threshold energy as defined
in (21). The black dotted thin line represents the long time asymptotic extrapolation of the energy starting at
Tin = 1.03. The dynamics are shown till time 900 and the relative histogram of energies reached at that time is
shown in the bottom of Fig.1:left. In Fig.2:left are shown the average correlation with the initial configuration
Ct0 =
∑
i si(t)si(0)/N and its standard deviation. Starting from random condition WEB holds, while starting
from Tin = 1.03 ≈ TMCT the systems is confined in a partition of the phase space and SEB holds. The black
dotted thin line marks the long-time extrapolation from the integration of MFDE. Clearly the fact that SEB
really holds asymptotically in the thermodynamic limit cannot be confirmed by these simulations, here we just
want to support the correctness of the integration. To conclude in Fig.2:right we show the parametric plot of
the energy vs the radial reaction starting from Tin = 1.03. In the thermodynamic limit the marginal radial
reaction is µmg = 4 which is asymptotically reached in the long time limit.
Onset in Finite Systems
In this section we show that the presence of an onset can be observed also for smaller systems N = 2000, 4000
given a single realization of quenched disorder. The fact of considering smaller sizes is forced by the need to
equilibrate the system through an annealing protocol for every Tin. This is a direct consequence of the limit of the
planting procedure which does not allow to simulate at more than one temperature for the same disorder, since
the disorder is built according to the planted configuration. The dilution considered is D2 = 3/
√
N,D3 = 3/N
with discrete interactions. We have adopted a simple Monte Carlo annealing with a constant rate ∆T = −0.0001
per MC step, followed by a constant Tin equilibration. After it, every time the system decorrelate enough —i.e.
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Figure 3: IS energy vs initial equilibrium energy for different temperatures Tin (different colors) in the (2 + 3)-spin model for
a single sample of quenched disorder with N = 4000. The shadowed data are for a smaller N = 2000 system. The dashed thick
black line marks the average evaluated for each T , while the thin is the empirical threshold defined by the average of IS energy
from random initial condition (Tin = ∞). Around Tin = 1.35 ≈ Tonset set the onset of under-threshold dynamics for N = 4000.
The smaller the system the higher is Tonset. The dashed-dotted line marks the thermodynamic limit. (right): the same points
are presented in the plane IS energy vs IS radial reaction, together with their temperature average. We notice that while energy
decreases radial reaction appears to be constant.
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Figure 4: The same analysis presented for the (2 + 3)-spin model in Fig.3 is here repeated for the 3-spin model. In this case
different initial temperatures Tin do not change the IS energy and the threshold is a well defined. (right): since the homogeneity
of the Hamiltonian, energy and radial reaction are proportional.
the overlap between consecutive selected configurations is smaller than 0.1— a new equilibrium configuration
is selected. From each of these configurations, a conjugated gradient dynamics is initiated, in order to end in
the correspondent inherent structure (IS) configuration. In sampling equilibrium configurations we consider the
same total time for every Tin, as a consequence, the total number of samples is inversely proportional to the
relaxation time at that temperature, and for Tin approaching TMCT we obtain very few samples.
This simulation is performed both on a mixed (2 + 3)-spin and a pure 3-spin model. In Fig.3 we show
the energy of the IS as a function of the energy of the correspondent equilibrium configuration, for different
temperatures Tin (different colors) in the (2 + 3)-spin model. We define the random condition energy Erc of
each system as the average IS energy reached from random initial condition (black points). Preparing the
N = 4000 system with Tin < 1.5, the IS energy average goes below the just defined Erc, thus we can define a
transition crossover at Tonset which in the thermodynamic limit is expected to reach Tonset = 1.25. This onset
temperature marks a crossover, as usually transition temperatures in finite systems, and it exhibits a finite size
dependence, shifting up for smaller system sizes and sharpening (see dotted line for N = 2000). In the right plot
of Fig.3 we report the same ISs (N = 4000) in the plane energy vs radial reaction. For each couple (EIS, µIS)
multiple initial temperatures Tin are possible. Again the black dashed line gives the average and relative errors
for different temperatures Tin. While the IS energy decreases with the temperature for Tin < Tonset, the radial
reaction seems to be temperature independent, thus confirming that marginality —relaxation on minima that
have almost zero Hessian eigenvalues— holds independently on the depth of the considered manifold. The
same analysis is repeated for the 3-spin in Fig.4. Here the system prepared at different Tin > TMCT always
relaxes at the same threshold energy Eth defined from random initial conditions. In this case, any annealing
preparation of the system does not have any benefit on average. This behavior comes from the homogeneity of
the Hamiltonian which implies that typical marginal minima have only one possible energy. The fluctuations in
the reached energy is directly connected to finite size fluctuations of µmg which is related to bottom eigenvalues
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Figure 5: Overlap between the initial configuration and the IS final configuration for N = 4000. The same data presented in
Fig.3-4. The thin red lines represent different plantings in a system of N = 215. The dashed-dotted line is the N →∞ expectation
that comes from the semi-empirical assumptions presented in [23].
of the typical Hessian. The proportionality between µ and E is evid ced in the right plot of Fig.4.
To conclude we report in Fig.5 the overlap q =
∑
i si(0)s
IS
i /N between the inherent structure s
IS and the
initial configuration s(0) for both the 3-spin and the (2 + 3)-spin models for the same simulations. More the
system is prepared near TMCT more it keeps memory of the initial condition. However, while in pure models we
expect this effect to vanish in the thermodynamic limit, following the WEB ansatz of the asymptotic dynamics,
this is not the case in mixed models if we admit the analysis in [23] we expect the system to have memory of
finite overlap with the initial configuration for every Tin < Tonset, thus following a SEB scenario. For system
sizes N = 2000, 4000 the difference between pure and mixed is not appreciable. However coming back to the
simulation of systems of size N = 215, using the conjugated gradient dynamics to find fast the IS configuration
(thin red lines), the (2 + 3)-spin presents almost the same behavior as for the smaller systems, while for the
3-spin the overlap gets rather suppressed. We conclude that the overlap is a bad observable to spot the onset
temperature (SEB/WEB) in finite-size systems, compared to the energy which shows a sharper behavior around
the onset.
5 Conclusions
We have simulated the gradient descent dynamics in the (2 + 3)-spin model, which belongs to the class of
mixed p-spin models that present RFOT. Starting from configurations equilibrated near the mode coupling
temperature TMCT, we have shown that for systems of size N = 2
15 the dynamics follows closely the MFDE
integration (N →∞). So we confirm the scenario proposed in [23], i.e. depending on the initial temperature Tin
the dynamics reaches different energies below Erc. The same behavior is observed in simulations of Lennard-
Jones binary mixtures [13]. This implies that, already at the mean-field level, annealing a system can be fruitful
to reach lower energies. Apart from confirming the mean-field scenario, this simulation highlights that for large
enough systems the single gradient descent trajectory (Tf = 0) is self-averaging, i.e. for large N it converges to
the integration of MFDE.
Moreover, we have analyzed IS configurations corresponding to different initial equilibrium temperatures
Tin, for pure 3-spin and mixed (2+3)-spin models, given a single realization of quenched disorder; thus, looking
directly at the correspondence between the initial and the final configuration of the gradient descent dynamics.
We have defined the random initial energy Erc for finite size systems as the average IS energy reached from a
random initial condition. Already for N = 2000 and N = 4000, in the diluted (2 + 3)-spin, it is possible to
identify an onset sharp crossover at a temperature Tonset(N) below which the typical average of IS energies goes
below the Erc. On the contrary, in the 3-spin model, no matter the temperature of preparation, the system
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gets stuck (on average) on the threshold energy. Therefore, it follows the importance of distinguishing pure and
mixed models for small system sizes as well.
From a more general point of view, the dependence of the ISs energies on the initial temperature has a
very important implication: even in mean-field (or long-range) models the protocol used to prepare the system
determines its macroscopic properties.
This simulation leads the path towards a better understanding of the p-spin spherical model, which despite
its simplicity continues to show new unexpected behavior and presents many fundamental ingredients that are
observed in the physics of supercooled liquids, both at equilibrium and out-of-equilibrium.
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Appendix A: Marginal minima in pure and mixed models
While in pure models TMCT has a role both in equilibrium and out-of-equilibrium dynamics, this is not the case
in mixed models where generally TSF < TMCT and Tonset > TMCT. This simplification of the out-of-equilibrium
dynamics in pure models comes from the homogeneity of the Hamiltonian (2), this can be understood by looking
at the energy landscape of the model.
Let’s start by the Hamiltonian H[s] + γ/2(
∑
i sisi −N), where γ is the Lagrange multiplier to enforce the
spherical constraint. We then define the extended gradient G and Hessian H∗∗:
Gi[s] ≡ H ′i[s] + γsi Hij [s] ≡ H ′′ij [s] + γδij (14)
where H ′i ≡ ∇iH[s] and H ′′ij [s] = ∇i∇jH[s]. Both G and H exhibit Gaussian fluctuations with means and
variances††:
E[Gi[s]] = γsi Ec[Gi[s]Gj [s¯]] = δijf ′(
∑
i
sis¯i/N) +O(1/N)
E[Hij [s]] = γδij Ec[Hij [s]Hkl[s¯]] = 1
N
(δikδjl + δilδjk)f
′′(
∑
i
sis¯i/N) +O(1/N
2)
(15)
At the leading order in N , fluctuations of the Hessian H are characteristic of matrices belonging to the Gaussian
Orthogonal Ensemble and therefore presents a Wigner semicircle-law spectrum with support:
[−2
√
f ′′(1), 2
√
f ′′(1)] (16)
The center of the spectrum is shifted by the Lagrange multiplier γ that takes into account the local curvature
of the sphere. This is the spectrum for each typical H.
Till now we considered G and H defined on the whole RN , we then need to project them on the space tangent
to the sphere:
GPi [s] ≡ P ki [s]∇k[s] = H ′i[s] + (γ − γ)si − (
∑
j
H ′j [s]sj/N)si
HPij [s] ≡ P ki [s]Hkl[s]P lj [s] = H ′′ij [s] + γδij − 2(
∑
k
H ′′ik[s]sk/N)sj +
(
(
∑
kl
H ′′kl[s]sksl/N) + γ
)
sisj/N
(17)
where P ki [s] = δik−sisk/N is the projector on the direction orthogonal to s. If we want to consider the spectrum
of stationary points (G = 0), we must fix the Lagrange multiplier in eq. 14:
µ ≡ γ∗ = −
∑
j H
′
j [s]sj
N
(18)
µ is called radial reaction and it gives the typical shift of the spectrum. From (16) it follows that the condition
to have a stable stationary point is:
µ > µmg(N) ≡ 2
√
f ′′(1) (19)
we have here defined the marginal radial reaction µmg. In this analysis we have neglected rank-1 perturbation
in the projected Hessian HP that may give rise to isolated eigenvalues [24]. Calling ∆µ = µ − µmg, stable
stationary points (minima) are the ones for which ∆µ > 0. In pure models given the homogeneity (2) we have
that µ = −pE, which imply that there exists only one value of energy for which the system is marginal ∆µ = 0.
In other words, the marginal manifold, i.e. the manifold which contains all the minima with ∆µ = 0 lies all at
the same energy:
Eth ≡ −µmg/p = −
√
2(p− 1)
p
(20)
In the thermodynamic limit (N → ∞), this is the famous threshold energy firstly introduced in [8]. In pure
models, every dynamics starting from energies higher than Eth will end on this manifold. On the contrary in
mixed models, there is a whole range of energies for which there exist marginal minima, and there is numerical
evidence that taking different equilibrium temperatures TMCT < T < Tonset, the energy of the correspondent ISs
are different. Therefore it is not possible to define a threshold energy. In place we introduce the random initial
condition energy Erc which can be defined into two equivalent ways: statically is the energy at which dominant
∗∗note that both G and H are defined on the whole RN into which the sphere is embedded
††as it is for energies in equation 3
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minima becomes saddles (complexity calculations) and dynamically is the energy reached from a quench from
infinite temperature (asymptotic WEB ansatz). In the thermodynamic limit, this two definitions agree for any
model chosen in the RFOT-class of p-spin models and give:
Erc ≡ f(1) (f
′(1)− f ′′(1))− f ′(1)2
f ′(1)
√
f ′′(1)
(21)
whose derivation is reported in [23]. There, however, we used a different notation and Eth (the threshold energy)
refers —both in pure and mixed models— to the energy at which the dominant saddles become minima. Here
we prefer to use the notation Erc (the random condition energy), whenever referring to general mixed models,
in order to not mislead the intuition, since it does not correspond to any impassable threshold. In finite size
simulations we have considered the dynamical definition of Erc
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