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We present computer simulations of a system of purely repulsive soft colloidal particles interacting
via the Hertz potential and constrained to a two-dimensional plane. This potential describes the
elastic interaction of weakly deformable bodies and can be a reliable model for qualitative description
of behavior of soft macromolecules, like globular micelles and star polymers. We find a large number
of ordered phases, including the dodecagonal quasicrystal, and analyze the melting scenarios of
low density triangle and square phases. It is interesting that depending on the position on the
phase diagram the system can melt both through the first order transition and in accordance with
the Berezinskii-Kosterlitz-Thouless-Halperin-Nelson-Young (BKTHNY) scenario (two continuous
transitions with the intermediate hexatic phase) and also in accordance with recently proposed two-
stage melting with the first order hexatic-isotropic liquid transition and continuous solid-hexatic
transition. We also demonstrate the possibility of the tricritical point on the melting line.
PACS numbers: 61.20.Gy, 61.20.Ne, 64.60.Kw
INTRODUCTION
Phase transitions in two-dimensional (2D) systems are
of great interest for many reasons. This is a field where
usual intuition can lead to wrong conclusions. Firstly,
as it was shown by Landau and Peierls [1–3] there is
no two-dimensional crystals as we understand the crys-
tals in three dimensional (3D) space. Two-dimensional
crystal structures do not demonstrate long-range trans-
lational order. However, there is still long-range orien-
tational order and quasi-long range translational order
in 2D crystals [4, 5]. As a result, the melting of 2D
crystalline phases can occur not only as the first or-
der phase transition [6–10], like it always happens in
3D, but a number of different scenarios are possible
. In addition to the usual first order phase transition
melting of the 2D crystal can appear as two continu-
ous transitions of Berezinskii-Kosterlitz-Thouless (BKT)
type [11–15] (Berezinskii-Kosterlitz-Thouless-Halpering-
Nelson-Young (BKTHNY) scenario [5, 13–23]). The BK-
THNY scenario seems most popular now. According
to this theory 2D solids melt through dissociation of
bound dislocation pairs. As a result, the long-ranged
orientational order transforms into quasi-long-ranged or-
der, and the quasi-long-ranged positional order becomes
short-ranged. The new intermediate phase with quasi-
long-range orientational order is called a hexatic phase
(if melting of square crystal is considered then it is a
tetratic phase). It has a zero shear rigidity and because
of this it should be considered as a kind of ordered liq-
uid. The hexatic phase transforms into an isotropic liquid
phase having short-ranged orientational and positional
orders through unbinding dislocations pairs. It should
be noted, that the BKTHNY theory provides only limits
of stability of the solid and hexatic phases.
Recently, the other melting scenario was proposed [24–
29]. In contrast to the BKTHNY theory, it was shown
that the system can melt through a continuous BKT type
solid-hexatic transition, but the hexatic-liquid transition
is of first-order [24–26]. In paper [27] Kapfer and Krauth
explored behavior of a soft disk system with potential
U(r) = (σ/r)n. The system was shown to melt in ac-
cordance with the BKTHNY theory for n ≤ 6, while for
n > 6 the two-stage melting transition took place with
continuous solid-hexatic and the first-order hexatic-liquid
transition.
Until recently it only triangular lattices were observed
in two-dimensional systems in experiments and computer
simulations. However, in the last decades there appeared
a lot of experimental (for example, graphene, square ice
[30], square iron [31], etc.) and obtained from com-
puter simulations nontrivial 2D ordered structures, in-
cluding triangular, square, honeycomb, Kagome, snub-
square tiling, quasicrystals etc. [32–40]. This kind of
behavior is characteristic for the 2D core-softened po-
tentials [41–48]. The different forms of core-softened po-
tentials are widely used for qualitative description of the
anomalous water-like behavior, including density, struc-
tural and diffusion anomalies, liquid-liquid phase transi-
tions, glass transitions, and melting maxima [49–67].
Here we focus on the bounded soft potential - the
Hertzian spheres. The Hertz potential describes the po-
tential energy of two elastic spheres under an axial com-
pression [68]. The potential can be written in the follow-
ing form:
U(r) = ε (1− r/σ)
α
. (1)
The parameters ε and σ define the energy and length
scales and the exponent α determines the steepness of
the potential [83]. Strictly speaking, the potential (1)
corresponds to slightly deformed elastic spheres and can-
not be applied for very large compressions and densities.
However, Hertz potential may be used as a model poten-
tial for soft particles that is bounded and has finite range.
2This potential can be used for qualitative description of
behavior of soft uncharged macromolecules, like globular
micelles and star polymers.
The phase diagram of 3D Hertz system with α = 5/2
was reported in the seminal work by Daan Frenkel and
coauthors [69]. It was shown that this phase diagram in-
cludes numerous crystalline phases including non-cubic
ones. Moreover, it was found that the fluid phase of the
system demonstrates diffusion anomaly, i.e. the diffusion
coefficient increases with density in some region of den-
sities and temperatures. Later it was shown that this
system also demonstrates structural anomaly [70] identi-
fied by excess entropy criterion [71] and that this system
does not obey the Rosenfeld scaling [72, 73] of the diffu-
sion coefficient [70].
The phase diagram of the 2D Hertz system was firstly
reported in [74]. Three values of α were considered: 3/2,
5/2 and 7/2 and it was shown that the steepness of the
potential crucially changes the phase diagram. In the
particular case of α = 5/2 the authors of Ref. [74] found
several triangular and square crystals and a phase of pen-
tagons. Although the authors have observed the phase
of pentagons they do not recognize the symmetry of this
structure. Moreover, the work [74] gives only rough
preliminary investigation of the phase diagram without
strict determination of the phase boundaries and melting
scenarios.
The investigation of the phase diagram of Hertz system
with different α was continued in Ref. [75]. This paper
presents an investigation of phases which appear in the
Hertz system with α varying from 2 to 3 at fixed temper-
ature. Importantly, the sequence of the phases reported
for α = 5/2 is different from the one in Ref. [74]. In
Ref. [75] the authors recognize the phase of pentagons as
dodecagonal quasicrystal (DDQC). They also find that
DDQC transforms into stripe phase. At high density the
system demonstrates rhombohedral phase. Both stripe
and rhombohedral phases were not observed in [74].
Another important observation of Ref. [75] which is
in agreement with Ref. [74] is that the larger values of
α corresponds to the simpler phase diagrams. Complex
crystalline or quasicrystalline structures appear only at
low α and as α increases the number of different phases
in the system decreases.
The melting scenario of the low density triangular
phase of Hertz disks with α = 5/2 was reported in Ref.
[76]. It was found that this phase demonstrates reen-
trant melting. The melting scenario of the low density
branch (left branch) corresponds to the scenario proposed
in Refs. [24–29], i.e. continuous transition from solid to
hexatic phase and the first order one from hexatic to liq-
uid. However, the melting scenario changes in the point
of maximum of the melting line and melting of the high
density branch (right) branch proceeds in accordance to
the BKTHNY scenario, i.e. two continuous transitions.
However, only the limits of stability of the liquid are
shown in Ref. [76] (see Fig. 1 of this publication). In
order to make the phase diagram in the vicinity of the
low density triangular phase complete one needs to add
also the lines of transitions between the hexatic phase
and the crystal.
Summing up the results from literature on the phase
diagram of Hertzian disks with α = 5/2 one can see that
they are rather sporadic. Up to now there is no full phase
diagram of the system. Also the melting scenario is de-
termined only for the triangular phase with low density.
At the same time not all lines of the transitions at the
melting of triangular and square phases are reported.
The goal of the present paper is to perform a de-
tailed study of the phase diagram of the Hertz disks with
α = 5/2. We find the regions of stability of different or-
dered phases and discuss the melting scenarios of the low
density triangular and square phases. We will also dis-
cuss the mechanism of transformation of the low density
triangular phase into low density square phase.
SYSTEMS AND METHODS
In the present paper we study the Hertz disk system
with α = 5/2. We use the reduced unit to represent
all quantities in the study, i.e. we use ε and σ as the
units of energy and length correspondingly. Following
Ref. [74] we consider the densities from ρmin = 0.6 up
to ρmax = 10. It is extremely wide region of densities.
It is especially important since the density jumps in two-
dimensional transitions is usually rather low - of the order
of 10−3− 10−2, therefore the regions of phase transitions
are very narrow comparing to the total interval of the
densities under consideration. Because of this we do the
simulations in two steps.
At the first step we do rough estimation of the phase
diagram. For doing this we simulate a small system of
4000 particles at densities from ρmin up to ρmax with the
step ∆ρ = 0.2. If we see that the system demonstrates
different phases at some step in density we decrease the
step and investigate this region in more details.
The system was simulated in a rectangular box. The
initial configuration was set up to be a high temperature
liquid configuration. Starting from this configuration the
system was simulated by means of molecular dynamics
method [77] (LAMMPS package [78]) in canonical en-
semble (constant number of particles N, area S and tem-
perature T) for 5 · 107 steps with time step dt = 0.001.
The first 2 · 107 were used for equilibration while during
the last 3 · 107 sampling of the system was performed.
In order to characterize the thermodynamic proper-
ties of the system we studied equations of state (eos), i.e.
pressure as a function of the density along isotherms. If a
first order phase transition takes place in the system one
observes a Mayer-Wood loop. The transition points can
be found by Maxwell construction. In case of the contin-
3uous transition the eos demonstrates a bend. Therefore,
independently of the nature of the transition eos can be
used as the first signal.
Having identified the regions of phase transitions from
the eos we perform identification of the phases. For do-
ing this we apply several methods. The most robust
method involves the radial distribution functions g(r).
This method allows to distinguish different crystalline
phases. However, in the case of two-dimensional systems
it is not so efficient in distinguishing liquids and crystals,
because the two-dimensional liquids usually demonstrate
rather ordered behavior next to the melting line.
In order to investigate the melting of triangular and
square crystals we used the orientational and transla-
tional order parameters.
The orientational order parameter (OOP) of triangular
lattice is defined as [16, 17, 45, 46]
Ψ6(ri) =
1
n(i)
n(i)∑
j=1
einθij , (2)
where θij is the angle of the vector between particles i
and j with respect to a reference axis and the sum over j
is counting n(i) nearest-neighbors of j, obtained from the
Voronoi construction. The global OOP can be calculated
as an average over all particles:
ψ6 =
1
N
〈∣∣∣∣∣
∑
i
Ψ6(ri)
∣∣∣∣∣
〉
. (3)
The square lattice orientational order Ψ4(ri) (and the
global one ψ4) is defined in the same way.
In accordance with the standard definitions [16, 17, 45,
46], translational order parameter (TOP) has the form:
ψT =
1
N
〈∣∣∣∣∣
∑
i
eiGri
∣∣∣∣∣
〉
, (4)
where ri is the position vector of particle i and G is the
reciprocal-lattice vector of the first shell of the crystal
lattice.
We also calculate the correlation functions of OOP
and TOP which contain information on the long-range
or quasi-long-range ordering in the system. The orienta-
tional correlation function (OCF) G6(r) is given by the
following expression:
G6(r) =
〈Ψ6(r)Ψ
∗
6(0)〉
g(r)
, (5)
where g(r) =< δ(ri)δ(rj) > is the pair distribution func-
tion. In the hexatic phase the long range behavior of
G6(r) has the form G6(r) ∝ r
−η6 with η6 ≤
1
4 [16, 17].
In case of the triangular crystal there is long range ori-
entational order and quasi-long-range translational order.
It leads to flat shape of the orientational OCF, whilst
OCF decays algebraically in the hexatic phase and expo-
nentially in the isotropic liquid.
The translational correlation function (TCF) can be
calculated as
GT (r) =
< exp(iG(ri − rj)) >
g(r)
, (6)
where r = |ri − rj |. In the solid phase the long range
behavior of GT (r) has the form GT (r) ∝ r
−ηT with ηT ≤
1
3 [16, 17]. In the hexatic phase and isotropic liquid GT
decays exponentially.
Analogous correlation functions can be introduced for
the square crystal by substituting Ψ6 by Ψ4 in the case
of OCF and using the correlation function of ΨT for the
square crystal GsqT . Unfortunately, there are no calcu-
lations of the exponents η at which the square crystal
transforms into tetratic phase and the tetratic phase into
isotropic liquid. By analogy with the triangular crystal
one can use η4 = 1/4 and ηT = 1/3, but these values
should be considered as the first guess rather then exact
ones.
An important shortcoming of the order parameters in-
troduced above is that they are applicable to a single
crystal structure only. That is why if one finds a novel
crystal structure with different symmetry the order pa-
rameters can be zero in this structure. That is why it
can be difficult to find out the symmetry of the struc-
ture using the order parameters only. This problem can
be solved by calculating the diffraction patterns. The
diffraction patterns are the intensity maps of the static
structure factor:
S(k) =
1
N
<
(
N∑
i=1
cos2(kri)
)2
+
(
N∑
i=1
sin2(kri)
)2
> .
(7)
Combining the information obtained from radial dis-
tribution functions, orientational and translational order
parameters and diffraction patterns we are able to iden-
tify the structures observed in the system.
RESULTS AND DISCUSSION
In order to perform a first estimation of the phase dia-
gram of the system we study its isotherms. Fig. 1 shows
the isotherm T = 0.001 (panel (a)). Other panels enlarge
the regions where we observe Mayer-Wood loops which
indicate the first order phase transition. One can see nu-
merous loops which mean that many phase transitions
take place in the system.
Using the equations of state along different isotherms
we construct the phase diagram of the system. It is shown
on Fig. 2. In agreement with the previous studies [74, 75]
the phase diagram is very complex. We find that the
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FIG. 1: Equation of state of Hertz system at T = 0.001. Panel
(a) shows the full eos simulated in the present work. Other
panels enlarge the parts of eos in the regions of the phase
transitions.
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FIG. 2: Phase diagram of the Hertz system up to the density
ρmax = 10.0. The notation of the solid phases is the following:
HEX - triangular crystal, SQ - square crystal, Pentagons - do-
decagonal quasicrystal, SH - stretched triangular phase, RH
- rhombohedral crystal. Since the density jumps are hardly
visible in this scale we draw a kind of ”average line” which
is in the middle of the transition points. More precise tran-
sition lines for the first two crystal structures (HEX and SQ
with low densities) will be given below. More precise lines of
phase transitions of other phases will be given in subsequent
publications.
sequence of phases is different from Ref. [74] and corre-
sponds to Ref. [75], i.e. in addition to the triangular and
square phases we find also stretched triangular (SH) and
rhombohedral phases. Moreover, since we extend our in-
vestigation to the densities up to ρ = 10.0 which is above
the upper density in Ref. [75] we find more phases in this
high density region: the rhombohedral phase transforms
into the second stretched triangular phase and the later
transforms into high density triangular crystal.
We simulated the system at different temperatures in
order to find out the full phase diagram which is shown
on Fig. 2.
We start from triangular structure with low density.
Fig. 3 shows a part of configuration of the triangular
phase with low density (left panel) and the corresponding
diffraction pattern.
Analogously Fig. 4 shows an example of snapshot and
diffraction pattern of square phase with low density.
While the triangular and square phases are relatively
easy to identify, the next phase is the one consisting of
pentagons. In Ref. [74] this structure was not identified.
5FIG. 3: Left panel: example of a snapshot of the triangular
phase with low density. Right panel: diffraction pattern of
this structure. ρ = 1.6, T = 0.001.
FIG. 4: Left panel: example of a snapshot of the square crys-
tal with low density. Right panel: diffraction pattern of this
structure. ρ = 2.8, T = 0.001.
The authors proposed a very complex way of description
of this structure by decomposing it into five sublattices.
The authors of Ref. [75] defined this structure as do-
decagonal quasicrystal. Our study confirms this finding.
It can be realized from the diffraction pattern shown in
Fig. 5 which clearly demonstrates 12-fold symmetry cor-
responding to the dodecagonal quasicrystal.
The next structure we identify as stretched triangular
structure. This can be visible from the snapshot (Fig.
FIG. 5: Left panel: example of a snapshot of the dodecagonal
quasicrystal with low density. Right panel: diffraction pattern
of this structure. ρ = 3.4, T = 0.001.
FIG. 6: Left panel: example of a snapshot of the stretched tri-
angular crystal phase with low density. Right panel: diffrac-
tion pattern of this structure. ρ = 3.7, T = 0.001.
FIG. 7: Left panel: example of a snapshot of the triangu-
lar phase with intermediate density. Right panel: diffraction
pattern of this structure. ρ = 5.2, T = 0.001.
6). But most clearly it can be seen from the diffraction
pattern given on the right panel of the same figure.
Further increase of the density leads to almost exact
repetition of the sequence of phases, but the quasicrys-
talline phase changes to the rhombohedral crystal. The
sequence of the phases becomes the following: triangu-
lar (Fig. 7), square (Fig. 8), rhombohedral (Fig. 9),
stretched triangular (Fig. 10) and finally again trian-
gular (Fig. 11). It is worth to note that the stretched
triangular and rhombohedral structures do not look very
obvious from snapshots and radial distribution functions,
but the structure becomes apparent from the diffraction
patters.
LOW DENSITY PART OF THE PHASE
DIAGRAM
Now we consider in more details the low density part
of the phase diagram, which includes the first two crys-
talline phases (triangular and square) and liquid.
Fig. 12 (a) shows an example of equation of state at
the low density branch of the melting line of the low-
density triangular phase. One can see that the equation
of state demonstrates a Mayer-Wood loop which means
6FIG. 8: Left panel: example of a snapshot of the square phase
with intermediate density. Right panel: diffraction pattern of
this structure. ρ = 6.6, T = 0.001.
FIG. 9: Left panel: example of a snapshot of the rhombohe-
dral phase. Right panel: diffraction pattern of this structure.
ρ = 7.2, T = 0.001.
that a first order transition takes place. By analyzing
the orientational and translational correlation functions
shown in Figs. 12 (b) and (c), we conclude that the hex-
atic phase transforms into the isotropic liquid through
first order transition. As higher densities there is a tran-
sition from hexatic phase into triangular solid. This kind
of melting corresponds to the scenario proposed in Refs.
[24–29] and is in agreement with the results of Ref. [76].
The next Fig. 13 (a)-(c) demonstrates the same anal-
FIG. 10: Left panel: example of a snapshot of the stretched
triangular phase with high density. Right panel: diffraction
pattern of this structure. ρ = 8.0, T = 0.001.
FIG. 11: Left panel: example of a snapshot of the triangular
phase with high density. Right panel: diffraction pattern of
this structure. ρ = 9.0, T = 0.001.
ysis for the right branch of the melting line. No Mayer-
Wood loop is observed here at high temperatures. By
analyzing the equation of state and the correlation func-
tions we conclude that the system melts in accordance
to the BKTHNY scenario which is again consistent with
Ref. [76].
Unlike the Ref. [76] we find that at the maximum on
the melting line the melting still goes through the hexatic
phase. Fig. 14 shows the behavior of the orientational
and translational correlation functions at the maximum
of the melting line. From these plots one can see that
from the condition ηT = 1/3 the transition from crystal
into hexatic phase takes place at T = 0.0092 while from
the condition η6 = 1/4 the transition of the hexatic phase
into isotropic liquid appears at T = 0.0098.
Similar analysis was performed also for the square crys-
tal. Fig. 15 shows the equation of state of Hertzian disks
at T = 0.0032 and the densities interval crossing the
square crystal. The qualitative behavior of the square
crystal looks the same as the triangular one. At the left
branch there is a Mayer-Wood loop between the isotropic
liquid and tetratic phase and the tetratic phase itself
transforms into crystal via a continuous transition. At
the right branch we observe the Mayer-Wood loop and
both G6 and GT criteria fall into the region of the loop.
It states that the system melts through the first order
phase transition at the right branch of the melting curve
of the square crystal.
Phase transformation of the tetratic phase into the
square crystal which takes place at the left branch is
a continuous transition. The location of this transition
is determined by the G4 and G
sq
T correlation functions
shown in Figs. 16 (a)-(d). The resulting phase diagram
which includes the melting lines of the triangular and
square crystals is shown in Fig. 17.
Special care should be taken in the vicinity of the triple
point of liquid-hexatic-tetratic phases. Fig. 18 shows a
set of isotherms in the vicinity of the triple point. One
can see two important features of these equations of state.
First of all, as the temperature increases the curves go
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FIG. 12: (a) Equation of state of Hertzian spheres at T =
0.0375 in the region of liquid to low density triangular crystal
transition at lower densities (left branch of the melting line
in density-temperature plane). Point GT corresponds to the
density at which transition from crystal to hexatic phase takes
place according to the criterion ηT = 1/3. Point G6 marks
the transition from hexatic phase to isotropic liquid from the
criterion η6 = 1/4. (b) The behavior of orientational cor-
relation function G6 of the same system. (c) The behavior
of translational correlation function GT of the same system.
The arrows in the panels (b) and (c) show the direction of the
density increase.
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FIG. 13: (a) Equation of state of Hertzian spheres at T =
0.0375 in the region of liquid to low density triangular crys-
tal transition (right branch of the melting line in density-
temperature plane). Point GT corresponds to the density at
which transition from crystal to hexatic phase takes place ac-
cording to the criterion ηT = 1/3. Point G6 marks the transi-
tion from hexatic phase to isotropic liquid from the criterion
η6 = 1/4. (b) The behavior of orientational correlation func-
tion G6 of the same system. (c) The behavior of translational
correlation function GT of the same system. The arrows in the
panels (b) and (c) show the direction of the density increase.
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FIG. 14: (a) The behavior of orientational correlation func-
tion G6 at ρ = 1.6 and different temperatures. (c) The be-
havior of translational correlation function GT of the same
system.
down, i.e. the pressure decreases with temperature. This
phenomenon is known as the density anomaly. We study
the region of existence of the density anomaly and put it
on the phase diagram (Fig. 17). The second is that at
low temperatures the eos demonstrates the Mayer-Wood
loop, while at the temperatures above Ttcp = 0.0034 the
loop disappears. It leads to a conclusion that the melting
scenario changes at Ttcp. While above this temperature
melting proceeds in accordance to BKTHNY scenario,
below Ttcp melting becomes the first order phase transi-
tion. The point at Ttcp = 0.0034 and density ρtcp = 2.296
is a tricritical point of the system, where the BKT contin-
uous hexatic-isotropic liquid transition (BKTHNY sce-
nario) is replaced by the first-order hexatic-isotropic liq-
uid transition (scenario, proposed in [24–29]).
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FIG. 15: Equation of state of Hertzian spheres at T = 0.0032
in the region crossing the borders of the square crystal phase.
Panel (a) represents the left branch while panel (b) the right
one. The arrows mark the transitions from crystal to tetractic
phase (GT ) and from tetratic phase into isotropic liquid.
CONCLUSIONS
We present the computer simulation study of a two-
dimensional system of purely repulsive soft colloidal par-
ticles interacting via the Hertz potential in a wide range
of densities. This potential describes the elastic inter-
action of weakly deformable bodies and can be a reli-
able model for qualitative description of behavior of soft
macromolecules, like globular micelles and star polymers.
We find a large number of ordered phases, including the
dodecagonal quasicrystal, and analyze the melting sce-
narios of low density triangle and square phases. It is
interesting that depending on the position on the phase
diagram the system can melt both through the first order
transition and in accordance with the BKTHNY scenario
and also in accordance with recently proposed two-stage
melting with the first order hexatic-isotropic liquid tran-
sition and continuous BKT type solid-hexatic transition.
It is found that in the liquid phase in the reentering melt-
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FIG. 16: (a) Orientational correlation function G4 at the low
density branch of the square crystal melting. (b) Transla-
tional correlation function GsqT in the same region. (c) Ori-
entational correlation function at the right part of the melt-
ing line of the square crystal. (d) Translational correlation
function in the same region. Arrows at all panels mark the
direction of the density increase.
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FIG. 17: Low density part of the phase diagram.
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FIG. 18: Equations of state in the vicinity of the triple point.
ing region between the triangle and square lattices there
is a water-like density anomaly. We also demonstrate the
possibility of the tricritical point on the melting line of
the triangle phase.
It should be also noted, that the nature of the first-
order liquid-hexatic transition is not completely under-
stood because conventional theories like the BKTHNY
are not capable to describe the first-order liquid-hexatic
transition. However, it is known that the BKT transition
can be made first order by reducing the core energy Ec of
the corresponding topological defect (disclination) below
some critical value [79–82]. Taking into account that the
microscopic calculation of Ec is not available now, one
can conclude that the further investigations of the na-
ture of first-order hexatic-isotropic liquid transition are
necessary.
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