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Abstract: We propose a rescaled LASSO, by premultipying the LASSO with a
matrix term, namely linear unified LASSO (LLASSO) for multicollinear situ-
ations. Our numerical study has shown that the LLASSO is comparable with
other sparse modeling techniques and often outperforms the LASSO and elas-
tic net. Our findings open new visions about using the LASSO still for sparse
modeling and variable selection. We conclude our study by pointing that the
LLASSO can be solved by the same efficient algorithm for solving the LASSO
and suggest to follow the same construction technique for other penalized esti-
mators.
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1 Introduction
Let {(xi, Yi), i = 1, . . . , n} be a random sample from the linear regression model
Yi = x
⊤
i β + ǫi (1.1)
where Yi ∈ R is the response, xi = (xi1, . . . , xip)⊤ ∈ Rp is the covariate vector and ǫi is the
random error with E(ǫi) = 0, Var(ǫi) = σ
2 ∈ R+.
The ordinary least squares (OLS) estimator has the form βˆn = C
−1
n X
⊤Y , Cn =X⊤X.
For the high-dimensional case (p > n), the OLS estimator is not valid, and in this case
one may use a regularization method to find a few non-zero elements of β, as a remedial
approach. Under the l1-penalty, Tibshirani (1996) proposed the least absolute penalty and
selection operator (LASSO) given by
βˆ
L
n = argmin
β
{
1
n
‖Y −Xβ‖22 + λ‖β‖1
}
, (1.2)
where Y = (Y1, . . . , Yn)
⊤, λ > 0 is the threshold, and ‖v‖q = (
∑d
j=1 |vj |q)1/q for v =
(v1, . . . , vd)
⊤, with q > 0.
The LASSO has tractable theoretical and computational properties. However, when the
predictors xi are highly correlated, the LASSO may contain too many zeros. This is not
undesirable, but it may have some effects on prediction. Refer to Zou and Hastie (2005)
for limitations of LASSO. As a remedy, one may use projection pursuit with the LASSO
or apply the well-known ridge regression (RR) estimator of Hoerl and Kennard (1970).
Unlike LASSO, the RR estimator does not “kill” coefficients and hence it cannot be used
as an efficient estimator in sparse models. Zou and Hastie (2005) introduced the Elastic
Net (E-net) approach which can deal with the strongly correlated variables effectively. Like
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LASSO, the E-net has also some promising properties. The E-net is given by
βˆ
En
n = argmin
β
{
1
n
‖Y −Xβ‖22 + λ2‖β‖22 + λ1‖β‖1
}
, (1.3)
where λ1 and λ2 are non-negative tuning parameters.
Indeed the E-net is an improved LASSO, which the penalty of ridge approach is taken
into account in the optimization problem. Zou and Hastie (2005) formulated the na¨ıve
E-net in such a way the solution to the optimization problem connected with that of the
LASSO. In the same line, we have different concern which is motivated in below.
1.1 Motivation
Under a multicollinear situation, apart from the sparsity, the OLS estimator βˆn is far away
from the true value β. Hence, it is of major importance to find a closer estimator. Based
on the Tikhonov’s (1963) regularization approach, Hoerl and Kennard (1970) proposed to
minimize the sum of squares error (SSE) subject to ‖β‖22 = k, to obtain the RR estimator.
The RR estimator is a non-linear function with respect to the tuning (biasing, here) pa-
rameter, in nature. Another approach to combat multicollinearity is to minimize the SSE
subject to ‖dβˆn − β‖22 = k, 0 < d < 1, due to Mayer and Willke (1973). The idea is dβˆn
is closer to the true value β for the case 0 < d < 1, than βˆn. The resulting estimator
is linear unified (Liu) estimator F n(d)βˆn where 0 < d < 1 is the biasing parameter and
F n(d) = (Cn + Ip)
−1(Cn + dIp) is the biasing factor. Apparently, the Liu estimator is
linear with respect to the biasing parameter d. Note that, in contrast with this estimator,
the RR estimator has the form Rn(k)βˆn, Rn(k) = (Ip + kC
−1
n )
−1, with k > 0.
The key idea in our approach is to make use of this difference between Rn(k)βˆn and
F n(d)βˆn in obtaining a better estimator. Hence, we propose to replace the penalty term
λ2‖β‖22 in the E-net by λ2‖dβˆn−β‖22. We will see that this change gives an estimator (after
a simplification) which obtains by premultiplying the LASSO with the biasing factor, and
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is a multicollinear resistant estimator.
In Section 2 we define the linear unified LASSO (LLASSO) and discuss about selecting
the biasing parameter a little. In general, we modify the l1-penalty term of LASSO and
then propose a closed form solution. In Section 3, we communicate about some asymptotic
properties. We show that the LLASSO is
√
n-consistent. Also orthonormal design case
is studied. Section 4 is devoted to an extensive numerical study. Two real examples and
five simulated examples are considered to compare the performance of LLASSO with the
existing candidates including the ridge, LASSO and elastic net, while Section 5 contains
conclusions and suggestions for further research. Proofs of all theorems are provided in the
Appendix.
2 Linear Unified LASSO
In this section, we propose an estimator called linear unified LASSO (LLASSO) via the
penalized least squares approach.
2.1 Na¨ıve look
Before giving the expression of LLASSO, we first study the effect of replacing λ2‖β‖22 in
the E-net by λ2‖dβˆn − β‖22. As in Zou and Hastie (2005), we assume that the response is
centered and the predictors are standardized. For the fixed λ1, λ2, and 0 < d < 1, define
the na¨ıve loss
L(β;λ1, λ2, d) = ‖Y −Xβ‖22 + λ2‖dβˆn − β‖22 + λ1‖β‖1.
The following result gives the solution to the underlying optimization problem in above,
similar to Zou and Hastie (2005).
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Proposition 1 Suppose β˙n = argminβ L(β;λ1, λ2, d). Then,
β˙n =
1√
1 + λ2
argmin
b
L(b; γ),
where
L(b; γ) = ‖Y ∗ −X∗b‖22 + γ‖b‖1, γ =
λ1√
1 + λ2
,
with Y ∗ = (Y ⊤, 0⊤)⊤, X∗ = (1 + λ2)−
1
2 (X⊤,
√
λ2Ip)
⊤, and b =
√
1 + λ2(dβˆn − β).
The proof is straight and omitted.
The above result shows that the solution to the na¨ıve problem, is an augmented LASSO.
However, it does not provide a closed form solution with respect to the biasing parameter
d. Yet, we deliberate more on the use of Proposition 1. Note that using this result, the
l2-error bound can be established easily. Let β
o = (βo1 , . . . , β
o
p)
⊤ be the “true parameter
value” and So = {j : βoj 6= 0}, as the active set. Then, so = |So| is termed as the sparsity
index of βo.
By Theorem 11.1 of Hastie et al. (2016), one has the following bound
‖β˙n − bo‖22 ≤
6
ν
n
√
soγ, ∀ 0 < d < 1, (2.1)
where bo =
√
1 + λ2(dβˆ − βo) and ν is the lower bound of restricted eigenvalues of C over
an appropriate constraint set. See Eq. (11.13) of Hastie et al. (2016) for more details. The
usefulness of the bound (2.1) is that one can make the error small by choosing an appropriate
d, for which dβˆ is close to βo. This is more important for the bound of prediction error.
Similar to (2.1), one can set up prediction error bound of LLASSO which is dependent to
the factor γ2. The result of Lederer et al. (2016) can be also applied here.
From Proposition 1, one can also approximate the standard error. Let σˆ2 be the estimate
of σ2. Then, using the result of Osborne et al. (2000), the variance-covariance matrix of
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β˙n has form (C
∗
n +W
∗)−1C∗n(C
∗
n +W
∗)−1σˆ2/(1 + λ2) with
C∗n +W
∗ =X∗⊤
(
In +
ee⊤
‖β∗‖1‖X∗⊤e‖∞
)
X∗
where C∗n =X
∗⊤X∗, e = Y ∗ −X∗b, and ‖β‖∞ = max1≤j≤p |βj |.
Proposition 2 Under the assumptions of Proposition 1, given (λ1, λ2, d), we have
β˙n = argmin
β
{
β⊤
(
X⊤X + λ2Ip
1 + λ2
)
β − 2Y ⊤Xβ + λ1‖dβˆn − β‖1
}
.
Zou and Hastie (2005) interpreted the E-net solution as a rescaled LASSO, which will
improve prediction accuracy. Indeed, the term
(
X⊤X+λ2Ip
1+λ2
)
is a shrinkage version ofX⊤X,
which the latter appears in LASSO. Here, the same interpretation is valid, where we replaced
‖β‖1 by ‖dβˆn − β‖1 in LASSO.
Next, we will be considering an approximated closed-form solution to our optimization
problem. This will pave the road to define the LLASSO, after some modifications.
2.2 LLASSO
Recall the closed-form approximate solution to the optimization problem
min
β
{
1
n
‖Y −Xβ‖22 + λ‖β‖1
}
has the form (Cn + λW
−)−1X⊤Y , Cn = X⊤X, where W− is the generalized inverse of
W = diag(|βˆj |), with βˆn = (βˆ1, . . . , βˆp) (see Tibshirani, 1996). After some algebra, the
closed-from approximate solution to the problem
min
β
L(β;λ1, λ2, d) = min
β
‖Y −Xβ‖22 + λ2‖dβˆn − β‖22 + λ1‖β‖1.
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is given by
(Cn + λ2Ip + λ1W
−)−1(X⊤Y + dλ2βˆn)
= (Cn + λ2Ip + λ1W
−)−1(Cn + dλ2Ip)βˆn (2.2)
Let λ1 = λ2 = 1. Then, (2.2) reduces to
(Cn + Ip +W
−)−1(X⊤Y + dβˆn)
= F ∗n(d)βˆn, F
∗
n(d) = (Cn + Ip +W
−)−1(Cn + dIp), (2.3)
which is similar to the Liu estimator, except the coefficient F n(d) is replaced by F
∗
n(d)
here. In conclusion, the approximate closed form solution to our problem shows that the
effect of penalization due to l1-norm appears in the Liu estimator by the term W
−. To
avoid inefficiency, we suggest to pre-multiply the term F n(d) to the LASSO solution, for
the proposal of LLASSO. This proposal can be also interpreted as re-scaling the LASSO
estimator to be multicollinear resistant.
Recall that the na¨ıve look does not provide a closed form solution with respect to the
biasing parameter. In this case, an approximate closed form is of interest. Similar to
Tibshirani (1996), one may make use of
∑
b2j/|bj |, with b = (b1, . . . , bp)⊤, instead of the
penalty term ‖b‖1 to get the LLASSO, say, by a manipulation on (2.3) as
βˆ
L
n(d) = (Cn + Ip)
−1(X⊤Y + dβˆ
L
n) = F n(d)βˆ
L
n , (2.4)
where 0 < d < 1 is the biasing parameter and F n(d) = (Cn+Ip)
−1(Cn+dIp) is the biasing
factor.
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2.3 Choice of biasing parameter
Apparently, the LLASSO is linear in terms of d. According to (2.1), we seek for such d for
which dβˆn is close to β
o. Therefore, one possible choice can be either mind ‖dβˆn− βˆ
L
n‖1 or
mind ‖dβˆn− βˆ
En
n ‖1. This problem can be solved by an optimization method such as interior
point which is of polynomial order.
However, a general formula can be obtained as follows. Solving the loss function
L(β;λ1, λ2, d) with respect to d yields
d =
1
λ2βˆ
⊤
n βˆn
{
λ2βˆ
⊤
nβ ±Q(β;λ1, λ2)
1
2
}
where
Q(β;λ1, λ2) = λ
2
2(βˆ
⊤
nβ)
2 − λ2βˆ⊤n βˆnL(β;λ1, λ2)
with L(β;λ1, λ2) = ‖Y −Xβ‖22 + λ1‖β‖1 + λ2‖β‖22.
If β is sparse, then βˆ
En
n ≤ βˆn and hence
Qˆ = max
β
Q(β;λ1, λ2) = λ
2
2(βˆ
⊤
n βˆn)
2 − λ2βˆ⊤n βˆnL(βˆ
En
n ;λ1, λ2)
and
dˆ = max
(
0, 1− Qˆ
1
2
λ2βˆ
⊤
n βˆn
)
(2.5)
The forthcoming section is devoted to the properties of the LLASSO as defined by (2.4).
3 Asymptotic Properties
In this section, we establish some properties of the LLASSO.
In sequel we will be assuming the following regularity conditions:
(A1) Cn =
1
n
∑n
i=1 xix
⊤
i → C, C is a non-negative definite matrix.
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(A2) 1n max1≤i≤n x
⊤
i xi → 0.
(A3) F n(d)→ F (d), F (d) = (C + Ip)−1(C + dIp).
For our purpose we assume C is nonsingular.
Proposition 3 Suppose φ = βˆ
L
n is the minimizer of
Zn(φ) =
1
n
‖Y −Xφ‖22 +
1
n
λn‖φ‖1, φ = (φ1, . . . , φp)⊤
Under the set of local alternatives K(n) : β = β(n) = δ√n , δ = (δ1, . . . , δq) 6= 0, assume
(A1)-(A3). If λ/n→ λo ≥ 0, then, we have
√
n(βˆ
L
n(d)− β) D→ F (d)
[
argmin
u
V (u) + δ
]
,
where V (u) = −2u⊤W + u⊤Cu + λo
∑p
j=1 [ujsgn(βj)I(βj 6= 0) + |uj + δj |I(βj = 0)] and
W ∼ Np(0, σ2C).
3.1 Orthonormal design
Suppose Cn = Ip. Then the LLASSO has form
βˆLjn(d) = cdsgn(βˆj)(|βˆj | − λ/2)+, j = 1, . . . , p,
where a+ = max(0, a), λ is determined by the condition
∑ |βˆj | = t, cd = (1+d)/2, and βˆj is
the j-th component of OLS estimator. The estimator βˆLjn(d) is termed normalized LASSO
in our terminology. It can be simply verified that the normalized LASSO is the solution of
the following optimization problem
min
β
{
1
n
‖Y −Xβ‖22 + cdλ‖β‖1
}
. (3.6)
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Under normality assumption, some interesting properties can be achieved. Hence, suppose
that the error term in (1.1) has normal distribution with zero mean and covariance matrix
σ2In, where σ
2 is known. Then, βˆj ∼ N (βj , σ2).
Proposition 4 For all δ ≤ 12 and λ = 2σ
√
2 log δ−1
E
[
βˆLjn(d)−∆j
]2 ≤ σ2c2d(1 + 2 log δ−1)[δ +min(∆2j , 1)] + (σcd − 1)2∆2j
−2σcd(σcd − 1)∆j(λ/2σ) [Φ(λ/2σ −∆j)− Φ(λ/2σ +∆j)] ,
where ∆j = βj/σ and Φ(·) is the cumulative distribution function of the standard normal
distribution.
It can be also shown that
Risk(βˆ
L
n(d)) = E‖βˆ
L
n(d)− β‖22
= c2d
p∑
j=1
{
1 + λ2o + (∆
2
j − 1− λ2o) [Φ(λo −∆j)−Φ(−λo −∆j)]
−(λo −∆j)ϕ(λo +∆j)− (λo +∆j)ϕ(λo −∆j)} , (3.7)
where λo = λ/2 and ϕ(·) is the probability density function of the standard normal distri-
bution
4 Numerical Studies
In this section, we compare the performance of the LLASSO with some other known esti-
mators.
4.1 Illustration
In the following, we study two real life examples. The predictors for each data sets were
standardized to have zero mean and unit standard deviation before fitting the model. We
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also center the response variable. We then fit linear regression model to predict the variables
of interest using the available regressors. We evaluate the performance of the estimators by
averaged cross validation (CV) error using a 10-fold CV. In CV, the estimated MSEy varies
across runs. Therefore, we repeat the process 250 times, and calculate the median MSEy
and its standard error. The results are given in Table 3. Analyzing these results reveal the
following conclusions:
• Regarding the state data: we observe that the LLASSO has the least MSEy value
among all alternatives methods. The second best method is the ridge, having the
least standard error.
• For the prostate data, the ridge estimator has the best performance since there exists
the problem of multicollinearity. However, if both multicollinearity and variable sec-
tion are important, the LLASSO is preferred since it performs better than all others.
• Surprisingly, the performance of the LLASSO is more efficient compared to the LASSO
and E-net.
In what follows we only describe the data sets we used.
4.1.1 State Data
Faraway (2002) illustrated variable selection methods using the state data set. There are
50 observations (cases) on 8 variables. The variables are: population estimate as of July 1,
1975; per capita income (1974); illiteracy (1970, percent of population); life expectancy in
years (1969-71); murder and non-negligent manslaughter rate per 100,000 population (1976);
percent high-school graduates (1970); mean number of days with minimum temperature 32
degrees (1931-1960) in capital or large city; and land area in square miles. We consider life
expectancy as the response (refer to Table 1).
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Variables Descriptions
Dependent Variable
lifex life expectancy in years (1969-71)
(needed check)
Covariates
population population estimate as of July 1, 1975
income per capita income (1974)
illiteracy illiteracy (1970, percent of population)
murder murder and non-negligent manslaughter rate per
100,000 population (1976)
hs.grad mean number of days with minimum temperature 32
degrees (1931-1960) in capital or large city
area land area in square miles
Table 1: Descriptions of variables for the state data set
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Figure 1: Correlations among predictors
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4.1.2 Prostate Data
Prostate data came from the study of Stamey et al. (1989) about correlation between the
level of prostate specific antigen (PSA), and a number of clinical measures in men who
were about to receive radical prostatectomy. The data consist of 97 measurements on the
following variables: log cancer volume (lcavol), log prostate weight (lweight), age (age), log
of benign prostatic hyperplasia amount (lbph), log of capsular penetration (lcp), seminal
vesicle invasion (svi), Gleason score (gleason), and percent of Gleason scores 4 or 5 (pgg45).
The idea is to predict log of PSA (lpsa) from these measured variables.
A descriptions of the variables in the prostate dataset is given in Table 2.
Variables Descriptions
Dependent Variable
lpsa Log of prostate specific antigen (PSA)
Covariates
lcavol Log cancer volume
lweight Log prostate weight
age Age in years
lbph Log of benign prostatic hyperplasia amount
svi Seminal vesicle invasion
lcp Log of capsular penetration
gleason Gleason score
pgg45 Percent of Gleason scores 4 or 5
Table 2: Descriptions of variables for the Prostate data set
Table 3: MSEy of estimators.
Dataset OLS Ridge Liu LASSO LLASSO E-net
State 0.948670.01207 0.940830.01096 0.941310.01162 0.943490.01199 0.936470.01156 0.945060.01199
Prostate 0.633010.00449 0.619220.00424 0.629180.00444 0.631960.00448 0.628160.00442 0.632020.00448
4.2 Simulation
The purpose of this section is to design a Monte Carlo simulation to show the superiority
of LLASSO over the estimators OLS, ridge, Liu, LASSO and E-net.
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We used five examples some of which were also considered in Zou and Hastie (2005).
All simulations are based on the model
Y =Xβ + σǫ
where ǫ ∼ N(0, I). In each example, the simulated data contains a training dataset, val-
idation data and an independent test set. We fitted the model only using the training
data and the tuning parameters were selected using the validation data. In simulations,
we center all variables based on the training data set. Let x¯train = (x¯1,train, · · · , x¯p,train)
denote the vector of means of the training data, ntest the number of observations in the test
data set and y¯train the mean over responses in the training data. Finally, we computed two
measures of performance, the test error (mean squared error) MSEy =
1
ntest
r⊤simrsim where
rsim = xiβ − (y¯train + (xi − x¯train)⊤β̂)) and the mean squared error of the estimation of
β such that MSEβ = |β̂ − β|2 (see Tutz and Ulbricht, 2009). We use the notation ·/ · /·
to describe the number of observations in the training, validation and test set respectively.
Here are the details of five examples:
1- Each data set consists of 20/20/200 observations. β is set to β⊤ = (3, 1.5, 0, 0, 2, 0, 0, 0)
and σ = 3. Also, we generate X ∼ N(0,Σ), where Σij = 0.5|i−j|.
2- Each data set consists of 100/100/300 observations and 40 predictors, where βj = 0
when j = 1, . . . , 10, 21, . . . , 30 and βj = 3 when j = 11, . . . , 20, 31, . . . , 40. Also, we
set σ = 3, Σij = 0.5
|i−j|, as in example 1.
3- Each data set consists of 50/50/200 observations and 30 predictors. This setting was
also considered in El Anbari and Mkhdari (2014) with a slight change. We chose
β =
3, . . . , 3︸ ︷︷ ︸
5
, 4, . . . , 4︸ ︷︷ ︸
5
, 0, . . . , 0︸ ︷︷ ︸
20

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and σ = 3. The predictors X were generated as follows
xi =Z1 + ε
x
i , Z1 ∼ N (0, 1), i = 1, . . . , 5,
xi =Z2 + ε
x
i , Z2 ∼ N (0, 1), i = 6, . . . , 10,
xi ∼N (0, 1), i = 11, . . . , 30.
4- Each data set consists of 20/20/200 observations. β is specified by β⊤ = (3, 1.5, 0, 0, 0, 0,−1,−1)
so that there are two positively and two negatively correlated predictors which are
truely relevant and σ = 3. We also consider X ∼ N(0,Σ), where Σij = 0.5|i−j|.
5- Each data set consists of 50/50/200 observations and 30 predictors. We chose
β =
2, . . . , 2︸ ︷︷ ︸
8
, 0, . . . , 0︸ ︷︷ ︸
22
 .
Also, we consider σ = 6 and X ∼ N(0,Σ), where Σij = 0.9|i−j|.
Table 4: Median mean-squared errors for the simulated examples and five methods based
on 250 replications∗
Example 1 Example 2 Example 3 Example 4 Example 5
Median Median Median Median Median Median Median Median Median Median
MSEy MSEβ MSEy MSEβ MSEy MSEβ MSEy MSEβ MSEy MSEβ
OLS 5.7230.319 8.9410.568 6.9800.134 10.5210.216 69.0391.210 36.0790.741 5.6250.316 8.5760.566 49.4001.429 441.90314.301
Ridge 3.4940.177 4.4390.190 5.7020.108 7.2890.130 49.0000.795 24.4150.362 3.4570.169 4.0380.178 7.7990.332 13.7680.976
Liu 4.7130.240 6.5910.347 6.7070.127 9.9400.200 62.3361.076 31.8960.595 4.5100.217 6.1160.324 23.2710.630 155.4655.395
LASSO 3.2250.182 4.0250.239 4.6680.102 5.8760.135 46.3470.812 20.8730.373 3.1870.163 3.8150.189 8.0830.335 26.1581.250
LLASSO 3.0170.172 3.6520.184 4.6800.101 5.6870.127 43.3210.778 19.6390.342 3.0590.158 3.4090.147 7.2210.326 15.9650.778
E-net 3.0730.164 3.9070.186 4.7640.102 5.6650.124 44.5760.738 20.0410.324 3.0650.159 3.6810.178 7.4430.329 15.8971.014
∗ The numbers in smaller font are the corresponding standard errors of the MSE.
We investigate these scenarios by simulating 250 data sets. The results of the simulation
are given in Table 4. We also summarize the results in Figure 2 in which we present the
box-plots of test mean squared errors MSEy (left column) and MSEβ (right column) for
examples 1-5. Now, we share the results obtained from the simulation study as follows:
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In example 1 with positively correlated variables, although the performances of the
estimators are close to each other, LLASSO has the best performance in the sense of both
measures.
In example 2, the LASSO is better compared to all others in the sense of first measure
and E-net is the best according to the second criteria.
In both examples 3 and 4, LLASSO performs better than the others in the sense of both
criteria.
In example 5, we consider the design matrix having the problem of multicollinearity such
that the correlations between the predictors are chosen to be 0.9, and the beta coefficients
are sparse. Not surprisingly, the ridge estimator performs better than LASSO while E-net
beats the ridge. On the other hand, the performance of LLASSO outshines all others for
first measure while ridge is the best for second measure. The LLASSO is competitive with
E-net.
5 Conclusion
In this article, we have proposed a new estimator for simultaneous estimation and variable
selection. Indeed, we pre-multiplied the LASSO with a matrix factor to become multi-
collinear resistance, after modifying the l1-norm of the LASSO. The proposed linear unified
LASSO or LLASSO for short, has simple form and can be considered as a re-scaled LASSO
estimator. The LLASSO inherits all good properties of the LASSO and it is
√
n-consistent.
Apart from its good properties, e.g. producing sparse model with good prediction accuracy,
there is no need to propose a specific algorithm for its computation. Similar to adaptive
LASSO, the LLASSO can be solved by the same efficient algorithm for solving the LASSO.
According to the numerical findings, we suggest to use LLASSO estimation method in
practical examples.
For further research, it can be suggested to pre-multiply the term F n(d) to the relaxed
16
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Figure 2: Boxplots of test mean squared errors MSEy (left column) and MSEβ (right col-
umn) for examples 1-5.
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LASSO (Meinshausen, 2007) for a faster convergence rate. Any sparse solution of high-
dimensional problems can be also substituted with LASSO in our methodology. To construct
an estimator with oracle properties, we suggest to use the adaptive LASSO instead of
LASSO in the LLASSO. One can also designate the generalized LLASSO. It is defined by
βˆ
LL
n = (Cn + Ip)
−1(X⊤Y +Dβˆ
L
n) = FDβˆ
L
n , (5.8)
where D = diag(d1, . . . , dp) is the biasing matrix and FD = (Cn+ Ip)
−1(Cn+DIp) is the
biasing factor. The generalized LLASSO allows different biasing parameters.
Appendix: Proofs
Proof of Proposition 2
Under the assumptions of Proposition 1, we get
β˙n = argmin
b
{∥∥∥∥Y ∗ −X∗ b√1 + λ2
∥∥∥∥2
2
+
λ1√
1 + λ2
∥∥∥∥ b√1 + λ2
∥∥∥∥
1
}
= argmin
β

∥∥∥∥∥Y ∗ −X∗ (dβˆ − β)√1 + λ2
∥∥∥∥∥
2
2
+
λ1√
1 + λ2
∥∥∥∥∥(dβˆ − β)√1 + λ2
∥∥∥∥∥
1

= argmin
β
{
(dβˆn − β)⊤
X∗⊤X∗
1 + λ2
(dβˆn − β)− 2
Y ∗⊤X∗β√
1 + λ2
+ Y ∗⊤Y ∗
λ1‖dβˆn − β‖1
1 + λ2
}
= argmin
β
{
β⊤
(
X⊤X + λ2Ip
1 + λ2
)
β − 2Y ⊤Xβ + λ1‖dβˆn − β‖1
}
.
The proof is complete. 
Proof of Proposition 3
Note that
√
n(βˆ
L
n(d)−β) =
√
nF n(d)(βˆ
L
n−β)+
√
n(F n(d)−Ip)β. Under K(n) and (A3),
√
n(F n(d)−Ip)β → F (d)δ. Also, using Theorem 2 of Knight and Fu (2000),
√
n(βˆ
L
n−β) D→
18
argminu V (u). Then, the result follows from Slutsky’s theorem. 
Proof of Proposition 4
Let Zj = βˆj/σ. Then Zj ∼ N (∆j , 1), ∆j = βj/σ, and we have
βˆLjn(d) = σcdsgn(Zj)(|Zj | − λ/2σ)+
Therefore
E
[
βˆLjn(d)−∆j
]2
= σ2c2dE
[
sgn(Zj)(|Zj | − λ/2σ)+ −∆j
]2
+ (σcd − 1)2∆2j
+2σcd(σcd − 1)∆jE
[
sgn(Zj)(|Zj | − λ/2σ)+ −∆j
]
After some algebra
E
[
sgn(Zj)(|Zj | − λ/2σ)+
]
= E [sgn(Zj)(|Zj | − λ/2σ)I(|Zj | > λ/2σ)]
= E [ZjI(|Zj | > λ/2σ)] − E [(λ/2σ)sgn(Zj)I(|Zj | > λ/2σ)]
= ∆j − (λ/2σ) [Φ(λ/2σ −∆j)− Φ(λ/2σ +∆j)] (5.9)
On the other hand, using Theorem 1 of Donoho and Johnstone (1994)
E
[
sgn(Zj)(|Zj | − λ/2σ)+ −∆j
]2 ≤ (1 + 2 log δ−1)[δ +min(∆2j , 1)] (5.10)
Using (5.9) together with (5.10) yield
E
[
βˆLjn(d) −∆j
]2 ≤ σ2c2d(1 + 2 log δ−1)[δ +min(∆2j , 1)] + (σcd − 1)2∆2j
−2σcd(σcd − 1)∆j(λ/2σ) [Φ(λ/2σ −∆j)− Φ(λ/2σ +∆j)]
which completes the proof. 
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