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Abstract
The top quark, being the heaviest of the six quarks in the Standard Model of Particle
Physics, had not been discovered until 1995. Hence, many of its properties could not be
measured at a high precision or even not be investigated at all so far. Since the top quark is
so heavy, it might play a special roˆle in electroweak symmetry breaking (EWSB). Especially
its coupling to the electroweak (EW) gauge bosons could reveal hints to New Physics, if
there were deviations from the predictions by the Standard Model.
The total cross section of the top quark pair production process with the additional emission
of a photon (tt¯γ) has been determined with the ATLAS experiment as a first measurement
of the couplings of EW gauge bosons to the top quark, since this process provides the
largest cross section compared to other EW couplings.
The tt¯γ cross section measurement has been performed in the semi-leptonic (e+jets and
µ+jets) decay channel using a template fit method with 1.04 fb−1 of ATLAS data collected
at a center-of-mass energy of
√
s = 7TeV in 2011. Various background sources have
been investigated, using data-driven methods whenever possible; the impact of systematic
uncertainties has been evaluated using a statistical ensemble of 3000 pseudo experiments.
The result of the measurement yields a cross section of
σtt¯γ × BR =
[
1.84± 0.49(stat.)+0.50−0.50(syst.)± 0.07(lumi.)
]
pb
at a significance of 2.9 σ.

Messung des inklusiven Wirkungsquerschnitts pp→ tt¯γ im
semi-leptonischen Zerfallskanal mit dem ATLAS-Detektor
von M.Sc. Marcus Rammes
Zusammenfassung
Das Top-Quark als schwerstes der sechs Quarks des Standardmodells der Teilchenphysik
wurde erst 1995 entdeckt. Daher konnten viele seiner Eigenschaften nur unzureichend
vermessen oder u¨berhaupt noch nicht untersucht werden. Da das Top-Quark so schwer
ist, ko¨nnte es eine besondere Rolle bei der elektroschwachen Symmetriebrechung spielen.
Insbesondere seine Kopplung an die elektroschwachen Eichbosonen ko¨nnte einen Hinweis auf
Neue Physik liefern, falls Abweichungen zu den Vorhersagen des Standardmodells auftreten
wu¨rden.
Der totale Wirkungsquerschnitt des Top-Quark-Paarerzeugungsprozesses mit der zusa¨tz-
lichen Abstrahlung eines Photons (tt¯γ) wurde mit dem ATLAS-Experiment als erste Mes-
sung der Kopplungen der elektroschwachen Eichbosonen an das Top-Quark bestimmt,
da dieser Prozess den gro¨ßten Wirkungsquerschnitt, verglichen mit den anderen elektro-
schwachen Kopplungen, aufweist.
Die Messung des tt¯γ-Wirkungsquerschnitts wurde mit Hilfe einer Template-Fit-Methode im
semi-leptonischen Zerfallskanal (e+Jets und µ+Jets) mit 1.04 fb−1 im Jahr 2011 bei einer
Schwerpunktsenergie von
√
s = 7TeV aufgezeichneten ATLAS-Daten durchgefu¨hrt. Ver-
schiedene Untergrund-Beitra¨ge wurden, nach Mo¨glichkeit mit datengestu¨tzten Verfahren,
untersucht; der Einfluss systematischer Unsicherheiten wurde mit einem statistischen En-
semble von 3000 Pseudoexperimenten ausgewertet. Das Ergebnis der Messung liefert einen
Wirkungsquerschnitt von
σtt¯γ × BR =
[
1.84± 0.49(stat.)+0.50−0.50(syst.)± 0.07(lumi.)
]
pb
bei einer Signifikanz von 2.9 σ.
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0 Preface
With the discovery of the top quark at the Tevatron collider in 1995, the existence of the last
of the six quarks of the Standard Model of Particle Physics could be verified experimentally.
Since that time, the Tevatron significantly increased the amount of recorded data and thus
many important properties of the top quark could be measured at a high precision. The
mass of the top quark has been determined at an overall uncertainty smaller than 1% and
also the measured cross sections of several production and decay channels could be tested
successfully against the theoretical predictions.
Nevertheless, there are still a lot of unanswered questions; many important parameters and
properties of the top quark could not be determined at high precision or even not at all.
Since the top quark is the only quark in the Standard Model that decays before it can
hadronize, it provides a “single quark laboratory“, excelling it compared to the five other
quarks. This unique feature makes it possible to study the coupling structure of gauge
bosons to the top quark and to quarks in general and allows for the long-term measurement
of the vertex structures tg, tZ and tγ.
Especially the couplings to the electroweak gauge bosons Z and γ could reveal a possible
inner structure of quarks, being a consequence of several New Physics models, which would
emerge as additional electromagnetic or weak dipole moments. Precision measurements at
LEP could only weakly constrain limits on such exotic dipole moments.
The LHC collider at CERN, near Geneva, is a “top quark factory” which allows to study
and answer such open question in the near future. The analysis of the tγ vertex structure
is a first step into this direction since this process provides the largest cross section among
top quark gauge boson couplings and has a relatively unique event signature.
The measurement of the absolute cross section of the inclusive semi-leptonic top quark pair
decay mode with the simultaneous emission of a photon has been performed by the ATLAS
experiment and is the first LHC measurement of that process.

1 THE STANDARD MODEL OF PARTICLE PHYSICS 3
Part I
Introduction
1 The Standard Model of Particle Physics
The Standard Model of Particle Physics is a successful theoretical description of the ele-
mentary particles and the interactions among them. It has been developed over the past
50 years and it provides a clear gauge structure at highly predictive power.
1.1 Gauge Groups and Symmetries
In modern high energy particle physics, elementary particle and all interactions among them
are highly relativistic. Hence it is necessary to describe a theory within the framework of
the Lorentz group or, more general, the Poincare´ group.
To be able to embed the components of the Standard Model into the symmetry of a group,
there are two constraints on the theories [1, p. 34]:
1. All fields have to transform as irreducible representations of the Lorentz and the
Poincare´ group plus some isospin group
2. The theory has to be unitary an the actions have to be causal, renormalizable and
invariant under transformations under these groups.
1.2 Quantum Field Theories (QFT)
In the beginning of the 20th, two markable changes in the scientific view onto the structure
and behavior of matter appeared. The one change was the extension of the Newtonian
mechanics to relativistic mechanics by A. Einstein in 1905, merging energy and matter
via his famous formula E = mc2 to an equivalent by linking them just by the constant
speed of light.
The second milestone was the invention of quantum mechanics, first developed as a transi-
tion from classical mechanics to a wave equation by the Schro¨dinger equation:
i~
∂
∂t
ψ(~x, t) = Hˆψ(~x, t) (1)
describing the time evolution of a particle with the wave function ψ(~x, t) by the Hamilton
operator Hˆ.
In the 20ies of the 20th century, the problem emerged describing photons with classical
quantum mechanics. Paul Dirac described “wave quanta” of photons for the first time
in 1927 [2]. With this first description of a quantized electro-magnetic field he already
could describe the relativistic contributions to the hydrogen spectra as well as the spin and
magnetic moment of the electron.
But it turned out soon that with this early version of the QED, only the lowest order
of perturbation could be described, the calculation of higher order contributions lead to
infinities. The reason originated from calculating integrals for x → 0 (k → ∞) [1, p.
4 1.2 Quantum Field Theories (QFT)
4]. This problem was solved 1949 by renormalization [1, p. 5]. Since then, QFTs were
successfully applied to describe electro-magnetic, weak and strong interactions.
1.2.1 Lagrangian and Equation of Motion
In QFTs, physical systems are not defined by a set of generalized coordinates qi and pi but
by fields φ which have an infinite number of degrees of freedom which is known as second
quantization [1, p. 21]. This leads to the transitions
xi → φ(xµ) ,
qi → ∂µφ(xµ) .
Usually, QFTs are defined by their Lagrangian density rather than by their Hamiltonian.
Still, the QFT Lagrangians obey the Action Principle
δS =
∫
d4x
(
δL
δφ
δφ+
δL
δ∂µφ
δφ
)
= 0 . (2)
The QFT Euler-Lagrange equations of motions are hence given by
∂µ
δL
δ∂µφ
=
δL
δφ
. (3)
1.2.2 Neutral Scalar Field
The simplest QFT is the relativistic, neutral scalar field, described by the Lagrangian
L =
1
2
(∂µφ)
2 − 1
2
m2φ2 (4)
with the solution
(−m2)ψ = 0 , (5)
called Klein-Gordon equation. For a charged scalar field, φ has to be split up into a linear
combination of two scalar fields:
φ =
1√
2
(φ1 + iφ2) . (6)
The corresponding Lagrangian is
L = ∂µφ
†∂µφ−m2φ†φ . (7)
The solutions for φ can be decomposed via superpositions of ladder operators ai(k):
φi =
∫
d3k√
(2π)32ωk
(
ai(k)e
−ikx + a†i (k)e
ikx
)
(i = 1, 2) . (8)
If the representation
a(k) =
1√
2
[a1(k) + ia2(k)] b(k) =
1√
2
[a1(k)− ia2(k)] (9)
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is chosen, one obtains
Q = J0 =
∫
d3x i(φ†∂0 − ∂0φ†φ) = Na −Nb (10)
for the Noether current Jµ = iφ
†∂µφ − i∂µφ†φ. The positive sign of Na and the negative
sign of Nb can be interpreted as electric charge [1, p. 71].
1.2.3 The Dirac Field
Since the Klein-Gordon equation (5) is quadratic in time, it can have negative solutions,
leading to negative probabilities. Dirac translated Eq. (5) into a set of linear equations
using spinors, leading to the Dirac field which is capable of describing spin 1
2
particles.
From comparing the linear equation
i
∂ψ
∂t
=
(−iαi∇i + βm)ψ (11)
with the desired, final quadratic form
− ∂
2
∂t2
ψ = (−iα · ∇+ βm)2 ψ , (12)
it can be deduced that this set of equations can only be solved if the matrices αi and β
satisfy
{αi, αk} = 2δik , (13)
{αi, β} = 0 , (14)
α2i = β
2 = 1 . (15)
By defining the gamma matrices γ0...4 by
β =
(
1 0
0 −1
)
αi =
(
0 σi
σi 0
)
(16)
⇒ γ0 =
(
1 0
0 −1
)
γi =
(
0 σi
−σi 0
)
(17)
with the Pauli matrices σ1...3, (11) can be written as the Dirac equation:
(iγµ∂µ −m)ψ = 0 . (18)
The gamma matrices fulfil the anti-commutator relation
{γµ, γν} = 2gµν . (19)
The hermitian conjugate of (18) is given by
ψ¯(iγµ
←−
∂ µ +m) = 0 (20)
6 1.3 The Weak Force
with the hermitian conjugate of the Dirac field ψ¯ = ψ†γ0. The Lagrangian of the free Dirac
field is given by
L = ψ¯(i/∂ −m)ψ . (21)
1.3 The Weak Force
In 1914, J. Chadwick observed that the electron momentum spectrum of the β decay was
continuous. This only could be explained by the existence of a second, invisible particle that
could take away some momentum in order to conserve momentum and energy conservation
of the β decay [3].
In 1930, W. Pauli proposed the existence of a weakly interacting particle in an open letter
to explain the continuous β spectrum [4] which he in 1934 called “neutrino“ [5].
Fermi described the β decay as the product of two independent neutral currents [6] inter-
acting at a four-point vertex (Fig. 1)
ψn
ψp
ψν ψe
Figure 1: Feynman diagram of the Fermi four-point interaction model.
Lβ =
GF√
2
(ψ¯pγ
µψn)(ψ¯eγµψν) (22)
with the weak currents JµW = ψ¯γ
µψ. Gamov and Teller proposed an extension of that
structure to describe also transitions with ∆Jnucl. 6= 0 [7]:
Lweak =
GF√
2
∑
i
Ci(ψ¯pΓ
iψn)(ψ¯eΓ
iψν) , (23)
where Γµ takes into account vectorial and axial-vectorial couplings that consider any kind
of nuclear transitions (∆J = 0,±1 and ∆J = 0, 0→ 0):
ΓµS = 1 , Γ
µ
P = γ5 , Γ
µ
V = γ
µ , ΓµA = γ
µγ5 , Γ
µν
T = σ
µν . (24)
The Fermi model of nuclear transitions was extended in 1957 by the coupling ψ¯Γ(1± γ5)ψ
after parity violation had been discovered in β decays by Wu et al. in the same year [8].
In the same year, Schwinger, Lee and Yang proposed the description of the weak force
by the exchange of a (massive) vector boson [9, 10] in order to restore unitarity for high
interaction energies since the Fermi theory would spoil unitarity conservation for CMS
energies of
√
s & 300GeV. In this theory, a vector boson connects the nuclear currents by
a propagator that avoids divergent cross sections:
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LF =
GF√
2
Jµ(p)Jµ(e) → [iGWJµ(p)]
[
i
M2W − k2
(
gµν − kµkν
M2W
)]
[iGWJ
ν(e)] (25)
with the weak coupling constant GW which can be calculated from the Fermi constant GF
by comparing Eq. (23) and Eq. (25) in the low energy limit:
G2W =
M2WGF√
2
. (26)
1.4 Local Gauge Invariance and Quantum Electrodynamics
Symmetries play an important role in physics. If a symmetry can be found for a physical
system or within a theory for that system, the behavior under symmetry transformations
directly leads to a quantity that is conserved under that transformation (Noether theorem).
As a consequence, a Lagrangian can be modified in such a way that the action remains the
same for the original and the modified Lagrangian. This modification is called gauge.
There are two general classes of gauge symmetries: Global gauge invariance and local gauge
invariance. The difference between both is that global gauge invariance is achieved by
global transformations and local gauge invariance by transformations that depend on the
space-time point of the considered physical system.
Since a real physical system, especially in high energy environments, has to obey the theory
of special relativity, transformations will look different in different space-time points but
have to yield the same physical results. Therefore, any meaningful theory of particle physics
has to be locally gauge invariant.
If an action is invariant under some group of transformations (symmetry), then there ex-
ist one or more conserved quantities (constants of motion) which are associated to these
transformations [11].
This implies that the Lagrangian of the free Dirac field (Eq. (21)) has no conserved quan-
tity since it is not invariant under local space-time transformations. Taking the series of
infinitesimal transformations exp(−iα(x)), i. e. ψ′ = exp(−iα(x))ψ, L transforms as
L
′ = L + ψ¯γµψ∂µα(x) . (27)
Local gauge invariance can be restored by applying the covariant derivative instead of ∂:
Dµ = ∂µ + ieAµ (28)
and requiring that A′µ = Aµ +
1
e
∂µα(x). Restoring local gauge invariance introduces a new
term in Eq. (21) which arises from the additional term
L
′ = L − eψ¯γµψAµ (29)
in the covariant derivative and hence introduces the coupling between external Dirac fields
ψ (e. g. electrons) and the photon field Aµ. By adding the quantized electro-magnetic field
as interaction, the Theory of Quantum Electrodynamics (QED) is obtained. Its Lagrange
density is
8 1.5 The GSW Theory
LQED = −1
4
FµνF
µν +
∑
n
ψ¯n(iγ
µDµ −mn)ψn , (30)
where F µν is the field tensor of the electro-magnetic field:
Fµν = ∂µAν − ∂νAµ . (31)
It should be noted that the mass term in Eq. (18) has to be set to m = 0. Otherwise, terms
of the form mψ¯ψ would be inserted in the Lagrangian that would destroy the principle of
local gauge invariance. Generally, gauge fields have to be massless in local gauge invariant
theories.
1.5 The GSW Theory
In the beginning of the 1960ies, when the description of the QED with Dirac fields already
had successfully predicted a lot of experimental results, Glashow, Salam andWeinberg
were trying to combine electro-magnetic and weak interactions in one theory (GSW theory).
The basic ansatz was to assume that both the weak and EM force should be the result of a
spontaneous symmetry breaking, resulting into some massive vector bosons and a massless
photon.
Using a SU(2) theory, particles can be combined in left-handed doublets an right-handed
singlets [1, p. 335]:
L =
(
νe
e
)
L
R = (e)R . (32)
A SU(2) theory obeys the Lie Algebra with the commutation relation
[τa, τb] = fabcτc , (33)
where τa,b,c are the Pauli matrices and the generators of the SU(2).
The SU(2) gauge fields are named W aµν (a = 1 . . . 3) and those of U(1) as Bµν . The gauge
fields are derived from the potentials via
Bµν = ∂µBν − ∂νBµ , (34)
W aµν = ∂µW
a
ν − ∂νW aµ + gfabcW bµW cν . (35)
With this convention, the gauge field self-interaction part of the Lagrangian Lgauge can be
written as [12] [1, p. 336]
Lgauge = −1
4
W aµνW
µν,a − 1
4
BµνB
µν (36)
and the complete Lagrangian reads
LSU(2)×U(1) = Lgauge + Lf + Lφ + LYuk , (37)
where Lf the kinetic energy of the free Dirac particles, Lφ the Lagrangian of the Higgs
field self-interaction (see Sec. 1.6) and LYuk the Lagrangian of fermions interacting with
the Higgs field (Yukawa coupling, see Sec. 1.6.3).
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Bµν and W
a
µν are not the field strength tensors of the physical gauge field; only after
electroweak symmetry breaking (EWSB) they recombine as the physical photon field Aµ,
the two charged W bosons and the electrically neutral Z boson [1, p. 337]:
Zµ =
gW 3µ + g
′Bµ√
g2 + g′2
=: cos θwW
3
µ + sin θwBµ , (38)
Aµ =
−g′W 3µ + gBµ√
g2 + g′2
=: sin θwW
3µ+ cos θwBµ , (39)
W±µ =
1√
2
(W 1µ ± iW 2µ) , (40)
with the electroweak mixing angle or Weinberg angle θw which is defined as
cos θw =
g√
g2 + g′2
, (41)
tan θw =
g′
g
. (42)
1.6 The Higgs Mechanism
In a locally gauge invariant theory, no explicit masses of fields are allowed since they would
spoil local gauge invariance. Gauge boson masses are introduced by spontaneous symmetry
breaking (SSB). The basic idea is that the lowest energy (vacuum) state does not respect
the gauge symmetry and induces effective masses for particles propagating through it [12].
1.6.1 Spontaneous Symmetry Breaking
Given a complex scalar field φ, the vacuum expectation value (VEV) is given by
v = 〈0|φ|0〉 = const. (43)
φ is symmetric under the discrete transformation φ → φ′ = −φ. If the potential of φ is
labeled as V (φ), the Lagrangian can be written as
Lφ =
1
2
∂µφ∂
µφ− V (φ) . (44)
An arbitrary V (φ) can be expanded in orders of φ:
V (φ) =
1
2
µ2φ2 +
1
4
λφ4 . (45)
(44) is invariant under the transformation φ → −φ whereas the VEV is not necessarily:
Considering the Hamiltonian Hφ =
1
2
[(∂0φ)
2+(∇φ)2]+V (φ), the vacuum state φ0 of φ can
be written as
φ0(µ
2 + λφ20) = 0 . (46)
Hφ should be bounded, so λ > 0 is required; thus the minimum of V (φ) depends on the
sign of µ2: for µ2 > 0, there is only one vacuum state (at φ = 0), for µ2 < 0, two states
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emerge at φ± =
√
−µ2/λ (see Fig. 2). This means that, although Lφ is invariant whether
choosing φ = φ+ or φ = φ−, but the vacuum state is not: the symmetry is spontaneously
broken.
-2 -1 0 1 2
-2 -1 0 1 2
-2
-1
0
1
2
-2
-1
0
1
2
Figure 2: Illustration of the SSB mechanism, by means of V (φ), shown for µ2 > 0 (blue) and
µ2 < 0 (green). In this example, λ = 0.25 and µ2 = ±1 have been chosen.
Eq. (44) can be written in terms of a new potential φ˜ which represents the location of the
new vacuum state after symmetry breaking:
φ˜ = φ− v . (47)
With this choice, the Lagrangian becomes
Lφ˜ =
1
2
∂µφ˜∂
µφ˜− 1
2
√
−2µ2φ˜2 − λvφ˜3 − 1
4
λφ˜4 . (48)
φ˜ has obtained the mass Mφ˜ =
√
−2µ2. The original symmetry is lost due to the φ˜3 term,
i.e. there is no φ˜→ −φ˜ symmetry anymore.
If a continuous symmetry is broken, the Lagrangian with the shifted fields will contain one
massless boson for each broken generator, the Nambu-Goldstone bosons.
1.6.2 The Higgs Mechanism in the Standard Model
In order to establish spontaneous symmetry breaking in the GSW theory, a doublet Φ of
two scalar fields φ+ and φ0 is defined [11][pp. 44]:
Φ =
(
φ+
φ0
)
. (49)
The corresponding Lagrangian is
LHiggs =
1
2
∂µΦ
†∂µΦ− V (Φ†Φ) , (50)
with the Higgs potential V (Φ†Φ):
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V (Φ†Φ) = µ2Φ†Φ+ λ(Φ†Φ)2 . (51)
The VEV of the broken symmetry is usually defined as
〈Φ〉0 =
(
0
v/
√
2
)
(52)
with v =
√
−µ2
λ
. The SU(2)L × U(1)Y GSW theory has to contain the exact QED after
symmetry breaking, therefore the global symmetry 〈Φ〉0 → 〈Φ〉′0 = exp(iαQ)〈Φ〉0 has to
be conserved. With the approximation exp(iαQ) ≃ 1 + iαQ and the Gell-Mann-Nishima
formula Q = T3 − 12Y , applying the operator Q on 〈Φ〉0 must not have an effect, which is
indeed the case:
Q〈Φ〉0 =
(
T3 +
1
2
Y
)
〈Φ〉0
=
1
2
[(
1 0
0 −1
)
+
(
1 0
0 1
)](
0
v/
√
2
)
= 0 .
The other gauge bosons that originate from the remaining broken generators T1, T2 and
T3 − Y/2 should obtain a mass from the SSB. For this purpose, Φ is expanded from the
vacuum state by an excitation field H :
Φ = exp
(
i
τ i
2
χi
v
)(
0
(v +H)/
√
2
)
≃ 1√
2
(
i
√
2ω+
v +H − iz0
)
(53)
with ω+ and z0 being the Goldstone bosons. The fields χi can be inserted into the gauge pa-
rameter α, choosing the unitary gauge αi = χi/v eliminates the Goldstone bosons. Together
with the covariant derivative of the SU(2)L × U(1)Y
Dµ = ∂µ + ig
τ i
2
W iµ + i
g′
2
Y Bµ , (54)
Eq. (50) can be rewritten as
LHiggs =
∣∣∣∣
(
∂µ + ig
τ i
2
W iµ + i
g′
2
Y Bµ
)(
0
(v +H)/
√
2
)∣∣∣∣
2
(55)
−µ2 (v +H)
2
2
− λ(v +H)
4
4
.
By expressing Bµ and W
3
µ in terms of the physical gauge fields Aµ and Zµ (Eq. (38)) one
obtains
LHiggs =
1
2
∂µH∂
µH +
g2
4
(v +H)2
(
W+µ W
−µ +
1
2 cos θw
ZµZ
µ
)
. (56)
In this form, the quadratic mass terms of the massive gauge bosons read
g2v2
4
W+µ W
−µ g
2v2
8 cos2 θw
ZµZ
µ , (57)
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so finally
MW =
gv
2
MZ =
gv
2
√
2 cos θw
. (58)
In the low energy approximation (Fermi theory), the VEV of the Higgs field can be written
explicitly:
v =
√√
2GF ≃ 246GeV . (59)
The terms pure in H are
LH = −1
2
(−2µ2)H2 + 1
4
µ2v2
(
4
v3
H3 +
1
v4
H4 − 1
)
(60)
and determine the Higgs boson mass to be MH =
√
−2µ2. Furthermore, it predicts cubic
and quartic Higgs interactions.
The Higgs boson could not be uniquely identified experimentally so far. Recent searches
performed by ATLAS and CMS have identified a new boson X with a mass of MX ≈
126GeV that meets or at least does not contradict all requirements demanded for the
properties the Higgs boson must have [13, 14].
1.6.3 Yukawa Couplings
The principle of spontaneous symmetry breaking a priori only explains how the massive
gauge bosons achieve their mass and how these masses are related to each other. In order
to give all fermions their masses, they have to be coupled to the Higgs field artificially by
the Yukawa coupling. In this model, the massive fermions couple to the Higgs field φ like
L
q
Yuk. = −Y dijQILiφdIRi − Y uijQILiǫφ∗uIRi + h.c. (61)
where Y u,d are complex 3×3 matrices, ǫ the anti-symmetric 2×2 tensor, QIL the left-handed
quark doublets, uIR and d
I
R the right-handed up- and down-type quark singlets [15]. The
quark states are given in the flavor (weak) eigenstates. The mass terms for the quarks are
obtained by diagonalizing Y u,d:
Mu,ddiag = V
u,d
L Y
u,dV
†(u,d)
R (v/
√
2) . (62)
V u,d are given by the CKM matrix (see Sec. 1.10). Similarly, leptons are given their masses
via [11]
L
ℓ
Yuk. = −Gℓ
[
ℓ¯RφℓL + ℓ¯Lφ
∗ℓR
]
(63)
= −GLv +H√
2
[
ℓ¯R(0, 1)
(
νL
ℓL
)
+ (ν¯L, ℓ¯L)
(
0
1
)
ℓR
]
(64)
= −Gℓv√
2
ℓ¯ℓ−−Gℓ√
2
ℓ¯ℓH (65)
with the difference, that their are no right-handed neutrinos in the SM. The first term
represents the lepton mass (for the Higgs VEV 〈φ〉 =
(
0
v/
√
2
)
). The second term
describes the additional interaction with the Higgs field H 6= 0.
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1.7 Quantumchromodynamics
Until the 40ies of the 20th century, the description of matter was just based on the exis-
tence of protons and neutrons as elementary particles. In 1947, the charged pion π− was
discovered in cosmic radiation and shortly afterwards a new particle (the Kaon K+) with
a “strange“ lifetime and a new quantum number, the strangeness had to be introduced.
In the 1950ies, a large variety of unstable particles could be detected in the first particle
accelerators (particle zoo).
In 1964, M. Gell-Mann postulated the quark as fundamental fermion [16] to build all
particles detected so far. In the same year, Greenberg, Han and Nambu proposed the
color quantum number for quarks and the force carrier of the strong force (gluons).
Fritzsch, Gell-Mann and Leutwyler set up a Lagrangian for the Quantumchromo-
dynamics (QCD) in 1973. It is given by:
LQCD = −1
4
F iµνF
µν,i +
6∑
c=1
q¯iα(i /D
α
β)q
β,i (66)
where α, β = 0 . . . 2 are color indices; the derivatives are summed over the quark flavors
labeled by c. The QCD field strength tensor is given by
F iµν = ∂µG
i
ν − ∂νGiµ − gsfijkGjµGkν (67)
with the strong coupling constant gs and the structure constants fijk defined by
[λi, λj] = 2ifijkλk (68)
with the Gell-Mann matrices λ. The covariant derivative in Eq. (66) is given by
Dαµ,β = (Dµ)αβ = ∂µδαβ + igsG
i
µL
i
αβ (69)
with Li = λi/2. The color interactions are diagonal in the flavor indices, but in general
change the quark colors. They are purely vectorial, hence parity conserving. There are no
bare mass terms for the quarks in Eq. (66). These would be allowed by QCD alone, but
are forbidden by the chiral symmetry of the electroweak part of the theory, hence the quark
masses are generated by spontaneous symmetry breaking. There are in addition effective
ghost and gauge-fixing terms which enter into the quantization of both the SU(3) and
electroweak Lagrangians, and there is the possibility of adding an (unwanted) term which
violates CP invariance [11].
1.8 Renormalization
Quantum field theories make predictions for observables depending on a finite number of
parameters like fermion masses or coupling constants. In general, those predictions are
only valid for a restricted energy range. This range might be large, but is at least finite.
Especially at certain points in phase space, these predictions start to differ strongly from
physical reality, e. g. a space-time points where the propagators of inner lines exhibit poles
or where physical effects such as electron self-energy become significant.
In order to burnish potentially dangerous regions in phase space and to improve the pre-
dictive power of a QFT, perturbation theory is applied by inserting additional orders of
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λi =
(
τ i 0
0 0
)
i = 1, 2, 3
λ4 =

 0 0 10 0 0
1 0 0

 λ5 =

 0 0 −i0 0 0
i 0 0


λ6 =

 0 0 00 0 1
0 1 0

 λ7 =

 0 0 00 0 −i
0 i 0


λ8 =
1√
3

 1 0 00 1 0
0 0 −2


Table 1: The Gell-Mann matrices.
coupling constants (fixed order calculation). The predictions rendered by QFTs become
more precise and the valid energy range larger the more orders of perturbation theory are
added to the calculation.
Inserting higher powers of the coupling constants introduces a set of additional inner (loops)
and external lines (real emissions) to the Feynman diagram of the process considered. Since
the momentum flow through those additional diagrams is not restricted by the real physical
process, ultraviolet divergences arise that would spoil any finite prediction of the theory.
Within the development of the Standard Model QFTs, methods had been worked out that
drop such divergences.
The application of higher-order perturbation together with the cancellation of divergences
(counter-terms) is called renormalization. If divergences can be canceled by introducing a
finite number of additional, observable parameters, the theory is called renormalizable. As
consequence, the bare Lagrangian L0 can be split into a renormalized Lagrangian L and
a virtual action ∆L containing the counter-terms [1][p. 226]:
L0 = L +∆L . (70)
First developed for QED, it was shown that all theories with spontaneously broken symme-
tries contain ultraviolet divergences and are renormalizable [17][p. 347]. The reason is that
the occurrence of higher order Feynman diagrams (loop diagrams and additional external
lines) that yield energy dependent contributions to the physical coupling constants and
parameters such as masses and the electric charge. QED, QCD and the GSW theory are
all renormalizable theories.
Usually, the unphysical divergences that are finally absorbed in the physical parameters are
denoted as Z1, Z2 and Z3 (renormalization constants) where Z1 contains the divergences
of the vertex corrections (correction of the coupling constant) Z2 contains the self-energy
divergences in fermion propagators and Z3 the divergences of the field propagators (photons,
gluons). In the case of QED, the physical electrical charge e is obtained from the bare charge
e0 via
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e =
Z2
√
Z3
Z1
e0 . (71)
Using the Ward-Takahashi identities, it can be shown that Z1 = Z2, so e =
√
Z3e0 [1][p.
232].
1.8.1 QCD and the Renormalization Group
Basically there is an infinite number of ways (renormalization scheme) to renormalize a
QFT since the splitting of the bare Lagrangian L0 into the renormalized action L and the
counter-terms contained in ∆L . As consequence, the renormalization constants Z1...3 can
be written as a function depending on the renormalization scheme R: Z → Z(R). Any
renormalized quantity Γ can then be written as expression with the bare quantity Γ0 with
acting Z(R) as operator on it:
Γ = Z(R)Γ0 . (72)
Z(R) obeys all group laws including multiplication Z(R′′, R′)Z(R′, R) = Z(R′′, R) and the
identity Z(R,R) = 1. Since the variation of the renormalization energy scale µ does not
change the unrenormalized quantity Γ0, rewriting Γ0 in terms of renormalized quantity Γ
yields:
∂
∂µ
Γ0 = 0 (73)
⇒ 0 =
(
µ
∂
∂µ
Z−1/2
)
Γ + Z−1/2
(
µ
∂
∂µ
Γ
)
. (74)
Together with the definitions
β(g) = µ
∂g
∂µ
, (75)
γ(g) = µ
∂
∂µ
log
√
Z , (76)
mγm(g) = µ
∂m
∂µ
, (77)
Eq. (73) yields (
µ
∂
∂µ
+ β(g)
∂
∂g
− nγ(g) +mγm(g) ∂
∂m
)
Γ(p, g,m, µ) = 0 . (78)
(78) and (75) are called renormalization group equations [1][p. 478].
1.8.2 Asymptotic Freedom and Quark Confinement
Solving Z1...3 for QCD, the renormalization group equations yield (at one-loop-level)
g2(µ) =
g2(µ0)
1 + g2(µ0)/8π2)
(
11
3
Cad − 43Cf
)
log(µ/µ0)
(79)
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as prescription for the strong coupling constant g (running coupling) [1][p. 484]. As conse-
quence, the strong coupling constant decreases by increasing the considered energy scale,
resulting in a free theory in the µ → ∞ limit. This is in contrast to QED (and also the
the weak coupling), which exhibits an increasing coupling with increasing energy. Hence,
quarks with a very high energy can be considered to be free Dirac particles whereas electrons
are surrounded more and more by virtual photons and e+e− pairs.
1.9 The Standard Model
The Standard Model of Particles Physics combines QCD and the Yang-Mills theory of EW
physics as a SU(3) × SU(2)× U(1) symmetry group. It considers 6 leptons and 6 quarks
where the leptons only are affected by the electroweak forces. The quarks additionally
interact with the gluons as QCD force carriers.
The leptons are arranged in three left-handed isospin doublets
eL =
(
νe
e
)
, µL =
(
νµ
µ
)
, τL =
(
ντ
τ
)
. (80)
The charged leptons exist also as right-handed singlets eR, µR and τR. The neutrinos do
not exist as right-handed singlets since right-handed neutrinos could not be discovered
experimentally.
The quark sector exist completely both as a group of left-handed doublets and right-handed
singlets:
q1,L =
(
u
d
)
, q2,L =
(
c
s
)
, q3,L =
(
t
b
)
, (81)
uR , cR , tR ,
dR , sR , bR .
The lepton and the quark sector are distinguished in three families containing one (left-
handed) lepton (quark) weak isospin doublet each. The lepton with I3 = +1/2 is electrically
charged whereas the lepton with I3 = −1/2 (neutrino) is electrically neutral and does not
interact with the electromagnetic force. While the charged leptons have a sizable mass
(Mℓ = 511 keV . . . 1.7GeV), the neutrinos are nearly massless and within the theory of the
Standard Model, are considered to be exactly massless2. Fig. 3 shows the leptons and
quarks and their properties known in the SM.
Neutrons and protons are built of the lightest quarks (1st quark family) so the up and
the down quark form all stable matter. Generally, quarks can combine to bounded states,
the hadrons : Mesons consist of two quarks where one quark carries color and the second
one the same anti-color, so in terms of color addition rules, a meson is ”white“. Baryons
combine three quarks, the quarks carry the color charge red, green and blue. Again, the
sum of all quarks colors is white.
2Meanwhile, neutrinos have been observed to mix by an oscillation and therefore must have a (very
small) mass.
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Figure 3: Fermions and gauge bosons of the Standard Model of Particles Physics.
1.10 Quark Mixing
In 1963, experiments showed that the change of strangeness (|∆s| = 1) is strongly sup-
pressed. Cabbibo introduced a quark mixing matrix with a mixing angle to enable rare
quark flavor transitions [18]:
( |d′〉
|s′〉
)
=
(
cos θC sin θC
− sin θC cos θC
)( |d〉
|s〉
)
. (82)
In 1973, Kobayashi and Maskawa introduced a quark model with six flavors (three
families) in the SM [19]. For this purpose, a 3× 3 unitary matrix had to be introduced in
order to translate the flavor eigenstates to mass eigenstates:
VCKM = V
u
L V
†(d)
L =

 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

 . (83)
The quark flavor eigenstates transform to the mass eigenstates via

 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb



 |d〉|s〉
|b〉

 =

 |d′〉|s′〉
|b′〉

 . (84)
In the standard representation, the CKM matrix introduces a complex phase δ that is
responsible for CP violation [15]:
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VCKM =

 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

 (85)
with sij = sinij and cij = cosij . Since s13 ≪ s23 ≪ s12, VCKM can also be parametrized as
VCKM =

 1− λ2/2 λ Aλ3(ρ− iη)−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4) (86)
a.k.a. the Wolfenstein parametrization. Eq. (85) can be translated to Eq. (86) via
s12 = λ =
|Vus|√|Vud|2 + |Vus|2 , s23 = Aλ2 = λ
∣∣∣∣VcbVus
∣∣∣∣ ,
s13e
iδ = V ∗ub = Aλ
3(ρ+ iη) =
Aλ3(ρ¯+ iη¯)
√
1− A2λ4√
1− λ2 [1−A2λ4(ρ¯+ iη¯)] .
Since VCKM is assumed to be unitary, there should be six vanishing combinations since∑
i VijV
∗
ik = δjk and
∑
j VijV
∗
kj = δik. These combinations can be illustrated as triangles
in a complex plane, the unitarity triangle. Since Vij are free parameters in the SM, a
precise measurement is an important mean to show that there are only three quark families
containing one up and one down-type quark each.
1.11 Challenges to the SM and Possible Extensions
Although the predictions of the Standard Model could be verified at a very high accuracy so
far, there are still open questions it cannot answer; furthermore, there is a “philosophical”
problem when extrapolating the predictions at the EW energy scale to the GUT3 scale (fine
tuning problem).
The main challenge on the long run will be the unification of the EW and strong force
(GUT) and, beyond that, even the embedding of gravity in the Standard Model (quantum
gravity). Nevertheless, any further unification beyond the weak and the EM force will be
not accessible by experiments for a very long time4. Two very general and competitive
approaches for describing quantum gravity are the concepts of string theory and quantum
loop gravity.
1.11.1 The Hierarchy Problem
The hierarchy problem faces the question why the Planck energy scale so largely exceeds
the EW scale. Scalar particles like the Higgs boson suffer from the fact, that within renor-
malization, the mass corrections of the Higgs bare mass can become very large (quadratic
divergence of the corrected Higgs potential) [21]:
λ
∫ Λ d4
k2 −M2H
⇒ ∆V ∝ λΛ2φ†φ . (87)
3GUT = Great Unification Theory
4The energy scale for GUT is believed to be at the order of ΛGUT = O(1016GeV)
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Figure 4: Unitarity triangle (latest result from the CKM fitter group [20]). The most commonly
used ρ¯− η¯ representation is shown.
In order to bring the physical mass of the Higgs boson back to the expected range a careful
(and unphysical) fine-tuning of −µ2 in Eq. (60) is required.5
A possible loophole is Super-Symmetry (SUSY), where additional, very heavy new particles
introduce natural corrections of renormalization that cancel per default (see Sec. 1.11.3).
1.11.2 CP Violation
The Sacharov criteria, formulated by Andrei Sacharov in 1967, describe necessary con-
ditions that had to exist during the Big Bang so that the Universe could evolve as we
know it today. This includes also the requirement of a CP-violating mechanism in order to
produce an excess of matter (and a deficit of anti-matter).
The SM predicts CP violating processes by introducing 1-loop-diagrams, but the predicted
CP violation is by far too small to explain the matter excess we observe today.
5Fermions do not suffer from quadratic divergences due to their chiral symmetry [21, p. 9]
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1.11.3 Supersymmetry (SUSY)
Supersymmetry (SUSY) introduces a new sector of elementary particles that exist in parallel
to the known leptons, quarks and gauge bosons. In SUSY, each fermion is assigned a bosonic
partner and vice versa. The Minimal Supersymmetric Standard Model (MSSM) is of special
interest, since it reduces the number of free parameters to a minimum of 120, where most
of them are already excluded experimentally since they lead to very large flavor changing
neutral currents or large electric dipole moments for the neutron and electron [21].
Furthermore, the MSSM imposes R-parity as additional conserved quantum number:
R = (−1)3B+L+2s . (88)
The R parity is positive for SM particles and negative for SUSY particles.
1.11.4 Kaluza-Klein Excitations
The Kaluza-Klein theory was the first theory that included gravity into the Standard Model.
It predicts excited particle states within an additional fifth dimension that “sees” gravity
larger than in the four space-time dimensions [22].
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2 The Top Quark
The top quark is the 6th quark in the Standard Model an has an average mass (pole mass)
of (172.0± 0.9± 1.3)GeV [23] and is therefore by far the heaviest of the six quarks of the
Standard Model of Particle Physics.
The top quark as second quark of the third left-handed quark doublet was discovered in
1995 by the CDF detector [24] and by D/0 [25] at the Tevatron Laboratories in Michigan,
USA. Fig. 5 shows the history of limit settings and direct measurements of the top quark
mass during the last decades. It can be seen that already with indirect setting of EW
limits, the mass of the top quark could be restricted quite successfully. The right plot of
Fig. 5 summarizes the recent results of top quark mass measurements performed by the
LHC detectors ATLAS and CMS.
Figure 5: History of limit settings and direct measurements of the top quark during the last
decades [26]. The green dots (●) show the indirect bounds from EW precision data. Triangles
indicate direct measurements from CDF (▲) and D/0 (▼); squares are world averages (■). The
dashed lines are lower limits from direct searches by SppS and the Tevatron, the solid line by e+e−
colliders (LEP, PETRA). Recent LHC result for the top mass are shown in the right plot [27].
The top quark is produced in hadron-hadron collisions predominantly via strong interaction.
It decays nearly uniquely in the single mode t → W+b (Vtb = 99.3%). The lifetime of the
top quark is small compared to the timescale of hadronization [28, p. 4], so the top quark
is the only quark that can be investigated as single quark. Rare decays and CP violation
are very small regarding the SM predictions [28, p. 1] and such effects have neither been
detected so far.
Since the mass of the top quark is nearby the energy scale of the electroweak (EW) sym-
metry breaking, the question arises why the top quark has a Yukawa coupling of the order
O(1); it could play a very fundamental role in EW symmetry breaking: New physics would
likely be manifested in anomalies of top quark production and decays [28, p. 1].
2.1 Properties of the Top Quark
The pole mass of the top quark is related to its Yukawa yt(µ) coupling by
yt(µ) = 2
3/4G
1/2
F mt(1 + δt(µ)) , (89)
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where δt(µ) is a radiative correction depending on the energy scale µ [28, p. 3]. Furthermore,
the MS mass of the top quark mt(µ) can be defined taking into account radiative QCD
corrections δQCD(µ):
mt(µ) = mt(1 + δQCD(µ))
−1 , (90)
assuming five massless quark flavors besides the top quark and a strong coupling constant
of αs = 0.03475 considering a four-loop calculation [28, p. 3]. The on-shell decay width Γ0
of the top quark is, assuming |Vtb| = 1:
Γ0 =
GFm
3
t
8π
√
2
= 1.76GeV (91)
or, incorporating MW as basis for a radiative correction at LO:
ΓLO(t→Wb)/|Vtb|2 = Γ0
(
1− 3M
4
W
m4t
+ 2
M6W
m6t
)
= 0.885Γ0 = 1.56GeV . (92)
There are a few other corrections (see Tab. 2), the final result for the corrected decay width
is [28, p. 4]:
Γ(t→Wb)/|Vtb|2 ≈ 0.807Γ0 = 1.42GeV . (93)
MW 6= 0, correction at LO −11.5%
αs correction, MW = 0 −9.5%
αs and MW 6= 0 correction +1.8%
α2s correction, MW = 0 −2.0%
α2s and MW 6= 0 correction +0.1%
EW correction +1.7%
Table 2: Corrections to the top quark mass, based on different radiative corrections and different
assumptions of masses of other particles [28, p. 4].
2.1.1 Roˆle of the Top Quark Mass in EW Precision Physics
The consistency of the SM strongly depends on the relation of parameters to each other,
which are predicted by theory on the one hand and can be measured at high accuracy on
the other hand. Models that extend the SM like the MSSM (see Sec. 1.11.3) change the
theoretical expectations and can be tested indirectly.
Two types of uncertainties influence the significance of such model checks: Theoretical
uncertainties which depend on the order of perturbation calculation (LO→NLO) and ex-
perimental uncertainties on the measured parameters. The top quark mass enters the EW
precision observables as input parameter in loop corrections [28, p. 4].
Radiative corrections to theW massMW can be expressed by a general radiative correction
∆r
M2W =
πα√
2GF
sin2 θw(1−∆r)
(94)
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with sin2 θw = 1 − M
2
W
M2
Z
[26]. The contribution from top quarks in the loop correction (see
Fig. 6) is
(∆r)top =
3GF
8
√
2π2 tan2 θw
m2t . (95)
W W
t
b¯
Z Z
t
t¯
Figure 6: One-loop corrections contributing to MZ and MW .
2.1.2 Electric Charge of the Top Quark
If the top quark is really the EW isospin partner of the bottom quark, it must have an
electric charge of Qt = 2/3. An alternative interpretation allows a right-handed, heavy-
quark doublet (Q1, Q4)R where Q1 could mix with the right-handed b-quark singlet bR and,
accordingly, Q4 could mix with the SM top quark [29]. Since the electric charge of Q1 was
−1/3, it could not distinguished from the SM bottom quark. The charge of Q4 in this
model was predicted to be −4/3 which would lead to a signature Q4 →W−b.
Using the b-jet charge technique, the ratio ρ between the production of the SM top quark
and Q4 could be excluded at the 68% CL for a exotic fraction of ρ < 0.52 and at 90% CL
for ρ < 0.80. The existence of Q4 with the complete abundance of the SM top quark could
be excluded at the 92.2% CL [30].
Recent results published by the ATLAS collaboration could exclude the exotic Qt = −4/3
scenario with a significance of more than 5σ [31].
In principle, the electric charge of the top quark can also be measured by testing the photon
coupling to the top quark (see Sec. 3), which is only depending of the fermion charge in
the SM (−iQ2f f¯γµf). This method provides a much better experimental accuracy than the
b-charge method but suffers from a much lower cross section. This approach is not followed
anymore because the exotic top quark scenario could already be excluded6.
2.2 Top Quark Physics at Hadron Colliders
At hadron colliders, the colliding (anti-)protons are not point-like (Dirac) particles. They
consist of three valence (anti-) quarks and numerous gluons that steadily produce virtual
quark-anti-quark pairs (sea quarks). All these proton constituents carry a certain fraction
of the overall proton momentum and energy, obeying a parton density function (PDF, see
Sec. 2.2.1). As consequence, the CMS energy of the colliding quarks or gluons involved in
the creation of the hard process is not a fixed value but differs from collision to collision.
Hence, the cross section that is measured (hadronic cross section) σ has to be calculated
as the convolution of the partonic cross section σˆ and the PDF f(x, µ2) [26]
6Besides, not only the electric charge enters the tγ coupling but also a hypothetical dipole moment.
Thus, any measured deviation from the expected coupling would be somehow ambiguous (see Sec. 3.1).
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σpp→tt¯ =
∑
i,j=q,q¯,g
∫
dxidxjfi(xi, µ
2
F )fj(xj , µ
2
F )σˆ(ij → tt¯, sˆ, µ2R) (96)
with the colliding partons i and j which can be quarks or gluons. The partonic cross
sections σˆ(ij → tt¯) have to be evaluated for all possible combinations of i and j, depending
on the partonic CMS energy sˆ.
µF is the factorization scale, i.e. the energy scale on which the partons are assumed to be
freely moving Dirac particles (factorization theorem). µR is the renormalization scale, i.e.
the scale at which the matrix element for calculating σˆ is evaluated. The choice of both
scales is arbitrary, a common setting is µ = µF = µR [26].
2.2.1 Parton Model and Parton Distribution Functions (PDFs)
The cross section of an electron or positron interacting with a proton or anti-proton by
the exchange of a photon can be expressed by a leptonic tensor lµν and a hadronic tensor
Wµν . The hadronic tensor can be expressed by introducing two form factors W1 and W2
which depend on the momentum and energy transfer to the electron (k → k′, E → E ′)
only. Experimentally, it could be shown that W1 and W2 can be rewritten as two structure
functions
F1(x) := MW1(q
2, ν) F2(x) := νW2(q
2, ν) (97)
called Bjorken scaling [1, pp. 461]. M is the proton mass, q = k − k′ the momentum
transfer and ν = E − E ′ the energy transfer7 to the electron respectively. x is defined as
x = − q2
2Mν
.
Assuming that a (anti)proton consists of a number of quarks and gluons (parton model) all
of them carrying a fraction ξ of the whole (anti)proton, it can be shown that, by introducing
an (unknown) function f(ξ) that describes the distribution of the fraction of momenta of
the partons, the structure functions can be put together in the Callan-Gross relation [1, p.
465]:
F1(x) =
1
2
f(x) , F2(x) = xf(x) ⇒ 2xF1(x) = F2(x) . (98)
Knowing all quark charges and the valence quark content of protons and exploiting baryon
number conservation, f(x) can be constrained for all quark types (sum rules) [32]:
∫ 1
0
dx [u(x) + u¯(x)] = 2 = 2 ·
∫ 1
0
dx
[
d(x) + d¯(x)
]
(99)
and for sea quarks respectively:
∫ 1
0
dx [qS(x) + q¯S(x)] = 0 (qS = c, s, b) . (100)
Assuming total energy-momentum conservation, the gluon distribution g(x) function can
be constrained either:
7Generally, it is ν = p·q
M
. ν = E − E′ is valid due to the small electron mass.
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∫ 1
0
dx x
[ ∑
i=u,d,s,c,b
(qi(x) + q¯i(x)) + g(x)
]
= 1 . (101)
Exploiting the DGLAP evolution equations [33,34], the prescription for the scale evolution
of the quark and gluon PDFs can be derived from the results of measurements determined
at an energy scale µ:
µ2
∂
∂µ2
f(x, µ, µ2) =
∑
j=q,g
∫ 1
x
dy
y
Pij(
x
y
, αs(µ
2))fj(y, µ, µ
2) . (102)
Pij are called evolution kernels. The kernels can be obtained at any order of precision with
fixed-order calculation via
µ2
∂
∂µ2
f(x, αs(µ)) = Pij(x) +O(α2s) . (103)
The parton distributions can be measured in deep inelastic scattering processes. Fig. 7
shows the measured PDFs provided by the MSTW group.
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Figure 7: Illustration of the MSTW2008 PDF for all quark and anti-quark flavors and prediction
for gluon density at NLO level with uncertainty bands at 68% CL [33]. The evaluation for two
different energy scales, Q2 = 10GeV2 (left plot) and Q2 = 104GeV2 (right plot) are shown.
2.3 Top Quark Production Mechanisms
Top quark production can be divided into two classes:
Single Top Quark Production Single top quarks are produced via weak interactions.
There are three separate single top quark production processes which are of interest at the
LHC [28, p. 38]:
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 t-channel: In the t channel production, a space-like W boson (q2 ≤ 0) transfers
momentum to a b sea quark from a proton and promotes it to a top quark (see Fig.
8).
 s-channel: A time-like W boson is produced in quark-anti-quark annihilation. The
W boson decays into a top quark and an b¯ quark (W → tb¯). The virtuality of the W
boson becomes q2 ≥ (mt +mb)2.
 Associated (or Wt) production: A virtual top quark is produced in weak interaction
where a b quark is promoted to the virtual top quark and radiates an on-shell W
boson (q2 = M2W ). The virtual top quark becomes on-shell by absorbing a gluon from
the proton.
The t channel production mode has the largest cross section, namely about 1/3 of that of
top quark pair production. The s-channel mode has the smallest cross section, with almost
one order of magnitude less than the t-channel process. The cross section of the associated
Wt production lies in between [28, p. 39].
There are several reasons to study single top quark processes at the LHC [28, p. 39]:
 The cross sections for single top quark production are proportional to |Vtb|2, so Vtb
can be measured directly.
 Single top quark events are background for other important processes (e.g. some
Higgs decay channels).
 Measurement of the V −A structure of the EW coupling of the top quark since single
top quarks are produced with nearly 100% polarization.
 New physics can be discernible in single top quark events by inducing non-SM weak in-
teractions; either via higher order loop effects or by providing new production sources.
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Figure 8: Feynman diagrams for single top quark production. (a) and (b) represent the t-channel,
(c) the s-channel and (d) the associated production (Wt).
Top Quark Pair Production Top quark pairs (pp → tt¯) at hadron colliders are pro-
duced via strong interaction. A pair of top quarks (tt¯) can be produced by gluon fusion
processes and quark-anti-quark annihilation. Fig. 9 shows a set of representative Feynman
diagrams that contribute to top quark pair production.
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Figure 9: Feynman diagrams for top quark pair production. (a), (c) and (d) depict gluon fusion,
(b) shows the process of quark-anti-quark annihilation. In the processes (c) and (d), two colliding
gluons produce the top quark pair by the exchange of a highly virtual top quark.
The partonic cross section for top quark pair production via quark-anti-quark annihilation
qq¯ → tt¯ at LO is given by
dσˆ
dtˆ
(qq¯ → tt¯) = 4πα
2
s
9sˆ4
[
(m2t − tˆ)2 + (m2t − uˆ)2 + 2m2t sˆ
]
(104)
with the (partonic) Mandelstam variables sˆ = (Pq+Pq¯)
2, tˆ = (Pq−Pt)2 and uˆ = (Pq−Pt¯)2
[26]. For the gg → tt¯ production mode, the cross section reads [35]
dσˆ
dtˆ
(gg → tt¯) = 4πα
2
s
sˆ2
(
1
6τ1τ2
− 3
8
)[
4m2t
sˆ
+ τ 21 + τ
2
2 −
16m4t
τ1τ2sˆ2
]
(105)
with τ1 = (m
2
t − tˆ)/sˆ and τ1 = (m2t − uˆ)/sˆ.
Fig. 10 shows the comparison of cross section measurements of top quark pair production
for two CMS energies of 1.96TeV (Tevatron) and 7TeV (LHC) together with theoretical
calculations at the NNLO level. The theoretical predictions for pp (LHC) and pp¯ (Tevatron)
begin to coincide with increasing
√
s, which happens for two reasons:
 The gluon induced production mode becomes dominant whereas differences in the
quark-anti-quark composition in protons and anti-protons are reduced with increasing
momentum fractions xi,j for quarks qi and qj.
 Sea quarks, which are distributed equally in protons and anti-protons, are involved
in quark-anti-quark annihilation to an increasing degree.
2.4 Top Quark Decay
Since the top quark decays nearly always into a b quark and aW boson, the event signature
of top quark decays only depends on how the W decays. Each W boson can either decay
leptonically (W → ℓνℓ, ℓ = e, µ, τ) or hadronically, i.e. into two light quarks (W → qq¯′
with q = u, c and q′ = d, s). The decay of a W boson into a b quark and anything else is
highly suppressed by the corresponding tiny entries of the CKM matrix.
Taking into account that the hadronic decay W → q1q¯2 can occur in three color combina-
tions and neglecting all quark and lepton masses, the BRs behave like
BR(W → eν) : BR(W → µν) : BR(W → τν) : BR(W → q1q¯2) = 1 : 1 : 1 : 6 (106)
regarding the first two quark families (q1 = u, c; q2 = d, s). For the decay modes of a pair
of top quarks, the combinatorics of all possible W boson decays can be classified as follows:
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Di-Leptonic Decay Both W bosons decay into two leptons (tt¯ → ℓ+νℓℓ−n¯uℓbb¯, (ℓ =
e, µ, τ)). This decay channel is very clean since there are no hadronic jets except the ones
formed by the two b quarks but has the smallest BR. Besides, it is difficult to perform a
full kinematic reconstruction of the top quarks since the two neutrinos cannot be detected
as separate particles. τ leptons are difficult to reconstruct so the only the combinations
containing exclusively W → eν and W → µν are considered.
All Hadronic Decay Both W bosons decay into a quark-anti-quark pair, hence produc-
ing four jets plus two b-jets from the top quark decay (tt¯ → q1q¯2q3q¯4bb¯, (q = u, d, c, s)).
This channel has the largest BR but suffers from a large combinatorial background because
the jets are difficult to be assigned to the correct W boson. Besides, additional multijet
production (underlying event) cannot be removed reliably.
Semi-Leptonic Decay One W boson decays into two leptons and the other one into
a quark-anti-quark pair (tt¯ → q1q¯2ℓνℓbb¯, (ℓ = e, µ, τ , q = u, d, c, s)). This decay mode
provides a trade-off between moderate combinatorial and multijet background and a quite
large BR. Furthermore, the two top quarks can be fully reconstructed since there is only
one neutrino which can be recovered by measuring the missing transverse energy of the
event. Due to this trade-off, this decay mode is referred to as the “golden channel”.
Tab. 3 lists the branching ratios of all possible combinations of the three decay modes.
Excluding any occurrence of a τ lepton, a branching ratio of ≈ 30% remains for the e+jets
and µ+jets channel.
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Figure 10: Experimental results for the cross section of top quark pair production at Tevatron
(CDF, D/0) and the LHC (ATLAS, CMS) [36]. The measured values are in good agreement with
the theoretical predictions.
Decay mode BR
di-leptonic
ee, µµ, ττ 1.2%
eµ, eτ , µτ 2.4%
Sum 11.2%
semi-leptonic
(e, µ, τ)+jets 14.8%
Sum 44.4%
all hadronic
Sum 44.4%
Table 3: Branching ratios of all possible decay modes of top quark pair production.
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3 Electroweak Couplings to the Top Quark
The top quark, like any other quark in the SM, should couple to photons and the Z boson
as predicted. Since it decays before it hadronizes, the top quark is the only quark whose
properties can be investigated as unconfined, bare quark directly.
The SM makes precise predictions on the structure and strength of EW couplings to charged
particles. While the coupling of quarks to theW boson is simply ∝ γµ(1−γ5), the according
vertices of photons and Z bosons have either a more complex V −A structure (cA 6= cV 6= 1)
or, in the case of photon coupling, are purely of vectorial nature. Deviations from the EW
measurements or the occurrence of axial-vectorial or even tensorial contributions to the
tγ/tZ vertex would be either a hint for unknown particles or would raise suspicion that
the top quark was not an elementary Dirac particle but had an internal structure (e. g.
Technicolor) [37].
Deviations from the SM prediction of the tγ or tZ coupling would become noticeable by a
modified cross section, a modified momentum spectrum of the radiated γ/Z or a deviation
in the angular distribution.
Since the cross section of top quark pair production with the associated emission of a
photon is about a factor of ≈ 100 higher than the production with an associated Z boson,
the measurement of the tt¯γ cross section is the first step towards the studies of gauge boson
couplings to the top quark.
3.1 Approaches to Anomalous EW Top Quark Couplings
There are two approaches for describing additional, anomalous EW couplings to the top
quark: The first one is induced by extending the γµ coupling to a general coupling Γµ that
could contain any amount of vectorial, axial-vectorial and tensorial couplings [37]. The
second one uses a generalized dim-6 operator approach and extends the SM Lagrangian by
an effective Lagrangian [38]. Both approaches lead to equivalent results.
The general vertex for of the coupling of a top quark to a vector boson V can be written as
ΓtVµ (k
2, q, q¯) = −ie{γµ [F V1V (k2) + γ5F V1A]
+
σµν
2mt
(q + q¯)ν
[
iF V2V (k
2) + γ5F
V
2A(k
2)
]}
(107)
where tV describes the top quark-photon coupling tγ as well as the coupling to Z bosons
(tZ). This equation translates the vertex structure of tV to a general vectorial (F1V ), and
axial-vectorial (F1A) coupling. For on-shell (final state) photons, it is F
γ
1A = 0 [37, 38].
Furthermore, additional dipole moments might exist. In the case of tγ, F2V can be related
to a magnetic dipole moment (gt), F2A to an electric dipole moment (d
γ
t ) of the top quark:
F γ2V (k
2 = 0) = Qt
gt − 2
2
, F γ2A =
2mt
e
dγt . (108)
In the case of non-vanishing dipole moments, F γ2V would deviate from the electric top quark
charge and F γ2A would result in non-zero values.
When considering the EW coupling of the top quark to the Z boson, F2V and F2A correspond
to weak electric/magnetic dipole moments.
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In the SM, there are no tensorial couplings hence F γ2V = F
Z
2V = 0 and F
γ
2A = F
Z
2A = 0. The
tγ vertex coupling is determined by the electric charge of the top quark (F γ1V = −23) and
completely of vectorial nature (F γ1A = 0). The SM tZ couplings obey the V − A structure:
FZ1V = −
1
4 sin θw cos θw
(
1− 8
3
sin2 θw
)
, FZ1A =
1
4 sin θw cos θw
. (109)
The form factors F ViV,A, (i = 1, 2) can be expanded from the SM values:
F ViV,A = F
V,SM
iV,A +∆F
V
iV,A(k
2) (110)
with
∆F ViV,A(k
2) =
∆F ViV,A(0)
(1 + k2/Λ2FF )
2
(i = 1, 2) (111)
where ΛFF is the energy scale at which new physics would introduce anomalous EW cou-
plings to the top quark. Current experimental results limit the tensorial couplings of the tγ
vertex to −0.2 ≤ F γ2V ≤ 0.5 and |F γ2A| ≤ 4.5. The anomalous (axial-)vectorial tγ couplings
have not been constrained so far [37].
3.2 Top Quark Pair Production with an Additional Photon
As already mentioned, the process pp → tt¯γ provides the largest cross section among all
processes of top quark pair production with the associated generation of a (neutral) gauge
boson. Hence, this process is the first one being considered at the LHC and subject of this
thesis.
As for any standard top quark pair analyses, the semi-leptonic decay mode provides a
good trade-off between a high BR and a moderate S/B ratio for studies on top quark pair
production with the associated radiation of a photon either. While the production and the
decay of a tt¯ pair can be separated since the top quark is so heavy, this is not possible
anymore when an additional photon is generated in the process.
Since the photon is massless, it can be radiated from any electrically charged particle. Thus,
considering final states with the top quarks and subsequent W bosons being decayed, Feyn-
man diagrams with photon couplings to the top quark, b quark and the charged lepton and
light quarks from theW decays will contribute to the full ME. It is not possible to uniquely
distinguish between tγ couplings and couplings to other particles due to interference terms,
so the ME calculation has to be based on a full 7-particle final state (see Fig. 11):
qq¯(gg)→ bb¯ℓνj1j2γ . (112)
Hence, a cross section measurement looking for a semi-leptonic tt¯ decay signature plus an
additional photon does not only include tγ couplings.
Nevertheless, the measured phase space can be constrained in a way that it is enhanced by
photon couplings to top quarks. For this purpose, the 7-particle process Eq. (112) can be
divided into qq¯(gg)→ tt¯γ (radiative production) and t→Wbγ (radiative decay) by linking
top quark production and decay via a narrow width approximation [37]. The narrow width
approximation reduces the Breit-Wigner distribution of the internal top quark propagators
to a δ function:
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1
(s−m2t )2 +m2Γ2
→ π
mΓ
δ(s−m2t ) . (113)
Fig. 12 shows representative Feynman diagrams for radiative top quark production. Most
of the photons are radiated from (virtual) top quarks, in quark-anti-quark annihilation
processes, the photon can also couple to one of the incoming quarks. In radiative production,
the top quark is on-shell after the photon has been emitted.
Accordingly, Fig. 13 shows representative Feynman diagrams for radiative top quark decay.
Here, most of the photons will be radiated from charged leptons, but also from quarks and
the W boson. Here, the top quark is on-shell before it emits the photon.
The cross section of the process tt¯γ had been measured at the Tevatron collider for the first
time and yields σtt¯γ = [0.18± 0.07(stat.)± 0.04(syst.)± 0.01(lumi.)] pb at a significance of
3 σ [39].
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Figure 11: Representative Feynman diagram of the semi-leptonic tt¯ decay with the emission of
an additional photon (7-particle final state).
t
t
t¯
t¯
γ
(a)
t
t
t¯
γ
(b)
q
u
q¯
t¯
t
γ
(c)
q
q¯
t¯
t
t
γ
(d)
Figure 12: Representative Feynman diagrams of radiative top quark production. While in (a),
(c) and (d) the photon couples to a (virtual) top quark, it can also be emitted from an incoming
quark (b), which is not sensitive to the tγ coupling.
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Figure 13: Representative Feynman diagrams of radiative top quark decay. The only possible
tγ coupling is shown in (a). In most cases, the photon is emitted by quark (b), the W boson (c)
or a charged lepton (d).
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4 The Large Hadron Collider
The Large Hadron Collider (LHC) is a proton-proton hadron collider built in a 26.7 km long
ring tunnel which extends across the Swiss/French border. The tunnel reaches depths down
from 45m to 170m below ground level and had already been used for the Large Electron
Positron Collider (LEP) which was removed from the tunnel in the year 2000. Due to
geological reasons, the tunnel plane is tilted by 1.4◦ towards the Lake Geneva [40, p. 3].
Two beam tubes with proton beams circulating in opposite directions are combined with
the cooling and magnet systems in one housing (see Fig. 14). The LHC ring consists
of eight straight segments and eight arc segments. Each straight segment is about 528m
long. The arcs are divided into 23 cells, each of them containing three dipole bending
magnets [41, p. 25]. The vacuum in the beam tubes has to be kept in the range between
10−10 and 10−11mbar [41, p. 339].
The protons are accelerated by RF cavities that operate at a frequency of 400MHz. The
accelerating voltage per beam is 16MV [41, p. 132]. The beams are kept on their circular
path by 1232 superconducting dipole magnets made of a Nb-Ti alloy, operated at a tem-
perature of 1.9K, cooled by super-fluid helium [41, p. 155, p. 161]. The magnetic field
strength ranges from 0.54T at the 450GeV SPS injection energy up to 8.33T at the design
beam energy of 7 TeV [41, p. 164]. Superconducting quadrupole, sextupole and octupole
magnets keep the proton beams in focused orbits. A schematic cross section through a
dipole magnet is shown in Fig. 16.
Figure 14: View into the LHC tunnel. The blue tube is one of the dipole segments [42].
The protons are first pre-accelerated by a linear accelerator (LINAC) and two small storage
rings (BOOSTER and PS) sequentially and then injected into the SPS, where the protons
are kept ready at an energy of 450GeV for injection into the LHC. Fig. 15 shows a schematic
overview over all LHC components and further experiments attached to them.
4 THE LARGE HADRON COLLIDER 35
Figure 15: Schematic overview of the LHC, its detectors and pre-accelerators [43].
Figure 16: Sketch of a LHC dipole in cross section [44].
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4.1 Proton Pre-Acceleration
The protons are first accelerated by the LINAC linear accelerator which produces a proton
current of 180mA with a hydrogen consumption of 4ml/h [45, p. 13]. The pulse length of
the proton beam is > 100 µs · c.
The proton pulses are transferred to the BOOSTER, a first ring storage accelerator that
brings the protons to an energy of 1.4GeV [45, p. 17].
When injected into the PS ring, the proton pulses are split into 4 batches of 72 bunches
with a bunch spacing of 25 ns, increasing the proton energy to 25GeV. Alternative bunch
spacings of 75 ns and 50 ns are possible [45, pp. 48]. The PS can deliver its bunch batches
every 3.6 s [45, p. 17]. After the acceleration, each bunch has a length of 11 ns · c. This
length is reduced to ≈ 4 ns · c by an adiabatic bunch rotation [45, p. 48].
Finally, the protons are accelerated to 450GeV in the SPS, the final storage ring before
the injection of the bunches into the LHC [45, p. 81]. The bunches a ramped to 450GeV
after up to four PS injection cycles of the 3.6 s PS intervals have been injected at a ramping
speed of typically 78GeV/s. The combination of bunch injections from the PS and the
subsequent ramping in the SPS is called super-cycle. 24 super-cycles are required to fill
both photon rings of the LHC.
4.2 LHC Performance
The LHC is designed to operate at a maximum of 2808 bunches per beam at an interval of
25 ns [41, p. 21]. The number of events Nevents produced by the LHC per time interval is
given by
dNevent
dt
= L · σevent (114)
with the machine luminosity L [41, p. 21]. L is only depending on machine parameters
and follows a Gaussian law which describes the beam diameter:
L =
N2bnbfrevγr
4πǫnβ∗
F . (115)
Nb is the number of particles per bunch, frev the revolution frequency, nb the number of
bunches per beam, ǫn the normalized beam emittance, γr the relativistic γ factor, β
∗ the
β-function at the collision point and F the geometric luminosity reduction factor due to
the crossing angle at the interaction point (IP):
F =
√
1 +
(
θcσz
2σ∗
)2−1
. (116)
θc is the full crossing angle at the IP, σz the RMS of the bunch length and σ
∗ the RMS of the
transverse beam diameter at the IP. The design luminosity of the LHC for the ATLAS and
the CMS detector is estimated to be L = 1034 cm−2 s−1. For a CMS energy of
√
s = 8TeV,
an instantaneous luminosity of approximately 8 ·1033 cm−2 s−1 has been reached by the end
of September in 2012 which is just below this limit.
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Due to this high luminosity aimed for, pp¯ collisions are not feasible since anti-protons
cannot be delivered at a sufficient rate; two proton beams are used instead. Two counter-
rotating proton beams require separated opposite magnetic dipole fields and separated
vacuum chambers.
The particle density in one bunch is limited by the non-linear increase of number of inter-
actions in beam-beam collisions which is given by
ξ =
Nbunchrp
4πǫn
(117)
where rp = e
2/(4πǫ0mpc
2) is the classical proton radius. Due to machine safety issues, a
minimum aperture of 10σ in units of the beam size is required. For the maximum achievable
β∗, a beam emittance of ǫr = 3.75m is expected, together with the maximum ξ leading to
a maximum bunch size of Nbunch = 1.15 · 1011.
A third limitation of L is the maximum magnetic dipole field which restricts the maximum
achievable γr. At its design CMS energy of 14TeV, a magnetic dipole field strength of
8.33T is required.
4.2.1 Beam Lifetime
Due to beam emittance and degradation of particle density (beam collisions), the instan-
taneous machine luminosity is not constant over time [41, p. 23]. The decay time constant
due to losses of particles from beam collisions is given by
τnucl. =
Ntot,0
Lσtotk
(118)
where Ntot,0 is the initial beam density, σtot the total cross section (10
−25 cm−2 at
√
s =
14TeV) and k the number of IPs. Assuming the design luminosity of L = 1034 cm−2 s−1,
τnucl. = 44.85 h is estimated. The time dependency of the luminosity and bunch density is
Ntot(t) =
Ntot,0
1 + t/τnucl.
⇒ L(t) = L0
(1 + t/τnucl.)2
. (119)
The time relevant for the beam lifetime is τ1/e, i.e. the time until the bunch intensity has
decreased to 1/e of its initial value:
t1/e = (
√
e− 1)τ (120)
which yields a decay time of τ1/e = 14.9 h including additional losses [41, p. 106, p. 24].
With each turn, 6.7 keV of stored proton energy is lost due to synchrotron radiation [41, p.
108].
4.3 Luminosity Measurement
The measurement of the luminosity is important to obtain a cross section from a number of
detected events (see Eq. (114)). The general method for calibrating the ATLAS luminosity
scale remains based on van der Meer scans (vdM scan). The vdM scan assumes that the
counting rate of events is proportional to a vertical displacement of the colliding beams
w.r.t to each other [46].
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There are two primary detectors used to make bunch-by-bunch luminosity measurements:
LUCID and BCM [47].
LUCID is a Cerenkov detector specifically designed for measuring the luminosity in ATLAS.
Sixteen aluminum tubes filled with C4F10 gas surround the beam-pipe on each side of the
interaction point (IP) at a distance of 17 m, covering the pseudo-rapidity range 5.6 < |η| <
6.0. The Cerenkov photons created by charged particles in the gas are reflected by the tube
walls and detected by photo-multipliers (PMT) situated at the back end of the tubes.
The Beam Conditions Monitor (BCM) consists of four small diamond sensors on each side
of the ATLAS IP arranged around the beam-pipe in a cross pattern.
4.4 The LHC Detectors
The LHC ring provides four interaction points, each one equipped with a detector de-
signed for specific purposes. The two largest ones, CMS and ATLAS, are general-purpose
“discovery machines”. Their design differs in a way to enable more or less independent
measurements of the same physical processes thus being able to significantly increase the
power of discovery. A detailed description of the ATLAS detector is given in Sec. 5.
One central question that the SM cannot answer so far is how the universe could create a
sufficient excess of matter compared to the amount of antimatter shortly after the Big Bang.
One mechanism that can cause such an excess is the CP violation (see Sec. 1.11.2), which
is predicted by the SM to some extent but at an insufficient magnitude. The LHCb detector
is dedicated to answer this question by examining the CP violation in flavor transitions of
B mesons.
ALICE is a detector designed to investigate the properties of the quark gluon plasma, a
state of matter that existed in the very early universe before it had cooled down so far that
quarks could hadronize to protons and neutrons. To operate ALICE, the LHC is filled with
heavy ions (typically Pb) for a few weeks during the operating period in one year.
4.5 Pile-up
While operating on design luminosity and a bunch spacing of 25 ns, in average 〈nBX〉 = 23
bunch crossings per beam circulation can be expected in the ATLAS detector [48]. Since
the cross section of “interesting” physical processes is magnitudes below the cross section of
background processes which represent the dominant fraction of the collisions, the probability
that two processes of interest will happen within the same bunch crossing is very small.
Nevertheless, additional particles will be detected that are not part of the considered proton-
proton interaction. This phenomenon is called pile-up. There are two different kinds of
pile-up processes:
In-Time Pile-up (Event Pile-up) Within each bunch crossing, there is the possibility
that more than one proton pair reacts and produces a collision signature in the detector.
Assuming that the number of pp collisions per bunch follows a Poissonian distribution as
well as the number of particles produced per pp collision, the average number of particles
produced per bunch crossing is
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N(pp) =
∞∑
n=0
Pnmb(n) · e−n·Np
(n ·Np)N
N !
. (121)
Out-Time Pile-up In some of the liquid argon calorimeters, the drift time for signals
across the argon gap is ≥ 400 ns [48]. This means that signals from more than 20 bunch
crossings are superimposed. In order to limit the effects of detector pileup and to yield a
fast response for energy measurements in calorimeter cells, a fast shaped pulse is derived
from the drift current signal.
Even with that fast signal shaping, some noise background remains due to superimposed
drift signals and is given by
S =
∑
j
Ejg(tj) (122)
when an energy of Ej is deposited in one calorimeter cell in the j-th bunch crossing. g(tj)
is the pulse shape at the time tj. In average, due to alternating polarizations of g(tj), there
should be no mean noise:
〈S〉 = 〈E〉
∑
j
g(tj)
〈g〉=0
= 0 . (123)
Due to statistical fluctuations, an event-by-event pileup background noise can be expected:
σ2(S) = σ2(E)
∑
j
g2(tj) . (124)
4.5.1 Pile-up Suppression
One of the ways to reduce pile-up contributions to the overall detector noise is using topo-
logical clustering to preferentially select cells with a high signal to noise ratio [48]. In
calculating σnoise , the expected contribution of pile-up noise to the total cell noise is cal-
culated from Monte Carlo simulations. The values for the noise are dependent on the
luminosity, specified by the number of minimum bias collisions per bunch crossing, and are
calculated by a software tool. This procedure introduces a bias in the mean pile-up ET.
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5 The ATLAS Detector
The ATLAS detector is, from the dimensional point of view, the largest one of the four main
LHC detectors. Like CMS, it has been designed as a multi-purpose “discovery machine”
and allows for competitive discoveries and measurements. A CAD sketch of the ATLAS
detector is shown in Fig. 17.
Figure 17: The ATLAS detector (CAD generated image) [49]
As the particle interactions take place in the CMS frame, the ATLAS detector is built in an
onion skin shaped manner around the interaction point. The placement of the components
of colliding beam detectors is generally built in the following order (from inside to outside):
1. a tracking system to reconstruct the tracks of charged particles,
2. an electro-magnetic calorimeter (EMC) to determine the energy of electrons and pho-
tons,
3. an hadronic calorimeter (HC) for the energy measurement of hadrons (jets),
4. a muon spectrometer to reconstruct the momentum of muons.
Besides, three magnet systems (one central solenoid in the middle, eight toroids located on
the outside and two end-cap solenoids) are installed to curve the tracks of charged particles
in order to be able to measure their momenta. Fig. 18 illustrates how several types of
particles are detected and can be distinguished from each other.
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Figure 18: Particle detection with the ATLAS detector [50]. Charged particles, like charged
leptons, muons and hadrons leave track information in the inner detector, whereas neutral particles
(photons, neutrons) do not. Hadrons transverse the EMC and are detected in the HC additionally.
Electrons and photons only deposit a small fraction of their energy in the HC.
5.1 Coordinate System
The z-direction of the ATLAS detector is determined by the beam direction, the x-y plane
is the plane transverse to the beam direction where the positive x-direction points from
the interaction point to the center of the LHC ring. The positive y-axis points upwards.
The azimuthal angle φ is measured perpendicularly around the beam axis; the polar angle
θ is measured from the beam axis [51, p. 3]. The polar angle is usually expressed in terms
of the pseudo-rapidity η := − ln tan θ
2
. The angular distance between objects is given by
∆R :=
√
∆η2 +∆φ2.
Fig. 19 illustrates the specification of the ATLAS coordinate system.
Figure 19: Coordinate system of the ATLAS detector.
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5.2 The Inner Detector
The purpose of the inner detector (ID) is to measure the tracks of charged particles and
to determine their production vertex. The usage of a highly granulated pixel detector as
innermost layer, followed by the semi-conductive strip detector (SCT) and a straw tube
tracker as 3rd layer, acting as transition radiation tracker (TRT), build a trade-off between
high resolution and moderate costs.
By crossing at least three pixel layers and four SCT layers, together with typically 36 track-
ing points provided by the TRT, a robust track reconstruction is possible [52, p. 5].
Figure 20: The inner detector (barrel part) as artistic 3D overview. The inner section is the
pixel detector with three layers, positioned at radii of 50.0mm, 88.5mm and 122.5mm. The
pixel detector is followed by the SCT which is made up of four layers at R = 299mm, 371mm,
443mm and 514mm. The TRT as the outermost subsystem contains three tube layers between
R = 554mm and R = 1082mm [53].
The inner detector cavity has a length of 7m and an outer radius of 115 cm and consists
of three parts: One barrel for particle tracking for |η| < 1 and two identical end-caps
for particle detection in the forward/backward direction. Within the barrel part, approx.
80 cm of the available radius are effectively used for detectors. [52, p. 5].
Fig. 20 shows the assembly of the components of the complete inner detector in a 3D CAD
view.
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5.2.1 The Pixel Detector
The ATLAS pixel detector consists of three concentric layers in the barrel part and three
layers for each end-cap region.
The innermost barrel layer (also called “b layer”8) installed at radii of 4 cm, 11 cm and
14 cm w.r.t. the beam axis. The end-cap parts of the pixel detector consist of four disks
each. The barrel and the end-cap parts are made up from almost identical modules where
1500 modules are assembled in the barrel layers and 1000 modules in the disks [52, p. 8].
The individual pixels are each 300 µm long and 50 µm wide [54, p. 147].
The pixel detector provides typical spatial resolutions of σ(Rϕ) = 12 µm among the R-φ
plane; in the barrel layers, the resolution is σ(z) = 66 µm in the z-direction and σ(R) =
77 µm considering the R-direction of the disks respectively [54, p. 18].
Figure 21: Schematic sketch of the pixel detector. The three end-cap modules on both sides and
the three barrel layers can be seen [55].
Each barrel module has the dimensions 62.4mm × 22.4mm and is equipped with 61440
pixel elements. The pixels are read out by 16 chips, each of them responsible for an array
of 24 × 160 pixels. The modules are overlapping on the support structure in order to give
hermetic coverage [52, p. 8].
The read-out electronics of each pixel module group the data in pairs of columns in order
to increase data bandwidth [54, p. 65]. Hence data is drained pair-wise, empty channels
are skipped. The signal of the pixels is digitized and transmitted via optical fibers (two
transmission and one reception fiber).
Fig. 21 shows a schematic overview of the pixel detector.
5.2.2 The Silicon Strip Detector
The silicon strip detector (a.k.a. semi-conductor tracker (SCT)) is built around the pixel
detector and is designed to provide additional four precision measurements per track in
the intermediate radial range, contributing to the measurement of momentum, impact
parameter and vertex position, as well as providing good pattern recognition by the use of
high granularity [52, p. 8].
8The denotation “b layer” has physical reasons. Long-living B mesons decay after a finite decay length,
the resulting, displaced decay vertex is reconstructed mostly by this layer.
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The barrel SCT uses four layers of silicon micro-strip detectors, each one with the dimension
6.36× 6.40 cm2 and 768 readout strips. [52, p. 8].
Each module consists of four detectors. On each side of the module, two detectors are
wire-bonded together to form 12.8 cm long strips [52, p. 8]. The SCT contains 61m2 of
silicon detectors, with 6.2 millions readout channels. The spatial resolution is 16 µm in the
R− ϕ and 580 µm in the z-direction. Tracks can be distinguished if they are separated by
more than ≈ 200 µm. [52, p. 8].
The SCT barrel modules are mounted on local supports and on carbon-fiber cylinders
which carry the cooling system; the four complete barrels are situated at radii of 300mm,
373mm, 447mm and 520mm (see Fig. 20). The forward modules are grouped in three
rings assembled on nine wheels. [52, p. 8].
5.2.3 The Transition Radiation Tracker (TRT)
The transition radiation tracker (TRT) is based on the usage of straw detectors. Straws
are thin drift chamber tubes filled with inert gas (the ATLAS TRT uses Xenon). The TRT
provides typically 36 additional track points for track reconstruction.
Each straw is 4mm in diameter with a maximum straw length of 150 cm. The barrel
contains about 50,000 straws, each divided into two halves at the center in order to reduce
the occupancy and read-out at each end. The end-caps contain 320,000 radial straws. The
total number of electronic channels is 420,000.
Each channel provides a drift-time measurement, giving a spatial resolution of 170 µm per
straw. [52, p. 9].
The barrel section is built of individual modules with 329 to 793 axial straws each. Each
of the two end-caps consists of 18 wheels. The 14 wheels nearest to the interaction point
cover a radial range from 64 to 103 cm, while the last four wheels extend to an inner radius
of 48 cm [52, p. 10].
5.3 The Calorimetry System
The ATLAS calorimetry system consists of an electromagnetic calorimeter (EMC) covering
the pseudo-rapidity region |η| < 3.2, a hadronic barrel calorimeter, covering |η| < 1.7,
hadronic end-cap calorimeters covering 1.5 < |η| < 3.2 and forward calorimeters covering
3.1 < |η| < 4.9 [51, p. 11], as shown in Fig. 22.
The EMC is a lead/liquid argon (LAr) detector with an accordion geometry (Fig. 23).
Over the pseudo-rapidity range |η| < 1.8, it is preceded by a pre-sampler detector which
is used to correct for the energy loss in the material (ID, cryostats, coil) upstream of the
calorimeter [51, p. 12].
The hadronic barrel calorimeter (HBC) is a cylinder divided into three sections: the central
barrel and two identical extended barrels. It is based on a sampling technique with plastic
scintillator plates (tiles) embedded in an iron absorber [51, p. 12].
The barrel EM calorimeter is contained in a barrel cryostat, which surrounds the ID cav-
ity. The solenoid which supplies the 2T magnetic field to the ID is integrated into the
vacuum of the barrel cryostat and is placed in front of the EM calorimeter. Two end-
cap cryostats house the end-cap EMC and hadronic calorimeters, as well as the integrated
forward calorimeter [51, p. 12].
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Figure 22: The ATLAS calorimetry system as schematic overview. The EMC is drawn in golden
color, the surrounding HC in green/blue colors [56].
5.3.1 The Electromagnetic Calorimeter
The EMC is divided into a barrel part, covering a pseudo-rapidity range of |η| < 1.475
and two end-caps (1.375 < |η| < 3.2). The barrel calorimeter consists of two identical half-
barrels, separated by a small gap (6mm) at z = 0. Each end-cap calorimeter is mechanically
divided into two coaxial wheels: an outer wheel covering the region 1.375 < |η| < 2.5, and
an inner wheel covering the region 2.5 < |η| < 3.2.
The EMC is a lead LAr detector with lead absorbers designed in an accordion shape and
is segmented into three longitudinal sections [51, p. 12]. The strip section is equipped
with narrow strips with a pitch of ≈ 4mm in the η direction. This section enhances
particle identification (γ ↔ π0, e↔ π separation, etc.). The middle section is transversally
segmented into square towers of size ∆η×∆φ = 0.025× 0.025 (see Fig. 24). Fig. 23 shows
a part of the EMC with the typical accordion structure.
The total calorimeter thickness up to the end of the second section is ≈ 24X0, the total
number of read-out channels is ≈ 190, 000 [51, pp. 13].
5.3.2 The Hadronic Calorimeter
The ATLAS hadronic calorimeters cover the pseudo-rapidity range of |η| < 4.9 using dif-
ferent techniques. For |η| < 1.7, the iron scintillating tile technique is used for the bar-
rel and extended barrel tile calorimeters and for partially instrumenting the gap between
them with the intermediate tile calorimeter (ITC). Over the range of ≈ 1.5 < |η| < 4.9,
LAr calorimeters have been chosen: the hadronic end-cap calorimeter (HEC) extends to
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Figure 23: Photograph of the EM LAr calorimeter. The accordion structure is clearly visible [57].
Figure 24: Granularity of the three layers of the LAr EMC [58].
|η| < 3.2, while the range 3.1 < |η| < 4.9 is covered by the high-density forward calorimeter
(FCAL). [51, pp. 14].
Tile Calorimeter The large hadronic barrel calorimeter is a sampling calorimeter using
iron as absorber material and scintillating tiles as the active material, the scintillation pho-
tons are transmitted via wavelength shifting (WLS) fibers to two separate photo-multipliers
(PMTs).
The tile calorimeter is composed of one barrel and two extended barrels. Radially, the
tile calorimeter extends from an inner radius of 2.28m to an outer radius of 4.25m. It is
longitudinally segmented in three layers. Azimuthally, the barrel and extended barrels are
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divided into 64 modules. The granularity is ∆η × ∆φ = 0.1 × 0.1 (0.2 × 0.1 in the last
layer). The total number of channels is about 10,000. The calorimeter is placed behind the
EMC and the solenoid coil.
The barrel cylinder covers the region |η| < 1.0, the extended barrel the region 0.8 < |η| <
1.7. [51, p. 15].
LAr Hadronic End-Cap Calorimeters Each HEC consists of two independent wheels
of an outer radius of 2.03m. The upstream wheel is built from 25mm copper plates, whereas
the one farther from the interaction point uses 50mm plates. [51, p. 15].
Each wheel is built out of 32 identical modules and a central ring and is divided into two
longitudinal segments. The weight of the first (second) wheel is 67 (90) tons.
The end-cap EMC reaches |η| = 3.2, thereby overlapping the forward calorimeter [51, p.
16].
LAr Forward Calorimeter The FCAL is integrated into the end-cap cryostat, with
a front face at about 4.7m from the interaction point and consists of three sections. In
each section the calorimeter consists of a metal matrix with regularly spaced longitudinal
channels filled with concentric rods and tubes with LAr in the gap between rods and tubes
as sensitive medium. [51, p. 16].
5.4 The Muon Spectrometer
The ATLAS muon spectrometer is based on the magnetic deflection of muon tracks in
the large superconducting toroid magnets, instrumented with separate trigger and high-
precision tracking chambers.
Over the range |η| ≤ 1.0, magnetic bending is provided by the barrel toroid. For 1.4 ≤
|η| ≤ 2.7, muon tracks are bent by two smaller end-cap magnets inserted into both ends
of the barrel toroid. Over a pseudo-rapidity range of 1.0 ≤ |η| ≤ 1.4 (transition region),
magnetic deflection is provided by a combination of the barrel and end-cap fields [51, p.
17].
In the barrel region, tracks are measured in chambers arranged in three cylindrical layers
around the beam axis; in the transition and end-cap regions, the chambers are installed
vertically, also in three stations. Over most of the η range, the measurement of the track
coordinates is provided by Monitored Drift Tubes (MDTs). At large pseudo-rapidities and
close to the interaction point, Cathode Strip Chambers (CSCs) with higher granularity are
used in the innermost plane over 2.0 < |η| < 2.7.
The precision measurement of the muon tracks is performed in the R−z projection, parallel
to the bending direction of the magnetic field; the axial coordinate z is measured in the
barrel and the radial coordinate R in the transition and end-cap regions.
5.4.1 Monitored drift tubes (MDT)
The basic detection elements of the MDT chambers are aluminum tubes of 30mm diameter
and 400 µm wall thickness with a 50 µm diameter central Wolfram-Rhenium wire. The
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tubes are operated with a mixture of 93% Ar and 7% CO2. The single wire resolution is
≈ 80 µm [51, p. 20].
5.4.2 Cathode Strip Chambers (CSC)
The CSCs are designed as multi-wire proportional chambers with cathode strip read-out and
with a symmetric cell in which the anode-cathode spacing is equal to the anode wire pitch.
The precision coordinate is obtained by measuring the charge induced on the segmented
cathode by the electron avalanche formed on the anode wire.
The cathode strips for the precision measurement are placed orthogonal to the anode wires.
The anode wire pitch is 2.54mm, the cathode read-out pitch is 5.08mm. A measurement
of the transverse coordinate is obtained from orthogonal strips oriented in parallel to the
anode wires, which form the second cathode of the chamber. The CSCs are arranged in
2× 4 layers [51, p. 21].
5.4.3 Resistive Plate Chambers (RPC)
The RPC is a gaseous detector providing a typical space-time resolution of 1 cm×1 ns with
digital read-out. The basic RPC unit is a narrow gas gap formed by two parallel resistive
plates. The primary ionization electrons are multiplied to avalanches by a strong electric
field [51, p. 21].
A trigger chamber is made from two rectangular detector layers, each one read out by two
orthogonal series of pick-up strips: the ”η strips“ are aligned parallel to the MDT wires
and provide the bending view of the trigger detector; the ”φ strips“, being orthogonal to
the MDT wires, provide the second coordinate measurement which is also required for the
off-line pattern recognition.
5.4.4 Thin Gap Chambers (TGC)
The TGCs are similar in design compared to the CSCs, with the difference that the anode
wire pitch is larger than the cathode-anode distance. Signals from the anode wires, arranged
parallel to the MDT wires, provide the trigger information together with read-out strips
arranged orthogonal to the wires. These read-out strips are also used to measure the second
coordinate [51, p. 22].
The main dimensional characteristics of the TGCs are a cathode-cathode distance (gas gap)
of 2.8mm, a wire pitch of 1.8mm, and a wire diameter of 50 µm. [51, p. 22].
5.5 The Magnet Systems
In order to determine the momenta of charged particles, the ATLAS detector is equipped
with three magnet systems:
 one central solenoid,
 one barrel toroid,
 two end-cap toroids.
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5.5.1 The Central Solenoid
The Central Solenoid is a superconducting solenoid designed to provide a magnetic field of
2 T in the central tracking volume [59].
The solenoid is 5.3m long with a bore of 2.4m, has a thickness of 45mm, a weight of almost
6 t and operates at a current of 7, 600A.
5.5.2 The Barrel Toroid
The barrel toroid consists of eight coils, each of them built by two windings with the
dimensions 25m long and 5m wide. It generates the magnetic field for the central region
of the muon detector. The coils are grouped in a torus shape maintained by a system of 16
supporting rings. Each coil is mounted in an individual cryostat and indirectly cooled by
liquid helium. One single coil has a weight of some 40 t to which its cryostat adds another
40 t. The total barrel toroid assembly has an outer diameter of 20m and approaches a
weight of 830 t. The toroid is operated at a current of 20, 500A and reaches a peak field of
4 T. A photograph of the central toroid system is presented in Fig. 25.
Figure 25: View into the ATLAS detector with the 8 barrel toroid coils at the outer border [60].
5.5.3 The End-Cap Toroids
Two end-cap toroids are positioned inside the Barrel Toroid, one at each end of the central
solenoid. They provide the magnetic field in the forward regions of the ATLAS detector
across a radial span of 1.7 to 5.0m. The eight coils of each end-cap toroid are assembled
as a single unit inside one large cryostat.
Each coil has a size of about 4×4.5m2 and a weight of roughly 13 t. One complete end-cap
toroid has a diameter of 11m, a width of 5m and a weight of almost 240 t. The end-cap
toroids are electrically connected in series with the barrel toroid and likewise operated at
a current of 20, 500A, providing a peak field of 4 T. Fig. 26 shows a photograph of the
end-cap toroid before its installation in the detector.
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Figure 26: The ATLAS end-cap toroid before its insertion into the detector [61].
5.6 The Trigger and Data Acquisition (DAQ) System
The ATLAS trigger and data acquisition (DAQ) system is based on three levels of on-
line event selection. Each trigger level refines the decisions made at the previous level
and, where necessary, applies additional selection criteria. Starting from an initial design
bunch crossing rate of 40MHz (corresponds to an interaction rate of ≈ 109Hz at a design
luminosity of 1034 cm−2 s−1), the rate of selected events must be reduced to ≈ 100Hz for
permanent storage. This requires an overall rejection factor of 107 against “minimum bias“
events [51, p. 25]. Fig. 27 shows a schematic overview of the ATLAS trigger and DAQ
system.
Figure 27: Schematic overview of the ATLAS trigger and DAQ system [62].
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5.6.1 Level 1 (L1) Trigger
The level 1 (L1) trigger makes an initial selection based on reduced information from a
subset of detectors. High transverse momentum (high pT) muons are identified using only
the trigger chambers, RPCs in the barrel and TGCs in the end-caps. The calorimeter
selections are based on reduced granularity information from all the calorimeters (EMC
and HC; barrel, end-cap and forward). Objects searched for by the calorimeter trigger are
high pT electrons and photons, jets, and τ leptons decaying into hadrons, as well as large
missing and total transverse energies.
In the case of the electron/photon and hadron/τ triggers, energy isolation cuts can be ap-
plied. Trigger information is provided for a number of sets of pT thresholds. The missing
and total scalar transverse energies used in the L1 trigger are calculated by summing over
trigger towers. In addition, a trigger on the scalar sum of jet transverse energies is also
available. The L1 trigger decision is based on combinations of objects required in coinci-
dence or veto. The maximum rate at which the ATLAS front-end systems can accept L1
triggers is limited to 75 kHz [51, p. 25].
L1 Electron/Photon Trigger The L1 electron trigger uses information of the calorime-
ter, considering a window of 4 × 4 cluster towers in the EMC and the HC in the pseudo-
rapidity range of |η| < 2.5 [51, p. 360].
The trigger decision is made from four requirements:
 a 2× 2-tower EMC cluster, used to identify the position of candidate RoIs;
 a 2 × 1 or 1 × 2-tower EMC cluster, used to measure the transverse energy of EM
showers; the most energetic of the four possible combinations of the 4 × 4 window is
used;
 a ring of 12 electromagnetic towers surrounding the cluster window, used to test
isolation in the EMC Calorimeter;
 the 16 hadronic towers behind the electromagnetic clusters and the isolation ring are
used to test the isolation in the hadronic calorimeters.
Since no track information is taken into account at the L1 trigger step, the trigger cannot
distinguish between electrons and photons.
L1 Muon Trigger The L1 muon trigger requires hits in three elements of the RPC and
TGC of the muon spectrometer. The predicted development of the muon track defined
by the first station is extrapolated as a straight line to the second and the third one and
has to match the hit position in the second and the third station around a coincidence
window [51, p. 354].
5.6.2 Level 2 (L2) Trigger
The L2 trigger makes use of “region-of-interest“ (RoI) information provided by the L1 trig-
ger. This includes information on the spatial position (η and ϕ) and pT of candidate objects
and energy sums ( /ET vector and scalar ET value).
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The RoI data is sent by L1 to L2, for all events selected by the L1 trigger. The L1 trigger
passes only the data that is required in order to make the L2 decision. The L2 trigger has
access to all of the event data, if necessary with the full precision and granularity. Usually
only a few per cent of the full event data is required for L2 decisions [51, p. 25].
Concerning the energy sum triggers ( /ET, total scalar ET), only a limited improvement is
possible using the RoI mechanism. The energy sum values from L1 are provided to L2 and
refinements can be made to correct, e.g. for high pT muons (the L1 /ET trigger uses only
calorimeter information, so muons contribute to the observed /ET) or for saturated trigger
tower signals.
The L1 trigger makes RoI information available for all the objects that contributed to
the event being selected: these are called primary RoIs. In order to allow for additional
requirements to be made at L2, the L1 trigger provides RoI information for objects that did
not contribute to the selection of the event. Such RoIs, typically for objects of relatively
low pT, are called secondary RoIs [51, p. 26].
L2 Electron/Photon Trigger At the L2 level, electrons and photons are distinguished
using shower shape information in the EMC in the corresponding RoI [51, p. 376]. The
electron hypothesis is confirmed if there is an associated track extracted from TRT/pixel
detector tracking information. At L2 level, the full calorimeter granularity is taken into
account.
L2 Muon Trigger In a first step, the RoI information from the L1 muon trigger is refined
by assembling all candidate tracks from L1 to a curved muon track including MDT RoIs in
order to be able to determine the momentum of the L2 muon object [51, p. 371].
In a second step, tracks in the MDTs are identified regarding the refined RoIs. A preliminary
muon momentum for the L2 trigger decision is reconstructed from MDT, TGC and RPC
information.
5.6.3 Event Filter (EF) Trigger
After L2, the last stage of the on-line selection is performed by the EF. It employs off-line
algorithms and methods, adapted to the on-line environment, and uses the most up to date
calibration and alignment information and the magnetic field map. The EF provides the
final selection of physics events which will be written to the mass storage for subsequent
full off-line analysis. The output rate from L2 should then be reduced by one order of
magnitude, giving ≈ 100Hz, corresponding to an output data rate of ≈ 100MB/s if the
full event data is to be recorded [51, p. 26].
5.6.4 Data Storage and Processing
The amount of collision data taken by the ATLAS detector is by far too large to be stored
locally at CERN. A worldwide, hierarchical storage organization distributes data to com-
puter facilities located all over the world.
First, the raw event data is stored temporarily at the CERN server farm, called Tier-0,
and copied to national Tier-1 facilities. Derived datasets from the raw data are copied
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to Tier-2 facilities afterwards. Tier-2 facilities also provide CPU power for data analyses.
Institutions can install local Tier-3 computing facilities with a smaller capacity to whom
ATLAS has access. The communication between the computers connected to Tier-0 . . . 3s
is controlled by the LHC computing grid (LCG) environment [63, pp. 1].
The storage size needed per event is gradually decreased by transforming the raw data to
more specialized data formats. First, the raw data is converted to Event Summary Data
(ESD) where the raw data is transformed to reconstructed physical objects. The ESDs are
further compressed to Analysis Object Data (AOD) which is applicable for specific analyses.
While AODs are still universally utilizable for any analysis, only specific objects contained
in the AODs needed for specific analyses are selected and stored in Derived Physics Data
(DPD) [63, pp. 7].
The DPDs can be distinguished in two classes:
 D2PD: The object model in D2PDs is compatible with those in AODs so that anal-
yses do not have to be adapted for the usage of D2PDs instead of AODs.
 D3PD: The content of D2PDs is converted to a ROOT tree [64] that makes data
access easy to handle.
The event reconstruction is performed by the Athena framework [63, pp. 27] which is also
responsible for the event simulation chain (see Sec. 10.1).

6 MONTE CARLO GENERATORS 55
Part II
Analysis
6 Monte Carlo Generators
Monte Carlo (MC) generators compute the amplitude of a desired physical process, calculate
its cross section and generate simulated events by randomly choosing points in the phase
space of incoming and outgoing particles and taking into account the PDFs of the colliding
particles (see Sec. 2.2.1). Since this event simulation happens at a relatively large energy
scale, the process simulated by the full ME calculation is often referred to as hard process.
A various number of different MC generators is used within the ATLAS experiment, most of
them generate events at the leading-order (LO) level, a few of them on the next-to-leading
order (NLO) level.
6.1 MC@NLO
In order to achieve a higher precision in the calculation of the total cross section and the
kinematic distributions of outgoing particles, a next-to-leading order calculation (NLO)
is preferred instead of using leading-order (LO). Since there are no next-to-leading-log
(NLL) parton showering and hadronization programs available9, parton matching is diffi-
cult. MC@NLO [65] is a program that calculates
 the phase space of several processes whose matrix elements (ME) already exist at the
NLO;
 final state partons that directly can be interfaced to LL PS programs
(HERWIG/PYTHIA);
 can handle hard gluon radiation (since divergences cancel out at NLO level).
MC@NLO uses the subtraction method and generates simulated events with positive and
negative event weights. It is used for simulating top quark pair and single top production,
in particular for the production of the nominal tt¯ MC sample used in this analysis (see Tab.
29) and for the simulation of single top quark processes (see Tab. 48).
6.2 POWHEG
POWHEG is a NLO MC generator that simulates events at exact NLO level but avoids
negative event weights [66]. POWHEG is used to evaluate systematic uncertainties caused
by either uncertainties in the NLO calculation or uncertainties due to the usage of different
parton showering programs.
Probe tt¯ MC samples had been produced externally with POWHEG for analyzing sys-
tematic uncertainties related to the NLO MC modeling of top quark pair production (see
Sec. 12.3.7) and for the studies of the impact of the choice of different parton shower-
ing/hadronization programs (cf. 6.6.1 and 6.6.2).
9JetPhox is one of the first approaches to NLL.
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6.3 ALPGEN
ALPGEN is a LO MC simulation program that provides several full ME calculations with
the emission of a selectable number of additional partons [67].
W and Z production with the associated production of jets is simulated with ALPGEN
(see Sec. 10.3).
6.4 AcerMC
AcerMC is a LO MC simulation program especially designed to evaluate and simulate
typical background processes that occur in hadron colliders [68].
Various tt¯ MC samples have been produced externally using AcerMC for systematic studies
related to ISR and FSR radiation (see Sec. 12.3.7).
6.5 WHIZARD
WHIZARD is a multi-purpose, LO Monte Carlo event generator with automated matrix ele-
ment generation [69] which takes into account all possible contributing Feynman diagrams.
It supports up to eight particles in the final state and possesses a multi-channel phase-
space integration (VAMP algorithm). The matrix element is calculated by the O’Mega
ME generator [70]. The simulated tt¯γ signal events used in this thesis are generated with
WHIZARD.
6.5.1 The Matrix Element Generator O’Mega
With an increasing number of final state particles, the number of contributing Feynman
diagrams increases approximately by a double factorial law. Many of these diagrams are
redundant and lead to a large loss of numerical precision in the calculation of the matrix
element since many representations cancel out analytically but will not do so when integrat-
ing over the phase space numerically. Furthermore, many diagrams between external lines
having an off-shell propagator can be combined to a One Particle Off-Shell Wave Function
(1POW). At tree level, the set of all 1POWs for a given set of external momenta can be
constructed recursively.
O’Mega considers only combinations of diagrams (keystones) with a distinct combination
of momenta. P (n) = 2n − 1 distinct momenta can be formed from n external momenta.
Exploiting the equation of motions avoids double-counting of keystones [71]. The choice
of a certain keystone shaped from a set of Feynman diagrams is not unique, the keystone
closest to the center of the overall diagram is used. O’Mega uses Direct Acyclical Graphs
(DAGs) to avoid redundancies in joining Feynman graphs.
The ME calculation of O’Mega is build of the following steps:
Grow: starting from the external particles, the tower of all 1POWs up to a given height
is built (the height is less than the number of external lines for asymmetric keystones and
less than half of that for symmetric keystones) and is translated to the equivalent DAG D.
Select: from D, all possible flavored keystones for the process under consideration are
determined and the 1POWs appearing in them.
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Harvest: a sub-DAG D* ⊆ D consisting only of nodes that contribute to the 1POWs
appearing in the flavored key-centered stones is constructed.
Calculate: the 1POWs as specified are multiplied by the keystones and sum the key-
stones.
6.5.2 Phase Space Integration
WHIZARD uses the VAMP algorithm for phase space integration which is an advancement
of the VEGAS algorithm [72]. In order to calculate the integral I(f) =
∫
M
dµ(p)f(p) over
a phase space (manifold M) numerically (expectation value E(f)), the integrand f(x) is
usually weighted by some probability density g(x):
E(f) =
〈
f
g
〉
=
1
N
N∑
i=1
f(pi)
g(pi)
. (125)
g(p) is to be chosen in a way that the variance of E(f)
V (f) =
1
N − 1
(〈(
f
g
)2〉
−
〈
f
g
〉2)
(126)
will become minimal. If f is a strongly fluctuating function, this optimization of g is
indispensable for obtaining a useful accuracy. Typical causes for large fluctuations are
integrable singularities of f or µ inside of M or non-integrable singularities very close to
M .
Manual optimization of g is often too time consuming, in particular if the dependence of
the integral on external parameters (in the integrand and in the boundaries) is not known
a-priori. Adaptive numerical approaches are suitable to solve this problem. Optimizing g
numerically has been solved for factorizable distributions by the Vegas algorithm [73].
6.6 Parton Showering and Hadronization
A ME event generator simulates events for a desired process up to a very limited number
of final state particles. These particles include fermions (leptons and quarks) and/or gauge
bosons like photons, gluons and massive gauge bosons. In an ideal case, the ME event
generator would calculate the matrix elements up to stable hadrons, so up to particles that
can reach the detector. Due to the very high complexity of such calculations and the high
number of final state particles this is not feasible.
For this reason, parton shower programs like HERWIG [74] or PYTHIA [75] approximately
calculate the radiation of gluons and photons from quarks and thus distribute the high
energies and large momenta of final state particles from the ME event generator down to
an energy scale where quarks hadronize to mesons and baryons (Λ = ΛQCD).
Furthermore, PS programs have to deal with the simulation of initial and final state radi-
ation.
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6.6.1 HERWIG
HERWIG is a general-purpose Monte Carlo event generator that includes the simulation of
hard lepton-lepton, lepton-hadron and hadron-hadron scattering and soft hadron-hadron
collisions [74]. It uses the parton shower approach for initial and final state QCD radia-
tion, including color coherence effects and azimuthal correlations both within and between
jets. It matches first-order matrix elements with parton showers and correctly treats spin
correlations and heavy quark decays.
Final state parton showering (PS) in HERWIG is generated by a coherent branching algo-
rithm were the fractions of energy transmitted to split particles are calculated by DGLAP
splitting functions (see Sec. 2.2.1). The emission angles are distributed according to Su-
dakov form factors, which normalize the branching distributions to give the probabilistic
interpretation needed for a MC simulation. A cluster model is used to perform the final
hadronization [74, pp. 24]. Finally, mesons and baryons are simulated according to the
quark content in the clustered parton showers.
HERWIG is the standard PS program used for all nominal MC samples considered in this
thesis.
6.6.2 PYTHIA
PYTHIA contains a variety of matrix elements such as hard and soft QCD processes, W/Z
production, prompt photons production etc. Within the ATLAS simulation chain, it is
mainly used for the simulation of PS and hadronization.
The parton showering contains of a hard process contains initial and final state radiation.
Depending on the incoming and outgoing particles, QCD and QED radiation can occur.
The default model of string fragmentation implemented in PYTHIA is the Lund model [76].
6.6.3 PHOTOS
PHOTOS is an algorithm that provides improved prediction of QED interference and
multiple-photon radiation by calculating radiative corrections in decays of resonances such
as Z boson or W decays [77]. PHOTOS is usually interfaced to HERWIG.
6.6.4 JIMMY
JIMMY is a library of routines that can be linked with HERWIG. JIMMY generates multi-
ple parton scattering events in hadron-hadron, photon-photon or photon-hadron collisions
and is used to simulate underlying events (UE) [78].
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7 Physical Objects and Reconstruction
During reconstruction, the signals from the individual detector parts have to be assigned to
meaningful physical objects and particles like electrons, photons, muons, jets and missing
transverse energy ( /ET).
In this section, the reconstruction of objects and the performance of the reconstruction
algorithms10 and identification are presented.
7.1 Electrons
The electron reconstruction in the ATLAS detector uses EMC cluster information and
tracking information from the inner detector [79].
The reconstruction algorithm starts with a preliminary set of seed clusters in the EMC
and searches for 3× 5 cell windows in the middle layer calorimeter using a sliding window
technique. The seed clusters are required to have a threshold energy of 2.5GeV. Duplicate
clusters are removed from nearby seeds.
For |η| < 2.5, tracks of charged particles can be reconstructed by the ID. In this region,
electrons are identified by associating at least one track to a cluster by extrapolating the
tracks from their last point of measurement to the second layer in the EMC. The η and φ
coordinates of the extrapolated track are compared to the corresponding values of a seed
cluster in the second layer. If the differences of the coordinates are within a given threshold,
the track is considered to be matched to the cluster. The difference in the φ coordinate
depends on the magnetic field in the ID (bremsstrahlung), leading to an asymmetric ∆φ
distribution.
If more than one track matches to the electron cluster, the tracks are ordered according
to their reconstruction quality. Tracks having hits in the SCT have priority over tracks
without SCT hits. Tracks without SCT hits are considered to originate more likely form
photon conversions.
If a seed cluster is classified as an electron candidate, the cluster is recomputed using a
3× 7 sliding window in the middle layer barrel EMC (5× 5 sliding window in the end-cap
EMC). The initial 3× 5 seed cluster has to be explicitly a subset of the new 3× 7 window.
The reconstructed cluster energy is corrected and finally the electron four-momentum is
calculated using both the cluster and track information. The energy is taken as a weighted
average between cluster energy and track momentum. The η and φ coordinates are always
taken from the track.
Electrons with a low transverse momentum of a few GeV are reconstructed with a track as
a starting point. The track is then used as seed to find a cluster in the EMC.
7.1.1 Electron Identification
Electrons can be separated into three classes of identification: loose, medium and tight.
The classification is based on evaluating shower variables derived from the EM shower in
the EMC (see Tab. 4). The identification is performed by a multivariate analysis (MVA)
in 10 bins of η and 11 bins of ET (from 5GeV to 80GeV).
10A reconstruction algorithm is often referred to as “author“.
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Loose Selection Loose electrons are identified using the EM shower variables Rhad1,
Rhad, Rη and wη2. The electron candidate has to be detected within the acceptance region
of the detector (|η| < 2.47).
Medium Selection The medium electron requires a preceding loose identification. wstot
and Eratio are taken into account for the MVA. The impact parameter has to be d0 < 5mm.
The track matching requires ∆η1 < 0.01. There has to be at least one overall hit in the
pixel detector and ≥ 7 hits in the SCT.
Tight Selection A tight electron requires the medium identification. E/p is considered
in addition in the MVA. A tighter restriction on ∆η1 is required (∆η1 < 0.005) and an
additional constraint of ∆φ2 < 0.02. Furthermore, there is a requirement on nTRT and
the ratio of high threshold and overall TRT hits (n′TRT/nTRT). The tight electron selection
rejects electrons whose tracks match photon conversions.
7.1.2 Converted Photons
There is an ambiguity between prompt electrons and electrons from photon conversions.
Both kinds of objects exhibit a track that can be associated to an EMC cluster. Such
electrons from photon conversion are treated as electrons either so that almost all converted
photons are also reconstructed as an electron. This ensures a high electron reconstruction
efficiency but leads to a large contamination of electrons with converted photons. Further
particle identification algorithms are used to distinguish between converted photons and
prompt electrons.
7.2 Muons
There are three types of reconstructed muons at the ATLAS detector: standalone muons,
combined muons and segment tagged muons [80, 81]. For each of these types of muons,
there exist two different kinds of algorithms, MuId and Staco. In this analysis, only the
MuId algorithm is used.
Standalone Muons The muon trajectory is only reconstructed in the muon spectrometer
(MS). The muon momentum measured in the MS is corrected for the parametrized energy
loss of the muon in the calorimeter in order to obtain the muon momentum at the interaction
point. The direction of flight and the impact parameter of the muon at the interaction point
are determined by extrapolating the spectrometer track back to the beam line.
Combined Muons The momentum of the stand-alone muon is combined with the mo-
mentum measured in the inner detector. The muon trajectory in the inner detector also
provides information about the impact parameter of the muon trajectory with respect to
the primary vertex.
Segment Tagged Muons A trajectory in the inner detector is identified as a muon if
the trajectory extrapolated to the muon spectrometer can be associated with straight track
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Type Description Variable name
Hadronic leakage Ratio of ET in the first layer of the hadronic
calorimeter to ET of the EMC cluster (used for
0.8 < |η| < 1.37)
Rhad1
Ratio of the overall ET in the hadronic calorime-
ter to ET of the EMC cluster (used for 0.8 <
|η| < 1.37)
Rhad
EMC second layer Ratio of cell energies (3 × 7 vs. 7 × 7 window
size) in bins of η
Rη
Lateral width of the shower wη2
EMC first layer Total shower width wstot
Ratio of the difference of energy associated with
the largest and second largest energy deposit
over the sum of these energies
Eratio
Track quality Number of hits in the pixel detector nPIX
Number of hits in the SCT nSCT
Transverse impact parameter d0
Track matching ∆η between the EMC cluster and the track ∆η1
∆φ between the EMC cluster and the track ∆φ2
Ratio of the EMC cluster energy and the track
momentum
E/p
TRT Total number of hits in the TRT nTRT
Ratio of the number of high-threshold and the
total number of TRT hits
n′TRT/nTRT
b-layer Number of hits in the b-layer of the pixel detec-
tor
nPIX,b
Table 4: Definition and description of the EM shower variables used as electron identification
criteria described in [79].
segments in the precision muon chambers.
In the MuId algorithm, muon track candidates are obtained by comparing matching track
segments in the MS by a track finding procedure using Hough transforms. Track patterns
from unbent tracks (x-z plane) are matched to those obtained from the bent (x-y plane)
track patterns. A combined track fit to all muon hits in the ID and the MS is performed.
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7.3 Jets
In contrast to leptons and photons, quarks do not exist as single particles. Final state
quarks of a physical process begin to radiate gluons and, after the particles affected by
QCD have undershot an energy less than ΛQCD, begin to hadronize. Typically, all hadrons
are located within a cone around the initial quark track, called a jet. The final goal is to
draw conclusions from jets on the initial kinetic quark properties.
7.3.1 Infrared and Collinear Safety
Quarks and gluons can radiate additional gluons that are either very soft (Eg → 0) or
collinear to the initial particle (∆θ → 0). From the theoretical point of view, the represent-
ing Feynman Diagrams of infrared and collinear fragmentation lead to divergences but are
part of the physical reality. The jet algorithm has to take into account such processes and
should always yield the same jets, regardless of having soft or collinear radiation or not. In
this case, the jet algorithm is called infrared and collinear safe.
7.3.2 Jet Algorithms
Jet algorithms combine calorimeter towers of particles generated during the QCD fragmen-
tation and hadronization process to physical objects with a pre-defined cone size.
Basically, jet algorithms can be distinguished in to classes: cone algorithms and cluster
algorithms [82]. Cone algorithms consider the topology of a jet, i.e. they are based solely
on geometrical assumptions on the jet shape. In a first step, the algorithm groups particles
to protojets, i.e. groups of nearby particles with their sum of transverse energies above a
certain energy threshold. From those protojets, the one with the highest transverse energy
is selected as seed. From this seed, a cone with radius R is drawn. Within this cone, the ET
weighted centroid is calculated that results in a new cone with radius R. This procedure
is repeated until the cone (centroid) is stable. The whole algorithm is performed until all
protojets are part of a jet. Finally, overlapping jets are either split or merged.
For the split and merge procedure, an overlap threshold f is introduced. Then, the highest
energetic protojet P1 is selected and compared to any protojet Pn that share a constituent
P ′ with P1. If there ratio ET(P ′)/ET(Pn) is below the threshold ratio f , the jet is split
along the axis of the center of two protojets, otherwise the two protojets are merged. If
there is no overlap, the considered protojet is promoted to be a final jet.
Such cone jet algorithms are neither infrared nor collinear safe. An adaptive algorithm
that omits a fixed seed by considering all possible stable cones (“SIS-Cone”) is infrared and
collinear safe up to a certain theoretical fixed order calculation.
Cluster algorithms are based on grouping together two nearby objects. There are two
different kinds of cluster algorithms: kt algorithms group closest objects first while the
anti-kt jet algorithm groups two objects with the highest pT
11. Since cluster algorithms do
not assume a fixed cone size, final jets do not need to be merged or split, every object is
uniquely assigned to one jet. Cluster jets are infrared and collinear safe.
11“kt“ refers to the transverse momentum of a single particle or calorimeter cell considered for jet recon-
struction.
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The kt algorithm considers the distance dij between two objects defined as
dij = min(k
2
ti, k
2
tj)∆Rij/R
2 with ∆Rij = (yi − yj)2 + (φi − φj)2 and R being the cone
size of the jet. If dij = k
2
ti, i.e. if the considered minimum is already the protojet itself,
the algorithm stops. Otherwise, the protojets i and j are combined and the procedure is
repeated.
The anti-kt algorithm works exactly the same way, the only difference is that the exponents
in the definition of dij have a negative sign: dij = min(k
−2
ti , k
−2
tj )∆Rij/R
2 [83].
In scenarios with high pile-up contribution, the cluster algorithms are behaving the most
stable way.
The anti-kt jet algorithm is entirely used for ATLAS top quark analyses.
7.3.3 Jet Reconstruction
Jets for top quark analyses with the ATLAS detector are reconstructed using topoclusters
[84]. Topoclusters are three-dimensional objects seeded by a calorimeter cell with |Ecell| >
4σcell above the noise threshold where σcell is the RMS of the energy distribution measured
for multiple events. The noise depends on the sampling layer of the cell and the position in
|η|. Neighboring cells with |Ecell| > 2σcell are then added to the cluster, increasing the size
of the cluster until no nearest-neighbor cell is found above the 2σcell threshold anymore.
Finally, all nearest-neighbor cells surrounding the cells of the cluster are added to it in
order to improve energy resolution. Clusters with negative energy are removed from the jet
reconstruction.
7.3.4 Jet Energy Calibration
After jets have been reconstructed, their measured deposited energy has to be mapped
back to the original parton (hadronic) energy. For this procedure, several prescriptions
exist. The final jet energy after applying the calibration from these prescriptions is called
the jet energy scale (JES).
First, jets are reconstructed at the electromagnetic scale [85], which is the basic signal scale
for the ATLAS calorimeters. It accounts correctly for the energy deposited in the calorime-
ter by electromagnetic showers. The energy scale of the electromagnetic calorimeters is
calibrated using the invariant mass of Z → ee events from collision data.
The hadronic jet energy scale is restored using data-derived corrections and calibration
constants derived from the comparison of the reconstructed jet kinematics to those of the
corresponding truth level jet in MC studies.
The jet calibration corrects for detector effects that affect the jet energy measurement [85]:
1. partial measurement of the energy deposited by hadrons (calorimeter non-compensation),
2. energy losses in inactive regions of the detector (dead material),
3. energy deposits from particles not contained in the calorimeter (leakage),
4. energy deposits of particles inside the truth jet that are not included in the recon-
structed jet,
64 7.3 Jets
5. signal losses in calorimeter clustering and jet reconstruction.
Top quark physics analyses with the ATLAS experiment use the EM+JES calibration
scheme which applies jet-by-jet corrections as a function of the jet energy and pseudo-
rapidity to jets reconstructed at the electromagnetic scale. The additional energy due to
multiple proton-proton interactions within the same bunch crossings (pile-up) is corrected
before the hadronic energy scale is restored, so that the derivation of the jet energy scale
does not depend on the number of additional interactions measured anymore.
The EM+JES calibration scheme consists of three subsequent steps:
1. the average additional energy due to pile-up is subtracted from the energy measured
in the calorimeters using correction constants extracted from an in-situ measurement,
2. the position of the jet is corrected such that the jet direction points to the primary
vertex of the interaction instead of the geometrical center of ATLAS detector,
3. the jet energy and position as reconstructed in the calorimeters are corrected using
constants derived from the comparison of the kinematics of reconstructed jets and
corresponding truth jets in MC simulations.
In addition, the pseudo-rapidity of jets calibrated on the EM+JES scale is corrected, since
the jet direction is biased towards better instrumented regions of the calorimeter [85, p. 5].
7.3.5 Jet b-Tagging
The top quark decays nearly solely into a W boson and a b quark (Sec. 2.4). Hence, the
detection of one or more jets formed by the hadronization of a b quark is a strong indicator
for a typical top quark decay signature.
b quarks form B mesons that have a relatively long lifetime; the B0 meson has a mean
lifetime of τB0 ≈ 1.5 ps [86]. Assuming speed of light, this corresponds to an average
distance of d = 450 µm in the rest frame of the meson. This translates to an effective
transverse distance of 〈l〉 ≈ 3mm (〈l〉 = βγcτ with γ = EB0/mB0 and β =
√
1− 1/γ2)
for a jet transverse momentum of pT = 50GeV, leading to a displaced decay vertex [87, p.
398].
There are two basic approaches of evaluating the displaced vertex: The first method calcu-
lates the impact parameter of the secondary vertex. The transverse impact parameter d0 is
the distance of closest approach of the track to the primary vertex in the r-φ plane. The
longitudinal impact parameter z0 is the z coordinate of the track at the point of closest
approach in the r-φ plane. The tracks from B-hadron decay products tend to have rather
large impact parameters which can be distinguished from tracks stemming from the primary
vertex [87, p. 398].
There are three algorithms based on the impact parameter [87, p. 407]: IP1D relies on
the longitudinal impact parameter, IP2D on the transverse impact parameter and IP3D
uses two-dimensional histograms of the longitudinal versus transverse impact parameters,
taking advantage of their correlations.
The second method (SV-tagger) reconstructs the displaced vertices explicitly. Two-track
pairs from tracks far away from the primary vertex are formed. The tracks from the two-
track vertices are combined into a single inclusive vertex by an iterative χ2 optimization [87,
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p. 407]. The SV1 tagger considers a 2D distribution of two discriminating variables, SV2
uses a 3D histogram taking into account three discriminating variables.
Furthermore, there is the “JetFitter“ algorithm, which exploits the topological structure
of weak b- and c-hadron decays inside the jet. It assumes that the b- and c-hadron decay
vertices lie on the same line defined by the b-hadron flight path. All particle tracks stemming
from either the b- or c-hadron decay thus intersect the b-hadron flight axis [88, 89].
A combined, advanced b-tagging algorithm combines the IP3D and the JetFitter algorithm
by a neural network analysis (JetFitterCOMBNN) [90]. This advanced tagger is used for the
analysis presented in this thesis.
b-Tagging Calibration The performance of b-tagging depends on two parameters: The
b-tag efficiency and the probability to falsely identify a jet as a b-tagged jet (mistag rate).
The b-tag efficiency has been evaluated using both the pT,rel method which exploits the
harder pT spectrum of muons that stem from B meson decays and the usage of top quark
pair reconstruction where two b-jets are expected to appear in the event signature [91].
7.4 Photons
If during electron reconstruction there is no track associated to the EMC seed cluster or a
track associated that points to a conversion vertex, the cluster is considered to be a photon
candidate (unconverted photon) [92–94].
An additional noise cleaning where noisy calorimeter cells that appear on top of those
already been marked as noisy cells in a database, is applied in order to avoid photons
reconstructed due to such additional cells when performing the sliding window search al-
gorithm.
Clusters of unconverted photons that lack a track are recomputed by applying energy cali-
brations and corrections due to longitudinal and transverse energy losses (second sampling).
Converted photon candidates have either one (single track conversions) or two (double track
conversions) tracks associated to their cluster [93]:
Double conversions are reconstructed by performing a constrained vertex fit using the in-
formation of the two tracks under the assumption that the photon is a massless particle.
The reconstructed track in single track conversions is usually located at larger radial po-
sitions inside the tracker. Here, a vertex fit cannot be performed, the conversion vertex is
then placed at the location of the first measurement of the participating track, typically
when one of the two tracks failed to be reconstructed either because it is either soft (asym-
metric conversions where one of the two tracks has pT < 0.5GeV), or when the two tracks
are very close to each other (symmetric conversions: the two tracks have similar transverse
momenta) and cannot be separated adequately.
Single and double track conversion candidates are classified as photons, if they can be
matched to a reconstructed EM calorimeter cluster. A track is considered to be matched to
an electromagnetic cluster if its impact point after extrapolation from its last measurement
to the calorimeter second sampling is within a certain range in η-φ space from the cluster
center.
Almost all converted photons will end up inside the reconstructed electron collection and
have therefore to be re-identified as photons (see Sec. 7.4.1).
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7.4.1 Photon Recovery
After the first step of electron/photon discrimination described above, most of the con-
verted photon candidates are treated as electron candidates. Furthermore, there are a few
unconverted photon candidates that have erroneously matched tracks from other sources
than an electron/conversion track. These photon candidates are identified by a photon
recovery procedure.
For electron candidates with conversion vertices, the track matching best is compared with
the track(s) originating from the best conversion vertex candidate matched to the same
cluster. If the track matching best coincides with a track coming from the conversion
vertex, then this electron is treated as a converted photon, except in the case of a double-
track conversion vertex candidate where the coinciding track has a b-layer hit, while the
other track lacks one. If the track does not coincide with any of the tracks assigned to the
conversion vertex candidate, then it is kept as an electron, unless the track pT is smaller
than that of the converted photon candidate.
Converted photons can also be recovered from electron candidates if there is no conversion
vertex assigned: if the originally reconstructed electron has a best matched track that is
made of only TRT hits (TRT-only track) with pT > 2GeV and E/p < 10 (E being the
cluster energy, p the track momentum) it is considered to be a converted photon, regardless
of whether a conversion vertex candidate has been matched to its EM cluster or not. In
the second case a vertex is assigned to the first hit of the track resulting in a single-track
converted photon candidate.
The cluster of the converted photon is rebuilt with a larger window size of 3× 7 (5× 5) in
the barrel (end-cap) EMC [92].
All electrons matched to a track reconstructed in the TRT only and with pT < 2GeV are
automatically considered to be unconverted photon candidates. In addition, electrons that
failed to be considered as converted photon candidates, and for which their best matched
track has pT < 2GeV or E/p > 10, will also be treated as unconverted photon candidates.
7.4.2 Photon Identification
The photon identification algorithms use rectangular cuts on calorimetric shower variables
in order to distinguish between prompt photons and photon fakes from photons that have
their origin in jet fragmentation. Photons are classified as “loose” and “tight” photons [95].
The calorimetric variables used in the photon selections can be grouped in three main
categories: hadronic leakage, variables using the second longitudinal compartment (middle
layer) of the EMC and variables using the first longitudinal compartment (strip layer)
of the EMC. A complete list of these shower variables and their impact on the photon
identification is given in Tab. 5.
The tight photon requirements are optimized to reject π0 mesons misidentified as photons.
The fine granularity of the EMC strip layer provides a good γ ↔ π0 separation.
The tight cuts are separately optimized for unconverted and converted photon candidates,
since the electron tracks of converted photons are bent in the φ plane due to the magnetic
field of the solenoid. EM showers from converted photons are therefore more spread than
those of unconverted photons.
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The optimization has been performed using a MVA technique, providing optimized tight
photon identification in seven bins of |η| for converted and unconverted photons separately.
An identification efficiency of ≈ 85% is achieved. Fig. 28 shows the dependence of photon
identification efficiencies on ET in four bins of |η| for converted and unconverted photons
separately.
At the time this thesis was created, no estimation of the photon efficiency from data had
been available.
Category Description Name Loose Tight
Acceptance |η| < 2.37, 1.37 < |η| < 1.52 excluded ! !
Hadronic leak-
age
Ratio of ET in the first sampling of the hadronic
calorimeter to ET of the EM cluster (used over
the range |η| < 0.8 and |η| > 1.37)
Rhad1 ! !
Ratio of ET in all the hadronic calorimeter to
ET of the EM cluster (used over the range |η| >
0.8 and |η| < 1.37)
Rhad ! !
EM middle layer Ratio in η of cell energies in 3× 7 versus 7 × 7
cells
Rη ! !
Lateral width of the shower w2 ! !
Ratio in φ of cell energies in 3×3 and 3×7 cells Rφ !
EM strip layer Shower width for three strips around maximum
strip
ws,3 !
Total lateral shower width ws,tot !
Fraction of energy outside core of three central
strips but within seven strips
Fside !
Difference between the energy of the strip with
the second largest energy deposit and the en-
ergy of the strip with the smallest energy de-
posit between the two leading strips
∆E !
Ratio of the energy difference associated with
the largest and second largest energy deposits
over the sum of these energies
Eratio !
Table 5: Description of photon shower variables used for photon identification [95].
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Figure 28: Identification efficiency of unconverted and converted photons in bins of ET and η
derived for the isolated di-photon cross section measurement [96]. The yellow areas indicate the
efficiency uncertainties.
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7.5 Missing Transverse Energy
The /ET reconstruction used in ATLAS physics analyses includes contributions from trans-
verse energy deposits in the calorimeters and muons reconstructed in the muon spectrom-
eter [97]. The two /ET components are calculated as:
/Ex(y) = /E
calo
x(y) + /E
µ
x(y) . (127)
The calorimeter term is defined as:
/E
calo
x = −
Ncell∑
i=1
Ei sin θi cosφi , /E
calo
y = −
Ncell∑
i=1
Ei sin θi sin φi , (128)
where Ei , θi and φi are the energy, the polar angle and the azimuthal angle of cells over
the pseudo-rapidity range |η| < 4.5. Noise contributions are reduced by using only cells
belonging to three-dimensional topoclusters. These topoclusters are seeded by cells with a
deposited energy of |Ei| > 4σnoise, and are built by iteratively adding neighboring cells with
|Ei| > 2σnoise and finally adding all neighbors of the accumulated cells (cf. Sec. 7.3.3).
Only cells that belong to reconstructed physical objects are included in the calculation of
/E
calo
T . In order to avoid double counting of calorimeter cells, objects are taken into account
by the following order: electrons → photons → hadronically decaying τ -leptons → jets →
muons.
Cells belonging to topoclusters not associated with any such objects are also taken into
account in the /ET calculation (cell-out terms). With the given order of physical objects,
/ET is calculated by:
/Ex(y) = /E
e
x(y) + /E
γ
x(y) + /E
τ
x(y) + /E
jets
x(y) + /E
soft jets
x(y) + /E
calo µ
x(y) + /E
cell out
x(y) . (129)
Contributions from jets are calculated from jets with pT > 20GeV, those from soft jets
from jets with 7GeV < pT < 20GeV.
The MET term from muons is obtained from the negative sum of energy contributions of
muons in the calorimeter,
/E
µ
x(y) = −
∑
muons
pµx(y) (130)
taking into account only the pseudo-rapidity range of |η| < 2.5.
Remaining adjacent cells that are not included in the objects are collected in the /E
cell out
x(y)
term.
7.5.1 /ET Calibration and Calibration Schemes
The missing transverse energy depends on the choice of a calibration scheme which accounts
for dead material in the detector and detector response. The available schemes are as
follows:
Global calibration (GCW) Cell weights are calculated from a global cell energy density.
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Local calibration LCW Weights are computed from properties of individual clusters.
The /ET definition in Eq. (129) depends on the definition of the physical objects involved
and will depend on whether “loose”, “medium” or “tight” object definitions have been
chosen on the one hand and on the calibration scheme on the other hand. The standard
MET RefFinal /ET definition uses medium electrons with pT > 10GeV, tight photons with
pT > 10GeV and tight τ leptons with pT > 10GeV (LCW calibration).
The jet terms are calculated using the anti-kt algorithm with a cone size of R = 0.6 with
JES correction applied and are included with the LCW calibration.
The /E
cell out
x(y) term uses the LCW scheme. The contribution of these cell energies is corrected
using the pT information from tracks that do not reach the calorimeter.
In the LCW (GCW) based /ET configuration, all objects contribute with the LCW (GCW)
calibration. There is an additional EM based configuration, where all terms are calculated
on the EM scale. The latter one is used for the analysis presented in this thesis.
7.6 Isolation
The isolation requirement on objects that are reconstructed in a narrow cone, like photons,
electrons and muons, is an important indicator to distinguish the prompt generation of
these particles in the hard process from those produced as decay products from hadrons in
jets.
Electron isolation can be determined as additional energy detected in a cone with a given
cone size around the electron cluster (ET,iso) or by summing all tracks within a cone around
the electron cluster (pT,iso) [79].
The calorimetric isolation discriminator ER0T,iso is computed from the reconstructed trans-
verse energy in a cone of half opening angle R0 around the axis of the electron candidate.
The energy of the electron itself is excluded. While a larger cone will contain more energy
in case of mis-identified jets, a smaller cone is more robust against energy depositions from
pile-up events.
The track based isolation pR0T,iso is the scalar sum of transverse momenta of tracks in a cone
of size R0 around the electron. In contrast to the calorimetric isolation, neutral particles
do not contribute to this quantity. The advantage is that the track quality criteria can be
applied in order to reject tracks from pile-up vertices. Only tracks with pT > 1GeV are
considered, which have a hit in the innermost pixel detector layer, at least 7 hits in silicon
detectors and a transverse impact parameter less than 1mm.
The isolation variables for photons are obtained the same way as for electrons [94]. In
contrast to electrons, no constraint on the longitudinal impact parameter is applied per
default12. Tracks within ∆R < 0.1 to the photon are also required to be not matched to a
conversion vertex.
The isolation criteria for muons follow those of electrons either, using the ID tracking and
calorimetry information of the combined muons [80].
12In the framework of this analysis, this definition was changed and the track isolation was recalculated.
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7.6.1 Calorimeter Isolation Corrections
As quoted, the usage of the calorimeter isolation is not as robust against pile-up effects
as the track isolation. Furthermore, a lateral leakage of cell energy that belongs to the
electron into the surrounding isolation cone might occur. Additional noise bursts in the
EMC can increase the measured isolation. These effects have been corrected after the
standard electron reconstruction procedure [98].
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8 Dataset
The dataset analyzed in this thesis corresponds to an integrated luminosity of 1035.4 pb−1,
recorded by the ATLAS detector from LHC pp collisions at a CMS energy of
√
s = 7TeV,
collected from March 2011 until June 2011. During this time, the instantaneous luminosity
was steadily increased. The upper pane of Fig. 29 shows the progress of the amount of
collected data vs. time in 2011 and the daily instantaneous luminosity vs. time, the lower
pane depicts the distribution of the average number of bunch crossings 〈nBX〉.
An increasing instantaneous luminosity may lead to pile-up effects which emerge in addi-
tional locations of particle interactions. Hence, additional primary vertices can be recon-
structed.
Each LHC fill contains one or more ATLAS runs, each ATLAS run contains several lumi-
nosity blocks (LB). Runs with similar collider and/or detector conditions are grouped in
periods. The data used for this analysis contains data from period B2 until H4.
During data taking, the proton bunch settings were changed as well as the detector con-
ditions. Furthermore, the focusing of the proton beams at the IP was improved and the
bunch spacing was reduced.
A detailed overview on the runs contained in the data periods and the progress of increasing
the number of bunches and bunch trains is given in Tab. 6.
Although approximately 5 fb−1 of data were recorded in 2011, only 1.04 fb−1 have been
taken into account for the analysis presented in this thesis. This limitation on the amount
of considered data has two reasons:
1. When the analysis software framework used for this thesis was programmed, the
ATLAS Oﬄine Software release 16 (rel16) was the current version. For rel16, only
2.05 fb−1 of 2011 data had been processed.
2. Relevant input parameters from external analyses like scale factors have been evalu-
ated for rel16 only for 1.04 fb−1.
8.1 Data Streams
Within the ATLAS top quarks physics working group, reconstructed and recorded events
have been classified in three categories according to the targetted decay channel, i.e.
whether to use the lepton+jets (semi-leptonic), di-lepton or the hadronic decay mode.
The events that fulfil the requirements of one of these three categories are exported into a
corresponding class of files (data stream) [99].
e/γ Stream The e/γ stream requires at least one reconstructed electron with a transverse
momentum of pT > 20GeV or one electron with pT > 13GeV and an additional requirement
with two alternatives, either requiring the missing transverse energy to be /ET > 20GeV or
requiring two arbitrary leptons (electron or muons, reconstructed with the MuId algorithm)
with each having a transverse momentum of pT > 13GeV. This stream is used for e+jets
and di-lepton analyses.
Since the e/γ stream considers electrons reconstructed from both the track based and
the calorimeter based algorithm (see Sec. 7.1), events where a photon meets the electron
requirements are included in this stream either.
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µ Stream The definition for the µ stream is very similar to that of the e/γ stream
and requires one muon with a transverse momentum of pT > 18GeV or one muon with
pT > 13GeV and an additional requirement with two choices, either requiring the missing
transverse energy to be /ET > 20GeV or requiring two arbitrary leptons (electron or muons),
each of them having a transverse momentum of pT > 13GeV. This stream is used for µ+jets
and di-lepton analyses.
Jet/ /ET Stream The jet/ /ET stream requires at least four jets with a transverse momen-
tum of pT > 20GeV and two jets with pT > 40GeV among them or, alternatively, at least
five jets with pT > 20GeV (and no requirement on a number of jets with a higher pT). This
stream is used for analyses considering the hadronic decay mode and particularly in this
analysis to extract the isolation spectrum of photons originating from jet fragmentation
(see Sec. 11.3.3).
8.2 Good Run Lists
During data taking, not all detector parts of ATLAS might be operating or several modules
of one detector could have been switched off. Events recorded during such periods cannot
be reconstructed at an adequate quality and have to be removed. For this purpose, the
luminosity blocks in a run a flagged if they meet the requirements on the event quality.
This flagging is stored in good run lists (GRLs).
The GRLs considered in this analysis reduce the bare integrated luminosity delivered to
ATLAS from L = 1.291 fb−1 to Leff = 1.035 fb
−1, hence only ≈ 80% of all recorded events
could be used for the analysis.
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Figure 29: Upper pane: Integrated luminosity of data collected in 2011 (left plot) and instanta-
neous luminosity of the LHC within that time (right plot) [100].
Lower pane: Distribution of the average number of bunch crossings 〈nBX〉 for all data collected
by the ATLAS detector in 2011 (5.2 fb−1).
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period run numbers bunches bunch trains bunch spacing [ns]
∫
Ldt [pb−1]
B2 178044, 178047, 178109 194 9 75 13.33
D1 179739, 179725, 179710 214 8 50 12.60
D2 179804, 179771 322 11 50 11.45
D3 180144, 180139, 180124,
180122, 179940, 179939,
179938
322 11 50 39.95
D4 180149, 180153, 180212 424 14 50 38.36
D5 180225, 180241, 180242 424 10 50 32.19
D6 180309, 180400, 180448 598 11 50 32.34
D7 180481 598 11 50 24.56
E1 180614, 180636 598 11 50 32.80
180664, 180710, 180776 700 14 50 20.72
F1 182013 14 1 – 0.03
182032, 182034 214 8 50 0.51
F2 182161 424 10 50 3.44
182284, 182346, 182372 700 10 50 39.49
182424, 182449, 182450,
182454, 182455, 182456,
182486
874 11 50 98.29
F3 182516, 182518, 182519 874 11 50 20.42
G1 182726 874 11 50 6.65
G2 182747, 182766 874 11 50 36.23
182787, 182796, 182879,
182886
1042 13 50 82.18
G3 182997, 183003, 183021 1042 13 50 79.86
G4 183038, 183045, 183078,
183079, 183081, 183127,
183129, 183130
1042 13 50 122.16
G5 183216, 183272, 183286,
183347
1042 13 50 107.56
G6 183391, 183407, 183412,
183426, 183462
1042 13 50 145.33
H1 183544, 183580, 183581,
183602
1042 13 50 54.93
H2 183780 1041 12 50 48.36
H3 183963, 184022, 184066,
184072
1180 13 50 68.72
H4 184074, 184088, 184130 1180 13 50 71.70
184169 1318 13 50 47.22∑
= 1291.38
Table 6: Description of the data periods used in this analysis [101,102].
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9 Object Definitions and Event Selection
The reconstructed objects described in Sec. 7 are of general purpose for any analysis
and provided ATLAS-wide. Each analysis has specific requirements on these objects in
order to optimize the purity of an event selection, like the setting of thresholds on the
transverse momentum, suitable triggers, the minimum number of selected objects or a
minimum/maximum /ET.
Furthermore, there are detector effects that might occur after the reconstruction algorithms
were applied on raw detector data like problems with hardware components.
The object definitions and event selection for the tt¯γ cross section measurement are defined
in this section. They are based on the common object definitions and the single lepton +
jets event selection of the ATLAS top quark working group [103] with slight modifications.
9.1 Electrons
Electrons are required to have a transverse momentum of pT > 25GeV. The transverse
momentum is calculated from the electron cluster energy and the direction of the electron
track only:
pT =
Ecl
cosh ηtr
. (131)
The electron cluster energy is corrected according to Sec. 9.5.
Electrons are required to be identified as tight electrons (see Sec. 7.1.1) and have to be
reconstructed by either the track based algorithm or the track based and cluster algorithm
simultaneously (author == 1 || author == 3). Electrons that coincide with photon ob-
jects after the recovery procedure (see Sec. 7.4.1) are removed.
The pseudo-rapidity range of the EM cluster is restricted to be |ηcl| < 2.47 and the transition
region between barrel and end-cap EMC is excluded (1.37 < |ηcl| < 1.52). The cluster
isolation (see Sec. 7.6) within a cone of R < 0.2 is required to be Econe20T,iso < 3.5GeV. The
isolation is corrected for pile-up effects, cone leakage and calorimeter noise (see Sec. 7.6.1).
Electrons with parts of its cluster lying in EMC regions with not properly working optical
transmitters (OTX) are removed.
Additionally, for MC simulation, electrons that are reconstructed in the region where 6
FEBs of the LAr calorimeter failed on April 30th in 2011 are removed (see Sec. 9.8).
9.2 Muons
Combined muons reconstructed with the MuId algorithm with a transverse momentum of
pT > 20GeV are selected and have to pass the “tight” identification criteria. The pseudo-
rapidity must be in the central part of the detector (|η| < 2.5).
Track and calorimeter isolation criteria for a cone of R = 0.3 are applied (pcone30T,iso < 4GeV
and Econe30T,iso < 4GeV).
Additional requirements on the muon ID tracks have to be fulfilled: At least one hit in
the b-layer of the pixel detector is required unless the track transverses a region, where the
b-layer is not instrumented or not working properly. The overall sum of hits in the pixel
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detector and the number of crossed pixel sensors not working properly has to be greater
than one.
Similarly, the overall sum of hits in the TRT and the number of crossed TRT modules not
working properly must be ≥ 6, the number of holes in the pixel detector and the TRT must
be < 2.
Furthermore, the expected number of hits in the TRT that contribute to the reconstruction
of the muon track is optimized for the central and the outer regions of the TRT. If nTRThits
is the number of TRT hits on the muon track, nTRToutliers the number of TRT outliers on
the muon track, and n = nTRThits + nTRToutliers:
 For muons with |η| < 1.9, n > 5 and nTRToutliers < 0.9 · n is required,
 for muons with |η| ≥ 1.9, nTRToutliers < 0.9 · n is only required if n > 5.
Muons that overlap with jets within a cone of ∆R < 0.4 are removed in order to avoid muons
from hadron decays if the jet has a transverse momentum of pT > 20GeV and positive
energy (E > 0.0GeV). Due to a bug in the reconstruction software for MC simulation, a
correct trigger matching cannot be applied for muons with pT > 150GeV. Hence muons
with a transverse momentum larger than 150GeV are excluded from the analysis.
9.3 Triggers and Trigger Matching
The single lepton + jets analysis requires one triggered lepton with a certain pT threshold.
This threshold has to be below the actual pT requirement in the event selection in order to
ensure that all selected leptons have been identified by the trigger and the event selection
is not strongly biased by the trigger efficiency.
High level oﬄine EF triggers are chosen for the e+jets and the µ+jets channel.
For the e+jets channel, a single electron trigger with a threshold of pT > 20GeV
(EF e20 medium) is required where the trigger object has to pass the medium criteria.
This trigger requires the L1 trigger L1 EM14 and the succeeding L2 trigger L2 e20 medium
with the same pT threshold as the final EF trigger [101, 102].
For the µ+jets channel, a single muon trigger with a threshold of pT > 18GeV is used
(EF mu18). This EF trigger requires the L1 trigger L1 MU10 and the succeeding L2 trigger
L2 mu18.
The selected electron has to match the according trigger object both in data and MC
simulations, muons are required to match the according trigger object in MC only13 [103].
For the electron trigger matching, the distance ∆R in η − φ space between the electron
and all electron trigger objects that have passed the EF e20 medium criteria is calculated.
If any of the trigger objects fulfils ∆R < 0.15, the electron is tagged to match the trigger.
Muons from MC simulations are treated with a similar procedure. Additionally, the match-
ing procedure is performed also on the L2 trigger objects. Both the EF and L2 trigger
matching have to fulfil the ∆R < 0.15 criterion. On top of the trigger matching, the EF
muon tracks are tested for a high-pT trigger hypothesis since the track qualities depend on
their kinematic quantities. The trigger hypothesis is defined as follows:
13This recommendation was established due to a software bug
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 For muon trigger objects with |η| < 1.05, the transverse momentum has to be pT >
17.53GeV.
 For muon trigger objects with 1.05 ≤ |η| < 1.5, the transverse momentum has to be
pT > 17.39GeV.
 For muon trigger objects with 1.5 ≤ |η| < 2.0, the transverse momentum has to be
pT > 17.34GeV.
 For muon trigger objects with |η| ≥ 2.0, the transverse momentum has to be pT >
17.28GeV.
9.4 Photons
Photons are required to be identified as tight photons and to exhibit a transverse momentum
of pT > 15GeV, where pT is recalculated from the cluster energy and cluster position
obtained from the second sampling:
pT(γ) =
Ecl,S2
cosh ηS2
. (132)
The pseudo-rapidity of the cluster from the second sampling has to be |ηS2| < 2.37 and the
transition region between barrel and end-cap EMC is excluded (1.37 < |ηS2| < 1.52).
The photon has to be reconstructed either as unconverted or converted photon (author
== 0x4 || author == 0x10) and has to pass the photon recovery procedure (Sec. 7.4.1).
Photons with parts of its cluster located in EMC regions with optical transmitters (OTX)
or high voltage supplies not working properly are removed.
9.4.1 Photon Isolation
The photon track isolation with a cone size of R = 0.2 (pcone20T,iso ) is used as discriminating
variable in the analysis presented in this thesis (Sec. 11).
The tracks that are considered for the scalar sum of transverse track momenta (see Sec.
7.6) have to fulfil several quality criteria [104] which are the same for electron and photon
isolation:
 The track momentum has to fulfil a minimum threshold of pT > 1GeV in order to
reject low energy tracks from pileup [105].
 The transversal impact parameter is required to be |d0| < 1mm.
 The sum of hits and holes14 in the pixel detector and in the SCT has to be nhits +
nholes ≥ 7.
 There has to be a hit and/or a hole in the innermost layer of the pixel detector
(b-layer) (nhits + nholes ≥ 1).

14A hole in the inner silicon detectors are pixels (pixel detector) or strips (SCT) that are expected
to contribute a signal to a reconstructed track but do not give a response due to material interactions,
semi-conductor inefficiencies or problems with the pattern recognition [106].
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Recalculation of Photon Isolation As mentioned in Sec. 7.6, the difference between
photon and electron isolation is the additional requirement of the longitudinal impact pa-
rameter to be |z0| < 1mm for electrons. Since the distribution of the prompt photon
isolation will later be determined from electrons (see Sec. 11.3.2), the photon isolation has
to be recalculated by revisiting all tracks surrounding the photon and discard those with
|z0| ≥ 1mm [107].
The algorithm first selects all tracks in the event that fulfil the common track quality criteria
described above and are within a cone of ∆R < 0.4 around the photon axis. All possible
permutations containing νcone20 tracks out of the selected tracks are created, where νcone20
is the number of tracks contributing to the standard track isolation. The permutation
whose sum of track pT is closest to p
cone20
T,iso (a maximum difference ∆p
cone20
T,iso < 100MeV is
allowed) is considered to be the correct track configuration. From this permutation, the
tracks with |z0| ≥ 1mm are removed and the new track isolation is calculated from the
remaining tracks.
9.4.2 MC Correction of Photon Shower Variables
The photon shower variables relevant for photon identification, in particular those affecting
the profile of the shower shape in the first layer of the EMC, such as Rη, Fside and wη2 ,
have been found to deviate comparing data and MC simulation, most probably due to an
imperfect MC modeling of the lateral distribution of the photon EM shower [108].
Fig. 30 shows this discrepancy between data and MC simulation for the shower shape
variables Rη and wη2 . Obviously, a constant shift quantified by the means 〈DV〉 of the
distributions of data and MC simulation is capable to transform one distribution into the
other:
∆µDV = 〈DVData〉 − 〈DVMC〉 . (133)
These fudge factors have been derived for all relevant shower variables and are applied on
MC simulation in order to correct the photon ID.
Figure 30: Discrepancies of the photon shower shape variables Rη and wη2 between data and
MC simulation [108]. The pull plots in the lower panes imply a constant shift in order to make
the distributions match to each other.
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Due to dead material and intermediate instrumentation in the EMC, the energy deposit of
photons and electrons cannot be detected to the full extent. Hence, the reconstructed energy
has to be scaled to the real energy based on assumptions on how the energy is deposited
and detected in the EMC. A verification of these assumptions and a gradual approach to
physical reality can be achieved not before some amount of collision data has been analyzed.
In order not to reprocess all recorded data again, a correction to the preliminary estimation
of the EMC energy scale has to be applied afterwards.
For this purpose, energy scale factors (SFs) were derived by the ATLAS combined perfor-
mance groups in order to correct the measured energy to the the real initial energy, once
by comparing invariant di-electron masses to the J/ψ and Z boson mass and additionally
by investigating the E/p ratio of electrons [109,110]. The SFs are provided in 58 bins of η,
ranging from −4.9 to 4.9.
Z → ee and J/ψ → ee decays from collision data were chosen since the invariant masses of
both particles are well-known from measurements of other experiments such as LEP. The
energy SFs for electrons are extrapolated to photons by comparing both kind of objects
in MC simulation samples since there is no event signature where a pure photons sample
could be obtained from data.
Systematic uncertainties of this method are caused by MC signal and background modeling,
pile-up effects, imperfect knowledge of additional (dead) material, the energy scale of the
pre-sampling EMC and effects of the EMC electronics (cross-talk, calibration, read-out
non-linearities) and imperfect detector conditions (not all EMC components were working
equally reliable).
The E/p method constraints the energy of electrons to their momenta measured by the
tracker system since E/p ≃ 1 due to the very small electron mass. Systematic uncertainties
of this method stem mainly from the applied fit model, the effect of additional (dead)
material and the MC modeling of the Z and/or J/ψ background; systematic uncertainties
on distorted ID alignment, finite momentum resolution and bremsstrahlung corrections can
affect the momentum measurement.
The energy corrections vary from the order of 1% in the barrel EMC up to 5% in the
end-cap calorimeter. The predicted electron and photon energies by MC simulations are
corrected to the improved estimation of the detector resolution also. The energies were
smeared using a Gaussian distribution with a width of
σ =
√
[S(1 + σS)]
2Ecl + [C(1 + σC)Ecl]
2 − [S · Ecl]2 − (C · Ecl)2 (134)
around the nominal cluster energy [110, 111]. S is a sampling term, C a constant and σC ,
σS their respective uncertainties.
9.6 Jets
Jets are reconstructed with the anti-kt algorithm with a cone size of R = 0.4 (see Sec.
7.3.2). A transverse momentum of pT > 25GeV is required, the jet pseudo-rapidity on the
EM scale has to be |ηem| < 2.5, the EM+JES scale η correction is added to the jet ηem
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since this correction is not included for jets calibrated on the EM scale. Jets with negative
energy are not considered.
If any jet with pT > 20GeV and E > 0GeV does not fulfil jet quality cuts (bad jets), the
whole event is discarded. A jet is defined as a bad jet if not all of the following quality cuts
are fulfilled [112, 113]:
Removal of HEC spikes The fraction of the energy deposit of the jet in the HEC fHEC
exceeds 0.5 and the HEC quality factor QHEC is < 0.5. QHEC is the fraction of energy corre-
sponding to LAr cells with a cell Q-factor greater than 4000. The cell Q-factor measures the
difference between the measured pulse shape (ameasi ) and the predicted pulse shape (a
pred
i )
that is used to reconstruct the cell energy. It is computed as
∑
samples
(ameasi − apredi )2 [114].
Alternatively, the negative energy Eneg of a jet can be Eneg > 60GeV (without considering
fHEC or QHEC).
EM Coherent Noise The fraction of jet energy in the EMC fEM is larger than 0.95 and
the average jet quality computed as the energy squared QLAr is larger than 0.8, if the jet
|η| is < 2.8.
Cosmics and Non-Collision Background The jet time t, computed as the energy
squared cells mean time (timing), is |t| > 10 ns. Alternatively, fEM can be < 0.05 and
the fraction of charged tracks in a jet fch is < 0.05. This condition is valid if |η| < 2.0.
Otherwise, if |η| ≥ 2.0, fEM has to be < 0.05. As fourth alternative, the maximum energy
fraction in one calorimeter layer Fmax has to be > 0.99 for |η| < 2.0.
9.6.1 b-Tagging
b-tagged jets are chosen from the standard jet selection (Sec. 9.6) with the additional
requirement of a tag weight wtag ≥ 0.35 using the combined advanced JetFitterCOMBNN
tagger algorithm based on a neural network analysis (see Sec. 7.3.5).
The chosen working point of wtag ≥ 0.35 provides a b-tag efficiency of ≈ 70% at a purity
of > 91% regarding MC@NLO tt¯ MC simulation. Contributions from c-quark jets are
rejected by a factor of 5, jets from light quarks by a factor of 99 and jets from hadronically
decaying τ leptons by a factor of 15 [115].
9.6.2 Electron-Jet Overlap Removal
Since the jet reconstruction algorithm works completely independent from the electron
reconstruction algorithm, it cannot distinguish between energy depositions from hadronic
jets or from electrons in the calorimeter. Hence, also electrons will be reconstructed as jets.
Since top quarks are reconstructed from jets that have a hadronic origin and to avoid an
ambiguity between the electron and the jet collection, jets that have been reconstructed
from electrons have to be removed from the selection (overlap removal).
For the electron-jet overlap removal, the jet closest in η − φ space to a selected electron is
removed, if the spatial distance is ∆R < 0.2. This procedure ensures to keep hadronic jets
that are reconstructed nearby the electron jet.
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9.6.3 Photon-Jet Overlap Removal
Similarly to electrons, also photons are reconstructed as jets and stored in the jet collection.
These photon jets have to be removed from the jet selection.
Fig. 31 shows the ratio of the photon transverse momentum and the jet transverse momen-
tum as a function of the distance between photon and jets in η−φ space. Jets and photons
are required to fulfil the object selection criteria described in Sec. 9.6 and Sec. 9.4. The
overlap between photons and jets has been studied on the WHIZARD tt¯γ MC sample (see
Sec. 10.2).
Two effects can be observed in Fig. 31: First of all, most of the entries in the 2D distribution
are concentrated in a region with ∆R < 0.01. In this range, the ratio of photon and jet pT
is rather constant. Secondly, the pT ratio is ≈ 1 in that narrow ∆R region. Above that
value, the average pT ratio decreases linearly until the jet cone size R = 0.4 is reached. For
∆R > 0.4, the pT ratios and ∆R values become completely uncorrelated.
This indicates that, if the jet axis coincides with the photon axis, the jet is in fact a single
photon. For increasing ∆R above a threshold value of ∆R & 0.1, the photon is carrying a
fraction of the total energy of a real hadronic jet.
As consequence, jets that overlap with selected photons within a cone of ∆R < 0.1 in η-φ
space are removed since these objects are not considered to be real hadronic jets. The
overlap removal is performed using the kinematic jet quantities reconstructed on the EM
scale.
For remaining photons within a cone of ∆R < 0.5 around the jet axis, the reconstructed jet
energy is still distorted by the the photon. Besides, the photon isolation is strongly affected
by charged tracks and energy depositions in the calorimeter that clearly belong to the jet.
Hence, the complete event is discarded if still a selected photon is found within a distance
of ∆R < 0.5 to a selected jet.
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Figure 31: Ratio of photon transverse energy and jet transverse momentum at the EM scale
(left) and with the kinematic variables calibrated on the EM+JES scale (right) as a function of
the distance between jet and photon in η − φ space. Obviously, the jet is in fact the considered
photon for small values of ∆R. The plots are generated from the tt¯γ MC sample.
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9.7 Missing Transverse Energy
The missing transverse energy calculated on the EM scale is used, including the photon
term (Sec. 7.5). The /ET is recalculated using the scaled electron and photon energies (see
Sec. 7.3.4).
9.8 Treatment of EMC Hardware Failures
On April 30th in 2011, six front-end boards of the EMC read-out electronics failed after a
LHC machine stop. These six boards could not be brought back to operation and had to
be replaced.
As consequence, some regions of the LAr detector were not measuring any energy deposits
anymore, a.k.a. as the LAr hole. Meanwhile, ≈ 400 pb−1 of data were recorded by the
ATLAS experiment in this condition.
In order not to loose the data of that period, prescriptions were developed on how to treat
the effects of the hardware failure [116]. While the affected data was already corrected
during recording and reconstruction, the hardware failure has to be emulated in MC simu-
lations.
Treatment of Jets Jets from MC simulations are tested if their transverse momenta
exceed a certain threshold. Given ǫBCH CORR CELL the fraction of broken cells within the jet
cone and ǫBCH CORR JET the predicted fraction of energy of broken cells contributing to the
jet [117], the threshold pth.T is calculated by
pth.T = 20GeV ·
1− ǫBCH CORR JET
1− ǫBCH CORR CELL . (135)
If any reconstructed jet fulfils pT > p
th.
T and is reconstructed close to the affected detector
region, the whole event is discarded.
Treatment of Electrons and Photons In data, electrons and photons that were ra-
diated into the problematic regions could not even be detected. This loss of electrons and
photons is emulated in MC simulations by randomly choosing events according to the rel-
ative frequency of collected data within the time the hardware problem was present. For
these chosen MC events, electrons and photons are flagged to be non-existent if they are
reconstructed in the broken detector region [118].
9.9 Event Selection
The tt¯γ event selection is chosen in a way to select events with exactly one electron or
muon (single lepton selection), large missing transverse energy, at least four jets, at least
one b-tagged jet and a photon in the final state. Depending on whether an electron or a
muon is required in the event selection, two variations of the event selection are considered:
the one considering electrons will be referred to as e+jets channel, the one requiring a
muon as µ+jets channel. The object definitions appearing in the event selection have been
described above.
The event selection is split into a sequential order of selection steps:
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1. The event may not be affected by the detector region with broken FEBs (see 9.8).
2. The event has to be triggered by EF e20 medium (e+jets channel) or EF mu18 (µ+jets
channel) (see Sec. 9.3).
3. At least one primary vertex with a minimum of five tracks associated to it is required
in order to reduce impacts of non-collision background.
4. In the e+jets (µ+jets) channel, at least one selected electron (muon) is required.
5. In the e+jets (µ+jets) channel, exactly one selected electron (muon) is required.
6. In the e+jets (µ+jets) channel, no selected muon (electron) is allowed.
7. The lepton has to match the corresponding trigger objects (see Sec. 9.3).
8. Events with an electron and muon sharing a track reconstructed by the ID are re-
moved. This requirement is tested on muons before the muon-jet ∆R isolation crite-
rion (see Sec. 9.2).
9. Events exhibiting at least one bad jet (Sec. 9.6) with a transverse momentum of at
least 20GeV at the EM scale are removed.
10. In the e+jets (µ+jets) channel, the missing transverse energy is required to be /ET >
35GeV ( /ET > 20GeV).
11. In the e+jets channel, the transverse mass of the leptonically decaying W boson15 is
required to be larger than 25GeV.
In the µ+jets channel, the sum of /ET and the transverse mass of the leptonically
decaying W boson must be larger then 60GeV (triangular cut).
12. At least 2 selected jets are required.
13. At least 3 selected jets are required.
14. At least 4 selected jets are required.
15. At least one of the selected jets has to be tagged as a b-jet (see Sec. 9.6.1).
16. Events with a large noise in the LAr calorimeter are discarded.
17. At least one selected photon is required.
18. In case of the e+jets channel, the invariant mass of the selected electron and selected
photon has to be outside the Z boson mass window (86GeV < Minv < 96GeV).
19. No selected photon may be be inside a cone of ∆R < 0.5 around a selected jet,
otherwise the event is discarded (The reason is that both the reconstructed jet energy
and the photon isolation might be biased in this constellation, see Sec. 9.6.3).
15The transverse mass is defined as MT =
√
2(pT(ℓ)/ET − px(ℓ)/Ex − py(ℓ)/Ey).
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Up to selection step 16, the event selection follows the common event selection for single
lepton tt¯ analyses, so the tt¯γ event selection is in principle a subset of the standard tt¯
selection. Hence, the event selection up to that step will be referred to as preselection.
The event yields and selection efficiencies for each step of the event selection applied on the
tt¯γ signal MC sample (see Sec. 10.2), scaled to the expectation for an integrated luminosity
of 1.04 fb−1, are shown in Tab. 7.
e+jets channel µ+jets channel
step brief description events efficiency events efficiency
0 no cut 2026± 3 100% 2026± 3 100%
1 LAr hardware failure 1798± 3 88.7% 1798± 3 88.7%
2 trigger 555.3± 1.5 27.4% 530.2± 1.5 26.2%
3 prim. vertex with ≥ 5 tracks 553.8± 1.5 27.3% 528.9± 1.5 26.1%
4 ≥ 1 lepton 332.5± 1.2 16.4% 336.2± 1.2 16.6%
5 exactly one lepton 321.6± 1.2 15.9% 320.2± 1.2 15.8%
6 no other lepton 295.8± 1.1 14.6% 299.5± 1.1 14.8%
7 trigger matching 295.6± 1.1 14.6% 293.0± 1.1 14.5%
8 e-µ overlap removal 295.6± 1.1 14.6% 293.0± 1.1 14.5%
9 bad jets 295.6± 1.1 14.6% 293.0± 1.1 14.5%
10 /ET requirement 225.9± 1.0 11.1% 271.0± 1.1 13.4%
11 /ET +MT(W ) / MT(W ) 195.5± 0.9 9.6% 255.9± 1.0 12.6%
12 at least two jets 186.6± 0.9 9.2% 245.8± 1.0 12.1%
13 at least three jets 155.5± 0.8 7.7% 206.3± 0.9 10.2%
14 at least four jets 97.8± 0.6 4.8% 131.4± 0.7 6.5%
15 ≥ 1 b-tagged jet 86.0± 0.6 4.2% 115.0± 0.7 5.7%
16 LAr noise 86.0± 0.6 4.2% 115.0± 0.7 5.7%
17 ≥ 1 photon 25.1± 0.3 1.24% 31.3± 0.4 1.54%
18 86GeV > Minv(γ, e) > 96GeV 23.7± 0.3 1.17% 31.3± 0.4 1.54%
19 ∆R(γ, jet) > 0.5 20.1± 0.3 0.99% 26.5± 0.3 1.31%
Table 7: Event yields of the tt¯γ event selection and corresponding selection efficiencies, shown
for the e+jets and the µ+jets channel separately. The event yields are scaled to 1.04 fb−1. Only
the statistical uncertainties are shown.
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10 Signal and Background Modeling
In order to test the performance of the event selection, the selection applied on data has to
be compared with the selection applied on MC simulation. Furthermore, this comparison
provides a hint on whether all relevant background processes have been considered and
are modeled with an appropriate precision concerning absolute cross section and kinematic
spectra.
On the other hand, several aspects of physical reality cannot be modeled well so far, espe-
cially QCD related topics like ISR/FSR or multijet production. Besides, jet fragmentation
relies on an approximation using Sudakov form factors and the chosen fragmentation model
(Sec. 6.6) and the simulation of the hadronization process is difficult. Secondly, the de-
scription of the detector relies on many assumptions, like the distribution of additional
material in front of the calorimeters and geometric alignment which are parameters that
are not known to the full extent [110]. For such reasons, contributions from background
processes are estimated using data-driven approaches as often as possible.
This section describes the MC modeling of the tt¯γ signal and all relevant background
processes and provides a comparison to data for important kinematic variables.
All MC samples are centrally provided by the ATLAS MC Production Group [119]. A
single pile-up configuration corresponding to the LHC running with 50 ns bunch spacing
is used. For the pile-up simulation, PYTHIA minimum bias events are used and variable
pile-up rates are assumed.
The samples were produced with an integrated luminosity of ∼ 10 . . . 15 fb−1 for the signal
and background processes. Information about the samples used in this thesis like the cross
sections, k -factors and number of events are listed in App. B in detail.
10.1 Simulation Chain
The simulation of MC events for ATLAS analyses starts with generating the four-momenta
of final state particles calculated by a MC generator using the exact matrix element for the
specific process.
These raw events are passed to a PS program like HERWIG or PYTHIA (see Sec. 6.6) in
order to create a set of physical particles like mesons, baryons, leptons and photons which
approximately represents all particles as they would reach the detector. As a next step,
the detector response is simulated using the Geant4 simulation toolkit [120], taking into
account the assumed interaction of the particles with the detector material. The detector
response is translated into the corresponding signals the read-out electronics would produce.
This step is called digitization. As last step, the digitized, simulated data is passed to the
standard reconstruction algorithms. A flowchart of the simulation chain is depicted in Fig.
32.
In contrast to data, MC simulations contain both reconstructed objects and particle in-
formation of the MC generator and the PS program. This additional MC information is
frequently used and referred to as truth information.
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Figure 32: Flowchart of the ATLAS event simulation chain [63, p. 54].
10.2 Simulation of Signal Events
The tt¯γ signal sample has been generated with the WHIZARD MC generator (Sec. 6.5)
which allows for the exact calculation of the matrix element of a seven particle final state
(2→ 7 process, cf. Sec. 3.2).
A set of non-full-hadronic events has been simulated, i.e. all semi-leptonic and di-leptonic
decay modes of top quark pair production with the additional emission of a photon have
been considered:
pp→ ℓνℓqq¯′bb¯γ and pp→ ℓνℓℓ˜νℓ˜bb¯γ with ℓ/ℓ˜ = e, µ, τ .
These events have been showered with HERWIG, additional photon radiation from leptons
has been calculated by PHOTOS. The CTEQ6L1 PDF set has been applied during event
generation. ≈ 500, 000 events have been generated and passed to the full ATLAS simulation
chain (cf. Tab. 28).
Light quarks (u, d, s, c) and electrons (e±) are assumed to be massless; the τ lepton has
been assigned a mass of mτ = 1.78GeV.
b quarks have a mass of mb = 4.2GeV, the top quark mass is set to mt = 172.5GeV. The
mass of muons (µ+/−) is defined as mµ = 105.6MeV. The mass of the Higgs boson is set
to mH = 120GeV
16.
In order to avoid collinear and infrared divergences, the transverse momentum of the photon
must be larger than 8 GeV and the invariant masses of the following pairs of particles are
required to be larger than 5GeV:
 minv(q1, q2): both quarks from the hadronic W decay,
 minv(qi, γ): each quark from the hadronic W decay and the photon,
 minv(l, γ): the charged lepton from the leptonic W decay and the photon,
 minv(Qi, γ): both incoming quarks (except b/b¯) and the photon,
16When the tt¯γ MC samples were produced, there has not been any evidence for a Higgs boson yet.
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 minv(gi, qj): both incoming gluons and both quarks from the hadronic W decay,
 minv(Qi, qj): each incoming quark and its corresponding anti-particle from the hadronic
W decay, if the anti-particle exists,
 minv(ℓ1, ℓ2): the two leptons of di-leptonic events.
The absolute cross section times branching ratio for the generated sample has been cal-
culated as σMCtt¯γ × BR = 0.84 pb. NLO calculations for the process tt¯γ for the LHC exist
for
√
s = 14TeV [121]. For a center-of-mass energy of 7 TeV, a k-factor of 2.55 has been
estimated for an energy scale of µR = 2mt and a k-factor of 2.11 for as scenario with
µR = mt respectively [122]. Since the k-factor strongly depends on the phase space defini-
tions, which are not perfectly matching w.r.t. to the theoretical calculations17, the average
k = 2.33 ± 0.22 of both values has been assumed to be the nominal k-factor for the tt¯γ
normalization.
Fig. 33 shows the distribution of the transverse momenta of truth photons as generated
by WHIZARD. The red shaded area below 15GeV is excluded from the acceptance region,
which corresponds to a loss of ≈ 38% of all generated events. The measurement of the
cross section is extrapolated to the full photon pT spectrum simulated by WHIZARD.
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Figure 33: Distribution of the transverse momenta of truth photons generated by WHIZARD.
The red shaded area below 15GeV is excluded from the acceptance region, the measurement of
the cross section is extrapolated to the full photon pT spectrum.
Remark on the Calculation of the k-Factor Since the signal MC simulation contains
a photon in the 7-particle final state whose ME comprises contributions from Feynman
diagrams with tγ, qγ and ℓγ couplings, the calculated cross section strongly depends on
the configuration of the phase space cuts used for the simulation. This is contrary to the
standard tt¯ production, where there are only two massive top quarks in the final state;
hence there is no dependence of the total cross section on the considered phase space.
17The calculation of k-factors for the WHIZARD tt¯γ phase space cuts is currently in progress.
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Since the magnitude of the k-factor for tt¯γ is severely affected by the choice of the considered
phase space, a reliable comparison between the result of the cross section measurement and
its theoretical prediction is only possible if the phase space cuts are carefully adjusted to
the detector acceptance (fiducial cross section). This topic is currently under investigation
[123].
The current value of k = 2.33± 0.22 assessed above is merely a rough estimation.
10.3 Background Samples
The background processes relevant for the tt¯γ cross section measurement are basically the
same as for any other top quark pair analysis.
The background contributions include W boson production with the additional emission of
jets due to strong interaction (W+jets), Z+jets, single top production and the production
of two EW bosons (di-boson processes WW , ZZ and WZ).
Multijet events solely produced via strong interaction cannot be modeled well and are
therefore estimated from data (see Sec. 11.4.3).
For the W+jets background, two kinds of MC samples exist; once with and once without
the explicit radiation of an additional photon. The W+jets sample without explicit photon
production is used only for the comparison with data regarding the event preselection in
Sec. 10.8. For the final cross section measurement, where the production ofW+jets with an
additional photon has to be considered, the W+jets+γ samples are used (see Sec. 11.4.2).
Top Quark Pair Production Top quark pair production without the explicit emission
of a photon within the hard process was simulated with MC@NLO (Sec. 6.1) using the
CTEQ6.6 PDF [124]. Parton showering, hadronization and the simulation of the underlying
event (UE) was performed with HERWIG (Sec. 6.6.1) and JIMMY (Sec. 6.6.4). The
description of photon radiation is improved by using PHOTOS (Sec. 6.6.3). The parameters
of parton showering and the UE were set by the AUET1 tune [125].
The absolute cross section was determined to be σtt¯ = 165
+11
−16 pb
−1 by the HATHOR tool
with an approximate NNLO calculation [126].
HERWIG radiates photons from the top quarks generated by MC@NLO as well as from all
consecutive decay products due to Sudakov from factor approximation. Hence, there is an
unwanted overlap between the 7-particle tt¯γ signal sample generated with WHIZARD and
the MC@NLO tt¯ sample. This overlap has been removed (see Sec. 10.4).
In order to test various systematic uncertainties of the simulation of tt¯ events, additional
samples were created using the POWHEG and AcerMC MC generators:
POWHEG samples were produced with parton showering performed once with HERWIG
and once with PYTHIA. The AcerMC tt¯ samples were produced with different ISR and
FSR settings for the parton showering with PYTHIA.
Single Top Quark Production Single top quark processes (see Sec. 2.3) were simulated
with MC@NLO interfaced to HERWIG and JIMMY. Separate samples for s-channel, t-
channel and associated production (Wt) were produced. For the Wt channel, there is an
ambiguity with diagrams from tt¯ production at NLO level. This overlap was removed by
the diagram-removal scheme [127].
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The cross sections were calculated at the approximate NNLO level and read 64.6+2.7−2.0 pb
−1 for
the t-channel, 4.6±0.2 pb−1 for s-channel and 15.7±1.1 pb−1 for the associated production
mode [128–130].
W → ℓν with the Associated Production of Jets (W+Jets) Processes with the
production of a singleW boson and up to five partons in the final state were simulated with
the ALPGEN (Sec. 6.3) generator using the CTEQ6L1 [131] PDFs. The simulated events
were interfaced to HERWIG and JIMMY using the AUET1 tune for CTEQ6.1 [125].
Additional samples with a pair of heavy flavor quarks and up to three additional partons
(W + bb¯+jets, W + cc¯+jets) were created in order to increase the relevant amount of events
that will pass a requirement on b-tagged jets. The overlap of these additional samples
with the standard W+jets samples is removed since they contain contributions from heavy
quarks either [132].
Z → ℓ+ℓ− with the Associated Production of Jets (Z+Jets) Processes with the
production of a Z boson and up to five partons in the final state were simulated the same
way as the W+jets samples using the ALPGEN generator interfaced to HERWIG and
JIMMY with the AUET1 tune for CTEQ6.1 applied.
Also here, additional samples with explicit heavy quark content (Z + bb¯+jets, Z + cc¯+jets)
were created and the overlap with the standard samples has been removed.
Di-Boson Production (WW , ZZ,WZ) Di-boson samples containingWW ,WZ and
ZZ events were generated with HERWIG. The bare cross sections calculated by HERWIG
were corrected by k-factors obtained with the MCFM code [133].
The resulting cross sections are 1.48 pb−1 for WW , 1.30 pb−1 for WZ and 1.60 pb−1 for ZZ
production.
10.4 Signal Phase Space Overlap Removal
Since the simulated tt¯γ sample already includes photon radiation within the hard process,
MC@NLO tt¯ events with a photon radiated from the top quarks or their direct decay prod-
ucts simulated by HERWIG or PHOTOS can mimic tt¯γ signal events and hence constitute
an unwanted overlap.
Events in the MC@NLO sample are checked if they contain a true photon on MC generator
level that has been emitted by one of the top quarks or one of its direct decay products by
investigating the process information provided by HERWIG. If this is the case, the invariant
mass requirements of the WHIZARD sample are applied to that event. If the mass cuts
are fulfilled and a true photon with ptruthT > 8GeV radiated from the HERWIG top quark
decay exists, the event is removed from the event selection in order to avoid an overlap with
the WHIZARD tt¯γ sample.
The remaining MC@NLO tt¯ events can only contain true prompt photons that are outside
the phase space defined by the invariant mass cuts and the minimum photon pT according
to the WHIZARD signal event generation (see Sec. 10.2). Hence such events have to be
considered to be background.
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First, the MC@NLO tt¯ events before the overlap removal procedure are investigated if they
survive the event selection due to a real physical tt¯γ event signature. This would happen
if the detector acceptance and resolution covered a part of the tt¯γ phase space that is not
included in the WHIZARD simulation.
The reconstruction of a true photon with ptrueT < 8GeV as a selected photon with
precoT ≥ 15GeV is very unlikely.
The invariant mass cuts of 5GeV between the truth photon and truth lepton/quarks could
theoretically lead to angular distances between their associated reconstructed photons and
jets/leptons large enough to enable both objects to be separated experimentally. Fig. 34
shows the ∆R distributions between the truth photon radiated from top quarks or their
direct decay products and the truth leptons/light quarks from the W boson decay (left
column). The right column depicts the ∆R distributions between the reconstructed photon
and leptons/jets associated to their corresponding truth objects respectively.
The distributions are shown for different invariant mass cuts and indicate that lowering the
requirement on the invariant masses would not increase the number of selected events and
hence the choice of the cuts in the event selection is strict enough to avoid a leakage for
minv < 5GeV into the signal phase space defined for the WHIZARD tt¯γ sample.
Incongruities of Phase Space Coverage While WHIZARD calculates the full ME
with outgoing quarks and the photon being generated simultaneously before the quarks are
processed by HERWIG, photon radiation from quarks in the MC@NLO sample is performed
later during the quark processing procedure. As consequence, photons radiated from quarks
in MC@NLO cannot be consistently compared to photons simulated by the WHIZARD
7-particle final state.
In order to account for this inconsistency, four different scenarios in HERWIG have been
compared: First, the quarks are considered as the direct decay products of the W bo-
son (HERWIG status codes 123/124), then they undergo slight corrections due to the
MC@NLO NLO subtraction method (HERWIG status codes 143/144). After fragmen-
tation, which includes photon radiation, the quarks are assigned the “final state” status
code 2 before they enter the hadronization process. Hence, the momenta of final state
quarks with status code 2 are consistent with momentum conservation when considering
the invariant mass between quark and photon.
Since also gluon radiation has already performed, which is not included in the WHIZARD
sample, the quark momenta are recalculated by scanning through all parent particles of
the quark with status code 2 and summing up the momenta of the child particles of these,
excluding photons. By this way, the gluon momenta are recombined to the final quark
momentum, hence the resulting momentum of this procedure can be considered to be
closest to the WHIZARD simulation and has therefore been chosen to estimate the nominal
expectation of the different tt¯ background contributions.
Comparing all four possibilities to calculate the invariant masses between quarks and pho-
tons, no differences in the MC@NLO tt¯ event yield could be observed after the signal overlap
contributions had been removed.
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Figure 34: Upper pane: ∆R distributions between the truth photon radiated from the top quark
and the nearest light quark originating from the W decay of the top quark (left plot) and the
∆R between the associated reconstructed photon and the jet nearest to the quark from the W
decay, if existing (right plot); shown for the MC@NLO MC sample without any restrictions on the
phase space. The cyan, solid histograms represent the nominal invariant mass cut of 5GeV chosen
for the signal event generation with the WHIZARD MC generator. The dashed red histograms
show the expected ∆R distribution if the invariant mass cuts were lowered to 1GeV, the green
histograms demonstrate the effect of the choice of a large invariant mass cut of 25GeV.
The comparison indicates that lowering the invariant mass cuts between photon and quarks
(dashed red line) does introduce a slight additional phase space to the event selection which
is however not present at reconstruction level anymore. The red dashed area depicts the distance
in η − φ space between selected photons and jets excluded by the event selection (selection step
19, see Sec. 9.9).
Lower pane: A similar result can be observed for the ∆R distributions between photon and lep-
ton. Here, the ∆R distributions between the truth photon and the truth lepton in the MC@NLO
sample (left plot) and ∆R between the associated reconstructed photon and the selected lepton
(right plot) are shown. While there seems to be a significant increase of events when lowering the
invariant mass cuts on truth level, this behavior is not observed on reconstruction level anymore.
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10.5 Pileup Reweighting
The MC samples used for analyses with data taken in 2011 were created in 2010, assuming
a certain pileup configuration. At that time, the exact bunch spacing and luminosity
conditions in the LHC could not be foreseen, hence the actual distribution of the average
number of bunch crossings 〈nBX〉 does not match the one applied on MC simulation [134].
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Figure 35: Distribution of average number of bunch crossings 〈nBX〉 for MC simulation (left
plot) and data (right plot).
Each event in the MC samples is therefore reweighted by the ratio wpileup of relative fre-
quency 〈nDataBX 〉 w.r.t. the whole distribution f(〈nBX〉) in data over the corresponding relative
frequency 〈nMCBX 〉 in MC simulation:
wpileup =
∫ 〈nData
BX, up edge
〉
〈nData
BX,low edge
〉 fData(〈nBX〉) d〈nBX〉∫
fData(〈nBX〉) d〈nBX〉
/∫ 〈nMCBX, up edge〉
〈nMC
BX,low edge
〉 fMC(〈nBX〉) d〈nBX〉∫
fMC(〈nBX〉) d〈nBX〉 . (136)
〈nBX,low edge〉 and 〈nBX,up edge〉 are the lower and upper boundaries of the considered bin in
the 〈nBX〉 distributions and are given by the larger bin width of the MC distribution.
Fig. 35 shows a comparison between the pileup configuration in the MC samples and the
actual 〈nBX〉 distribution for data. Obviously, not all values of average bunch crossings
simulated in the MC samples are actually present in data. Hence, some pileup weights are
zero.
10.6 Event Weights
MC samples are generated with a fixed prediction concerning physics modeling on the one
hand and a detector prescription on the other hand. As data analysis progresses, deviations
between MC prediction and actual data will be observed. Based on the understanding of
the sources of these deviations, detector and physics modeling will be adjusted afterwards
in order to improve the matching between data and MC simulation.
In order not to generate new MC samples regularly, which is very time-consuming, the exist-
ing MC samples are adapted to data expectation by introducing event weights which scale
observables like kinematic variables or the expected event yield to the data expectation.
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Basically, there are two kinds of event weights: Some are applied to each physical object
in order to change their kinematic properties like momenta (scale factors), others change
the expected yield of the absolute event normalization. All scale factors and weights are
multiplied in order to obtain the final event weight.
On event level, two different weights exist: First, there is an MC weight which is generated
by the chosen MC generator and is usually equal to one, except for MC@NLO, where
≈ 10% of the events are applied a MC weight of −1. Secondly, the event is reweighted by
the pile-up weight (Sec. 10.5).
10.6.1 Object Weights
There are various weights on object level (scale factors SF) that are multiplied on the event
weight. Scale factors are defined as the ratio of an efficiency measured in data (ǫData) over
the same efficiency found in MC simulation (ǫMC):
SF =
ǫData
ǫMC
. (137)
Electron Scale Factors Electron trigger, reconstruction and identification efficiencies
were measured from data using a tag and probe method for selected Z → ee events. The
decay J/ψ → ee was investigated for electrons with a small transverse momentum [135].
Significant deviations of the electron ID efficiency had been observed in the low ET region
of 20GeV < ET < 30GeV. Hence, an additional ET correction is applied on the electron
ID SFs [136].
Muon Scale Factors Muon trigger, reconstruction and identification efficiencies had
been measured using Z → µµ decay [137].
b-Tagging Scale Factor b-tagged jets are weighted taking into account the b-tag efficien-
cies measured in data and found in MC simulations [90]. The efficiencies were determined
for b-tagged, c-tagged and light quark jets for different values of jet |η| and pT. For each of
these three jet types, scale factors had been evaluated by
SFFlavor =
ǫDataFlavor
ǫMCFlavor
. (138)
If the jet is tagged as a heavy quark flavor jet, it is applied a tag weight wjet equal to the
scale factor (wjet = SFFlavor). Otherwise, the inefficiency is calculated by
wjet =
1− ǫDataFlavor
1− ǫMCFlavor
. (139)
The product of jet weights w =
∏
wjet is multiplied on the event weight considering all
selected jets.
10.6.2 Final Event Weight
Including the MC weight, the pileup weight and all object SFs, the overall event weight
wevent finally reads
10 SIGNAL AND BACKGROUND MODELING 95
wevent = wMC×wpileup×
∏
sel. e
(SFetrig. ·SFereco. ·SFeID)×
∏
sel. µ
(SFµtrig. ·SFµreco. ·SFµID)×
∏
sel. jets
wjet .
(140)
The final event weight is applied to any event, regardless whether it has passed a certain
step in the event selection or not. Other approaches consider the event weight only for
selected events. A consistent, ATLAS-wide approach had been under discussion when this
thesis was created.
10.7 MC Uncertainties
The uncertainties of MC predictions are estimated regarding tt¯ MC simulation, W+jets,
Z+jets and QCD (multijet) contributions.
Considering tt¯ simulation, the effects of the usage of different showering algorithms (HER-
WIG vs. PYTHIA), and two different MC generators at the NLO level (MC@NLO vs.
POWHEG) have been studied. On LO level, various MC samples generated with AcerMC
(Sec. 6.4) have been provided by the ATLAS top quark physics group where different set-
tings for the inclusion of ISR and FSR have been applied. The overall uncertainty for the
tt¯ and the tt¯γ samples yields +11.7−9.1 %. A breakdown of the several uncertainties that sum
up to that number is presented in Tab. 18, a detailed description of the evaluation of the
tt¯ uncertainties is given in Sec. 12.3.7.
Tab. 9 provides a complete list of expected event yields for the various tt¯ MC samples as
reference. Note that the numbers given there are scaled with the event weight established in
Sec. 10.6.2 whereas the uncertainty is evaluated based on the bare MC weights in order to
disentangle uncertainties of the event weights from the calculation of the MC uncertainties.
For the W+jets MC samples, the uncertainty of the Berends-Giele scaling [138,139] is con-
sidered as well as the uncertainty on the additional production ofW+jets with explicit heavy
quark flavor decays (pp→W + bb¯+Np (p = 0 . . . 3), pp→W + cc¯+Np (p = 0 . . . 3),
pp→W + c(c¯) +Np (p = 0 . . . 4)). The Berends-Giele scaling assumes an uncertainty of
24% for each additional simulated jet (parton). Thus, events from W + 1p samples are
applied an uncertainty of 24%, those from W + 4p samples an uncertainty of 48%. In this
scenario, W + bb¯(cc¯) + 0p samples have an uncertainty of σW =
√
2 · 24%.
The uncertainty due to Berends-Giele scaling has been applied to Z+jets samples either,
treating additional, explicit heavy quark flavors the same way as for the W+jets samples.
The contributions of the heavy quark flavor samples are multiplied with an additional scale
factor of 1.63± 0.76 for W + bb¯(cc¯) and 1.11± 0.35 for W + c(c¯) respectively, taking their
related uncertainties into account. This additional scaling is not applied to Z+jets samples.
The background from multijet events has been estimated using a data-driven technique
(see Sec. 11.4.3) since QCD processes cannot be modeled precisely in MC simulations. An
uncertainty of 50% is applied to this estimation before the b-tag selection and a 100%
uncertainty if ≥ 1 b-tagged jets are required by the event selection, respectively.
10.8 Event Yields
The MC samples have been produced for a certain integrated luminosity LMC. In order to
obtain a MC event yield for a given integrated luminosity L of the considered data, the
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event yields have to be scaled by sL =
L
LMC
. Given Nall = LMC · σ · k, the scaling yields the
normalized expected number of events Nexp for the given luminosity L = 1.04 fb
−1 via
Nexp = sL · N˜ = N˜
N˜all
· L · σ · k , (141)
where N˜ =
∑N
i=1wevent,i is the scaled number of MC events that pass the event selection, σ
is the predicted cross section of the simulated process and k its k-factor. N˜all =
∑Nall
i=1 wevent,i
is the overall weighted number of events contained in the considered MC sample.
The event preselection is applied to data and to all MC simulations. Fig. 36 shows the
comparison between data and simulation before the requirement of a b-tagged jet (after
event selection step 14), Fig. 37 after the requirement of a b-tagged jet (after event selection
step 15) (see Sec. 9.9).
The first row of Fig. 36 and Fig. 37 depicts the transverse momentum of all selected jets,
the second row the pT of the selected lepton (pT(e) for the e+jets channel and pT(µ) for
the µ+jets channel respectively). The missing transverse energy /ET is shown in the third
row, the transverse W mass MT(W ) in the fourth row. The results are presented for the
e+jets channel (left column) and the µ+jets channel (right column).
The corresponding breakdown of the event yields for the signal and background processes
compared with the corresponding event yields of data are presented in Tab. 8. A de-
tailed overview of the composition of the Z+jets, W+jets, di-boson and single top quark
contributions is presented in App. A.
Comparing Fig. 36 with Fig. 37, the large contribution of uncertainties due to the Berends-
Giele scaling on the W+jets normalization can be observed. The relative amount of events
including a top quark is significantly increased by a b-jet requirement. Generally, the data
yields and the predictions from MC simulation are in good agreement, indicating that all
relevant physical processes have been taken into account.
10.8.1 Full Event Selection and Signal Efficiency
Applying the full event selection including the photon requirement yields 52 events in the
e+jets channel and 70 events in the µ+jets channel respectively. The tt¯γ signal expectation
is 20.1 ± 0.3 ± 3.8 (26.5 ± 0.3 ± 5.0) in the e+jets (µ+jets) channel for the quoted cross
section of σMCtt¯γ = 840 fb and the estimation of the k-factor of ktt¯γ = 2.33 ± 0.22 (see Sec.
10.2).
The event selection efficiency for tt¯γ signal events is [0.992± 0.014(stat.)± 0.187(syst.)] %
in the e+jets channel and [1.31± 0.02(stat.)± 0.2(syst.)] % in the µ+jets channel respec-
tively.
The quoted systematic uncertainty contains the tt¯ MC modeling uncertainties (see Sec.
10.7) as well as the uncertainty due to the estimation of the k-factor.
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before b-tagging (pre-tag) after b-tagging
e+jets µ+jets e+jets µ+jets
tt¯γ 98± 9 131± 12 86± 8 115± 11
tt¯ 4700± 600 6800± 700 4100± 560 6000± 600
W+jets 5900± 1000 10800± 1700 850± 150 1600± 300
Z+jets 650± 110 870± 130 95± 15 120± 15
Di-boson 78± 3 123± 5 13± 1 21± 1
Single top 300± 15 410± 20 240± 10 320± 15
Multijet 1000± 500 1460± 730 300± 300 500± 500
Sum 12650± 1250 20600± 2000 5700± 600 8700± 800
Data 11900± 100 19050± 140 5750± 80 8900± 90
Table 8: Comparison of event yields after the event preselection between data and the several sig-
nal and background contributions. The numbers are given before and after the b-tag requirement.
The quoted uncertainties are described in Sec. 10.7, the uncertainties of data are the statistical
ones. The sum of the predictions and the data yield are in good agreement.
before b-tagging (pre-tag) after b-tagging
e+jets µ+jets e+jets µ+jets
MC@NLO 4656± 5 6788± 6 4104± 5 5996± 6
POWHEG (HERWIG) 5019± 12 7222± 15 4410± 10 6350± 14
POWHEG (Pythia) 4845± 12 7000± 15 4290± 10 6210± 14
AcerMC (nominal) 5170± 20 7290± 30 4590± 20 6500± 25
AcerMC (ISR up) 5490± 20 7720± 30 4860± 20 6840± 25
AcerMC (ISR down) 4640± 20 6700± 25 4140± 20 5970± 25
AcerMC (FSR up) 4990± 20 7010± 25 4380± 20 6180± 25
AcerMC (FSR down) 5350± 20 7630± 30 4780± 20 6800± 25
AcerMC (ISR+FSR up) 5180± 20 7450± 30 4540± 20 6550± 25
AcerMC (ISR+FSR down) 4880± 20 6980± 30 4360± 20 6250± 25
Table 9: Comparison of event yields of the various tt¯MC samples after the event preselection. The
numbers are given before and after the b-tag requirement. Here, only the statistical uncertainties
are quoted.
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Figure 36: Comparison between data and MC simulation for the event preselection before the
b-tag requirement in the e+jets channel (left column) and the µ+jets channel (right column).
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Figure 37: Comparison between data and MC simulation for the event selection after the b-tag
requirement in the e+jets channel (left column) and the µ+jets channel (right column).
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11 Cross Section Measurement
The central challenge of the measurement of the tt¯γ cross section is the distinction between
photons from the signal process and all other photons. Basically, photons radiated from
any physical process can have two different origins:
Prompt Photons Prompt photons are photons that are radiated before jet fragmen-
tation within the hard process. Physically, this kind of photons is produced on the time
scale of hadronization, i.e. not later than ≈ 10−24 s after the primary interaction. Prompt
photons incorporate the photons produced in the tt¯γ signal process.
Photons from hadronic Decays (“Hadron Fakes”) Light neutral mesons like π0, η
or ρ produced during hadronization can decay into two or three photons (Dalitz decays).
Besides, also baryons and other (charged and excited) mesons can decay into photons.
Fig. 38 shows the composition of sources of such hadron fakes, extracted from HERWIG
decay chain information in the MC@NLO tt¯ MC sample. For this purpose, reconstructed
photons with a transverse momentum of pT > 15GeV have been checked if they match to a
truth photon. If this truth photon has not been radiated within the hard process, its origin
has been determined from the HERWIG decay chain information. Dalitz decays from the
process π0 → γγ make up the dominant fraction of hadron fakes.
Radiation from leptons occurs if the leptons are produced by the decay of a meson or
a baryon if their energy is above the threshold where photon radiation is considered. A
further branching of ℓ→ ℓγ is then taken into account.
 (70.7 %)0pi
 (4.4 %)±pi
 (3.8 %)η
leptons (3.1 %)
baryons (3.5 %)other mesons (14.5 %)
Figure 38: Sources of hadron fakes, as modeled by the HERWIG hadronization and decay
algorithms.
11.1 Identification of Hadron Fakes
Hadronization is modeled in PS programs only approximately and is based on empiric
expectations how hadrons are produced during jet fragmentation and how they decay.
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Furthermore, the shower shapes in the EMC cannot be simulated at a high precision due
to the imperfect knowledge of the behavior and distribution of the material in the detector.
Hence, the isolation shape of hadron fakes cannot be estimated from MC simulation but
has to be extracted from data.
In order to distinguish between prompt photons and hadron fakes reliably, the tight photon
definition (see Sec. 7.4.2) is modified by reverting the requirements on the shower shape
variables sensitive to decays of neutral mesons, such as π0, ρ or η, into a pair of close-by
photons. The discriminating variables are (see Tab. 5) ∆E, Fside, ws,3 and Eratio which
discriminate real photons from hadron decays in the fine segmented strip layer of the EMC.
The photon definition is reverted by a logical inversion, i. e. at least one of these four
requirements must not be fulfilled.
All other properties of the nominal photon definition, like the minimum transverse momen-
tum and the restriction on the pseudo-rapidity, are kept.
11.2 Choice of the Isolation Discriminator
The main difference between prompt photons and hadron fakes is their difference in isola-
tion: While prompt photons are usually well isolated, hadron fakes are produced inside a
jet and are therefore surrounded by many tracks from charged mesons, baryons and lep-
tons; or, in the case of calorimeter isolation, surrounded by additional cluster cells. Hence,
hadron fakes are usually poorly isolated.
The effect of the choice of different photon isolation variables has been studied by comparing
the selection efficiency of signal photons from the tt¯γ simulation with the simultaneous
rejection of background photons obtained from a di-jet MC sample (JF17, see Tab. 32) by
iteratively fixing a minimum value of isolation. Events having at least one good photon
with pT ≥ 15GeV and at least one primary vertex with a minimum of five tracks associated
to it are selected. Events that contain a photon reconstructed within problematic detector
regions due to the LAr hardware failure are rejected.
The efficiency of the photon selection is obtained by dividing the integral of the isolation
distribution up to the chosen isolation cut pcutT,iso over the whole integral:
ǫ =
∫ pcut
T,iso
min f(pT,iso)dpT,iso∫ max
min
f(pT,iso)dpT,iso
. (142)
Fig. 39 compares the isolation shapes for one calorimeter isolation (half cone size R = 0.2)
and one track isolation (half cone size R = 0.2). The isolation variables of prompt photons
tend to have smaller values than those of background photons and the distributions are
generally more narrow.
The behavior of photon selection efficiency vs. background photon rejection, which is
defined as 1−ǫbkgd., is studied for two calorimeter isolations with a half cone size of R = 0.2
and R = 0.3 and for two track isolations with the same half cone sizes. Fig. 40 indicates
that the choice of piso,cone20T has the largest discriminating power since it provides a higher
background rejection for a given signal efficiency.
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Figure 39: Comparison of isolation shapes between the tt¯γ signal MC sample and the JF17 di-
jet background sample, shown for two different isolation variables; once with calorimeter isolation
for a R = 0.2 half cone (Econe20T,iso , left plot) and once for the track isolation with a half cone size
of R = 0.2 (pcone20T,iso , right plot). Note that the track isolation is calculated only for tracks with
pT > 1GeV. If there is no track above this threshold, the track isolation is set to zero.
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The track isolations provide a higher background rejection for a given signal efficiency. The error
bars have been omitted for a better legibility, all statistical uncertainties are at the order of ≈ 1%.
11.3 Modeling of Signal and Background Contributions
In order to exploit the difference between the shapes of the isolation of prompt photons
and photons from hadronic decays, the measurement of the inclusive tt¯γ cross section is
performed by a template fit method using the pcone20T,iso track isolation.
Photons remaining after the full tt¯γ event selection contain both prompt photons and
hadron fakes. The contribution from hadron fakes is fully covered by fitting a hadron
fake template as described in Sec. 11.3.3. The remaining prompt photons can be split
into an amount of signal and contributions from various background sources. The yield of
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background contributions is estimated partially from data and from MC simulation. For
any background estimation, only the contribution of prompt photons is considered since its
hadron fake contribution is already included in the overall hadron fake estimation.
While the estimator for the signal contribution and the contribution of hadron fakes is
treated as free, uniform parameter in the template fit, the contributions of the prompt
photon backgrounds are assigned a prior probability assuming a Gaussian distribution to
take into account the statistical uncertainties of the corresponding background yield.
11.3.1 Template Fit
Template fits represent the estimation of a parameter by maximizing a binned log-likelihood
for one or more models provided as histograms. For a given number Nbins bins of a template
and a number nbkgd. of background sources, the likelihood L is given by
L =
Nbins∏
i=1
P (Ni|λi)
Nbkgd.∏
j=1
P (bj) · P (s) (143)
where P (Ni|λi) is the probability to find Ni entries in the i-th bin for a given estimation
λi of entries; P (bj) and P (s) are the prior probabilities for background contribution bj and
for signal respectively.
Each bin content λi is the sum of the signal and overall background estimation for bin i:
λi = si +
Nbkgd.∑
j=1
bi,j . (144)
Although the background contributions are estimated in the e+jets and the µ+jets channel
separately, the signal expectation s can be combined in one template fit:
P (Ni|λi) → P (N e+jetsi |λe+jetsi ) · P (Nµ+jetsi |λµ+jetsi ) ,
P (bj) → P (be+jetsj ) · P (bµ+jetsj ) ,
λi → ǫi · s+
Nbkgd..∑
j=1
bi,j ,
where ǫi is the signal efficiency in bin i which is given by the tt¯γ event selection efficiency.
The template fit is performed with the Bayesian Analysis Toolkit (BAT package) [140]. A
complete list of prior types applied on signal and the several background contributions is
presented in Tab. 17.
11.3.2 Prompt Photon Template
The template for prompt photons is created from data considering Z → ee decays. This
is possible since electrons and photons are reconstructed with the same algorithm and
prompt electrons and prompt photons are believed not to differ very much in their isolation
distributions18.
18At the time the analysis in this thesis was performed, no dedicated photon sample extracted from data
was available.
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A data sample enriched in Z → ee decays is obtained by requiring two tight electrons,
one with a minimum transverse momentum of pT > 25GeV and the second one with a
transverse momentum of pT > 15GeV. The electron trigger has had to be fired.
The electron with the higher transverse momentum is required to match the corresponding
trigger object; the isolation for the template is solely extracted from the electron with the
smaller transverse momentum in order to avoid any trigger bias.
The invariant mass of the two selected electrons is required to be in the range between
66GeV ≤ Minv ≤ 106GeV (mass window of the Z boson) in order to reduce multijet
background. Fig. 41 shows the comparison of the invariant two-electron mass between
data and Z → ee MC simulation, indicating that there is a slight increase of multijet
background for smaller invariant mass values.
 [GeV]invM
40 60 80 100 120
e
ve
n
ts
-110
1
10
210
310
410
510
610
710
ee MC→Z
Data
Invariant two-electron mass
Figure 41: Comparison of the invariant the two-electron mass between data and Z → ee MC
simulation. For small invariant masses, an increasing, slight discrepancy between data and MC
simulation due to multijet background processes becomes visible.
Since top quark events exhibit a larger number of hadronic jets compared to Z → ℓ+ℓ−
production, the isolation of electrons of the latter process is generally slightly better than
that for prompt photons originating from top quark processes. In order to account for the
different event topologies, a small correction ∆sMC, derived from MC simulations, is applied
to the isolation distribution of data bin per bin:
sDataγ = s
Data
e +∆s
MC with ∆sMC = sMCγ − sMCe . (145)
∆sMC is calculated as the difference of corresponding bin contents of normalized isolation
distributions: sMCγ is taken from selected photons (pT ≥ 15GeV) of the tt¯γ sample, sMCe
from the Z → ee MC samples (see Tab. 38).
Fig. 42 shows the comparison between the electron isolation obtained from Z → ee MC
simulation and photon isolation taken from the tt¯γ MC sample.
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Figure 42: Comparison between the electron isolation obtained from Z → eeMC simulation and
photon isolation taken from the tt¯γ MC sample. ∆sMC in Eq. (145) is calculated as the difference
of corresponding bin contents between tt¯γ photons (solid red histogram) and Z → ee electrons
(solid green histogram). The dashed histograms show the isolation of tt¯γ photons for converted
and unconverted photons separately, indicating that there is no significant dependence of ∆sMC
on the type of photons.
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Figure 43: Comparison between the shapes of electron track isolation of Z → ee data events for
different bins in pT (left plot) and |η| (right plot). The plots indicate that there is no dependency
on any of these kinematic quantities within statistical uncertainties.
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The isolation distributions are additionally created for four bins in pT and four bins in |η| in
order to investigate possible dependencies of the isolation shapes on the electron (photon)
kinematics and detector geometry. The distributions are divided into five bins in pcone20T,iso :
[0, 1)GeV, [1, 3)GeV, [3, 5)GeV, [5, 10)GeV and [10,∞)GeV
Fig. 43 shows the electron isolation as a function of pT (left plot) and |η| (right plot).
The histograms indicate that there is no dependence of the isolation on kinematic quanti-
ties within statistical uncertainties (indicated by the pull plot in the lower panes), hence
the overall prompt photon isolation distribution can be used as template. Values of
pcone20T,iso > 20.0GeV are included as overflows in the last bin.
11.3.3 Hadron Fake Template
The hadron fake template is created from data using the jet/ /ET data stream (see Sec. 8.1).
Events exhibiting at least one primary vertex with a minimum of five associated tracks and
at least one photon tagged as a hadron fake (see Sec. 11.1) with a transverse momentum
of pT ≥ 15GeV are selected. Triggers are not required.
Hadron fake templates are produced in four bins of transverse momentum and four bins of
pseudo-rapidity |η| in order to investigate dependencies of the track isolation of the hadron
fakes on kinematic quantities. Fig. 44 indicates that the isolation spectrum of hadron
fakes is depending significantly on the pT of the photon. While for |η| < 1.81 the isolation
shapes are not strongly depending on pseudo-rapidity, a large deviation can be observed for
|η| > 1.81. Since hadron fakes are produced inside jets, they will be radiated more collinear
with increasing momentum, thus being surrounded by an increasing number of tracks from
the hadronic components of the jet. Similarly, hadron fakes with a large |η| are more likely
caved inside the jet due to a higher Lorentz boost.
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Figure 44: Isolation spectrum of hadron fakes for four bins in pT (left plot) and four bins in |η|
(right plot). Deviations among all pT bins can be seen. The isolation shape for |η| > 1.81 differs
w.r.t. the other |η| bins.
In order to account for the dependencies of the isolation shapes of hadron fakes on pT and
|η| correctly, the final hadron fake template is built from the weighted sum of the templates
generated in the four pT and |η| bins.
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The photon definition of the tt¯γ event selection is replaced by that for hadron fakes and
applied on data in order to estimate the expected pT spectrum of hadron fakes. This fake
selection yields 17 events in the e+jets channel and 26 events in the µ+jets channel.
The selected hadron fakes from the e+jets and the µ+jets channel are merged and an
exponential function fw(pT) is fitted to the pT spectrum (see Fig. 45). The fit is taken as
estimator for the actual pT spectrum.
The contributions wi of the isolation templates from pT bin i are calculated by
wi =
∫ biup
bi
low
fw(pT)dpT∫∞
0
fw(pT)dpT
where bilow (b
i
up) is the lower (upper) limit of bin i.
The isolation templates from the four |η| bins are weighted according to the fraction of
events selected within 0.0 ≤ |η| < 1.81 and |η| > 1.81 respectively (see right plot in Fig.
45). Hence, the weights for |η| bins 1 . . . 3 are all equal (w1...3 = 0.86/3) while the weight
for |η| > 1.81 reads w4 = 0.14.
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Figure 45: Distribution of transverse momenta (left plot) and pseudo-rapidities (right plot) of
hadron fakes. The comparison between data and the MC@NLO tt¯ sample is also shown, once
using the reconstructed hadron fakes and once using the truth information if the photon had been
radiated from hadronic decays. Data and MC expectations are in good agreement; the congruence
of the shapes of truth hadron fakes and reconstructed hadron fakes indicates that the hadron fake
definition established in Sec. 11.1 is suitable.
The final photon isolation templates for prompt photons and for hadron fakes are depicted
in Fig. 46.
11.4 Estimation of Prompt Photon Background Contributions
This section describes the methods to determine the background sources of prompt photons.
The contributions from electron misidentified as photons, W+jets and multijet (QCD)
backgrounds are estimated from data, all other contributions have to be extracted from
MC simulation.
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11.4.1 Background from Electrons Mis-identified as Photons
Since electrons and photons start with the same reconstruction algorithm by finding clus-
ters in the LAr EM calorimeter, electrons might be mis-identified as photons when their
tracks could only be reconstructed poorly or not be found by the reconstruction algorithm.
Besides, physical processes such as bremsstrahlung and photon conversion can cause diffi-
culties to differentiate between the two objects [141].
The process Z → e+e− is a reliable indicator for electrons faking photons. Within the Z
boson mass window, the invariant mass calculated from two e/γ objects is dominated by
Z → e+e− decays. Therefore, detecting a photon that yields the Z boson mass together
with an electron can considered to be an electron mis-identified as a photon (e→ γ fake).
Principle of the Determination of the Photon Fake Rate The number of recon-
structed electron pairs in the Z boson mass window is given by
N(ee) = ǫ1ǫ2N(ee)true (146)
where ǫ1(2) is the efficiency of the first(second) electron to be reconstructed. Similarly, the
number of true ee events being reconstructed as an eγ event is
N(eγ) = ǫ3ρe→γN(ee)true (147)
with ǫ3 being the efficiency of the electron being reconstructed. ρe→γ is the e→ γ fake rate,
i.e. the probability that the sub-leading pT electron is mis-identified as a photon.
From (146) and (147), the e→ γ fake rate can be calculated by
ρe→γ =
ǫ1ǫ2
ǫ3
N(eγ)
N(ee)
. (148)
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N(ee) and N(eγ) can be extracted from data, for the determination of the efficiencies ǫ1...3,
a MC based truth matching method is used.
Event Selection The electron trigger is required and the corresponding trigger object
has to match the leading pT electron in order to suppress QCD di-jet events on the one hand
and keeping the sub-leading pT electron unbiased on the other hand. Secondly, Z → ee
events consisting of two reconstructed electrons should be as well selected as Z → eγ events
where there might exist only the triggered electron and one photon.
Events after the application of this event selection are most likely originating from Z → ee
decays, either with the Z boson mass reconstructed from two electrons or from one electron
and one photon. The event selection for the e → γ fake rate measurement considers both
cases:
 The electron trigger had been fired.
 The leading pT electron has to be tagged as tight electron and match the corresponding
trigger object. A transverse momentum pT of ≥ 25GeV is required in order to select
only electrons from the trigger plateau region.
 for selecting both Z → ee and Z → eγ events:
– There has to be a sub-leading pT electron with pT ≥ 15GeV which is tagged to
be tight or
– there has to be at least one good photon with pT ≥ 15GeV.
 Events where one electrons or photon had been reconstructed within the problematic
calorimeter region (LAr hardware failure, see Sec. 9.8) are removed.
Electron Efficiencies The electron efficiencies needed in Eq. (148) are calculated in
a η × pT matrix, considering 16 bins in pseudo-rapidity. Since the leading electron has a
higher pT threshold than the sub-leading one, the leading electron efficiency (ǫ1(η, pT)) is de-
termined in three pT bins (25GeV ≤ pT < 30GeV, 30GeV ≤ pT < 50GeV,
pT ≥ 50GeV), whereas the sub-leading electron efficiency ǫ2(η, pT) is measured in four
pT bins (15GeV ≤ pT < 20GeV, 20GeV ≤ pT < 30GeV, 30GeV ≤ pT < 50GeV,
pT ≥ 50GeV). A differentiation between ǫ1 and ǫ2 has to be made also due the fact that
the leading electron is biased by the trigger requirement and the second one is not. Since
the electron efficiencies are made available as a function of η and pT, a distinction between
η3 and η1 in (148) is not necessary, hence ǫ1 = ǫ3 = ǫ1(η, pT).
The efficiencies are obtained from the Z → ee MC samples (see Tab. 38). At least one
primary vertex with a minimum of five tracks associated to it is required. The electron
trigger has to be fired. The truth phase space of the MC simulation is restricted to the
acceptance of the electron definition by requiring |ηtruth(e)| < 2.47 and excluding 1.37 <
|ηtruth(e)| < 1.52 and restricting the truth electron momenta to ptruthT (e1) ≥ 25GeV and
ptruthT (e2) ≥ 15GeV respectively.
The two truth electrons from the Z → ee decay are checked if they are reconstructed within
a cone of ∆R < 0.15. The reconstructed electron with the higher transverse momentum has
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to match the truth electron with the higher momentum, the same holds for the sub-leading
pT electron.
If the truth electron is reconstructed and the reconstructed electron fulfils all object defini-
tions, it is weighted by its corresponding trigger, reconstruction an identification efficiency
scale factors (SFtrig, SFreco, SFID). The sub-leading electron is not biased by the trigger effi-
ciency and is therefore only weighted by its corresponding reconstruction and identification
scale factors.
Fig. 47 shows the result of the electron efficiency measurement for the leading pT and the
sub-leading pT electron.
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Figure 47: Electron efficiencies obtained from MC simulation for the leading pT (left) and the
sub-leading pT electron (right).
Fake Rate Estimation from MC Simulation The amount of e → γ fakes entering
the tt¯γ cross section measurement originates mainly from di-leptonic tt¯ decays (see Sec.
11.4.4). This number is obtained from the truth electron information of the tt¯ MC sample
and has to be scaled to the corresponding expectation for data. In order to provide fake
rate SFs, a fake rate estimation has to be performed both in Z → ee MC simulation and
in data. The fake rate is evaluated for an invariant mass window of 70 ≤Minv ≤ 120GeV.
The overall MC fake rate is defined as
ρMCe→γ =
NMC(eγ)
N truthMC (ee)
whereN truthMC (ee) is the number of all MC events fulfilling the truth phase space requirements.
The sub-leading truth electron is tested on reconstructed, selected photons: If the photon
is situated within a cone of ∆R < 0.15 around the truth electron, the event is considered
for the calculation of NMC(eγ).
The overall e→ γ fake rate estimated from MC simulation yields
ρMCe→γ = (6.70± 0.02)% .
Fake Rate Estimation from Data For the e→ γ fake rate estimation from data, two
invariant mass spectra between 70GeV and 120GeV are created: One from the leading
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and sub-leading tight electron and the other one from the leading electron and the leading
photon, if that photon has been identified as a good photon. The number of Z → ee events
(N(ee)) is estimated from the first spectrum, the number of Z → eγfake events (N(eγfake))
from the second one.
A combined fit is performed on the two invariant mass spectra in order to obtain the
overall number of events in the mass window together with the amount of background,
which mainly consists of QCD di-jet events. The combined fit fcomb. is defined as the
sum of a signal function fSig. and an exponential background function fBG. The signal
function is the convolution of a Crystal Ball (CB) and a Voigtian distribution (VG)19
(fSig. = fCB ⊗ fVG). The combined fit has 9 free parameters: 2 from fBG, 2 from fBW, 4
from fCB and 1 normalization factor for fSig.. After fitting to data, N(ee) and N(eγfake) are
obtained by calculating the integral
∫
fSig.(Minv) dMinv. The integral error is taken from the
combined fit in order to take into account the full covariance matrix for the fit uncertainty.
Since the electron efficiencies ǫ1...3 are strongly depending on electron η and pT (see Fig.
47), the factorization of the fake rate prescription (148) using constant efficiencies is not
applicable directly. For that reason, the invariant mass histograms are filled by weighting
each entry with the corresponding inverse efficiency:
Ntrue(ee) =
1
ǫ1ǫ2
∑
i
ni(Minv, η1,2, pT,1,2) → N ′true(ee) =
∑
i
ni(Minv, η1,2, pT,1,2)
ǫ1(η1, pT,1)ǫ2(η2, pT,2)
,
Ntrue(eγfake) =
1
ǫ3
∑
i
ni(Minv, η1, pT,1) → N ′true(eγ) =
∑
i
ni(Minv, η1, pT,1)
ǫ1(η1, pT,1)
.
With this event weighting, the overall e→ γ fake rate ρDatae→γ directly reads
ρDatae→γ =
N ′true(eγfake)
N ′true(ee)
. (149)
The integrals of the fits yield N ′(ee) = 903, 000 ± 2, 000 and N ′(eγ) = 48, 700 ± 500
respectively. The result for the estimated e→ γ fake rate from data is
ρData = (5.40± 0.06)% .
There is a large discrepancy between the results for the overall fake rates obtained from
data and MC. One reason is that it is not possible to restrict the true phase space of
the MC Z → ee sample in such a way that it matches the detector acceptance perfectly.
Secondly, the truth matching method for obtaining the MC fake rate completely neglects
the possibility that also jet→electron fakes from Z → j1j2 are measured in data.
The origins of the considered systematic uncertainties and the methods of their determina-
tion are described in the next section. Fig. 48 shows the weighted invariant mass spectra
and the results of the combined fits.
Dependency on Photon Pseudo-Rapidity and Momentum In order to improve the
precision of the correction of the e→ γ fake rate from MC simulation to data, the fake rates
19A Voigtian distribution is the convolution of a Gaussian and a Breit-Wigner distribution.
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Figure 48: Invariant mass distributions of ee and eγfake events from data together with their
combined fits (fcomb.). The exponential background of the fits is depicted by the dashed lines.
have been determined in two bins of photon pT and three bins of photon pseudo-rapidity
|ηS2|.
The comparison between data and MC prediction for the fake rate is shown in Fig. 49.
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Figure 49: Comparison of the e→ γ fake rate in 2× 3 bins in photon pT and |ηS2|.
Discussion of Systematic Uncertainties Three possible systematic effects have been
investigated for the determination of the e→ γ fake rate: The impact of the fit uncertainties
(fcomb.), pile-up effects and uncertainties from the estimation of the electron efficiencies.
The fit uncertainties of fcomb. are in the range from 1.3% to 4.3%.
The impact of pileup on the fake rate is studied by comparing three invariant mass spectra
for N ′(ee) and N ′(eγ) in three bins of number of primary NPV vertices (0 ≤ NPV < 3,
3 ≤ NPV ≤ 4, NPV ≥ 5). The fake rates ρipileup (i = 1 . . . 3) are obtained again from the
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integrals of combined fits fcomb.. A constant fit is performed on the ρ
i
pileup to obtain the
weighted average.
Fig. 50 shows the result for the ρipileup, indicating that the uncertainties due to pile-up
effects are in the same order as the statistical uncertainties of ρDatae→γ . Furthermore, no
systematic behavior depending on the number of primary vertices can be observed. Hence,
an additional uncertainty due to pile-up effects is not included.
For the determination of the uncertainties of the electron efficiencies ǫ1...3, the electron
efficiencies have been recalculated by varying the reconstruction, trigger and ID scale factors
up and down by one standard deviation of their corresponding uncertainties. This alters
the electron efficiencies in each bin in pT and η independently. The weighted average of
the relative deviations in all bins has been evaluated, weighting the summands with the
corresponding relative bin content. This yields a relative uncertainty of 3.5% for the leading
pT electron efficiency and 2.8% for the sub-leading electron. Regarding
ǫ1ǫ2
ǫ3
in Eq. (148)
and assuming ǫ1 = ǫ3, the overall uncertainty of the electron efficiencies reads 5.7%.
The statistical uncertainties of the electron efficiencies are considered to be a systematic
effect either. The overall statistical uncertainty has been determined the same way as the
systematic uncertainties of the scale factors and read 1.5% for the leading and 2.5% for
the sub-leading electron. The overall statistical uncertainty is 3.3%.
The statistical uncertainties due to the combined fit to the invariant mass spectra are
already included in Fig. 49. All considered uncertainties are broken down in Tab. 10.
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Figure 50: Result for the e→ γ fake rate measured in three bins of number of primary vertices.
The black dashed line depicts the nominal fake rate ρDatae→γ , the red dotted line the average fake rate
of the three bins of number of primary vertices. The red shaded area represents the fit uncertainty
of the pile-up average, the other dashed area depicts the fit uncertainty of the overall ρDatae→γ .
Derivation of Fake Rate Scale Factors As already mentioned in the beginning of
the section, the expected yield of electrons mis-identified as photons in MC simulations for
various processes has to be extrapolated to the corresponding expectation in data. With
the results shown in Fig. 49, e→ γ fake rate scale factors can be derived by
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Description rel. uncertainty
electron trigger, ID and reconstruction SFs 5.7%
stat. uncertainty of electron efficiency measurement 3.3%
fit uncertainty 1.3% - 4.3%
Table 10: Breakdown of systematic uncertainties taken into account for the e→ γ fake rate scale
factors.
SFe→γfake(pT, |η|) =
ρDatae→γ (pT, |η|)
ρMCe→γ(pT, |η|)
. (150)
These scale factors will be applied later on events in the MC samples where an electron is
produced in the hard process but is reconstructed as a photon. The scale factors derived
from the e→ γ fake rate measurement in two bins in photon pT and three bins in photon
|ηS2| are shown in Fig. 51.
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Figure 51: Scale factors derived from the e → γ fake rate measurement, split in two bins in
photon pT and three bins in photon |ηS2|. The error bars include all uncertainties. The horizontal,
dashed line marks the equality of ρData and ρMC.
11.4.2 W+Jets+γ Background
The estimation of the W+jets contribution to the prompt photon background is estimated
from data. For this purpose, a control region (CR) orthogonal to the tt¯γ event selection
is defined. The W+jets+γ selection is the same as the standard event selection described
in Sec. 9.9, but requires at least two jets but less than four jets with pT > 25GeV and
|η| < 2.5 instead. Additionally, a veto on the existence of b-tagged jets is applied in order to
reduce contributions from top quark production. The sample obtained from this modified
event selection is enriched with events from W+jets production. Remaining contributions
of tt¯ and tt¯γ events in the CR are estimated from MC simulation, the number of selected
events in the CR is given in Tab. 11.
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e+jets channel µ+jets channel
NCRW+jets+γ 1252 ± 35 2174 ± 47
1-jet bin 813± 29 1551 ± 40
2-jet bin 318± 18 488± 22
3-jet bin 121± 12 135± 12
tt¯ leakage 20.5 ± 0.4± 2.4 40.5 ± 0.6± 3.7
tt¯γ leakage 8.1± 0.2± 0.8 14.5 ± 0.2± 1.4
N exp,CRW+jets+γ 1223 ± 35± 3 2119 ± 47± 4
NCRW+jets+γ,MC [10
−2] 52.2 ± 0.7± 8.8 130 ± 1± 21
NSRW+jets+γ,MC [10
−2] 0.21± 0.03 ± 0.05 0.35 ± 0.04 ± 0.08
rMC [10
−3] 4.1± 0.5± 1.2 2.7± 0.3± 0.8
fγ 0.70 ± 0.06 0.73 ± 0.05
Nexp,SRW+jets+γ 3.5± 0.6± 1.0 4.2± 0.5± 1.2
Table 11: Event yields of theW+jets+γ background estimation and extrapolation factor rMC for
the e+jets and µ+jets channel. The uncertainty of the final expectation N exp,SRW+jets+γ is dominated
by the uncertainty of rMC, originating from Berends-Giele scaling. The overall number N
CR
W+jets+γ
obtained for all jet multiplicities is additionally split into different jet bins (cf. Fig. 52).
The yield of W+jets events that exhibit a photon is extrapolated to the expectation in the
signal region (SR) using dedicated W+jets+γ MC samples by multiplying the data yield
in the CR with the ratio rMC of expected W+jets+γ yield in the SR over the yield in the
CR:
rMC =
NSRW+jets+γ,MC
NCRW+jets+γ,MC
. (151)
Hence, the expected amount of W+jets+γ in the SR is then given by
NSRW+jets+γ = N
CR
W+jets+γ · rMC . (152)
The results for the event yields in the CR and rMC for the e+jets and µ+jets channel are
broken up in Tab. 11.
NSRW+jets+γ still contains both prompt photon and hadron fake candidates. Since hadron
fakes are already fully covered by the hadron fake template (Sec. 11.3.3), the amount of
prompt photons in NSRW+jets+γ is calculated by performing a template fit on the isolation
distribution of selected W+jets+γ from data in the CR. The fraction fγ of prompt photons
estimated from the template fit is additionally multiplied on NSRW+jets+γ in order to obtain
the fraction of W+jets+γ events in the SR that contain only prompt photons.
Since the event selection in the CR considers three or less jets, whereas the event selection
in the SR requires at least four jets in contrast, the dependence of fγ on the jet multiplicity
has been investigated by performing the template fit for events containing exactly one,
two and three jets in the CR. Fig. 52 indicates that there is no dependence on the jet
multiplicity, hence fγ is assumed to be able to be used to estimate the fraction of prompt
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photons in the SR (≥ 4 jets). Fig. 53 shows the result of the template fit for obtaining fγ
in the CR for all jet multiplicities together.
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Figure 52: Fraction of prompt photons fγ obtained from template fits in the CR for events
containing one, two and three jets. No dependence on the jet multiplicity can be observed.
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Figure 53: Template fit of W+jets+γ in the CR for obtaining fγ for the e+jets channel (left
plot) and the µ+jets channel (right plot).
The final results for the data-driven W+jets+γ background estimation are given in Tab.
11. The main source of uncertainties affecting the W+jets+γ background estimation is
the Berends-Giele scaling which translates to the estimation of the scale factor rMC of
expected W+jets+γ events from the CR to the SR. Other uncertainties considered for rMC
are the uncertainties of the tt¯ and tt¯γ simulation as described in Sec. 10.7 and 12.3.7; the
uncertainty on the tt¯γ additionally includes the uncertainty on the k-factor as described
in Sec. 12.3.8. The uncertainties of the estimation of the leakage of events from other
processes than W+jets+γ into the CR have a minor effect, as well as the fit uncertainty of
the estimation of the fraction of prompt photons fγ .
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11.4.3 Multijet Background (QCD+γ)
Multijet events may mimic an isolated lepton when a lepton from hadronic decays is radiated
outside the jet cone and thus fulfils the isolation criterion. Such events may also exhibit a
prompt photon and hence survive the full tt¯γ event selection.
The multijet background is derived from a matrix method in the e+jets and in the µ+jets
channel. The result of this estimation is provided centrally in the ATLAS top quark physics
working group [142]. The amount of multijet events containing (prompt) photons is applied
on top of that official multijet estimation.
Matrix Method The matrix method is based on the hypothesis that in a dedicated con-
trol region enhanced by multijet events all tight leptons are fakes. The fraction
ǫfake = N
tight
fake /N
loose
fake of loose leptons in the CR that also pass the tight lepton criteria is
assumed to be the same in the SR. The according efficiency ǫreal = N
tight
real /N
loose
real for a real
loose lepton to be identified also as a tight lepton is measured from Z → ℓ+ℓ− decays in
data and from W+jets MC simulation.
The overall number of loose leptons in the SR can be written as
N loose = N loosereal +N
loose
fake (153)
and for tight leptons
N tight = N tightreal +N
tight
fake = ǫrealN
loose
real + ǫfakeN
loose
fake (154)
respectively. With these definitions, the amount of multijet events in the SR that exhibit
a tight lepton can be written as
N tightfake =
ǫfake
ǫreal − ǫfake (Nlooseǫreal −Ntight) . (155)
Nloose and Ntight are estimated from data in the SR by applying once the standard (tight)
lepton definition and once the loose lepton definition instead of the standard definition.
The loose electron is defined as a medium electron (see Sec. 7.1.1) with a loosened restriction
of Econe20T < 6GeV (instead of E
cone20
T < 3.5GeV) on the calorimeter isolation. Additionally,
the standard /ET definition is replaced by that considering medium electrons since this
definition is also used in the CR to determine ǫfake. The medium /ET in the loose selection
is required to be 5GeV < /ET < 20GeV.
For the µ+jets channel, the loose muon is defined by removing the pcone30T and E
cone30
T
isolation requirements. The /ET definition is not modified. The requirement of /ET > 20GeV
is removed and replaced by an inverted requirement on the transverse W mass MT(W ) <
20GeV. The triangular cut MT(W ) + /ET is inverted and required to be MT(W ) + /ET <
60GeV.
QCD+γ Estimation In order to estimate the fraction f allγ of multijet events exhibiting
an additional photon w.r.t. to multijet events without requiring a photon, the event selec-
tion in the CR is performed once with and once without the requirement having at least one
selected photon. The fraction of number of events with over the number of events without
a photon f allγ = NQCD+γ/NQCD is then extrapolated to the SR.
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The leakage of events from processes other than QCD multijet production is estimated from
MC simulations and subtracted from NQCD and NQCD+γ respectively. The leakage has been
estimated for tt¯, tt¯γ, W+jets and Z+jets samples. The several contributions of leakages
are applied the uncertainties described in Sec. 10.7; in particular, the uncertainty due to
Berends-Giele scaling for Z+jets and W+jets processes; the expected amount of tt¯ and
tt¯γ events are subject to the uncertainties of MC modeling as described in Sec. 12.3.7. In
addition, the amount of t¯tγ leakage is applied the uncertainty of the k-factor (Sec. 12.3.8).
All relevant numbers for the calculation of f allγ are broken down in Tab. 12.
e+jets channel µ+jets channel
before photon after photon before photon after photon
NallQCD(+γ) 62300± 250 172± 13 107500± 300 109± 10
Z+jets leakage 1390± 200± 210 38± 2± 6 430± 65± 70 10± 1± 2
W+jets leakage 1920± 290± 300 3± 1± 1 550± 85± 90 1± 1± 1
tt¯ leakage 1020± 180± 120 9± 1± 1 710± 120± 65 9± 1± 1
tt¯γ leakage 20± 3± 3 6± 1± 1 13± 2± 2 4± 1± 1
NQCD(+γ) 57900± 460± 390 116± 22± 6 105800± 370± 130 84± 19± 2
f allγ = (2.01± 0.37± 0.11) · 10−3 f allγ = (0.79± 0.18± 0.02) · 10−4
Table 12: Estimation of the fraction of prompt photons fallγ in the multijet control region shown
together will all relevant event yields/leakages.
A template fit to the selected multijet events with an additional photon in the CR is
performed in order to find the fraction fpromptγ of prompt photons. Hence, the final fraction
of prompt photons fγ in the CR is given by fγ = f
all
γ · fpromptγ .
Fig. 54 shows the result of the template fit for obtaining fpromptγ for the e+jets and µ+jets
channel.
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Figure 54: Template fit in the CR for obtaining fpromptγ for the e+jets channel (left plot) and
the µ+jets channel (right plot). Note that fpromptγ is calculated from NallQCD+γ , i.e. before the
subtraction of any leakage.
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The estimated number of multijet events in the SR and the fraction f allγ estimated from
the CR and the prompt photon fraction fpromptγ are listed in Tab. 13. An uncertainty of
100% on the multijet expectation (see Sec. 10.7) is applied on NSRQCD and yields 280± 280
in the e+jets channel and 500 ± 500 in the µ+jets channel. After the multiplication with
f allγ and f
prompt
γ , the final expectation N
SR
QCD+γ of multijet events with the production of
an additional prompt photon yields 0.39+0.40−0.39(stat.)± 0.39(syst.) in the e+jets channel and
0.24+0.25−0.24(stat.)± 0.24(syst.) in the µ+jets channel.
These are the final numbers for the QCD+γ background contribution that enter the tem-
plate fit (Sec. 11.5).
e+jets channel µ+jets channel
NSRQCD 280± 280 500± 500
f allγ [10
−4] 20.1± 3.7± 1.1 0.79± 0.18± 0.02
fpromptγ 0.70± 0.11 0.62± 0.12
NSRQCD+γ 0.39
+0.40
−0.39 ± 0.39 0.24
+0.25
−0.24 ± 0.24
Table 13: Multijet background yields in the SR for the e+jets and µ+jets channel. Note that
an uncertainty of 100% is applied on NSRQCD before the multiplication with f
all
γ and f
prompt
γ .
11.4.4 tt¯ Background
The outcome of the tt¯γ cross section measurement is directly proportional to the inverse of
the signal event selection efficiency which is completely determined by the WHIZARD tt¯γ
MC simulation.
Hence, remaining MC@NLO tt¯ events surviving the event selection after having removed
contributions that would fall into the signal phase space (see Sec. 10.4) are considered to
be background. There are two kinds of background events that have to be considered:
tt¯ Events Containing Real Photons Real photons in the remaining MC@NLO tt¯
events can have different origins and have to be treated in a different manner.
First, the reconstructed photon is tested if it is matched to a real truth photon within a
cone size of ∆η × ∆φ = 0.025 × 0.050 space20. Matched truth photons with a transverse
momentum of pT < 10GeV are not considered to be the real origin of the reconstructed
photon but are believed to be matched accidentally.
Photons with pT ≥ 10GeV are then further investigated and can either originate from the
hard process which includes bremsstrahlung, where a quark emits a photon before/during
parton showering. If the photon is found to be radiated within the hard process, the origin
of its corresponding truth photon is investigated and always found to be radiated from
either a truth lepton or a quark (bremsstrahlung).
Tab. 14 lists all contributions of remaining tt¯ photons together with their origins. The first
quoted uncertainty is the statistical uncertainty, the second one contains the uncertainties
of the MC@NLO tt¯ modeling as described in Sec. 12.3.7.
20The photon classification and matching is performed externally by the MCTruthClassifier tool [143].
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All tt¯ events that contain a real prompt photon but are simulated outside the signal phase
space defined by the invariant mass cuts of the WHIZARD tt¯γ signal MC sample and survive
the full event selection, are di-leptonic tt¯ events, where one lepton is correctly identified
and fulfils the corresponding lepton definitions, whereas the second lepton is not identified
but radiates a photon, which fulfils the photon definitions. In the case that the photon is
radiated from a close-by electron, the two objects cannot be distinguished experimentally
at all, hence such photons are treated as e→ γ fakes.
The second contribution is bremsstrahlung, where the photon is radiated from quarks before
hadronization. In this case, only semi-leptonic tt¯ events can pass the event selection and
are considered to be prompt photon contributions either.
The contributions from lepton radiation and bremsstrahlung sum up to the overall number
of photons with the requirement of ptruthT > 10GeV. As a consequence, the remaining
photons are hadron fakes and hence are omitted since hadron fakes are already fully covered
by the hadron fake template.
The remaining prompt photons enter the final template fit as prompt photon background
source; photons that have their origin from radiation from electrons are applied the corre-
sponding e→ γfake scale factor (see Sec. 11.4.1).
Photon source e+jets channel µ+jets channel
all events 2.82± 0.12± 0.33 3.94± 0.14± 0.36
events (ptruthT (γ) > 10GeV) 0.76± 0.06± 0.09 1.44± 0.09± 0.13
radiation from e 0.51± 0.05± 0.06 0.86± 0.07± 0.08
radiation from µ 0.16± 0.02± 0.02 0.37± 0.05± 0.03
radiation from τ 0.076± 0.024± 0.009 0.087± 0.025± 0.008
di-leptonic events 0.75± 0.06± 0.09 1.32± 0.09± 0.12
bremsstrahlung 0.015± 0.005± 0.002 0.13± 0.04± 0.01
Table 14: Contributions of remaining MC@NLO tt¯ events after the tt¯γ signal phase space overlap
removal, i.e. contributions that contain real prompt photons but are not covered by the signal
phase space definition. The numbers are shown for the e+jets and µ+jets channel. The first quoted
uncertainty is the statistical uncertainty, the second one represents the systematic uncertainty of
the MC@NLO tt¯ modeling as described in Sec. 12.3.7. The statistical uncertainties are taken
into account for the Gaussian prior of the template fit (see Sec. 11.5). Note that in this table,
the contribution of photons radiated from electrons has not yet been applied the corresponding
e→ γfake SF (cf. Tab. 15).
Electrons Mis-identified as Photons The major background contribution of MC@NLO
tt¯ events are those, where no real physical photon is produced, but physical electrons are
mis-identified and reconstructed as photons (e→ γfake background, see Sec. 11.4.1). Since
tt¯ events give rise to the largest selection efficiency w.r.t. the event preselection and the
cross section of tt¯ production without the additional radiation of a real, prompt photon is
≈ 50 times higher than the expected tt¯γ cross section, this kind of background makes up
the largest background contribution.
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In order to estimate the amount of tt¯ events that survive the full event selection due to
mis-identified electrons, truth prompt electrons from top quark decays (t → Wb → eνeb)
are inspected for surrounding, reconstructed photons that fulfil the good photon definition
established in Sec. 9.4. If the angular distance between the truth electron and the photon
is ∆R < 0.1, the event is applied the according e→ γfake scale factor (see Eq. (150)).
The contributions of electrons mis-identified as photons in tt¯ events are listed in Tab. 15
separately for the several top quark pair decay modes. Mostly di-leptonic tt¯ events give rise
to the e→ γfake background.
Decay mode e+jets channel µ+jets channel
semi-leptonic (e/µ+jets) 0.040± 0.011± 0.004 0.030± 0.013± 0.003
di-leptonic (e/µ) 6.3± 0.8± 0.5 8.8± 1.1± 0.7
di-leptonic (e, µ + τ) 0.38± 0.06± 0.03 0.61± 0.09± 0.05
Sum 6.7± 0.8± 0.5 9.4± 1.1± 0.7
radiation from e 0.45± 0.04± 0.05 0.76± 0.06± 0.07
Overall sum 7.17± 0.8± 0.5 10.2± 1.1± 0.7
Table 15: Contributions of MC@NLO tt¯ events where a truth electron has been mis-identified
as a photon, shown for the e+jets and µ+jets channel. Prompt photons radiated from electrons,
which are treated as e → γ fakes, have been multiplied with the corresponding e → γfake SF (cf.
Tab. 14). The first uncertainty quoted is the statistical one, the second uncertainty represents
the systematic uncertainty of the e → γ fake rate estimation (see Sec. 11.4.1). The statistical
uncertainties are taken into account for the Gaussian prior of the template fit (see Sec. 11.5).
11.4.5 Other Background Contributions Estimated from MC Simulation
The remaining non-tt¯ background contributions besides W+jets+γ and QCD+γ events
originate from Z+jets, di-boson and single top events. These contributions are estimated
completely from MC simulation since there is no way to determine them from data. The
expected yields of the remaining non-tt¯ background are listed in Tab. 16.
The first quoted uncertainty is the statistical one, the second uncertainty represents the
systematic uncertainty due to MC modeling; the MC uncertainties of the Z+jets+γ con-
tribution originate from Berends-Giele scaling, the uncertainties of the di-boson and single
top quark yields have been evaluated from theoretical calculations (see Sec. 10.7). The
statistical uncertainties are often dominant since only a few events survive the full tt¯γ
event selection. The reason is that the standard Z+jets MC samples are used instead of
a dedicated set of Z+jets+γ MC samples. The latter ones were not available when this
thesis was created.
Since the radiation of prompt photons as well as hadron fakes from jet fragmentation
is completely based on MC modeling (parton showering and hadronization software), a
template fit to derive the fraction of prompt photons cannot not be applied. Prompt photons
and hadron fakes are extracted by using MC truth information instead: photons with their
parent particles identified as hadrons are classified as hadron fakes whereas photons radiated
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Isolated photons e→ γ fakes
e channel µ channel e channel µ channel
Z+jets+γ 1.4± 1.1± 0.8 1.5± 1.1± 0.6 1.0± 0.6± 0.6 0± 0± 0
Di-boson 0.15+0.16
−0.15 ± 0.01 0.033± 0.019± 0.002 0.022± 0.013± 0.002 0± 0± 0
Single top 0.59± 0.18± 0.04 0.26 ± 0.13± 0.02 0.123± 0.071± 0.008 0.052 ± 0.037 ± 0.004
Sum 2.2 ± 1.1 ± 0.8 1.8 ± 1.1 ± 0.6 1.1 ± 0.6 ± 0.6 0.052 ± 0.037± 0.004
Table 16: Z+jets+γ, di-boson and single top background contributions estimated from MC
simulation. The first quoted uncertainty is the statistical one, the second uncertainty represents
the systematic uncertainty due to MC modeling. The statistical uncertainties are taken into
account for the Gaussian prior of the template fit (see Sec. 11.5). Note that the decay Z → µµ
and the decay of a W boson into two muons in single top processes do not give rise to e → γ
fakes, as expected.
from leptons, quarks or W/Z bosons are tagged as prompt photons. Hadron fakes that
are identified by this procedure are omitted since hadron fakes are already included by the
hadron fake template in the final template fit.
Fig. 55 shows the comparison of the distributions of photon track isolation between the
prompt photon and hadron fake templates derived from data on the one hand and the
photon isolation of the considered background events where the photons have been derived
from the MC classification of the HERWIG decay chain information on the other hand;
indicating that the photon models derived from data and from MC classification are in
agreement within their statistical uncertainties.
Furthermore, truth electrons, mainly those originating from W and Z decays, might be
reconstructed as photons. Hence, the photon is checked if it is located within a cone of
∆R < 0.15 around the truth electron. If the photon is inside that cone, it is treated as
an electron mis-identified as a photon, hence such contributions are multiplied with the
corresponding e→ γfake SF (see Sec. 11.4.1).
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Figure 55: Comparison of the prompt photon and hadron fake templates derived from data
and the isolation spectra of photons derived from the classification of prompt photons and hadron
fakes from the HERWIG decay chain information; depicted for the e+jets (left column) and µ+jets
channel (right column). The upper row shows the isolation distribution for Z+jets, the middle
row for di-boson and the lower row for single top quark contributions. The error bars represent
the statistical uncertainties.
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11.5 Result of the Template Fit
The final template fit for obtaining the number of tt¯γ signal events is performed using the
hadron fake template and prompt photon templates as described in Sec. 11.3.2 and Sec.
11.3.3. The maximum likelihood of the fit is calculated for the e+jets and the µ+jets channel
together; the result of the expected tt¯γ signal already takes into account the estimated event
selection efficiencies (see Sec. 10.8.1), yielding one common number of expected signal
events for both channels. The event selection efficiency enters the template fit as a bare
number devoid of any uncertainty21.
Gaussian prior probabilities are assigned to the various prompt photon background sources
according to their expectation (see Tab. 17), the width of the Gaussian prior is assigned the
statistical uncertainty of the respective background contribution. The signal expectation
and the hadron fake background are applied constant priors since there is no a priori
estimation of these contributions; moreover, in case of the tt¯γ signal, the fit result should
not be biased by any expectation or dedicated prior.
The prompt photon background contributions are grouped into classes of backgrounds; the
yields of the di-boson, single top and Z+jets+γ contributions are combined in one number
for the non-tt¯ background, the amount of events where electrons have been mis-identified
as photons (e → γ fakes) are composed from the according contributions of tt¯, di-boson,
single top and Z+jets+γ processes.
start value fit result
Contribution Prior type e+jets channel µ+jets channel e+jets channel µ+jets channel
Signal (tt¯γ) constant common fit parameter 1910± 510
Hadron fakes constant — — 20± 6 26± 7
tt¯ Gaussian 0.25± 0.03 0.59± 0.07 0.25± 0.03 0.59± 0.07
W+jets+γ Gaussian 3.6± 0.6 4.3± 0.5 3.5± 0.6 4.2± 0.5
e→ γ fakes Gaussian 8.2± 0.6 10.25± 0.04 8.2± 0.6 10.25± 0.04
Multijet BG Gaussian 0.39+0.40
−0.39 0.24
+0.25
−0.24 0.38
+0.40
−0.38 0.25± 0.25
other non-tt¯ BG Gaussian 2.16± 1.15 1.79± 1.13 2.09± 1.13 1.84± 1.12
Table 17: Relevant processes that are added to the template fit. The assigned prior type and
the initial values taken from the various background contributions are shown either. Note that
only the statistical uncertainties of the background expectations are quoted. The fit result of the
tt¯γ signal already takes into account the event selection efficiency.
Fig. 56 shows the result of the final template fit for the e+jets (left) and the µ+jets channel
(right). The template fit is performed simultaneously in both channels (cf. Eq. 145),
the distribution of expected events is shown before the application of the event selection
efficiencies.
After marginalization, the expectation value of signal events Nexp(tt¯γ) of the combined fit
after the application of the event selection efficiencies reads
Nexp(tt¯γ) = 1880± 510
21Systematic uncertainties that affect the event selection efficiency are investigated in Sec. 12.
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where the statistical uncertainties are symmetrized (σ =
√
V ). Looking at the 68% central
confidence interval around the expectation value, the result is N68%exp (tt¯γ) = 1870
+520
−490. The
marginalized distribution and the 68% confidence interval are shown in Fig. 57.
The result translates to a cross section of
σtt¯γ × BR = [1.84± 0.49(stat.)] pb (156)
for an integrated luminosity of 1.04 fb−1. The overall background is estimated to NBG =
78.3 ± 9.8(stat.) in the e+jets and the µ+jets channel together, the prompt photon back-
ground (including electrons mis-identified as photons) yields 31.6± 1.9(stat.).
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Figure 56: Result of the final template fit for the e+jets (left) and the µ+jets channel (right).
The template fit is performed simultaneously in both channels. The number of entries in the
histograms is given before the application of the event selection efficiencies.
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Figure 57: Marginalized distribution of expected number of tt¯γ candidates after the application
of the event selection efficiencies (i.e. before event selection/detector acceptance) obtained from
the combined template fit.
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12 Systematic Uncertainties
The systematic uncertainties that affect the measurement of the tt¯γ cross section mea-
surement are basically the same as for any standard tt¯ cross section measurement, plus
additional uncertainties that are related to photon reconstruction and identification. Be-
sides, there are systematic uncertainties that affect the method of the measurement, such
as the modeling of the prompt photon and hadron fake templates and the estimation of the
various prompt photon background contributions.
Considering the standard tt¯ uncertainties, there are two kinds of them: Some alter the
event yield of the event selection due to shifts of the lepton or jet energy or the acceptance
of objects (like the treatment of the LAr calorimeter hardware failure or jet reconstruction
efficiency); others merely modify the event weight of the unaltered event selection, such as
object scale factors (see Sec. 10.6.2).
This section describes all considered systematic uncertainties and the method of their de-
termination as well as the method for obtaining the final systematic uncertainty of the tt¯γ
cross section measurement.
12.1 Method
The impact of the systematic uncertainties is analyzed separately for each one, i.e. only
one systematic uncertainty is considered at the same time, shifting its expectation up and
down by one standard deviation σsyst., where σsyst. is defined as the expected effect of the
uncertainty.
In principle, the cross section measurement could then be just redone on data with the
modified event selection efficiency, background estimations and templates, resulting in one
altered cross section result.
Since the data events are subject to statistical fluctuations (Poissonian distribution), the
effect of the systematic uncertainty might be strongly biased by the underlying statistical
fluctuations.
Hence for each systematic uncertainty, 3000 template fits are performed using pseudo data
derived from MC expectations (see Sec. 12.2), each one with each bin of the pseudo data
histograms fluctuated according to the Poissonian uncertainty in that bin. This procedure
yields a distribution of expected number of signal events Nexp with its maximum at the
most likely isolation distribution in pseudo data. The mean of the Nexp distribution is
assumed to be the most likely effect of the considered systematic uncertainty.
The same procedure (3000 pseudo experiments) is performed with no systematic uncertainty
applied. The relative difference of the mean of that distribution of expected signal events
N¯0exp and the pseudo experiment ensemble with systematic uncertainty considered (N¯exp) is
then taken as systematic uncertainty of the cross section measurement:
σsyst. =
N¯exp − N¯0exp
N¯0exp
. (157)
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12.2 Pseudo Data
In order to avoid any statistical bias, pseudo data is created from MC expectations, since the
number of data events surviving the tt¯γ event selection is a fixed outcome of the experiment
and hence may not be altered anymore. Besides, most of the systematic uncertainties are
only applicable for MC simulations and cannot be applied on data directly. Hence, a MC
based expectation of the measured photon isolation shapes (pseudo data) is evaluated.
The pseudo data contains
 the tt¯γ signal expectation,
 all prompt photon background estimations,
 the expected amount of hadron fakes in each channel
and is created for the e+jets and the µ+jets channel separately.
The prompt photon background contributions have been estimated in Sec. 11.4.2 to Sec.
11.4.5. For each background source, the prompt photon template is scaled with the expected
background yield and added to the pseudo data.
The expected amount of hadron fakes per channel has to be taken from the template fit
performed in Sec. 11.5 because there is no other possible way for estimation. The template
fit yields a hadron fake contribution of 20±6 events in the e+jets channel and 26±7 events
in the µ+jets channel. The hadron fake template is normalized to these numbers and added
to the pseudo data either.
Fig. 58 shows the generated pseudo data for the electron and the muon channel together
with real data for comparison and indicates that both pseudo data and measured data are
in good agreement.
Fig. 59 shows examplarily the result of 3000 pseudo experiments with the jet energy scale
uncertainty and the uncertainty on the b-tagging performance applied. The complete set
of these plots for all considered systematic uncertainties is provided in Sec. C.
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Figure 58: Pseudo data generated for the electron channel (left) and the muon channel (right).
The error bars of pseudo data are the expected statistical uncertainties for the given number of
expected events. The real data including its statistical uncertainty is shown for comparison. The
expectation of pseudo data and real data are in good agreement.
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Figure 59: Distribution of the expected number of signal events Nexp for 3000 pseudo exper-
iments, shown for the two largest systematic uncertainties: the impact of the jet energy scale
uncertainty (JES) is shown in the upper pane, the uncertainty of the b-tagging performance in
the lower pane respectively.
12.3 Sources of Systematic Uncertainties
12.3.1 Jet Modeling
The JES systematic uncertainty is determined using a combination of a data-driven analysis
and the systematic variations of MC simulations [85].
The sources of contributions to the EM+JES systematic uncertainties are:
Method of JES Calibration After the nominal inclusive jet Monte Carlo simulation
sample is calibrated, the jet energy and pT response still shows slight deviations from unity
at low pT (non-closure).
Any deviation from unity (non-closure) in transverse momentum and energy response after
the application of the JES to the nominal Monte Carlo sample implies that the kinematics
of the calibrated calorimeter jet are not restored to that of the corresponding particle jets.
This is mostly due to the following reasons:
 There is an underlying assumption that every constituent needs the same average
compensation when deriving the calibration constants;
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 The same correction factor for energy and transverse momentum is used. In the case
of a non-zero jet mass that does not reflect the truth jet mass; restoring only the jet
energy and pseudo-rapidity will lead to a bias in the pT calibration.
Calorimeter Response The uncertainty of the calorimeter response to jets can be ob-
tained from the response uncertainty of the individual particles constituting the jet using
truth information:
 the single hadron energy measured in a cone around an isolated track with respect to
the track momentum (E/p) in the momentum range from 0.5 < p < 20GeV,
 the initial pion response measurements performed in the 2004 combined ATLAS test-
beam, where a full slice of the ATLAS detector has been exposed to pion beams with
momenta between 20 and 350GeV.
Uncertainties for charged hadrons are estimated from these measurements. Additional
uncertainties accounted for include:
 effects related to the calorimeter acceptance,
 uncertainties related to particles with large momenta of p > 400GeV,
 baseline absolute electromagnetic scale for the hadronic and electromagnetic calorime-
ters for particles not measured in-situ,
 uncertainties connected to neutral hadrons.
At high transverse momentum, the dominating contribution to the calorimeter response
uncertainties is due to larger momenta particles.
Detector Simulation Topoclusters are constructed based on the signal-to-noise ratio of
calorimeter cells. Discrepancies between the simulated noise and the real noise in data can
lead to differences in the cluster shapes and to the presence of fake clusters, which affect
the jet reconstruction. For data, the noise can change over time, while the noise RMS used
in the simulation are fixed at the time of the production of the simulated data hence MC
simulation does not reflect the noise in data.
Physics Modeling The contributions to the JES uncertainty from the modeling of the
fragmentation and underlying event and other parameters of the Monte Carlo event genera-
tor are obtained using different Monte Carlo samples, fragmentation algorithms and tuning
of parameters that control parton showering.
Pseudo-Rapidity Extrapolation The JES uncertainty determined in the central detec-
tor is extrapolated to the forward regions by exploiting the transverse momentum balance
of a central and a forward jet in events with di-jet topologies. In such events, the responses
of the forward jets are measured relative to those of the central jets.
Fig. 60 shows the summary of the considered JES uncertainties estimated for the central
and the end-cap detector region.
The resolution of the measured jet energy (JER) was measured from 2010 data [144].
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Figure 60: Summary plots of JES uncertainties for the central (left) and the end-cap detector
region (right) [85].
12.3.2 b-Tagging Performance
The prelT spectrum of muons from b-jet decays (see Sec. 7.3.5) is estimated from template
fits considering different flavor compositions. These templates have an intrinsic statistical
uncertainty and have been varied taking into account the following effects [91]:
 the difference of the direction of the B hadron in η − φ space between data and MC
simulation,
 contamination of the light flavor control sample with b-jets,
 the modeling of b and c quark production,
 the modeling of B hadron decays and b quark fragmentation with PYTHIA,
 the difference of muon pT spectra between data and MC simulation,
 artificial suppression of fake muons w.r.t. muons from B decays due to a pT cut on
muons at generator level,
 b-tag efficiency scale factors,
 pileup effects.
The overall b-tagging uncertainties are at the order of 13% and slightly depend on the jet
pT.
12.3.3 /ET Uncertainties
As described in Sec. 7.5, the /ET is calculated from all reconstructed physical objects and
additional energy deposited in cluster cells that do not belong to objects (cell-out term).
Since the measured energy of all reconstructed objects are subject to systematic uncertain-
ties, their energy variation will have an impact on the value of /ET as well as the uncertainty
of measured energy of the cell-out contribution.
The systematic uncertainties in the cell-out term have been estimated using dedicated
MC samples and from topocluster energy scale uncertainties [97]. The main sources are
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discrepancies in the imperfect knowledge of the distribution of material in the detector,
the choice of the parton shower model and the modeling of the underlying event. The
topocluster method yields the largest uncertainty of ≈ 13%.
The same two methods have been used to estimate the systematic uncertainties of the
soft-jet term in /ET, yielding an uncertainty of 10.5%.
The effect of pile-up is taken into account by an uncertainty of 10% and is applied on the
cell-out and soft jet term.
12.3.4 Electron, Photon and Muon Performance
The discrepancy of trigger, ID and reconstruction efficiencies between data and MC sim-
ulation for electrons and muons is corrected by scale factors (see Sec. 10.6.1). The SFs
have systematic uncertainties at the order of 3% (0.5%, 1%) for the identification (trigger,
reconstruction) performance respectively, depending on the pseudo-rapidity and transverse
energy of the electron [136].
The muon reconstruction (trigger) SFs have uncertainties of 0.3% (0.6 . . . 18%) respectively.
The uncertainty on the muon identification SF is assumed to be negligibly small.
Energy Resolution The finite energy resolution in the EMC is translated to electron
and photons in MC simulations by smearing their nominal energy by a random value taken
from a Gaussian distribution with its width assigned the energy resolution of the detector.
The energy resolution of combined muons depends on both the energy resolution in the MS
as well as in the ID. Hence, the effect of smearing the measured energy of muons in the
MS and in the ID is translated to the transverse momenta reconstructed in the MS, the ID
and combined muons. The maximum relative uncertainty of all combinations is taken as
systematic uncertainty.
Energy Rescaling The scaling of the energies of electrons and photons is rescaled as
described in Sec. 9.5. The systematic uncertainties of the energy rescaling are in the range
from −1.5% to 2%.
12.3.5 LAr Hardware Failure
The decision whether to reject an MC event or not due to the emulation of the LAr hardware
failure considers jets situated near the regions of the EMC where six of FEBs failed after
a technical stop and depends on a pT threshold (see Eq. (135) in Sec. 9.8). This threshold
is varied by ±4GeV, giving rise to a different rejection of jets and hence different event
yields.
12.3.6 PDF Uncertainty
The generation of simulated events strongly depends on the momenta of the incoming
particles. The distribution of these momenta is determined by the choice of the PDF (see
Sec. 2.2.1).
The distribution of the momenta of the two colliding particles depends on the intrinsic
uncertainties of the measurement of one specific PDF (intra-PDF uncertainty) and on
132 12.3 Sources of Systematic Uncertainties
the choice of the PDF (intra-PDF uncertainty), since PDF sets are provided by different
research groups, using the experimental results of different experiments.
For the evaluation of the systematic uncertainties of the tt¯γ cross section measurement that
emerge from PDF uncertainties, three different sets of PDF are considered:
1. CT10: This PDF set is measured and extrapolated at the NLO level [145]. It contains
one nominal PDF set and 52 eigenvector sets. The strong coupling constant αs(MZ)
is varied in the range from 0.116 to 0.120 and from 0.112 to 0.127.
2. MSTW2008nlo68cl: This PDF set is extrapolated at the NLO level and contains
42 error PDF sets at the 68% confidence level [33] [146].
3. NNPDF20 100: This error set contains 100 error PDF sets [147].
For each event, a new probability weight (PDF weight wPDF) is calculated from the original
momentum fractions of the incoming partons f0(x1, Q
2) and f0(x2, Q
2) and the according
fractions calculated from the new PDF set f1(x1, Q
2) and f1(x2, Q
2) by
wPDF =
f1(x1, Q
2) · f1(x2, Q2)
f0(x1, Q2) · f0(x2, Q2) . (158)
Each of the PDF sets described above provides a set of error PDFs that can be used to derive
the uncertainty of the corresponding PDF. A set of wPDF is hence obtained for each of these
error sets by Eq. (158). From the weight distributions of each PDF, their uncertainties are
calculated. For CT10, the symmetric Hessian form is chosen, which is defined as
σCT10 =
1
2
√∑
i
(w+PDF,i + w
−
PDF,i)
2 . (159)
For MSTW2008nlo68cl, the asymmetric Hessian form is calculated which is defined as
σ+MSTW =
√∑
i
(wPDF,i − wPDF,0)2 if wPDF,i − wPDF,0 > 0 ,
σ−MSTW =
√∑
i
(wPDF,i − wPDF,0)2 if wPDF,i − wPDF,0 < 0 .
(160)
NNPDF does not provide a dedicate set of error PDFs. It provides an ensemble of equitable
PDFs with parameters varied. Hence, the uncertainty of the NNPDF set is defined as the
standard deviation:
σNNPDF =
√∑
i
(wPDF,i − w¯PDF)2 (161)
where w¯PDF is the average of all NNPDF sets:
w¯PDF =
1
N − 1
N∑
i
wPDF,i . (162)
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The PDF weights are obtained event by event and multiplied on each event weight. Thus,
after a certain step in the event selection, an ensemble of event selection efficiencies can
be extracted for the three considered PDFs and for all of their error PDFs. From the
varied selection efficiencies, the envelope σall of all PDF uncertainties is then taken to be
the overall uncertainty related to the PDF modeling. The envelope is defined as half of the
difference between the minimum and maximum value of all uncertainties:
σall =
max(∆+CT10,∆
+
MSTW2008,∆
+
NNPDF)−min(∆−CT10,∆−MSTW2008,∆−NNPDF))
2
(163)
with ∆w+ = wPDF,0 + σ and ∆w
− = wPDF,0 − σ for the considered PDF set (or, in case of
MSTW2008nlo68cl, ∆w+ = wPDF,0 + σ
+ and ∆w− = wPDF,0 − σ− respectively).
Since the three probe PDFs are all evaluated at the NLO level, the PDF weighting technique
described here can only be applied to MC samples where a NLO PDF set was used during
event generation. Hence, the PDF uncertainty can only be derived for the NLO MC@NLO
tt¯ sample applying the event preselection (i.e. without photon requirement) and is then
assumed to be at the same order as for the LO WHIZARD tt¯γ sample and the full event
selection. The systematic uncertainties related to the PDF uncertainties read 1.3% in the
e+jets and 1.1% in the µ+jets channel.
The distribution of the event selection efficiencies of the MC@NLO tt¯ sample, varied by
the PDF weights wPDF for all error PDF sets, their uncertainties and the envelope of all
uncertainties is illustrated in Fig. 61 for the electron and muon channel separately.
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Figure 61: Illustration of the determination of the overall PDF uncertainty, evaluated from the
MC@NLO tt¯ sample. The distribution of varied event selection efficiencies (after the tt¯γ event
preselection) from the PDF weights is shown for the electron (left) and the muon channel (right)
separately.
12.3.7 tt¯ MC Modeling
The uncertainties due to the modeling of tt¯γ MC simulation are estimated from various
tt¯ samples produced with different MC generators and PS programs (cf. Tab. 31-33).
The uncertainties are evaluated for the event preselection (see Sec. 9.9) and extrapolated
to both the tt¯ and tt¯γ event yields after the full event selection. The effects taken into
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account are described below, Tab. 18 shows a summary of all tt¯ uncertainties. The sum
of all uncertainties is applied to the background estimations where contributions of tt¯ or
tt¯γ are involved and thus affect the estimated uncertainty of the background contributions.
Additionally, all single uncertainties are applied separately for the estimation of the final
systematic uncertainty of the tt¯γ cross section measurement (see Sec. 12.4).
For the evaluation of the tt¯ uncertainties, only the bare MC weights have been taken into
account instead of the complete event weights (cf. Sec. 10.6.2) in order to disentangle the
evaluation of the uncertainties of the tt¯ MC modeling from uncertainties of scale factors.
e+jets channel µ+jets channel
ISR/FSR variations 6.9% 5.8%
Parton showering 1.7% 1.8%
LO vs. NLO 6.9% 4.4%
NLO generator 6.2% 5.2%
Sum 11.7% 9.1%
Table 18: Breakdown of the uncertainties related to tt¯MCmodeling. The sum of all uncertainties
is applied to the background estimations where contributions of tt¯ or tt¯γ are involved.
Choice of the NLO MC Generator NLO calculations of the tt¯ cross section and event
generation can be performed using either the MC@NLO or the POWHEG generator. The
differences of event yields resulting from the choice of MC@NLO as standard generator and
the POWHEG sample using the same PS program as MC@NLO (HERWIG) is quoted as
systematic uncertainty and yields 6.2% (5.2%) in the e+jets (µ+jets) channel.
NLO vs. LO Simulation The impact of the choice of a fixed order calculation at the
LO and the NLO level is obtained by comparing the event yields of the MC@NLO tt¯ sample
with the yield of an AcerMC tt¯ sample (LO) after the event pre-selection. Both samples
have been showered with HERWIG.
The event yields give rise to a relative difference of 6.9% (4.4%) in the e+jets (µ+jets)
channel.
Choice of the Parton Showering Program The impact of the choice of a different
parton showering model has been investigated by comparing two POWHEG tt¯MC samples;
one showered with HERWIG, the second one showered with PYTHIA. Comparing the event
yields of both samples leads to a relative difference of 1.7% (1.8%) in the e+jets (µ+jets)
channel.
ISR and FSR Variations ISR and FSR radiation can lead to the production of addi-
tional or less jets and hence will affect the event yield. For the generation of AcerMC LO
tt¯ MC events, six additional samples with different settings of ISR/FSR radiation in the
PYTHIA PS have been produced [148]:
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 enhanced production of ISR radiation (PARP(67)=6.0 and PARP(64)=0.25) and re-
duced production of ISR radiation (PARP(67)=0.5 and PARP(64)=4.0),
 enhanced production of FSR radiation (MSTP(3)=1, PARP(72)=0.384 and
PARJ(82)=0.5) and reduced production of FSR radiation (MSTP(3)=1,
PARP(72)=0.096 and PARJ(82)=2.0),
 simultaneous enhancement and reduction of ISR and FSR radiation. The according
parameters for steering ISR and FSR radiation described above are varied at the same
time and set to the corresponding values.
The relevant parameters being modified for the ISR and FSR variations have the following
meaning [75]:
 PARP(67): factor that is multiplied on the Q2 scale of hard scattering and defines the
maximum parton virtuality in Q2-ordered space-like parton showers.
 PARP(64): factor that is multiplied on k2⊥ in space-like parton shower evolution.
 PARP(72): Λ value (in GeV) used in running αs for time-like parton showers.
 MSTP(3): setting of this value to 1 adopts PARP(72) as Λ value in case of time-like
parton showers.
 PARJ(82): Invariant mass cut-off (in GeV) below which PYTHIA assumes parton
showers not to radiate anymore.
The maximum deviation of the event yields of six ISR/FSR variations is quoted as system-
atic uncertainty and yields 6.9% (5.8%) in the e+jets (µ+jets) channel.
12.3.8 tt¯γ NLO Calculations
The tt¯γ MC sample has been generated at the LO level using the WHIZARD MC generator.
k-factors for the NLO calculation have been calculated for two different scenarios for a CMS
energy of
√
s = 7TeV: Once for a renormalization energy scale of µR = mt and once for
µR = 2mt [122].
The k-factor for µR = mt reads k(µR = mt) = 2.11 and k(µR = 2mt) = 2.55 respectively.
The k-factors were calculated for a running factorization scale taking into account the
partonic CMS energy µF =
√
sˆ.
The uncertainty of the tt¯γ cross section is assumed to be half the envelope of both k-factors
and yields ktt¯γ = 2.33± 0.22 which corresponds to a relative uncertainty of 9.4%.
The uncertainty of the tt¯γ cross section has been included in the estimations of the various
prompt photon background sources, where needed.
12.3.9 Uncertainties from Prompt Photon Background Estimations
The systematic uncertainties of the various prompt photon background contributions have
been evaluated together with the background estimations in Sec. 11.4.2 to Sec. 11.4.5.
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The systematic uncertainty on the estimation of the W+jets+γ background is dominated
by the uncertainties of the Berends-Giele scaling and the fit uncertainties of the estimation
of the prompt photon fraction in the control region.
The uncertainty on the amount of multijet plus prompt photon background (QCD+γ) is
determined by the global 100% uncertainty on the normalization (see Sec. 10.7).
The tt¯ background is applied the uncertainty due to the MC@NLO tt¯ expectation (see Sec.
12.3.7).
The remaining non-tt¯ background source are applied the uncertainties due to Berends-Giele
scaling (Z+jets+γ) and the uncertainties of the single top and di-boson normalization (see
Sec. 10.7).
The uncertainties of the estimation of the number of electrons mis-identified as photons are
included in the corresponding estimations of the e→ γ fake contributions from tt¯ processes
and according contributions from di-boson, single top and Z+jets+γ processes.
12.3.10 Template Modeling
The prompt photon template derived from electron isolation using Z → ee decays (see Sec.
11.3.2) is applied a small correction (Eq. (145)).
Since this correction is estimated from MC simulation, an uncertainty of 100% is applied
by once not applying the correction to the isolation template and once applying it twice.
For the variation of the hadron fake template, the uncertainties of the exponential fit to the
pT spectrum (see Fig. 45 in Sec. 11.3.3) and the statistical uncertainties of the estimation of
the |η| spectrum have been taken into account. Furthermore, the pT fit and the |η| spectrum
have been derived from MC simulation, once using the hadron fake photon definition (Sec.
11.1) and once using the HERWIG decay chain information. The exponential pT fit has
two free fit parameters: one for the normalization and one for the slope of the exponential
curve. For the pT fit, two variations of these parameters are considered: both being shifted
upwards by there fit uncertainties and once both shifted downwards. This simultaneous
shifting up and down leads to the largest impact on the integral of the curve.
For the variation of the hadron fake template hence exist 3×3×3 = 27 combinations: Three
possibilities for the |η| weighting (data plus two MC models), the same three possibilities for
the pT spectrum and three possibilities to vary the pT fit (nominal plus both fit parameters
shifted upwards/downwards).
Each of these 27 combinations has been performed a χ2-test on the nominal hadron fake
template; the combination that yields the smallest p-value is taken as the systematic vari-
ation of the hadron fake template. Note that this procedure makes the distinction between
a systematic shift upwards and a shift downwards meaningless. Hence, there is only one
systematic variation of the hadron fake template.
Fig. 62 shows the comparison between the nominal and the systematic variation(s) of the
prompt photon and the hadron fake template.
12.3.11 Possible Uncertainties due to Pile-Up Effects
Charged tracks or additional entries in calorimeter cells from pile-up events might distort
the reconstruction the jet energy, /ET or have an effect on the isolation of reconstructed
leptons.
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Figure 62: Systematic variations of the prompt photon template (left plot) and the hadron fake
template (right plot).
The event selection efficiencies for all average number of bunch crossings 〈nBX〉 considered
in the tt¯γ MC signal sample have been evaluated in order to study a possible impact of
pile-up effects.
Fig. 63 shows the distribution of event selection efficiencies in dependence of 〈nBX〉 as
simulated in the tt¯γ MC signal sample. A constant fit is performed within the relevant range
of 〈nBX〉 values that are present in the analyzed data. The fits are within the statistical
uncertainties of the considered efficiencies, indicating that there is no systematic behavior
due to pile-up effects.
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Figure 63: Event selection efficiency of the tt¯γ signal sample evaluated for different numbers of
average bunch crossings 〈nBX〉, shown for the e+jet channel (left plot) and the µ+jets channel
(right plot). A constant fit is performed within the relevant range of 〈nBX〉 present in the analyzed
data. The fits are within the statistical uncertainties of the considered efficiencies, indicating that
there is no systematic behavior due to pile-up effects.
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The largest effect of all considered systematic uncertainties becomes visible in the variation
of the event selection efficiency which is estimated from tt¯γ MC simulation. The efficiency
has been recalculated for each of the systematic uncertainties described above, if applicable,
and the final effect on the signal expectation is quoted as uncertainty.
Although the estimated background contributions are estimated from different event selec-
tions, their actual yield is the outcome of the tt¯γ signal event selection. Hence, the relative
difference of the selection efficiency w.r.t. the considered uncertainty is added to the ex-
pected background yield as well. The estimation of the amount of events from electrons
mis-identified as photons is an exception, since the uncertainties of the trigger, reconstruc-
tion and ID SFs of electrons are already taken into account in the e→ γ fake rate estimation
as described in Sec. 11.4.1; hence this background contribution remains unchanged when
considering the uncertainties of the electron SFs.
The uncertainties of the several background contributions are studied with the event se-
lection efficiency remaining unchanged, the same holds for the study of the effect of the
variation of the prompt photon and hadron fake templates.
The final uncertainties of the number of estimated signal events Nexp.(tt¯γ) are quoted as
asymmetric errors. Since the results of the 3000 pseudo experiments are widely spread
around the average value, the estimated uncertainties have a relatively large intrinsic sta-
tistical uncertainty at the order of 0.5%. Hence, systematic uncertainties below that value
cannot be resolved and are quoted as the statistical uncertainty of the pseudo experiment
ensemble, being the upper limit.
Tab. 19 shows the breakdown of all considered systematic uncertainties. The relative
overall systematic uncertainty for the estimation of the background yield is smaller and
reads σsyst.BG =
+8.5
−8.9 %.
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Source of uncertainty uncert. downwards (σ−syst.) uncert. upwards (σ
+
syst.)
Jet performance −17.0% +16.8%
Jet energy scale (JES) −13.7% +13.2%
Jet energy scale incl. pile-up effects −5.2% +5.6%
b-jet energy scale (bJES) −1.7% +2.2%
Jet energy resolution (JER) −2.2% +2.4%
Jet reconstruction efficiency −8.1% +8.1%
b-tagging performance −8.5% +11.0%
Muon performance −3.0% +2.8%
Muon reconstruction efficiency ≤ 0.5% ≤ 0.5%
Muon ID efficiency ≤ 0.5% ≤ 0.5%
Muon trigger efficiency −2.2% +2.2%
Muon energy resolution −1.9% +1.6%
Muon energy resolution in the MS −1.9% +1.6%
Muon energy resolution in the ID −1.6% +1.9%
Muon energy scale −0.9% ≤ 0.5%
Electron performance −1.9% +1.9%
Electron reconstruction efficiency ≤ 0.5% ≤ 0.5%
Electron ID efficiency −1.6% +1.6%
Electron trigger efficiency ≤ 0.5% ≤ 0.5%
Electron energy resolution ≤ 0.5% ≤ 0.5%
Electron energy scale ≤ 0.5% ≤ 0.5%
Photon performance −8.4% +7.7%
Photon ID efficiency −8.4% +7.7%
Photon energy resolution ≤ 0.5% ≤ 0.5%
Photon energy scale ≤ 0.5% +0.9%
Missing transverse energy (/ET) −0.7% +0.7%
Pile-up effects on /ET ≤ 0.5% ≤ 0.5%
/ET cell-out term ≤ 0.5% ≤ 0.5%
LAr hardware failure −2.5% +1.5%
MC uncertainties −10.7% +9.7%
PDF uncertainties −1.1% +1.1%
Choice of NLO generator −5.9% +5.3%
LO vs. NLO calculation −5.7% +5.2%
Modeling of
parton shower/hadronization
−1.7% +1.7%
ISR/FSR variations −6.6% +5.9%
Background modeling −8.2% +8.3%
W+jets+γ background −5.0% +5.0%
Electron mis-identification (e→ γ fakes) −5.5% +5.6%
tt¯ background ≤ 0.5% ≤ 0.5%
Multijet background −1.3% +1.4%
remaining non-tt¯ background −3.1% +3.1%
Template modeling −9.8% +10.4%
Prompt photon template −8.4% +9.1%
Hadron fake template −5.0% +5.0%
Sum −27.0% +27.3%
Symmetrized ±27.2%
Table 19: Breakdown of the final systematic uncertainties of the tt¯γ cross section measurement.
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13 Results
The template fit performed in Sec. 11.5 yields a cross section of
σtt¯γ × BR = (1.89± 0.48) pb−1. Together with the systematic uncertainties of +27.3−27.0% eval-
uated in Sec. 12 and a global uncertainty of ±3.7% on the integrated luminosity [149], the
final result for the tt¯γ cross section, branching into the semi-leptonic and di-leptonic decay
mode, reads:
σtt¯γ × BR =
[
1.84± 0.49(stat.)+0.50−0.50(syst.)± 0.07(lumi.)
]
pb .
This result is in good agreement with the theoretical prediction of σMCtt¯γ = (1.96± 0.18) pb,
assuming a k-factor of 2.33± 0.22.
13.1 Significance Check
The significance of the result has been tested against the background-only hypothesis, i. e.
the probability of measuring Ndata (or even more) events in data for a given background
estimation NBG is evaluated.
In the e+jets and the µ+jets channel together, 122 events have been selected. The back-
ground estimation of the template fit (see Sec. 11.5) yields 78.3 ± 9.8(stat.)+6.7−7.0(syst.) in
both channels together.
The background expectation with the given fit and systematic uncertainties has been mod-
eled by the convolution of a bifurcated Gaussian with a Poissonian distribution in order to
account for additional statistical fluctuations of the actual number of background events
in data. A bifurcated Gaussian has been used since the systematic uncertainties of the
background estimation are asymmetric in general.
The probability to measure at least 122 background events at the complete absence of a
signal contribution is p = 0.176%. Considering a standard normal Gaussian distribution,
this p-value translates to a significance of 2.9 σ.
The significance check has been performed for each of the 3000 pseudo experiments (see
Sec. 12.1) for the background and data expectation of pseudo data.
The average result of the ensemble of pseudo experiments is (3.1 ± 0.9) σ, so both the
measured and the expected significance are in good agreement.
Fig. 64 shows the result for the significance of the measurement and the expected signifi-
cance estimated from 3000 pseudo experiments.
13.2 Discovery Potential
The significance of having measured at least some tt¯γ signal by rejecting the background-
only hypothesis depends both on the amount of analyzed data and the size of systematic
uncertainties. Assuming that a physical process has not been discovered unless a level of
5 σ will be reached, it is interesting to estimate when this will happen presumably.
The expected number of events is linearly scaled by the ratio of integrated luminosities
L/L0 (L0 = 1.04 fb
−1), the fraction of expected background is retained; the fit uncertainty
of the background estimation is multiplied with an additional factor of
√
L/L0 in order
to account for an increasing Poissonian uncertainty. Three scenarios are investigated: no
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Figure 64: Significance of the measurement, taken from actual data (left) and expected signif-
icance estimated from 3000 pseudo experiments (right). The measured and the expected signifi-
cance are in good agreement.
improvement of the systematic uncertainties, a reduction by 20% and the halving of sys-
tematic uncertainties.
Fig. 65 shows the evolution of the significance with an increasing amount of analyzed data.
If there were no improvements in the systematic uncertainties, the process tt¯γ should be
discovered at an integrated luminosity of ≈ 5.7 fb−1. A reduction by 20% (50%) would
bring this limit down to ≈ 3.9 fb−1 (≈ 2.9 fb−1) respectively.
Hence, the 5 σ discovery boundary cannot be reached with the 5 fb−1 of ATLAS data
collected at
√
s = 7TeV in 2011 if no reduction of the systematic uncertainties can be
achieved.
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Figure 65: Discovery potential of the process tt¯γ depending on the collected amount of data,
shown for three different scenarios of improvements of systematic uncertainties: no improvement
(solid black), a decrease of the systematic uncertainties by 20% (solid blue) and halving of uncer-
tainties (dashed blue).
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14 Summary and Outlook
The cross section of top quark pair production with the additional production of a prompt
photon (tt¯γ) has been measured using 1.04 fb−1 of data recorded by the ATLAS detector in
2011. The measurement is based on a template fit method exploiting different shapes of the
track isolation pcone20T,iso of photons being produced within jet fragmentation and hadronization
(hadron fakes) on the one hand and prompt photons produced within the matrix element
of the 7-particle final state process pp→ bb¯qq¯′ℓνγ (hard process) on the other hand.
The full ME inherently includes top quark pair production and decay accompanied by the
emission of an additional photon and is believed to be dominated by top quark propagators
internally.
The template fit method yields an expectation of Nexp(tt¯γ) = 1880 ± 510 events. To-
gether with all systematic uncertainties, which sum up to 27.2% and the uncertainty of the
luminosity measurement of 3.7%, this result translates into a cross section of
σtt¯γ × BR =
[
1.84± 0.49(stat.)+0.50−0.50(syst.)± 0.07(lumi.)
]
pb .
The result has a significance of 2.9 σ w.r.t to the background-only hypothesis. Hence, the
hypothesis that at least some amount of tt¯γ signal is present in data is almost evident.
Background contributions from various sources have been estimated, using data-driven
methods whenever applicable.
The contributions can be distinguished in three classes: hadron fakes, electrons that have
been mis-identified as photons (e→ γ fakes) and contributions of real prompt photons from
processes other than tt¯γ.
The overall number of hadron fakes has been estimated by a hadron fake isolation template,
which covers the contribution of hadron fakes from all possible physical processes.
The contributions of e→ γ fakes have been evaluated using the truth information available
in MC simulations and are multiplied with a correction factor in order to account for discrep-
ancies of electron mis-identification in data and MC simulation (fake rate SFs). The biggest
amount of e → γ fakes stems from di-leptonic tt¯ processes and yields
6.7± 0.8(stat.)± 0.5(syst.) events in the e+jets channel and 9.4± 1.1(stat.)± 0.7(syst.)
events in the µ+jets channel. Other processes like Z+jets, di-boson and single top quark
production give rise to a minor contribution to e → γ fakes as well as remaining tt¯
events, where a real photon had been radiated very close to an electron, which cannot
be resolved as two distinct objects experimentally. The overall estimation of number
of events with an electron mis-identified as a photon yields 8.2± 0.6(stat.)± 0.7(syst.)
(10.25± 0.04(stat.)± 0.21(syst.)) in the e+jets (µ+jets) channel.
The number of prompt photons produced by background processes has been estimated for
each background source separately and has been added to the template fit using the prompt
photon template.
The largest background contributions of prompt photons originate from the production of a
single W boson with the associated production of jets and
the additional emission of a prompt photon (W+jets+γ) and yields
3.5± 0.6(stat.)± 1.0(syst.) events in the e+jets channel and 4.2± 0.5(stat.)± 1.2(syst.)
events in the µ+jets channel respectively.
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The background contribution of multijet processes with the additional radiation of a prompt
photon (QCD+γ) has been determined using data-driven techniques and yields 0.39+0.40−0.39±
0.39 (0.24+0.25−0.24 ± 0.24) in the e+jets (µ+jets) channel.
Other background sources like Z+jets, di-boson and single top quark production have been
completely estimated from MC simulation; the overall number of these remaining non-tt¯
background events is 2.2± 1.1(stat.)± 0.8(syst.) (1.8± 1.1(stat.)± 0.6(syst.)) in the e+jets
(µ+jets) channel.
Systematic uncertainties have been evaluated with an ensemble of 3000 pseudo experiments
performed on pseudo data which has been created from MC predictions and the expected
yield of hadron fakes from the template fit. Each systematic uncertainty has been consid-
ered separately and has been applied on the event selection efficiency, the expectation of
background events and the isolation templates where applicable, giving rise to an overall
number of 35 sources of systematic uncertainties.
The distributions of the photon isolation extracted from pseudo data have been varied
according to Poissonian fluctuations and the difference between the averages of the distri-
butions of the number of expected signal events once with and once without applying the
systematic variation has been quoted as systematic uncertainty. The combination of all
systematic uncertainty yields +27.3−27.0% (±27.2% symmetrized).
The evolution of the significance of the result of the cross section measurement with in-
creasing integrated luminosity has been studied considering three different scenarios of
improvement of the systematic uncertainties. With the given magnitude of systematic un-
certainties, the 5 σ boundary of discovery can be achieved at an integrated luminosity of
≈ 5.7 fb−1 without any improvements the systematic uncertainties. A reduction by 20%
makes a discovery possible for ≈ 3.9 fb−1 of data, a halving of systematic uncertainties
already for ≈ 2.9 fb−1.
Hence, the process pp → tt¯γ should be discovered at a significance of ≥ 5 σ using the
5 fb−1 of data collected at
√
s = 7TeV with slight, further improvements on the systematic
uncertainties. This amount of data is planned to be analyzed in the semi-leptonic decay
mode by next year. Besides, the di-leptonic final state pp→ ℓ+νℓℓ−ν¯ℓbb¯γ is currently being
investigated. The calculation of a fiducial cross section and a corresponding k-factor which
adopts all phase space cuts of the tt¯γ signal MC simulation is being evaluated.
By the end of September 2012, ≈ 14 fb−1 of data at a CMS energy of 8 TeV had been
recorded by the ATLAS detector. The integrated luminosity is hence reaching a regime
where differential cross sections can be analyzed in order to study anomalous photon cou-
plings to the top quark.
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Part III
Appendix
A Breakdown of Z/W+Jets, Di-Boson and Single Top
MC Contributions
The colored control plots presented in Sec. 10.8 (Fig. 36 and 37) and the corresponding
table Tab. 8 show summarized event yields for the Z+jets, W+jets, di-boson and single
top contributions. In fact, these numbers a made up from several MC samples.
Tab. 20 and Tab. 21 sum up all single values that contribute to the W+jets event yield for
the e+jets and the µ+jets channel separately; Tab. 20 and Tab. 21 show the composition
of the Z+jets yield respectively.
The di-boson contributions are presented in Tab. 24 and Tab. 25, those for single top
quark production in Tab. 26 and Tab. 27.
146
Sample pretag ≥ 1 b-tag
W → eν + 0p 262± 9 28± 5
W → eν + 1p 240± 60 1± 1
W → eν + 2p 430± 150 35± 12
W → eν + 3p 1000± 400 80± 30
W → eν + 4p 1400± 700 130± 60
W → eν + 5p 800± 400 75± 40
W → τν + 0p 0± 0 0± 0
W → τν + 1p 0± 0 0± 0
W → τν + 2p 11± 4 1± 1
W → τν + 3p 36± 15 2± 1
W → τν + 4p 60± 30 8± 4
W → τν + 5p 35± 20 4± 2
W + bb¯+ 0p 8± 4 5± 3
W + bb¯+ 1p 30± 20 19± 12
W + bb¯+ 2p 110± 70 80± 50
W + bb¯+ 3p 220± 160 130± 90
W + cc¯+ 0p 10± 6 2± 1
W + cc¯+ 1p 65± 40 14± 9
W + cc¯+ 2p 150± 100 30± 20
W + cc¯+ 3p 450± 320 80± 60
W + c(c¯) + 0p 40± 16 8± 3
W + c(c¯) + 1p 90± 40 20± 10
W + c(c¯) + 2p 200± 100 50± 25
W + c(c¯) + 3p 40± 25 11± 6
W + c(c¯) + 4p 180± 100 45± 30
Table 20: Composition of the W+jets contributions relevant for the e+jets channel, shown for
the event selection before and after the b-tagging requirement. The uncertainties contain the
uncertainties due to Berends-Giele scaling and due to the HF scaling.
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Sample pretag ≥ 1 b-tag
W → µν + 0p 720± 20 50± 6
W → µν + 1p 460± 110 17± 5
W → µν + 2p 850± 300 60± 20
W → µν + 3p 1700± 700 120± 50
W → µν + 4p 2400± 1100 170± 80
W → µν + 5p 1300± 700 120± 70
W → τν + 0p 1± 1 0± 0
W → τν + 1p 9± 3 0± 0
W → τν + 2p 50± 15 4± 1
W → τν + 3p 110± 50 8± 4
W → τν + 4p 160± 75 12± 6
W → τν + 5p 90± 50 7± 4
W + bb¯+ 0p 9± 5 7± 4
W + bb¯+ 1p 70± 40 50± 30
W + bb¯+ 2p 240± 160 170± 110
W + bb¯+ 3p 400± 280 230± 160
W + cc¯+ 0p 5± 3 0± 0
W + cc¯+ 1p 110± 70 25± 16
W + cc¯+ 2p 360± 240 90± 60
W + cc¯+ 3p 400± 280 210± 150
W + c(c¯) + 0p 70± 30 7± 3
W + c(c¯) + 1p 160± 75 37± 17
W + c(c¯) + 2p 360± 190 105± 55
W + c(c¯) + 3p 80± 50 24± 14
W + c(c¯) + 4p 260± 160 70± 40
Table 21: Composition of the W+jets contributions relevant for the µ+jets channel, shown for
the event selection before and after the b-tagging requirement. The uncertainties contain the
uncertainties due to Berends-Giele scaling and due to the HF scaling.
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Sample pretag ≥ 1 b-tag
Z → e+e− + 0p 30± 1 3± 1
Z → e+e− + 1p 40± 10 1± 1
Z → e+e− + 2p 100± 30 10± 3
Z → e+e− + 3p 180± 80 16± 7
Z → e+e− + 4p 130± 60 17± 8
Z → e+e− + 5p 70± 40 7± 4
Z → τ+τ− + 0p 1± 1 0± 0
Z → τ+τ− + 1p 2± 1 0± 0
Z → τ+τ− + 2p 9± 3 3± 1
Z → τ+τ− + 3p 14± 6 2± 1
Z → τ+τ− + 4p 12± 6 3± 1
Z → τ+τ− + 5p 7± 4 1± 1
Z → e+e− + bb¯+ 0p 3± 1 2± 1
Z → e+e− + bb¯+ 1p 8± 3 6± 2
Z → e+e− + bb¯+ 2p 16± 8 11± 5
Z → e+e− + bb¯+ 3p 21± 11 11± 6
Z → τ+τ− + bb¯+ 0p 0± 0 0± 0
Z → τ+τ− + bb¯+ 1p 1± 1 1± 1
Z → τ+τ− + bb¯+ 2p 1± 1 1± 1
Z → τ+τ− + bb¯+ 3p 2± 1 0± 0
Table 22: Composition of the Z+jets contributions relevant for the e+jets channel, shown for
the event selection before and after the b-tagging requirement. The uncertainties contain the
uncertainties due to Berends-Giele scaling.
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Sample pretag ≥ 1 b-tag
Z → µ+µ− + 0p 45± 1 4± 1
Z → µ+µ− + 1p 48± 12 3± 1
Z → µ+µ− + 2p 80± 30 8± 3
Z → µ+µ− + 3p 140± 60 11± 5
Z → µ+µ− + 4p 170± 80 14± 7
Z → µ+µ− + 5p 100± 50 12± 7
Z → τ+τ− + 0p 8± 1 1± 1
Z → τ+τ− + 1p 11± 3 1± 1
Z → τ+τ− + 2p 38± 13 6± 2
Z → τ+τ− + 3p 90± 40 11± 5
Z → τ+τ− + 4p 50± 25 14± 7
Z → τ+τ− + 5p 25± 14 12± 7
Z → µ+µ− + bb¯+ 0p 3± 1 2± 1
Z → µ+µ− + bb¯+ 1p 4± 2 3± 1
Z → µ+µ− + bb¯+ 2p 13± 6 9± 4
Z → µ+µ− + bb¯+ 3p 26± 14 16± 8
Z → τ+τ− + bb¯+ 0p 0± 0 0± 0
Z → τ+τ− + bb¯+ 1p 2± 1 2± 1
Z → τ+τ− + bb¯+ 2p 5± 2 4± 2
Z → τ+τ− + bb¯+ 3p 7± 4 4± 2
Table 23: Composition of the Z+jets contributions relevant for the µ+jets channel, shown for
the event selection before and after the b-tagging requirement. The uncertainties contain the
uncertainties due to Berends-Giele scaling.
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Sample pretag ≥ 1 b-tag
WW 46± 3 8± 1
WZ 19± 1 4± 1
ZZ 3± 1 1± 1
Table 24: Composition of the di-boson contributions in the e+jets channel, shown for the event
selection before and after the b-tagging requirement.
Sample pretag ≥ 1 b-tag
WW 91± 5 13± 1
WZ 29± 2 7± 1
ZZ 3± 1 1± 1
Table 25: Composition of the di-boson contributions in the µ+jets channel, shown for the event
selection before and after the b-tagging requirement.
Sample pretag ≥ 1 b-tag
eν (s-channel) 8± 1 7± 1
τν (s-channel) 0± 0 0± 0
eν (t-channel) 74± 3 60± 2
τν (t-channel) 4± 1 3± 1
Wt 210± 15 168± 12
Table 26: Composition of the single top contributions in the e+jets channel, shown for the event
selection before and after the b-tagging requirement.
Sample pretag ≥ 1 b-tag
µν (s-channel) 13± 1 11± 1
τν (s-channel) 1± 1 1± 1
µν (t-channel) 115± 4 94± 4
τν (t-channel) 6± 1 5± 1
Wt 270± 20 211± 14
Table 27: Composition of the single top contributions in the µ+jets channel, shown for the event
selection before and after the b-tagging requirement.
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B List of Monte Carlo Samples
This section lists up all MC samples used in this thesis. Tab. 28 summarizes the tt¯γ signal
sample as described in Sec. 10.2.
Tab. 29 shows details on the baseline MC@NLO tt¯ sample. The POWHEG NLO samples
(Tab. 31) and the AcerMC LO samples (Tab. 30 and Tab. 33) are used for the evaluation
of the systematic uncertainties of the MC prediction of the event selection efficiency (see
Sec. 12.3.7).
The W + jets (Z + jets) samples are described in Tab. 34-36 (Tab. 38-40), the correspond-
ing additional HF samples in Tab. 41-43 (Tab. 44-46) respectively.
The W +jets + γ sample needed for the estimation of the W + jets + γ background
contribution in Sec. 11.4.2 can be found in Tab. 37.
Details on the di-jet sample for the isolation studies presented in Sec. 11.2 are provided in
Tab. 32.
The di-boson samples are listed in Tab. 47, those containing single top quark processes in
Tab. 48.
Process tt¯γ → bb¯j1j2ℓνγ
Generator WHIZARD + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117401.Whizard Jimmy TTbarPhoton SM NoFullHad
Specifications # events σ × FE [pb] k-factor PDF Transf. package
498677 0.84 2.33 CTEQ6L1 16.6.5.5.1
Comments For a detailed description of the sample see Sec. 10.2
Table 28: tt¯γ signal sample.
Process tt¯→ bb¯j1j2ℓν
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.105200.T1 McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
14957047 79.99 1.117 CTEQ66 16.6.5.5.1
Comments t(t¯) decay handled by HERWIG (semi-leptonic decay mode)
Table 29: Baseline tt¯ sample.
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Process tt¯→ bb¯j1j2ℓν
Generator AcerMC + Pythia
DQ2 sample name mc10 7TeV.105205.AcerMCttbar
Specifications # events σ × FE [pb] k-factor PDF Transf. package
999328 58.228 1.53 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by HERWIG (semi-leptonic decay mode)
Table 30: AcerMC tt¯ sample.
Process tt¯→ bb¯j1j2ℓν
Generator POWHEG + Pythia
DQ2 sample name mc10 7TeV.105861.TTbar PowHeg Pythia
Specifications # events σ × FE [pb] k-factor PDF Transf. package
2994490 79.17 1.129 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by Pythia (semi-leptonic decay mode)
Process tt¯→ bb¯j1j2ℓν
Generator POWHEG + HERWIG
DQ2 sample name mc10 7TeV.105860.TTbar PowHeg Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
2997878 79.17 1.129 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by HERWIG (semi-leptonic decay mode)
Table 31: POWHEG tt¯ samples.
Process j1j2 (di-jet)
Generator Pythia
DQ2 sample name mc10 7TeV.105802.JF17 pythia jet filter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
39772064 84.98 · 106 1.0 MRST2007lomod 16.6.5.5.1
Comments —
Table 32: JF17 di-jet sample.
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Process tt¯→ bb¯j1j2ℓν (ISR varied downwards)
Generator AcerMC + Pythia
DQ2 sample name mc10 7TeV.117255.AcerMCttbar isr down
Specifications # events σ × FE [pb] k-factor PDF Transf. package
994382 58.23 1.53 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by Pythia (semi-leptonic decay mode)
Process tt¯→ bb¯j1j2ℓν (ISR varied upwards)
Generator AcerMC + Pythia
DQ2 sample name mc10 7TeV.117256.AcerMCttbar isr up
Specifications # events σ × FE [pb] k-factor PDF Transf. package
999206 58.23 1.53 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by Pythia (semi-leptonic decay mode)
Process tt¯→ bb¯j1j2ℓν (FSR varied downwards)
Generator AcerMC + Pythia
DQ2 sample name mc10 7TeV.117257.AcerMCttbar fsr down
Specifications # events σ × FE [pb] k-factor PDF Transf. package
999328 58.23 1.53 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by Pythia (semi-leptonic decay mode)
Process tt¯→ bb¯j1j2ℓν (FSR varied upwards)
Generator AcerMC + Pythia
DQ2 sample name mc10 7TeV.117258.AcerMCttbar fsr up
Specifications # events σ × FE [pb] k-factor PDF Transf. package
997758 58.23 1.53 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by Pythia (semi-leptonic decay mode)
Process tt¯→ bb¯j1j2ℓν (ISR+FSR varied downwards)
Generator AcerMC + Pythia
DQ2 sample name mc10 7TeV.117259.AcerMCttbar isr down fsr down
Specifications # events σ × FE [pb] k-factor PDF Transf. package
994382 58.23 1.53 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by Pythia (semi-leptonic decay mode)
Process tt¯→ bb¯j1j2ℓν (ISR+FSR varied upwards)
Generator AcerMC + Pythia
DQ2 sample name mc10 7TeV.117260.AcerMCttbar isr up fsr up
Specifications # events σ × FE [pb] k-factor PDF Transf. package
994382 58.23 1.53 MRST2007lomod 16.6.5.5.1
Comments t(t¯) decay handled by Pythia (semi-leptonic decay mode)
Table 33: AcerMC tt¯ samples with ISR/FSR variations.
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Process W → eν + 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107680.AlpgenJimmyWenuNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
3455037 6921.60 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → eν + 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107681.AlpgenJimmyWenuNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
641361 1304.30 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → eν + 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107682.AlpgenJimmyWenuNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
3768265 378.29 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → eν + 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107683.AlpgenJimmyWenuNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
1009641 101.43 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → eν + 4p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107684.AlpgenJimmyWenuNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
249869 25.87 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → eν + 5p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107685.AlpgenJimmyWenuNp5 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
69953 7.00 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 34: W → eν + jets (0 . . . 5 additional partons).
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Process W → µν + 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107690.AlpgenJimmyWmunuNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
3466523 6919.60 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → µν + 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107691.AlpgenJimmyWmunuNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
641867 1304.20 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → µν + 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107692.AlpgenJimmyWmunuNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
3768893 377.83 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → µν + 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107693.AlpgenJimmyWmunuNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
1009589 101.88 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → µν + 4p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107694.AlpgenJimmyWmunuNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
254879 25.75 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → µν + 5p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107695.AlpgenJimmyWmunuNp5 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
69958 6.92 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 35: W → µν + jets (0 . . . 5 additional partons).
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Process W → τν + 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107700.AlpgenJimmyWtaunuNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
3416438 6918.60 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → τν + 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107701.AlpgenJimmyWtaunuNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
641809 1303.20 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → τν + 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107702.AlpgenJimmyWtaunuNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
3768750 378.18 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → τν + 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107703.AlpgenJimmyWtaunuNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
1009548 101.51 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → τν + 4p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107704.AlpgenJimmyWtaunuNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
249853 25.64 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process W → τν + 5p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107705.AlpgenJimmyWtaunuNp5 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
63692 7.04 1.20 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 36: W → τν + jets (0 . . . 5 additional partons).
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Process W + γ + 0p
Generator ALPGEN + HERWIG
DQ2 sample name mc10 7TeV.117410.AlpgenJimmyWgammaNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
1409784 213.06 1.00 CTEQ6L1 16.6.5.5.1
Comments —
Process W + γ + 1p
Generator ALPGEN + HERWIG
DQ2 sample name mc10 7TeV.117411.AlpgenJimmyWgammaNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
499887 52.20 1.00 CTEQ6L1 16.6.5.5.1
Comments —
Process W + γ + 2p
Generator ALPGEN + HERWIG
DQ2 sample name mc10 7TeV.117412.AlpgenJimmyWgammaNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
174939 17.22 1.00 CTEQ6L1 16.6.5.5.1
Comments —
Process W + γ + 3p
Generator ALPGEN + HERWIG
DQ2 sample name mc10 7TeV.117413.AlpgenJimmyWgammaNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
264886 5.34 1.00 CTEQ6L1 16.6.5.5.1
Comments —
Process W + γ + 4p
Generator ALPGEN + HERWIG
DQ2 sample name mc10 7TeV.117414.AlpgenJimmyWgammaNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
69961 1.38 1.00 CTEQ6L1 16.6.5.5.1
Comments —
Process W + γ + 5p
Generator ALPGEN + HERWIG
DQ2 sample name mc10 7TeV.117415.AlpgenJimmyWgammaNp5 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
19979 0.34 1.00 CTEQ6L1 16.6.5.5.1
Comments —
Table 37: W + jets + γ samples (0 . . . 5 additional partons).
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Process Z → e+e− + 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107650.AlpgenJimmyZeeNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
6612265 668.32 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107651.AlpgenJimmyZeeNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
1333745 134.36 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107652.AlpgenJimmyZeeNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
404873 40.54 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107653.AlpgenJimmyZeeNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
109942 11.16 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + 4p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107654.AlpgenJimmyZeeNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
29992 2.88 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + 5p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107655.AlpgenJimmyZeeNp5 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
8992 0.83 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 38: Z → e+e− + jets (0 . . . 5 additional partons).
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Process Z → µ+µ− + 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107660.AlpgenJimmyZmumuNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
6619010 668.68 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107661.AlpgenJimmyZmumuNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
1334723 134.14 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107662.AlpgenJimmyZmumuNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
403886 40.33 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107663.AlpgenJimmyZmumuNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
109954 11.19 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + 4p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107664.AlpgenJimmyZmumuNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
29978 2.75 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + 5p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107665.AlpgenJimmyZmumuNp5 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
9993 0.77 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 39: Z → µ+µ− + jets (0 . . . 5 additional partons).
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Process Z → τ+τ− + 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107670.AlpgenJimmyZtautauNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
6618801 668.40 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107671.AlpgenJimmyZtautauNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
1334664 134.81 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107672.AlpgenJimmyZtautauNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
404853 40.36 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107673.AlpgenJimmyZtautauNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
109944 11.25 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + 4p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107674.AlpgenJimmyZtautauNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
29982 2.79 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + 5p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107675.AlpgenJimmyZtautauNp5 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
9993 0.77 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 40: Z → τ+τ− + jets (0 . . . 5 additional partons).
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Process W + bb¯+ 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107280.AlpgenJimmyWbbFullNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
474933 47.32 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Process W + bb¯+ 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107281.AlpgenJimmyWbbFullNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
204933 35.77 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Process W + bb¯+ 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107282.AlpgenJimmyWbbFullNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
174942 17.34 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Process W + bb¯+ 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.107283.AlpgenJimmyWbbFullNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
69969 6.63 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Table 41: W + bb¯ + jets (0 . . . 3 additional partons).
162
Process W + cc¯+ 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117284.AlpgenWccFullNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
254955 127.53 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Process W + cc¯+ 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117285.AlpgenWccFullNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
206446 104.68 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Process W + cc¯+ 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117286.AlpgenWccFullNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
103464 52.08 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Process W + cc¯+ 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117287.AlpgenWccFullNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
33984 16.96 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
no phase space cuts on heavy quarks
MLM matching for partons with pT > 20GeV
Table 42: W + cc¯ + jets (0 . . . 3 additional partons).
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Process W + c(c¯) + 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117293.AlpgenWcNp0 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
6483825 644.4 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
pT(c(c¯)) > 10GeV, ∆R(c(c¯), jet) > 0.7
MLM matching for partons with pT > 20GeV
Process W + c(c¯) + 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117294.AlpgenWcNp1 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
2069456 205.0 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
pT(c(c¯)) > 10GeV, ∆R(c(c¯), jet) > 0.7
MLM matching for partons with pT > 20GeV
Process W + c(c¯) + 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117295.AlpgenWcNp2 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
517833 50.8 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
pT(c(c¯)) > 10GeV, ∆R(c(c¯), jet) > 0.7
MLM matching for partons with pT > 20GeV
Process W + c(c¯) + 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117296.AlpgenWcNp3 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
114936 11.4 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
pT(c(c¯)) > 10GeV, ∆R(c(c¯), jet) > 0.7
MLM matching for partons with pT > 20GeV
Process W + c(c¯) + 4p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.117297.AlpgenWcNp4 pt20
Specifications # events σ × FE [pb] k-factor PDF Transf. package
29977 2.8 1.20 CTEQ6L1 16.6.5.5.1
Comments W → ℓν (ℓ = e, µ, τ) decay handled by HERWIG
pT(c(c¯)) > 10GeV, ∆R(c(c¯), jet) > 0.7
MLM matching for partons with pT > 20GeV
Table 43: W + c(c¯) + jets (0 . . . 4 additional partons).
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Process Z → e+e− + bb¯+ 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109300.AlpgenJimmyZeebbNp0 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
149971 6.57 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + bb¯+ 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109301.AlpgenJimmyZeebbNp1 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
99977 2.48 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + bb¯+ 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109302.AlpgenJimmyZeebbNp2 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
38985 0.89 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → e+e− + bb¯+ 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109303.AlpgenJimmyZeebbNp3 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
9990 0.39 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 44: Z → e+e− + bb¯ + jets (0 . . . 3 additional partons).
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Process Z → µ+µ− + bb¯+ 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109305.AlpgenJimmyZmumubbNp0 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
149971 6.56 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + bb¯+ 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109306.AlpgenJimmyZmumubbNp1 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
99967 2.47 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + bb¯+ 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109307.AlpgenJimmyZmumubbNp2 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
39980 0.89 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → µ+µ− + bb¯+ 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109308.AlpgenJimmyZmumubbNp3 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
9994 0.39 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 45: Z → µ+µ− + bb¯ + jets (0 . . . 3 additional partons).
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Process Z → τ+τ− + bb¯+ 0p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109310.AlpgenJimmyZtautaubbNp0 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
149967 6.57 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + bb¯+ 1p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109311.AlpgenJimmyZtautaubbNp1 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
99971 2.49 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + bb¯+ 2p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109312.AlpgenJimmyZtautaubbNp2 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
39978 0.89 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Process Z → τ+τ− + bb¯+ 3p
Generator ALPGEN + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.109313.AlpgenJimmyZtautaubbNp3 nofilter
Specifications # events σ × FE [pb] k-factor PDF Transf. package
8994 0.39 1.25 CTEQ6L1 16.6.5.5.1
Comments MLM matching for partons with pT > 20GeV
Table 46: Z → τ+τ− + bb¯ + jets (0 . . . 3 additional partons).
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Process WW
Generator HERWIG
DQ2 sample name mc10 7TeV.105985.WW Herwig
Specifications # events σ × FE [pb] k-factor PDF Transf. package
249915 11.5003 1.48 MRST2007lomod 16.6.5.5.1
Comments W → ℓν, (ℓ = e, µ, τ) decay
at least on lepton with pT(ℓ) > 10GeV and |η| < 2.8
Process WZ
Generator HERWIG
DQ2 sample name mc10 7TeV.105987.WZ Herwig
Specifications # events σ × FE [pb] k-factor PDF Transf. package
249923 0.9722 1.30 MRST2007lomod 16.6.5.5.1
Comments W → ℓν and Z → ℓ+ℓ− (ℓ = e, µ, τ) decays
at least on lepton with pT(ℓ) > 10GeV and |η| < 2.8
Process ZZ
Generator HERWIG
DQ2 sample name mc10 7TeV.105986.ZZ Herwig
Specifications # events σ × FE [pb] k-factor PDF Transf. package
249906 3.4641 1.60 MRST2007lomod 16.6.5.5.1
Comments Z → ℓ+ℓ− (ℓ = e, µ, τ) decay
at least on lepton with pT(ℓ) > 10GeV and |η| < 2.8
Table 47: Di-boson (WW/WZ/ZZ) samples.
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Process t(t¯) + b¯(b)→ be+νe(b¯e
−ν¯e) + b¯(b) (eν s-channel)
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.108343.st schan enu McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
299831 0.47 1.00 CTEQ66 16.6.5.5.1
Comments —
Process t(t¯) + b¯(b)→ bµ+νµ(b¯µ
−ν¯µ) + b¯(b) (µν s-channel)
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.108344.st schan munu McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
299877 0.47 1.00 CTEQ66 16.6.5.5.1
Comments —
Process t(t¯) + b¯(b)→ bτ+ντ (b¯τ
−ν¯τ ) + b¯(b) (τν s-channel)
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.108345.st schan taunu McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
299864 0.47 1.00 CTEQ66 16.6.5.5.1
Comments —
Process t(+b)→ e+νeb(+b)/t¯(+b¯)→ e
−ν¯eb¯(+b¯) (eν t-channel)
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.108340.st tchan enu McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
299897 7.12 1.00 CTEQ66 16.6.5.5.1
Comments —
Process t(+b)→ µ+νµb(+b)/t¯(+b¯)→ µ
−ν¯µb¯(+b¯) (µν t-channel)
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.108341.st tchan munu McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
299879 7.12 1.00 CTEQ66 16.6.5.5.1
Comments —
Process t(+b)→ τ+ντb(+b)/t¯(+b¯)→ τ
−ν¯τ b¯(+b¯) (τν t-channel)
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.108342.st tchan taunu McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
299879 7.10 1.00 CTEQ66 16.6.5.5.1
Comments —
Process t(t¯) +W−(W+) (Wt-channel)
Generator MC@NLO + HERWIG/JIMMY
DQ2 sample name mc10 7TeV.108346.st Wt McAtNlo Jimmy
Specifications # events σ × FE [pb] k-factor PDF Transf. package
899336 14.59 1.00 CTEQ66 16.6.5.5.1
Comments —
Table 48: Single top quark samples.
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C Additional Plots
This part of the appendix contains additional plots that are of minor importance for the
analysis presented in the thesis and are added for the sake of completeness.
Fig. 66-69 contain additional control plots for comparing data with MC expectation as
presented in Sec. 10.8; Fig. 66 and 67 show distributions for the pretag samples, Fig. 68
and 69 relevant plots after b-tagging respectively.
The fits to the invariant mass spectra of Z → ee and Z → eγfake in different bins of pT and
|η| needed for the e→ γ fake rate SFs evaluated in Sec. 11.4.1 are shown in Fig. 70.
In Sec. 11.4.2, the impact of the jet multiplicity on the fraction of prompt photons for the
estimation of theW+jets+γ background had been studied and the result was shown in Fig.
52. The results of the template fits that enter Fig. 52 are depicted in Fig. 71.
Finally, Fig. 72-81 provide the complete set of the outcomes of the 3000 pseudo experiments
for the estimation of the systematic uncertainties as described in Sec. 12.
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Figure 66: Comparison between data and MC simulation for the event preselection before the
b-tag requirement in the e+jets channel (left column) and the µ+jets channel (right column).
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Figure 67: Comparison between data and MC simulation for the event preselection before the
b-tag requirement in the e+jets channel (left column) and the µ+jets channel (right column).
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Figure 68: Comparison between data and MC simulation for the event preselection after the
b-tag requirement in the e+jets channel (left column) and the µ+jets channel (right column).
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Figure 69: Comparison between data and MC simulation for the event preselection after the
b-tag requirement in the e+jets channel (left column) and the µ+jets channel (right column).
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Figure 70: Invariant mass spectra Z → e+e− and Z → eγfake needed for the evaluation of the
η-pT dependent e→ γ fake rate SFs in Sec. 11.4.1.
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Figure 71: Template fit of W +jets+γ in the CR for obtaining fγ for different jet multiplicities.
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Figure 72: Systematic uncertainties related to
jets.
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Figure 73: Systematic uncertainties related to b-
tagging performance.
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Figure 74: Systematic uncertainties related to
muon performance.
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Figure 75: Systematic uncertainties related to
electron performance.
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Figure 76: Systematic uncertainties related to
/ET.
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Figure 77: Systematic uncertainties related to the
EMC hardware failure.
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Figure 78: Systematic uncertainties related to
photon performance.
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Figure 79: Systematic uncertainties related to the
template modeling.
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Figure 80: Systematic uncertainties related to
MC simulation.
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Figure 81: Systematic uncertainties related to
background estimation.
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