Regional food hubs provide logistics services for small and mid-sized food producers, giving them the ability to reach larger markets and customers than they can reach on their own. However, once food hub managers have helped to establish connections between producers and new customers, they often find themselves cut out of the regional food supply chain when the farmers decide to sell their products directly to the customers, thereby avoiding the food hub's service fees. Widespread disintermediation can eventually lead to food hub failure, which can disrupt the entire regional food system. This paper describes an agentbased model that incorporates reinforcement learning to study disintermediation behavior in a regional food supply network in Iowa. The model is designed to serve as a decision support tool for food hub managers, allowing them to simulate the effects of various supply chain management strategies on producer decision making and long-term system success.
INTRODUCTION
Consumers are increasingly seeking fresh and healthy food that has been sustainably produced in the regions in which they live (Jones, Comfort, and Hillier 2004) . However, many consumers also value convenience and efficiency and prefer to purchase food from retailers and restaurants, rather than farmers' markets. Regional food hubs offer a potential solution to this problem. A regional food hub acts as an intermediary in a regional food supply chain by aggregating, marketing, and distributing food from small and mid-sized producers to customers that are located in the same region, facilitating a connection between them (Barham et al. 2012 ). This allows the producers to focus on food production, rather than logistics and marketing, and enables them to reach larger markets and customers (e.g., grocery stores) than they could reach on their own. However, once food hub managers have helped to establish connections between producers and new customers, they often find themselves cut out of the regional food supply chain when the farmers decide to sell their products directly to the customers, thereby avoiding the food hub's service fees (McCann and Crum 2015) . This phenomenon, known as disintermediation, is the removal of an intermediary in a supply chain in return for lower costs for the customers and suppliers (Mills and Camek 2004) . While this can have short-term financial benefits for the producers, widespread disintermediation can eventually lead to food hub failure, which can disrupt the entire regional food system. To avoid this, food hub managers must develop and implement policies that will support long-term and mutually beneficial relationships with their producers and customers.
D
One particular regional food hub in western Iowa provides transportation and marketing services for small and mid-sized regional food producers across Iowa and eastern Nebraska. These producers list their products on the hub's website, where customers order the products that they want to purchase through the hub. At the end of each weekly order cycle, food hub personnel pick up products from the producers' farms and deliver them to the customers. This food hub primarily sells to wholesale customers (e.g., restaurants and grocery stores) that are concentrated in the metropolitan areas that encompass Omaha and Des Moines. The food hub strives to help small and mid-sized producers reach new markets, as well as helping customers meet their demand for regionally-produced food. The food hub's services allow some producers to sell products to customers that are distant from their farms.
Despite its mission to be a supportive supply chain partner to small and mid-sized producers, the food hub manager has noticed that some of its producers have begun selling products directly to customers, thereby cutting out the hub. These same producers have continued to use the food hub's services to sell products to other customers. The food hub manager believes the producers are initiating transactions around the hub to the food hub customers. The manager is extremely concerned that if more producers choose to sell products around the hub, the hub will no longer be financially viable. If the food hub fails, all of the hub's producers will be forced to either deliver their products via their own transportation, make separate transportation arrangements, or lose customers. The manager has attempted to curb this behavior by asking new producers to sign an agreement in which they promise not to sell around the hub. However, she is unsure it of its effectiveness and does not know how to prevent this behavior in the long term.
The purpose this paper is to demonstrate how an agent-based model (ABM) can be used as a tool for food hub managers to evaluate the effectiveness of various management strategies in preventing producers from selling around the hub. Experimentation with an ABM can enable a food hub manager to understand the impact of a management policy without assuming any of the risks of actual implementation. In addition to studying the effects of management strategies, in this paper, modeling the case study supply chain using ABM also allows the modeler to examine whether the food hub is necessary for small and mid-sized producers to be successful. If the food hub is not necessary for those producers to be successful, then it might not be a viable business entity in its current form.
ABM is a modeling tool that is well-suited to capturing the complexity of supply chains, particularly the behaviors, decisions, and interactions of the autonomous, intelligent, and interconnected actors (e.g., food producers, food hub managers, and customers) that inhabit them (Choi, Dooley, and Rungtusanatham 2001; Meter 2006) . Unlike traditional optimization models, ABM can accommodate heterogeneous actor objectives, behaviors, dynamic interactions, and adaptations that occur among humans over time. Some agents may be more influential than others, but none completely controls the behavior of the system (North and Macal 2007) . The dynamic interactions among individual agents and the objects in their environment result in a system that exhibits behavior that cannot be predicted by examining the behavior of its individual parts (Pathak et al. 2007) . Such system behavior and resultant properties are said to be emergent (Gilbert and Troitzsch 2005) . ABM is therefore a particularly appropriate tool for capturing the complexity and emergent behavior that result from the stochastic and dynamic elements of regional food supply chains, as well as the sociological processes that influence farmer decision-making (Higgins et al. 2010) . ABM was previously used to model the decision processes and interactions of regional food producers and consumers, in an effort to inform the food hub manager's supplier selection strategy (Krejci et al. 2015; Krejci et al. 2016 ).
Because humans do not behave or make decisions perfectly rationally (Gigerenzer and Selten 2002) , when modeling human agents, using heuristic decision-making rules can reflect more realistic human decisionmaking. The heuristic learning method that is used to represent decision making in the agents in the ABM described in this paper is known as reinforcement learning. Reinforcement learning is a machine learning technique in which an agent attempts to maximize the rewards it receives over time from the decisions it makes (Sutton and Barto 1998) . Agents receive higher rewards for good behavior and smaller rewards for bad behavior. The agent aims to maximize its total long-run reward, which is a sum of the individual rewards it receives from each action it chooses to take in a sequential decision process. In reinforcement learning, the agent must use a trial-and-error search to find the most rewarding actions in the long term (Sutton and Barto 1998) . Agents will begin to be able to differentiate good actions from poor actions by interacting with the environment and observing state transitions and the rewards associated with them. In order to develop a good policy, the agent must both exploit the current knowledge it has from interacting with the system and explore other actions to make better decisions in the future. By exploiting its current knowledge of the system, the agent can ensure that its immediate action yields a relatively high reward, but in order to improve its understanding of the potential rewards for each action, exploration is needed. Upon convergence, the agent has developed a policy to guide its decision making in the system.
One popular reinforcement-learning algorithm is the Q-learning algorithm. The Q-learning algorithm iteratively updates Q-values, which store the values for each state s and action a as Q(s,a). The Q-values are used to estimate the value of each action for an agent in a given state, where an agent prefers to select actions that yield the highest possible Q(s,a) (Watkins 1989) . To balance exploration and exploitation, an -greedy method can be used (Tokic 2010) . the modeler, which dictates how often the agent will select a random action rather than the action with the highest value (i.e., the greedy action). In order to choose the greedy action, the agent's Q-values must update as it moves through the decision process. Q-values are updated using the Q-learning algorithm, which corrects the Q-values to reflect new information gained throughout a simulation (Sutton and Barto 1998):
The algorithm shown in Equation (1) updates the Q-values by first adding the immediate reward (r t ) received by the agent upon arriving in a state to a discounted goal Qa number between 0 and 1. The discount rate reflects how long the agent is willing to wait for a long-term reward. A te rewards. Next, the current Q-value (i.e., the value of Q at time t) is subtracted. This quantity is then multiplied by the learning rate is a number between 0 and 1. A learning rate of 0 means the agent will never learn and a learning rate of 1 means the agent will only consider the most recent information. Finally, this entire quantity is added to the current Q-value, which yields an updated Q-value. This updated Q-value replaces the current Q-value in the next time-step. The process is repeated each time an agent receives a reward/punishment for taking an action.
Reinforcement learning has previously been utilized in ABMs to inform agent decision-making. In an effort to improve decision-making for shipyard crane operators, Fotuhi et al. (2013) integrated reinforcement learning into an ABM of a shipyard to improve decision making, such that the operators choose to service trucks in a sequence that minimizes the waiting time for the trucks. Bone and Dragicevic (2010) incorporated reinforcement learning in an ABM to improve the ability of the model to determine optimal forest harvesting strategies among agents with conflicting goals. Q-learning has also been used to represent supplier decision making in a manufacturing supply chain model (Valluri and Croson 2005) . In this model, the authors seek to determine how to select suppliers that consistently produce high quality goods. This paper describes a conceptual ABM that is based on a regional food system in western Iowa and eastern Nebraska. The model was developed in NetLogo (version 5.3).
METHODOLOGY
The Iowa regional food supply chain has three types of actors: producers, customers, and a food hub manager. These actors are represented by agents in the ABM. The ABM is based on the assumption that decisions to sell products around the hub are always initiated by a producer (rather than a customer), in an attempt to increase their profits. In each one-week time-step, the producer agents choose what they believe will be the most profitable market channel for their products: through the hub, directly to customer agents, or some combination. By contrast, the customer agents have a passive role. They will not initiate a transaction around the hub, but if they are prompted by a producer agent, they will evaluate whether they want to accept the producer agent's offer to purchase products directly. The model environment consists of two metropolitan areas (i.e., the cities of Omaha and Des Moines) that are connected by an highway, which runs directly between the two areas.
Food Hub Manager Agent
There is one food hub manager agent in the model. The food hub manager agent purchases products from the producer agents and then aggregates and delivers these products to customer agents on a weekly basis. The food hub has the ability to detect when producer agents are disintermediating (i.e., when they sell products around the hub directly to customer agents).
Producer Agents
There are 20 producer agents in the model, which is approximately the number of regularly active producers in the Iowa regional food supply chain. Six producer agents are located in Omaha, six are located in Des Moines, and eight are located along the highway that connects the two cities. The producer agents are categorized into three sizes, based on the volume of products they have available to sell in each order cycle. The four small producers, six medium producers, and ten large producers can supply a maximum of 100, 200, or 300 units, respectively, to the food hub agent in each order cycle. There is only one type of food item sold by the producer agents and demanded by customer agents, and each item is priced the same. It is assumed that the food hub manager agent has sufficient demand to purchase all of the producers' supply in each order cycle, such that producer agents do not experience competition when selling through the hub. Further, it is assumed that the producer agents are unable to communicate with one another directly, and do not know what actions other producer agents are taking.
Customer Agents
There are 25 customer agents in the model that purchase regional food items through the food hub to sell to their own customers. These agents are primarily located within the two metropolitan areas of Omaha and Des Moines. The Omaha area includes twelve customer agents, the Des Moines area includes fourteen customer agents, and four customer agents are located near the highway. Each of the eleven small, seven medium, and seven large customer agents demands 100, 200, or 300 units of regional food, respectively, in each weekly time-step. Each customer agent is randomly assigned a value that represents its willingness to purchase directly from producer agents. The values fall between zero and nine, where values less than five mean that the customer agent is unwilling to purchase items directly from producer agents, and values that are five and greater mean that the customer agent is willing to purchase directly from producer agents, if approached.
Model Description
First, the model is initialized. The producer and customer agents are created and located in the model environment, and they are assigned a size (i.e., small, medium, or large) and respective supply/demand values. Each producer agent is given a 7x4 matrix of Q-values. All entries in the Q-value matrices are initially set to 1000 (a relatively high value) to prevent the producer agents from getting caught in a local maximum early in the simulation run. Each customer agent is assigned its buying preference value, which indicates whether the customer is willing to purchase directly from producer agents.
Producer agents have four possible actions to choose from in each time-step: selling no products around the hub, offering 25% of their products directly to customer agents (i.e., around the hub), offering 50% of their products directly to customer agents, or offering 75% of products directly to customer agents. Producer agents will choose their next action greedily 90% of the time, and the other 10% they will randomly choose between the four possible actions. If the producer agent is choosing the greedy action, it will find the highest Q-value in its matrix, corresponding to its current state. In time-step 0, the greedy action is defined as selling all products through the hub.
Next, the producer agent executes its chosen action. A producer agent that chooses to sell a portion of its products around the hub will offer the entire volume of products it has available to sell around the hub directly to the nearest customer agent, in an effort to reduce transportation costs. The customer agent then has three options: reject the offer outright, accept the entire amount, or accept a partial amount. If a customer agent has no remaining demand or is unwilling to purchase directly from producer agents, it will reject the offer outright. A customer agent will accept the offer if it is willing to purchase directly from producer agents and has remaining demand to be filled. If a willing customer agent has enough demand to accept the entire order, it will do so. Otherwise, the customer agent will accept an amount that fills its remaining demand. When a transaction occurs, the producer and customer agents update their supply and demand values accordingly.
If the producer's nearest customer agent rejects its offer, it will make an offer to the next closest customer agent, and so on, until it has no supply remaining or it has exhausted all selling options. It is assumed that the producer agents will only attempt to sell directly to customer agents that are located within 30 minutes driving distance of the producer's location. Further, it is assumed that any products that the producer agent is unable to sell around the hub will be sold through the hub.
After an action to sell items around the hub is executed, the producer agent will either be discovered or go undiscovered by the food hub manager agent. It is assumed that the food hub manager would be more likely to discover a producer who sells greater volumes around the hub. Therefore, when a producer agent offers 25%, 50%, or 75% of its products around the hub, it has a 25%, 50%, or 75% chance, respectively, to be discovered by the manager agent. Therefore, a producer agent's action will result in one of seven possible states, as shown in Table 1 . For example, if a producer agent chooses the action "Attempt to sell 50% of items around hub" and its behavior is detected by the food hub manager agent, it would move to state Attempt50-Caught (State 4). A producer agent receives a reward based on the state that results from its action (i.e., a reward/punishment from the manager), as well as the customer agents' responses to the producer agent's action (i.e., deciding whether or not to purchase directly). Under the management strategy that is currently employed by the reallife Iowa food hub manager, producers are not punished in any way for getting caught selling products around the hub. Therefore, in the current version of the ABM (which reflects the status quo Iowa regional food system), producer agents do not receive a punishment for arriving in a "caught" state. For products successfully sold directly to customer agents, it is assumed that producer agents receive 100% of the profit, while they only earn 80% of the profit on items sold through the food hub, since the food hub charges a fee of 20%. However, there are transportation costs associated with selling directly to customer agents, which are proportional to the distance traveled by the producer agent. To calculate its reward, a producer agent subtracts its transportation costs from its total profit accumulated from selling to producers and the hub. It then updates its corresponding Q-value to reflect the value of the reward, using the algorithm shown in Equation (1).
After all direct sales are made, the food hub manager agent purchases any remaining products from producer agents and uses this to fulfill remaining customer agent demand. The manager agent records the number of customer agents that purchase products through the hub and the total number of items sold to those customer agents. The model is then ready to move the next time-step.
EXPERIMENTATION AND RESULTS
In an effort to reduce disintermediation, the manager of the Iowa food hub has considered reducing the service rate that she charges the producers. To assess the effectiveness of this approach, the ABM was run using different service rates: 10%, 15%, and 20% (the Iowa food hub's actual rate). The model was run for 1000 time-steps, and the mean number of producer agents choosing each of the four actions in each of the seven possible agent states over 10 replications are shown for the three service rates in Figures 1-3 .
Before performing these experiments, the values of the producer agents' lear producers in the real-life regional food system. Therefore, an iterative process was used to tune the model such that eventually set to 0.9 to reflect relatively rapid adaptations by producers in response to the rewards they received, such that the initial period of exploring the state space would end after several months, rather than years. This can be seen in Figures 1a, 2a , and 3a -there are large fluctuations in the number of producer agents following each policy in the early time-steps, but by time-step 36 (i.e., after 36 simulated weeks), the proportions are relatively steady.
Determining an appropriate value for the discount factor was less straightforward. When 0.9 chose selling 75% of their products around the hub as their best action. However, in the real-life Iowa regional food system, there are some producers who do not sell products around the hub at all, nor would they ever consider doing so. Thus, a discount factor of 0.9 did not seem valid. The real-life producers are also unlikely to strictly consider their immediate reward from their selling decisions, wit was finally assigned.
The results shown in Figures 1-3 indicate that when the food hub employs a 20% service rate (i.e., the status quo rate for the real-life Iowa food hub), at least 38% of the producer agents will select the action of attempting to sell 75% of their products around the hub, regardless of their current state. The next most popular action in all states is to sell all products through the hub, where at least 22% of producers will select this action no matter which state they are currently in. It appears that if producers decide to sell products around the hub, it is most beneficial to sell as much as they can (i.e., 75% of their products) around the hub. When the hub lowers its service rate to 15%, these two policies become split more evenly, with at least 35% of producers choosing to sell 75% of products around the hub and 30% choosing to sell no products around the hub (from all current states). It is only once the hub lowers its service rate to 10% that at least 49% of producer agents find selling no products around the hub to be the best action to take, regardless of their current state. However, for the real-life Iowa food hub, a 10% service rate is likely infeasible. The food hub must bring in sufficient revenue to cover its operating costs, and lowering the rate too far will make that impossible. The food hub manager is already experiencing problems covering transportation costs at its current service rate of 20%. In each experiment the Q-values and subsequent actions chosen will typically vary from one producer agent to the next. Since producers have different supply levels and locations, the best action for a given state will be unique to a given producer. Therefore, under these experimental conditions, there is no single policy that dominates for every producer agent. To demonstrate this, five individual producer agents having various sizes and locations were examined. Table 2 summarizes the percentage of times each of these five producer agents chose an action over the course of the experiment. As Table 2 shows, Producer 0 tended to sell all of its products through the hub (Action 0), while Producers 3 and 13 generally preferred to attempt to sell 75% of products around the hub (Action 3). Producer 15 did not have a very strong preference for any particular action, but it did not prefer to attempt to sell 25% of its products around the hub (Action 1), which was the most-preferred action of Producer 17. These differences demonstrate how a producer agent's size, its location relative to other producers and customers, and customers' buying preferences impact the decision policy that will be best for a given producer. The best policy for one producer will not necessarily be the best for another producer. 
CONCLUSION
Although the ABM described in this paper is a conceptual model, the results of preliminary experimentation suggest that it generally performs as expected. Over time, each producer agent develops an individual decision policy that reflects its unique location and supply volume, as well as competition with other producers for direct sales to customers. When the food hub service rate was increased, more producer agents preferred to sell products around the hub, and when the rate was reduced, more producer agents preferred to sell products through the hub. However, the results of these initial experiments suggest that, regardless of the food hub manager's approach to reducing producer disintermediation, there will likely be instances in which producers still find that the best policy is to sell their products around the hub. There will always be producers who are in a position to sell their products directly to nearby customers and will not rely on the food hub's transportation and marketing services as much as other producers do. Therefore, the food hub will need to find an appropriate balance between the number of producers it can tolerate selling products around the hub and the service rate it charges the producers.
Ongoing experimentation with the model is focused on testing the effectiveness of other management strategies on reducing disintermediation. For example, McCann and Crum (2015) recommended that food hubs stop working with producers who sell around the hub. The temporary (or possibly permanent) removal of disintermediating producer agents from the hub's pool of suppliers could serve as an effective punishment, such that choosing to sell through the hub is more rewarding in the long run. The Iowa food hub manager has also mentioned that she is considering offering profit-sharing incentives to the producers to encourage them to do more business with the hub. Such incentives could be incorporated into the model, and the behavior of the producer agents in response to different types of rewards could be observed.
Future development of the model is focused on validation through the collection of empirical data from the real-life Iowa regional food system. The conceptual model presented in this paper is based on numerous assumptions, many of which were based on conversations with the food hub manager. However, gaining a better understanding of the actual motivations and decision processes of the producers and customers in the system would greatly increase the validity of the model, as well as improving its usefulness in informing the food hub manager's strategic decision making. An interview protocol has been developed and piloted with several Iowa regional food producers and customers, and the preliminary results were enlighteningthey suggest that customers play a more significant role in the disintermediation behavior than previously thought. More interviews with producers and customers will be performed, and the resulting data will serve as inputs into the ABM to justify (or replace) many of the current modeling assumptions.
The preliminary experiments described in this paper suggest that using an agent-based model that incorporates Q-learning for each producer agent is effective in generating and understanding long-term agent and overall system behavior. The Q-learning allows producer agents to use a heuristic trial-and-error approach to developing decision policies that perform well for them over time, which is likely a more realistic approach to modeling human agents than assuming that they are capable of perfectly rational decision making. ABM with reinforcement learning has the potential to be an effective tool for studying disintermediation in supply chains and guiding management strategies to avoid it.
