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Categorization is one of the most fundamental aspects of human cognition.
From soon after birth, humans form categories based on most of our sensory
inputs. Stevan Harnad (2005) famously said, “To cognize is to categorize:
cognition is categorization”. Every concrete concept that features in our
mental processes is an abstraction — a categorization operation.
While categorization has been studied for decades, there are many out-
standing questions that remain to be answered. One key question is how
infants learn a hierarchy of categories. In this thesis, we will argue that
the mechanisms underlying hierarchical category development are related
to the mechanisms controlling attention to object properties. Specifically,
we propose that both mechanisms rest on a single operation, which we call
property-level inhibition of return (IOR). IOR is an operation inspired
by the inhibition of return process that exists within the visual system. As-
sume that a token object has been classified as a certain type T . The IOR
operation compares the properties of the token object to the properties of
the ‘prototypical’ object of type T , to identify what (if anything) makes it
unusual as an instance of this type. We suggest that this IOR operation
is what leads to the apprehension of isolated properties in an object. In
addition, we also posit a role for this IOR operation in the process of learn-
ing a hierarchy of object categories. Specifically, we propose that learning
finer-grained object categories involves systematic attention to the unusual
properties of objects, so that sub-types of object with similar unusual prop-
erties are identified. In this text, usual and unusual properties are defined
by the statistical regularities encoded by category prototypes.
We first develop a proof-of-concept unsupervised neural network model of
this hypothesis. This model is trained on token instances of several objects,
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each belonging to a basic-level category and a subordinate-level category.
The model mimics experimental data on human category learning and first
learns the strong correlations of the basic-level category, and then it starts
to learn the subtle correlations of the subordinate-level category. Without
the inhibition operation, the network is only ever able to learn the basic-
level categories.
The next model we introduce attempts to provide a more neurally plausi-
ble (compared to the previous model) account of category learning using
Hopfield-type neural networks. These networks are able to reliably learn
prototypes from abstract, distributed representations of token objects. We
also show that, using information inherent to the execution of the network,
we can determine if a given state of the network is a token, a category, or
if it is spurious.
Finally, we address an important precondition for our IOR-based model
of category learning. The IOR operation only works if the properties of
objects are represented in a ‘localist’ scheme, where different properties are
represented in separate populations of neurons. The dominant model of
visual object classification, the deep convolutional network, learns highly
distributed representations of visual object properties. We present a variant
on a deep convolutional network that uses Kohonen’s self-organizing maps
(SOMs) as its core learning architecture, rather than error backpropagation
(which is biologically questionable). The SOM-based network preserves
some of the important properties of convolutional networks (hierarchical
structure, spatial abstraction), but delivers localist representations of visual
object properties, rather than distributed ones. This model is currently
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Categorization is one of the most fundamental aspects of cognition. The ability to
categorize objects, to abstract and generalize information, certainly played an integral
role in our development as a species. Quickly and efficiently recognizing that a partic-
ular animal is a predator, dinner, fast, slow, venomous, docile and so on, allowed our
ancestors to survive, and only those that could do so would have survived long enough
to reproduce.
Our category system is hierarchically organized. Individuals are members of cate-
gories, those categories are themselves members of larger categories, and so on. This
hierarchical organization allows us to quickly and efficiently generalize about a partic-
ular token object in terms of features and properties as well as functional affordances.
As we mentioned in the previous paragraph, a quick reaction to an unknown stimulus
would have been vital to our early ancestors’ survival. Even now, consider that you
have probably seen hundreds, or even thousands, of unique cars over your lifetime.
Now imagine that each time you saw a new car you had to learn about it, tabula rasa.
Its features, its purpose, how you are able to use it and so on, would all have to be
learned. Also consider the fact that, two sentences ago, we said the word “car”. Simply
reading that word activated a mental representation of a prototypical car, allowing us
to effectively condense quite a bit of information into a single word. There is no doubt
that a robust, hierarchical category system allowed our species to flourish, not only in
prehistoric times as mentioned before, but also with the advent of language, allowing
us to efficiently pass our knowledge to others.
1
1.1 Theories of Categorization
We touched upon a prominent theory of categorization already, prototype theory.
Prior to its advent in the 1970s, we mostly considered categories to be formed following
classical categorization (Aristotle, 2014).
Classical categorization, proposed by Aristotle, is the idea that we categorize objects
in the world based on a set of necessary and sufficient conditions. If an object does not
have one of the attributes that defines the category, it is not a member of that category.
The categories in this system are mutually exclusive and all-or-nothing: either object
A is in category 1 or it is not.
Right away we can start to see some issues with this idea. There are certain common
things which we easily categorize but have difficulty explaining why or how. If you’ll
humor me, please define what it means to be a sandwich using a set of necessary and
sufficient conditions. Based on that definition, is a taco a sandwich? What about a hot
dog, or a slice of pizza, or two slices of pizza with one slice on top of the other? What
about open-faced sandwiches? Isn’t a slice of pizza just an open-faced sandwich?
That little exercise may seem silly, but it provides a good example of how our system
of categorization is more complex than just a list of well-defined attributes. While some
categories absolutely do adhere to this paradigm (rule-based categories, discussed
further in Section 2.2.2), natural categories typically do not. Natural objects are very
often members of multiple categories to varying degrees, and people tend to categorize
objects without explaining exactly why (“I know it when I see it”). Objects can also
be more representative or typical of a category than others. For example, depending
on where you live, a pigeon may be more “bird-like” than, say, a chickadee or a kiwi (a
concept called graded category membership). These ideas and criticisms helped
influence the next major idea, prototype theory.
Rosch (1973) introduced prototype theory. Prototype theory is a model of graded
categorization. Objects are able to belong to multiple categories to varying degrees,
and certain objects are more typical of a category than others. When exposed to a
novel object, prototype theory suggests that the observer compares the features of the
object to a set of prototypes. These prototypes represent the averages of their internal
category representations. The observer then categorizes the novel object based on its
similarity to the prototypes. This idea addresses the main criticisms of the classical
model by allowing implicit knowledge and greater flexibility.
An alternative theory, called exemplar theory has also been proposed. This
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theory suggests that when we categorize a stimulus we compare it to a remembered
instance of a category. In a recent article, Murphy (2016) examines a number of
psychological studies and concludes “. . . that there is no exemplar theory of human
concepts in a broad sense”. In Section 2.1.1 we will introduce and discuss studies which
seem to support prototype theory over exemplar theory. Based on this information,
the models we introduce in this work (introduced in Section 1.2) are based solely on
prototype theory.
1.1.1 Hierarchical Structure in the Category System
Prototype theory also introduces the idea of hierarchical categorization and the notion
of the basic-level category (Mervis and Rosch, 1981). The basic level is the hierarchical
level of abstraction that provides the most cognitively efficient representation of a given
object. As the typical example goes, if you ask a person what they are sitting on they
are more likely to say “chair” (basic-level) rather than “furniture” (superordinate-level)
or “computer chair” (subordinate-level).
Typically, members of a category are defined by their functional affordances and
visual form. Basic-level categories generally describe objects with the highest intra-
category similarity and inter-category dissimilarity. ‘Boat’ and ‘car’ are two different
basic-level categories which fall in the same superordinate-level category, ‘vehicle’. The
basic-level categories elicit a specific internal visual and functional representation in a
person when probed, whereas ‘vehicle’ typically does not. Objects which fall in the
‘vehicle’ category can differ greatly in both visual form and functional affordances, so
we typically do not have a clear ‘vehicle’ prototype.
Conversely, objects which are described by different subordinate-level categories but
which fall into the same basic-level category (e.g. ‘sedan’ and ‘coupe’ would both be
‘cars’) describe very specific, subtle differences which tend not to introduce significant
features. Put another way, the things you can do with a sedan are not much different
than the things you can do with a coupe and are pretty well encompassed in the ‘car’
category.
Again, the ability to immediately identify a previously unseen token object and
describe or react to it is a crucial evolutionary tool.
3
1.1.2 Object Properties
A token object is categorized by its properties (or features)1. Researchers have com-
piled databases of concept property norms, which are simply categories and their
associated properties (Devereux et al., 2013). The resulting property norms list a set
of features and how many participants associated those features with the category. For
example, an ‘apple’ has the features ‘is a fruit’, ‘does grow on trees’, ‘is round’, ‘is
tasty’, ‘is used in pies’, ‘is green’, and so on. These properties include visual informa-
tion — both as object form and color — explicit knowledge, functional affordances, and
more. Property norms also show how people associate members of the same basic-level
category to one another. Devereux et al. (2013, Figure 2) also plots the similarity be-
tween categories, showing that members of the ‘bird’ category, for example, share many
properties with each other. The category of a given object is defined by properties that
frequently occur together.
1.2 Our Main Proposal
As we’ll show in Chapter 2, the categorization field of study is immense, spanning
many decades and disciplines, and as such there are many angles to approach a study
of the topic. Areas of research include describing the trajectory of category learning in
infants, how categories and prototypes are (or are not) represented in the brain, how
adult experts are able to shift their basic level to include more specificity than novices,
and so on. In this work, we’d like to explore the interaction between surface language
and category representation.
The way in which people discuss categories may reflect how they are structured and
learned in the brain. We suggest that there is an underlying mechanism for the shift
between basic-level categories and subordinate-level categories that is expressed in sur-
face language. In the sentence “The dog is a pug.” we have the subject, “The dog. . . ”
which is the basic-level category of some token individual, followed by the copula “. . . is
. . . ” and then the predicative nominal “. . . a pug.” which is the subordinate-level cat-
egory of the token individual. It is interesting to note that in sentences like this, the
predicative nominal (the subordinate-level category) can be replaced with a predica-
tive adjective (a property of the subject), for example “The dog is brown”. Therefore,
we argue, the process by which we attend to unique properties of a token object is
1In the literature, ‘features’ and ‘properties’ are frequently used interchangeably, as well as ‘concept’
and ‘category’.
4
analogous to the process by which we learn subordinate-level categories.
The key proposal of this work is that, within predicative sentences of the type
illustrated above, the copula “is” reflects an internal mechanism whereby the brain
effectively subtracts the features of the basic-level category from the token individual,
allowing the more subtle features that comprise the subordinate-level category to be-
come more apparent. We call this mechanism inhibition of return, a concept that
has been shown to exist in the realm of visual-spatial locality (Posner et al., 1985).
We propose that inhibition of return can be implemented using connectionist mod-
els, and that those implementations can be used to learn subordinate-level categories.
The remainder of this work is organized as follows: In Chapter 2 we examine the
wealth of information on human categorization in the realms of experimental psychol-
ogy and neuroscience. Chapter 3 introduces a simple model of prototype categorization
using inhibition of return to learn subordinate-level categories. This chapter provides
a proof of concept of inhibition of return and introduces some interesting problems.
Being a proof of concept model, it uses simplistic inputs and outputs which are not
very neurally plausible. From there we branch off into two directions: In Chapter 4
we develop a model of prototype categorization using more complex outputs and in
Chapter 5 we develop a model which uses more complex inputs. This branching path
is explained in more detail in their respective chapters. Finally, in Chapter 6 we discuss
the collective results and potential future directions for this research.
Chapters 3, 4, and 5 of this thesis have been adapted from the following works
respectively:
• Gorman, C. and Knott, A. (2016). A Neural Network Model of Hierarchical
Categorization. In A. Papafragou, D. Grodner, D. Mirman, and J. Trueswell
(Eds.), Proceedings of the 38th Annual Meeting of the Cognitive Science Society.
Cognitive Science Society.
• Gorman, C., Robins, A., and Knott, A. (2017). Hopfield Networks As a Model of
Prototype-based Category Learning: A Method to Distinguish Trained, Spurious,
and Prototypical Attractors. Neural Networks, 91, 76–84.
doi:10.1016/j.neunet.2017.04.007.
• Gorman, C., Szymanski, L., Robins, A., and Knott, A. (2019 (submitted)). A




Models of Categories and Category
Learning in Cognitive Science
Cognitive psychologists and neuroscientists have researched categorization for many
decades. A wealth of information is available on the subject, including behavioral,
neuroimaging, and patient population studies, categorization theories, and neurocom-
putational models. This chapter focuses on some of the major research in the field,
first introducing results and analyses of studies into infant and adult categorization in
Section 2.1. In Section 2.2, we will introduce and discuss results of neuroimaging and
lesion studies into how the brain categorizes objects. In Section 2.3 we discuss efforts
by computational neuroscientists to develop models of prevailing theories of catego-
rization, and Section 2.4 discusses the background of inhibition of return. Finally, in
Section 2.5 we will discuss the current state of research in this field, how the previous
sections contribute to one another, and what work still needs to be done.
Before we begin, it’s vital to make a distinction between the different kinds of
categorization. At a high level, humans categorize objects1 either implicitly or explic-
itly (Hanson and Hanson, 2005). Explicit categorization requires active attention and
analysis, or the agent consciously deciding that an object should be placed in some cat-
egory, usually based on some set of rules. An example would be a radiologist learning
to categorize patterns in an x-ray image as a disease or not.
Implicit categorization, which is the key topic underpinning this thesis, is subcon-
scious and nonanalytical. These categories are learned without the agent ‘trying’ to
learn them, but rather by an internal process which compares a token object to some
internal categorical representation. Implicit categorization is also the process associ-
1It should be noted that we will not be discussing categorization of actions and events.
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ated with natural objects. Exactly how a person is able to do perform this task is
discussed later in this chapter.
We present this distinction early on because the literature surrounding category
development is dense and spans many disciplines, such as linguistics, experimental
psychology, anthropology, philosophy, computational neuroscience, and more. When
a researcher from one of these fields discusses ‘categorization’ as a topic, they may
be implying implicit, explicit, or both. As we will discuss, these different paradigms
use different structures in the brain for storing and processing their respective infor-
mation. We will discuss both topics, but try to gear the conversation toward implicit
categorization of natural objects. We will also try to make it obvious which type of
categorization we are discussing, especially within the neuroscience sections, but if we
do not specify then it is safe to assume we are discussing implicit categorization.
2.1 Developmental Trajectory
Categories are learned throughout life, starting very soon after birth. When introduced
to a new stimulus, an infant will abstract away features and either develop a new
categorical representation of it or associate it with an already well-established category.
2.1.1 Infant Categorization
In this section we will be summarizing decades of research into what categories are
learned by infants and when they are learned. Behavioral studies have been published
since the late 1970s documenting how infants, young children, and adults appear to
develop categories. Rakison and Yermolayeva (2010) provide an excellent, in-depth
review of studies into infant categorization from the 1980s to 2010. There have been
many studies published since 2010 which we also include in our summary. These studies
have produced a vast set of knowledge into which categories infants form and when
they do so, but they don’t quite tackle exactly how these categories are formed.
2.1.1.1 Experimental paradigms
Using various methodologies, cognitive psychologists have been able to narrow down
the early developmental trajectory of object categorization in humans. Rakison and
Yermolayeva organized their review based on the different procedures used in the major
studies, providing us with a broader understanding of the developmental trajectory of
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category learning within different contexts. These procedures are split into two phases,
the familiarization or training phase, where the subjects learn the categories, and the
testing phase, where the subjects’ category knowledge is analyzed. The procedures used
were:
Visual Preference
Infants are presented with pairs of images from a single category. Then, during
testing, they are presented with a pair of novel images. One of these new images
is from the same category as the previous images and one is from a new, unseen
category. The fixation time of the infant onto the novel stimuli is measured, and
if the infant spends a significant amount of time fixating on the novel category
stimulus, it is determined that it has developed an exclusive category for the
other (Quinn et al., 1993). That is, if the infant has developed a category for one
of these novel objects, it will fixate on the object in that category for a shorter
time because it is not as interesting as the other unseen object.
Habituation Studies
Habituation is similar to visual preference, but is controlled by the infant. The
subject is presented with stimuli from the same category until the infant looks
away for a specific amount of time, indicating a familiarization with the objects.
The testing phase is similar to visual preference in that a novel stimulus from the
training category is presented alongside a novel stimulus from a novel category.
A long fixation time on the novel category stimulus relative to the training cat-
egory is interpreted as the infant having formed a representation of the training
category, just as in the visual preference paradigm (Hunter and Ames, 1988).
Object Examination
Object examination studies are performed similarly to visual preference and ha-
bituation, but using physical objects such as models or toys instead. Since the
method requires a certain amount of motor control, it is suitable for participants
9 months and older. The participants are provided with items from a novel cate-
gory which they are able to manipulate for a period of time. During testing, they
are presented with a novel stimulus of the training category and a novel stimulus
of a novel category. Fixation on each object is calculated and compared as in the
other procedures. Since they are familiarized with real physical objects, these
tests allow the subjects to correlate form as well as functional features (Mandler
and McDonough, 1993; Oakes et al., 1991).
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Sequential Touching
The infants, as young as 10 months old, are presented with physical objects from
two categories, typically four objects in each category, and are recorded while
investigating and playing with the objects. If objects from the same category are
systematically touched, it is interpreted as evidence for categorization (Mandler
et al., 1991).
Inductive Generalization
Test subjects are presented with a set of objects and a prop. The objects are
typically toys or models, and the prop is something that has a functional asso-
ciation with the objects, for example if the object is a car, the prop might be a
key. After a period of acclimation to the stimuli, the objects are removed and an
action is modeled with the prop and a within-category novel object. The objects
are then returned and the subject is encouraged to imitate the previous action
using the new object. This test method is able to determine if the subjects gen-
eralize actions to members of the same category (e.g. a dog and an elephant both
drink) (Mandler and McDonough, 1998).
Research findings in this field are dependent on the testing procedure. For example,
using the visual preference procedure, infants at 4 months are able to form separate
categories for dogs and cats. Rakison and Yermolayeva posit that these results may
not accurately reflect the real world. In visual familiarization procedures where the
subject is presented pairs of images in succession, the infants at 4 months were able
to learn categories for dog and cat. When shown images in isolation, however, these
results could not be replicated (Oakes and Ribar, 2005). This is possibly because it
requires much less cognitive effort to compare a stimulus to recent exemplars. This was
also discussed by Harnad (2005), in reference to Miller (1956), that the limits of our
ability to categorize are far narrower than those of our ability to compare successive
stimuli.
2.1.1.2 Developmental timeline
What follows is a brief summary of the developmental trajectory of infant categorization
organized by age ranges. The items in each list, organized by the age of the participant,
will include the experimental procedure and a brief, high-level description of the results
of the experiment. We present the data in this manner (organized chronologically), as
opposed to the way Rakison and Yermolayeva (2010) do (organized by experimental
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paradigm), in order to help paint a picture of an early development category learning
timeline.
Newborns
• Visual Preference — Subjects were able to classify shapes into categories such as
“open” (like a cross or an x) and “closed” (like a square or a triangle) (Quinn
et al., 2001).
• Visual Preference — Experimental results show that infants are born with some
intrinsic knowledge of faces and face-like patterns. (Morton and Johnson, 1991).
3 to 4 Months
• Visual Preference — Bomba and Siqueland (1983) showed that children in this
age range were able to form prototypes, i.e. representational averages, of basic
shapes such as triangles and squares composed of dots. The experimenters famil-
iarized the subjects with distorted forms of the shapes, then they were tested by
being presented with a previously seen distorted stimulus and an unseen, novel,
non-distorted prototype. Under certain conditions, (a 3 minute delay between
familiarization and testing or 12 stimuli instead of 6) the subjects preferred the
novel stimuli opposed to the previously seen one.
• Visual Preference — In Behl-Chadha (1996), the author showed that children
were able to form categories of mammals, excluding non-mammalian animals
(such as birds or fish) and furniture (such as chairs and couches). The subjects
were also able to form a category for furniture which excludes vehicles and mam-
mals. In the experiments, subjects were able to form categories for chairs which
excluded couches and vice versa.
4 to 6 months A study performed by de Heering and Rossion (2015) recorded scalp
electrical brain activity of infants while viewing a rapid succession of photos of natural
objects. The photos were presented at 6 images per second. Every 5th image was a
photo of a face, varying in emotion, photo composition, gender, age, and so on. The
results showed that the images of faces generated a response in the right hemisphere,
meaning that infants in this age range are able to form face-selective processes.
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6 to 7 Months
• Visual Preference — Participants formed asymmetric subordinate-level categories
for dogs and cats (e.g. Siamese and tabby or St. Bernard and beagle, respec-
tively) (Quinn, 2004). The asymmetric nature of the categories was such that the
Siamese category excluded tabby cats, but the tabby category included Siamese
cats. Similarly, the St. Bernard category excluded beagles but the beagle category
did not exclude St. Bernards.
• Visual Preference — Subjects formed spatial relation categories such as “above”
and “below”. The subjects were presented with stimuli (basic shapes) relative to
a black bar such that a particular shape would always appear above or below the
bar. For testing, a shape might appear in the wrong position relative to the bar.
If the subjects fixated on this stimulus longer, it indicated that the subject had
formed a category representation for the shape and its position (Quinn et al.,
1996).
9 to 11 Months
• Visual Preference — Subjects were able to categorize cats as different from dogs
even when the number of stimuli in the training phase was reduced (Furrer and
Younger, 2005). In particular, the subjects were presented with stimuli which,
when presented to younger participants (4 months), produced asymmetric cate-
gories (the cat category excludes dogs but the dog category includes cats). The
subjects were able to develop exclusive categories for dogs and cats using the same
stimuli presented to the younger subjects, but were also able to form exclusive
categories during a limited familiarization phase.
• Visual Preference — Participants were able to develop two separate categories
when presented with both pictures of cats and horses or male and female faces
during the training phase (Younger and Fearing, 1999).
• Habituation — Subjects categorized novel stimuli based on correlations of fea-
tures (Younger, 1990; Younger and Cohen, 1986). For example, in Younger
(1990), the features of feathered tails and ears were perfectly correlated.
• Object Examination — Subjects categorized toy animals as different from toy
vehicles and developed subordinate-level categories for toy vehicles. The subjects
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were also able to categorize birds as different from planes, despite the physical
similarity of the two objects (Mandler, 2003).
• Inductive Generalization — Participants were able to associate particular actions
with certain categories. For example, they were able to generalize that a novel
animal stimulus would have the property “drinks from a cup” (McDonough and
Mandler, 1998).
• Visual Preference — Subjects were able to learn a prototype for an artificial visual
category and discriminate between prototypical and atypical exemplars (Mather
and Plunkett, 2011). The interesting contribution of this study is that the order
in which exemplars were presented impacted the categorization ability of the
infants. One group was shown exemplars in a particular order such that the
perceptual difference between each exemplar was minimized. The second group
was given exemplars in an order designed to maximize the perceptual difference.
Only infants from the second group were able to reliably discriminate the atypical
exemplar during testing.
14 to 20 Months
• Habituation — Subjects were able to categorize based on features and functions,
e.g. “wheels” and “rolling”. Younger participants (14 months) over-learned and
formed categories based on sensible form-function correlations as well as corre-
lations which did not make much sense. 18 month old subjects only learned the
form-function correlations which made sense (Madole and Cohen, 1995).
• Sequential Touching — Infants at 16 months were able to differentiate between
members of different superordinate-level categories (e.g. dogs compared to cars),
but only subjects at 20 months were able to differentiate stimuli in the same
superordinate-level category but different basic-level categories (e.g. dogs com-
pared to horses) (Mandler and Bauer, 1988).
• Sequential Touching — Subjects were able to categorize blocks and balls based
on shape. After the experimenter demonstrated that particular objects were
compressible (e.g. a foam block compared with a wooden block), the subjects were
then able to switch the basis of their categorization from shape to material (Ellis
and Oakes, 2006).
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• Inductive Generalization — Participants at 14 months were able to associate
generic actions, such as “being washed”, to members of both superordinate-level
categories animal and vehicle (Mandler and McDonough, 1998).
Based on the results of these experiments, it appears that humans form categories
at a very young age. They seem to begin with learning broad, superordinate-level
categories and, over time, develop finer-grained basic-level categories. Once their motor
system is more well-developed, around 14 months of age, they are able to incorporate
functional attributes into their categorization machinery.
2.1.2 Adult Experts
Beyond infant categorization, several studies have been performed on adults (especially
comparing novices with experts). For the purposes of this discussion, expertise is
considered to be consistently above-average performance in visual categorization and
identification tasks compared to novices in the same tasks, and compared to the experts
themselves on a different domain (Ericsson and Lehmann, 1996). For example, an
entomologist would identify insects quicker and more accurately than a novice, but
they may not necessarily outperform those same novices at identifying birds, airplanes,
dog breeds, and so on. Studies conducted on adult experts are useful in determining
the areas of the brain responsible for categorization (featured in Section 2.2) and the
limits and conditions of expert categorization.
Harel et al. (2011) also provide a study on categorization in adults. The study
consisted of two groups of subjects; one group contained car experts while the other
had novices. The participants were presented with a series of fragmented images of
airplanes, faces, and cars and were required to provide a basic-level category for the
image (e.g. if presented with a car fragment, they just needed to say that it was a car).
The study showed that the car expert subjects were able to categorize the fragmented
car images quicker, but not any more accurately, than the novices. The results suggest
that expertise allows us to process basic-level categories more quickly, providing an
advantage over novices.
Diamond and Carey (1986); Robbins and McKone (2007) indicate that dog show
judges have further expertise in the specific breeds they have focused on while, in
the same vein, Harel and Bentin (2013) show that car experts were able to distinguish
between the subordinate-level category of a car’s country of origin when presented with
fragmented images. The expertise did not impact performance at the basic-level, e.g.
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differentiating a car from an airplane (both in the “vehicle” superordinate category). It
also confirmed that expertise in one member of a superordinate-level category does not
impact categorization of other members of the same superordinate category. That is,
expertise in cars does not imply any enhanced ability to categorize airplanes. Johnson
and Mervis (1997); Tanaka and Curran (2001) provide further studies supporting these
claims.
Finally, it has been well studied that humans are exceptionally adept at recognizing
faces and that most humans are essentially face experts (Carey et al., 1992; Rossion
et al., 2012; Tanaka, 2001). Imaging studies have shown that faces tend to activate
an area of the fusiform gyrus, dubbed the fusiform face area (FFA), when subjects
are exposed to faces (McGugin et al., 2012). The FFA is discussed further in the next
section.
2.2 Neuroscience
The previous section provided an overview of the vast amount of behavioral data col-
lected on human categorization. As we said, this data has provided researchers with
information on which categories are learned when, but not on the underlying mech-
anisms which tell us how these categories are learned. To that end, cognitive neuro-
scientists have studied the areas of the brain which are believed to be involved in the
categorization process using a combination of data from neurological patients along
with neuroimaging techniques such as functional magnetic resonance imaging
(fMRI), positron-emission tomography (PET), event-related potential (ERP),
and magnetoencephalography (MEG). Hanson and Hanson (2005) provide a re-
view on the state of categorization in neuroscience, focusing on three main topics: how
categories are represented in the brain, how the brain acquires and develops category
knowledge, and how the brain categorizes actions. In this section, we will summarize
the first two topics of their review while highlighting relevant research published in the
years following.
2.2.1 A Brief Overview of Neuroanatomy
Before we discuss the research any further, we’d like to introduce and/or review some
high-level neuroanatomical terms and concepts for the uninitiated. Readers already
familiar with this topic can safely skim this section or simply skip ahead to Section 2.2.2.
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The structure of the human brain can be most easily understood as three key layers
proposed by MacLean (1988): the reptilian complex, the paleomammalian complex,
and the neomammalian complex. The reptilian complex consists of the basal ganglia,
the evolutionarily early structures of the brain. These structures are typically associ-
ated with low level behaviors and basic reward systems. The paleomammalian complex
consists of the limbic system. This system is a collection of structures including the
olfactory bulbs, amygdala, and many more. Importantly for our research, the limbic
system also contains the hippocampus and the entorhinal cortex. It tends to encompass
broad areas of cognition associated with mammals, like memory and social behaviors.
The neomammalian complex mostly consists of the neocortex which is associated with
the high-level cognition displayed by humans and primates.
We’ll make no claims about the validity of this paradigm in a strict neuroscientific
sense, rather we present it as general rule of thumb.
In Figure 2.1 we show a simple diagram of the terminology used by those who study
the brain.
Figure 2.1: Anatomical terms of location: a: Superior or dorsal b: Inferior or
ventral c and d : Lateral e: Medial f : Anterior or rostral g : Posterior or caudal. Image
courtesy of Lynch and Jaffe (2006)
The neocortex is quite wrinkly, which maximizes its surface area. Bumps and ridges
on the surface of the neocortex are gyri (singular gyrus) and the corresponding ridges
are sulci (singular sulcus).
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The cortex is divided into areas called lobes based on their general topography
(see Figure 2.2). These are the frontal lobe, parietal lobe, occipital lobe, and the
termporal lobe.
Figure 2.2: The lobes of the cerebral cortex. While not explicitly labeled here, the
area of the frontal lobe which is closest to the parietal lobe is also called the prefrontal
cortex.
While this diagram is fairly coarse-grained, it should suffice for the purposes of
this thesis. At a high level, cortical areas are generally associated with specific tasks.
For the purposes of this work we will only highlight a few of those areas and tasks.
The occipital lobe is where early vision processing occurs. The ventral pathway in the
occipital lobe feeds into the temporal lobe which is associated with processing visual
and auditory input and memory formation. The hippocampus, which is a crucial
area for long term memory storage, is located in the medial temporal lobe (discussed
further in the following section). The parietal lobe, among other tasks, processes
somatosensory information such as touch and pain. Finally, the frontal lobe contains
the primary motor cortex and is also associated with goal-driven and social behavior.
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2.2.2 Memory Systems
The mechanisms underlying human categorization are rooted in the brain’s memory
systems. In fact, evidence suggests that all major memory systems contribute to cat-
egory learning (Ashby and O’Brien, 2005). Like almost everything in cognitive neuro-
science, there is a historically divisive debate among researchers about how exactly the
brain’s memory systems work and are organized. It is generally accepted that we have
more than one memory system based on early research showing the disjointed nature
of particular types of memory, for example habitual skill learning (procedural mem-
ory) and explicit knowledge (episodic and semantic memory). Squire (2004) reviews
contemporary theories and frameworks used to explain the data gathered from patient
studies and neuroimaging. Ashby and O’Brien (2005) further expands on the roles of
the different memory systems specifically with respect to category learning.
While, in the past, researchers have believed in a dichotomy of memory systems,
simply between conscious and subconscious memory (Cohen and Squire, 1980; Graf
et al., 1984; Mishkin et al., 1984), recent frameworks attempt to incorporate multiple,
separate memory systems. The dichotomous approaches generally split memory into
declarative and nondeclarative types, but more recent studies show that these terms
actually encompass several explicit and implicit memory concepts.
Declarative memory describes what the average person would consider to be “mem-
ory”, i.e. explicit storage and retrieval of concrete facts (semantic memory) and events
(episodic memory) (Eichenbaum, 1997). Typically researchers include short-term work-
ing memory within the declarative umbrella. Things stored in declarative memory may
be retrieved at will, compared and contrasted, and represent our brain’s view of the
world.
Nondeclarative memory is implicit, i.e. it operates subconsciously. The most com-
mon example of nondeclarative memory is procedural memory, which allows people to
perform tasks without being explicitly aware of them (e.g. walking or riding a bike).
For our purposes, we will avoid the fine-grained specificity presented in Squire (2004)
and instead opt for the coarser-grained descriptions described by Ashby and O’Brien
(2005) which is conveniently written from a categorization-centric perspective.
Working memory is a volatile storage medium with limited capacity (Miller,
1956). It temporarily holds information for further processing by other memory sys-
tems, essentially receiving input from the perceptual system and passing it to respective
long-term memory locations (Baddeley, 1998). Working memory appears to be local-
ized to the dorsolateral prefrontal cortex (Barbey et al., 2013).
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Episodic memory and semantic memory are concerned with events and facts
respectively (Eichenbaum, 2000). Researchers mostly agree that both of these memory
systems are controlled by the medial temporal lobes, including the hippocampus and
parahippocampal gyrus. As mentioned in Ashby and O’Brien (2005), there aren’t many
meaningful results which indicate a separation between episodic and semantic memory
in categorization tasks, so we will group these two systems together from now on.
Procedural memory is the memory of skills, like walking or riding a bike. Pro-
cedural learning, generally regarded as a reinforcement learning task, is mediated by
the basal ganglia (Saint-Cyr et al., 1988; Schacter et al., 2000; Willingham, 1998).
The perceptual representation memory system (Schacter, 1990), or PRS, is
an implicit ‘repetition priming’ system. Without going into too much detail, the PRS
elicits feelings of familiarity rather than any concrete recollection. This system allows
for rapid identification of previously encountered stimuli without retrieving the actual
details of said stimulus: it simply elicits an understanding that a particular stimulus
has been encountered before.
Each of these memory systems is used for different categorization tasks, and in the
following section we discuss exactly how.
2.2.3 Category Representation in the Brain
There has been a wealth of neuroimaging and lesion studies focused on where categories
are stored in the brain and how they are learned. Based on the introduction to this
chapter and the previous section, you may already see a connection forming, namely
between explicit versus implicit categorization and memory systems. We mentioned
that it is safe to say that all memory systems play a part in category learning, but the
degree to which each system participates is a bit fuzzier.
Casale and Ashby (2008) builds on the work from Ashby and O’Brien (2005) sug-
gesting that each major memory system has a role in categorization, and both works
provide examples of particular categorization tasks that can be attributed to the dif-
ferent memory systems.
Parkinson’s disease and Huntington’s disease affect the basal ganglia and are asso-
ciated with difficulties in skill learning and other implicit, procedural learning tasks.
Studies (Foerde and Shohamy, 2011; Myers et al., 2003; Shohamy et al., 2004) show
that patients with Parkinson’s and Huntington’s diseases are impaired when presented
with probabilistic, implicit categorization tasks. These studies also compared patients
with basal ganglia damage to those with amnesia, a disease affecting the medial tem-
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poral lobe. Patients with amnesia were able to learn normally during the early stages
of testing, but not during the later stages. Therefore it appears that both the medial
temporal lobe and the basal ganglia are involved in implicit category processing. It
also seems that, based on the study by Myers et al. (2003), the basal ganglia help
us learn simple associative categories but the explicit memory systems in the medial
temporal lobe and hippocampus allow us to extrapolate with novel stimuli, and that
both of these systems interact with one another (Poldrack and Packard, 2003).
We’ve discussed which parts of the brain are associated with category learning,
but how are those categories actually stored in those areas? There are three major hy-
potheses addressing this question. Some researchers believe there are localist structures
within the brain corresponding to specific categories (Kanwisher et al., 1997). Other
researchers, however, argue that categories are represented as a distributed collection
of features (Haxby et al., 2000). Gauthier (2000) also argues that areas of the brain are
specially tuned to perform certain operations, e.g. discriminating between faces based
on spatial layout, and can, over time, respond to other stimuli as well. This “process-
map model” focuses on computations rather than properties or features. While this is
absolutely an interesting area of research, it is slightly outside the scope of this the-
sis, particularly because the models we developed and will be discussing only focus on
localist or distributed category structures. Therefore, for the sake of succinctness, we
won’t be discussing this model in further detail.
2.2.3.1 Localist category representation
With the advent of advanced neuroimaging techniques in the 1990s, researchers were
able to perform experiments to learn how categories are stored in the brain. One of the
earliest theories is that the brain allocates particular areas to individual categories (i.e.
in a localist scheme). Evidence supporting this claim came about with the discovery
of the fusiform face area (FFA) (Kanwisher et al., 1997). A diagram of the FFA can
be found in Figure 2.3.
Later, Aguirre et al. (1998) showed that there is an area in the right lingual sulcus
which activated selectively to building stimuli (see Figure 2.4).
Aside from neuroimaging, there has been much research in the form of lesion studies.
Cardebat et al. (1996) reported on a patient with mild dementia who had extreme diffi-
culty with animal-related category knowledge but severely less-impacted object-related
knowledge. The trials consisted of comparing the size of two category prototypes to
one another. The subject had their eyes closed while the examiner prompted them. In
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Figure 2.3: A model of the fusiform face area (highlighted in red). This area of the
brain selectively activates when shown images of human or human-like faces. Image
provided by Mitsuhashi et al. (2009).
Figure 2.4: A model of the right lingual gyrus (highlighted in red). This area of the
brain appears to be selective to images of buildings. Image provided by Mitsuhashi
et al. (2009).
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the animal trials the subject was asked if a given animal, e.g. a mouse or elephant, was
larger or smaller than a chicken. In the object trials, the prompts were replaced with
inanimate objects, e.g. a refrigerator, and the object to compare to was a telephone.
This study also used single-photon emission computed tomography (SPECT) for neu-
roimaging. The subject was able to accurately report the relative size of the inanimate
objects, but not of the animal ones. Generally speaking, these results suggest localist
areas of the brain which are selective to categories of living and nonliving stimulus.
Further studies have shown that specific category deficits come about with damage
to particular areas of the brain. The categories in the studies are typically divided into
‘living things’ (e.g. fruits, vegetables, and animals) and ‘nonliving things’ (e.g. tools
and vehicles). There have been several studies which show deficits in the categoriza-
tion of living things (Basso et al., 1988; Forde et al., 1997; Hart et al., 1985; Hillis and
Caramazza, 1991; Humphreys and Forde, 2001; Mazzoni et al., 1991; Pietrini et al.,
1988; Renzi and Lucchelli, 1994; Sartori and Job, 1988; Sartori et al., 1993; Silveri
et al., 1991; Silveri and Gainotti, 1988; Warrington and Shallice, 1984). Deficits in
the categorization of nonliving things, while less common, were also reported (Bruf-
faerts et al., 2014; Farah and McClelland, 1991; Hillis and Caramazza, 1991; Sacchett
and Humphreys, 1992; Tippett et al., 1996; Warrington and McCarthy, 1983, 1987).
Additionally, neuroimaging studies have shown that nonliving things produce activity
in the left posterior medial temporal area (Damasio et al., 1996; Martin et al., 1996;
Mummery et al., 1998, 1996).
These studies are often cited by proponents of the localist category structure theory
to show that there are particular areas within the brain which respond selectively to
different categories. Capitani et al. (2003), however, provides a critical analysis on
the subject. They review and discuss 79 case studies out of which they claim that
less than half offer statistically interpretable data. This review helps to introduce the
arguments against localist category representation, which we will go into more detail
in the following section.
2.2.3.2 Distributed category representation
With the advent of increased fMRI resolution, both spatial and temporal, Haxby (2001)
published a highly influential study which indicated that categories are actually stored
in a distributed “object form topography” and that locations such as the fusiform
face area are not actually specialized just for human faces. They go on to say that
the pattern of responses, both large and small, and not just the location of the large
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responses, conveys the most information about the category being represented in a
population encoded network.
Hanson et al. (2004) presents a neural network classifier of the voxel data from Haxby
(2001). They achieved 82.5% classification accuracy and they suggest, “. . . voxel varia-
tion alone can be use to code for objects that human subjects are visually observing”.
They also report a high overlap among voxels for different categories. In that vein,
other studies have also shown that areas thought to be sensitive to certain categories
actually respond to other categories as well (Blonder et al., 2004; Martin et al., 1999).
More recently, Clarke and Tyler (2014) showed how object-specific information is
coded in the perirhinal cortex and how object information travels through the ventral
stream from visual properties in the primary visual cortex to higher level categorical
abstractions in the posterior ventral temporal cortex. The authors suggest that these
results support a distributed model of object category semantics.
2.3 Computational Models
Early computational models focused on developing a network of relations between
concepts. Quillian (1963) explores these semantic networks, but in general they
were designed around associating concepts as vertices in a graph with each other using
high-level properties as edges between them. Semantic networks are good at modeling
how people view categories at a high level, but do not aim to be a neurally plausible
account of category learning. Instead, they model reaction times in propositions about
categories (e.g. ‘a robin is a bird’ vs ‘a robin has skin’).
Kruschke (2008) provides a thorough analysis and review of several computational
models based on the exemplar theory of categorization. The chapter discusses each
of the referenced models in detail, but here we will simply provide a basic overview.
Since these are exemplar models, each one uses a similarity function that compares
a stimulus to a stored category exemplar and calculates the similarity between the two
which determines the chosen category. In comparing the different models, Kruschke
focuses on the similarity functions, how they learn associations between exemplars and
categories, how they acquire new exemplars (referred to as exemplar recruitment),
what the network’s feature space is, and the probability of producing a response given
a stimulus. The exemplar models that Kruschke reviews operate over binary fea-
tures (Kanerva, 1988; Lamberts, 1994; Lee and Navarro, 2002; Pearce, 1994; Verguts
et al., 2004), N-ary features (Anderson, 1990; Love et al., 2004), and a continuous
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scale (Kruschke, 1992, 1993; Nosofsky, 1986). The calculation of similarity also (de-
pending on the model) factors in an attentional weight. That is, a multiplier between
0 and 1 to determine how much attention the model pays to a particular feature of
the stimulus and exemplar. For example, the model could distribute a finite amount
of attention across each of the features of the stimulus such that the attentional values
all add up to 1. With the winning exemplar selected (or recruited), associations are
made from exemplars to category labels by various means. These associations can be
learned by simple Hebbian connections (Nosofsky and Palmeri, 1997), gradient descent
on error (Kruschke, 1992; Love et al., 2004), hill climbing (Matsuka, 2005), or Bayesian
learning (Kruschke, 2006) to name a few.
Interestingly, a lot of attention in connectionist modeling has focused on exemplar
models. In response to this trend, Minda and Smith (2001) examine exemplar models
and contrast them with, at the time, recent research on prototype models. Their results
mesh well with the idea of multiple systems of category learning. In their experiments,
models which learn with a combination of prototypes and exemplars work very well (as
measured by accuracy of the categorization task). The ability to integrate information
from a general idea of a category combined with explicit examples of that category is
a very powerful tool. A similar result was found by Smith (2013), who says that the
more useful signals for whether or not a stimulus belongs to a category comes from a
cooperation of exemplars and prototypes.
A third type of model was introduced by Gärdenfors (2005), called conceptual
spaces. A thorough review of this model is outside the scope of this work, but it is
nonetheless interesting and worth mentioning. Conceptual spaces are a way of modeling
categorization and concept learning as an alternative to symbolic and connectionist
approaches. The author’s main argument against connectionist models is that they
take very long to learn as a result of their large number of parameters. A real person
is able to generalize stimuli into concepts and categories after very, very few exposures
while a typical neural network requires hundreds or thousands of exposures during its
training. The gist of the model is that a category exemplar is a point in n-dimensional
space. The category is then formed by a Voronoi tessellation where the prototype is
at the center of each of the cells. With this model, a category can be learned after
only a few examples. Another interesting effect of this model is that attention can
be applied to specific dimensions of the input, scaling the different axes and resulting
in differently shaped tessellations which accounts for different category boundaries for
different individuals based on the features of the exemplar they are focusing on.
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2.4 Inhibition of Return
The model of categorization we introduce uses an operation called inhibition of return
to allow it to learn the subtle correlations that make up subordinate-level categories.
Inhibition of return (IOR) was first discovered in the realm of spatial visual atten-
tion (Posner et al., 1985). In these experiments, subjects had slower reaction times
when detecting objects in locations which they were previously cued. IOR appears to
operate both on the motor control of the eyes as well as the return of attention in the
perceptual system (Kingstone and Pratt, 1999). It is an established and well-researched
feature of the human visual attention system (Itti et al., 1998; Koch and Ullman, 1987;
Taylor and Klein, 1998).
This mechanism promotes exploration of new visual areas by preventing attention
being drawn to areas which have already been attended to. That is, IOR encourages
attending to novel locations (Itti and Koch, 2001; Klein, 2000). Evolutionarily speak-
ing, IOR is associated with aiding in searching and foraging. By inhibiting areas in the
field of view from overt attention, IOR enables a more efficient search of a visual area.
Morgan et al. (2005) provide experiments tangentially related to our topic. The
authors determined that, still in the realm of spatial locality, basic-level categories did
not produce the same inhibition of return results showed by identical objects. For
example, if a subject was presented with a photo of an apple and then presented with
the same photo again, inhibition of return affected their reaction time for attending
to the object. If the second image, however, was a photo of a different apple, (i.e.
a different token instance of the same basic-level category) there was no IOR effect.
These experiments do not pose a challenge to our model, though, because our ‘version’
of inhibition of return operates on the properties of the categories themselves and would
likely not impact basic-level category recognition or attention. That is, the inhibition
of return operation we propose operates within working memory and not visual spatial
attention, so the lack of an increased reaction time when viewing members of the same
basic-level category is unrelated to our model.
Researchers have also found evidence for IOR in non-visual areas of spatial atten-
tion. For example, Mondor et al. (1998) showed that people also appear to be affected
by an operation like inhibition of return in auditory detection, both in location and
frequency. Evidence such as this suggests that IOR may be implemented, in some form
or another, in other parts of the brain as well.
Mechanisms similar to IOR have also been used in various models of sequential
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working memory. Competitive queueing (Averbeck et al., 2002) models how a prepared
sequence of motor actions is stored in a medium where all actions are active in parallel
where their activity is in proportion to their serial position. The mechanism which
selects the action to perform can be envisaged such that the most active unit is selected,
its corresponding action is performed, and then it is inhibited so that the next active
unit is selected (Rhodes et al., 2004). We will propose an IOR operation in another
medium that might be termed working memory, but in this case, working memory for
features of a perceived object rather than prepared actions.
2.5 Discussion and Conclusions
The subject of human category learning is extremely dense, covering many disciplines.
The Handbook of Categorization in Cognitive Science (Cohen and Lefebvre, 2017) spans
48 chapters and 1,276 pages. In this thesis, we intend to focus on a particular ‘kind’ of
categorization, i.e. the categorization of natural objects. We will also be focusing on
the connectionist paradigm, developing models of prototype categorization rather than
exemplar. Our concept of IOR requires a prototype model of categorization, because
the operation specifically works to inhibit the features which are the most typical of a
category. An exemplar model would not allow this operation. The goal of the thesis
is to introduce a model which learns categories similarly to the way human infants do,
as discussed in Section 2.1.1. We aim to accomplish this with a novel method which
inhibits the features of a prototype to learn the differences between a stimulus and its
category (as discussed in Section 1.2).




The Dominant Property Assembly
Network
Our first model of categorization focuses on building a hierarchy of categories. Specif-
ically, we focus on the idea that, when learning categories, people will first learn a
basic-level category, then a subordinate-level category. As we discussed in Section 1.2,
our key motivation is to model the inhibition of return operation in the context of
category learning. The dominant property assembly network, introduced in this chap-
ter, provides a stable proof-of-concept to test the hypothesis that an operation like
inhibition of return can be used to learn subordinate-level categories.
3.1 Introduction
In Section 2.1 we discussed the developmental trajectory of human category learning.
The focus of this chapter is on modeling how we learn basic-level categories, then shift
to learning subordinate-level categories. Recall from Rakison and Yermolayeva (2010),
children learn strong correlations between features like “four legs” and the basic-level
category of “dog”. The learning trajectory of the category hierarchy is such that the
frequently occurring regularities that make up categories like “pug” or “spaniel” are not
developed until the basic-level prototype is solidified. If we assume that the mechanism
which learns basic-level categories does so by identifying the strongest correlations
among object features, then by definition we must seek a different explanation for the
emergence of subordinate-level categories.
Most modern work on computational object categorization has focused on the basic
and individual levels (Galleguillos et al., 2008; Riesenhuber and Poggio, 2000; Winn
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et al., 2005). However, in recent years, a significant amount of work has been done
in an attempt to recognize subordinate categories as well (Chai et al., 2013; Farrell
et al., 2011; Yang et al., 2012; Zhang et al., 2015). Most of these models recognize
subordinate categories by analyzing the sub-parts of objects and discovering regularities
in the identity and configuration of these sub-parts. However, the models do not
pay so much attention to the question of when an agent begins to learn subordinate-
level categories within a given basic-level category — that is, to the developmental
trajectory of subcategory learning. We propose that there are particular circumstances
which lead to an agent starting to learn subcategories, and that the process of learning
subcategories is implemented through overtly scheduled cognitive operations that have
correlates in surface language.
There is another key difference between our work and other modern models. Specif-
ically, a lot of recent work in subordinate-level categorization models has been within
the field of computer vision. These models are not concerned with biological accuracy,
but rather they are trying to solve an engineering problem. Models of this type will use
supervised learning techniques and computer vision feature extraction tools. In the su-
pervised learning paradigm, the network is provided with the category (or subcategory)
by a human teacher. Our model, on the other hand, focuses on how categories and
subcategories emerge in a network. It simply receives token objects as input and learns
the set of categories through exposure, learning the commonly co-occurring features
which comprise the category (discussed in Section 1.1).
Our proof-of-concept model of subcategory learning is implemented within a net-
work called the dominant property assembly network (DPAN). DPAN is presented
with abstract representations of visual features of a series of token objects and begins
learning internal representations of those objects’ basic-level categories by identifying
the strongest correlations among these features. This might, for example, lead to the
emergence of categories “dog” and “cat”. The crucial problem with unsupervised net-
works like this is that they can’t learn subordinate-level categories on their own, they
are only capable of learning correlations at a particular level of granularity. In order
to learn the more subtle correlations which comprise subordinate-level categories, this
algorithm needs to be augmented in some way as learning proceeds. We accomplish
this through a cognitive operation that is a type of inhibition of return (IOR).
We briefly discussed IOR in Section 1.2. Our version, per se, of IOR operates
slightly differently than the one described by Posner.
When presented with a token object, DPAN first classifies the object to activate an
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internal representation of its category in a winner-take-all competition. This internal
representation is associated with a certain collection of features which identify dogs,
for example. After the network has confidently developed a “dog” category unit, IOR
takes place. Having activated the prototype representation, DPAN then performs two
types of inhibition. First, similar to visual spatial IOR, DPAN inhibits the winning
unit, removing it from the next winner-take-all competition. Next, the network inhibits
the prototype’s associated features, allowing it to focus on what makes this particular
token object different or unusual. This is the novel contribution in our IOR algorithm:
DPAN operates on the domain of properties rather than spatial locations.
The IOR operation can be understood as an operation that attends to a property
of the currently attended object. The process of identifying properties is one that is
readily reported in language, in predicative sentences. For instance, in the sentence
“The dog is brown”, the dog is predicated as having the property brown. It is interest-
ing that object categories can feature both referentially and as predicates: for instance,
in the sentence “The dog is a pug”, “The dog. . . ” is a referential expression, but “. . . a
pug” is simply a property that is predicated of the dog (Partee, 1987). The difference
between referential nominals and predicating nominals is still a matter of debate for
linguists; our model of IOR in category learning will make a suggestion about this
difference.
Once training is completed, the network will have developed representations of
object classes as well as subtypes of those classes. In our example, it would contain
category representations of “dog” alongside, i.e. within the same medium as, “pug,”
“beagle,” “spaniel,” and “corgi”. This is decidedly different than the notion of a
semantic network (Quillian, 1963). The hierarchies described by these models are
much more explicit and are encapsulated within discrete media (Collins and Quillian,
1970).
The other key novelty in DPAN is the use of per-unit learning rates. DPAN
uses localist units to represent highly correlated features. The method by which the
network learns these correlations is explained in detail in Section 3.2.1. Once a localist
unit emerges which strongly and sufficiently represents a token object’s category, the
unit stops learning to prevent further input from altering its encoded category. To
achieve this end, the network employs per-unit learning rates. These learning rates are
associated with a particular localist unit, monotonically decreasing, and are based on
a measure of the rate of change of the connections for their respective unit.
The use of a per-unit local learning rate is well established in the field of neural
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networks (Becker and Le Cun, 1988; Bengio et al., 1994; Schiffmann and Geffers, 1993;
Thimm et al., 1996). The notion of a learning rate which changes based on its objective
performance is also well established (Renals et al., 1992; Senior et al., 2013). Since
the learning rate is a monotonically decreasing function, it will not cause a feedback
loop. For example, if the learning rate updated as a function of the gradient (i.e. non-
monotonically), then it would simply raise itself up or lower itself down because the
learning rate directly affects the weights’ gradient. When the weight gradient for a unit
is low, we can confidently say that it is because the unit has completed its learning
process and no longer needs to be updated.
The remainder of this chapter is organized as follows. First we describe DPAN in
detail in Section 3.2, followed by an introduction to our experiments in Section 3.3 and
walk through of their results in Section 3.4. Finally, in Section 3.5, we present our
conclusions and discuss how we move forward from this proof-of-concept model.
3.2 Architecture
DPAN is effectively organized into three separate layers (Figure 3.1). The first layer is
the rich property complex (RPC) which contains the raw object features provided
by the sensorimotor system. The next layer is the dominant property assembly
(DPA). The DPA essentially provides a workspace for computations to be done on the
RPC without permanent modification. When the network is presented with a token
object, it first copies the information directly from the RPC into the DPA. Above the
DPA layer lies the conditional principal component analysis (CPCA) units which
constitute the localist property assembly (LPA) layer. The LPA layer trains using the
CPCA algorithm introduced by O’Reilly and Munakata (2000). The weights connect
each feature in the DPA layer with each unit in the LPA layer. CPCA provides the
core learning mechanism for the network and is explained in detail in the next section.
Importantly, the CPCA units in the LPA layer represent the basic level and subordinate
categories (the medium alluded to in Section 3.1).
3.2.1 CPCA
As we stated previously, the core learning of DPAN is accomplished via CPCA. CPCA
is an unsupervised artificial neural network based on Hebbian learning which generates
an internal model of strongly correlated features. The algorithm is explained in detail
in O’Reilly and Munakata (2000), but we present a brief overview here as our method
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Figure 3.1: An overview of the DPAN architecture.
differs slightly from the original implementation. CPCA takes binary input and gen-
erates binary outputs using a competitive winner-take-all approach. The network is
comprised of one layer of neurons fully connected to the input vector. The neurons
produce output by calculating the weighted sum of of their inputs, selecting the one
with the highest output, setting that value to 1 and the rest to 0. The weights are
updated using Equation 3.1 where yj is the activity of the unit, xi is the input feature,
wij is the weight between them, and αj is a learning rate, between 0 and 1, of the unit.
O’Reilly and Munakata provide a derivation proving that wij = P (yj = 1|xi = 1). In a
practical sense, the weight between a CPCA unit and an input vector increases when
the unit is active and the input is 1, or decreases when the neuron is active and the
input is 0.
In DPAN, the weights are connected to the dominant property assembly rather
than to the rich property complex. This allows us to manipulate the input into the
CPCA network, during inhibition of return for example, while maintaining a reference
to the original input data.
∆wij = αjyj(xi − wij) (3.1)
3.2.2 The Training Algorithm
A full implementation of the algorithm written in Python is available in Appendix A.
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We start by defining a few terms. A training item is a combination of feature
values originally presented to the RPC. A training episode encompasses all of the
processing that is done on a single training item. If IOR is invoked, the episode may
involve several iterations, i.e. an update of the network’s weights. An iteration is
represented by t. An epoch is a collection of training episodes such that each training
item has been presented to the network once. The maximum number of epochs for
each execution is represented by λ and the current epoch is represented by T .
Training typically consists of multiple epochs where the list of training items has
been shuffled each time. It’s also worth mentioning that there should be at least enough
CPCA units to represent the number of basic level and subordinate categories in the
training data. The network is initialized with pseudorandom weights between 0.4 and
0.6. This allows each CPCA unit to have a decent chance of learning each of the
objects without any initial major bias. At this point, we also initialize the learning
rate for each unit. At the start of each training iteration, the RPC is copied into the
DPA and the network calculates the activity of the CPCA units using Equation 3.2.
The network then chooses the unit with the highest output arg max ~y, selects it as the
winner, then sets its output to 1 and the output of all other units to 0. Once the
winner is selected, the weights for that unit, ~wj, are updated using equation 3.1. The
total change in weight is now measured to determine whether or not to begin IOR and
to disable further learning on this unit. If the gradient is steeper than the threshold τ ,
the iteration is complete and the process begins again.
~y = WT~x (3.2)
To calculate the gradient of change of the weight vector ~wj at time t, DPAN allocates
space for a temporary weight vector, ~wj(t−1), updates the weights as normal, and then
calculates the L1 distance between the current and previous weight vectors. This sum
is appended to a vector ~Ωj such that the contents of the vector are the total change
in weight for each iteration. ~Ωj
′
is calculated such that it contains the gradient of
~Ωj. Finally, the last two elements of ~Ωj
′
are subtracted from one another and if their
difference is less than τ , we consider the gradient of change to be minimal.
If the network determines that there was minimal change, IOR begins. The DPA
is now updated such that ~x = W~y, essentially copying the object prototype from the
LPA into the DPA. The RPC is now subtracted from the DPA in the inhibition step,
~x := ~z − ~x, and stored back into the DPA. At this stage, the DPA now contains the
difference between the prototype object and the actual token object. For example,
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if the token object was “pug” and the winning unit was “dog”, the DPA would now
contain the properties that pugs have which differentiate them from other dogs.
Since the IOR operation can run indefinitely, we must define stopping conditions.
If, after the inhibition operation, the DPA doesn’t contain anything “interesting”, IOR
ceases and no learning is done. That is, if there is minimal difference between the token
object’s and the winning unit’s property assembly, there is nothing for the network to
learn, so it stops. For example, if the winning unit near-perfectly represented the token
object there would be very little difference between the RPC and the prototype object.
If there is something interesting left in the DPA, the network learns in the same way
as before: the activity of each unit is calculated, a winner is selected, and that unit’s
weights are updated. The only differences this time are that the LPA layer performs
a self-inhibition operation which prevents previous winners from this iteration to win
again and that before the weights are updated, the contents of the DPA are replaced
with the contents of the RPC; the network chooses a winner based on the unique
properties, but then trains on the entire property complex. After the weights are
updated, the gradient of change for the new winning unit is calculated. Just as before,
if the change was large the inhibition loop finishes and the training iteration for this
input is complete. Otherwise, the loop repeats, allowing more interesting features to
bubble up.
The initial result of training (what we call Stage 1) is that the coarse-grained object
categories are learned. At this stage, when an object is presented to the network, the
winning LPA unit represents a supertype. Now the network starts to systematically
inhibit the units representing coarse-grained types after they are activated, allowing
other units in the network to develop representations of finer-grained subtypes. When
these are first learned (Stage 2), the network first activates a unit representing a super-
type, and then (after IOR) a unit representing a subtype. After even more training, the
subtype units learn better representations of the training objects than the supertype
units, and the network activates a subtype representation as its first response (Stage
3). In linguistic terms, the response at Stage 1 could be rendered “That is a dog”, at
Stage 2, “That dog is a pug”, and at Stage 3, “That is a pug”.





Figure 3.2: An illustration of the IOR operation performed by DPAN. Please note that
this illustration simplifies the input. The categories are collections of features but are
shown as a large block to reduce visual noise. (a): After the partially trained network
is presented with the “pug” stimulus, a winning neuron is selected. (b): The weights
of the winning neuron are copied into the DPA. In this example, the neuron represents
“dog”, so the “pug” features are not fully represented (hence the purple color). (c):
The property-level inhibition operation is performed. The RPC is subtracted from
the DPA allowing the network to attend to the unique properties of the stimulus.
(d): The inhibition of return operation excludes the previous winning neuron from the
competition allowing a new neuron to win. (e): The entire stimulus is copied back
into the DPA. (f): The new winning unit develops correlations between the “dog” and
“pug” properties.
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(a) A token pug
(b) A token tabby
Figure 3.3: Two vectors representing token individuals.Red indicates a value of 1 and
blue a value of 0. Note that the basic-level categories are collections of features, e.g. a
token dog has features 0 to 9 active.
3.3 Experimental Setup
3.3.1 Input Data
DPAN was trained on a set of binary input vectors, each representing a token object
containing 36 features. Each element of the vector encodes a distinct, abstract property
of the token object. When a bit is set to 1 it indicates the presence of a property and
when it is set to 0 it indicates the absence of that property.
Each input vector represents one of four cat or four dog breeds. Figure 3.3 describes
the layout of the input bits and provides examples of token individuals. All four breeds
of dog shared the same set of “generic dog” properties and all four breeds of cat shared
the same set of “generic cat” properties. There is an overlap of three bits between
these two sets representing properties shared between all dogs and cats. The next 16
bits represent breed-specific properties, e.g. a wrinkled face and short snout for a pug.
Each breed is identified by which two of those bits are active, so there are eight bits for
the dog breeds (pug, beagle, spaniel, and corgi) and eight bits for the cat breeds (tabby,
maine coon, siamese, and persian). Finally, there is a set of five idiosyncratic property
bits which are each uniformly randomly set to 0 or 1 for each token individual. These
bits represent weak, uncorrelated properties, a unique color or a marking of some kind
for example.
3.3.2 Training Runs
DPAN was trained on a set of 5000 input vectors. Each of the eight breeds were




Figure 3.4: DPAN weight matrices during training. Columns are CPCA neurons and
rows are the weights between neurons and respective input features: (a): DPAN weight
matrix during the first stage of training when basic-level categories are formed. (b):
DPAN weight matrix during the second stage of training. Subordinate-level units are
beginning to emerge as a result of the IOR operation. (c): DPAN weight matrix
after the final stage of training. Each subordinate-level and basic-level category is well
represented by at least one unit in the LPA layer.
• Number of neurons: 25
• Initial learning rate for each neuron: 0.02
• Max epochs: 500
• Gradient threshold τ : 0.000001
These parameters were selected based on empirical evidence showing they provide good
results for this particular dataset. The network produces output at arbitrary epoch
and input intervals. The output of the network is a heat-map of the weight matrix,
again where yellow indicates a value of 1 and purple a value of 0. The column vectors
of the weight matrix represent the CPCA units and the row vectors represent the input
features.
3.4 Results
We present the results of the execution by examining three key stages of training.
Early in training, DPAN learns localist representations of the basic-level categories
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Figure 3.5: Weights of a modified DPAN without IOR operation after 100 epochs.
Note that only two neurons, 2 and 13, have been trained. These neurons represent the
basic level dog and cat categories respectively.
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for dog and cat, as shown in Figure 3.4a where units 13 and 3 represent dog and cat
respectively. The basic-level units represent the highly correlated properties found in
the dog and cat breeds while also maintaining the weak correlations of each subordinate-
level category. For example, the network’s localist dog unit encapsulates the common
features associated with each dog it has been exposed to, but also maintains weak
connections to the subtle correlations for each dog breed it has seen. At this stage of
training, each dog or cat the network sees will activate its corresponding basic-level
localist unit and reinforce these connections.
The next stage of training occurs after learning in the ‘dog’ and ‘cat’ units stabilizes.
At this point, whenever a cat or dog is presented, DPAN executes an IOR operation
and chooses another unit to represent the ‘unusual’ features of the cat or dog that has
just been classified. The results of this stage of training are illustrated in Figure 3.4b.
At this point, there are CPCA units that represent subtypes of dogs and subtypes of
cats. For example, unit 13 still represents the ‘dog’ category while unit 11 represents
the ‘pug’ subcategory.
Finally, after each subordinate-level unit has been exposed to enough token objects,
DPAN reaches its last stage of training. During this stage, when the network is exposed
to a token object it will simply activate the corresponding subordinate-level localist
unit. Note as well that the basic-level units remain intact. If a new subordinate-
level category is presented to the network at this point, i.e. one which has no localist
representation, the basic-level unit will still activate.
In order to illustrate the importance of the IOR operation, an experiment was
carried out wherein IOR was disabled during execution. The results of this experiment
are presented in Figure 3.5. As anticipated, after 100 epochs the network is still only
able to learn the basic-level categories. Without the inhibition of return operation,
the network is unable to learn the subtle differences that define the subordinate-level
categories.
3.4.1 A Possible Account of the Difference Between Referen-
tial and Predicative Nominals
While describing the execution of DPAN, we separated it into three distinct stages. As
discussed previously, these three stages of training model a human acquiring expertise
in a given category. In the first stage, the network corresponds to referential uses of
basic-level categories: “dog” and “cat”. Stage 2 corresponds to predicative sentences,
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featuring subordinate-level categories as predicates: “The dog is a pug”. We also posit
that the use of the word “is” represents the inhibition operation that allows DPAN
to learn these fine grained categories. That is, when describing the token object, a
person first activates their internal representation of the object’s basic level category
(“The dog. . . ”), then inhibits that (“. . . is a. . . ”) to focus on the subtle correlations
of the subordinate-level category (“. . . pug.”). Stage 3 corresponds to referential uses
of subordinate categories. The agent no longer actively inhibits the basic-level cat-
egory and instead initially activates its internal representation of the token object’s
subordinate-level category (“The pug.”).
3.5 Conclusions and Discussion
Members of basic-level categories contain many highly-correlated features. After enough
experience we can inhibit these more obvious connections, allowing us to hone in on
more subtle correlations and to create finer-grained subordinate-level categories. The
dominant property assembly network is able to learn basic-level and subordinate-level
categories in the same manner. DPAN learns the strong correlations that exist in the
data to create representations of basic-level categories. Once these have been encoded,
DPAN then uses its inhibition of return operation to learn the dataset’s weaker corre-
lations, generating new representations of subordinate-level categories. After enough
experience, the subordinate-level categories win out over their basic-level counterparts,
mimicking human categorization.
As we stated at the beginning of this chapter, our hypothesis is that an operation
like inhibition of return can be used to learn subordinate-level categories, and DPAN
shows that this is indeed the case. As we show in Section 3.4, DPAN learns subordinate-
level categories, and only does so when utilizing inhibition of return. When inhibition
of return is disabled, DPAN is unable to learn subordinate-level categories.
In order to expand on this hypothesis, there are two major, key simplifications to
overcome: simplistic output and simplistic input. DPAN, in its current state, operates
only on toy binary input vectors and presents a simple winner-take-all binary output.
Therefore, we raise two independent research questions; do we try to develop a model
with more realistic output or one which trains with more realistic input?
In the next two chapters we explore both of these paths. Chapter 4 introduces a
model of prototype categorization with more neurally plausible, distributed output.
Chapter 5, on the other hand, focuses on learning categories from real image data.
38
Chapter 4
Learning Prototypes with Hopfield
Networks
Our next model focuses on developing more biologically plausible representations of
categories. In Section 2.2.3 we discuss evidence for both localist and distributed repre-
sentations of categories in the brain. In the previous chapter we introduced the DPAN
model, which uses localist inputs and outputs to build a hierarchy of categories. In
this chapter, we focus on developing a distributed representation of categories.
4.1 Introduction
As we mentioned in Chapter 2 recent neuroimaging, lesion, and cognitive studies (Blon-
der et al., 2004; Hanson et al., 2004; Haxby, 2001; Martin et al., 1999; Rakison and
Yermolayeva, 2010) have shown evidence that categories are internally represented as
a large, distributed feature space rather than as discrete “category units” per se. To
that end, we have explored the use of Hopfield networks (Hopfield, 1982) as a model
of category learning based on prototype theory. Hopfield networks are dynamical,
recurrent, fully connected (with no self-connections) autoassociative artificial neural
networks which learn a set of input patterns. During training, the network is presented
with a series of bipolar (i.e. either −1 or 1) vectors as input patterns and the network
then updates its weights to reproduce these patterns. A Hopfield network learns a set
of stable states such that, from some starting state, the network updates its state and
traverses an energy surface until it reaches a local minimum. The final state at this lo-
cal minimum can either be one which was presented during training (a trained state)
or one which was not (an untrained state). The states the network reaches between
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its initial and final states are called intermediate states. These intermediate states
form a basin of attraction around the final state. The energy of the network slides
into this basin until it reaches an attractor with the lowest energy. A trained network
(with asymmetrical connections) may also oscillate between intermediate states in the
basin indefinitely.
Historically, untrained states have been considered undesirable. In general, a good
associative memory network should have high capacity, form large basins of attraction,
be content addressable, and retrieve only explicitly stored states. Hopfield networks
do not have a very high capacity (Wu et al., 2012) and they do allow the retrieval
of untrained states. Hopfield networks are typically trained to recall tokens (rather
than types). In this context, an untrained state represents an error in learning. If
the network’s goal is to recall a token individual from a noisy input, then recalling a
state the network was never trained on is a major problem with the model. Research
into these networks has produced methods to identify and differentiate between trained
and untrained states as well as remove them from the network altogether (see e.g. Abe
(1993), van Hemmen (1997), and Robins and McCallum (2004)). In the typical use
case, identifying and discarding untrained states is definitely beneficial, but what if
some of these untrained states represent useful information?
We hypothesize that, as a distributed model of associative memory, Hopfield net-
works can learn representations of basic-level categories as well as individual stimuli.
Basic-level categories are represented in the network as object prototypes, roughly in
the sense of Rosch (1973). That is, learning tokens and types from the input tokens
alone. Importantly, the prototype is gleaned from the information inherent to the
execution of a Hopfield network and the statistical similarities inherent to the input
stimuli. The key idea in our model is that these prototype representations form an
important subclass of ‘untrained states’. Therefore, we expand our earlier definitions
such that untrained states can either be spurious or prototypical. Spurious states
are the classic case of a pattern which was not presented during training and is an un-
desirable final state for a trained Hopfield network. Prototype states are those which
do not correspond to input patterns, but rather represent the categorical prototypes
of those patterns. We also propose that, using the methodology outlined in Robins
and McCallum (2004), we will be able to use the stability profile of a final state to
determine whether it is trained, prototypical, or spurious.
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Figure 4.1: An example of an object prototype. This figure is a heat map of a 100
unit vector such that −1 is purple and 1 is yellow. Since the prototype is a vector, the
height of this figure is arbitrary for visualization purposes. Each column in the figure
corresponds to one feature of the vector.
4.2 Methodology
Our model is an asymmetrically connected Hopfield network trained on a set of syn-
thetic, bipolar input patterns. The network’s learning algorithm, discussed further in
Section 4.2.2, is based on the thermal perceptron learning rule (Frean, 1992). We ex-
plain the structure of the input data, the network architecture, and the training regime
in the following sections.
4.2.1 Input Data
The key component of our hypothesis is that the network should learn a category
prototype as a stable attractor given a set of token category individuals. To facilitate
that, each training item is stochastically generated from an initial prototype.
We start by generating one prototype per class, an example of which is provided
in Fig 4.1. When generating the prototypes we need to ensure that the category
members have a high level of intra-category similarity and a high level of inter-category
dissimilarity. To simulate this while maintaining neurally plausible distributed object
representations, we enable features within each prototype based on a Gaussian window
of probabilities. The size of the window, i.e. the number of points in the Gaussian,
is set to be the number of neurons divided by the number of prototypes, and the
standard deviation is set to the window size divided by ten. The Gaussian distribution
is initialized within the vector such that each feature contains a value between zero and
one representing the probability that the value of the output prototype at that index
is equal to 1, otherwise it is −1. This produces prototypes which contain a central
cluster of features and a small amount of noise.
For example, in Fig 4.1 the center of the distribution is around unit 50. The indices
surrounding it form a Gaussian distribution of probabilities. The value at each index
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Figure 4.2: The Gaussian window which was used to generate the prototype in Fig-
ure 4.1. Each integer on the X axis corresponds to a feature at that index in the
prototype. The Y axis represents the probability that the feature will be set to 1 in
the prototype.
is provided as a probability to a Bernoulli trial, the result of which is stored in the
output vector. This new vector, representing a category prototype, contains a noisy
cluster of features which is then used to generate individual patterns as members of
that category.
When generating prototypes, we allow for a certain level of overlap. If the newly
generated prototype center lies within WindowSize/4 of any other prototype center, it
is recalculated. In practice, whether or not the prototypes overlap at all is a function
of the random placement of the prototype center.
To create the actual training items (instance tokens) for the network, we simply
duplicate the prototype and randomly mutate it. To do so, we select 20%1 of the
features in the vector, randomly choose the indices to alter, and then flip the bits. The
resulting training items (Fig 4.3) have a set of strongly correlated features, inherited
from the prototype, along with a set of random features, distinguishing one object from
another.
The instance tokens also typically do not contain the entirety of the prototype.
That is, since the prototype bits can be flipped, the instance tokens will likely have
a few features which are different from their category prototype. Importantly, the
prototypes themselves are never presented to the network. When testing the network,
we are able to compare its final state to the input patterns as well as the prototype to
determine if it is trained, prototypical, or spurious.
4.2.2 Network Architecture and Training Regime
Python source code for the network is available in Appendix B and is only slightly
modified from the code used in this chapter’s experiments. Modifications include, but
1See section Discussion regarding this decision
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Figure 4.3: A set of 20 objects for the network to train on. Each training item has
unique features (represented as columns of the vector), but they also share obvious sets
of correlated features defined by their prototype. Each row of the figure is one unique
pattern vector.
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are not limited to, removing MPI operations, removing unused experimental functions,
and removing logging statements. Importantly, the modifications are for presentation
purposes and are such that the algorithm remains unchanged.
The Hopfield model is arranged as a single layer of k McCulloch-Pitts neurons
with weight matrix2 W. The weight matrix is initialized to uniformly random values
between 0 and 1. Initially, the activity of each neuron (yi(t = 0)) is set to be equal to
that of the input pattern (xi). At t+ 1, the activity of each neuron is calculated. The
weighted sum of the input to each neuron plus some Gaussian noise (N) is calculated
(equation (4.1) whereN is evaluated for each element and broadcast across the resulting
vector), then, in equation (4.2), the output of the network is calculated for each unit.
h = Wy(t) +N(µ = 0, σ = k/10) (4.1)
yi(t+ 1) =
−1 if hi < 0,1 if hi ≥ 0 (4.2)
Note that x,y ∈ Rk (i.e. k is the number of units in the network) and that the
Gaussian noise is only applied during training.
While typical Hopfield networks use a Hebbian learning algorithm with symmetric
weights, these properties cause the network to have a very low storage capacity. Wu
et al. (2012) reviewed and analyzed several Hopfield learning algorithms and their
storage capacities. Based on this, and previous work, our implementation utilizes the
thermal perceptron learning rule (Frean, 1992), discussed in further detail below. The
weights in our model are also not symmetric, therefore the weight from unit i to unit
j (wij) does not necessarily equal the weight from unit j to unit i (wji).
Equation (4.3) shows the thermal perceptron learning rule which updates the net-
work’s weights. wij represents the value of the weight connecting unit i to unit j and α
is the current learning rate. This function uses a linearly decreasing learning rate and
temperature (T ) with respect to epochs to alter the impact that large weight changes
have on learning. In essence, as the temperature decreases, only values of hi which are
close to zero have any meaningful impact on the network’s weights.
wij(t+ 1) = wij(t) + α(yi(t)− yi(t+ 1))yj(t)e−|hi|/T (4.3)
2By convention, capitalized boldface symbols are matrices and lowercase boldface symbols are
vectors.
44
After the weights are updated, the network is presented with a new, randomly
selected instance token x. Once each instance token is presented to the network, the
epoch is complete. Training continues until an epoch is reached where the weights do
not change, i.e. when the network is able to reproduce every input pattern without error.
At the beginning of each epoch, the learning rate and temperature are updated such
that once the network reaches the final training epoch (as defined by a hyperparameter)
they will be 0 and 1 respectively.
Once a Hopfield network is trained, it can be tested by providing it an input vector
x and allowing its output y to update to any number of intermediate states until it
reaches a stable state. A stable state is one where, between two time steps, there is no
change in output. For example, if a network has one stable state of [−1, 1,−1, 1] and is
probed with an input of x = [1, 1, 1, 1], it will update itself until y = [−1, 1,−1, 1]. As
previously mentioned, it is possible for the network to oscillate between states during
testing and never reach a stable final state. As such, a hyperparameter is defined for
the maximum number of times the network may update its state during probing. If
this limit is reached, the result is simply counted as a bad probe and testing continues
as normal with the next probe.
Our model was trained on seven different input data sets. Every training item in
each of the sets was generated by inverting 20% of the features in its corresponding
prototype. Each data set was generated as described in the previous section. The
defining features of each data set are described in Table 4.1. When referring to the
data sets or the networks that were trained on them, we will simply use the assigned
label.
To evaluate the performance of our trained model, we generated a set of 100,000
uniformly random bipolar test patterns to probe the network with. Once a probe
was presented to the network, it was allowed to update its state for a maximum of
1,000 iterations (the previously described “bad probe” hyperparameter). For each
complete, stable probe, we calculate the Hamming distance between its final state
and the patterns and prototypes. If the Hamming distance between the state and a
prototype is within 2% (i.e. if they share 98% to 100% or 0% to 2% of their features),
we count it towards that prototype. If it is identical to an instance token (i.e. every
feature matches), we count it towards the input patterns. Otherwise, it is considered
a spurious state.
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Label Units Prototypes Patterns per prototype Total patterns
A 100 1 50 50
B 100 2 50 100
C 100 2 30 60
D 100 4 20 80
E 100 4 5 20
F 400 2 50 100
G 400 4 50 200
Table 4.1: The variable hyperparameter information for each input data set. Through
empricial testing we determined these to be the most important parameters in de-
termining the success of our model. We analyze each of these results in detail but
also provide a brief systematic study on the effects of these parameters on network
performance.
4.2.3 Stability Profiles
We have touched upon the idea of a stability profile and its possible use as a method
of differentiating between trained, prototypical, and spurious states. Robins and Mc-
Callum (Robins and McCallum, 2004) introduce and thoroughly explain the concept
of a stability profile and how it can be used to separate trained and untrained states.
In short, a stability profile is a property of a stable state. It is a list, in ascending
order, of the magnitude of the net input to each unit (|hi|). Intuitively, we can think
of the stability of an individual unit as how “sure” it is about its output. A neuron
with a large positive or negative net input is receiving a lot of similar input and is very
definitely active or not, respectively. On the other hand, a neuron with an input closer
to zero is receiving mixed signals from the other units in the network and isn’t quite
“sure” whether it should be active or not.
Based on the work by Robins and McCallum, we know that if we take the bottom
10% and the top 10% of the units from this stability profile and calculate their ratio
(equation 4.4), we can see a clear difference between trained and untrained patterns.
That is, trained patterns have, on average, higher stability ratios (flatter stability
profiles) than untrained patterns. We suggest that, in addition to these findings, pro-




,h ∈ Rk (4.4)
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4.3 Results and Discussion
We trained and tested our model on the data sets discussed in the previous section.
Each network was trained and tested 30 times with the mean results reported. During
testing, for each probe, the final state of the network was compared to the prototypes
and instance tokens to classify each result as either trained, prototypical, or spurious.
With each execution we present the relevant hyperparameters, average stability profiles,
and stability ratios for the different classes of final state. If a prototype attractor was
learned, we also present a count of how many probes settled into each of the prototype
states (for networks with more than one prototype), showing whether any particular
prototype was a stronger or weaker attractor than the others. For example, if a network
learned 2 prototypes but 99% of probes only settled into one of the prototype states,
we would say that prototype is a stronger attractor than the other. In addition to
the 100,000 random probes, each network was also probed with the original training
patterns in order to ensure each of their stability profiles were represented in the final
results. We provide the full probe results for each network in table 4.2, not including
the additional training pattern probes.
Reported stability ratios (see e.g. Figure 4.5) are from each unique state within a
particular network execution. That is, during a single execution of the network, one
stability ratio is recorded for a state, no matter how many probes settled into that
state. However, between network executions, a particular state could have different
ratios so we report the ratios alongside one another. For example, if a network has 50
training patterns, we will plot 1,500 training pattern stability ratios (50 patterns over
30 executions).
Independent two-tailed t-tests (Jones et al., 2001) were run on each of the groups
of ratios in order to verify that we are able to reliably distinguish between states using
stability ratios. Before each comparison, Levene’s test for equal variance was run on
the two samples. For the result of the variance test, if p < 0.01 we assumed unequal
variance and used Welch’s t-test (also provided by SciPy), otherwise we used the default
independent samples t-test.
4.3.1 Network A — 100 Units, 1 Prototype, 50 Patterns per
Prototype
For our first experiment, we trained the networks on data set A. On average, about 85%
of non-bad probes settled into prototypical states. This result shows that our model is
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Network Trained Prototypical Spurious Bad
A 4,403.93 59,270.67 5,521.90 30,803.50
B 0 0 0 100,000.00
C 564.70 74,117.70 1,761.67 23,555.93
D 0 2,708.03 498.70 96,793.27
E 36,936.27 14,007.87 36,209.97 12,845.90
F 23.55 99,974.45 0.66 1.34
G 0 81,584.63 18,000.56 414.81
Table 4.2: Mean results of testing with 100,000 probes on each network. A bad probe
is one which did not settle into a final state after 1,000 iterations. Each network was
trained 30 times on the same input data and test probes were not shared between
executions.
capable of learning a prototype from a set of unique members of that prototype, and
that the prototype state is a very strong attractor. From a conceptual standpoint, this
should make sense: when presented with an unknown token object, a person should
associate it with its categorical prototype rather than a previously seen token object.
When the network was presented with one of the original training items, it settled into
the trained state representing that token object as expected.
In Fig 4.4 we can see a clear difference in the average stability profile of the prototype
pattern probes compared to the trained and spurious. The stability ratios in Fig 4.5
help to clarify the difference between the patterns. There is a very obvious difference
between each class of pattern, e.g. the stability profile of a prototype state is rather
flat compared to trained or spurious, giving rise to a high ratio between the stability
of the lower and upper 10% of units. These figures confirm that a final state can be
easily classified as trained, spurious, or prototypical by examining their stability ratios.
These results also confirm preliminary work by Robins and Gillum (2006).
T-test results between the stability ratios are presented in Table 4.3. These results
show that we are able to reliably distinguish between trained, prototypical, and spurious
states using their stability ratios.
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Comparison Groups T-test results
Trained, Prototype t(1, 528) = −56.08928, p < 0.001
Trained, Spurious t(23, 970) = 88.17795, p < 0.001
Prototype, Spurious t(22, 500) = 244.90070, p < 0.001
Table 4.3: T-test results between stability ratios for network A.




Table 4.4: Statistics for network A’s stability ratios.
Figure 4.4: The average stability profiles for network A’s units during testing over 30
executions.
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Figure 4.5: The ratios of the bottom and top 10% of units during testing of network
A. The plot shows the stability ratios for all 30 executions of the network, where the
stability ratio of any given state in a single executon was only recorded once. The line
in each box is the median and the square is the mean. Whiskers reach 1.5 times the
interquartile range and points beyond the whiskers are plotted as outliers.
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Table 4.5: A breakdown of the prototypical probe results for network C.
4.3.2 Network B — 100 Units, 2 Prototypes, 50 Patterns per
Prototype
With those promising results, our second experiment expanded the number of pro-
totypes to two, with all other hyperparameters being equal. During our preliminary
testing, we noticed that the number of patterns used to train the network had a pos-
itive relationship with the stability profiles of the results. That being said, Hopfied
networks run into problems when trying to learn too many patterns, especially if those
patterns are highly correlated. Therefore, increasing the number of prototypes to two
introduces a problem: if we keep the same number of patterns per prototype there will
be as many patterns as units in the network, but if we reduce the number of patterns
it may negatively impact the network’s ability to learn and recall prototypes. To inves-
tigate this tradeoff, we trained network B using the same hyperparameters as network
A but with two prototypes, then for network C we reduced the number of patterns per
prototype to 30.
Referring back to table 4.2 we can see that network B performed as poorly as
it possibly could. In fact, every single execution of network B had identical results:
100,000 bad probes.
4.3.3 Network C — 100 Units, 2 Prototypes, 30 Patterns per
Prototype
When we reduce the number of patterns per prototype to 30, i.e. 60 patterns total, the
network performs much better. On average, the two prototype states form very strong
attractors (table 4.5) and are both individually well represented (i.e. one prototype is
not significantly stronger than the other).
As we suggested, it appears that by reducing the number of patterns we have made
the distinction between stability profiles less glaring. Figures 4.6 and 4.7 show that,
while the spurious and trained ratios are similar to network A’s, the stability ratios of
51
Comparison Groups T-test results
Trained, Prototype t(1, 858) = −46.44674, p < 0.001
Trained, Spurious (Unequal variance) t(10, 368) = 230.06382, p < 0.001
Prototype, Spurious t(8, 628) = 79.01108, p < 0.001
Table 4.6: T-test results between stability ratios for network C.




Table 4.7: Statistics for network C’s stability ratios.
the prototype state have lowered a bit. The t-test results in Table 4.6 show that the
different states are still distinguishable using their stability ratios, however.
4.3.4 Network D — 100 Units, 4 Prototypes, 20 Patterns per
Prototype
For network D we trained our model with data generated from 4 prototypes with 20
patterns per prototype. The performance degraded severely, likely due to the combi-
nation of additional patterns and the fewer patterns per prototype. On average, only
2,708.03 probes settled into prototype states. Out of those prototypes, prototype 2
was significantly weaker than the other three (Table 4.10). T-test results (Table 4.8)
show that each of the states are still distinguishable via their stability ratios.
When we reduced the number of patterns per prototype for the two prototype
network (B) the results were greatly improved (C), so will that logic apply to this
network as well?
Comparison Groups T-test results
Trained, Prototype (Unequal variance) t(2, 513) = −7.85187, p < 0.001
Trained, Spurious (Unequal variance) t(2, 495) = 13.64846, p < 0.001
Prototype, Spurious (Unequal variance) t(210) = 13.09007, p < 0.001
Table 4.8: T-test results between stability ratios for network D.
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Figure 4.6: The average stability profiles for the network C’s units during testing.




Table 4.9: Statistics for network D’s stability ratios.






Table 4.10: A breakdown of the prototypical probe results for network D.
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Figure 4.7: The ratios of the bottom and top 10% of units during testing of network
C. See Figure 4.5 for details.
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Figure 4.8: The average stability profiles for the network D’s units during testing.
55
Figure 4.9: The ratios of the bottom and top 10% of units during testing of network
D. See Figure 4.5 for details.
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Comparison Groups T-test results
Trained, Prototype t(645) = 13.45308, p < 0.001
Trained, Spurious (Unequal variance) t(9, 171) = 120.17906, p < 0.001
Prototype, Spurious (Unequal variance) t(8, 618) = 16.30301, p < 0.001
Table 4.11: T-test results between stability ratios for network E.




Table 4.12: Statistics for network E’s stability ratios.
4.3.5 Network E — 100 Units, 4 Prototypes, 5 Patterns per
Prototype
Network E was trained with four prototypes but just 5 patterns per prototype. Its
performance was, again, much better than network D, but it was still unable to learn
one of the prototypes as a strong attractor. Referring to the table of results (Table 4.2)
it’s plain to see that the number of bad probes fell drastically. However, Table 4.13
shows that the fourth prototype was a significantly weaker attractor than the others,
with an average of one probe settling into its state across all thirty executions. T-test
results (Table 4.11) mimic previous executions, however.






Table 4.13: A breakdown of the prototypical probe results for network E.
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Figure 4.10: The average stability profiles for the network E’s units during testing.
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Figure 4.11: The ratios of the bottom and top 10% of units during testing of network
E. See Figure 4.5 for details.
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Comparison Groups T-test results
Trained, Prototype t(2, 956) = −128.39768, p < 0.001
Trained, Spurious t(2, 915) = 33.94976, p < 0.001
Prototype, Spurious t(73) = 112.99197, p < 0.001
Table 4.14: T-test results between stability ratios for network F.




Table 4.15: Statistics for network F’s stability ratios.
4.3.6 Network F — 400 Units, 2 Prototypes, 50 Patterns per
Prototype
Since it appears our network’s performance has plateaued with only 100 units, the next
experiment was carried out on a network with four times as many units. The first of the
400 unit networks was trained on a set of 2 prototypes with 50 patterns per prototype.
Based on our previous results, we expect that the increased number of units should
allow for a larger storage capacity and that using 50 patterns per prototype should
generate stability profiles which show a clear distinction between trained, spurious,
and prototypical states.
The stability profiles and stability ratios for network F are presented in Figures 4.12
and 4.13 respectively. As predicted, the performance of network F is striking, especially
compared to B and C. Increasing to 400 units and allowing the network to train using
50 patterns per prototype, the distinctions between stability ratios is even more glaring.
These results also show that our model does appear to generalize to larger networks
and that increasing the size of the network allows us to increase the number of patterns
we show the network without the negative side-effects we encountered in the 100 unit
networks.
A particularly interesting result of probing this network is the sheer strength of the
prototype attractors. On average, roughly 99.9% of all probes settled into prototype
states and, in contrast to smaller networks, network F only reports an average of 1.34
bad probes and 0.66 spurious probes.
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Figure 4.12: The average stability profiles for the network F’s units during testing.




Table 4.16: A breakdown of the prototypical probe results for network F.
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Figure 4.13: The ratios of the bottom and top 10% of units during testing of network
F. See Figure 4.5 for details.
62
Comparison Groups T-test results
Trained, Prototype (Unequal variance) t(5, 506) = −144.97371, p < 0.001
Trained, Spurious (Unequal variance) t(5, 545) = −2.31457, p = 0.022
Prototype, Spurious (Unequal variance) t(253) = 62.76751, p < 0.001
Table 4.17: T-test results between stability ratios for network G.
4.3.7 Network G — 400 Units, 4 Prototypes, 50 Patterns per
Prototype
Finally, we trained our model using 400 units, 4 prototypes, and 50 patterns per pro-
totype.
Figure 4.14: The average stability profiles for the network G’s units during testing.
Network G was able to learn all four prototypes as relatively strong attractors
without any one state overwhelming the others. The differences between the stability
profiles in this run are striking, especially compared to networks D and E, the 100 unit
4 prototype networks. Importantly, network G shows that, with the right hyperparam-
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Figure 4.15: The ratios of the bottom and top 10% of units during testing of network
G. See Figure 4.5 for details.




Table 4.18: Statistics for network G’s stability ratios.






Table 4.19: A breakdown of the prototypical probe results for network G.
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eters, Hopfield networks are able to reliably learn four prototypes from a set of token
individuals. It also shows that, using information inherent to the network, i.e. stability
profiles and stability ratios, we are able to differentiate between prototype states and
others. In fact, in network G, none of the attractors representing token individuals
were stronger than those of their prototypes, except when presented with the token
objects themselves (not included in the reported data). This suggests that we should
be able to incorporate this model into an existing memory model without much overlap
in the information they learn.
Interestingly, this is also the only network to get a p value greater than 0.01,
showing that the ratios of the trained and spurious states are indistinguishable. Since
this value only arose when comparing the trained and spurious stability ratios, it is
not detrimental to our central claim as the prototype stability ratio tests were still
significant. Further experimentation would be required to determine the cause of this
result, but since it is between trained and spurious states it is outside the scope of this
work.
4.3.8 A Systematic Study On the Effects of Hyperparameter
Selection
Finally, we ran a more thorough systematic study to investigate the effects of the three
hyperparameters, i.e. number of neurons, number of prototypes, and number of patterns
per prototype. To do so, we generated 137 new data sets using the same processes
described in the previous section. These new data sets tested every combination of the
core parameters: 100, 300, and 400 neurons, 1, 2, 3, and 4 prototypes, and between 5
and 45 patterns (in increments of 5). Each network was trained and tested 30 times
as previously described and the stability ratios were recorded.
The plots presented in Figure 4.16 show points where those particular hyperpa-
rameters provide “good” results. We define networks with “good results” to have the
following properties:
• Learns prototypes as attractors more than 75% of the time
• T-tests between each of the groups have p values less than 0.001
That is, in this study, a network was accepted if it reliably learned prototypes and
we are able to distinguish between each of the different states. The plots represent
a phase change diagram, showing that most values of the hyperparameters allow it
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to distinguish between the different kinds of state, but there are regions of the space
where it does not.
Figure 4.16: The results of the systematic study exploring the space of hyperparam-
eters. Each point represents a network with a particular number of units, number
of prototypes, and number of patterns per prototype, all else being equal. Each plot
shows these points for a particular number of prototypes. Points are networks which
were able to learn prototypes as stable attractors and reliably differentiate between
different states.
The results of this study mirror what we mentioned in previous sections: Our model
is highly capable of learning prototypes and its ability to do so is limited by these
hyperparameters. It is worth mentioning that Network E did meet our requirements
for success, but the network with the same parameters in the systematic study did not.
We speculate that this is an artifact of the training data and, based on the other results
in the study, Network E’s results appear to be uncommon. These results suggest that 5
patterns per prototype is not enough to properly learn the prototype states. We would
also like to mention that while the network will work with, for example, ten patterns
per prototype, the results (as seen in previous sections) are much better when that
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parameter can be increased.
4.3.9 Discussion
During preliminary experiments conducted by Robins and Gillum (2006), it was shown
that small Hopfield networks were able to learn prototype attractors when up to 20%
of the features were mutated. In order to reduce the complexity and the number
of experiments, we opted to use the same value when generating our input patterns.
Further investigation would be necessary to determine, for example, if the size of the
network affects its ability to learn prototypes from token objects with greater than a
20% feature difference. It would also be interesting to learn how the model handles a
variable mutation rate, i.e. category members which have a random number of featural
differences. However, we believe that this line of investigation is outside the scope of
this work and would be better suited in the future work we discuss in the following
section.
It is worth noting that the classification task itself is not particularly challenging
for a machine learning algorithm. For example, a k-nearest neighbors algorithm where
k = 15 is able to achieve mean-squared error of 0 on the training data for network G.
This should not, however, discount the ability of the network to learn these categories.
The Hopfield network is not learning to classify training items into discrete categories,
but it is instead learning the prototypes of the categories.
In our training regime, we assume that members of a category are simply proto-
types with small featurual differences. Clearly, in reality, that assertion is not entirely
accurate. One of the core concepts of prototype theory is the graded nature of cate-
gory membership; people categorize token objects as being more representative of their
category than others (e.g. a cardinal may be more bird-like than a penguin for some
people). These ideas typically involve giving more attention to certain properties or
functional affordances to learn prototypes (see 2.3 for a discussion of exemplar models
which account for this), but that is beyond the scope of this work. Future work on
our model could involve input from other sources to adjust the importance ascribed
to a feature or to provide additional sensory information for a token object. These




We have shown that Hopfield networks are capable of learning category prototypes as
strong attractors when only trained on token instances of a category. We have also
shown that, using a pattern’s stability profile, we are reliably able to determine whether
a given network state is trained, spurious, or prototypical. These results also expand
on previous work by Robins and McCallum, showing that their stability profile method
is able to generalize to larger networks with interesting, well-structured input data. We
have also shown that the prototypes learned by our model are evenly represented, i.e.
one prototypical attractor is not significantly stronger than the other. These results
confirm our hypothesis that, as a distributed model of associative memory, Hopfield
networks can learn representations of basic-level categories as well as individual stimuli.
Theoretically it may be possible to modify our Hopfield model to also learn a hier-
archy of categories, similar to DPAN. This could potentially be done by, among other
things, habituating certain units in the network based on their stabilities, imitating
the inhibition of return operation in DPAN. That is, the IOR operation as we have de-
scribed it, using a direct subtraction operation, would not be suited to the distributed
representations of the Hopfield network, but neuronal habituation could be a viable
alternative.
While this is indeed an interesting avenue to pursue, we decided to instead explore
another model which we were interested in that could be applied to real-world image





As we explained in Section 3.5, after DPAN was implemented we wanted to experiment
with more plausible inputs or outputs. The previous chapter discussed our efforts with
plausible outputs, so in this chapter we explore a model which uses plausible input
data. Specifically, we wanted the ability to train a network on real image data and
to apply our inhibition of return operation to learn subcategories or properties. The
convolutional self-organizing map (ConvSOM) aims to accomplish this using a novel
model inspired by the visual system and modern deep convolutional neural networks.
In this chapter we will show that, while the ConvSOM is an interesting model in its
own right, it is not suited to this task.
5.1 Introduction to Convolutional Neural Networks
Convolutional neural networks (ConvNets) are the current state of the art when it
comes to machine image recognition. We will first introduce their architecture in 5.1.1,
then show how they can be trained on a classic example dataset in Section 5.1.2. In
Section 5.1.3 we will discuss some problems with ConvNets as a platform for IOR.
5.1.1 Architecture of ConvNets
ConvNets are alternatives to classic multi-layer perceptrons. Rather than each neuron
being fully connected to each feature in the input vector, ConvNets are trained by pro-
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viding neurons with small patches of the input image1. The neurons in these networks
learn to respond to simple features in the input space, like oriented lines and such.
Each convolutional layer is composed of a set of ‘filters’, which are two-dimensional
sets of weights that the network uses to calculate its output. So, for example, the input
image to a ConvNet might be 28×28 pixels, but the neurons in the first layer may only
have a set of 5×5 weights, i.e. an output neuron associated with this filter has an input
dimensionality of 5 × 5 = 25 (in this case, pixels) instead of the fully-connected case
of 28 × 28 = 784. Importantly, these filters incorporate weight sharing. That means
that a single filter uses the same weights for each patch of input, and multiple output
neurons share a common filter for different receptive fields. This concept simulates the
idea that neurons representing different parts of the visual field basically receive the
same training data, since the eye is likely to pass over training items, so items hitting
one region of the retina also tend to hit others. The result of this is that the filter
will generate a response if the feature it is attuned to appears anywhere in the image.
When calculating the response of a neuron in a ConvNet, the output is mapped in such
a way as to correspond to the neuron’s receptive field. In Figures 5.1c – 5.1e we show
a diagram of a single filter responding to three patches of input. Note that the patches
overlap each other. The output map consists of the responses of the filter organized
with respect to the location of the corresponding input patch. The actual responses are
just the weighted sum of the units in the input patch, similar to that of a perceptron.
The visualizations can be a bit hard to gasp at first, so just keep in mind that in this
figure we are only looking at the output mapping of the neurons which share one filter.
Another feature of ConvNets is the spatial pooling layers. These layers, shown in
Figure 5.2, reduce the number of output neurons for each filter in a convolutional layer.
Specifically, pooling layers look at patches of output, similar to a convolutional layer,
but perform a reduction by only mapping the average or (more frequently) maximal
values to the output. From a high-level standpoint, these layers abstract the location of
a pattern in the input. A value in one neuron of the max pool output map means that
the pattern indicated by the corresponding filter in the convolutional layer appears in
any one of the four locations covered by the operation.
Spatial pooling has a biological underpinning (Freeman and Simoncelli, 2011) and
1The nomenclature for ConvNets is derived from the mathematical convolution operation. The
ConvNet itself does not actually implement a convolution, but instead it mimics the process of con-
volving a filter over an input image. We mention this because the model we introduce, the ConvSOM,
is a higher order derivative in that its operation mimics that of a traditional convolutional neural net-
work. We make no assertions on the equivalence of these models and the mathematical convolution
operation.
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(a) 9× 9 neurons providing input into a convolutional layer.
(b) The map of the output of a single filter in the convolutional layer.
(c) A diagram of the mapping between the first input patch and the corre-
sponding output of the 3× 3 filter.
71
(d) A diagram of the mapping between the second input patch and the corre-
sponding output of the 3× 3 filter. Note that this is still the output of a single
filter. The output map organizes the response of a single filter relative to the
input patch.
(e) A diagram of the mapping between the eigth input patch and the corre-
sponding output of the 3×3 filter. Again, this is the response of the same filter
as in Figures (c) and (d), but positioned on the map in relation to the location
of the input patch.
Figure 5.1: A schematic diagram of a very simple, single filter convolutional layer. A
full deep convolutional neural network is comprised of several of these layers, each with
more filters. Each of the filters in the convolutional layer learns to represent small
patterns of its input regardless of where that pattern appeared in the input.
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Figure 5.2: A max pooling layer applied to the output of a convolutional layer. The
max pooling operation reduces the four neurons in the input to a single value in the
output: the maximal value of the four neurons.
Figure 5.3: A diagram of a real-world ConvNet used to classify handwritten digits. The
diagram is organized such that the depth dimension of each output map corresponds
to the number of filters in that layer. For example, the first convolutional layer has 32
filters. See Figure 5.17 at the end of this chapter for a landscape-oriented version.
is used to generally increase the classification performance of ConvNets and to reduce
the dimensionality of the networks (Boureau et al., 2010) which in turn reduces the
computational complexity of the models. It is easier to see the computational benefit
of spatial pooling in a full deep ConvNet.
5.1.2 The MNIST Dataset and an Example ConvNet Archi-
tecture
In Figure 5.3 we show a full, real-world convolutional neural network which is used to
classify the handwritten digits of the MNIST dataset (LeCun et al., 1998).
The MNIST dataset is a collection of 28×28 pixel images of handwritten digits used
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Figure 5.4: A selection of 16 examples of each of the 10 digits in the MNIST
dataset (Steppan, 2017).
for testing image processing algorithms. Examples of training items from the MNIST
dataset are shown in Figure 5.4. Members of the same category label can differ but
quite a lot, but ConvNets are very good at classifying these digits.
The real power of ConvNets comes when several convolutional layers are stacked
together. In our example ConvNet model (Figure 5.3), we have two convolutional
layers, two max pooling layers, a fully connected layer, and a softmax output layer.
The first layer uses 32 filters, each with a set of 5× 5 weights, to generate the output
map. Each plane in the depth dimension of the output map is the response of a filter
to different patches of input, just like in Figure 5.1.
During training, each of the filters in these layers is tuned by backpropagation to
respond to a different simple input pattern. See Zeiler and Fergus (2013) for an in-
depth discussion into, and visualization of, the patterns that the filters in a ConvNet
learn.
Next, the max pooling layer operates on the output of the convolutional layer.
It’s important to note that the pooling operation occurs per filter. That is, the max
pooling operation only looks at a 2 × 2 window of neurons for a single filter from the
convolutional layer. This makes sense from a conceptual standpoint as the spatial
pooling is only looking for the response of a filter in an area of the input: the areas
of the input are organized in the x and y dimensions and the filters are organized in
the z dimension. Therefore, the max pooling layer only reduces dimensionality in the
length and width dimensions of the output map, but not the depth.
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The next layer uses 64 filters to train on the output of the max pooling layer. The
convolution operation for this layer uses a 5× 5× 32 window, corresponding to a 5× 5
window of output neurons for each of the 32 filters in the output map of the previous
layer. Therefore, each filter in this layer is taught to discriminate between patterns in
that appear in the 5× 5 window across all 32 input filters.
Another max pooling layer operates on the output map. A fully connected MLP
layer is added to abstract over the spatial locality of the inputs, and then the network
finishes with a 10 neuron softmax layer to perform the final classification. The network
is then trained using backpropagation as described by LeCun et al. (1998). The back-
propagation algorithm is similar to that used in multi-layer perceptrons, but modified
to account for the structure of the ConvNet. That is, the network is still learning to
adjust its weights based on an error function in order to create a set of hyperplanes
which separates members of different classes.
Convolutional neural networks currently comprise the state-of-the-art in image
recognition on data sets like MNIST (see e.g. Cireşan et al., 2012; Labusch et al.,
2008; Lauer et al., 2007; LeCun et al., 1998; Shilman et al., 2003), CIFAR-10 (see
e.g. Graham, 2014a; Lee et al., 2015; Mishkin and Matas, 2015; Springenberg et al.,
2014), and CIFAR-100 (see e.g. Clevert et al., 2015; Graham, 2014a,b). The networks
described in these papers are implemented using dozens of layers rather than the five
in our introductory model.
5.1.3 Problems with ConvNets as a Platform for IOR
ConvNets learn distributed representations of categories, so we would not expect our
interpretation of IOR to work. However, it is still instructive to actually show this
by trying to implement IOR using a ConvNet in order to see exactly what happens,
especially because ConvNets are currently the dominant model of visual classification.
We attempted to apply DPAN (Chapter 3) to the output of a ConvNet and were
unable to achieve the same results as the proof-of-concept model. Like DPAN, we
aimed to have a network which could learn subcategories and/or properties from stimuli
through the mechanism of IOR. The aim was to have the IOR operation highlight those
visual ‘features’ of a token stimulus which differed from the prototypical ‘features’ of
objects of its type, and therefore made it ‘unusual’ as an instance of this type. The
ConvNet model was trained on a set of synthetic prototype stimuli (see Figure 5.5
for examples). Each token individual had a prototype category, e.g. square, a color
associated with that prototype, e.g. blue, and a texture or pattern, also associated with
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Figure 5.5: Four example stimuli from our preliminary experiments. In this example,
we show a prototypical stimulus on the left and an atypical stimulus on the right. A
shape is considered the ‘category’ and the properties of a token stimulus are determined
by a set of probability distributions.
the prototype, e.g. striped. Each stimulus was given a property based on a probability
distribution where the prototypical properties were weighted with a higher probability.
Therefore, if the ‘typical’ member of the ‘square’ class was, for example, blue and solid
colored, then a square which was red and striped would be considered an ‘interesting’
stimulus.
The ConvNet architecture was a bit more complex than the ones we have previously
discussed. In the interest of brevity we will simply provide a high-level overview of the
particular model. The model consisted of 7 layers including the input layer. The images
(layer 0) were 128×128×3, i.e. color images. Layers 1–4 were alternating convolutional
and max pooling layers and layers 5 and 6 were fully-connected layers with a softmax
activation for layer 6. Also of note, the first convolutional layer consisted of 16 filters
while the second used 64 filters. The full network configuration and hyperparameter
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listing is available in the technical report by Szymanski et al. (2018).
We trained the ConvNet using the standard backprop technique, except we included
labels for each of the properties as well. Unlike DPAN, getting the network to learn
encodings of visual properties in the bottleneck layer required a bit of extra work.
Specifically, we trained the network using multiple category labels for each training
item. One label specified the prototype and the other specified the property. With this
training, the hidden layers of the network can be expected to encode visual features
relevant both to categories and properties. Ideally, it would be possible to inhibit
the prototypical features associated with the identified type, leaving as a residue any
features associated with ‘unusual’ properties. Inhibition of return was performed on
the output of the penultimate layer of the ConvNet model. The penultimate layer of a
ConvNet, sometimes called the ‘bottleneck layer’, encodes a distributed representation
of the input features abstracted over the entire input image.
The initial output of the network learned to classify the input stimuli correctly.
However, when IOR was applied to the output of the bottleneck layer, the results
were uninterpretable. We implemented IOR by propagating a pattern of activity from
the winning category unit back to the bottleneck layer. After IOR, using the learned
weights of links between these layers and then subtracting this pattern from the pattern
obtained in this layer during the forward pass. The resulting pattern was again passed
forward to the types and properties layer, and new winners were selected in each layer.
However, these new winners appeared to bear no sensible relationship to the input
stimulus at all: they were essentially random, even after cheating by giving the network
the explicit properties as training data. That is, even when giving the ConvNet the
best possible chance of supporting IOR, the pattern generated in the bottleneck layer
after IOR was still dissimilar to any stimulus.
Rather than inhibiting the properties of the category prototype, the IOR operation
which we just described appeared to move the bottleneck layer pattern to some arbi-
trary point in n-dimensional space. This result is in fact not surprising at all when we
consider the distributed nature of representations learned in a network trained through
backpropagation. In these representations, the activity of particular units does not
imply the presence or absence of object properties, and the vector which defines the
prototype does not necessarily make any explicit reference to the separate features that
correlate together to form its category. Instead, it is simply a representation found by
the backpropagation algorithm which minimizes classification error on the output layer.
When IOR was applied to the softmax output layer instead of the bottleneck layer,
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however, the network performed perfectly. This is because the output layer is already
a localist encoding of the categories. While this experiment technically worked, the
goal of the project was to let the network learn interesting properties without explicitly
being taught to. Based on these experiments we determined that a model which uses
inhibition of return to learn subtypes and properties would need to be implemented
using a localist architecture.
So, to summarize, while it is true that ConvNets are highly effective at image
recognition tasks, there are a few things that make them problematic for us. A first
problem is that they learn in a supervised manner using backpropagation. As such,
they don’t enable an account of how category representations are formed in the first
place which is one of the key interests we are hoping to model. A second problem is that
it is questionable whether backpropagation of error is implemented in the brain (Bengio
et al., 2016).
5.1.4 Self-Organizing Maps as a Possible Platform for Convo-
lutional Networks
The IOR operation, as we interpret it, has only been shown to work if the proper-
ties of objects are represented in a ‘localist’ scheme, where different properties are
represented in separate populations of neurons. The dominant model of visual ob-
ject classification, the deep convolutional network, learns highly distributed represen-
tations of visual object properties. Our solution was to develop a model that uses
Kohonen’s self-organizing maps (SOMs) as its core learning architecture, rather than
error backpropagation. SOMs have been investigated and explored for a few decades
now, see Miljkovic (2017) for a review. The network we develop will preserve some of
the important properties of convolutional networks (hierarchical structure, spatial ab-
straction, shared weights) but will use SOM learning methods rather than backprop,
and thus will deliver localist representations of visual object properties rather than
distributed ones. It also operates as a natural model of category learning, as it learns
largely through unsupervised methods. We explain the SOM model in Section 5.2 and
then introduce our ConvSOM model in Section 5.4.
Our key hypotheses are that:
1. The ConvSOM will be capable of learning simple visual categories, and
2. We should be able to exploit the localist nature of the ConvSOM to learn
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subordinate-level categories or simple properties2 using inhibition-of-return.
At the time of writing, neither of these hypotheses are supported : ConvSOMs, while
able to learn a few simple visual categories, do not appear to be a powerful method
for learning visual object categories in general. Because of this result, it was simply
infeasible to test the second hypothesis. We will explain how we arrived at these
conclusions in Section 5.5.
5.2 Background on Self-Organizing Maps
The ConvSOM model is constructed out of discrete layers which are inspired by the
deep convolutional neural network and the classic self-organizing map models. In this
section we will describe the basic SOM model; In Section 5.4 we describe how we
modified it to create a structure which mimics the ConvNet.
5.2.1 The Self-Organizing Map Algorithm
The self-organizing map (Kohonen, 1990) models input data as a topographically or-
ganized sheet of X×Y neurons. That is, each neuron in a SOM has a neighborhood
of other neurons around it. They are connected to each other in such a way as to
construct a lattice of neurons. Neurons are also fully connected to the input space.
The magnitude (or size) of the input vector is the same as that of each neuron’s weight
vector. See Figure 5.6 for a simple diagram of the network.
The main goals of a SOM are to perform dimensionality reduction, mapping the
high dimensional input space to a lower dimensional (typically two-dimensional) output
space, and to approximate the input space. SOMs train using a competitive learning
regime such that for a given training input vector x, the training algorithm first iterates
over each of the neurons in the SOM. For each of the neurons, it calculates the Euclidean





(xk − wik)2,x ∈ Rn,wi ∈ Rn (5.1)
2We will show later that due to the computational complexity of the network it is not entirely
feasible to model entire category systems.
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Figure 5.6: A schematic diagram of a self-organizing map and corresponding input
units.
where x is the input vector3, W is the matrix of weights in the SOM, and i is the
index of the neuron being compared. (We also use X and Y to denote the number
of neurons in those dimensions of the map, and Z = X × Y for the total number of
neurons in the map.) Therefore, wi is the vector of weights for the current neuron. The
distances between each neuron and the input vector are tracked, and the neuron which
has the smallest distance is the winning unit (also called the best-matching unit, or
BMU). Put another way, the neuron whose synaptic weights most closely approximate
the input data is the winner of the competition.
Once the winning neuron is determined, its weights are updated to move it closer
to the input vector as shown in Equation 5.2. In this equation (as before), W is the
matrix of neuron weights for the SOM, i is the index of the neuron being updated, t is
the current training epoch, α is a learning rate function which scales the magnitude of
the weight update with respect to the current epoch t, x is the current input vector, s
is the current overall time-step, and Θ is the neighborhood function (Equation 5.3).
wi(s+ 1) = wi(s) + Θ(i, j, t) ∗ α(t) ∗ (x−wi(s)) (5.2)
3For our purposes, a capitalized boldface variable refers to a matrix, a lower-case boldface variable
refers to a vector, and a non-boldface variable refers to a scalar value. Therefore, W is a matrix, wi
is a row vector of that matrix, and wik is a single element of the matrix.
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Θ(i, j, t) = e
−D2(i,j)
σ(t)2 (5.3)
The neighborhood function Θ exists to develop the topographic mapping of the
SOM. The winning neuron, in moving itself closer to the input, will also ‘pull’ other
neurons in the map towards that input as well. The degree to which the neighboring
neurons are affected by this pull is determined by the neighborhood function. The
neighborhood function can introduce a bit of confusion when trying to understand the
SOM architecture, because it operates in the domain of the map of neurons rather
than the neuron weights. The function returns a simple scalar value to dampen the
movement of a neuron with respect to how close that neuron is to the winning neuron
on the map. In the schematic diagrams of SOMs this is indicated by the lattice of
connections between the neurons at the map level. The neighborhood function accepts
three parameters: i, j, and t. i and t are already defined: i is the index of the
neuron whose weights we are updating, and t is the current epoch of training. The
new variable, j is the index of the winning neuron. With this information, we can
calculate the Euclidean distance between the 2-dimensional coordinates of the units
on the map of neurons, specifically the distance between the current neuron i and the
winning neuron j.
As the distance from the winning unit increases, the scalar value decreases. In
practice the scale by which this value decreases is another parameter which decreases
over time. For example, early in training a 10× 10 neuron SOM might have 5 neurons
within the neighborhood radius of the winning unit. Later on in training, though, the
number of units affected by the neighborhood function might decrease so that only
the winning unit updates its weights. Also, in practice, the neighborhood function
is typically a Gaussian function, so that the degree to which the weights update is
gradually decreased as their corresponding neurons get further away from the winning
neuron on the surface of the map. The neighborhood function we use is shown in
Equation 5.3, where σ(t) is the radius of the neighborhood at epoch t and D(i, j) is
the Euclidean distance between the (x, y) coordinates of the two neurons on the map,
i.e. the neuron we are updating and the current winning neuron. A diagram of the
neighborhood function is also shown in Figure 5.7.
Note that there is a distinction between the current overall timestep s and the
current epoch t. s increases with the presentation of each input vector and t increases
once every input vector is presented. Therefore, the learning rate is only changed at
each training epoch, while the weights are changed after each input vector.
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Figure 5.7: The SOM after a winning unit has been selected. The greyscale of the
unit indicates the output of the neighborhood function for that particular unit. In this
example the center neuron in black is the winning unit and its neighbors are slightly
greyer. The intensity of the color corresponds to the strength of the movement towards
the input.
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After each neuron in the map has its weights updated, the next input vector x is
presented and the process repeats. Once each training item is seen by the network, the
current epoch t increases by one.
For our purposes, a key point about the SOM algorithm is that it learns localist
representations. While this is true of other competitive learning algorithms, the SOM
also forms a topography around the input space. For any given input, a SOM can
actually produce both a localist and a distributed representation. The localist repre-
sentation is in the form of individual units which hold intrinsic localist information
within their synaptic weights, and the distributed representation is the activity of all
the unit across the entire map. Importantly, each of the elements of this distributed
representation also means something by itself, as described in Section 5.2.3.
There have been a few metrics introduced to measure the ‘goodness’ of a trained
SOM. These metrics are usually either designed to measure the topological structure of
the map or how well the network approximates the input space (Polani, 2002). A simple
metric is the average quantization error of the network. Quantization error makes no
assertions about the structure of the network, instead it describes how well the units
in the map approximate the inputs. For this metric we simply need to calculate the
average Euclidean distance between every input vector and its corresponding winning
unit (Kohonen et al., 2009). The topological error of the network can also be measured
using several techniques (see e.g. Beaton et al., 2010) but they are outside the scope
of this introduction.
5.2.2 Batch Training for Increased Performance
The SOM algorithm we have described so far is a stochastic on-line algorithm. That is,
the network operates on a single, randomly selected input vector at a time and updates
the neurons’ weights every iteration. On modern computers we can drastically increase
the performance of a SOM by training it using a batch algorithm, instead (Fort et al.,
2001).
The batch algorithm operates on N input vectors at once, such that n ∈ Z : 1 ≤
n ≤ |A| where A is the set of all input vectors to train on. The formula for updating
the weights of the network in batch training is shown in Equation 5.5. For the sake of
readability we also introduce a new function Φ in Equation 5.4. This function simply
calculates the neighborhood function (Equation 5.3) for the current neuron and the
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current input vector.
Φ : Rn+2 → R (5.4)
wi(s+ 1) =
∑N
m=0 xmΦ(xm, i, t)∑N
m=0 Φ(xm, i, t)
(5.5)
The function Φ encapsulates the operation of finding the winning neuron and deter-
mining the neighborhood function Θ between the neuron i and the winning neuron for
x at timestep s and epoch t. That is, the output of the Φ function is a scalar value for
each of the input vectors because it only considers the neighborhood function between
the neuron we are currently updating and the winning neuron for the particular input
vector. The full derivation of this formula is described in Fort et al. (2001), so we will
just explain the general intuition here instead. Again, a Python implementation of this
algorithm can be found in Appendix C.
We perform an elementwise multiplication between each of the input vectors and
their respective neighborhood function responses, then add each of those vectors up
with an elementwise summation (i.e. the value of index k in vector a is added to the
value of the same index, k, in vector b). We then perform an elementwise division
between the result of the numerator summation and the result of the denominator
summation (i.e. each of the neighborhood responses between the neuron i and the
winning neuron for each of the input vectors 0–N). Note that we are calculating a
new weight vector for neuron i, not a delta value, so the output of this function is
n-dimensional, where n is the dimensionality of both the weight vector and the input
vector.
This batch formula allows us to readily utilize computationally efficient (and con-
sequently, fast) linear algebra (and other vector-based) algorithms and instruction sets
(e.g. BLAS and AVX). The batch formula can be further optimized by performing the
calculation on every single neuron in the SOM at the same time. The other benefit
is that each batch is independent of one another. If we split the dataset among mul-
tiple systems, each system can calculate the numerator and denominator of the RHS
of Equation 5.5, then allow a root node to perform the final summation, division, and
weight update operations. Even further optimization can be achieved by implementing
the batch formula in a highly parallel GPU-accelerated framework such as TensorFlow
by Abadi et al. (2015).
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5.2.3 SOMs as Probabilistic Devices
While SOMs are trained as winner-take-all networks, it is still possible (and useful) to
calculate the output of each unit in the map.
yi = e
D2(x,wi)c (5.6)
Equation 5.6 shows the calculation of the activity of a SOM for an input vector
x. The output, yi is the activity for neuron i, and y is the vector of activities for all
neurons in the map. The activity is a Gaussian function of the Euclidean distance
between the input vector and the weight vectors of each of the neurons. Note that this
Gaussian function is different from the function which calculates the neighborhood of
a unit in the SOM training algorithm. Neurons with weights that are relatively close
to the input vector produce an activity close to 1, while neurons with weights that are
further away output values closer to 0. The width, or sensitivity, of the Gaussian is
controlled by the c constant. Values of c which are negative and close to 0 result in
wide Gaussians such that weights which are further away from the input vector will
become highly activated, i.e. output numbers close to 1. As values of c get further away
from 0 (in the negative direction) the Gaussian becomes more sensitive and the relative
distance required to elicit an activity is lowered. A plot of the Gaussian function with
different sensitivity values is shown in Figure 5.8.
The activity of a SOM measures the response of each neuron in the network to a
particular input vector, gating the value to fall in the [0 . . . 1] range. Depending on
the set of data the SOM is trained on, the activity of the neurons can be interpreted
in different ways. For example, if a SOM is trained on a set of training items with
mutually exclusive classes, i.e. the presence of one implies the absence of the other,
we can normalize the activity of the SOM to generate a probability distribution. An
example of such could be identifying whether a particular object is a dog or a cat.
In this example, each neuron in the SOM can be considered a hypothesis within the
distribution, then by normalizing the activity to sum to 1 (Equation 5.7), the new




,y ∈ RZ (5.7)
We can further modify the equation by adding priors to the calculation of the
activity. In Equation 5.8 we add a pi term to the activity which corresponds to the
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Figure 5.8: A plot of Equation 5.6 with different values of c. As the value gets smaller,
the width of the Gaussian increases which has the effect of allowing further distances
to elicit a higher activity. With a more sensitive output, only input vectors with very
small Euclidean distances elicit an activity in the neuron.
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prior bias of each neuron.
yi = pi(e
D2(x,wi)c) (5.8)
This prior can be set to 1, such as in Equation 5.6, or it can be internal to the
SOM. For example, we can set the priors to be the relative frequency of the SOM
units, recorded as a count of the number of times each unit won the winner-take-all
competition during training. This updated formula follows Bayes’ rule and represents
the posterior probability distribution over the inputs into the SOM. In practical terms,
if, say, each neuron in the SOM represented a label, then we can interpret ŷ as the
probability that the input x belongs to one label or another.
Interpreting the output of a SOM as a posterior probability distribution also pro-
vides us with some useful tools for analysis. We can calculate the relative entropy
of the activity (Equation 5.9) to determine the degree of ambiguity in the distribu-
tion. By using the number of units as the base of the logarithm we ensure the entropy
will always be in the range [0 . . . 1], where the maximum entropy (and therefore the




ŷi logZ ŷi (5.9)
We can also use Kullback-Leibler (KL) divergence (Equation 5.10) to determine the
relative entropy between two SOM activity distributions, P and Q. KL divergence can
be used to measure the similarity of two distributions such that KL(P,Q) = 0 if and








We can also perform top-down reconstruction of inputs using a SOM. By presenting
a partial input, we can elicit a Bayesian activity distribution in a SOM and use that
output to reconstruct the expected input for that distribution. With the activity ŷ,
we can calculate the expected value of the hypothesized posterior x:
x = Wŷ (5.11)
The value of x now represents the input vector that most likely would have generated
the given activity. This reconstruction operation is especially useful when used with
87
the semi-supervised SOM as we will discuss in Section 5.2.5.
5.2.4 Visualizing a Trained SOM
When a SOM is finished training, we can inspect its topographic mapping using a
visualization technique called the unified distance matrix, or u-matrix (Ultsch and
Siemon, 1990). This technique plots each neuron as a point in a heat map-style image.
The value of each neuron is the average Euclidean distance between the weights of
all of its direct neighboring neurons, giving us a view of how the neighborhood was
formed. High values on the u-matrix indicate that the neuron at that particular point
on the map has a high average Euclidean distance between its weights and its neighbors
weights. This implies that the neurons which are next to each other on the map’s
surface are representing different neighborhood clusters, as they are approximating
different ‘kinds’ of input data.
An example of a u-matrix is presented in Figure 5.9. In this example, a SOM was
trained on a set of 10-dimensional toy input vectors, each of which belongs to one of
three clusters. Each large square in the image represents a single neuron. The figure
clearly shows that there are three separate areas of low values (darker color) separated
by areas of high values (lighter color). These high value areas can be conceptualized as
‘ridges’ between clusters. This indicates that the SOM was able to learn three clusters
of input data based only on the features inherent to the input data (i.e unsupervised
learning). For a specific example, the neuron at point (6, 18) is a high value. This
means that, the neuron at that point in the underlying SOM has, on average, a high
Euclidean distance between its weights and the weights of its neighbors, namely the
neurons at positions (5, 18), (7, 18), (6, 17), and (6, 19).
5.2.5 Semi-Supervised Learning in a SOM
A SOM can also be trained using a teaching signal, so to speak. This method was origi-
nally introduced by Kohonen (1995, Section 5.8). We adopt the term ‘semi-supervised’
as we feel it more accurately represents the nature of the supervision involved in train-
ing. In the semi-supervised SOM (Figure 5.10), a vector representing the label is
presented as an additional input during training to help associate the input vector
with a label (or any other input). To accommodate this, the weights of the SOM
neurons are extended to allow for training with one-hot label vectors. ‘Supervised’
learning usually means supervised in terms of (1) correct classifications and (2) the
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Figure 5.9: A sample u-matrix visualization. The SOM was a 20× 20 map trained on
a toy data set. The data was a set of 1024 10-dimensional input vectors corresponding
to one of three clusters. The brighter areas indicate the separation between clusters
formed by the map. Since there are three clearly separate areas, we can say that the
SOM was able to learn the three different clusters.
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Figure 5.10: A supervised SOM. The only difference is the inclusion of a secondary
input encoding the label for each training item. The SOM algorithm builds associations
between the features of the input vector and those of the label vector, too.
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representations of these classifications (which are supplied, and the learning process is
based on error correction to learn them). Here we have supervised learning in the first
sense but not the second sense (the network is free to develop its own representations
of correct classifications). The training algorithm itself is also altered to adjust for the
possibly large differences in size between the vector of labels and the vector of other
inputs. If, for example, the SOM takes 1000-dimensional input data and there are
only 10 labels, these extra 10 units would likely have a negligible effect on training
without adjustment. The adjustment allows different weights to be associated with
different collections of input units when calculating the Euclidean distance measure
that determines SOM unit activity, as shown in Equation 5.12 where D((x,y),wj) is
the Euclidean distance between the input vector x, the label vector y, and the weight
vector for unit j. By setting the weight of label inputs much higher than that of regular
inputs, we can compensate for the relatively small size of the weight vector.
We can also ‘test’ the network’s classification ability. If we provide an input vector
without a corresponding label, we can calculate the activity of the SOM using Equa-
tion 5.8 to get a probability distribution over the set of input labels. (This can be
accomplished by simply setting η to 0, negating the label vector’s contribution to the
Euclidean distance calculation in Equation 5.12.) With the activity calculated, we can




(xk − wik)2 + η
l∑
k=n+1
(yk − wik)2,y ∈ Rl,x ∈ Rn,wi ∈ Rn+l
(5.12)
Note in this equation that the weight vector is partitioned such that the indices
of 0 to n correspond to the weights of the input vector and the indices of n + 1 to l
correspond to the weights of the label vector. In this equation, η is a scalar constant
which controls the contribution of the label vector in determining the winning unit.
The top-down reconstruction can be used on each of the layers in the ConvSOM,
allowing us to visualize what the SOM has learned during training. Preliminary ex-
periments on a small subset of the MNIST digits yields the visualizations shown in
Figures 5.11 and 5.12.
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(a) (b)
Figure 5.11: Reconstructed output from a ConvSOM trained on MNIST digits 0 and
1.
Figure 5.12: Weights from 30 neurons in the first layer of a ConvSOM trained on the
MNIST digit 0. The neurons were those which were passed through the winnowing
layer (see Section 5.4.2 for details). Note that the input window size was 10×10.
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5.2.6 SOMs as a Model of Cortical Learning
SOMs have often been used as a high-level model of cortical learning. The 2D spatial
organization of a SOM is intended as a model of the 2D structure of cortex (Mi-
ikkulainen et al., 2005). SOMs have also been used as neurocomputational models
which accurately reflect experimental results (Mayor and Plunkett, 2010). The SOM
learning rule has a plausible neural implementation. The notion of the winning SOM
unit and its associated region derives from the existence of lateral excitation between
closely neighboring cortical cells, and lateral inhibition between more distant neighbors.
The weight update rule is a non-spiking implementation of the Hebbian principle that
synapses connecting two neurons become potentiated if they fire at the same time.
Those ideas were expressed in Kohonen’s original SOM paper (see Kohonen, 1982,
Section 3).
We discussed top-down reconstruction in Section 5.2.3 and introduced the idea of
a hit count which tracks the number of times each neuron is selected as the winning
unit. These hit counts (which we also use in Section 5.4.2) can be interpreted as an
approximation of the neurons’ base rates. A SOM’s output as a probability distribu-
tion is approximated as a simple division operation, but has a biologically plausible
interpretation where the units receive a global inhibitory signal proportional to their
cumulative activity coming from a special layer (O’Reilly and Munakata, 2000, Section
3.5).
5.3 Existing SOM-based Models of Visual Object
Classification
Using SOMs for image classification is not an entirely new concept, especially given
the fact that SOMs were inspired by the workings of the visual cortex.
In this section we will be explicitly discussing the dimensionality of the input vectors
for these different SOM-based algorithms. This is because, as we will discuss in Sec-
tion 5.5, issues can arise when training a self-organizing map on very high-dimensional
input. This way, we are able to provide at least a small intuition of what exactly
constitutes ‘high-dimensional input’.
Lawrence et al. (1997) uses a hybrid network composed of a SOM and a ConvNet
to classify images of human faces. They explore multiple possible architectures for
this model, including using a SOM or a KL transform for the dimensionality reduction
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step. The input to the SOM is a 5×5 window over the input image with a stride4 of 4.
The SOM is structured in three dimensions, rather than two (as we have described),
and has 5 × 5 × 5 = 125 neurons. The SOM is interpreted as having one feature
per network dimension, i.e. transforming the 25-dimensional input vector into a 3-
dimensional output. A standard ConvNet is then trained on the output of the SOM.
Importantly, the methods described in this paper still rely on supervised learning and
backprop for classification; the SOM is merely a pre-processing step.
Wang et al. (2002) describes a SOM-based image classifier which partitions the
input image into a tree structure. The image is divided into four sub-image nodes and
then each of those sub-images is further divided based on their algorithm (depending
on the density of objects in each node). The core idea is to encapsulate the spatial
relations of the image without discarding the low-level features. Each of the sub-image
nodes is then quantized into four color features and two texture features. Texture
features are extracted by calculating the average and standard deviation of the pixel
values. These 6 features are then used as training data for the SOM.
O’Connell et al. (2013) introduces a novel layered SOM approach for image clas-
sification. Their model, LSOM, is designed to act as a post-processing technique for
MPEG-7 feature descriptors. The LSOM uses competitive layers, one for each feature
descriptor, to help classify the relationships between the otherwise abstract features.
The actual size of the inputs into the SOM are rather small, for example the edge
histogram descriptor (Won, 2004) produces 6-dimensional vectors.
Chaplot et al. (2006) analyzes MRI images using SOMs as well. (They also use
support vector machines but that is irrelevant to our discussion.) Again, the images are
preprocessed, this time using wavelet feature extraction (Mallat, 1980), and the output
of this is used in as input into the SOM. Interestingly, the authors report that the best
classification results were achieved with level-2 wavelet feature decomposition. They
suggest that level-1 is too large to use as input to the classifiers (17161 features) and
that level-3 is too small to achieve good classification results (1444 features). Instead,
level-2 decomposition gives the authors good results with inputs of 4761 dimensions.
Abdelsamea et al. (2015) use SOMs to cluster mammographic images. The images
are, again, pre-processed using a computer vision technique; this time the authors use
gray-level co-occurrence matrices, or GLCM. The output of this algorithm is a set of,
in the case of this specific paper, 72-dimensional vectors which are then clustered by
the SOM.
4Stride is the number of pixels the input window moves across the image.
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In general, most of the work in the field of image processing involving self-organizing
maps has been to apply SOMs to the output of feature descriptors. In these cases,
the SOMs are not responsible for learning the commonly co-occurring image features
themselves, and they are usually restricted to rather low-dimensional input. The image
preprocessing techniques are also not (and are not purporting to be) neurally plausible
models of human vision.
Finally, a model was introduced by Liu et al. (2015) which also took ConvNets as
an inspiration. Their model, called the Deep SOM (DSOM), trains on image data in a
similar manner to, and was also inspired by, deep convolutional neural networks (in that
they also split the image into patches of discrete input). The key differences between
our ConvSOM model and their Deep SOM model are that they use separate SOMs
for each input patch or window, each of the SOMs is trained using a semi-supervised
process, and they only sample the weights of the winning units of each of the SOMs.
For example, the first layer of their Deep SOM consists of 100 SOMs, each with
20 × 20 neurons. Each of those 100 SOMs only trains on a single 10 × 10 patch of
the input image. Training 100 individual SOMs, each with 400 neurons, is a fairly
computationally expensive task. Without use of a good parallelization scheme, each of
those SOMs would need to train for some number of epochs in series before the results
could be passed to the next layer. Then, once that layer is trained, they collect the
winning units of each SOM (for each input image) and build a single 10 × 10 output
image with their weights. So, rather than the output of the layer being the activity
of each of the units, it is simply the weight vector of the unit which best matches the
input of that patch. This output image is then trained on the next SOM layer, and so
on.
As we mentioned in Section 5.2.1, self-organizing maps and their activity can be
interpreted in localist or distributed ways. By training the different SOM layers on the
weights of the previous layer, the DSOM moves the representation of the input back
into the distributed realm rather than the localist one. That is, if we are assuming that
the inputs to the full network are distributed representations of categories, then the
neurons in a SOM will be encoding distributed representations within their synaptic
weights.
For our purposes this model would not suffice, though. We needed a model which
could exploit the inherent localist properties of the SOM algorithm in order to support
our inhibition of return operation. The key novelty of the ConvSOM model is that we
use ‘stacked’ SOMs, where the activity of one SOM is passed as input to another.
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Figure 5.13: A full schematic diagram of a simple ConvSOM model. The different
layers are introduced in more detail within this section. See Figure 5.18 at the end of
this chapter for a landscape-oriented version.
5.4 Architecture of the ConvSOM Model
The ConvSOM is a novel architecture for visual classification composed of layers of
modified SOMs. There are three key types of layer in the ConvSOM model: the
convolutional layer, the winnowing layer, and the semi-supervised layer. There can be
many instances of the convolutional and winnowing layers, but just a single instance
of the semi-supervised layer.
The key idea behind ConvNets is that the neurons in a given layer ‘filter’ the whole
of their input image, applying successively to many points within it, to create a ‘map’
of their responses. These responses are then passed up to higher layers of neurons using
an assumption of local connectivity. These key ideas are preserved in the ConvSOM
model. The main difference is that in a ConvSOM, the neurons that ‘filter’ an input
image are units in a SOM, trained using SOM learning rather than backprop, which
passes its output to a higher-level SOM. The output of each convolutional layer is the
full activity of the SOM for each patch of input, organized in an output map similar
to that of a standard ConvNet. Therefore, just like a ConvNet, each neuron in the
convolutional layer should act as a filter for a particular input pattern, despite where
it appears on the input.
Thus, a ConvSOM is a hierarchical structure of SOMs, rather than a many-layered
backprop network. In a standard ConvNet, the ‘network’ is the sum of its parts: each
inference step processes a single input and the weights of every layer are subsequently
updated during the training step. The ConvSOM, however, uses individual SOM layers
for training. Each SOM is fully trained before it calculates its output and provides
input to the potential next layer. The SOM at each level learns the patterns most
commonly expressed at that level; there is no analogue of a classification error being
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propagated from the top layer to the lower layers.
The ConvSOM model also shares some similarities with the Deep Belief Network
(DBN) (Hinton et al., 2006). DBNs are also generative networks which are mostly
unsupervised, and both networks are able to ‘reconstruct’ input when probed. That
is, using the weights of the networks, we can input a label and produce the most likely
input for that label (see e.g. Testolin et al., 2013). The key difference is that DBNs
develop distributed representations rather than localist ones and they do not attempt
to form a topographic map of the input space.
5.4.1 The Convolutional Layer
The convolutional layer is the core of the ConvSOM model. Each convolutional layer
is a single X × Y self-organizing map which receives input from the layer before it.
These layers distinguish themselves from the classic Kohonen SOM in the way they
divide their input into patches, generate activity, and organize output. After the layer
has finished training on its set of input patches, the network calculates its output per
the method outlined in Section 5.2.3. The difference, however, lies in how this output
is organized.
The output of each layer is organized similar to the output of a ConvNet: The
activity of each unit at a certain input patch is passed to the next layer such that the
depth dimension of the output represents the features of the current layer. For example,
the output at point (0, 5, 27) is the activity of the convolutional layer at input patch
row 0, column 5, and neuron 27. Remember that in the typical ConvNet architecture
the output of a layer is the response of each filter as it strides across the input. The
analogous operation in the ConvSOM is that each neuron in the SOM produces some
level of activity as its output in response to each image patch as shown in Figure 5.14.
5.4.2 The Winnowing Layer
A key problem for a naive ConvSOM is the sheer size of the input vectors. Referring
back to Figure 5.13 you can see that the second convolutional layer needs to train
on an input of 5 × 5 × 100, or 2500. The units in a higher-level SOM learn common
combinations of patterns expressed in the SOMs below it, at each position within its
local region of the retina. In theory, the higher-level SOM would need to take input
from all units of the lower level SOMs — potentially a very large number of inputs.
However, while the lower-level SOM needs a large number of units in order to learn a
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(a) A ConvSOM convolutional layer training on patch 1.
(b) A ConvSOM convolutional layer training on patch 2.
(c) The output of the trained convolutional layer for patch 1. While not pic-
tured, the output of each neuron in the SOM extends in the depth dimension
of the output map, similar to the output of a single filter in a ConvNet.
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(d) The output of the trained convolutional layer for patch 2.
(e) The complete convolutional layer.
Figure 5.14: A schematic diagram of a ConvSOM’s convolutional layer as an analogy
to a ConvNet. First, in Figures (a) and (b), the SOM is trained on the patches of
input. In this example the patches are 3× 3. Once the SOM is trained on each patch
of input, the output is calculated. In Figures (c) and (d) the SOM has been trained and
the output is mapped in a manner similar to that of a typical ConvNet. Specifically,
the height and width of the output map correspond to the location of the input patch
while the depth dimension holds the responses of each neuron to that particular input
patch. Visually, the highlighted unit in these figures corresponds to the output of a
single SOM neuron for its respective input patch. In Figure (e) we just show that the
combination of the SOM and its output mapping constitute a full convolutional layer.
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Figure 5.15: A winnowing layer applied to the ConvSOM layer from Figure 5.14. Note
that in the actual implementation the number of neurons which are winnowed depends
on data within the SOM execution.
good encoding of exclusive neighborhoods, the key information conveyed in a pattern
of SOM activity is mostly encoded in a much smaller number of units — namely, those
that win most frequently.
To reduce the size of the ConvSOM’s inputs we introduced a layer after each con-
volutional layer, similar to the ConvNet’s max pooling layers. This winnowing layer
strips its output of superfluous neurons without sacrificing the topological benefit of
training with those neurons present. The winnowing layer simply exists to improve
training efficiency and is not meant to implement a biological process that we know of.
Since each SOM already records the hit counts for each neuron (discussed in Sec-
tion 5.2.3) we are able to use that information to determine how much a particular unit
contributed to the training of the network. The winnowing layer calculates the median
value of all of the hit counts, and units with hit counts below the median do not have
their output included in the training data for the next layer. Since the winnowing layer
is reducing the number of neurons contributing to the next layer, the reduction occurs
in the depth dimension rather than the height and width dimensions, i.e. those reduced
by the ConvNet spatial pooling layers. An illustration of the winnowing layer is shown
in Figure 5.15.
In the previous example of a full ConvSOM (Figure 5.13) the second ConvSOM
layer needs to train on 2500-dimensional input vectors. However, if we feed the output
through a winnowing layer and only 50 of the units are above the median win count,
that input vector drops to 1250 dimensions.
With the winnowing layer, we get both the benefit of training a SOM with many
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neurons, decreasing the average quantization error and allowing a well-defined topo-
logical map to form, as well as the computational benefits of training a SOM (in the
next layer) with a smaller input vector. Our tests have shown that on a subset of the
MNIST data set, the average accuracy and confidence of the ConvSOM model is not
affected by the introduction of the winnowing layer, but training and testing speed
increased quite a bit. Specifically, training only on images labeled 0 or 1, without the
winnowing layer we achieved 99.31% test accuracy in 15 minutes, 52 seconds while
with winnowing on the same data set we achieved 99.62% test accuracy in 9 minutes,
32 seconds (a 66% increase in speed). As we discussed in Section 5.2.2, training on
batches of input data can greatly speed up the computational speed of a SOM. The
memory gains from the winnowing layer also allow us to increase the number of items
we train with at a time, which in turn increases performance.
5.4.3 The Semi-Supervised Layer
The final layer of the ConvSOM model is a semi-supervised self-organizing map. We
discussed the training regime for this network in Section 5.2.5. Within the context of
the ConvSOM, the semi-supervised layer operates much like the standard version we
discussed, except the input it receives is just the output of the previous (convolutional
or winnowing) layer. Compared to the convolutional layer, the semi-supervised layer
does not operate on windows of input and it does not produce an output map. Instead,
it trains on the full output of the previous layer. For example, referring back to
Figure 5.13, the semi-supervised layer in this instance would be receiving 15×15×25 =
5625-dimensional inputs (plus the label input).
As we said, we call this “semi-supervised” because the label is not explicitly teaching
the neurons like in a backprop supervised network, but rather it is influencing the
association between neurons and labels. Another important distinction between this
and other supervised methods, which we mentioned in Section 5.4, is that this layer
has no impact on previous layers : there is no analogue of a ‘classification error’ being
‘propagated’ to earlier layers.
In addition to the standard benefits of supervised learning, this layer introduces
some nice features within the context of the ConvSOM. We are able to ‘probe’ this
layer with a label and have it reconstruct an ‘expected’ input. To do this, we provide
the network with a label for input and determine the winning unit using only the
neuron weights associated with the label vectors.
Recall from Section 5.2.5 we said that the weights of each neuron are essentially
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weights for the input vector concatenated with the weights for the label vector. By
adjusting the Euclidean distance formula to ignore the weights of the input vector,
we can calculate the activity of the entire map based only on the distance between
each neuron and the provided label vector. With the map’s activity calculated, we
can then simply calculate the weighted sum between the activity of the map and
its weights to construct the input vector which would generate that activity as we
described in Section 5.2.3. This reconstructed input from this layer can then be used
in a similar fashion with the previous layers in the network to recursively produce a
fully reconstructed input image. In practice, since the features are abstracted over
space, this operation requires stitching the expected input patches back together, for
example by averaging the values of overlapping inputs. While the results aren’t perfect,
especially for larger patches of input, this process can still be used to gain some insight
into the training of the ConvSOM.
This ability to directly reconstruct the input ideally suited for a given top-level unit
is also shared by restricted Boltzmann machines, as described by Hinton (2006).
5.4.4 Model and Training Regime
We trained the ConvSOM model to test our two key hypotheses stated in Section 5.1.
To test the validity of the ConvSOM model as a visual classifier we trained it on
the standard MNIST handwritten digits data set, which we introduced in Section 5.1.
For each convolutional layer, the input was split into a set of patches as described
in Section 5.1.1. The convolutional layer trained on that set of input patches for the
number of epochs specified in the following section. After training for a given layer was
complete the output map was calculated. The convolutional layer’s output map was
then used as input into the winnowing layer. The output of the winnowing layer was
split into patches and used as training input for the next convolutional layer, and so on
for each of the convolutional layers in the model. The final layer, the semi-supervised
layer, flattened the input from the standard three-dimensional mapping into a vector
for training. Finally, the accuracy was calculated on the 10,000 image test set and the
average accuracy was reported. The accuracy of the network is determined by eliciting
an output in the final layer without an accompanying label and then reconstructing
the expected input as described in Section 5.4.3. The reconstructed input would then
contain the ‘expected’ label which we then compared to the actual label to determine
its accuracy.
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5.5 Results and Discussion
In this section we present the results of the ConvSOM experiments investigating the
hypothesis that the ConvSOM can be used to classify images.
For our first experiment, we trained the ConvSOM on the full set of unmodified
MNIST digits. Accuracy was tested using the provided test set on the fully trained
model, as well as on the training set at the end of each semi-supervised epoch. Deter-
mining the hyperparameters proved to be a major hinderance. Using simple ConvNet
models as starting points, we tested combinations of hyperparameters in an attempt to
increase the accuracy of the model. Our best hand-tuned model only achieved about
a 60% accuracy on the full MNIST dataset. In order to best use the resources avail-
able to us, we used the hyperparameter optimization service SigOpt (Dewancker et al.,
2016a,b). The range of parameters is as follows:
1. Neurons: [2, 25]
2. Window size: [1, 15]
3. Stride: [1, 5]
4. Epochs: [2, 50]
5. Output sensitivity: [−1.0,−0.0001]
Note that the window size and stride are only applicable to the convolutional layers.
























This model achieved 80.6% accuracy on the full MNIST dataset. While this is
an improvement on the hand-tuned ConvSOM model, it is still a very low score on
this dataset, where the best performing systems are able to achieve almost 100 %
accuracy (Cireşan et al., 2012). In fact, this score is significantly worse than the
DSOM model by Liu et al. (2015) which we discussed in Section 5.3: their model
achieves 96.17% accuracy.
The ConvSOM architecture found by the optimizer was also quite surprising in
that there were only four neurons in the second layer. In fact, each of the models that
performed better than 75% had either a 2× 2 or a 3× 3 map of neurons in the second
layer. Seeing this, we thought that optimizer may have hit some local maximum, so we
ran the same model with a 5× 5 map of neurons in the second layer, but the accuracy
plummeted to below 65%.
It seems as though there is a fundamental issue with our conceptualization of the
ConvSOM. It is difficult, however, to pinpoint exactly where the issue lies. Our initial
reaction is that — based on the fact that creating a four neuron bottleneck somehow
gave us the best results and that increasing the neurons in that layer produced much
worse results — the output of the convolutional layers is the culprit. The sheer number
of input features at each layer of the network is so high that it may just be untenable
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to expect the SOM’s learning algorithm to pick up the correlations among the data.
This could be a result of the “curse of dimensionality”, that the Euclidean distance
metric in very high-dimensional space is simply not as meaningful as it is in lower-
dimensional space (Beyer et al., 1999). We discussed several SOM implementations for
image processing in Section 5.3, but these models trained on much lower-dimensional
data, e.g. the output of feature detectors. In the ConvSOM model, the final layer could
be training on inputs with several thousand dimensions (e.g. in our model described
above, the final layer trained on 10, 790-dimensional input vectors). In fact, Beyer
et al. (1999) say “. . . under a broad set of conditions (much broader than independent
and identically distributed dimensions), as dimensionality increases, the distance to the
nearest data point approaches the distance to the farthest data point.” Xia et al. (2015)
expand on this work by providing more theoretical and empirical results showing that,
in general, Euclidean distance metrics diminish in quality as the dimensionality of the
vectors increases. Quality, in this case, is defined as the ratio between the maximum
value and minimum value of all distances to the minimum value. We can also draw an
empirical comparison with results reported in Section 5.3. Specifically, Chaplot et al.
(2006) was able to get good results from a SOM model which had 4,761-dimensional
input, but not when the dimensionality increased to 17,161.
So while it’s true that SOMs were designed for, and are very good at, dimensionality
reduction (as we said in Section 5.2), there is still a limit to how many dimensions
the SOM can reduce. The fundamental operation of the SOM algorithm is still just
calculating Euclidean distances. If those Euclidean distances no longer have meaning in
104 dimensional space, the SOM no longer functions as intended. While an exhaustive
search of SOM implementations and their input dimensionality is impractical, we have
found that SOMs do not appear to be used on training data on the same order of
dimensionality as the ConvSOM (see e.g. Section 5.3). As an example, Bassani and
Araujo (2012) introduce a new SOM-based algorithm specifically to work with high-
dimensional data. Their model uses subspace clustering to reduce the number of input
features, i.e. the dimensionality of the input. In the fields of data mining and cluster
analysis, many different subspace clustering algorithms have been proposed to alleviate
the problems caused by high-dimensional input data (see e.g. Aggarwal et al., 1999;
Agrawal et al., 2005; Assent et al., 2007, 2008; Gan et al., 2006; Goyal et al., 2016;
Gunnemann et al., 2012; Kailing et al., 2004; Kriegel et al., 2005; Moise and Sander,
2008; Moise et al., 2006; Müller et al., 2009; Procopiuc et al., 2002; Sequeira and Zaki,
2004; Yellamraju and Boutin, 2018; Yiu and Mamoulis, 2003).
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If high dimensionality is the cause of the ConvSOM’s failure, however, why are we
able to achieve such good results on a subset of the MNIST dataset? When train-
ing on just the 0 and 1 digits, the ConvSOM model we discussed in Section 5.4.2
achieved 99.62% accuracy, even though each of the layers was still subject to the same
level of high-dimensional input data (e.g. the semi-supervised layer trained on 10,790-
dimensional input vectors). We believe this is because when attributes are highly cor-
related, high-dimensional Euclidean distance can still prove useful. Xia et al. (2015)
point out that, under certain conditions, it is still possible to get high quality distance
measures from vectors that are on the order of 104 dimensions. The data each of the
layers in this network is training on is very highly correlated: the images for 0 and 1
are very different, even at a low level. Each of the SOMs in the model just needs to
pick up on a few commonalities among the input items to produce an accurate result,
which is also implied by the fact that the model that has a layer with four neurons
performed the best.
Aside from the dimensionality, another potential issue with the ConvSOM is that
the layers are getting no guidance as to what the final categories to be learned are.
That is, there is no top-down influence at all on the convolutional layers which can
tell the units what information is actually important. Neural network models which
aim to accurately capture learning in the visual cortex use, in some form or another,
top-down influence (see e.g. LISSOM by Miikkulainen et al., 2005).
Per the results discussed in Beyer et al. (1999), we performed a small experiment
to see if a fractional distance measure would yield better results. Fractional distance
measures increase the distance contrast between points. The issue we encountered,
however, is that the distances become much larger as the dimensionality increases.
To illustrate this, we can take two 20-dimensional vectors of uniformly random values
between 0 and 1 and calculate their L2 and L0.1 distances. The actual values of these
vectors are not important for this example. The L2 distance between these two vectors
is 1.6808, the L1 distance is 6.1058, and the L0.1 distance is 2288412687815.1265.
Using 100-dimensional vectors increases the L0.1 distance by 7 orders of magnitude.
This explains why, when we tried a 0.1 fractional distance, the networks simply threw
overflow errors.
The 0.1 fractional distance discussed in Beyer et al. (1999) is an extreme example,
and the overflow issue could be handled by using a larger fraction, but doing so would
require a much larger experiment. This experiment would need to optimize for hyper-
parameters as well as the distance metric, and that is well outside the scope of this
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work.
In conclusion, there seem to be serious difficulties in designing a hierarchically
structured SOM model using the principles of a backprop-based ConvNet without
considerable loss in performance. Therefore, our first hypothesis, namely that the
ConvSOM will be capable of learning simple visual categories, is not supported by
these results. A ConvSOM offers the attractive prospect of localist representations
of visual features, but, apparently, at a considerable price in terms of classification
accuracy. The ConvNet model necessitates many neurons as each one is supposed to
respond to the particular input pattern it is tuned to, but adapting that to the realm of
SOMs appears to be a major hurdle. Having said that, our search of hyperparameter
space was necessarily very restricted; we may have found a local maximum that is far
from the global one.
Since we did not achieve good results from our ConvSOM experiments testing our
first hypothesis, we did not perform further experiments on hypothesis 2, namely the
idea that a ConvSOM would provide a useful substrate for our inhibition of return
mechanism. That is, it follows that hypothesis 2 is false necessarily because hypothesis
1 is; We are unable to exploit the localist nature of the ConvSOM to learn subordinate-
level categories because it is unable to learn basic-level categories in the first place.
5.5.1 An analysis of the ConvSOM’s performance on MNIST
permutations
We performed an experiment to determine the accuracy of the ConvSOM on every
permutation of MNIST digits. Our preliminary experiments on subsets of the MNIST
data set only trained the ConvSOM on digits in numerical order, e.g. when testing with
five digits we only used digits 0 through 4. With this experiment, we aim to investigate
the different combinations of MNIST digits to see how well the ConvSOM performs.
This can inform us whether the early results of the 0 and 1 digits are typical of the
architecture or not, and how robust the network is across different inputs.
There are 1023 permutations of the MNIST data set. Due to the time it takes to
train and optimize the ConvSOM, we decided to use the hand-tuned best performing
hyperparameters for each data set. This experiment focuses on what input data causes
network performance to drop off, rather than how well the network can perform on
particular data sets.
We present the aggregate results below in Table 5.1. The results of each individual
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Digits n Min Median Max Mean
1 10 100.00% 100.00% 100.00% 100.00%
2 45 67.80% 89.53% 99.48% 87.83%
3 120 53.69% 77.90% 95.97% 77.77%
4 210 47.28% 70.96% 87.98% 70.96%
5 252 45.08% 63.35% 83.74% 63.32%
6 210 38.59% 57.09% 70.69% 56.94%
7 120 42.17% 52.53% 64.88% 52.32%
8 45 40.01% 49.36% 56.08% 48.96%
9 10 40.66% 46.53% 48.68% 45.92%
10 1 46.69% 46.69% 46.69% 46.69%
Table 5.1: Accuracy results of the MNIST permutation experiment aggregated by
number of digits
permutation are presented in Appendix D. We can see in Figure 5.16 that the average
accuracy decreases almost linearly with respect to the number of digits.
5.6 Conclusions and Future Work
In this chapter we introduced the convolutional self-organizing map in order to meld
the worlds of modern deep convolutional neural networks and unsupervised learning.
The model was born out of a need to learn localist features in order to perform a
meaningful inhibition operation upon them, thereby rendering representations of both
categories and their properties by way of our novel inhibition of return technique. The
ConvSOM model used a unique architecture composed of independent self-organizing
maps stacked in a hierarchical structure. While it was able to learn simple features
and categories with decent accuracy, increasing the number of categories became too
much to handle. The causes of the model’s failure are up for debate and could be a
subject for future research, for example by utilizing a different similarity metric in the
SOM training algorithm.
The inhibition of return operation for the ConvSOM (or the classic SOM) is also
still an interesting avenue for future research, either in the context of categorization or
in its own right. Since each value in the input of a SOM holds equal meaning, i.e. a 0
provides as much information to the SOM algorithm as a 1, the straight subtraction
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Figure 5.16: A plot of the average ConvSOM accuracy as a function of number of
MNIST digits. A linear function is also plotted to provide a simple visual comparison.
operation we used in DPAN would likely not work in the context of the ConvSOM.
Instead, we propose a method which uses the difference between the weights of the
winning neuron and the input vector as a mask, modifying the effect each individual
feature in the input vector has on the calculation of the Euclidean distance. Referring
back to Section 5.2.5 where we discuss the semi-supervised SOM, Equation 5.12 uses
the variable η to mask the influence of the label vector on the Euclidean distance
calculation. By combining that with inhibition of return, it may be possible to train a























































































































































































































Categorization is a fundamental aspect of human cognition which allows us to abstract
information from previous experiences in order to apply it to new ones. While there
are several accounts of how categories are learned, prototype theory posits that, in
the realm of natural object classification, humans maintain a representation of the
prototypical instance of a given category. When presented with a new token object, a
person will categorize it based on its similarity to that person’s category prototypes.
Prototype theory also introduces a hierarchy of categories. Within this hierarchy,
the ‘basic level’ consists of the most cognitively efficient category representations and,
thus, the category representations that activate first. Conversely, different categories
in the ‘subordinate level’, i.e. below the basic level, share many similarities with one
another and are thus defined by their subtle correlations. Since these subtle correlations
are overwhelmed by those that comprise the basic-level category, how are subordinate-
level categories learned at all?
In this thesis, we introduced the hypothesis that learning a hierarchy of categories
utilizes an inhibition of return mechanism. Specifically, we suggest that by inhibiting
the features associated with the basic-level prototype, we can attend to and learn the
subtle correlations that constitute the subordinate-level category. We also suggest that
the inhibition operation itself correlates to surface language through the copula ‘is’ in
predicative sentences. Interestingly, in these types of sentences, there is no difference
made between a type and a property. For example, “The dog is furry” and “The dog
is a pug”. With this, we also suggest that the same IOR mechanism can be used to
attend to ‘interesting’ properties, not just categories.
We introduced the dominant property assembly network as a proof-of-concept
model of this hypothesis. DPAN trained on token instances of categories and imple-
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mented the inhibition of return mechanism to learn a set of subordinate-level categories.
During training, DPAN first learned the correlations which composed the basic-level
categories of the token objects. Once learning had reached a particular threshold, the
network used IOR to inhibit the features of the category which was selected first, i.e.
basic-level prototype. The residual features were then used to train a new category
representation, that of the subordinate-level prototype. The network also success-
fully modeled the category learning trajectory observed in psychological experiments.
Specifically, it gained expertise in the basic-level category before beginning to learn the
subordinate-level.
While DPAN served as a good proof-of-concept for the IOR mechanism, both the
input and output data proved to be rather simplistic. To address this, we chose to
develop two new models: one which produced more realistic output and one which
trained on more realistic input. The first of these networks used the Hopfield model
of autoassociative memory to learn category prototypes from token instances of those
categories. During training, a standard Hopfield network learns a set of states corre-
sponding to the data it was trained on. The network is designed to recall states it was
trained on when probed with a partial or noisy input.
A side-effect of the Hopfield network’s learning rule is that, frequently, states which
the network was not explicitly trained on will be learned in the network’s weights.
When treating the network as a content-addressable storage medium, these untrained
states represent an error in learning, as the goal in that scenario is to explicitly recall
states the network was trained on. In our model, however, the Hopfield network is
trained on a set of token category instances which were derived from a common proto-
type. Using only these category members as training examples, the model was able to
learn their common prototype (in addition to the token objects themselves) as a stable
state.
Additionally, we are able to determine whether a particular stable state of the
Hopfield network represents a training token, a prototype, or something completely
spurious. To compute the state of the network, we apply a thresholding activation
function to the net inputs of each neuron. The magnitude of net activity of each unit,
however, provides insight into how ‘sure’ that unit is of its activity. Values closer to
zero indicate that the unit is getting conflicting information from the other units in
the network and is therefore ‘less confident’ in its post-threshold output activity. By
calculating the ratio between the values of the lowest magnitude units and the values
of the highest magnitude units, we are able to reliably determine whether a particular
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state of the network is trained, prototypical, or spurious. Thus, Hopfield networks
provide a useful distributed model of prototype categorization which uses information
inherent to the execution of the network to determine the class of output state.
While the Hopfield model provided a useful distributed category learning mecha-
nism, we chose to continue our investigation into a network which operated on more
realistic input data rather than attempting to implement IOR within the Hopfield
model. To that end, we developed the convolutional self-organizing map. This model
was conceptualized to use a novel implementation of the Kohonen self-organizing map
to learn localist interpretations of categories from realistic image data. The ConvSOM
model was inspired by the architecture of the modern deep convolutional neural network
model which has achieved much success on recent image classification applications.
We attempted to apply IOR directly to a ConvNet, but were unable to achieve
meaningful results. The distributed nature of the representations learned by supervised
networks trained with backpropagation does not appear to provide a useful substrate
for an inhibition of return mechanism. With these preliminary results, we chose to
develop a model which learned localist representations in an unsupervised manner: the
ConvSOM.
The ConvSOM combines the shared weights and receptive fields of a ConvNet
with the localist, unsupervised nature of a self-organizing map. A ConvSOM model is
composed of several convolutional layers to learn the commonly co-occurring features
of the input, with a single semi-supervised final layer to learn the associations between
inputs and category labels. Each convolutional layer splits its input into smaller patches
with the goal being to learn a set of simple features and to respond to those features
regardless of where they appear on in the input. Each layer in the ConvSOM is a full
self-organizing map, requiring each layer to be fully trained before its output can be
passed to successive layers. The final layer of the network provides the SOM with a
label vector in addition to the input. This vector acts as a teaching signal, causing
the network to develop associations between inputs and labels. The network does
not, however, receive an error signal as in a typical supervised network. Instead, the
network learns to develop associations using the standard SOM learning algorithm.
We trained the ConvSOM on the standard MNIST handwritten digits dataset. This
dataset is a common litmus test for machine learning and computer vision algorithms,
with the best performing ones achieving close to 100% accuracy. After hand tuning
hyperparameters and using a Gaussian optimization service, the ConvSOM was still
only able to achieve about 80% accuracy on the dataset. Interestingly, the ‘most
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optimal’ hyperparameters selected by the optimization service included a layer with
only four neurons, suggesting a fundamental problem with our conceptualization of the
ConvSOM model. With these results, we chose not to implement inhibition of return
in the model. The model itself is still quite interesting in its own right and would
benefit from further experimentation, but as it stands right now the ConvSOM does
not appear to be a useful tool to model our inhibition of return mechanism.
As it stands, the inhibition of return mechanism is an interesting model of subordinate-
level category learning. The naive subtraction operation implemented by DPAN is
possibly a bit too simplistic for a realistic model, but it still provides a good jumping
off point for future research. It would be very interesting to see IOR applied to an even
more realistic model of the visual cortex. There are also a few avenues of future work
that can be done with regards to both the Hopfield network and the ConvSOM. For the
Hopfield network, it would be useful to see if our method for detecting prototypes can
extend to a real-valued implementation instead of one with bipolar units. It would also
be interesting to apply an operation analogous to inhibition of return on the network
to learn subordinate-level prototypes as well.
With regards to the ConvSOM, the search of the parameter space has been far from
exhaustive and could benefit from further theoretical and empirical analysis. While
our experiments did not confirm our hypotheses, the architecture can still be further
optimized from a fundamental standpoint. That is, if we are able to pin down the root
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Appendix A
Source Code for the DPAN
Algorithm
import numpy as np
"""
An implementation of the DPAN algorithm























""" Trains the network on a single input vector """






# Train network, performing IOR as needed
while self.enable_training:




# Winner take all
self.wta()
winner = self.activity.argmax()
# Keep a reference to the current weights so we can compare later
starting_weights = np.copy(self.weights[:, winner])
self.update_weights(self.dpa)
# Check if we should stop or not
diff = self.weights[:, winner] - starting_weights
# Get the L1 distance between the current and previous weights
self.weight_change[winner].append(np.linalg.norm(diff, ord=1))
if len(self.weight_change[winner]) > 5:
gradient = np.gradient(self.weight_change[winner])
if abs(gradient[-1] - gradient[-2]) <= self.gradient_threshold:








# Copy the winner's weights into the DPA
self.dpa = self.weights.dot(self.activity)
# Compare the prototype with the input vector
self.dpa = self.rpc - (self.dpa * 0.8)
# Positive threshold
self.dpa = np.clip(self.dpa, 0, None)
# If the contents of the DPA are minimal, do not train on them
if max(self.dpa) < 0.5:
self.enable_training = False
def wta(self):













for i in range(self.input_size):
tmp = self.weights[i, winner]
delta = lr * (input_vector[i] - tmp)
self.weights[i, winner] += delta
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Appendix B
Source Code for the Hopfield
Network
import numpy as np
import random










# Sign activation function






# The number of epochs it took to train the network (delta learning)
self.training_epochs = 0
# Weights are initialized to random numbers
self.weights = np.random.uniform(0, 1, (num_units, num_units))
self.activations = np.zeros(num_units)
self.threshold = threshold
# Used to allow noise to be introduced during training only
self.training = False
# The number of epochs to train the network for
self.training_iterations = training_iterations
# The monotonically decreasing temperature value use in the thermal
perceptron rule algorithm↪→
self.temperature = initial_temperature
# Constant, used to calculate each epoch's new temperature
self.initial_thermal_value = initial_temperature
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Trains the network using asymmetric delta learning
:param patterns: The list of patterns for the network to learn
"""
self.training = True
# The number of patterns that are learned without error
patterns_without_error = 0
c = 0
for c in range(self.training_iterations):
if self.thermal_plr:
self.update_learning_rate(c)
# All the patterns have been learned
if patterns_without_error == len(patterns):
break
else:




for pattern in patterns:
# Set the output of the units to correspond with the pattern
self.activations = np.copy(pattern)
# Do a single feedforward step to get the new output pattern, then
compare it against the teacher↪→








def activity(self, output_profile=False, include_net=False):
"""
Calculates the activity of the network
:param output_profile: `bool` if True, returns the net value of the input
rather than the activity↪→
:param include_net: `bool` if True, returns BOTH the activity AND the net
input, used for thermal PLR↪→
:return: Either the new activity, the net input, or both
"""
net = np.zeros([self.num_units], dtype=np.float64)
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if self.training:
# Add the random noise to each unit's output
net += np.random.normal(0, (self.num_units / 10), self.num_units)










Sets the activity of the network to the pattern and allows it to update
until it reaches a stable state or↪→
until the maximum number of iterations






# A list of the distances from the initial probe to each of the intermediate
states↪→
distance_list = list()




# Test the stability of the network - If the previous activity is the
same as the current one, we are done↪→
if np.array_equal(new_activity, self.activations) or \






# If it is not stable, continue execution
self.activations = np.copy(new_activity)
return stable, num_iterations, stability_profile, distance_list
def update_learning_rate(self, epoch):
"""
Updates the learning rate and temperature over time
:param epoch: The current training epoch
"""
# Add 1 to temperature so it approaches 1 rather than 0
if self.annealing_schedule == "linear":
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self.learning_rate = self.initial_learning_rate * \
(1.0 - epoch / self.training_iterations)
self.temperature = self.initial_thermal_value * \
(1.0 - epoch / self.training_iterations) + 1
elif self.annealing_schedule == "inverse":
c = self.training_iterations / 100
self.learning_rate = (c * self.initial_learning_rate) / (epoch + c)
self.temperature = (
c * self.initial_thermal_value) / (epoch + c) + 1
def update_weights(self, pattern, net):
"""
Updates the weights of the network once using thermal perceptron rule
learning↪→
:param pattern: The pattern to learn
:param net: The net input to the network that got the current activity
"""
delta = self.learning_rate \
* np.broadcast_to((pattern - self.activations), (self.num_units,
self.num_units)).transpose() \↪→
* np.broadcast_to(pattern, (self.num_units, self.num_units))
if self.thermal_plr:
# This should automatically broadcast I think
delta *= np.exp(-(net / self.temperature))
self.weights += delta








# Copyright (c) 2018 Chris Gorman
#
# Permission is hereby granted, free of charge, to any person obtaining a copy
# of this software and associated documentation files (the "Software"), to deal
# in the Software without restriction, including without limitation the rights
# to use, copy, modify, merge, publish, distribute, sublicense, and/or sell
# copies of the Software, and to permit persons to whom the Software is
# furnished to do so, subject to the following conditions:
#
# The above copyright notice and this permission notice shall be included in all
# copies or substantial portions of the Software.
#
# THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
# IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
# FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE
# AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
# LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM,
# OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE
# SOFTWARE.
# =================================================================================
import tensorflow as tf
import numpy as np
from pathlib import Path
import logging
__author__ = "Chris Gorman"
__email__ = "chris@cgorman.net"
"""
Adapted from code by Sachin Joglekar
https://codesachin.wordpress.com/2015/11/28/self-organizing-maps-with-googles-tensorflow/
This code was tested with Python 3.6, TensorFlow 1.5, and NumPy 1.13.3
Note that there are a few areas which do not conform to PEP8. This was





2-D rectangular grid planar Self-Organizing Map with Gaussian neighbourhood
function↪→
"""







Initialize a self-organizing map on the tensorflow graph
:param m: Number of rows of neurons
:param n: Number of columns of neurons
:param dim: Dimensionality of the input data
:param max_epochs: Number of epochs to train for
:param initial_radius: Starting value of the neighborhood radius - defaults
to max(m, n) / 2.0↪→
:param batch_size: Number of input vectors to train on at a time
:param initial_learning_rate: The starting learning rate of the SOM.
Decreases linearly w/r/t `max_epochs`↪→
:param graph: The tensorflow graph to build the network on
:param std_coeff: Coefficient of the standard deviation of the neighborhood
function↪→
:param model_name: The name that will be given to the checkpoint files
:param softmax_activity: If `True` the activity will be softmaxed to form a
probability distribution↪→
:param gpus: The number of GPUs to train the SOM on
:param output_sensitivity The constant controlling the width of the activity
gaussian. See the Jupyter Notebook↪→
for an explanation.





if initial_radius is None:








if output_sensitivity > 0:
output_sensitivity *= -1
elif output_sensitivity == 0:
output_sensitivity = -1





















# This will be the collection of summaries for this subgraph. Add new
summaries to it and pass it to merge()↪→
self._summary_list = list()
self._input_tensor = input_tensor
if graph is None:
self._graph = tf.Graph()
elif type(graph) is not tf.Graph:




# Create the ops and put them on the graph
self._initialize_tf_graph()
# If we want to reload from a save this will do that
self._maybe_reload_from_checkpoint()
def _save_checkpoint(self, global_step):
""" Save a checkpoint file
:param global_step: The current step of the network.
"""
if self._saver is None:
# Create the saver object
self._saver = tf.train.Saver()
if self._checkpoint_dir is not None:
output_name = Path(self._checkpoint_dir) / self._model_name
self._saver.save(self._sess, output_name, global_step=global_step)
def _maybe_reload_from_checkpoint(self):
""" If the program was called with a checkpoint argument, load the variables
from that.↪→
We are assuming that if it's loaded then it's already trained.
"""
if self._saver is None:
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self._saver = tf.train.Saver()
if self._restore_path is not None:






""" Maps an absolute neuron index to a 2d vector for calculating the
neighborhood function """↪→
for i in range(self._m):
for j in range(self._n):
yield np.array([i, j])
def _initialize_tf_graph(self):
""" Initialize the SOM on the TensorFlow graph
In multi-gpu mode it will duplicate the model across the GPUs and use the





# This list will contain the handles to the numerator and denominator
tensors for each of the towers↪→
tower_updates = list()
# This is used by all of the towers and needs to be fed to the graph, so
let's put it here↪→
with tf.name_scope('Iteration'):
self._iter_input = tf.placeholder("float", [], name="iter")
if self._gpus > 0:
for i in range(self._gpus):




with tf.name_scope('Tower_{}'.format(i)) as scope:
# Create the model on this tower and add the (numerator,
denominator) tensors to the list↪→
tower_updates.append(self._tower_som())
tf.get_variable_scope().reuse_variables()
with tf.device('/gpu:{}'.format(self._gpus - 1)):
# Put the activity op on the last GPU
self._activity_op = self._make_activity_op(self._input_tensor)
else:
# Running CPU only






# Get the outputs
numerators, denominators = zip(*tower_updates)
# Add them up
numerators = tf.reduce_sum(tf.stack(numerators), axis=0)
denominators = tf.reduce_sum(tf.stack(denominators), axis=0)
# Divide them
new_weights = tf.divide(numerators, denominators)
# Assign them
self._training_op = tf.assign(self._weights, new_weights)
def _tower_som(self):
""" Build a single SOM tower on the TensorFlow graph """
# Randomly initialized weights for all neurons, stored together
# as a matrix Variable of shape [num_neurons, input_dims]
with tf.name_scope('Weights'):
# Each tower will get its own copy of the weights variable. Since the
towers are constructed sequentially,↪→
# the handle to the Tensors will be different for each tower even if we
reference "self"↪→
self._weights = tf.get_variable(name='weights',
shape=[self._m * self._n, self._dim],
initializer=tf.random_uniform_initializer(maxval=1))
with tf.name_scope('summaries'):
# All summary ops are added to a list and then the merge() function

















# Matrix of size [m*n, 2] for SOM grid locations of neurons.
# Maps an index to an (x,y) coordinate of a neuron in the map for






self._epoch = tf.placeholder("float", [], name="iter")
# Start by computing the best matching units / winning units for each input
vector in the batch.↪→
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# Basically calculates the Euclidean distance between every
# neuron's weight vector and the inputs, and returns the index of the
neurons which give the least value↪→
# Since we are doing batch processing of the input, we need to calculate a
BMU for each of the individual↪→
# inputs in the batch. Will have the shape [batch_size]
# Oh also any time we call expand_dims it's almost always so we can make TF
broadcast stuff properly↪→
with tf.name_scope('BMU_Indices'):
# Distance between weights and the input vector
# Note we are reducing along 2nd axis so we end up with a tensor of
[batch_size, num_neurons]↪→
# corresponding to the distance between a particular input and each
neuron in the map↪→
# Also note we are getting the squared distance because there's no point
calling sqrt or tf.norm↪→
# if we're just doing a strict comparison
squared_distance = tf.reduce_sum(
tf.pow(tf.subtract(tf.expand_dims(self._weights, axis=0),
tf.expand_dims(self._input, axis=1)), 2), 2)
# Get the index of the minimum distance for each input item, shape will
be [batch_size],↪→
bmu_indices = tf.argmin(squared_distance, axis=1)
# This will extract the location of the BMU in the map for each input based
on the BMU's indices↪→
with tf.name_scope('BMU_Locations'):
# Using tf.gather we can use `bmu_indices` to index the location vectors
directly↪→
bmu_locs = tf.reshape(tf.gather(self._location_vects, bmu_indices), [-1,
2])↪→
with tf.name_scope('Learning_Rate'):













# Construct the op that will generate a matrix with learning rates for
all neurons and all inputs,↪→
# based on iteration number and location to BMU
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# Start by getting the squared difference between each BMU location and
every other unit in the map↪→
# bmu_locs is [batch_size, 2], i.e. the coordinates of the BMU for each
input vector.↪→
# location vects shape should be [1, num_neurons, 2]
# bmu_locs should be [batch_size, 1, 2]
# Output needs to be [batch_size, num_neurons], i.e. a row vector of
distances for each input item↪→
bmu_distance_squares = tf.reduce_sum(tf.pow(tf.subtract(
tf.expand_dims(self._location_vects, axis=0),
tf.expand_dims(bmu_locs, axis=1)), 2), 2)
# Using the distances between each BMU, construct the Gaussian
neighborhood function.↪→
# Basically, neurons which are close to the winner will move more than
those further away.↪→
# The radius tensor decreases the width of the Gaussian over time, so
early in training more↪→
# neurons will be affected by the winner and by the end of training only
the winner will move.↪→
# This tensor will be of shape [batch_size, num_neurons] as well and
will be the value multiplied to↪→




# Finally multiply by the learning rate to decrease overall neuron
movement over time↪→
learning_rate_op = tf.multiply(neighbourhood_func, alpha)
# The batch formula for SOMs multiplies a neuron's neighborhood by all of
the input vectors in the batch,↪→
# then divides that by just the sum of the neighborhood function for each of
the inputs.↪→
# We are writing this in a way that performs that operation for each of the
neurons in the map.↪→
with tf.name_scope('Update_Weights'):
# The numerator needs to be shaped [num_neurons, dimensions] to
represent the new weights↪→
# for each of the neurons. At this point, the learning rate tensor will
be↪→
# shaped [batch_size, neurons].
# The end result is that, for each neuron in the network, we use the
learning↪→






# The denominator is just the sum of the neighborhood functions for each
neuron, so we get the sum↪→
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# along axis 1 giving us an output shape of [num_neurons]. We then
expand the dims so we can↪→
# broadcast for the division op. Again we transpose the learning rate
tensor so it's↪→
# [num_neurons, batch_size] representing the learning rate of each




# We on;y really care about summaries from one of the tower SOMs, so assign
the merge op to↪→
# the last tower we make. Otherwise there's way too many on Tensorboard.
self._merged = tf.summary.merge(self._summary_list)
# With multi-gpu training we collect the results and do the weight
assignment on the CPU↪→
return numerator, denominator
def _make_activity_op(self, input_tensor):
""" Creates the op for calculating the activity of a SOM
:param input_tensor: A tensor to calculate the activity of. Must be of shape
`[batch_size, dim]` where `dim` is↪→
the dimensionality of the SOM's weights.




# This constant controls the width of the gaussian.
# The closer to 0 it is, the wider it is.
c = tf.constant(self._c, dtype="float32")





name="Distance") # [batch_size, neurons]
# Calculate the Gaussian of the activity. Units with distances
closer to 0 will have activities↪→
# closer to 1.
activity = tf.exp(tf.multiply(tf.pow(dist, 2), c), name="Gaussian")












def train(self, num_inputs, writer=None, step_offset=0):
""" Train the network on the data provided by the input tensor.
:param num_inputs: The total number of inputs in the data-set. Used to
determine batches per epoch↪→
:param writer: The summary writer to add summaries to. This is created by
the caller so when we stack layers↪→
we don't end up with duplicate outputs. If `None` then no
summaries will be written.↪→
:param step_offset: The offset for the global step variable so I don't
accidentally overwrite my summaries↪→
"""
# Divide by num_gpus to avoid accidentally training on the same data a bunch
of times↪→
if self._gpus > 0:
batches_per_epoch = num_inputs // self._batch_size // self._gpus
else:
batches_per_epoch = num_inputs // self._batch_size
total_batches = batches_per_epoch * self._max_epochs
# Get how many batches constitute roughly 10 percent of the total for
recording summaries↪→
summary_mod = int(0.1 * total_batches)
global_step = step_offset
logging.info("Training self-organizing Map")
for epoch in range(self._max_epochs):
logging.info("Epoch: {}/{}".format(epoch, self._max_epochs))
for batch in range(batches_per_epoch):
current_batch = batch + (batches_per_epoch * epoch)
global_step = current_batch + step_offset
percent_complete = current_batch / total_batches
logging.debug("\tBatch {}/{} - {:.2%} complete".format(batch,
batches_per_epoch, percent_complete))↪→
# Only do summaries when a SummaryWriter has been provided
if writer:




























""" :return: The weights of the trained SOM as a NumPy array, or `None` if








































































[1, 3, 6] 82.52%
[1, 3, 7] 88.90%
[1, 3, 8] 74.97%
[1, 3, 9] 93.68%
[1, 4, 5] 89.47%
[1, 4, 6] 92.63%
[1, 4, 7] 88.32%
[1, 4, 8] 76.87%
[1, 4, 9] 80.10%
[1, 5, 6] 86.79%
[1, 5, 7] 90.77%
[1, 5, 8] 68.47%
[1, 5, 9] 85.70%
[1, 6, 7] 95.81%
[1, 6, 8] 93.17%
[1, 6, 9] 90.26%
[1, 7, 8] 90.45%
[1, 7, 9] 87.94%
[1, 8, 9] 76.48%
[2, 3, 4] 68.40%
[2, 3, 5] 59.62%
[2, 3, 6] 72.17%
[2, 3, 7] 69.83%
[2, 3, 8] 57.47%
[2, 3, 9] 72.10%
[2, 4, 5] 70.79%
[2, 4, 6] 85.41%
[2, 4, 7] 78.93%
[2, 4, 8] 70.69%
[2, 4, 9] 73.33%
[2, 5, 6] 77.00%
[2, 5, 7] 74.59%
[2, 5, 8] 59.00%
[2, 5, 9] 74.86%
[2, 6, 7] 84.87%
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[2, 6, 8] 79.45%
[2, 6, 9] 89.76%
[2, 7, 8] 74.97%
[2, 7, 9] 82.90%
[2, 8, 9] 73.53%
[3, 4, 5] 73.36%
[3, 4, 6] 81.93%
[3, 4, 7] 82.80%
[3, 4, 8] 69.34%
[3, 4, 9] 71.50%
[3, 5, 6] 73.50%
[3, 5, 7] 74.62%
[3, 5, 8] 60.50%
[3, 5, 9] 70.28%
[3, 6, 7] 87.76%
[3, 6, 8] 56.62%
[3, 6, 9] 83.34%
[3, 7, 8] 71.73%
[3, 7, 9] 77.00%
[3, 8, 9] 65.14%
[4, 5, 6] 82.18%
[4, 5, 7] 73.03%
[4, 5, 8] 65.71%
[4, 5, 9] 61.71%
[4, 6, 7] 82.52%
[4, 6, 8] 63.59%
[4, 6, 9] 76.00%
[4, 7, 8] 68.59%
[4, 7, 9] 63.80%
[4, 8, 9] 65.21%
[5, 6, 7] 82.04%
[5, 6, 8] 70.71%
[5, 6, 9] 75.43%
[5, 7, 8] 65.75%
[5, 7, 9] 74.41%
[5, 8, 9] 59.32%
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[6, 7, 8] 88.45%
[6, 7, 9] 83.79%
[6, 8, 9] 85.21%
[7, 8, 9] 74.53%
[0, 1, 2] 82.35%
[0, 1, 3] 89.45%
[0, 1, 4] 84.57%
[0, 1, 5] 73.87%
[0, 1, 6] 89.17%
[0, 1, 7] 95.97%
[0, 1, 8] 90.50%
[0, 1, 9] 94.77%
[0, 2, 3] 66.37%
[0, 2, 4] 65.00%
[0, 2, 5] 53.69%
[0, 2, 6] 63.93%
[0, 2, 7] 85.17%
[0, 2, 8] 76.14%
[0, 2, 9] 78.93%
[0, 3, 4] 89.48%
[0, 3, 5] 70.61%
[0, 3, 6] 85.10%
[0, 3, 7] 85.60%
[0, 3, 8] 67.76%
[0, 3, 9] 86.69%
[0, 4, 5] 72.29%
[0, 4, 6] 83.79%
[0, 4, 7] 86.90%
[0, 4, 8] 74.31%
[0, 4, 9] 71.45%
[0, 5, 6] 66.71%
[0, 5, 7] 78.31%
[0, 5, 8] 53.89%
[0, 5, 9] 75.32%
[0, 6, 7] 88.14%
[0, 6, 8] 81.93%
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[0, 6, 9] 79.24%
[0, 7, 8] 83.66%
[0, 7, 9] 85.13%
[0, 8, 9] 78.90%
[1, 2, 3] 73.06%
[1, 2, 4] 93.77%
[1, 2, 5] 80.53%
[1, 2, 6] 77.48%
[1, 2, 7] 92.94%
[1, 2, 8] 80.48%
[1, 2, 9] 88.10%
[1, 3, 4] 87.00%
[1, 3, 5] 79.73%
4 Digit Permutations
Digits Validation Accuracy
[0, 1, 2, 3] 69.93%
[0, 1, 2, 4] 84.20%
[0, 1, 2, 5] 74.05%
[0, 1, 2, 6] 71.00%
[0, 1, 2, 7] 74.95%
[0, 1, 2, 8] 81.20%
[0, 1, 2, 9] 78.59%
[0, 1, 3, 4] 79.54%
[0, 1, 3, 5] 72.27%
[0, 1, 3, 6] 86.43%
[0, 1, 3, 7] 78.56%
[0, 1, 3, 8] 73.67%
[0, 1, 3, 9] 87.71%
[0, 1, 4, 5] 73.77%
[0, 1, 4, 6] 83.07%
[0, 1, 4, 7] 84.12%
[0, 1, 4, 8] 82.88%
[0, 1, 4, 9] 77.22%
[0, 1, 5, 6] 77.38%
[0, 1, 5, 7] 81.50%
[0, 1, 5, 8] 68.74%
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[0, 1, 5, 9] 74.37%
[0, 1, 6, 7] 78.71%
[0, 1, 6, 8] 80.25%
[0, 1, 6, 9] 81.13%
[0, 1, 7, 8] 83.56%
[0, 1, 7, 9] 82.24%
[0, 1, 8, 9] 83.15%
[0, 2, 3, 4] 67.52%
[0, 2, 3, 5] 50.05%
[0, 2, 3, 6] 59.23%
[0, 2, 3, 7] 63.43%
[0, 2, 3, 8] 58.44%
[0, 2, 3, 9] 67.67%
[0, 2, 4, 5] 68.21%
[0, 2, 4, 6] 74.62%
[0, 2, 4, 7] 75.62%
[0, 2, 4, 8] 69.00%
[0, 2, 4, 9] 71.02%
[0, 2, 5, 6] 67.79%
[0, 2, 5, 7] 68.08%
[0, 2, 5, 8] 57.89%
[0, 2, 5, 9] 68.31%
[0, 2, 6, 7] 68.90%
[0, 2, 6, 8] 69.59%
[0, 2, 6, 9] 80.59%
[0, 2, 7, 8] 74.33%
[0, 2, 7, 9] 68.00%
[0, 2, 8, 9] 74.97%
[0, 3, 4, 5] 67.55%
[0, 3, 4, 6] 82.64%
[0, 3, 4, 7] 78.53%
[0, 3, 4, 8] 62.77%
[0, 3, 4, 9] 74.26%
[0, 3, 5, 6] 65.74%
[0, 3, 5, 7] 70.00%
[0, 3, 5, 8] 59.63%
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[0, 3, 5, 9] 71.55%
[0, 3, 6, 7] 66.36%
[0, 3, 6, 8] 66.97%
[0, 3, 6, 9] 76.36%
[0, 3, 7, 8] 67.51%
[0, 3, 7, 9] 81.68%
[0, 3, 8, 9] 64.36%
[0, 4, 5, 6] 66.18%
[0, 4, 5, 7] 69.50%
[0, 4, 5, 8] 61.32%
[0, 4, 5, 9] 60.29%
[0, 4, 6, 7] 84.49%
[0, 4, 6, 8] 74.95%
[0, 4, 6, 9] 71.56%
[0, 4, 7, 8] 73.03%
[0, 4, 7, 9] 70.67%
[0, 4, 8, 9] 68.62%
[0, 5, 6, 7] 75.61%
[0, 5, 6, 8] 60.00%
[0, 5, 6, 9] 72.74%
[0, 5, 7, 8] 63.18%
[0, 5, 7, 9] 70.62%
[0, 5, 8, 9] 54.66%
[0, 6, 7, 8] 76.74%
[0, 6, 7, 9] 80.51%
[0, 6, 8, 9] 70.95%
[0, 7, 8, 9] 73.15%
[1, 2, 3, 4] 77.46%
[1, 2, 3, 5] 61.83%
[1, 2, 3, 6] 64.95%
[1, 2, 3, 7] 74.33%
[1, 2, 3, 8] 65.51%
[1, 2, 3, 9] 77.95%
[1, 2, 4, 5] 75.70%
[1, 2, 4, 6] 81.15%
[1, 2, 4, 7] 83.98%
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[1, 2, 4, 8] 81.34%
[1, 2, 4, 9] 79.24%
[1, 2, 5, 6] 74.67%
[1, 2, 5, 7] 79.42%
[1, 2, 5, 8] 69.20%
[1, 2, 5, 9] 77.25%
[1, 2, 6, 7] 87.98%
[1, 2, 6, 8] 79.37%
[1, 2, 6, 9] 85.32%
[1, 2, 7, 8] 83.76%
[1, 2, 7, 9] 85.71%
[1, 2, 8, 9] 80.68%
[1, 3, 4, 5] 70.98%
[1, 3, 4, 6] 86.92%
[1, 3, 4, 7] 80.00%
[1, 3, 4, 8] 67.68%
[1, 3, 4, 9] 77.83%
[1, 3, 5, 6] 74.85%
[1, 3, 5, 7] 75.65%
[1, 3, 5, 8] 64.67%
[1, 3, 5, 9] 77.70%
[1, 3, 6, 7] 82.63%
[1, 3, 6, 8] 72.17%
[1, 3, 6, 9] 85.59%
[1, 3, 7, 8] 75.12%
[1, 3, 7, 9] 76.49%
[1, 3, 8, 9] 64.88%
[1, 4, 5, 6] 77.79%
[1, 4, 5, 7] 80.97%
[1, 4, 5, 8] 63.74%
[1, 4, 5, 9] 69.70%
[1, 4, 6, 7] 82.27%
[1, 4, 6, 8] 78.03%
[1, 4, 6, 9] 77.20%
[1, 4, 7, 8] 78.17%
[1, 4, 7, 9] 73.24%
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[1, 4, 8, 9] 57.24%
[1, 5, 6, 7] 84.63%
[1, 5, 6, 8] 69.95%
[1, 5, 6, 9] 82.46%
[1, 5, 7, 8] 69.48%
[1, 5, 7, 9] 74.42%
[1, 5, 8, 9] 65.28%
[1, 6, 7, 8] 81.20%
[1, 6, 7, 9] 87.61%
[1, 6, 8, 9] 71.78%
[1, 7, 8, 9] 68.17%
[2, 3, 4, 5] 60.23%
[2, 3, 4, 6] 71.36%
[2, 3, 4, 7] 68.72%
[2, 3, 4, 8] 61.15%
[2, 3, 4, 9] 61.65%
[2, 3, 5, 6] 58.16%
[2, 3, 5, 7] 61.46%
[2, 3, 5, 8] 47.28%
[2, 3, 5, 9] 56.87%
[2, 3, 6, 7] 67.02%
[2, 3, 6, 8] 62.18%
[2, 3, 6, 9] 71.87%
[2, 3, 7, 8] 60.88%
[2, 3, 7, 9] 68.35%
[2, 3, 8, 9] 58.22%
[2, 4, 5, 6] 71.84%
[2, 4, 5, 7] 74.85%
[2, 4, 5, 8] 67.79%
[2, 4, 5, 9] 60.15%
[2, 4, 6, 7] 77.57%
[2, 4, 6, 8] 65.21%
[2, 4, 6, 9] 61.82%
[2, 4, 7, 8] 74.15%
[2, 4, 7, 9] 65.42%
[2, 4, 8, 9] 67.15%
164
[2, 5, 6, 7] 73.72%
[2, 5, 6, 8] 60.18%
[2, 5, 6, 9] 70.47%
[2, 5, 7, 8] 56.62%
[2, 5, 7, 9] 72.72%
[2, 5, 8, 9] 63.74%
[2, 6, 7, 8] 69.59%
[2, 6, 7, 9] 68.87%
[2, 6, 8, 9] 78.28%
[2, 7, 8, 9] 74.73%
[3, 4, 5, 6] 62.11%
[3, 4, 5, 7] 67.44%
[3, 4, 5, 8] 51.79%
[3, 4, 5, 9] 60.26%
[3, 4, 6, 7] 81.23%
[3, 4, 6, 8] 64.90%
[3, 4, 6, 9] 64.00%
[3, 4, 7, 8] 65.90%
[3, 4, 7, 9] 62.45%
[3, 4, 8, 9] 54.59%
[3, 5, 6, 7] 73.79%
[3, 5, 6, 8] 54.87%
[3, 5, 6, 9] 70.18%
[3, 5, 7, 8] 53.08%
[3, 5, 7, 9] 64.31%
[3, 5, 8, 9] 58.37%
[3, 6, 7, 8] 70.21%
[3, 6, 7, 9] 75.70%
[3, 6, 8, 9] 66.26%
[3, 7, 8, 9] 65.55%
[4, 5, 6, 7] 65.32%
[4, 5, 6, 8] 60.24%
[4, 5, 6, 9] 57.24%
[4, 5, 7, 8] 61.68%
[4, 5, 7, 9] 62.69%
[4, 5, 8, 9] 52.45%
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[4, 6, 7, 8] 71.49%
[4, 6, 7, 9] 67.62%
[4, 6, 8, 9] 64.03%
[4, 7, 8, 9] 64.13%
[5, 6, 7, 8] 69.34%
[5, 6, 7, 9] 75.87%
[5, 6, 8, 9] 61.32%
[5, 7, 8, 9] 60.23%
[6, 7, 8, 9] 74.41%
5 Digit Permutations
Digits Validation Accuracy
[0, 1, 2, 3, 4] 70.41%
[0, 1, 2, 3, 5] 63.36%
[0, 1, 2, 3, 6] 61.51%
[0, 1, 2, 3, 7] 72.65%
[0, 1, 2, 3, 8] 64.92%
[0, 1, 2, 3, 9] 70.65%
[0, 1, 2, 4, 5] 69.48%
[0, 1, 2, 4, 6] 68.84%
[0, 1, 2, 4, 7] 77.82%
[0, 1, 2, 4, 8] 68.22%
[0, 1, 2, 4, 9] 68.78%
[0, 1, 2, 5, 6] 67.06%
[0, 1, 2, 5, 7] 65.52%
[0, 1, 2, 5, 8] 63.86%
[0, 1, 2, 5, 9] 64.14%
[0, 1, 2, 6, 7] 69.37%
[0, 1, 2, 6, 8] 60.34%
[0, 1, 2, 6, 9] 74.86%
[0, 1, 2, 7, 8] 74.88%
[0, 1, 2, 7, 9] 78.53%
[0, 1, 2, 8, 9] 69.57%
[0, 1, 3, 4, 5] 70.88%
[0, 1, 3, 4, 6] 67.02%
[0, 1, 3, 4, 7] 81.73%
[0, 1, 3, 4, 8] 73.52%
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[0, 1, 3, 4, 9] 69.37%
[0, 1, 3, 5, 6] 70.24%
[0, 1, 3, 5, 7] 73.50%
[0, 1, 3, 5, 8] 61.20%
[0, 1, 3, 5, 9] 68.04%
[0, 1, 3, 6, 7] 71.92%
[0, 1, 3, 6, 8] 69.94%
[0, 1, 3, 6, 9] 83.74%
[0, 1, 3, 7, 8] 73.43%
[0, 1, 3, 7, 9] 77.82%
[0, 1, 3, 8, 9] 60.41%
[0, 1, 4, 5, 6] 58.96%
[0, 1, 4, 5, 7] 73.68%
[0, 1, 4, 5, 8] 72.47%
[0, 1, 4, 5, 9] 65.29%
[0, 1, 4, 6, 7] 79.50%
[0, 1, 4, 6, 8] 72.98%
[0, 1, 4, 6, 9] 69.46%
[0, 1, 4, 7, 8] 79.96%
[0, 1, 4, 7, 9] 74.29%
[0, 1, 4, 8, 9] 66.34%
[0, 1, 5, 6, 7] 75.61%
[0, 1, 5, 6, 8] 62.98%
[0, 1, 5, 6, 9] 65.65%
[0, 1, 5, 7, 8] 67.28%
[0, 1, 5, 7, 9] 72.60%
[0, 1, 5, 8, 9] 66.86%
[0, 1, 6, 7, 8] 77.12%
[0, 1, 6, 7, 9] 82.90%
[0, 1, 6, 8, 9] 73.86%
[0, 1, 7, 8, 9] 73.29%
[0, 2, 3, 4, 5] 59.69%
[0, 2, 3, 4, 6] 58.69%
[0, 2, 3, 4, 7] 68.14%
[0, 2, 3, 4, 8] 58.02%
[0, 2, 3, 4, 9] 55.14%
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[0, 2, 3, 5, 6] 45.87%
[0, 2, 3, 5, 7] 59.22%
[0, 2, 3, 5, 8] 47.25%
[0, 2, 3, 5, 9] 60.80%
[0, 2, 3, 6, 7] 67.12%
[0, 2, 3, 6, 8] 55.59%
[0, 2, 3, 6, 9] 63.24%
[0, 2, 3, 7, 8] 59.02%
[0, 2, 3, 7, 9] 62.74%
[0, 2, 3, 8, 9] 59.14%
[0, 2, 4, 5, 6] 64.10%
[0, 2, 4, 5, 7] 64.51%
[0, 2, 4, 5, 8] 57.96%
[0, 2, 4, 5, 9] 58.69%
[0, 2, 4, 6, 7] 63.16%
[0, 2, 4, 6, 8] 67.96%
[0, 2, 4, 6, 9] 58.82%
[0, 2, 4, 7, 8] 59.31%
[0, 2, 4, 7, 9] 67.66%
[0, 2, 4, 8, 9] 58.39%
[0, 2, 5, 6, 7] 70.56%
[0, 2, 5, 6, 8] 58.85%
[0, 2, 5, 6, 9] 60.46%
[0, 2, 5, 7, 8] 64.04%
[0, 2, 5, 7, 9] 60.73%
[0, 2, 5, 8, 9] 58.67%
[0, 2, 6, 7, 8] 70.69%
[0, 2, 6, 7, 9] 70.36%
[0, 2, 6, 8, 9] 62.94%
[0, 2, 7, 8, 9] 66.64%
[0, 3, 4, 5, 6] 60.19%
[0, 3, 4, 5, 7] 67.75%
[0, 3, 4, 5, 8] 56.08%
[0, 3, 4, 5, 9] 60.94%
[0, 3, 4, 6, 7] 70.84%
[0, 3, 4, 6, 8] 67.47%
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[0, 3, 4, 6, 9] 71.04%
[0, 3, 4, 7, 8] 63.39%
[0, 3, 4, 7, 9] 67.10%
[0, 3, 4, 8, 9] 58.92%
[0, 3, 5, 6, 7] 62.54%
[0, 3, 5, 6, 8] 52.75%
[0, 3, 5, 6, 9] 65.65%
[0, 3, 5, 7, 8] 56.13%
[0, 3, 5, 7, 9] 68.08%
[0, 3, 5, 8, 9] 57.27%
[0, 3, 6, 7, 8] 67.92%
[0, 3, 6, 7, 9] 71.29%
[0, 3, 6, 8, 9] 69.02%
[0, 3, 7, 8, 9] 67.22%
[0, 4, 5, 6, 7] 66.40%
[0, 4, 5, 6, 8] 59.77%
[0, 4, 5, 6, 9] 59.65%
[0, 4, 5, 7, 8] 61.40%
[0, 4, 5, 7, 9] 58.33%
[0, 4, 5, 8, 9] 54.37%
[0, 4, 6, 7, 8] 66.86%
[0, 4, 6, 7, 9] 66.55%
[0, 4, 6, 8, 9] 55.63%
[0, 4, 7, 8, 9] 59.76%
[0, 5, 6, 7, 8] 63.12%
[0, 5, 6, 7, 9] 71.35%
[0, 5, 6, 8, 9] 60.79%
[0, 5, 7, 8, 9] 59.75%
[0, 6, 7, 8, 9] 66.63%
[1, 2, 3, 4, 5] 59.33%
[1, 2, 3, 4, 6] 66.69%
[1, 2, 3, 6, 8] 53.23%
[2, 5, 6, 7, 8] 56.27%
[2, 5, 6, 7, 9] 62.50%
[2, 5, 6, 8, 9] 65.58%
[2, 5, 7, 8, 9] 57.31%
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[2, 6, 7, 8, 9] 59.62%
[3, 4, 5, 6, 7] 62.62%
[3, 4, 5, 6, 8] 56.52%
[3, 4, 5, 6, 9] 55.88%
[3, 4, 5, 7, 8] 53.87%
[3, 4, 5, 7, 9] 49.35%
[1, 2, 3, 6, 9] 67.66%
[3, 4, 5, 8, 9] 48.46%
[3, 4, 6, 7, 8] 54.25%
[3, 4, 6, 7, 9] 61.94%
[3, 4, 6, 8, 9] 50.34%
[3, 4, 7, 8, 9] 49.78%
[3, 5, 6, 7, 8] 57.38%
[3, 5, 6, 7, 9] 60.72%
[3, 5, 6, 8, 9] 50.81%
[3, 5, 7, 8, 9] 50.90%
[3, 6, 7, 8, 9] 58.80%
[1, 2, 3, 7, 8] 63.87%
[4, 5, 6, 7, 8] 52.46%
[4, 5, 6, 7, 9] 60.03%
[4, 5, 6, 8, 9] 49.10%
[4, 5, 7, 8, 9] 47.64%
[4, 6, 7, 8, 9] 57.36%
[5, 6, 7, 8, 9] 57.94%
[1, 2, 3, 7, 9] 66.81%
[1, 2, 3, 8, 9] 61.53%
[1, 2, 4, 5, 6] 62.10%
[1, 2, 4, 5, 7] 70.83%
[1, 2, 4, 5, 8] 63.38%
[1, 2, 4, 5, 9] 66.69%
[1, 2, 4, 6, 7] 67.34%
[1, 2, 3, 4, 7] 64.53%
[1, 2, 4, 6, 8] 75.14%
[1, 2, 4, 6, 9] 74.71%
[1, 2, 4, 7, 8] 67.41%
[1, 2, 4, 7, 9] 69.02%
170
[1, 2, 4, 8, 9] 58.26%
[1, 2, 5, 6, 7] 72.86%
[1, 2, 5, 6, 8] 61.58%
[1, 2, 5, 6, 9] 68.55%
[1, 2, 5, 7, 8] 58.76%
[1, 2, 5, 7, 9] 69.04%
[1, 2, 3, 4, 8] 58.77%
[1, 2, 5, 8, 9] 64.03%
[1, 2, 6, 7, 8] 71.33%
[1, 2, 6, 7, 9] 76.82%
[1, 2, 6, 8, 9] 65.48%
[1, 2, 7, 8, 9] 66.68%
[1, 3, 4, 5, 6] 67.12%
[1, 3, 4, 5, 7] 69.70%
[1, 3, 4, 5, 8] 55.49%
[1, 3, 4, 5, 9] 63.52%
[1, 3, 4, 6, 7] 72.45%
[1, 2, 3, 4, 9] 61.44%
[1, 3, 4, 6, 8] 61.37%
[1, 3, 4, 6, 9] 67.14%
[1, 3, 4, 7, 8] 69.38%
[1, 3, 4, 7, 9] 68.58%
[1, 3, 4, 8, 9] 67.08%
[1, 3, 5, 6, 7] 66.55%
[1, 3, 5, 6, 8] 60.75%
[1, 3, 5, 6, 9] 61.54%
[1, 3, 5, 7, 8] 58.46%
[1, 3, 5, 7, 9] 60.71%
[1, 2, 3, 5, 6] 63.87%
[1, 3, 5, 8, 9] 55.57%
[1, 3, 6, 7, 8] 74.08%
[1, 3, 6, 7, 9] 78.84%
[1, 3, 6, 8, 9] 64.02%
[1, 3, 7, 8, 9] 63.41%
[1, 4, 5, 6, 7] 69.59%
[1, 4, 5, 6, 8] 57.08%
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[1, 4, 5, 6, 9] 61.72%
[1, 4, 5, 7, 8] 59.50%
[1, 4, 5, 7, 9] 63.31%
[1, 2, 3, 5, 7] 62.95%
[1, 4, 5, 8, 9] 56.53%
[1, 4, 6, 7, 8] 70.98%
[1, 4, 6, 7, 9] 71.85%
[1, 4, 6, 8, 9] 64.93%
[1, 4, 7, 8, 9] 57.29%
[1, 5, 6, 7, 8] 67.83%
[1, 5, 6, 7, 9] 72.76%
[1, 5, 6, 8, 9] 65.67%
[1, 5, 7, 8, 9] 56.97%
[1, 6, 7, 8, 9] 70.00%
[1, 2, 3, 5, 8] 50.26%
[2, 3, 4, 5, 6] 58.90%
[2, 3, 4, 5, 7] 56.37%
[2, 3, 4, 5, 8] 47.79%
[2, 3, 4, 5, 9] 51.71%
[2, 3, 4, 6, 7] 63.34%
[2, 3, 4, 6, 8] 45.08%
[2, 3, 4, 6, 9] 51.57%
[2, 3, 4, 7, 8] 53.34%
[2, 3, 4, 7, 9] 56.55%
[2, 3, 4, 8, 9] 52.14%
[1, 2, 3, 5, 9] 62.15%
[2, 3, 5, 6, 7] 55.72%
[2, 3, 5, 6, 8] 48.83%
[2, 3, 5, 6, 9] 51.65%
[2, 3, 5, 7, 8] 49.70%
[2, 3, 5, 7, 9] 56.73%
[2, 3, 5, 8, 9] 50.26%
[2, 3, 6, 7, 8] 60.24%
[2, 3, 6, 7, 9] 65.49%
[2, 3, 6, 8, 9] 55.95%
[2, 3, 7, 8, 9] 52.56%
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[1, 2, 3, 6, 7] 68.03%
[2, 4, 5, 6, 7] 60.49%
[2, 4, 5, 6, 8] 52.81%
[2, 4, 5, 6, 9] 56.64%
[2, 4, 5, 7, 8] 53.10%
[2, 4, 5, 7, 9] 57.28%
[2, 4, 5, 8, 9] 45.70%
[2, 4, 6, 7, 8] 64.78%
[2, 4, 6, 7, 9] 64.30%
[2, 4, 6, 8, 9] 59.32%
[2, 4, 7, 8, 9] 54.48%
6 Digit Permutations
Digits Validation Accuracy
[0, 1, 2, 3, 4, 5] 56.02%
[0, 1, 2, 3, 4, 6] 60.43%
[0, 1, 2, 3, 4, 7] 65.52%
[0, 1, 2, 3, 4, 8] 48.81%
[0, 1, 2, 3, 4, 9] 60.48%
[0, 1, 2, 3, 5, 6] 57.13%
[0, 1, 2, 3, 5, 7] 61.46%
[0, 1, 2, 3, 5, 8] 53.21%
[0, 1, 2, 3, 5, 9] 52.45%
[0, 1, 2, 3, 6, 7] 66.22%
[0, 1, 2, 3, 6, 8] 50.33%
[0, 1, 2, 3, 6, 9] 59.78%
[0, 1, 2, 3, 7, 8] 61.00%
[0, 1, 2, 3, 7, 9] 63.07%
[0, 1, 2, 3, 8, 9] 57.91%
[0, 1, 2, 4, 5, 6] 49.72%
[0, 1, 2, 4, 5, 7] 67.06%
[0, 1, 2, 4, 5, 8] 54.03%
[0, 1, 2, 4, 5, 9] 61.70%
[0, 1, 2, 4, 6, 7] 70.62%
[0, 1, 2, 4, 6, 8] 54.73%
[0, 1, 2, 4, 6, 9] 53.59%
[0, 1, 2, 4, 7, 8] 65.37%
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[0, 1, 2, 4, 7, 9] 68.62%
[0, 1, 2, 4, 8, 9] 54.74%
[0, 1, 2, 5, 6, 7] 67.90%
[0, 1, 2, 5, 6, 8] 48.89%
[0, 1, 2, 5, 6, 9] 61.42%
[0, 1, 2, 5, 7, 8] 59.58%
[0, 1, 2, 5, 7, 9] 66.97%
[0, 1, 2, 5, 8, 9] 55.44%
[0, 1, 2, 6, 7, 8] 55.71%
[0, 1, 2, 6, 7, 9] 66.56%
[0, 1, 2, 6, 8, 9] 68.21%
[0, 1, 2, 7, 8, 9] 65.17%
[0, 1, 3, 4, 5, 6] 58.00%
[0, 1, 3, 4, 5, 7] 63.91%
[0, 1, 3, 4, 5, 8] 59.58%
[0, 1, 3, 4, 5, 9] 59.82%
[0, 1, 3, 4, 6, 7] 70.69%
[0, 1, 3, 4, 6, 8] 61.87%
[0, 1, 3, 4, 6, 9] 59.89%
[0, 1, 3, 4, 7, 8] 67.50%
[0, 1, 3, 4, 7, 9] 65.72%
[0, 1, 3, 4, 8, 9] 63.52%
[0, 1, 3, 5, 6, 7] 64.43%
[0, 1, 3, 5, 6, 8] 53.87%
[0, 1, 3, 5, 6, 9] 58.41%
[0, 1, 3, 5, 7, 8] 61.02%
[0, 1, 3, 5, 7, 9] 63.46%
[0, 1, 3, 5, 8, 9] 57.42%
[0, 1, 3, 6, 7, 8] 68.32%
[0, 1, 3, 6, 7, 9] 67.60%
[0, 1, 3, 6, 8, 9] 67.10%
[0, 1, 3, 7, 8, 9] 63.43%
[0, 1, 4, 5, 6, 7] 65.68%
[0, 1, 4, 5, 6, 8] 62.92%
[0, 1, 4, 5, 6, 9] 60.55%
[0, 1, 4, 5, 7, 8] 53.74%
174
[0, 1, 4, 5, 7, 9] 60.39%
[0, 1, 4, 5, 8, 9] 56.53%
[0, 1, 4, 6, 7, 8] 64.70%
[0, 1, 4, 6, 7, 9] 66.30%
[0, 1, 4, 6, 8, 9] 60.81%
[0, 1, 4, 7, 8, 9] 63.27%
[0, 1, 5, 6, 7, 8] 59.02%
[0, 1, 5, 6, 7, 9] 68.95%
[0, 1, 5, 6, 8, 9] 58.93%
[0, 1, 5, 7, 8, 9] 56.87%
[0, 1, 6, 7, 8, 9] 69.52%
[0, 2, 3, 4, 5, 6] 56.54%
[0, 2, 3, 4, 5, 7] 54.61%
[0, 2, 3, 4, 5, 8] 48.21%
[0, 2, 3, 4, 5, 9] 51.05%
[0, 2, 3, 4, 6, 7] 58.12%
[0, 2, 3, 4, 6, 8] 50.94%
[0, 2, 3, 4, 6, 9] 52.97%
[0, 2, 3, 4, 7, 8] 54.88%
[0, 2, 3, 4, 7, 9] 56.05%
[0, 2, 3, 4, 8, 9] 50.38%
[0, 2, 3, 5, 6, 7] 58.75%
[0, 2, 3, 5, 6, 8] 46.49%
[0, 2, 3, 5, 6, 9] 56.93%
[0, 2, 3, 5, 7, 8] 50.27%
[0, 2, 3, 5, 7, 9] 50.35%
[0, 2, 3, 5, 8, 9] 48.05%
[0, 2, 3, 6, 7, 8] 53.33%
[0, 2, 3, 6, 7, 9] 64.00%
[0, 2, 3, 6, 8, 9] 55.48%
[0, 2, 3, 7, 8, 9] 57.21%
[0, 2, 4, 5, 6, 7] 62.98%
[0, 2, 4, 5, 6, 8] 50.41%
[0, 2, 4, 5, 6, 9] 56.20%
[0, 2, 4, 5, 7, 8] 49.27%
[0, 2, 4, 5, 7, 9] 54.46%
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[0, 2, 4, 5, 8, 9] 49.93%
[0, 2, 4, 6, 7, 8] 58.52%
[0, 2, 4, 6, 7, 9] 64.10%
[0, 2, 4, 6, 8, 9] 59.12%
[0, 2, 4, 7, 8, 9] 56.82%
[0, 2, 5, 6, 7, 8] 59.85%
[0, 2, 5, 6, 7, 9] 62.67%
[0, 2, 5, 6, 8, 9] 52.26%
[0, 2, 5, 7, 8, 9] 51.20%
[0, 2, 6, 7, 8, 9] 60.15%
[0, 3, 4, 5, 6, 7] 52.93%
[0, 3, 4, 5, 6, 8] 47.15%
[0, 3, 4, 5, 6, 9] 54.62%
[0, 3, 4, 5, 7, 8] 48.48%
[0, 3, 4, 5, 7, 9] 54.57%
[0, 3, 4, 5, 8, 9] 50.89%
[0, 3, 4, 6, 7, 8] 58.97%
[0, 3, 4, 6, 7, 9] 52.82%
[0, 3, 4, 6, 8, 9] 57.45%
[0, 3, 4, 7, 8, 9] 56.47%
[0, 3, 5, 6, 7, 8] 54.02%
[0, 3, 5, 6, 7, 9] 61.39%
[0, 3, 5, 6, 8, 9] 57.25%
[0, 3, 5, 7, 8, 9] 55.28%
[0, 3, 6, 7, 8, 9] 60.75%
[0, 4, 5, 6, 7, 8] 56.75%
[0, 4, 5, 6, 7, 9] 51.88%
[0, 4, 5, 6, 8, 9] 47.79%
[0, 4, 5, 7, 8, 9] 46.82%
[0, 4, 6, 7, 8, 9] 58.26%
[0, 5, 6, 7, 8, 9] 50.62%
[1, 2, 3, 4, 5, 6] 54.93%
[1, 2, 3, 4, 5, 7] 59.50%
[1, 2, 3, 4, 5, 8] 51.76%
[1, 2, 3, 4, 5, 9] 54.03%
[1, 2, 3, 4, 6, 7] 59.78%
176
[1, 2, 3, 4, 6, 8] 59.77%
[1, 2, 3, 4, 6, 9] 54.32%
[1, 2, 3, 4, 7, 8] 62.09%
[1, 2, 3, 4, 7, 9] 61.27%
[1, 2, 3, 4, 8, 9] 52.77%
[1, 2, 3, 5, 6, 7] 57.19%
[1, 2, 3, 5, 6, 8] 48.42%
[1, 2, 3, 5, 6, 9] 53.25%
[1, 2, 3, 5, 7, 8] 51.55%
[1, 2, 3, 5, 7, 9] 55.61%
[1, 2, 3, 5, 8, 9] 48.59%
[1, 2, 3, 6, 7, 8] 59.02%
[1, 2, 3, 6, 7, 9] 59.69%
[1, 2, 3, 6, 8, 9] 57.28%
[1, 2, 3, 7, 8, 9] 57.74%
[1, 2, 4, 5, 6, 7] 65.46%
[1, 2, 4, 5, 6, 8] 53.10%
[1, 2, 4, 5, 6, 9] 53.98%
[1, 2, 4, 5, 7, 8] 62.95%
[1, 2, 4, 5, 7, 9] 62.40%
[1, 2, 4, 5, 8, 9] 52.74%
[1, 2, 4, 6, 7, 8] 63.07%
[1, 2, 4, 6, 7, 9] 64.79%
[1, 2, 4, 6, 8, 9] 56.60%
[1, 2, 4, 7, 8, 9] 52.87%
[1, 2, 5, 6, 7, 8] 61.15%
[1, 2, 5, 6, 7, 9] 66.44%
[1, 2, 5, 6, 8, 9] 60.95%
[1, 2, 5, 7, 8, 9] 58.95%
[1, 2, 6, 7, 8, 9] 61.33%
[1, 3, 4, 5, 6, 7] 64.38%
[1, 3, 4, 5, 6, 8] 58.41%
[1, 3, 4, 5, 6, 9] 55.38%
[1, 3, 4, 5, 7, 8] 57.28%
[1, 3, 4, 5, 7, 9] 59.36%
[1, 3, 4, 5, 8, 9] 52.67%
177
[1, 3, 4, 6, 7, 8] 59.51%
[1, 3, 4, 6, 7, 9] 57.17%
[1, 3, 4, 6, 8, 9] 54.96%
[1, 3, 4, 7, 8, 9] 58.19%
[1, 3, 5, 6, 7, 8] 61.86%
[1, 3, 5, 6, 7, 9] 66.43%
[1, 3, 5, 6, 8, 9] 53.89%
[1, 3, 5, 7, 8, 9] 52.53%
[1, 3, 6, 7, 8, 9] 65.22%
[1, 4, 5, 6, 7, 8] 57.98%
[1, 4, 5, 6, 7, 9] 55.60%
[1, 4, 5, 6, 8, 9] 56.08%
[1, 4, 5, 7, 8, 9] 54.92%
[1, 4, 6, 7, 8, 9] 63.36%
[1, 5, 6, 7, 8, 9] 60.23%
[2, 3, 4, 5, 6, 7] 38.59%
[2, 3, 4, 5, 6, 8] 43.27%
[2, 3, 4, 5, 6, 9] 51.75%
[2, 3, 4, 5, 7, 8] 47.22%
[2, 3, 4, 5, 7, 9] 47.45%
[2, 3, 4, 5, 8, 9] 39.64%
[2, 3, 4, 6, 7, 8] 52.57%
[2, 3, 4, 6, 7, 9] 47.27%
[2, 3, 4, 6, 8, 9] 49.90%
[2, 3, 4, 7, 8, 9] 44.30%
[2, 3, 5, 6, 7, 8] 45.62%
[2, 3, 5, 6, 7, 9] 58.34%
[2, 3, 5, 6, 8, 9] 39.25%
[2, 3, 5, 7, 8, 9] 48.18%
[2, 3, 6, 7, 8, 9] 53.15%
[2, 4, 5, 6, 7, 8] 46.67%
[2, 4, 5, 6, 7, 9] 54.99%
[2, 4, 5, 6, 8, 9] 52.50%
[2, 4, 5, 7, 8, 9] 45.29%
[2, 4, 6, 7, 8, 9] 55.14%
[2, 5, 6, 7, 8, 9] 57.05%
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[3, 4, 5, 6, 7, 8] 54.40%
[3, 4, 5, 6, 7, 9] 58.07%
[3, 4, 5, 6, 8, 9] 44.78%
[3, 4, 5, 7, 8, 9] 48.76%
[3, 4, 6, 7, 8, 9] 55.16%
[3, 5, 6, 7, 8, 9] 55.96%
[4, 5, 6, 7, 8, 9] 50.14%
7 Digit Permutations
Digits Validation Accuracy
[0, 1, 2, 3, 4, 5, 6] 43.18%
[0, 1, 2, 3, 4, 5, 7] 56.29%
[0, 1, 2, 3, 4, 5, 8] 51.49%
[0, 1, 2, 3, 4, 5, 9] 54.57%
[0, 1, 2, 3, 4, 6, 7] 60.00%
[0, 1, 2, 3, 4, 6, 8] 49.94%
[0, 1, 2, 3, 4, 6, 9] 55.66%
[0, 1, 2, 3, 4, 7, 8] 52.77%
[0, 1, 2, 3, 4, 7, 9] 59.67%
[0, 1, 2, 3, 4, 8, 9] 53.67%
[0, 1, 2, 3, 5, 6, 7] 54.38%
[0, 1, 2, 3, 5, 6, 8] 49.51%
[0, 1, 2, 3, 5, 6, 9] 53.25%
[0, 1, 2, 3, 5, 7, 8] 56.18%
[0, 1, 2, 3, 5, 7, 9] 59.94%
[0, 1, 2, 3, 5, 8, 9] 49.96%
[0, 1, 2, 3, 6, 7, 8] 54.79%
[0, 1, 2, 3, 6, 7, 9] 61.16%
[0, 1, 2, 3, 6, 8, 9] 50.52%
[0, 1, 2, 3, 7, 8, 9] 57.80%
[0, 1, 2, 4, 5, 6, 7] 57.79%
[0, 1, 2, 4, 5, 6, 8] 57.78%
[0, 1, 2, 4, 5, 6, 9] 52.16%
[0, 1, 2, 4, 5, 7, 8] 62.30%
[0, 1, 2, 4, 5, 7, 9] 56.41%
[0, 1, 2, 4, 5, 8, 9] 47.75%
[0, 1, 2, 4, 6, 7, 8] 61.65%
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[0, 1, 2, 4, 6, 7, 9] 63.30%
[0, 1, 2, 4, 6, 8, 9] 47.48%
[0, 1, 2, 4, 7, 8, 9] 54.76%
[0, 1, 2, 5, 6, 7, 8] 57.58%
[0, 1, 2, 5, 6, 7, 9] 57.66%
[0, 1, 2, 5, 6, 8, 9] 48.62%
[0, 1, 2, 5, 7, 8, 9] 46.61%
[0, 1, 2, 6, 7, 8, 9] 64.88%
[0, 1, 3, 4, 5, 6, 7] 58.13%
[0, 1, 3, 4, 5, 6, 8] 52.15%
[0, 1, 3, 4, 5, 6, 9] 52.41%
[0, 1, 3, 4, 5, 7, 8] 51.72%
[0, 1, 3, 4, 5, 7, 9] 53.52%
[0, 1, 3, 4, 5, 8, 9] 53.12%
[0, 1, 3, 4, 6, 7, 8] 58.89%
[0, 1, 3, 4, 6, 7, 9] 62.87%
[0, 1, 3, 4, 6, 8, 9] 59.22%
[0, 1, 3, 4, 7, 8, 9] 59.53%
[0, 1, 3, 5, 6, 7, 8] 54.64%
[0, 1, 3, 5, 6, 7, 9] 58.45%
[0, 1, 3, 5, 6, 8, 9] 55.40%
[0, 1, 3, 5, 7, 8, 9] 51.94%
[0, 1, 3, 6, 7, 8, 9] 58.17%
[0, 1, 4, 5, 6, 7, 8] 57.50%
[0, 1, 4, 5, 6, 7, 9] 54.72%
[0, 1, 4, 5, 6, 8, 9] 53.28%
[0, 1, 4, 5, 7, 8, 9] 51.19%
[0, 1, 4, 6, 7, 8, 9] 59.51%
[0, 1, 5, 6, 7, 8, 9] 60.02%
[0, 2, 3, 4, 5, 6, 7] 53.50%
[0, 2, 3, 4, 5, 6, 8] 45.64%
[0, 2, 3, 4, 5, 6, 9] 44.41%
[0, 2, 3, 4, 5, 7, 8] 46.51%
[0, 2, 3, 4, 5, 7, 9] 43.52%
[0, 2, 3, 4, 5, 8, 9] 43.49%
[0, 2, 3, 4, 6, 7, 8] 47.80%
180
[0, 2, 3, 4, 6, 7, 9] 53.03%
[0, 2, 3, 4, 6, 8, 9] 46.36%
[0, 2, 3, 4, 7, 8, 9] 52.64%
[0, 2, 3, 5, 6, 7, 8] 46.47%
[0, 2, 3, 5, 6, 7, 9] 54.00%
[0, 2, 3, 5, 6, 8, 9] 46.44%
[0, 2, 3, 5, 7, 8, 9] 43.39%
[0, 2, 3, 6, 7, 8, 9] 53.58%
[0, 2, 4, 5, 6, 7, 8] 50.34%
[0, 2, 4, 5, 6, 7, 9] 49.94%
[0, 2, 4, 5, 6, 8, 9] 47.26%
[0, 2, 4, 5, 7, 8, 9] 44.82%
[0, 2, 4, 6, 7, 8, 9] 52.69%
[0, 2, 5, 6, 7, 8, 9] 55.86%
[0, 3, 4, 5, 6, 7, 8] 47.10%
[0, 3, 4, 5, 6, 7, 9] 55.43%
[0, 3, 4, 5, 6, 8, 9] 43.22%
[0, 3, 4, 5, 7, 8, 9] 44.71%
[0, 3, 4, 6, 7, 8, 9] 51.26%
[0, 3, 5, 6, 7, 8, 9] 48.86%
[0, 4, 5, 6, 7, 8, 9] 46.68%
[1, 2, 3, 4, 5, 6, 7] 55.00%
[1, 2, 3, 4, 5, 6, 8] 49.20%
[1, 2, 3, 4, 5, 6, 9] 48.94%
[1, 2, 3, 4, 5, 7, 8] 48.89%
[1, 2, 3, 4, 5, 7, 9] 53.85%
[1, 2, 3, 4, 5, 8, 9] 49.16%
[1, 2, 3, 4, 6, 7, 8] 53.36%
[1, 2, 3, 4, 6, 7, 9] 51.44%
[1, 2, 3, 4, 6, 8, 9] 52.81%
[1, 2, 3, 4, 7, 8, 9] 54.60%
[1, 2, 3, 5, 6, 7, 8] 51.88%
[1, 2, 3, 5, 6, 7, 9] 55.29%
[1, 2, 3, 5, 6, 8, 9] 42.64%
[1, 2, 3, 5, 7, 8, 9] 53.29%
[1, 2, 3, 6, 7, 8, 9] 52.77%
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[1, 2, 4, 5, 6, 7, 8] 52.15%
[1, 2, 4, 5, 6, 7, 9] 59.44%
[1, 2, 4, 5, 6, 8, 9] 52.02%
[1, 2, 4, 5, 7, 8, 9] 51.49%
[1, 2, 4, 6, 7, 8, 9] 49.63%
[1, 2, 5, 6, 7, 8, 9] 55.00%
[1, 3, 4, 5, 6, 7, 8] 51.05%
[1, 3, 4, 5, 6, 7, 9] 56.64%
[1, 3, 4, 5, 6, 8, 9] 46.75%
[1, 3, 4, 5, 7, 8, 9] 50.65%
[1, 3, 4, 6, 7, 8, 9] 55.74%
[1, 3, 5, 6, 7, 8, 9] 47.04%
[1, 4, 5, 6, 7, 8, 9] 50.87%
[2, 3, 4, 5, 6, 7, 8] 44.92%
[2, 3, 4, 5, 6, 7, 9] 49.65%
[2, 3, 4, 5, 6, 8, 9] 44.33%
[2, 3, 4, 5, 7, 8, 9] 42.17%
[2, 3, 4, 6, 7, 8, 9] 47.25%
[2, 3, 5, 6, 7, 8, 9] 48.84%
[2, 4, 5, 6, 7, 8, 9] 45.56%
[3, 4, 5, 6, 7, 8, 9] 47.74%
8 Digit Permutations
Digits Validation Accuracy
[0, 1, 2, 3, 4, 5, 6, 7] 51.72%
[0, 1, 2, 3, 4, 5, 6, 8] 50.13%
[0, 1, 2, 3, 4, 5, 6, 9] 51.82%
[0, 1, 2, 3, 4, 5, 7, 8] 41.80%
[0, 1, 2, 3, 4, 5, 7, 9] 50.81%
[0, 1, 2, 3, 4, 5, 8, 9] 47.63%
[0, 1, 2, 3, 4, 6, 7, 8] 50.48%
[0, 1, 2, 3, 4, 6, 7, 9] 56.08%
[0, 1, 2, 3, 4, 6, 8, 9] 52.75%
[0, 1, 2, 3, 4, 7, 8, 9] 51.67%
[0, 1, 2, 3, 5, 6, 7, 8] 50.36%
[0, 1, 2, 3, 5, 6, 7, 9] 51.32%
[0, 1, 2, 3, 5, 6, 8, 9] 45.58%
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[0, 1, 2, 3, 5, 7, 8, 9] 50.82%
[0, 1, 2, 3, 6, 7, 8, 9] 51.07%
[0, 1, 2, 4, 5, 6, 7, 8] 49.12%
[0, 1, 2, 4, 5, 6, 7, 9] 52.36%
[0, 1, 2, 4, 5, 6, 8, 9] 47.37%
[0, 1, 2, 4, 5, 7, 8, 9] 46.14%
[0, 1, 2, 4, 6, 7, 8, 9] 51.40%
[0, 1, 2, 5, 6, 7, 8, 9] 53.79%
[0, 1, 3, 4, 5, 6, 7, 8] 51.09%
[0, 1, 3, 4, 5, 6, 7, 9] 56.00%
[0, 1, 3, 4, 5, 6, 8, 9] 53.21%
[0, 1, 3, 4, 5, 7, 8, 9] 49.36%
[0, 1, 3, 4, 6, 7, 8, 9] 53.42%
[0, 1, 3, 5, 6, 7, 8, 9] 46.71%
[0, 1, 4, 5, 6, 7, 8, 9] 53.66%
[0, 2, 3, 4, 5, 6, 7, 8] 46.65%
[0, 2, 3, 4, 5, 6, 7, 9] 50.66%
[0, 2, 3, 4, 5, 6, 8, 9] 44.41%
[0, 2, 3, 4, 5, 7, 8, 9] 40.01%
[0, 2, 3, 4, 6, 7, 8, 9] 48.90%
[0, 2, 3, 5, 6, 7, 8, 9] 44.41%
[0, 2, 4, 5, 6, 7, 8, 9] 46.38%
[0, 3, 4, 5, 6, 7, 8, 9] 45.99%
[1, 2, 3, 4, 5, 6, 7, 8] 45.94%
[1, 2, 3, 4, 5, 6, 7, 9] 51.07%
[1, 2, 3, 4, 5, 6, 8, 9] 41.21%
[1, 2, 3, 4, 5, 7, 8, 9] 48.10%
[1, 2, 3, 4, 6, 7, 8, 9] 44.46%
[1, 2, 3, 5, 6, 7, 8, 9] 44.81%
[1, 2, 4, 5, 6, 7, 8, 9] 48.29%
[1, 3, 4, 5, 6, 7, 8, 9] 47.04%
[2, 3, 4, 5, 6, 7, 8, 9] 47.33%
9 Digit Permutations
Digits Validation Accuracy
[0, 1, 2, 3, 4, 5, 6, 7, 8] 46.81%
[0, 1, 2, 3, 4, 5, 6, 7, 9] 46.62%
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[0, 1, 2, 3, 4, 5, 6, 8, 9] 45.41%
[0, 1, 2, 3, 4, 5, 7, 8, 9] 46.99%
[0, 1, 2, 3, 4, 6, 7, 8, 9] 48.68%
[0, 1, 2, 3, 5, 6, 7, 8, 9] 45.62%
[0, 1, 2, 4, 5, 6, 7, 8, 9] 46.82%
[0, 1, 3, 4, 5, 6, 7, 8, 9] 45.10%
[0, 2, 3, 4, 5, 6, 7, 8, 9] 40.66%
[1, 2, 3, 4, 5, 6, 7, 8, 9] 46.45%
10 Digit Permutations
Digits Validation Accuracy
[0, 1, 2, 3, 4, 5, 6, 7, 8, 9] 46.69%
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