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Abstract
Modulation spaces Msp,q were introduced by Feichtinger [10] in 1983. By resorting
to the wavelet basis, Be´nyi and Oh [2] defined a modified version to Feichtinger’s mod-
ulation spaces for which the symmetry scalings are emphasized for its possible appli-
cations in PDE. By carefully investigating the scaling properties of modulation spaces
and their connections with the wavelet basis, we will introduce a class of generalized
modulation spaces, which contain both Feichtinger’s and Be´nyi and Oh’s modulation
spaces. As their applications, we will give a local well-posedness and a (small data)
global well-posedness results for NLS in some rougher generalized modulation spaces,
which generalize the well posedness results of [3] and [19], and certain super-critical
initial data in Hs or in Lp are involved in these spaces.
Keywords: Wavelet basis; Generalized modulation spaces; NLS.
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1 Introduction
Let S := S (Rd) be the Schwartz space and S ′ be its dual space. Feichtinger [10] in
1983 introduced the notion of modulation spaces M sp,q by using the short time Fourier
transform (STFT) which is now a basic tool in time-frequency analysis. Recall that the
STFT of a function f with respect to a window function g ∈ S is defined as (see [10, 12])
Vgf(x, ξ) =
∫
Rd
e−it·ξg(t− x)f(t)dt = 〈f, MξTxg〉, (1.1)
where Tx : g → g(· − x) and Mξ : g → ei· ξg denote the translation and modulation
operators, respectively. The STFT is closely related to the wave packet transform of
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Co´rdoba and Fefferman [7] and the Wigner transform [12], which is now a basic tool in
time frequency analysis theory. For any 1 6 p, q 6∞, s ∈ R, we denote
‖f‖◦Msp,q =
∥∥∥〈ξ〉s‖Vgf(x, ξ)‖Lp(Rdx)∥∥∥Lq(Rdξ) . (1.2)
Modulation spaces M sp,q are defined as the space of all tempered distributions f ∈ S ′ for
which ‖f‖◦Msp,q is finite (cf. [10]).
It is well-known that translation Tx, modulation Mξ and scaling operator Dλ : f →
f(λ ·) (λ > 0) are fundamental operators in Banach function spaces. Modulation spaces
M0p,q are invariant under translation and modulation operators. However, modulation
spaces have variant scalings, different functions in M sp,q may have different scalings and
the sharp scaling property was obtained in [17] (see also [13] for α-modulation spaces).
Recently, a class of generalized modulation spaces with invariant scalings were introduced
by Be´nyi and Oh [2]. Applying the wavelet basis {ψj,k := ψ(2−j · −k)}j∈Z,k∈Zd , they
introduced the following function spaces Mwp,q,r with p, q, r ∈ [1,∞). Denote
‖f‖
M
[j]
p,q
=
∥∥∥‖ψj,k(D)f‖Lp(Rd)∥∥∥
`qk(Zd)
, (1.3)
where
ψj,k(D)f = F
−1ψj,kFf. (1.4)
By carefully choosing the weight w = {wj}j∈Z, say
wj .
{
2−εj , j > 0,
2d(1/p+1/q−1+ε)j , j < 0,
(1.5)
one can define the following (cf. [2])
‖f‖Mwp,q,r =
∥∥∥wj‖f‖M [j]p,q∥∥∥`rj (Z) . (1.6)
For some special weights w, Be´nyi and Oh [2] showed that Mwp,q,r has invariant scalings
‖f(λ ·)‖Mwp,q,r ∼ λa‖f‖Mwp,q,r for all f ∈Mwp,q,r, where a ∈ R is independent of f ∈Mwp,q,r.
However,Mwp,q,r cannot cover Feichtinger’s modulation spaces M
s
p,q, which can be regarded
as a modified version of modulation spaces with invariant scalings.
Since Mwp,q,r contains two indices q, r to control the growth of the regularity arising
from translations and scalings in frequency spaces, the spatial regularity depends on both
translation index k and scaling index 2j . It follows that k and j are not completely
independent of each other, which leads to that the dual space of Mwp,q,r is not M
1/w
p′,q′,r′ (see
Section 4).
A natural relation between wavelet basis and the scalings of modulation spaces is the
following dilation identity
‖f‖
M
[j]
p,q
= λd/p‖f(λ ·)‖M0p,q , λ = 2−j .
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By resorting to this identity and the scaling properties of modulation spaces, we will define
a class of generalized modulation spaces, which contain both Feichtinger’s and Be´nyi and
Oh’s modulation spaces. Also, we will characterize the dual spaces of Mwp,q,r, by a class
of new function spaces which are rougher than M
1/w
p′,q′,r′ . Moreover, we will study NLS
in those generalized modulation spaces and obtain some local and (small data) global
well-posedness results, which generalize the results of [3] and [19] and certain Lp or Hs
super-critical initial data are involved in our results.
Throughout this paper, we will use the following notations. C > 1, c ≤ 1 will denote
constants which can be different at different places, we will use A . B to denote A 6 CB;
A ∼ B means that A . B and B . A. We write a ∨ b = max(a, b) and a ∧ b = min(a, b).
1E denotes the characteristic function on E ⊂ Rd. Let Λ be a set with finite many
elements, #Λ stands for the number of the elements contained in Λ. We denote |x|∞ =
maxi=1,...,d |xi|, |x| = |x1|+ ...+ |xd| for any x ∈ Rd. Q(x0, δ) denotes the cube in Rd with
center at x0 and side length 2δ. For any 1 6 p 6 ∞, we denote by p′ the dual number
of p, i.e., 1/p = 1/p′ = 1. Lp = Lp(Rd) (`p) stands for the (sequence) Lebesgue space for
which the norm is written as ‖ · ‖p (‖ · ‖`p). The following two Bernstein’s inequalities will
be frequently used in this paper (cf. [4]).
Proposition 1.1 (Bernstein multiplier estimate) Let 1 6 r ≤ ∞, L > [d/2] + 1 and
ρ ∈ HL. Then we have
‖F−1ρFf‖r . ‖ρ‖1−d/2L2
(
d∑
i=1
‖∂Lxiρ‖2
)d/2L
‖f‖r. (1.7)
Proposition 1.2 (Proposition 1.3.2 of [18]) Let 1 6 p 6 q 6∞, b > 0, ξ0 ∈ Rd. Denote
LpB(ξ0,b) = {f ∈ Lp : supp f̂ ⊂ B(ξ0, b)}. Then there exists C > 0 such that
‖f‖q . Cbd(1/p−1/q)‖f‖p (1.8)
holds for all f ∈ LpB(ξ0,b) and C is independent of b > 0 and ξ0 ∈ Rd.
The paper is organized as follows. In Section 2 we introduce two kind of of modulation
spaces and show that they are dual spaces in Section 3. In Section 4 we consider a
generalized version of modulation spaces which contain both Feichtinger’s and Benyi and
Oh’s modulation spaces. The scaling of generalized modulation spaces will be considered
in Section 5. The algebraic structure is of importance in applications to PDE and we
will obtain an algebraic property for some generalized modulation spaces in Section 6. As
applications to NLS, we will obtain a local well-posedness result and a (small data) global
well-posedness result in Sections 7 and 8, respectively.
3
2 Generalized modulation spaces via scalings
First, let us recall the equivalent norm on modulation spaces by using the frequency
uniform decompositions. Taking notice of (cf. [12])
Vgf(x, ξ) = e
−ixξVgˆf̂(ξ,−x) = e−ixξ(F−1Tξ gˆf̂)(x), (2.1)
one can consider the frequency-discrete version of the STFT, so-called frequency uniform
decomposition operator. Let ψ be a smooth cut-off function adapted to the unit cube
[−1/2, 1/2]d and ψ = 0 outside the cube [−3/4, 3/4]d. We writet ψk = ψ(· − k) and
assume that ∑
k∈Zd
ψk(ξ) ≡ 1, ∀ ξ ∈ Rd. (2.2)
The frequency uniform decomposition operators are defined in the following way:
k := F−1ψkF , k ∈ Zd. (2.3)
Modulation spaces M sp,q(Rd) have the following equivalent norms (cf. [19]):
‖f‖Msp,q := ‖{〈k〉skf}k∈Zd‖`q(Lp) . (2.4)
Denote fλ := f(λ·). It is easy to see that
‖F−1ψ(λξ − k)Ff‖p = λd/p‖kfλ‖p, λ > 0.
Taking the sequence `q norm over all k ∈ Zd, we obtain that∑
k∈Zd
‖F−1ψ(λξ − k)Ff‖qp
1/q = λd/p‖fλ‖M0p,q , λ > 0. (2.5)
Let us start with the dilation property of M0p,q. We have for any λ > 1 (cf. [17, 13]),
λ
0∧d
(
1
q
− 1
p
)
∧d
(
1
p
+ 1
q
−1
)
‖f‖M0p,q . λ
d
p ‖fλ‖M0p,q . λ
0∨d
(
1
q
− 1
p
)
∨d
(
1
p
+ 1
q
−1
)
‖f‖M0p,q , (2.6)
and for any 0 < ν 6 1,
ν
0∨d
(
1
q
− 1
p
)
∨d
(
1
p
+ 1
q
−1
)
‖f‖M0p,q . ν
d
p ‖fν‖M0p,q . ν
0∧d
(
1
q
− 1
p
)
∧d
(
1
p
+ 1
q
−1
)
‖f‖M0p,q . (2.7)
2.1 Refined case j 6 0
Denote
ψj,k(ξ) := ψ(2
−jξ − k), j,k = F−1ψj,kF , j ∈ Z, k ∈ Zd.
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Let us write
‖f‖
M
[j]
p,q
=
∥∥∥‖j,kf‖Lp(Rd)∥∥∥
`qk(Zd)
. (2.8)
(2.5) and (2.8) have implied that
‖f‖
M
[j]
p,q
= λd/p‖fλ‖M0p,q , λ = 2−j , j ∈ Z. (2.9)
Let %(p, q) : [1,∞]× [1,∞]→ R and we will write % := %(p, q) if there is no confusion. We
denote by M%p,q,∞ the space of all tempered distributions f ∈ S ′ for which the following
norm is finite:
‖f‖M%p,q,∞ = sup
j60
2j%(p,q)‖f‖
M
[j]
p,q
. (2.10)
In order to (2.10) makes sense, we will always assume that
%(p, q) > d
(
1
p
+
1
q
− 1
)
. (2.11)
Using the dilation property in (2.6), we have for j 6 0,
2
−j
(
0∧d
(
1
q
− 1
p
)
∧d
(
1
p
+ 1
q
−1
))
‖f‖M0p,q . ‖f‖M [j]p,q . 2
−j
(
0∨d
(
1
q
− 1
p
)
∨d
(
1
p
+ 1
q
−1
))
‖f‖M0p,q . (2.12)
Lemma 2.1 Let 1 6 p, q 6∞. Then the following statements are equivalent:
(i) %(p, q) satisfies (2.11).
(ii) S ⊂M%p,q,∞.
(iii) M%p,q,∞ contains a nonzero Schwartz function.
Proof. We have (cf. [2])
‖f‖
M
[j]
p,q
. 2−jd(1/p+1/q−1)‖〈∇〉sf‖1, s > d/p. (2.13)
Hence, if (2.11) holds thenS ⊂M%p,q,∞, i.e., a continuous embedding. So, condition (2.11)
implies the result of (ii). It suffices to show (iii) ⇒ (i). If not, then we have
%(p, q) < d
(
1
p
+
1
q
− 1
)
.
There exists an f ∈ Mµp,q,∞ ∩ S \ {0}. So, f̂ ∈ S \ {0}. Take ξ0 ∈ Rd satisfying
|f̂(ξ0)| = maxξ∈Rd |f̂(ξ0)|. We can assume, without loss of generality that ξ0 = 0. For any
0 < ε 1, there exists δ > 0 such that
|f̂(ξ)− f̂(0)| < ε, if ξ ∈ Q(0, δ) = {ξ : |ξ|∞ 6 δ}.
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Let j ∈ Z− and
Λj := {k ∈ Zd : 2j(k + [−1, 1]d) ⊂ Q(0, δ)}.
It follows that
‖f‖
M
[j]
p,q
>
∑
k∈Λj
‖j,kf‖qp
1/q
>
∑
k∈Λj
|f̂(0)|q‖F−1ψj,k‖qp
1/q −
∑
k∈Λj
‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖qp
1/q .
(2.14)
It is easy to see that #Λj ∼ δd2−jd and so,∑
k∈Λj
|f̂(0)|q‖F−1ψj,k‖qp
1/q > c|f̂(0)|δd/q2−jd(1/p+1/q−1). (2.15)
In order to handle the last term in (2.14) is much smaller than that of the right hand side
of (2.15), we divide the proof into the following two cases.
Case 1. p > 2. By Hausdorff-Young’s inequality,
‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖p 6 ‖ψj,k(f̂(ξ)− f̂(0))‖p′ 6 ε2jd/p′‖ψ‖p′ .
It follows that∑
k∈Λj
‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖qp
1/q 6 Cεδd/q2−jd(1/p+1/q−1). (2.16)
Case 2. 1 6 p < 2. We can assume that
|Dαf(ξ)| 6 C, ξ ∈ Q(0, δ).
By Ho¨lder’s inequality and Plancherel’s identity,
‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖p 6 ‖ψj,k(f̂(ξ)− f̂(0))‖2−2/p2 ‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖2/p−11 .
(2.17)
One easily sees that
‖ψj,k(f̂(ξ)− f̂(0))‖2 6 ε2jd/2‖ψ‖2. (2.18)
Using Bernstein’s inequality, we have for L := [d/2] + 1,
‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖1 6 C‖ψj,k(f̂(ξ)− f̂(0))‖1−d/2L2
d∑
`=1
‖∂Lx` [ψj,k(f̂(ξ)− f̂(0))]‖
d/2L
2
6
6 C(ε2jd/2)1−d/2L
d∑
`=1
‖∂Lx` [ψj,k(f̂(ξ)− f̂(0))]‖
d/2L
2 (2.19)
We can assume that j  0 with 2j 6 ε. Using ∂L(fg) = ∑Ll=1C lL∂L−lf∂lg, we have
|∂Lx` [ψj,k(f̂(ξ)− f̂(0))]| 6 Cε2−jLχ2j(k+[−1,1]d)(ξ).
It follows that
‖∂Lx` [ψj,k(f̂(ξ)− f̂(0))]‖2 6 Cε2−jL+jd/2. (2.20)
By (2.19) and (2.20)
‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖1 6 Cε. (2.21)
In view of (2.17) and (2.21),
‖F−1[ψj,k(f̂(ξ)− f̂(0))]‖p 6 Cε2jd/p′ . (2.22)
So, we have (2.16) in the case 1 6 p < 2. Collecting the estimates as in (2.14)–(2.16), we
immediately have for j  0 and ε |f̂(0)|,
2jd(1/p+1/q−1)‖f‖
M
[j]
p,q
> c|f̂(0)|δd/q. (2.23)
Hence, for any %(p, q) < d(1/p+ 1/q − 1), we have
2j%(p,q)‖f‖
M
[j]
p,q
> c|f̂(0)|δd/q2j[%(p,q)−d(1/p+1/q−1)].
Taking j → −∞, we immediately obtain that ‖f‖M%p,q,∞ =∞. A contradiction. 
Recall that in the definition of Mwp,q,r in (1.6), the weight w in (1.5) does not cover the
case wj = 2
d(1/p+1/q−1)j for j 6 0. However, M%p,q,∞ contains Feichtinger’s modulation
spaces M0p,q, we have
Lemma 2.2 Let 1 6 p, q 6∞ and
%(p, q) > d
(
1
p
+
1
q
− 1
)
∨ d
(
1
q
− 1
p
)
∨ 0. (2.24)
Then we have M%p,q,∞ = M0p,q with equivalent norm.
Proof. Using the dilation property in (2.12), we have for j 6 0,
‖f‖
M
[j]
p,q
. 2−j%(p,q)‖f‖M0p,q .
It follows that ‖f‖M%p,q,∞ . ‖f‖M0p,q . Taking notice of M0p,q = M
[0]
p,q, we see that ‖f‖M%p,q,∞ >
‖f‖M0p,q . 
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Figure 1: The region of (1/p, 1/q) for which %(p, q) satisfies (2.25)
Remark 2.3 In view of Lemmas 2.1 and 2.2, M%p,q,∞ has no sense if %(p, q) < d(1/p +
1/q − 1); M%p,q,∞ coincides with M0p,q if %(p, q) > d(1/p + 1/q − 1) ∨ d(1/q − 1/p) ∨ 0. In
the cases
d
(
1
p
+
1
q
− 1
)
6 %(p, q) 6 d
(
1
q
− 1
p
)
∨ 0, (2.25)
M%p,q,∞ seems nontrivial and it is a new class of function spaces. We now introduce a
subspace of M%p,q,∞:
M%p,q,0 =
{
f ∈M%p,q,∞ : lim
j→−∞
2j%(p,q)‖f‖
M
[j]
p,q
= 0
}
. (2.26)
By the definition of M%p,q,∞ and M%p,q,0, we have
Proposition 2.4 Let 1 6 p, q 6 ∞ satisfy (2.25). Then M%p,q,∞ and M%p,q,0 are Banach
spaces and M%p,q,0 ⊂M%p,q,∞ ⊂M0p,q.
By the inequality of the left hand side of (2.12), using an analogous way as in Propo-
sition 2.2, we can show that the norm on M0p,q has another equivalent version:
‖f‖M0p,q ∼ infj60 2
j
(
0∧d
(
1
q
− 1
p
)
∧d
(
1
p
+ 1
q
−1
))
‖f‖
M
[j]
p,q
. (2.27)
At first glance, one may think that we can define
‖f‖ := inf
j60
2jµ(p,q)‖f‖
M
[j]
p,q
. (2.28)
as another generalization of the modulation spaces. Unfortunately, (2.28) is not a norm
and so, we are obligated to define
M µp,q =
f ∈ S ′ : ∃ fj ∈M [j]p,q such that f = ∑
j60
fj ,
∑
j60
2jµ‖fj‖M [j]p,q <∞
 (2.29)
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and the norm on M µp,q is defined as
‖f‖Mµp,q = inf
∑
j60
2jµ‖fj‖M [j]p,q , (2.30)
where the infimum is taken over all of the decompositions of f =
∑
j60 fj ∈M µp,q.
We need to consider the ranges of µ := µ(p, q) into the following three cases.
Case 1. µ(p, q) > d(1/p + 1/q − 1). We claim that every Schwartz function has zero
norm in M µp,q. In fact, for any j0 ∈ N, we take fj0 = f ∈ S and fj = 0 for j 6= j0. It
follows from (2.13) that
‖f‖Mµp,q . 2j0(µ(p,q)−d(1/p+1/q−1))‖〈∇〉sf‖1.
Taking j0 → −∞, we have ‖f‖Mµp,q = 0.
Case 2. If µ(p, q) 6 0∧d(1/p+1/q−1)∧d(1/q−1/p), then we claim thatM µp,q = M0p,q
with equivalent norm. Indeed, from the inequality of the left hand side of (2.12) it follows
that
2µ(p,q)j‖f‖
M
[j]
p,q
& ‖f‖M0p,q , j 6 0.
Hence, we have for and decomposition of f , f =
∑
j60 fj ,∑
j60
2µ(p,q)j‖fj‖M [j]p,q &
∑
j60
‖fj‖M0p,q > ‖f‖M0p,q ,
which implies that ‖f‖Mµp,q & ‖f‖M0p,q . On the other hand, taking f0 = f and fj = 0 for
any j > 1, we see that ∑
j60
2µ(p,q)j‖fj‖M [j]p,q 6 ‖f0‖M0p,q = ‖f‖M0p,q .
Hence, we have ‖f‖Mµp,q 6 ‖f‖M0p,q .
Case 3. The case 0 ∧ d(1/q − 1/p) < µ(p, q) 6 d(1/p + 1/q − 1) seems nontrivial. By
(2.12), we can assume that that
‖f‖
M
[j]
p,q
= 2−jµj(p,q)‖f‖M0p,q (2.31)
for some µj(p, q) ∈ [0∧d(1/q−1/p)∧d(1/q+ 1/p−1), 0∨d(1/q−1/p)∨d(1/q+ 1/p−1)].
At first glance, one may think that M µp,q is only a semi-normed space. Assume that
µ(p, q)− µj(p, q) > η > 0, j < −J. (2.32)
Taking f` = f and fj = 0 for any j 6= `. Then for ` 6 −J ,∑
j60
2µ(p,q)j‖fj‖M [j]p,q 6 2
η`‖f‖M0p,q → 0, `→ −∞.
It follows that ‖f‖Mµp,q = 0. However, we can show that (2.32) never happens and have
the following
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Figure 2: The grey region of (1/p, 1/q) for which %(p, q) satisfies (2.33)
Proposition 2.5 Let 1 6 p, q 6∞ and
0 ∧ d
(
1
q
− 1
p
)
6 µ(p, q) 6 d
(
1
q
+
1
p
− 1
)
. (2.33)
Then M µp,q is a Banach space. Moreover, S is dense in M
µ
p,q if p, q <∞.
Proof. First, we show thatf 6= 0 implies ‖f‖Mµp,q 6= 0. Let j ∈ Z− and
Λj := {k ∈ Zd : 2j(k + [−1/2, 1/2]d) ∩Q(0, 1) 6= ∅}.
There exists k0 ∈ Zd such that k0f 6= 0 and we can assume that k0 = 0. Applying
Bernstein’s and Ho¨lder’s inequalities, we have
‖0f‖∞ 6
∑
k∈Λj
‖j,kf‖∞
6
∑
k∈Λj
2jd/p‖j,kf‖p
. 2jd(1/p+1/q−1)
∑
k∈Λj
‖j,kf‖qp
1/q
. 2jd(1/p+1/q−1)‖f‖
M
[j]
p,q
, (2.34)
where the hidden constant in the right hand side of (2.34) is independent of j 6 0 and
f ∈M [j]p,q. Let f =
∑
j60 fj . It follows from (2.33) and (2.34) that
‖0f‖∞ 6
∑
j60
‖0fj‖∞ .
∑
j60
2jd(1/p+1/q−1)‖fj‖M [j]p,q 6
∑
j60
2jµ‖fj‖M [j]p,q .
So, ‖f‖Mµp,q 6= 0. Hence, M µp,q is a normed space. The completeness of M µp,q will be shown
in the next section, which is a direct consequence of M µp,q as a dual space of M
µ
p,q,0.
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Now we show the density of S in M µp,q. For f =
∑
j60 fj ∈M µp,q, there exists J ∈ N
satisfying ∑
j6−J
2jµ‖fj‖M [j]p,q < ε.
Let us recall that M0p,q = M
[j]
p,q for any j 6 0 and S is dense in in M0p,q. So, one can find
ϕj ∈ S verifying
2jµ‖fj − ϕj‖M [j]p,q < ε/J, j = −J + 1, ..., 0.
Taking ϕj = 0 for j 6 −J and ϕ =
∑
j60 ϕj , we have
‖f − ϕ‖Mµp,q 6
∑
j60
2jµ‖fj − ϕj‖M [j]p,q < 2ε.
Since ε > 0 is arbitrarily small, we get the density of S in M µp,q. 
2.2 Rough case j > 0
Using the dilation property in (2.7), we have for ν = 2−j , j > 0,
2
−j
(
0∨d
(
1
q
− 1
p
)
∨d
(
1
p
+ 1
q
−1
))
‖f‖M0p,q . ‖f‖M [j]p,q . 2
−j
(
0∧d
(
1
q
− 1
p
)
∧d
(
1
p
+ 1
q
−1
))
‖f‖M0p,q . (2.35)
Let % := %(p, q) ∈ R. Let M˜%p,q,∞ stand for the space of all tempered distribution f ∈ S ′
for which the following norm is finite:
‖f‖M˜%p,q,∞ = sup
j>0
2j%(p,q)‖f‖
M
[j]
p,q
. (2.36)
Lemma 2.6 Let 1 6 p, q 6∞. Then the following are equivalent:
(i) %(p, q) 6 0.
(ii) S ⊂ M˜%p,q,∞.
(iii) M˜%p,q,∞ contains a nonzero Schwartz function.
Proof. In view of (cf. [2])
‖f‖
M
[j]
p,q
. ‖〈∇〉sf‖p, j > 0, s > d/q, (2.37)
we see that S ⊂ M˜%p,q,∞ if %(p, q) 6 0. So, it sufices to show that (iii)⇒ (i). Let f ∈ S .
Let σ(ξ) = 1 for |ξ|∞ 6 1 and suppσ ⊂ [−2, 2]d, σj = σ(2−j ·). Then we have
‖f‖
M
[j]
p,q
& ‖σj(D)f‖p > ‖f‖p − ‖(I − σj(D))f‖p > 1
2
‖f‖p
if j is sufficiently large. It follows that
sup
j>0
2j%‖f‖
M
[j]
p,q
=∞
for any % > 0. 
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Figure 3: The grey region of (1/p, 1/q) for which %(p, q) satisfies (2.39)
Lemma 2.7 Let 1 6 p, q 6∞ and
%(p, q) 6 d
(
1
p
+
1
q
− 1
)
∧ d
(
1
q
− 1
p
)
∧ 0. (2.38)
Then we have M˜%p,q,∞ = M0p,q with equivalent norm.
Proof. Using the dilation property in (2.35), we have for j > 0,
2j%(p,q)‖f‖
M
[j]
p,q
. ‖f‖M0p,q .
It follows that ‖f‖M˜%p,q,∞ . ‖f‖M0p,q . Obviously, ‖f‖M˜%p,q,∞ > ‖f‖M0p,q . 
Hence, In view of Lemmas 2.6 and 2.7, the nontrivial case is
d
(
1
p
+
1
q
− 1
)
∧ d
(
1
q
− 1
p
)
6 %(p, q) 6 0. (2.39)
We now introduce a subspace of M˜%p,q,∞:
M˜%p,q,0 =
{
f ∈ M˜%p,q,∞ : lim
j→+∞
2j%(p,q)‖f‖
M
[j]
p,q
= 0
}
. (2.40)
By the definition of M˜%p,q,∞ and M˜%p,q,0, we have
Proposition 2.8 Let 1 6 p, q 6 ∞ and %(p, q) satisfies (2.39). Then M˜%p,q,∞ and M˜%p,q,0
are Banach spaces and M˜%p,q,0 ⊂ M˜%p,q,∞ ⊂M0p,q.
By the first inequality in (2.35), using a similar way as in Lemma 2.7, we can show
that the norm on M0p,q has another equivalent version:
‖f‖M0p,q ∼ infj>0 2
j
(
0∨d
(
1
q
− 1
p
)
∨d
(
1
p
+ 1
q
−1
))
‖f‖
M
[j]
p,q
. (2.41)
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Since (2.41) is not a norm, we need to define
M˜ µp,q =
f ∈ S ′ : ∃ fj ∈M [j]p,q such that f = ∑
j>0
fj ,
∑
j>0
2jµ‖fj‖M [j]p,q <∞
 (2.42)
and the norm on M˜ µp,q is defined as
‖f‖M˜µp,q = inf
∑
j>0
2jµ‖fj‖M [j]p,q , (2.43)
where the infimum is taken over all of the possible decompositions of f =
∑
j>0 fj ∈ M˜ µp,q.
Case 1. µ(p, q) < 0. We claim that every Schwartz function has zero norm in M µp,q. In
fact, for any i ∈ N, we take fi = f ∈ S and fj = 0 for j 6= i. It follows from (2.37) that
‖f‖Mµp,q . 2iµ(p,q)‖〈∇〉sf‖p, s > d/q.
Taking i→∞, we have ‖f‖Mµp,q = 0.
Case 2. If µ(p, q) > 0∨d(1/p+1/q−1)∨d(1/q−1/p), then we claim that M˜ µp,q = M0p,q
with equivalent norm. Indeed, from the inequality of the left hand side of (2.35) it follows
that
2µ(p,q)j‖f‖
M
[j]
p,q
& ‖f‖M0p,q , j > 0.
Hence, we have for any possible decomposition of f , f =
∑
j60 fj ,∑
j>0
2µ(p,q)j‖fj‖M [j]p,q &
∑
j>0
‖fj‖M0p,q > ‖f‖M0p,q ,
which implies that ‖f‖M˜µp,q & ‖f‖M0p,q . On the other hand, taking f0 = f and fj = 0 for
any j > 1, we see that ∑
j>0
2µ(p,q)j‖fj‖M [j]p,q 6 ‖f0‖M0p,q = ‖f‖M0p,q .
Hence, we have ‖f‖M˜µp,q 6 ‖f‖M0p,q .
Case 3. The case 0 6 µ(p, q) 6 d(1/q − 1/p) ∨ d(1/p+ 1/q − 1) seems nontrivial. We
can show that
Proposition 2.9 Let 1 6 p, q 6∞ and
0 6 µ(p, q) 6 d
(
1
q
− 1
p
)
∨ d
(
1
q
+
1
p
− 1
)
. (2.44)
Then M˜ µp,q is a Banach space. Moreover, S is dense in M˜
µ
p,q if p, q <∞.
Proof. First, There exists k0 ∈ Zd such that k0f 6= 0 and we can assume that k0 = 0.
We have for any j > 0,
‖0f‖∞ .
∑
|`|∞.1
‖j,`f‖∞. (2.45)
So, ‖f‖M˜µp,q 6= 0. Hence, M
µ
p,q is a normed space. The completeness of M
µ
p,q will be shown
in the next section. The density of S in M˜ µp,q follows the proof of Proposition 2.5. 
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Figure 4: The grey region of (1/p, 1/q) for which %(p, q) satisfies (2.44)
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Figure 5: The grey region of (1/p, 1/q): %(p, q) satisfies (2.47)
2.3 Full case j ∈ Z
Let % := %(p, q) ∈ R. We denote by M˙%p,q,∞ the space consisting of all tempered distribution
f ∈ S ′ for which the following norm is finite:
‖f‖M˙%p,q,∞ = sup
j∈Z
2j%(p,q)‖f‖
M
[j]
p,q
. (2.46)
By (2.25) and (2.39), to guarantee (2.46) is nontrivial, we need to assume that the following
condition holds:
d
(
1
p
+
1
q
− 1
)
6 %(p, q) 6 0. (2.47)
Also, we denote by M˙%p,q,0 the subspace of M˙
%
p,q,∞ for which the functions f ∈ M˙%p,q,∞
satisfy the following condition:
lim
j→±∞
2j%(p,q)‖f‖
M
[j]
p,q
= 0. (2.48)
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Figure 6: The grey region of (1/p, 1/q) for which %(p, q) satisfies (2.49)
Combining M µp,q and M˜
µ
p,q, we assume that µ := µ(p, q) satisfies
0 6 µ(p, q) 6 d
(
1
q
+
1
p
− 1
)
(2.49)
and introduce the following
˙M µp,q =
f ∈ S ′ : ∃ fj ∈M [j]p,q such that f = ∑
j∈Z
fj ,
∑
j∈Z
2jµ‖fj‖M [j]p,q <∞
 (2.50)
and the norm on ˙M µp,q is defined as
‖f‖M˙µp,q = inf
∑
j∈Z
2jµ‖fj‖M [j]p,q , (2.51)
where the infimum is taken over all of the possible decompositions of f =
∑
j∈Z fj ∈ ˙M µp,q.
Proposition 2.10 Let 1 6 p, q 6∞, %(p, q) satisfies condition (2.47). Then M˙%p,q,∞ and
M˙%p,q,0 are Banach spaces.
Proposition 2.11 Let 1 6 p, q 6 ∞, µ(p, q) satisfies condition (2.49). Then ˙M µp,q is a
Banach space. Moreover, S is dense in ˙M µp,q if p, q <∞.
3 The duality between M µp,q and M
−µ
p′,q′,∞
Our main goal of this section is to show the duality between M µp,q and M
−µ
p′,q′,∞. It is easy
to see that (2.33) is equivalent to
0 ∨ d
(
1
q′
− 1
p′
)
> −µ(p, q) > d
(
1
q′
+
1
p′
− 1
)
. (3.1)
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Proposition 3.1 Let 1 6 p, q < ∞. Assume that µ(p, q) satisfies (2.33). Then we have
(M µp,q)∗ = M−µp′,q′,∞ with equivalent norm.
Proof. First, we show that (M µp,q)∗ ⊃M−µp′,q′,∞. Let g ∈M−µp′,q′,∞ and f =
∑
j60 fj ∈M µp,q.
By
∑
k∈Zd j,k = I, we have
〈g, f〉 =
∑
j60
〈g, fj〉 =
∑
j60
∑
k∈Zd
〈g,j,kfj〉. (3.2)
Using the almost orthogonal property of j,k, and then applying Ho¨lder’s inequality, we
see that ∣∣∣∣∣∣
∑
k∈Zd
〈g,j,kfj〉
∣∣∣∣∣∣ 6
∑
k∈Zd
∑
|`|∞61
|〈j,k+`g,j,kfj〉|
6
∑
k∈Zd
∑
|`|∞61
‖j,k+`g‖p′‖j,kfj‖p
. ‖g‖
M
[j]
p′,q′
‖fj‖M [j]p,q . (3.3)
Hence,
|〈g, f〉| .
∑
j60
‖g‖
M
[j]
p′,q′
‖fj‖M [j]p,q 6 ‖g‖M−µp′,q′,∞
∑
j60
2jµ(p,q)‖fj‖M [j]p,q . (3.4)
Taking the infimum over all of the decompositions of f , we see that
|〈g, f〉| . ‖g‖M−µ
p′,q′,∞
‖f‖Mµp,q . (3.5)
It follows that g ∈ (M µp,q)∗ and ‖g‖(Mµp,q)∗ . ‖g‖M−µ
p′,q′,∞
.
Conversely, for any g ∈ (M µp,q)∗, we have
|〈g, f〉| 6 ‖g‖(Mµp,q)∗‖f‖Mµp,q
6 ‖g‖(Mµp,q)∗
∑
j60
2jµ(p,q)‖fj‖M [j]p,q (3.6)
for all f =
∑
j60 fj ∈M µp,q. Taking fj = f and f` = 0 for any ` 6= j, we immediately have
|〈g, f〉| 6 2jµ(p,q)‖g‖(Mµp,q)∗‖f‖M [j]p,q (3.7)
Using the duality (M
[j]
p,q)∗ = M
[j]
p′,q′ (see Appendix), we have
2−jµ(p,q)‖g‖
M
[j]
p′,q′
. ‖g‖(Mµp,q)∗ . (3.8)
Hence, we have g ∈M−µp′,q′,∞ and ‖g‖M−µ
p′,q′,∞
. ‖g‖(Mµp,q)∗ .
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Proposition 3.2 Let 1 6 p, q <∞ and %(p, q) satisfy (2.25). Then we have (M%p,q,0)∗ =
M−%p′,q′.
Proof. By the dual argument as in (3.3) and (3.4), we see that M−%p′,q′ ⊂ (M%p,q,0)∗ and
‖g‖(M%p,q,0)∗ . ‖g‖M−%p′,q′ , ∀g ∈M
−%
p′,q′ .
Conversely, let us write `∞,%0 (Z−; `q(Zd, Lp(Rd))) as the space of all function sequences
f := {fj,k} satisfying
‖f‖`∞,%0 (Z−;`q(Zd,Lp(Rd))) = supj60 2
j%
∑
k∈Zd
‖fj,k‖qLp(Rd)
1/q <∞
and
lim
j→−∞
∑
k∈Zd
‖fj,k‖qLp(Rd)
1/q = 0.
One can treat M%p,q,0 as a subspace of `
∞,%
0 (Z−; `q(Zd, Lp(Rd))) via the isometric mapping:
Γ : M%p,q,0 3 f 7→ {j,kf}j60,k∈Zd ∈ `∞,s0 (Z−; `q(Zd, Lp(Rd))).
So, g ∈ (M%p,q,0)∗ can be regarded as a continuous functional on
X0 = {{j,kf}j60,k∈Zd : f ∈M%p,q,0}.
By Hahn-Banach’s Theorem, g can be extended onto `∞,%0 (Z−; `q(Zd, Lp(Rd))) and the ex-
tension is written as g˜, i.e., g ∈ (`∞,%0 (Z−; `q(Zd, Lp(Rd))))∗ = `1,−%0 (Z−; `q
′
(Zd, Lp′(Rd))),
where g˜ = {gj,k}j60,k∈Zd is equipped with the norm
‖g˜‖
`1,−%0 (Z−;`q
′ (Zd,Lp′ (Rd))) =
∑
j60
2−j%
∑
k∈Zd
‖gj,k‖q
′
Lp′ (Rd)
1/q′ ,
and ‖g‖(M%p,q,0)∗ = ‖g˜‖`1,−%0 (Z−;`q′ (Zd,Lp′ (Rd))). Moreover,
〈g˜, {fj,k}〉 =
∑
j60
∑
k∈Zd
∫
Rd
fj,k(x)gj,k(x)dx.
So, if we restrict g˜ on X0, we have for any f ∈M%p,q,0,
〈g, f〉 = 〈g˜, {j,kf}〉 =
∑
j60
∑
k∈Zd
∫
Rd
j,kf(x)gj,k(x)dx.
It follows that for any f ∈ S ,
〈g, f〉 =
∑
j60
〈
∑
k∈Zd
j,kgj,k, f〉. (3.9)
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Let us write gj =
∑
k∈Zd j,kgj,k, we see that g =
∑
j60 gj and
‖gj‖M [j]
p′,q′
6
∑
k∈Zd
‖gj,k‖q
′
Lp′ (Rd)
1/q′ ,
which implies that∑
j60
2−j%‖gj‖M [j]
p′,q′
6 ‖g˜‖
`1,−%0 (Z−;`q
′ (Zd,Lp′ (Rd))) = ‖g‖(M%p,q,0)∗ .
Hence, g ∈M−%p′,q′ and ‖g‖M−%
p′,q′
. ‖g‖(M%p,q,0)∗ . 
Following the arguments as above, we can show the following results and the proofs
will be omitted.
Proposition 3.3 Let 1 6 p, q < ∞. Assume that µ(p, q) satisfies (2.44). Then we have
(M˜ µp,q)∗ = M˜−µp′,q′,∞ with equivalent norms.
Proposition 3.4 Let 1 6 p, q < ∞. Assume that µ(p, q) satisfies (2.49). Then we have
( ˙M µp,q)∗ = M˙−µp′,q′,∞ with equivalent norms.
Proposition 3.5 Let 1 6 p, q <∞ and %(p, q) satisfy (2.39). Then we have (M˜%p,q,0)∗ =
M˜−%p′,q′ with equivalent norms.
Proposition 3.6 Let 1 6 p, q <∞ and %(p, q) satisfy (2.47). Then we have (M˙%p,q,0)∗ =
˙M−%p′,q′ with equivalent norms.
4 Generalizations of M µp,q and M
%
p,q,∞
We consider the generalization of M µp,q and introduce the following
M µp,q,r =
f ∈ S ′ : ∃ fj ∈M [j]p,q such that f = ∑
j60
fj ,
∑
j60
2jrµ‖fj‖r
M
[j]
p,q
<∞
 (4.1)
and the norm on M µp,q,r is defined as
‖f‖Mµp,q,r = inf
∑
j60
2jrµ‖fj‖r
M
[j]
p,q
1/r , (4.2)
where the infimum is taken over all of the decompositions of f =
∑
j60 fj ∈M µp,q,r. It is
easy to see that M µp,q = M
µ
p,q,1. Following Be´nyi and Oh’s [2], we define
‖f‖M%p,q,r =
∑
j60
2jr%‖f‖r
M
[j]
p,q
1/r . (4.3)
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Proposition 4.1 Let 1 6 r <∞, 1 6 p, q 6∞. Assume that µ(p, q) satisfies
0 ∧ d
(
1
q
− 1
p
)
< µ(p, q) < d
(
1
q
+
1
p
− 1
)
. (4.4)
Then we have for any p˜ > p with µ(p, q) < d(1/p+ 1/q − 1/p˜− 1),
M0p,q ⊂M µp,q,r ⊂M0p˜,q. (4.5)
Moreover, (4.5) also hold for µ(p, q) = d(1/p+ 1/q − 1/p˜− 1) if r = 1.
Proposition 4.1 indicates the relations between M µp,q,r and M0p,q. In particular, (4.5)
implies that the following embeddings hold:
M0p,q ⊂M µp,q,r ⊂M0∞,q. (4.6)
Proof of Proposition 4.1. Denote
Λj,k = {` ∈ Zd : 2j(`+ [−1/2, 1/2]d) ∩ (k + [−1, 1]d) 6= ∅}.
It follows from Bernstein’s inequality that
‖kg‖p˜ 6
∑
`∈Λj,k
‖j,`g‖p˜ . 2jd(1/p−1/p˜)
∑
`∈Λj,k
‖j,kf‖p.
By Ho¨lder’s inequality, we have
‖kg‖p˜ . 2jd(1/p+1/q−1/p˜−1)
 ∑
`∈Λj,k
‖j,kg‖qp
1/q .
Taking the `q norm in both sides of the above inequality, we have
‖g‖M0p˜,q . 2
jd(1/p+1/q−1/p˜−1)
∑
k∈Zd
∑
`∈Λj,k
‖j,kg‖qp
1/q
Since Λj,k ∩ Λj,k+l 6= ∅ implies that |`|∞ . 1, we have
‖g‖M0p˜,q . 2
jd(1/p+1/q−1/p˜−1)‖g‖
M
[j]
p,q
. (4.7)
We emphasize that the above estimates uniformly hold for all j 6 0. For any f =∑
j60 fj ∈M µp,q,r, using Ho¨lder’s inequality, we have from (4.7) that
‖f‖M0p˜,q 6
∑
j60
‖fj‖M0p˜,q
.
∑
j60
2jd(1/p+1/q−1/p˜−1)‖fj‖M [j]p,q
19
.
∥∥∥2jµ(p,q)‖fj‖M [j]p,q∥∥∥`rj , (4.8)
where we used the fact that d(1/p + 1/q − 1/p˜ − 1) − µ(p, q) > 0 and (4.8) also hold
for r = 1 if d(1/p + 1/q − 1/p˜ − 1) = µ(p, q). Taking the infimum on all of the possible
decomposition of f ∈M µp,q,r in (4.8), we have
‖f‖M0p˜,q . ‖f‖Mµp,q,r .
Hence, M µp,q,r ⊂ M0p˜,q. The embedding M0p,q ⊂ M µp,q,r is obtained by considering the
decomposition of f = f + 0 + ...+ 0 + ... . 
Proposition 4.2 Let 1 6 p, q 6 ∞, 1 < r < ∞. Assume that % := %(p, q) and µ :=
µ(p, q) satisfy (2.25) and (2.33), respectively. Then M%p,q,r and M
µ
p,q,r are Banach spaces.
Moreover, S is dense in M%p,q,r and M
µ
p,q,r if p, q <∞.
Proof. Following the same way as in the proofs of Propositions 2.4 and 2.5, we have the
results, as desired. 
Proposition 4.3 Let 1 < p, q, r <∞. Assume that µ(p, q) satisfies (2.33). Then we have
(M µp,q,r)∗ = M−µp′,q′,r′ and (M
−µ
p′,q′,r′)
∗ = M µp,q,r with equivalent norm.
Sketch Proof. For any g ∈M−µp′,q′,r′ and f =
∑
j60 fj ∈M µp,q,r, in view of (3.2),(3.3) and
Ho¨lder’s inequality,
|〈g, f〉| .
∑
j60
‖g‖
M
[j]
p′,q′
‖fj‖M [j]p,q 6 ‖g‖M−µp′,q′,r′
∥∥∥2jµ(p,q)‖fj‖M [j]p,q∥∥∥`rj . (4.9)
Taking the infimum on all of the possible decomposition of f ∈ M µp,q,r, by (4.9) we have
M−µp′,q′,r′ ⊂ (M µp,q,r)∗. On the other hand, for any g ∈ (M µp,q,r)∗, we have
|〈g, f〉| 6 ‖g‖(Mµp,q,r)∗
∥∥∥2jµ(p,q)‖fj‖M [j]p,q∥∥∥`rj (4.10)
for all f =
∑
j60 fj ∈M µp,q,r. By Proposition 4.1, we see that (M µp,q,r)∗ ⊂M0p′q′ . We have
for any ϕ =
∑
−J6j60 ϕj , ϕj ∈ S ,∣∣∣∣∣∣
0∑
j=−J
〈g, ϕj〉
∣∣∣∣∣∣ 6 ‖g‖(Mµp,q,r)∗
 0∑
j=−J
2jrµ(p,q)‖ϕj‖r
M
[j]
p,q
1/r . (4.11)
Since S is dense in M
[j]
p,q, by duality we have, 0∑
j=−J
2−jr
′µ(p,q) ‖g‖r′
M
[j]
p′,q′
1/r′ 6 ‖g‖(Mµp,q,r)∗ . (4.12)
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Letting J →∞ in (4.12), we immediately have
‖g‖M−µ
p′,q′,r′
6 ‖g‖(Mµp,q,r)∗ .
The result follows. 
Following the arguments as above, we can show the following results and the proofs
will be omitted.
Proposition 4.4 Let 1 < p, q, r <∞. Assume that µ(p, q) satisfies (2.44). Then we have
(M˜ µp,q,r)∗ = M˜−µp′,q′,r′ with equivalent norms.
Proposition 4.5 Let 1 < p, q, r <∞. Assume that µ(p, q) satisfies (2.49). Then we have
( ˙M µp,q,r)∗ = M˙−µp′,q′,r with equivalent norms.
Proposition 4.6 Let 1 < p, q, r <∞ and %(p, q) satisfy (2.39). Then we have (M˜%p,q,r)∗ =
M˜−%p′,q′,r′ with equivalent norms.
Proposition 4.7 Let 1 < p, q <∞ and %(p, q) satisfy (2.47). Then we have (M˙%p,q,r)∗ =
˙M−%p′,q′,r′ with equivalent norms.
5 Scalings
Let us start with a useful equivalent norm in M µp,q,r and M
ρ
p,q,r. Denote
‖f‖c
M
[j]
p,q
=
∥∥∥‖F−1ψ(2−jc · −k)fˆ‖p∥∥∥
`q
. (5.1)
For any c > 0, it is easy to see that suppψ(2−jc · −k) overlaps at most finite many
suppψj,l and vice versa. From Bernstein’s multiplier estimate, we see that ‖ · ‖c
M
[j]
p,q
and
‖ · ‖
M
[j]
p,q
are equivalent norms and
c0‖f‖M [j]p,q 6 ‖f‖
c
M
[j]
p,q
6 C1‖f‖M [j]p,q (5.2)
holds for all f ∈ M [j]p,q, c0 and C1 are independent of j ∈ Z and c ∈ [1, 2]. So, we
immediately have
Lemma 5.1 Let c > 0. Then
‖f‖cM%p,q,r =
∥∥∥∥2j%‖f‖cM [j]p,q
∥∥∥∥
`rj
(5.3)
is an equivalent norm on M%p,q,r. The same result holds on M
µ
p,q,r if one replaces ‖ · ‖M [j]p,q
with ‖ · ‖c
M
[j]
p,q
in the definition of M µp,q,r.
We have the following scaling property of M%p,q,r.
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Proposition 5.2 Let 1 6 p, q 6 ∞, 1 < r 6 ∞ and % satisfy (2.25). Then we have for
any λ > 1,
‖fλ‖M%p,q,r 6 Cλ%−d/p‖f‖M%p,q,r ,
where C > 1 is independent of λ > 1.
Proof. Let λ = 2−j0c with j0 ∈ −Z− and c ∈ [1, 2). Similar to (2.5),
‖fλ‖M [j]p,q = λ
−d/p
∑
k∈Zd
‖F−1ψ(λ2−jξ − k)Ff‖qp
1/q . (5.4)
Hence, in view of (5.2),∥∥∥2j%‖fλ‖M [j]p,q∥∥∥`rj60 = λ−d/p2−j0%
∥∥∥∥2j%‖f‖cM [j]p,q
∥∥∥∥
`rj6j0
6 Cλ%−d/p‖f‖M%p,q,r . (5.5)
The result follows. 
The next two results can be obtained by following the same way as that of Proposition
5.2 and we omit the details of their proofs.
Proposition 5.3 Let 1 6 p, q 6 ∞, 1 < r 6 ∞ and % satisfy (2.39). Then we have for
any λ 6 1,
‖fλ‖M˜%p,q,r 6 Cλ%−d/p‖f‖M˜%p,q,r ,
where C > 1 is independent of λ 6 1.
Proposition 5.4 Let 1 6 p, q 6 ∞, 1 < r 6 ∞ and % satisfy (2.39). Then we have for
any λ > 0,
‖fλ‖M˙%p,q,r ∼ λ%−d/p‖f‖M˙%p,q,r ,
where C > 1 is independent of λ > 0.
By the duality, we have
Proposition 5.5 Let 1 6 p, q <∞, 1 6 r <∞ and µ := µ(p, q) satisfy (2.49). Then we
have for any λ > 0,
‖fλ‖M˙µp,q,r . λ
µ−d/p‖f‖M˙µp,q,r ,
where C > 1 is independent of λ > 0.
Proof. Notice that condition (2.49) implies that
0 > −µ > d
(
1
q′
+
1
p′
− 1
)
.
22
By duality, we have some ϕ,
|〈fλ, ϕ〉| = λ−d|〈f, ϕλ−1〉| . λ−d‖f‖M˙µp,q,r‖ϕλ−1‖M˙−µp′,q′,r′ .
By Proposition 5.4,
‖ϕλ−1‖M˙−µ
p′,q′,r′
∼ λµ+d/p′‖ϕ‖M˙−µ
p′,q′,r′
.
Combining the above two estimates, by duality we have the result, as desired. 
6 Algebraic property of M µp,q,r
In this section we consider an algebraic structure of M µp,q,r, which is of importance in the
study of nonlinear PDE.
Lemma 6.1 Let 1 6 p, q 6∞, i 6 j 6 0. Denote
µ0(p, q) = 0 ∧ d
(
1
q
− 1
p
)
∧ d
(
1
q
+
1
p
− 1
)
.
Then we have
‖f‖
M
[j]
p,q
. 2−(j−i)µ0(p,q)‖f‖
M
[i]
p,q
for all g ∈M [i]p,q.
Proof. In view of (2.8), we have for λ = 2−j , τ = 2−i,
‖f‖
M
[j]
p,q
= λd/p‖fλ‖M0p,q , ‖f‖M [i]p,q = τ
d/p‖fτ‖M0p,q .
Moreover, by the first inequality in the dilation property (2.6),
‖fτ‖M0p,q = ‖(fλ)2j−i‖M0p,q & 2−d(j−i)/p2(j−i)µ0(p,q)‖fλ‖M0p,q .
Combining the above estimates, we have the result, as desired. 
Proposition 6.2 Let 1 6 p, r < ∞. Assume that 0 6 µ < d/p for r ∈ (1,∞); 0 6 µ 6
d/p for r = 1. Then M µp,1,r is a Banach algebra.
Proof. Let f, g ∈M µp,1,r with f =
∑
j60 fj and g =
∑
i60 gi. Further, we can assume
that ∑
j60
2jµr‖fj‖r
M
[j]
p,1
1/r 6 2‖f‖Mµp,1,r ,
(∑
i60
2iµr‖gi‖r
M
[i]
p,1
)1/r
6 2‖g‖Mµp,1,r .
We have
fg =
∑
j60
∑
i6j
fjgi +
∑
i60
∑
j<i
fjgi :=
∑
j60
Fj +
∑
i60
Gi. (6.1)
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It follows that
‖fg‖Mµp,1,r 6
∑
j60
2jµr‖Fj‖r
M
[j]
p,1
1/r +(∑
i60
2iµr‖Gi‖r
M
[i]
p,1
)1/r
. (6.2)
One needs to estimate ‖Fj‖M [j]p,1 . We have
‖Fj‖M [j]p,1 6
∑
i6j
‖fjgi‖M [j]p,1 . (6.3)
For any i 6 j 6 0, we have
‖fjgi‖M [j]p,1 =
∑
k∈Zd
‖j,k(fjgi)‖p. (6.4)
Applying the almost orthogonality of j,k, we have
‖j,k(fjgi)‖p 6
∑
|`|∞62
∑
k1∈Zd
‖j,k(j,k1fj j,k−k1−`gi)‖p. (6.5)
Since ψj,k is a multiplier in L
p, we see that
‖j,k(fjgi)‖p 6
∑
|`|∞62
∑
k1∈Zd
‖j,k1fj j,k−k1−`gi‖p
6
∑
|`|∞62
∑
k1∈Zd
‖j,k1fj‖p‖j,k−k1−`gi‖∞. (6.6)
By Young’s inequality, it follows from (6.4) and (6.6) that
‖fjgi‖M [j]p,1 . ‖fj‖M [j]p,1‖gi‖M [j]∞,1 . (6.7)
In view of Lemma 6.1 and Bernstein’s inequality,
‖gi‖M [j]∞,1 . ‖gi‖M [i]∞,1 . 2
id/p‖gi‖M [i]p,1 . (6.8)
Hence, we have
‖fjgi‖M [j]p,1 . 2
id/p‖fj‖M [j]p,1‖gi‖M [i]p,1 . (6.9)
It follows from (6.9) that
‖Fj‖M [j]p,q .
∑
i6j
‖fj‖M [j]p,12
id/p‖gi‖M [i]p,1 . (6.10)
Hence, ∑
j60
2jµr‖Fj‖r
M
[j]
p,q
1/r .
∑
j60
2jµr‖fj‖r
M
[j]
p,1
1/r∑
i60
2id/p‖gi‖M [i]p,1
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. ‖f‖Mµp,1,r‖g‖M d/p−εp,1,r (6.11)
holds for any 0 < ε  1. By the embedding M µp,1,r ⊂M d/p−εp,1,r (µ 6 d/p − ε) and (6.11),
we immediately have the result. In the case r = 1, by the first inequality of (6.11), we can
obtain the desired estimate. 
Since the decomposition to the frequency space in M˜ µp,1,r is much rougher than that
in M µp,1,r, it is harder to be an algebra for M˜
µ
p,1,r than M
µ
p,1,r. Indeed, we have
Proposition 6.3 Let 1 6 p < ∞. Assume that µ ∈ [d/p,max(d/p, d/p′)] for r = 1; and
p > p′, d/p < µ 6 d/p′ for r ∈ (1,∞). Then M˜ µp,1,r is a Banach algebra.
Sketch Proof. The proof is basically similar to that of Proposition 6.2. Let f, g ∈ M˜ µp,1,r
with f =
∑
j>0 fj and g =
∑
i>0 gi. Further, we can assume that∑
j>0
2jµr‖fj‖r
M
[j]
p,1
1/r 6 2‖f‖M˜µp,1,r ,
(∑
i>0
2iµr‖gi‖r
M
[i]
p,1
)1/r
6 2‖g‖M˜µp,1,r .
We have
fg =
∑
j>0
∑
i6j
fjgi +
∑
i>0
∑
j<i
fjgi :=
∑
j>0
Fj +
∑
i>0
Gi. (6.12)
Then we can repeat the procedures as in (6.3)–(6.10) to obtain that
‖Fj‖M [j]p,q . ‖fj‖M [j]p,1
∑
06i6j
2id/p‖gi‖M [i]p,1 . (6.13)
By (6.13) we can get the result, as desired. 
Proposition 6.4 Let 1 6 p <∞. Then ˙M d/pp,1,1 is a Banach algebra.
Sketch Proof. Let f, g ∈ ˙M d/pp,1,1 with f =
∑
j∈Z fj and g =
∑
i∈Z gi. Further, we can
assume that ∑
j∈Z
2jd/p‖fj‖M [j]p,1 6 2‖f‖M˙ d/pp,1,1 ,
∑
i∈Z
2id/p‖gi‖M [i]p,1 6 2‖g‖M˙ d/pp,1,1 .
We have
fg =
∑
j>0
∑
i>0
fjgi +
∑
j60
∑
i60
fjgi +
∑
j>0
∑
i<0
fjgi +
∑
j60
∑
i>0
fjgi = I + II + III + IV. (6.14)
Using the same ways as in the proofs of Propositions 6.2 and 6.3, we can obtain that
‖I‖
M˙
d/p
p,1,1
+ ‖II‖
M˙
d/p
p,1,1
. ‖f‖
M˙
d/p
p,1,1
‖g‖
M˙
d/p
p,1,1
(6.15)
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The estimates of ‖III‖
M˙
d/p
p,1,1
and ‖IV ‖
M˙
d/p
p,1,1
are similar. It suffices to consider the es-
timates of ‖IV ‖
M˙
d/p
p,1,1
. Taking Hi = 0 for i 6 0, and Hi = gi
∑
j60 fj for i > 0, we
have
IV =
∑
i∈Z
Hi =
∑
i>0
Hi. (6.16)
Using the same way as in (6.3)–(6.10), one obtains that for i > 0
‖Hi‖M [i]p,1 . ‖gi‖M [i]p,1
∑
j60
‖fj‖M [i]∞,1 . ‖gi‖M [i]p,1
∑
j60
2jd/p‖fj‖M [j]p,1 . (6.17)
It follows from (6.17) that
‖IV ‖
M˙
d/p
p,1,1
6
∑
i>0
2jd/p‖Hi‖M [i]p,1 .
∑
i>0
2id/p‖gi‖M [i]p,1
∑
j60
2jd/p‖fj‖M [j]p,1 . (6.18)
We obtain the result, as desired. 
7 Local wellposedness of NLS in M µp,1,r
We consider the Cauchy problem for a NLS
iut + ∆u− F (u) = 0, u(0, x) = u0(x), (7.1)
where F (u) = λ|u|2κu, κ ∈ N; or F (u) = (eλ|u|2 − 1)u, λ ∈ R. Recall that NLS has the
following equivalent form:
u(t) = S(t)u0 + iA F (u), (7.2)
where we denote
S(t) = eit∆, A =
∫ t
0
S(t− τ) · dτ. (7.3)
We have a local well-posed result for NLS in M µp,1,r.
Theorem 7.1 Let 1 6 p, r < ∞. Assume that µ ∈ [0, d/p) for r > 1; µ ∈ [0, d/p] for
r = 1. Then NLS (7.2) is local well-posed in M µp,1,r. More precisely, for any u0 ∈M µp,1,r,
there exists a Tm > 0 such that (7.2) has a unique solution u ∈ C([0, Tm);M µp,1,r) with
lim sup
t→Tm
‖u(t)‖Mµp,1,r =∞.
By the embedding (4.6), we see that M0p,1 ⊂ M d/pp,1 ⊂ M0∞,1. Moreover, we have
M
d/p
p,1 * M0p˜,1 for any 1 6 p˜ < ∞. It follows that M d/pp,1 * Lp˜ for all 1 6 p˜ < ∞. Let
kj = (j, 0, ..., 0) ∈ Zd, f ∈ S with supp ϕ̂ ⊂ [−1/8, 1/8]d and
f =
∑
j6−10
1
j ln2 |j|e
ixkjϕ(2jx). (7.4)
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Then we have f ∈M d/pp,1 \M0p˜,1. Indeed, let us observe that
f̂(ξ) =
∑
j6−10
2−jd
j ln2 |j| ϕ̂(2
−j(ξ − kj)) (7.5)
and kjf = F−1ψ(· − kj)f̂ . Since ψ(ξ) = 1 for |ξ|∞ 6 1/4 and supp ψ ⊂ [−3/4, 3/4]d, we
have
̂kjf(ξ) =
2−jd
j ln2 |j| ϕ̂(2
−j(ξ − kj)). (7.6)
So, we have
‖f‖M0p˜,1 > ‖kjf‖p˜ =
2−jd/p˜
|j| ln2 |j|‖ϕ‖p˜. (7.7)
It follows that ‖f‖M0p˜,1 =∞. On the other hand, let fj = 0 for j = 0,−1, ...,−9 and
fj =
1
j ln2 |j|e
ixkjϕ(2jx), j 6 −10.
It follows that f =
∑
j60 fj and
‖f‖
M
d/p
p,1,1
6
∑
j610
2jd/p‖fj‖M [j]p,1 . (7.8)
Let us observe that
j,2−jkjfj = fj , j,kfj = 0 if k 6= 2−jkj .
Hence, we have
‖fj‖M [j]p,1 .
2−jd/p
|j| ln2 |j| .
Then we obtain that
‖f‖
M
d/p
p,1
.
∑
j610
1
|j| ln2 |j| <∞. (7.9)
Recall that the critical space of NLS for F (u) = λ|u|2κu is Hd/2−1/κ or Ldκ. By the
above argument, we see that the initial data like (7.4) is a class of supercritical data for
the local well-posedness of NLS.
7.1 Boundedness of S(t) in M µp,q,r
The boundedness of S(t) in M%p,q,r was obtained by Benyi and Oh [2]. Using their result,
we can show that S(t) is also bound in M µp,q,r and the following is a different approach
from [2]. By Young’s inequality, we have
‖j,kS(t)u0‖p 6 ‖F−1(ψj,keit|ξ|2)‖1‖u0‖p. (7.10)
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Using Bernstein’s multiplier estimate, we have
‖j,kS(t)u0‖p . 〈22jt〉d/2‖u0‖p. (7.11)
By Plancherel’s identity,
‖j,kS(t)u0‖2 6 ‖u0‖2. (7.12)
Taking p = 1,∞ in (7.11) and making interpolations between (7.11) and (7.12), we have
for all p ∈ [1,∞],
‖j,kS(t)u0‖p . 〈22jt〉d|1/2−1/p|‖u0‖p. (7.13)
It follows from (7.13) and the almost orthogonality of j,k that for any j 6 0, 1 6 p, q 6∞,
‖S(t)u0‖M [j]p,q . 〈2
2jt〉d|1/2−1/p|‖u0‖M [j]p,q . (7.14)
By the definition of M µp,q,r, from (7.14) we immediately have
Proposition 7.2 Let 1 6 p, q 6∞, 1 6 r <∞ and µ satisfy (2.33)
0 ∧ d
(
1
q
− 1
p
)
6 µ(p, q) 6 d
(
1
q
+
1
p
− 1
)
.
Then we have S(t) : M µp,q,r →M µp,q,r and
‖S(t)u0‖Mµp,q,r . 〈t〉d|1/2−1/p|‖u0‖Mµp,q,r . (7.15)
7.2 Local Well-Posedness in M µp,1,r
We now prove Theorem 7.1 and only prove the result for the case F (u) = (eλ|u|2 − 1)u.
Considering the mapping
T : u(t)→ S(t)u0 + iA F (u), (7.16)
we will show that it is a contraction mapping in the space
X = {u ∈ C([0, T ];M µp,1,r) : ‖u‖C([0,T ];Mµp,1,r) 6M} (7.17)
for some 0 < T 6 1 and M = 2C‖u0‖Mµp,1,r . By Proposition 7.2,
‖T u(t)‖Mµp,1,r 6 C‖u0‖Mµp,1,r + T maxt∈[0,T ] ‖F (u(t))‖Mµp,1,r . (7.18)
Since M µp,1,r is a Banach algebra, one has that
‖F (u)‖Mµp,1,r 6
∞∑
m=1
λm
m
‖|u|2mu‖Mµp,1,r
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6
∞∑
m=1
λm
m
C2m‖u‖2m+1
Mµp,1,r
=
(
exp(λC‖u‖2Mµp,1,r)− 1
)
‖u‖Mµp,1,r . (7.19)
Hence, for any u ∈ X,
‖T u‖C([0,T ];Mµp,1,r) 6 C‖u0‖Mµp,1,r + T
(
exp(λCM2)− 1)M. (7.20)
Noticing that
||u|2mu− |v|2mv| 6 (2m+ 1)(|u|2m + |v|2m)|u− v|,
we can use the same way as in (7.20) to show that
‖T u− T v‖C([0,T ];Mµp,1,r) 6 T
(
exp(λCM2)− 1) ‖u− v‖C([0,T ];Mµp,1,r). (7.21)
By choosing 0 < T < 1 such that
T
(
exp(λCM2)− 1) = 1/100,
we see that T is a contraction mapping in the space X. So, T has a fixed point u ∈ X,
which is a unique solution of NLS. We can extend the solution by considering the mapping
T1u(t) = S(t− T )u(T ) + i
∫ t
T
S(t− τ)F (u(τ))dτ. (7.22)
The the solution can be extended from [0, T ] to [T, T1]. Repeating this procedure we
obtain a maximal Tm satisfying u ∈ C([0, Tm);M µp,1,r) and Tm is a blowup time. This
finishes the proof of Theorem 7.1.
8 Global wellposedness for NLS in M µ2,1,r
In this section we consider the global solution of NLS (7.1) in the space M µ2,1,r. By
establishing the refined Strichartz estimates adapted to the wavelet basis in the frequency
spaces, we can show the global well-posedness of NLS for sufficiently small data inM µ2,1,r ⊃
M02,1.
8.1 Strichartz estimates
For convenience, we denote
2
γ(p)
= d
(
1
2
− 1
p
)
. (8.1)
Proposition 8.1 Let 1 6 q, r <∞, 2 6 p 6∞. Then the following inequalities
‖S(t)u0‖M [j]p,q . min(|t|
−2/γ(p), 24j/γ(p))‖u0‖M [j]
p′,q
(8.2)
uniformly holds for all j ∈ Z.
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Proof. (8.2) is obtained in [2]. The following is an alternate proof. By the basic decay of
S(t),
‖j,kS(t)u0‖p . |t|−2/γ(p)‖u0‖p′ . (8.3)
On the other hand, using Young’s and Ho¨lder’s inequalities, one has that
‖j,kS(t)u0‖p 6 ‖ψj,keit|ξ|2u0‖p′ 6 ‖ψj,k‖p/(p−2)‖uˆ0‖p . 24j/γ(p)‖u0‖p′ . (8.4)
Combining the estimates in (8.3) and (8.4), we obtain
‖j,kS(t)u0‖p . min(|t|−2/γ(p), 24j/γ(p))‖u0‖p′ . (8.5)
Substituting u0 by
∑
|`|∞.1j,k+`u0 and taking the sequence `
q norms in both sides of
(8.5), we have the result, as desired. 
Lemma 8.2 Let 2 6 p 6 ∞, γ > 2 ∨ γ(p), (γ, p) 6= (2,∞) if d = 2. Then the following
inequalities
‖j,kA f‖Lγt Lpx(Rd+1) . 2
4j(1/γ(p)−1/γ)‖f‖
Lγ
′
t L
p′
x (Rd+1)
. (8.6)
uniformly holds for all j ∈ Z, k ∈ Zd.
Proof. By (8.5), we see that
‖j,kA f(t)‖p .
∫ t
0
min(|t− τ |−2/γ(p), 24j/γ(p))‖f(τ)‖p′dτ. (8.7)
Hence,
‖j,kA f‖Lγt Lpx(Rd+1) .2
4j/γ(p)
∥∥∥∥∫ t
0
1(|t−τ |62−2j)‖f(τ)‖p′dτ
∥∥∥∥
Lγt
+
∥∥∥∥∫ t
0
|t− τ |−2/γ(p)1(|t−τ |>2−2j)‖f(τ)‖p′dτ
∥∥∥∥
Lγt
:=I + II. (8.8)
By Young’s inequality, we have
I . 24j/γ(p)‖1(|·|62−2j)‖γ/2‖f‖Lγ′t Lp′x
. 24j(1/γ(p)−1/γ)‖f‖
Lγ
′
t L
p′
x
. (8.9)
By changes of variables t→ 2−2jt and τ → 2−2jτ , we can find that
II . 24j/γ(p)−2j/γ−2j
∥∥∥∥∫ t
0
|t− τ |−2/γ(p)1(|t−τ |>1)‖f(2−2jτ)‖p′dτ
∥∥∥∥
Lγt
. (8.10)
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We divide the estimate of II into the following three cases.
Case 1. If γ(p) < 2, we see that γ > 2. It follows that 1(|t|>1)|t|−2/γ(p) ∈ Lγ/2. By
(8.10) and Young’s inequality, we have
II . 24j(1/γ(p)−1/γ)‖f‖
Lγ
′
t L
p′
x
. (8.11)
Case 2. If γ(p) > 2, we see that γ > γ(p). In the case γ > γ(p), then 1(|t|>1)|t|−2/γ(p) ∈
Lγ/2. By (8.10) and Young’s inequality we see that (8.11) holds. If γ = γ(p), we can use
Hardy-Littlewood-Sobolev’s inequality to show that (8.11) is true.
Case 3. If γ(p) = 2, we see that γ > 2. In the case γ > 2, then 1(|t|>1)|t|−1 ∈ Lγ/2. By
(8.10) and Young’s inequality we see that (8.11) holds.
Summarizing the estimate of I and those of II in Cases 1–3, we see that we have
shown (8.6) holds except for the case γ = γ(p) = 2. If γ = γ(p) = 2, using Keel and Tao’s
endpoint Strichartz estimates [16], we have
‖A f‖L2tLpx . ‖f‖L2tLp′x , p =
2d
d− 2 , d 6= 2. (8.12)
It follows that
‖j,kA f‖L2tLpx(Rd+1) . ‖f‖L2tLp′x , p =
2d
d− 2 , d 6= 2. (8.13)
Lemma 8.3 Let 2 6 p 6 ∞, γ > 2 ∨ γ(p), (γ, p) 6= (2,∞) if d = 2. Then the following
inequalities
‖j,kS(t)u0‖Lγt Lpx(Rd+1) . 2
2j(1/γ(p)−1/γ)‖u0‖L2(Rd). (8.14)
uniformly holds for all j ∈ Z, k ∈ Zd.
Proof. By duality,∣∣∣∣∫
R
(j,kS(t)u0, ψ(t))dt
∣∣∣∣ 6 ‖u0‖2 ∥∥∥∥∫
R
j,kS(−t)ψ(t)dt
∥∥∥∥
2
, (8.15)
and by Lemma 8.2,∥∥∥∥∫
R
j,kS(−t)ψ(t)dt
∥∥∥∥2
2
. ‖ψ‖
Lγ
′
t L
p′
x
∥∥∥∥∫
R
j,kS(t− τ)ψ(τ)dt
∥∥∥∥
Lγt L
p
x
. 24j(1/γ(p)−1/γ)‖ψ‖2
Lγ
′
t L
p′
x
. (8.16)
From (8.15) and (8.16) it follows that∣∣∣∣∫
R
(j,kS(t)u0, ψ(t))dt
∣∣∣∣ . 22j(1/γ(p)−1/γ)‖u0‖2‖ψ‖Lγ′t Lp′x (8.17)
By duality, (8.17) has implied the result of (8.14). 
31
Lemma 8.4 Let 2 6 p 6 ∞, γ > 2 ∨ γ(p), (γ, p) 6= (2,∞) if d = 2. Then the following
inequalities
‖j,kA f‖L∞t L2x(Rd+1) . 2
2j(1/γ(p)−1/γ)‖f‖
Lγ
′
t L
p′
x (Rd+1)
, (8.18)
‖j,kA f‖Lγt Lpx(Rd+1) . 2
2j(1/γ(p)−1/γ)‖f‖L1tL2x(Rd+1). (8.19)
uniformly hold for all j ∈ Z, k ∈ Zd.
Proof. The proof of (8.18) follows from (8.16) and (8.19) is the dual version of (8.18). 
Lemma 8.5 Let 2 6 r, p 6 ∞, γ > 2 ∨ γ(p), β > 2 ∨ γ(r), and (γ, p), (β, r) 6= (2,∞) if
d = 2. Then the following inequalities
‖j,kA f‖Lβt Lrx(Rd+1) . 2
2j(1/γ(p)−1/γ)+2j(1/γ(r)−1/β)‖f‖
Lγ
′
t L
p′
x (Rd+1)
(8.20)
uniformly holds for all j ∈ Z, k ∈ Zd.
Proof. In view of (8.6) and (8.18), using Berntein’s inequality, we have for any p > p1,
r1 > 2,
‖j,kA f‖Lγt Lp1x (Rd+1) . 2
2j(1/γ(p)−1/γ)+2j(1/γ(p1)−1/γ)‖f‖
Lγ
′
t L
p′
x (Rd+1)
(8.21)
‖j,kA f‖L∞t Lr1x (Rd+1) . 2
2j(1/γ(p)−1/γ)+2j/γ(r1)‖f‖
Lγ
′
t L
p′
x (Rd+1)
(8.22)
We divide the proof into the following four cases.
Case 1. β ∈ [γ,∞] and r > p ∨ 2. Taking p1 = r1 = r in (8.21) and (8.22), θ = γ/β.
It follows that 1/β = (1− θ)/∞+ θ/γ. By Ho¨lder’s inequality,
‖j,kA f‖Lβt Lrx . ‖j,kA f‖
1−θ
L∞t Lrx
‖j,kA f‖θLγt Lrx
. 22j(1/γ(p)−1/γ)+2j(1/γ(r)−1/β)‖f‖
Lγ
′
t L
p′
x
.
Case 2. β ∈ [γ,∞] and 2 6 r 6 p. Let θ = γ/β, then 1/β = (1 − θ)/∞ + θ/γ. One
can choose suitable p1, r1 with 2 6 r1 6 r 6 p 6 p1 and 1/r = (1− θ)/r1 + θ/p1 in (8.21)
and (8.22). By Ho¨lder’s inequality, and from (8.21) and (8.22) it follows that
‖j,kA f‖Lβt Lrx . ‖j,kA f‖
1−θ
L∞t L
r1
x
‖j,kA f‖θLγt Lp1x
. 22j(1/γ(p)−1/γ)+2j(1/γ(r)−1/β)‖f‖
Lγ
′
t L
p′
x
.
Case 3. β < γ and p > 2∨ r. In view of (8.6) and (8.19), and the almost orthogonality
of j,k, we have for any p′1 6 r′, r′1 6 2,
‖j,kA f‖Lβt Lrx . 2
2j(1/γ(r)−1/β)+2j(1/γ(p1)−1/β)‖f‖
Lβ
′
t L
p′1
x
, (8.23)
‖j,kA f‖Lβt Lrx . 2
2j(1/γ(r)−1/β)+2j/γ(r1)‖f‖
L1tL
r′1
x
. (8.24)
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Since p′ 6 2 ∧ r′, we see that (8.23) and (8.24) hold for p′1 = r′1 = p′. Let θ = β/γ, then
1/γ′ = (1 − θ) + θ/β′. Interpolating (8.23) and (8.24) for p′1 = r′1 = p′, we immediately
have (8.20).
Case 4. β < γ and 2 6 p 6 r. It follows that 2 > p′ > r′, Let θ = β/γ, then
1/γ′ = (1− θ) + θ/β′. (8.25)
Choosing suitable r′1 and p′1 such that 2 > r′1 > p′ > r′ > p′1 and
1/p′ = (1− θ)/r′1 + θ/p′1. (8.26)
By (8.25) and (8.26) we see that (L1tL
r′1
x , L
β′
t L
p′1
x )θ = L
γ′
t L
p′
x . Making interpolation be-
tween (8.23) and (8.24) , we obtain (8.20). 
For convenience, we denote
‖f‖
W
[j]
γ,p,q
=
∑
k∈Zd
‖j,kf‖qLγt Lpx(Rd+1)
1/q , (8.27)
and by L γ(M µp,q,r) := L γ(R,M µp,q,r) the spacef ∈ S ′(Rd+1) : f =
∑
j60
fj ,
∑
j60
2jµr‖f‖r
W
[j]
γ,p,q
1/r <∞
 .
The norm on L γ(M µp,q,r) is defined by
‖f‖L γ(Mµp,q,r) = inf
∑
j60
2jµr‖f‖r
W
[j]
γ,p,q
1/r , (8.28)
where the infimum is taken over all of the possible decompositions of f =
∑
j60 fj ∈
L γ(M µp,q,r). Similarly, we can define L γ( ˙M
µ
p,q,r) by replacing the summation
∑
j60 with∑
j∈Z.
Lemma 8.6 Assume that the following conditions are satisfied:
(i) 2 6 p, p1 6∞, 1 6 q 6∞, 1 6 r <∞;
(ii) 2 ∨ γ(p) 6 γ 6∞, 2 ∨ γ(p1) 6 γ1 6∞;
(iii) 0 ∧ d(1/q − 1/p) 6 µ 6 d(1/p+ 1/q − 1), δ(p, γ) := 2/γ(p)− 2/γ;
(iv) (γ, p), (γ1, p1) 6= (2,∞) for d = 2.
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Then we have
‖S(t)u0‖L γ(Mµ−δ(p,γ)p,q,r ) . ‖u0‖Mµ2,q,r , (8.29)
‖A f‖
L γ1 (M
µ−δ(p1,γ1)
p1,q,r
)
. ‖f‖
L γ′ (Mµ+δ(p,γ)
p′,q,r )
. (8.30)
Moreover, if in addition 0 6 µ 6 d(1/p + 1/q − 1), then the above results also hold by
replacing M ab,c,r with
˙M ab,c,r.
Proof. (8.29) follows from Lemma 8.3 and (8.30) is a straightforward consequence of
Lemma 8.5. 
Corollary 8.7 Let p, q, r, δ, µ satisfy conditions of Lemma 8.6. Then we have
‖S(t)u0‖L∞(Mµ2,1,r)∩L γ(Mµ−δ(p,γ)p,1,r ) . ‖u0‖Mµ2,1,r , (8.31)
‖A f‖
L∞(Mµ2,1,r)∩L γ(Mµ−δ(p,γ)p,1,r )
. ‖f‖L 1(Mµ2,1,r). (8.32)
Moreover, if in addition 0 6 µ 6 d(1/p + 1/q − 1), then the above results also hold by
replacing M ab,c,r with
˙M ab,c,r.
Proof. Taking q = 1 in Lemma 8.6, and noticing that δ(p, γ) = 0 for (γ, p) = (∞, 2), we
obtain (8.31) and (8.32). 
8.2 Nonlinear estiamtes
Lemma 8.8 Let d > 1, m ∈ N, m > 2 ∨ 4/d, 2/m = d(1/2− 1/p), 1 6 r < ∞. Assume
that 0 6 µ < d/2− 2/m for r > 1; 0 6 µ 6 d/2− 2/m for r = 1. Then we have
‖u1u2...um+1‖L 1(Mµ2,1,r) .
m+1∑
i=1
‖ui‖L∞(Mµ2,1,r)
∏
`6=i, `=1,...,m+1
‖u`‖Lm(Mµp,1,r). (8.33)
Proof. Let ui ∈ Lm(M µp,1,r) ∩L∞(M µ2,1,r) and ui is decomposed by
ui =
∑
ji60
ui,ji , i = 1, ...,m+ 1. (8.34)
We have
u1u2...um+1 =
∑
j1,...,jm+160
u1,j1u2,j2 ...um+1,jm+1 . (8.35)
Let Λ be the set of all permutations of 1, ...,m+ 1 and we denote by pi(1), ..., pi(m+ 1) the
permutation of 1, ...,m+ 1. We can rewrite (8.35) as
u1u2...um+1 =
∑
pi(1),...,pi(m+1)∈Λ
∑
j160
∑
jm+16...6j1
upi(1),j1upi(2),j2 ...upi(m+1),jm+1 , (8.36)
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where
∑
jm+16...6j1 :=
∑jm
jm+1=−∞ ...
∑j1
j2=j3
denotes the summation on j2, ..., jm+1. By
the symmetry, it suffices to estimate
U =
∑
j160
∑
jm+16...6j1
u1,j1u2,j2 ...um+1,jm+1 :=
∑
j160
Uj1 . (8.37)
By the definition,
‖U‖L 1(Mµ2,1,r) 6
∑
j160
2j1µr‖Uj1‖rW [j1]1,2,1
1/r . (8.38)
We estimate ‖Uj1‖W [j1]1,2,1 . Using the almost orthogonality of j,k and Ho¨lder’s inequality,
we have
‖j1,kUj1‖L1tL2x
6
∑
jm+16...6j1
‖j1,k(u1,j1u2,j2 ...um+1,jm+1)‖L1tL2x
6
∑
jm+16...6j1
∑
k1,...,km+1∈Zd
‖j1,k(j1,k1u1,j1 j1,k2u2,j2 ...j1,km+1um+1,jm+1)‖L1tL2x
6
∑
jm+16...6j1
∑
k1,...,km+1∈Zd
‖j1,k1u1,j1‖L∞t L2x
m+1∏
i=2
‖j1,kiui,ji‖Lmt L∞x 1(|k−k1−...−km+1|∞.1)
(8.39)
By (8.39) and Young’s inequality,
‖Uj1‖W [j1]1,2,1 6
∑
jm+16...6j1
‖u1,j1‖W [j1]∞,2,1
m+1∏
i=2
‖ui,ji‖W [j1]m,∞,1 . (8.40)
It is easy to see that W
[j2]
γ,ρ,1 ⊂W [j1]γ,ρ,1 for j2 6 j1 6 0 and for ρ1 > ρ2,
‖u‖
W
[j]
γ,ρ1,q
. 2jd(1/ρ2−1/ρ1)‖u‖
W
[j]
γ,ρ2,q
. (8.41)
Hence, it follows from (8.40) and (8.41) that
‖Uj1‖W [j1]1,2,1 6
∑
jm+16...6j1
‖u1,j1‖W [j1]∞,2,1
m+1∏
i=2
‖ui,ji‖W [ji]m,∞,1
6
∑
jm+16...6j1
‖u1,j1‖W [j1]∞,2,1
m+1∏
i=2
2ji(d/2−2/m)‖ui,ji‖W [ji]m,p,1 (8.42)
Inserting the estimates in (8.42) into (8.38), we obtain that
‖U‖L 1(Mµ2,1,r) . ‖u1‖L∞(Mµ2,1,r)
∏
`=2,...,m+1
‖u`‖Lm(M d/2−2/mp,1,1 ). (8.43)
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Since µ < d/p = d/2 − 2/m for r > 1, we have Lm(M d/pp,1,1) ⊃ Lm(M µp,1,r). Hence, for
r > 1, it follows from (8.43) that
‖U‖L 1(Mµ2,1,r) . ‖u1‖L∞(Mµ2,1,r)
∏
`=2,...,m+1
‖u`‖Lm(Mµp,1,r). (8.44)
The result for the case r = 1 has been obtained in (8.43). 
In Lemma 8.8, we treated the power nonlinearity with condition 0 6 µ 6 d/2− 2/m.
If we consider an exponential nonlinear term (e|u|2 − 1)u = ∑κ>1 |u|2κu/κ!, we use the
following result.
Lemma 8.9 Let d > 3, m > 2, p = 2d/(d− 2), 1 6 r <∞. Assume that 0 6 µ < d/2− 1
for r > 1; 0 6 µ 6 d/2− 1 for r = 1. Then we have
‖u1u2...um+1‖L 2(Mµ
p′,1,r)
6 Cm+1
m+1∏
i=1
‖ui‖L∞(Mµ2,1,r)∩L 2(Mµp,1,r). (8.45)
Sketch Proof. Let us connect the proof with (8.37). By the definition,
‖U‖L 2(Mµ
p′,1,r)
6
∑
j60
2j1µr‖Uj1‖rW [j]
2,p′,1
1/r . (8.46)
We estimate ‖Uj1‖W [j1]
2,p′,1
. Similar to (8.39)
‖j1,kUj1‖L2tLp′x
6
∑
jm+16...6j1
∑
k1,...,km+1∈Zd
‖j1,k1u1,j1‖L2tLpx
m+1∏
i=2
‖j1,kiui,ji‖L∞t Ldm/2x 1(|k−k1−...−km+1|∞.1).
(8.47)
By (8.47),
‖Uj1‖W [j1]
2,p′,1
6 Cm
∑
jm+16...6j1
‖u1,j1‖W [j1]2,p,1
m+1∏
i=2
‖ui,ji‖W [j1]∞,dm/2,1 . (8.48)
Using (8.41) and similar to (8.42),
‖Uj1‖W [j]
2,p′,1
6 Cm+1
∑
jm+16...6j1
‖u1,j1‖W [j1]2,p,1
m+1∏
i=2
2ji(d/2−2/m)‖ui,ji‖W [ji]∞,2,1 . (8.49)
Then we can repeat the procedures as in the proof of Lemma 8.8 to obtain the result, as
desired. 
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8.3 Global well-posedness for NLS in M µ2,1,r
We consider the following NLS:
iut + ∆u± |u|2κu = 0, u(0, x) = u0(x), (8.50)
Theorem 8.10 Let d > 1, κ ∈ N, κ > 2/d, (κ, d) 6= (1, 2), 1 6 r < ∞. Assume that
µ ∈ [0, d/2− 1/κ) for r > 1; µ ∈ [0, d/2− 1/κ] for r = 1. Then NLS (8.50) is global well-
posed for sufficiently small data in M µ2,1,r. More precisely, if u0 ∈ M µ2,1,r is sufficiently
small, then (7.2) with F (u) = ±|u|2κu has a unique solution
u ∈ C([0,∞);M µ2,1,r) ∩
 ⋂
p>2, γ>2∨γ(p)
L γ(L
µ−δ(p,γ)
p,1,r )
 .
By the embedding (4.5), we see that M02,1 ⊂ M d/2−1/κ2,1 ⊂ M0dκ,1. Moreover, we have
M
d/2−1/κ
2,1 * M0p˜,1 for any 1 6 p˜ < dκ. Let kj = (j, 0, ..., 0) ∈ Zd, f ∈ S with supp ϕ̂ ⊂
[−1/8, 1/8]d and
f =
∑
j6−10
2j/κ
j ln2 |j|e
ixkjϕ(2jx). (8.51)
Using the same way as in (7.4), we can show that f ∈ M d/2−1/κ2,1 \M0p˜,1 for 1 6 p < dκ.
Recall that the global well-posedness of NLS in M02,1 was established in [20], Theorem 8.10
is a generalization of the corresponding result of [20].
For an exponential nonlinearity (e|u|2 − 1)u,
iut + ∆u± (e|u|2 − 1)u = 0, u(0, x) = u0(x), (8.52)
we have similar result:
Theorem 8.11 Let d > 3, 1 6 r < ∞. Assume that µ ∈ [0, d/2 − 1) for r > 1,
µ ∈ [0, d/2 − 1] for r = 1. Then NLS (8.52) is global well-posed for sufficiently small
data in M µ2,1,r. More precisely, for any sufficiently small u0 ∈ M µ2,1,r, (7.2) with F (u) =
±(e|u|2 − 1)u has a unique solution
u ∈ C([0,∞);M µ2,1,r) ∩
 ⋂
p>2,γ>2∨γ(p)
L γ(L
µ−δ(p,γ)
p,1,r )
 .
Proof of Theoreom 8.10. Let p satisfy 1/p = 1/2− 1/dκ. Considering the mapping
T : u(t)→ S(t)u0 + iA F (u), (8.53)
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we will show that it is a contraction mapping in the space
D = {u ∈ L 2κ(M µp,1,r) ∩L∞(M µ2,1,r) : ‖u‖L 2κ(Mµp,1,r)∩L∞(Mµ2,1,r) 6M} (8.54)
for M = 2C‖u0‖Mµ2,1,r . For simply, we write X = L 2κ(M
µ
p,1,r)∩L∞(M µ2,1,r). By Corollary
8.7,
‖T u(t)‖X 6 C‖u0‖Mµ2,1,r + C‖F (u)‖L 1(Mµ2,1,r). (8.55)
By Lemma 8.8
‖F (u)‖L 1(Mµ2,1,r) 6 ‖u‖
2κ+1
X . (8.56)
Hence, for any u ∈ D ,
‖T u‖X 6 C‖u0‖Mµ2,1,r + C‖u‖
2κ+1
X . (8.57)
Noticing that
||u|2κu− |v|2κv| 6 (2κ+ 1)(|u|2κ + |v|2κ)|u− v|,
we can use the same way as in (8.57) to show that
‖T u− T v‖X 6 C(‖u‖2κX + ‖v‖2κX )‖u− v‖X . (8.58)
By choosing M satisfying CM2κ 6 1/100, we see that
‖T u‖X 6M, ‖T u− T v‖X 6 1
2
‖u− v‖X .
Hence, T is a contraction mapping in the space X. So, T has a fixed point u ∈ X, which
is a unique solution of NLS. Using the embedding L∞(M µ2,1,r) ⊂ C(R,M µ2,1,r), we see
that u ∈ C([0,∞);M µ2,1,r). Again, in view of Corollary 8.7, we have u ∈ L γ(M µ−δ(p,γ)p,1,r )
for any γ > 2κ. 
Sketch Proof of Theorem 8.11. Following the proof of Theorem 8.10, we substitute D
in (8.54) by
E = {u ∈ L 2(M µp,1,r) ∩L∞(M µ2,1,r) : ‖u‖L 2(Mµp,1,r)∩L∞(Mµ2,1,r) 6M}, (8.59)
where p = 2d/(d− 2), M = 2C‖u0‖Mµ2,1,r . We write Y = L 2(M
µ
p,1,r) ∩L∞(M µ2,1,r). By
(8.29) and (8.30),
‖T u(t)‖Y 6 C‖u0‖Mµ2,1,r + C‖F (u)‖L 2(Mµp′,1,r). (8.60)
By Lemma 8.9, we have
‖F (u)‖Y 6
∞∑
m=1
λm
m
‖|u|2mu‖Y
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6
∞∑
m=1
λm
m
C2m‖u‖2m+1Y
=
(
exp(λC‖u‖2Y )− 1
) ‖u‖Y . (8.61)
Then we can repeat the procedures as in the proof of Theorem 8.10 to obtain the result,
as desired. 
9 Appendix
We show the following
Proposition 9.1 Let 1 6 p, q <∞, j 6 0. Then we have (M [j]p,q)∗ = M [j]p′,q′ with equivalent
norms and the equivalence is independent of j 6 0.
Proof. Similar to (3.3), we have M
[j]
p′,q′ ⊂ (M [j]p,q)∗ and
‖g‖
(M
[j]
p,q)∗
6 C‖g‖
M
[j]
p′,q′
,
where C is independent of j 6 0 and g ∈ M [j]p′,q′ . On the other hand, considering a
mapping:
Γ : M [j]p,q 3 f 7→ {j,kf}k∈Zd ∈ `q(Zd, Lp(Rd)), (9.1)
we see that Γ is an isometric mapping from M
[j]
p,q onto
X0 :=
{
{j,kf}k∈Zd : f ∈M [j]p,q
}
and g ∈ (M [j]p,q)∗ can be treated as a continuous linear functional in X0 ⊂ `q(Zd, Lp(Rd)).
By Hahn-Banach’s Theorem, g can be extended onto `q(Zd, Lp(Rd)) and the extension is
written as g˜ = {gk}k∈Zd , whose norm will be preserved. Moreover, we have
〈g˜, {ϕk}k∈Zd〉 =
∑
k∈Zd
∫
Rd
g˜k(x)ϕk(x)dx.
It follows that for any f ∈M [j]p,q,
〈g, f〉 = 〈g˜, {j,kf}k∈Zd〉 =
∑
k∈Zd
∫
Rd
g˜k(x)j,kf(x)dx.
Moreover, in view of Fubini’s Theorem, we see that for any f ∈ S ,
〈g, f〉 =
∑
k∈Zd
∫
Rd
j,kg˜k(x)f(x)dx.
Hence, we have g =
∑
k∈Zd j,kg˜k and by∥∥∥∥∥∥
∑
k∈Zd
j,kg˜k
∥∥∥∥∥∥
M
[j]
p′,q′
. ‖{g˜k}‖`q(Zd,Lp(Rd)) = ‖g‖(M [j]p,q)∗ .
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