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Introduction
With the advent of high-speed optical transmissions (40 Gb/s and beyond) and the increasing complexity of photonic networks, it becomes more and more crucial to develop adequate means to suitably characterize the quality of the optical data stream. Therefore, optical performance monitoring has become a very active field [1] that has recently stimulated intense research in order to overcome the bandwidth limitations of the usual electronics. The main target is to better detect and control the various impairments (noise, dispersion fluctuations, polarization mode dispersion…) that negatively impact the quality of service. In this context, any optical device that can highlight in real time the pulses responsible for detection error is highly desirable for improved fault management [2, 3] .
In this paper, we experimentally demonstrate such a device. More precisely, based on the idea initially suggested by Oda and Maruta [4] and the related numerical investigation done by Zhang et al. [3] , we confirm that the nonlinear response of optical fibers combined with an adequate optical spectral filtering can provide an efficient way to discriminate well-defined '0' or '1' bits of information from potential errors. We will first describe and illustrate the experimental set-up and the principle of operation of the device that we have implemented. Proof-of-principle experiments carried out at 40 Gb/s will fully confirm the behaviour predicted by numerical simulations.
Experimental set-up
The configuration we investigate is sketched in Fig. 1 . The experimental setup relies exclusively on commercially available components commonly used hal-00521055, version 1 -18 Nov 2010 for optical telecommunications. A low jitter fiber laser source is actively modelocked by a 10-GHz RF signal and delivers Fourier-transform-limited picosecond pulses (2 ps, such a temporal duration is compatible with 160 Gb/s telecommunication). A x4 bit rate multiplier (BRM) is used to simulate the basic degraded 40 GHz return-to-zero pulse sequence with various levels that will constitute the signal under test (SUT). The resulting signal is sent into an erbium-doped fiber amplifier (EDFA) with a moderate output average power. The amplified pulse train then propagates into a highly nonlinear fiber (fiber from ofs specialty photonics division). This fiber is 920 meter long and 
Principle of operation
The key element in this set-up is the optical transfer function (TF) that links the input and output powers. According to the choice of parameters of the hal-00521055, version 1 -18 Nov 2010 fiber and the filter, the TF shape may significantly vary [6] . Indeed, the architecture described in Fig. 1 is well-known in the context of optical regeneration [6, 7, 8, 9] , in which the aim is not to facilitate the detection of errors but to limit output pulse train jitter and act as an all-optical power limiter : this requires a TF with a large plateau characterized by an inflexion point.
Another application based on similar architecture has also been recently proposed and targets the all-optical magnification of amplitude jitter [10] . Our purpose is here very different from optical regeneration or optical magnification so that the requirements on the TF differ significantly. More precisely and as it can be seen in Fig. 2 , the TF needs to exhibit a nonmonotonous behaviour characterized by two local minima (initial powers 0 and 12 mW) having an output value close to zero. A maximum of the TF should be observed for powers near the middle of the two minima (around 7 mW in our case).
The principle of the device can then be easily understood as follows [3, 4] : by properly adjusting the peak power of the '1' bits so as to be close to the second minima of the TF, the pulses emerging from the bit error indicating scheme will have a very low output level. On the contrary, the pulses having a peak power that may lead to a detection error fall in the range neighbouring the maximum of the TF. Consequently, they will exhibit a high output level and will be straightforwardly detected.
Let us note that the experimental scheme that we have implemented optical loop mirror (NOLMs) [15] could be considered. Let us however point out that in the case of the MR which is based on a very similar physical principle (self-phase modulation in an optical fibre, but operating in the normal dispersion regime and with an offset filtering), the required input power will be significantly higher and the process may additionally induce some detrimental timing jitter as well as pulse-to-pulse interaction, which may complexify the detection process [6, 16, 17] . Regarding the use of a NOLM, such a solution will not be appropriate : contrary to the proposed scheme or to MR, NOLMs are sensitive to the instantaneous power and not to the peak-power of the pulse.
Numerical simulations
In order to test the viability of the proposed approach, we have run some preliminary numerical simulations. The device under investigation can be modelled by the well known nonlinear Schrödinger equation [5, 6] in such a way that the TF can be predicted. Fig. 2 highlights the remarkable agreement achieved between the numerical simulations (solid grey line) and the experimental results (black circles). Based on this accurate model, we can test the ability of the device to efficiently detect the potential errors. Therefore, a realistic sequence of 16 bits (return-to-zero format) is plotted in Fig. 3a . The SUT is made of Gaussian pulses and presents a finite extinction ratio (linked to a finite extinction ratio of an initial modulator or to the growth of ghost pulses during the transmission [18] ), fluctuations in the '1' power as well as a potential error. After the nonlinear device (Fig. 3b) , both '1' bits and '0' bits hal-00521055, version 1 -18 Nov 2010 present a reduced level whereas the error pulse has a significantly enhanced level. More careful inspection of the EBIS reveals that the output '1' state exhibits a double peak structure, but as no relevant measurement is carried out on those pulses, this does not constitute any drawback.
Experimental results
In order to experimentally simulate a given sequence including an error, we have used the BRM and starting from a 10 GHz pulse train, we have obtained a 40 GHz pulse trains with various peak-power levels. Two sequences have been tested. The first sequence, plotted in Fig. 4a1 , presents some undesirable pulses in the '0' bits slots, which level could potentially lead to detection errors. In Fig. 4a2 , at the output of our device, the outcoming stream reveals that the errors become readily apparent. The level of the '1' state is indeed significantly reduced. The ability of the device to conveniently deal with low level pulses, typically ghost pulses [18] , is clearly reflected in the second sequence ( Fig. 4b1 and 4b2) . As a consequence, only one judge threshold is necessary to analyze the EBIS and to identify the potential errors. Less importantly, one can also notice from the various experiments that, in the EBIS,'1' bits are affected by a much higher jitter than the '0' bits, which is consistent with the regime of amplitude jitter magnification [10] . Moreover, the previously mentioned double peaked structure can be guessed.
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Conclusion
We have experimentally demonstrated an easy-to-implement and costeffective device able to discriminate the undesirable pulses that may potentially compromise the detection from the '0' and '1' pulses having a regular level. The proposed all-optical function benefits from the quasiinstantaneous response of the Kerr non-linearity of optical fibers. Our experimental results obtained at a repetition rate of 40 Gb/s can therefore be in principle extended to any higher repetition rates (100 Gb/s or even 160 Gb/s [7] ). Measurements have been made on a single channel configuration, but using a counter-propagating configuration [19] or using polarization multiplexing [14] , one can enable to handle as much as four different wavelengths simultaneously. 
