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ASSOCIATING VECTORS IN Cn WITH RANK 2
PROJECTIONS IN R2n: WITH APPLICATIONS
PETER G. CASAZZA AND DESAI CHENG
Abstract. We will see that vectors in Cn have natural analogs as rank
2 projections in R2n and that this association transfers many vector
properties into properties of rank two projections on R2n. We believe
that this association will answer many open problems in Cn where the
corresponding problem in Rn has already been answered - and vice versa.
As a application, we will see that phase retrieval (respectively, phase re-
trieval by projections) in Cn transfers to a variation of phase retrieval by
rank 2 projections (respectively, phase retrieval by projections) on R2n.
As a consequence, we will answer the open problem: Give the complex
version of Edidin’s Theorem [12] which classifies when projections do
phase retrieval in Rn. As another application we answer a longstanding
open problem concerning fusion frames by showing that fusion frames
in Cn associate with fusion frames in R2n with twice the dimension. As
another application, we will show that a family of mutually unbiased
bases in Cn has a natural analog as a family of mutually unbiased rank
2 projections in R2n. The importance here is that there are very few
real mutually unbiased bases but now there are unlimited numbers of
real mutually unbiased rank 2 projections to be used in their place. As
another application, we will give a variaton of Edidin’s theorem which
gives a surprising classification of norm retrieval. Finally, we will show
that equiangular and biangular frames in Cn have an analog as equian-
gular and biangular rank 2 projections in R2n.
1. Introduction
We will show that vectors in Cn have natural analogs as rank 2 projections
in R2n. The strength of this association is that it carries norm properties
with it. In particular, if v,w ∈ Cn with analogs in R2n of v′, w′, let Pv, Pw
be the associated rank 2 projections on R2n. Then |〈v,w〉| = ‖v‖‖Pvw′‖ and
if v,w are unit vectors then tr PvPw = 2|〈v,w〉|2 . This allows us to move
many properties from Cn to corresponding properties of rank 2 projections
in R2n. In particular, families of mutually unbiased bases (MUBs) in Cn will
associate with families of mutually unbiased rank 2 projections in R2n. The
importance of this association is that there are very few mutually unbiased
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bases in Rn. It is known that in Cn there are at most n+1 MUBs and in Rn
there are at most n
2
+ 1 MUBs [10]. But these limits are rarely reached. It
is known that the limit is reached in Rn if n = 4p and the limit is reached in
C
n if n = pt where p is a prime ( see [7] for n=p, and [23] for pt). We now see
that there are substantially more cases where Rn reaches its maximum for
mutually unbiased rank two projections. For researchers who can live with
mutually unbiased rank 2 projections instead of mutually unbiased bases,
they now have a large number of possible families to work with.
This association carries fusion frames in Cn to fusion frames in R2n with
the same fusion frame bounds. Using this we will answer a longstanding
problem in fusion frame theory by showing that for every m ≥ n, there is a
tight fusion frame of m 2-dimensional subspaces in R2n.
We will also see that this association transfers equiangular and biangular
tight frames into equiangular and biangular tight fusion frames.
This association will also carry with it the notion of phase retrieval in
C
n. In certain engineering applications, the phase of a signal is lost during
collection and processing. This gave rise to a need for methods to recover
the phase of a signal. Phase retrieval in engineering is over 100 years old and
has application to a large number of areas including speech recognition [5,
16, 17], and applications such as X-ray crystallography [4, 13, 14]. The
concept of phase retrieval for Hilbert space frames was introduced in 2006
by Balan, Casazza, and Edidin [2] and since then it has become an active
area of research.
Phase retrieval has been defined for projections as well as for vectors.
Phase retrieval by projections occur in real life problems, such as crystal
twinning [11], where the signal is projected onto some lower dimensional
subspaces and has to be recovered from the norms of the projections of
the vectors onto the subspaces. We refer the reader to [9] for a detailed
study of phase retrieval by projections. Phase retrieval has been significantly
generalized in [22].
A fundamental result concerning phase retrieval by projections due to
Edidin [12] is that a family of projections {Pi}mi=1 does phase retrieval in Rn
if and only if for all 0 6= x ∈ Rn, the vectors {Pix}mi=1 span Rn. It has been
an open question whether there is a complex analog to this theorem. We will
answer this question in this paper. First, we will show that complex phase
retrieval by vectors in Cn is equivalent to a problem of real phase retrieval
by rank two projections in R2n. Next, we will give a new geometric proof of
this theorem. Finally, we combine these two techniques to give the complex
analog of Edidin’s Theorem.
Finally, we will give a classification of norm retrieval which is an analog
of Edidin’s theorem.
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2. Preliminaries
In this section we will introduce the concepts which will be used through-
out the paper. For notation, we write Hn for a real or complex n-dimensional
Euclidean space. If we need to restrict ourselves to one of these choices, we
will write Rn or Cn.
Note: We will rely heavily on the fact that given x, y ∈ Rn, x− y ⊥ x+ y
if and only if ‖x‖ = ‖y‖.
Definition 2.1. A family of vectors {vi}mi=1 is a frame for Hn if there are
constants 0 < A ≤ B <∞ so that
A‖x‖2 ≤
m∑
i=1
|〈x, vi〉|2 ≤ B‖x‖2, for all x ∈ Hn.
If A = B this is a tight frame and if A = B = 1 it is a Parseval frame.
We will be working with phase retrieval and phase retrieval by projections.
Definition 2.2. A family of vectors {vi}mi=1 does phase retrieval on Hn
if whenever x, y ∈ Hn satisfy
|〈x, vi〉| = |〈y, vi〉|, for all i = 1, 2, . . . ,m,
we have that x = cy for some |c| = 1.
We say a family of subspaces {Si}mi=1 (or their orthogonal projections
{Pi}mi=1) on Hn do phase retrieval if whenever x, y ∈ Hn satisfy
‖Pix‖ = ‖Piy‖, for all i = 1, 2, . . . ,m,
then x = cy for some |c| = 1.
Remark 2.3. We will find it convenient to work with the contrapositive. I.e.
{Pi}mi=1 does phase retrieval if and only if whenever x 6= cy for any |c| = 1,
there is a 1 ≤ j ≤ m so that ‖Pjx‖ 6= ‖Pjy‖. Also, whenever ‖Pjx‖ 6= ‖Pjy‖,
for some j, we say that {Pj}mj=1 distinguishes between x, y.
We now have:
Lemma 2.4. Given a set of projections {Pj}mj=1 on Hn, the set of vectors
they cannot distinguish are those v,w for which v − w ⊥ Pj(v + w).
Proof. We compute:
〈v − w,Pj(v + w)〉 = 〈Pjv − Pjw,Pjv + Pjw〉 = ‖Pjv‖2 − ‖Pjw‖2.
So v − w ⊥ Pj(v + w) if and only if ‖Pjv‖ = ‖Pjw‖. 
We will need the complement property for families of vectors.
Definition 2.5. A family of vectors {vi}mi=1 in Hn has the complement
property if whenever I ⊂ {1, 2, . . . ,m}, either span {vi}i∈I = Hn or span
{vi}i∈Ic = Hn.
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A fundamental result in this area [2] is:
Theorem 2.6. If vectors {vi}mi=1 do phase retrieval in Hn then they have
the complement property.
It was also shown in [2] that a family of vectors with complement property
in Rn does phase retrieval but this implication does not hold in Cn. A
family of vectors {vi}mi−=1 is full spark if for every I ⊂ {1, 2, . . . ,m} with
|I| = n, span {vi}i∈I = Hn. So a full spark family with m ≥ 2n− 1 has the
complement property.
Edidin [12] gave a fundamental classification of phase retrieval by projec-
tions for Rn in terms of the spans of {Pix}mi=1, for x ∈ Rn.
Theorem 2.7 (Edidin). Let {Si}mi=1 (with respective projections {Pi}mi=1)
be subspaces of Rn. The following are equivalent:
(1) {Pi}mi=1 does phase retrieval.
(2) For every 0 6= x ∈ Rn, span {Pix}mi=1 = Rn.
The corresponding result for frames (I.e. rank one projections) has been
done in [1]. The necessity of the condition for frames also appeared in [3]. For
C
n, (2) does not imply (1) in the theorem in general. For example, if {vi}5i=1
is a full spark family of vectors in C3, then it has complement property and
so if Pi is the projection onto span vi then for every 0 6= x ∈ C3, span
{Pix}5i=1 = C3. But any family doing phase retrieval in C3 must contain at
least 8 vectors [12]. However, (1) does imply (2) in Cn [3].
Theorem 2.8. If projections {Pi}mi=1 do phase retrieval on Hn then for
every 0 6= x ∈ Hn, span {Pix}mi=1 = Hn.
Proof. We will prove the contrapositive. So assume there is an 0 6= x ∈ Hn
so that span {Pix}mi=1 6= Hn. Choose 0 6= y ∈ Hn so that y ⊥ Pix for all
i = 1, 2, . . . ,m. Then
〈Pix, y〉 = 〈Pix, Piy〉 = 0, for all i = 1, 2, . . . ,m.
Let w = x+ y and v = x− y. Then for all i,
‖Piw‖2 = ‖Pix+ Piy‖2 = ‖Pix‖2 + ‖Piy‖2 = ‖Pix− Piy‖2 = ‖Piv‖2.
But, w 6= cv for any |c| = 1. Since if w = cv then either c = ±1 and so
either x=0 or y=0, or x = 1+c
1−c
y which combined with Pix ⊥ Piy implies
again x=0. I.e. {Pi}mi=1 fails to do phase retrieval. 
3. A New Proof of Edidin’s Theorem
In this section we establish a new proof of Theorem 2.7. This proof is
geometric and it will allow us to generalize it to the complex case. It will
also direct us to introduce a natural association between vectors in Cn and
two dimensional subspaces of R2n.
To give our geometric proof of Theorem 2.7, we will need a sequence of
results.
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Lemma 3.1. Given a subspace S of dimension d in Rn, for any point x,
either S is in the orthogonal complement of x or there exists a subspace S′
of dimension d-1 contained in S that is also contained in the orthogonal
complement of x.
Proof. Let C be the orthogonal complement of x in Rn. Then C is a hyper-
plane so its intersection with S is either all of S or a subspace of dimension
d− 1. 
From the above it is clear that for any point x either S is orthogonal
to x or there exists an orthonormal basis b1, ...bd of S such that b1 is not
orthogonal to x but the rest of the elements in the orthonormal basis are
orthogonal to x.
Remark 3.2. Given two real numbers a and b, |a| = |b| if and only if a = b
or a = −b. Hence given two vectors v and w, | < x, v > | = | < x,w > | if
and only if x is orthogonal to v − w or v + w.
Another simple observation we will heavily use is:
Lemma 3.3. Given two vectors x, y ∈ Hn, letting v = x−y
2
and w = x+y
2
,
we have that w + v = x and w − v = y.
The next theorem is a variation of the argument of Theorem 8.3.
Theorem 3.4. Given a family of subspaces {Si}mi=1 of Rn with respective
projections {Pi}mi=1, and a point 0 6= x ∈ Rn, let M = span {Pix}mi=1. For
any y ∈M⊥, we have for all 1 ≤ i ≤ m, ‖Pi(v)‖ = ‖Pi(w)‖ for all w and v
such that w + v = x and w − v = y.
Proof. Given any Si, if x = w + v ⊥ Si then Piw = −Piv and so ‖Pi(w)‖ =
‖Pi(v)‖. If Si is not orthogonal to x then as mentioned above there exists
an orthonormal basis b1, ...bd of Si such that b1 is not orthogonal to x but
the rest of the vectors are orthogonal to x. Hence the projection of x onto
Si, Pix, is a nonzero scalar multiple of b1, < w, b1 > 6= − < v, b1 > and for
all 2 ≤ i ≤ d, < w, bi >= − < v, bi >. Hence ‖Pi(v)‖ = ‖Pi(w)‖ if and only
if < w, b1 >=< v, b1 >. But, this happens only if w − v is orthogonal to b1.
Considering the above argument over all i we see if we pick any point
y ∈ M⊥ such that w + v = x and w − v = y, then for all 1 ≤ i ≤ m,
‖Pi(v)‖ = ‖Pi(w)‖. 
Theorem 3.5. Given the assumptions of Theorem 3.4, given x, y ∈ Rn, if
we can pick w and v such that w + v = x and w− v = y are not orthogonal
to M then for some i, ‖Pi(v)‖ 6= ‖Pi(w)‖
Proof. Since M was the span of all the {Pix}mi=1 then for some i, w − v is
not orthogonal to Pi(x). Hence for some orthonormal basis b1, ...bd of Si we
have < w, b1 > 6=< v, b1 > and < w, b1 > 6= − < v, b1 > (by construction)
and for all other i, < w, b1 >= − < v, b1 >. Clearly ‖Pi(v)‖ 6= ‖Pi(w)‖ by
the Pythagorean theorem. 
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We now prove Edidin’s Theorem [12].
Theorem 3.6. If a set of subspaces {Si}mi=1 of Rn with respective pro-
jections {Pi}mi=1 does not do real phase retrieval then for some 0 6= x,
span {Pi(x)}mi=1 6= Rn.
Proof. Suppose there exists v and w, v 6= ±w such that for all 1 ≤ i ≤ m,
‖Piv‖ = ‖Piw‖. Clearly w+v and w−v are nonzero. By the above theorem
choose w + v to be x. Clearly w − v must be orthogonal to span {Pix}mi=1
by Theorem 3.5. 
The other direction of Theorem 2.7 is Theorem 2.8.
4. Turning vectors in Cn into rank 2 projections on R2n
We need a piece of notation.
Notation 4.1. For the rest of the paper, for a complex vector v = (a1 +
ib1, ...an+ibn) in C
n let v′ = (a1, b1, ..., an, bn) and v
′′ = (−b1, a1, ...,−bn, an)
be vectors in R2n. We will write Sv = span {v′, v′′} and Pv as the rank 2
projection of R2n onto Sv.
The following are immediate from the definition.
Proposition 4.2. Given vectors v = (a1 + ib1, . . . , an + ibn and w = (a
′
1 +
ib′1, . . . , a
′
n + b
′
n). The following hold:
(1) we have
v′ ⊥ v′′ and ‖v‖2 = ‖v′‖2.
(2) We have
〈w′, v′〉 =
n∑
j=1
(aja
′
j + bjb
′
j) and 〈w′, v′′〉 =
n∑
j=1
(ajb
′
j − a′jbj).
(3) We have
〈w′′, v′′〉 = 〈w′, v′〉.
(4) We have
〈w, v〉 = 〈w′, v′〉+ i〈w′, v′′〉.
(5) It follows that if ‖v‖ = 1 then
|〈v,w〉| = |〈w′, v′〉+ i〈w′, v′′〉| =
√
|〈w′, v′〉|2 + |〈w′, v′′〉|2 = ‖Pvw′‖.
(6) If ‖v‖ 6= 1 then
|〈v,w〉| = ‖v‖‖Pvw′‖.
(7) (iw)′ = w′′.
(8) Given z = (a1, b1a2, b2, . . . , an, bn) ∈ R2n, z = v′ where v = (a1 +
ib1, . . . , an + ibn) ∈ Cn. Hence, R2n = {v′ : v ∈ Cn}.
Corollary 4.3. If {vj}mj=1 is an orthonormal set of vectors in Cn then
{v′j , v′′j }mj=1 is an orthonormal set of vectors in R2n.
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Proof. This is immediate by (1) and (4) in Proposition 4.2. 
As a consequence:
Corollary 4.4. Given complex vectors v,w1, w2 let P be the projection onto
Sv. The following are equivalent:
(1) | < w1, v > | = | < w2, v > |.
(2) ‖Pw′1‖ = ‖Pw′2‖.
In particular if w1 = cw2 where c ∈ Cn and |c| = 1 then ‖Pw′1‖ = ‖Pw′2‖.
Lemma 4.5. The rotation (multiplication by a unit complex scalar cos θ+
isin θ) of a complex vector w = (a′1 + ib
′
1, ...a
′
n + ib
′
n) is the same as taking
cos(θ)w + sin(θ)iw.
Hence
(cos(θ)w + sin(θ)iw)′ = cos(θ)w′ + sin(θ)w′′.
Remark 4.6. It follows that the vectors obtained by multiplying w by any
unit norm complex scalar would associate with the points on the circle of
radius ‖w‖ in Sw
Theorem 4.7. Given any nonzero vector v, and complex scalar c = a+bi 6=
0, [(a+ ib)v]′ = av′ + bv′′ and we have that Sv = Scv.
Proof. Let V = span {(cv)′, (cv)′′}. We will show that Sv = V . We first
show V is contained in Sv We know v identifies with v
′ and iv identifies with
v′′ hence both v′ and (iv)′ are in Sv. Next, given any vector of the form
av′+ bv′′ we will show that av+ ibv identifies with this vector. Clearly av+
ibv = a(a1+ ib1, ...an+ ibn)+ b(−b1+ ia1, ...− bn+ ian) which identifies with
av′ + bv′′ = a(a1, b1, ...an, bn) + b(−b1, a1, ... − bn, an) Hence V is contained
in Sv
Now given a complex scalar (a+ bi). As shown above (a+ bi)v identifies
with av′+ bv′′ which is a vector in V . Hence Sv is contained in V . It follows
that Sv = V . 
We may define an equivalence relation on Cn \0 by saying two vectors are
equivalent if and only if one is a complex scalar multiple of the other. It is
clear that two vectors v and w are in the same equivalence class if and only
if Sv = Sw.
Theorem 4.8. For any two subspaces Sv and Sw, if Sv
⋂
Sw 6= {0} then
Sv = Sw. Moreover, if v ⊥ w then Sv ⊥ Sw.
Proof. Assume there is a 0 6= x with x′ ∈ Sv
⋂
Sw 6= 0. Then we have that
x = av and x = bw for some nonzero complex scalars a and b and hence
v = a−1bw. From the above v and w are in the same equivalence class and
so Sv = Sw.
The moreover part follows from Corollary 4.3. 
Putting this altogether,
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Theorem 4.9. Given a set of complex vectors {vi}mi=1 ∈ Cn which do phase
retrieval in Cn, if we identify Cn with R2n, for any vector w, the only points
that cannot be distinguished from w′ by projections onto Svi are any points
on the circle of radius ‖w‖ in the subspace Sw spanned by w′ and w′′.
5. Complex Phase Retrieval and Rank Two Projections
If we let {Pi}mi=1 be the projections onto Svi , we see for any nonzero point
x and any c ∈ R\0, span {Pix} = span {Pi(cx)}mi=1. Hence when looking at
the span of the projections we will identify a point with any scalar multiple
of it. We see then that y is in the orthogonal complement of the span if and
only if cy is in the orthogonal complement for any c ∈ R \ 0. Hence when
we look at vectors in the orthogonal complement we will identify a vector y
with any scalar multiple of it.
Theorem 5.1. Given a vector v ∈ Cn, let w = iv and m = (cos(pi
4
) +
i sin(pi
4
))v. Then v + w =
√
2m, and v′ + w′ =
√
2m′.
Proof. v + w = (i+ 1)v =
√
2(cos(pi
4
) + i sin(pi
4
))v =
√
2m 
Corollary 5.2. For every nonzero m′ ∈ R2n there exists nonzero v′ and w′
such that w = iv (hence w′ 6= v′) and v′ + w′ = m′
Proof. This follows from the theorem above by taking v =
cos(pi
4
)− i sin(pi
4
)√
2
m.

Proposition 5.3. Given a vector v ∈ Cn with projection P onto Sv, for
every w′ ∈ R2n, Pw′ ⊥ w′′.
Proof. By Corollary 5.2, there exist 0 6= x, y ∈ Cn so that x = iy and
x′ + y′ = w′. Hence, ‖x′‖ = ‖y′‖ and |〈x, v〉| = |〈y, v〉|. So y′ ∈ Sx. Hence,
w′ ∈ Sx and so by Theorem 4.8, Sw = Sx. Now,
〈x′ − y′, x′ + y′〉 = ‖x′‖ − ‖y′‖ = 0 and x′ − y′ ∈ Sw.
But, w′′ (and its multiples) are the only vector in Sw orthogonal to w
′. So
w′′ = x′ − y′ ⊥ P (x′ + y′) = Pw′. 
Corollary 5.4. Given vectors {vj}mj=1 in Cn with projections {Pj}mj=1 onto
{Svj}mj=1 and given any nonzero w′ ∈ R2n let M = span {Pjw′}mj=1. Then
w′′ ⊥M .
Theorem 5.5. Given vectors {vj}mj=1 in Cn which do phase retrieval with
projections {Pj}mj=1 onto {Svj}mj=1 and given any nonzero w′ ∈ R2n let M =
span {Pjw′}mj=1. Then M⊥ = span{w′′}.
Proof. Given v′ ∈ M⊥, there exists two vectors x′ and y′ with x′ + y′ = w′
and x′ − y′ = v′. It follows that
0 = 〈Pj(x′ + y′), x′ − y′〉 = 〈Pj(x′ + y′), Pj(x′ − y′)〉 = ‖Pjx′‖2 − ‖Pjy′‖2.
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So ‖Pjx′‖ = ‖Pjy′‖ and by Corollary 4.4, we have that |〈x′, vj〉| = |〈y′, vj〉|
for all j = 1, 2, . . . ,m. Therefore, since we have phase retrieval, x = cy for
some |c| = 1 and hence y′ ∈ Sx and ‖y′‖ = ‖x′‖ 6= 0. Since Sx is a subspace
x′ + y′ = w′, x′ − y′ ∈ Sx. By Theorem 4.8 Sw = Sx. But, {w′, w′′} is an
orthonormal basis for Sw and x
′ + y′ = w′ ⊥ x′ − y′. It follows that x′ − y′
is a multiple of w′′. Hence, w′′ ⊥ M and its scalar multiples are the only
vectors orthogonal to M. 
Now we will see how to reformulate complex phase retrieval by vectors in
C
n into a variant of real phase retrieval for our class of rank two projections
on R2n.
Theorem 5.6. Given a set of complex vectors {vj}mj=1 ∈ Cn let {Pj}mj=1 be
the corresponding projections onto Svj . The following are equivalent:
(1) {vj}nj=1 does phase retrieval.
(2) For each point x′ ∈ R2n, x′′ is the only vector in R2n orthogonal to
M = span {Pix′}mi=1.
(3) For each point x′ ∈ R2n, M = span {Pix′}mi=1 is a hyperplane.
Proof. (1)⇒ (2): This is Theorem 5.5.
(2)⇒ (1): Choose vectors v,w with
(1) |〈v, vi〉| = |〈w, vi〉|
for all i = 1, 2, . . . ,m. We first need to observe that 〈v, vi〉 6= 0 for some i.
For otherwise we would have that v′ ∈ M⊥ and since v′ ⊥ v′′ ∈ M⊥, this
contradicts our assumption that dim M⊥ = 1. By Corollary 4.4, ‖Piv′‖ =
‖Piw′‖. It follows that
〈Pi(v′ + w′), v′ − w′〉 = 〈Pi(v′ + w′), Pi(v′ −w′)〉 = ‖Piv′‖2 − ‖Piw′‖2 = 0.
Hence, v′ − w′ ⊥ Pix′ = Pi(v′ + w′) for all i = 1, 2, . . . ,m. By assumption
(2), v′ − w′ = cw′′ ∈ Sw and so v′ ∈ Sw. By Theorem 4.8, Sv = Sw and so
v = cw for some c. Now by Equation 1, |c| = 1.
(2)⇔ (3): This is clear. 
Corollary 5.7. Let {vi}mi=1 do phase retrieval on Cn and for x ∈ Cn let
I = {i : 〈x, vi〉 6= 0}. Then
(1) |I| ≥ 2n− 1.
(2) span {vi}i∈I = Cn.
Proof. (1) We proceed by way of contradiction. Let Pi be the rank two
projection in R2n onto Svi . If |I| ≤ 2n − 2, then for i ∈ Ic, ‖Pix′‖ =
|〈x, vi〉| = 0. It follows that |{i : Pix′ 6= 0}| ≤ 2n − 2 and hence {Pix′}mi=1
does not span a hyperplane in R2n contradicting Theorem 5.6.
(2) Let Pi be the rank two projection in R
2n onto Svi . We proceed by way
of contradiction. So assume there exists y ∈ Cn with y ⊥ vi for all i ∈ I.
Then, Piy
′ = 0 for all i ∈ I. Since y′′ = (iy)′, it follows that Piy′′ = 0 for all
i ∈ I. Also, Pix = 0 for all i ∈ Ic. So
M = span {Pix′}mi=1 = span {Pix′}i∈I .
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It follows that y′, y′′ ⊥M and so M is not a hyperplane in R2n contradicting
Theorem 5.6.

Corollary 5.8. If {vi}4n−4i=1 does phase retrieval in Cn and I ⊂ [4n−4] with
|I| = 2n − 2, then {vi}i∈I and {vi}i∈Ic both span Cn.
To prove the complex analog of Theorem 2.7, we need a result.
Proposition 5.9. Let W be a d-dimensional subspace of Cn. Then there
is a 2d-dimensional subspace V of R2n so that for every orthonormal basis
{vi}di=1 for W we have span {Svi}di=1 = V . Recall that the {Svi}mi=1 is an
orthogonal set of 2-dimensional subspaces of R2n.
Proof. Choose any orthonormal basis {vi}di=1 forW and let V = span {Svi}mi=1.
We want to show that for any other orthonormal basis {wi}mi=1 for W , we
have span {Swi}mi=1 = V . It suffices to show that for any w ∈W , w′, w′′ ∈ V .
If we write w =
∑d
j=1(a+ bi)vi, by Theorem 5.6 we have
w′ =
d∑
j=1
[(aj + ibj)vj ]
′ =
m∑
j=1
[ajv
′
j + bjv
′′
j ] ∈ V.
Since w′′ = (iw)′, the same argument shows that w′′ ∈ V . 
We will need one more preliminary result.
Proposition 5.10. Let W be a subspace of Cnof dimension d, let {vi}di=1
be an orthonormal basis of W and let V = span {Svi}di=1 be the induced sub-
space in R2n. Let Q (respectively P ) be the projection onto W (respectively
V ). Then for all x ∈ Cn, ‖Qx‖ = ‖Px′‖.
Proof. Let Pi be the projections onto Svi . For any i, |〈x, vi〉| = ‖Pix′‖ and
so
‖Qx‖2 =
d∑
i=1
|〈x, vi〉|2 =
d∑
i=1
‖Pix′‖2 = ‖Px′‖2.

Now we give the complex analog of Edidin’s Theorem [12].
Theorem 5.11. Let {Wi}mi=1 be subspaces of Cn with projections {Qi}mi=1
and let {Vi}mi=1 be the corresponding subspaces of R2n given in Proposition
5.9 with projections {Pi}mi=1. The following are equivalent:
(1) {Qi}mi=1 does phase retrieval.
(2) For every w′ ∈ R2n, if M = span {Piw′}mi=1 then M⊥ = span {w′′}.
Proof. (1) ⇒ (2): Given v′ ∈ M⊥, there exist two vectors x′, y′ so that
x′ + y′ = w′ and x′ − y′ = v′. Now,
0 = 〈Pi(x′ + y′), x′ − y′〉 = 〈Pix′ + Piy′, Pix′ − Piy′〉 = ‖Pix′‖2 − ‖Piy′‖2.
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By Proposition 5.10, ‖Qix‖ = ‖Qiy‖ for all i = 1, 2, . . . ,m. Since {Qi}mi=1
does phase retrieval, we have that x = cy for some |c| = 1 and ‖x′‖ = ‖y′‖.
Since Sx is a subspace x
′ + y′ = w′, x′ − y′ ∈ Sx. By Theorem 4.8 Sw = Sx.
But, {w′, w′′} is an orthonormal basis for Sw and x′ + y′ = w′ ⊥ x′ − y′.
It follows that x′ − y′ is a multiple of w′′. Hence, w′′ ⊥ M and its scalar
multiples are the only vectors orthogonal to M.
(2) ⇒ (1): Assume v,w ∈ Cn and ‖Qiv‖ = ‖Qiw‖ for all i = 1, 2, . . . ,m.
By Proposition 5.10, ‖Piv′‖ = ‖Piw′‖ for all i. Now,
〈Pi(v′ + w′), v′ − w′〉 = 〈Piv′ + Piw′, Piv′ − Piw′〉 = ‖Piv′‖2 − ‖Piw′‖2 = 0.
By our assumption in (2), v′−w′ = c(v′′+w′′). It follows that Sv = Sw and
v′− cv′′ = w′+ cw′′. Since ‖v′‖ = ‖v′′‖, ‖w′‖ = ‖w′′‖, v′ ⊥ v′′, w′ ⊥ w′′, and
v′ − cv′′ = w′ + cw′, a little geometry shows that |c| = 1 and so v = dw for
some |d| = 1. 
6. Mutually Unbiased Bases
In this section, we will see that for a family of mutually unbiased bases
in Cn their corresponding rank 2 projections in R2n are mutually unbiased.
Definition 6.1. Two orthonormal bases {ei}ni=1, {e′i}ni=1 for Hn are said to
be mutually unbiased if
|〈ei, e′j〉|2 =
1
n
, for all i, j = 1, 2, . . . , n.
We first need a lemma.
Proposition 6.2. Given v,w be unit vectors in Cn let P,Q be the rank 2
projections in R2n onto Sv, Sw. Then, tr (PQ) = 2|〈v,w〉|2.
Proof. We note that P = v′v′∗ + v′′v′′∗ and Q = w′w′∗ + w′′w′′∗. Now we
compute using Proposition 4.2 (5):
〈P,Q〉 = tr (PQ)
= tr (v′v′∗ + v′′v′′∗)(w′w′∗ + w′′w′′∗)
= tr (v′v′∗w′w′∗) + tr (v′v′∗w′′w′′∗) + tr (v′′v′′∗w′w′∗) + tr v′′v′′∗w′′w′′∗)
= |〈v′, w′〉|2 + |〈v′, w′′〉|2 + |〈v′′, w′〉|2 + |〈v′′, w′′〉|2
= ‖Pwv′‖2 + ‖Pwv′′‖2
= |〈v,w〉|2 + |〈iv, w〉|2
= 2|〈v,w〉|2.

Corollary 6.3. If {vij}nj=1 are mutually unbiased orthonormal bases for Cn,
for i = 1, 2, . . . , k, then the rank 2 projections {Pij} n, ki=1,j=1 onto {Svij} n, ki=1,j=1
in R2n are mutually unbiased.
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Proof. By Corollary 4.3, for each i, {Svij}nj=1 is an orthogonal family of two
dimensional subspaces in R2n. Hence, for j 6= k,
〈Pij , Pik〉 = tr PijPik = 0.
Also, by Proposition 6.2, if i 6= k,
〈Pij , Pk,l〉 = tr PijPkl == 2|〈vij , vkl〉|2 = 2
n
.

7. Fusion Frames
In this section, we will apply our association of vectors in Cn to rank
two projections in Rn to answer a longstanding problem in fusion frame
theory. This topic was introduced in [8]. Fusion frames have application to
dimension reduction and Grassmannian packings [15].
Definition 7.1. Given a family of subspaces {Wi}mi=1 with respective pro-
jections {Pi}mi=1 in Rn or Cn, and given ai > 0 for i = 1, 2, . . . ,m, we say
(Wi, ai)
m
i=1 (respectively, (Pi, ai)
m
i=1) is a fusion frame with fusion frame
bounds 0 < A ≤ B <∞ if for all vectors v we have:
A‖v‖2 ≤
m∑
i=1
a2i ‖Piv‖2 ≤ B‖v‖2.
We start by showing that frames in Cn will associate with fusion frames
of 2-dimensional subspaces of R2n.
Theorem 7.2. Let {vi}mi=1 be a frame in Cn and let Wi = Svi with orthog-
onal projection Pi for i ∈ [m]. The following are equivalent:
(1) {vi}mi=1 has frame bounds A,B.
(2) (Wi, ‖vi‖)mi=1 is a fusion frame of two dimensional subspaces for R2n
with fusion frame bounds A,B.
Proof. This is immediate since given w ∈ Cn,
m∑
i=1
|〈w, vi〉|2 =
m∑
i=1
‖v′i‖2‖Piw′‖2.

It is exceptionally difficult to construct tight fusion frames. Especially
since they often do not exist. For example, there does not exist a tight
fusion frame for R3 consisting of two 2-dimensional subspaces. To see this,
let (Wi, ai)
2
i=1 be a fusion frame for R
3 with associated projections {Pi}2i=1.
Let x ∈W1 ∩W2. Then
a21‖P1x‖2 + a22‖P2x‖2 = (a21 + b21)‖x‖2.
But, if x ∈W1 but not in W2 then ‖P2x‖2 < ‖x‖2 and so
a21‖P1x‖2 + a22‖P2x‖2 < (a21 + b21)‖x‖2.
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I.e. This fusion frame is not tight. It is believed that this problem occurs
over and over with odd numbers of two dimensional subspaces of R3 as well
as occuring in R2n+1 for all n. It has been a longstanding open problem
whether this is a problem of odd dimensions or does this problem show up
in even dimensions also. I.e. Is there a tight fusion frame of m 2-dimensional
subspaces in R2n for all n and all m ≥ n. We see that the above answers
this in the affirmative.
Corollary 7.3. The following fusion frames exist:
(1) For every m ≥ n, there is a tight frame {vi}mi=1 for Cn and then for
Wi = Svi, {Wi, ‖vi‖}mi=1 is a tight fusion frame of two dimensional
subspaces of R2n.
(2) For every m ≥ n, there is an equal norm Parseval frame {vi}mi=1 for
C
n (and so ‖vi‖2 = nm) and then for Wi = Svi, {Wi,
√
n
m
}mi=1 is a
tight fusion frame of two dimensional subspaces of R2n.
And for the general case we have,
Theorem 7.4. If {Wi, ai}mi=1 be a fusion frame for Cn with dim Wi = ki
for i ∈ [m], with fusion frame bounds A,B then {Vi, ai}mi=1, the induced 2ki-
dimensional subspaces of R2n, form a fusion frame in R2n with fusion frame
bounds A,B.
Proof. Let Qi (respectively, Pi) be the projection onto Wi (respectively, Vi).
By the proof of Proposition 5.10 we have for all x ∈ Cn: ‖Qix‖ = ‖Pix′‖.
It follows that
m∑
i=1
a2i ‖Qix‖2 =
m∑
i=1
a2i ‖Pix′‖2.
This proves the result. 
8. Classifying Norm Retrieval
We will give a theorem similar to the Edidin Theorem but which classifies
norm retrieval.
Definition 8.1. A family of projections {Pi}mi=1 on Hn does norm re-
trieval if whenever x, y ∈ Hn and ‖Pix‖ = ‖Piy‖, for all i = 1, 2, . . . ,m,
we have that ‖x‖ = ‖y‖.
It is immediate that if {Pi}mi=1 does phase retrieval then it does norm
retrieval. The converse fails since orthonormal bases do norm retrieval and
must fail phase retrieval. The importance of norm retrieval is that [9] if a
family of projections {Pi}mi=1 does phase retrieval on Hn then {(I − Pi)}mi=1
does phase retrieval if and only if it does norm retrieval.
Theorem 8.2. Given projections {Pi}mi=1 on Rn the following are equiva-
lent:
(1) {Pi}mi=1 does norm retrieval.
14 CASAZZA, CHENG
(2) For every 0 6= x ∈ Rn, we have
[span {Pix}]⊥ ⊂ x⊥.
(3) For every 0 6= x ∈ Rn, we have that x ∈ span {Pix}mi=1.
Proof. (2) ⇒ (1): We will prove the contrapositive. If norm retrieval fails,
then there are vectors x, y ∈ Rn with ‖Pix‖ = ‖Piy‖ for all i = 12, . . . ,m
but ‖x‖ 6= ‖y‖. This implies if v = x + y and w = x− y then v,w are not
orthogonal. But w ∈ [span {Piv}mi=1]⊥ , so property (2) fails.
(2)⇔ (3): This is immediate.
(2) ⇒ (1): Again by the contrapositive, there exists v,w which are not
orthogonal (so w 6= 0) but w ⊥ span {Piv}mi=1 and so Piw ⊥ Piv.. Write
v = x + y and w = x − y. Since v,w are not orthogonal, ‖x‖ 6= ‖y‖. But,
since w ⊥ Piv,
‖Pi(v + w)‖2 = 〈Piv + Piw,Piv + Piw〉
= ‖Piv‖2 + ‖Piw‖2
= 〈Piv − Piw,Piv − Piw〉 = ‖Pi(v − w)‖2.
So ‖Pix‖ = ‖Piy‖ for every i, while ‖x‖ 6= ‖y‖. I.e. {Pi}mi=1 fails norm
retrieval. 
In general, it is difficult to show that projections {Pi}mi=1 do norm retrieval
(especially if they fail phase retrieval) and even more difficult to show that
this passes to {(I − Pi)}mi=1. It is known that, in general, {Pi}mi=1 may do
norm retrieval (even phase retrieval) while {(I −Pi)}mi=1 fails norm retrieval
[24]. We will now give a slightly weaker sufficient condition for norm retrieval
(respectively, phase retrieval) to pass from {Pi}mi=1 to {(I − Pi)}mi=1.
Theorem 8.3. Let {Pi}mi=1 be projections on Rn. The following are equiv-
alent:
(1) {Pi}mi=1 does norm retrieval and for every y ∈ Rn there are scalars∑m
i=1 ai 6= 1 so that y =
∑m
i=1 aiPiy.
(2) {(I − Pi)}mi=1 does norm retrieval and for every y ∈ Rn there are
scalars
∑m
i=1 ai 6= 1 so that y =
∑m
i=1 ai(I − Pi)y.
Proof. (1)⇒ (2): Given 0 6= y ∈ Rn, choose {ai}mi=1 to that
∑m
i=1 aiPiy = y
and
∑m
i=1 ai 6= 1. Then,
m∑
i=1
ai(I − Pi)y =
(
m∑
i=1
ai
)
y −
m∑
i=1
aiPiy =
(
m∑
i=1
ai − 1
)
y.
So
y =
m∑
i=1
ai∑m
i=1 ai − 1
(I − Pi)y.
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Also,
m∑
i=1
ai∑m
i=1 ai − 1
=
∑m
i=1 ai∑m
i=1 ai − 1
6= 1,
So y ∈ span {(I − Pi)y}mi=1. I.e. {(I − Pi)}mi=1 does norm retrieval.
(2)⇒ (1): By symmetry. 
Theorem 8.4. Let projections {Pi}mi=1 do phase retrieval in Rn. The fol-
lowing holds:
If for every 0 6= y there exist scalars {ai}mi=1 so that y =
∑m
i=1 aiPiy and∑m
i=1 ai 6= 1, then {(I − Pi)}mi=1 does phase retrieval.
Proof. By Theorem 8.3, {(I − Pi)}mi=1 does norm retrieval and hence phase
retrieval. 
Corollary 8.5. If {Pi}mi=1 does norm retrieval (respectively, phase retrieval)
on Rn and for every y ∈ Rn either there exists ∑mi=1 ai 6= 1 and y =∑m
i=1 aiPiy or there exists
∑m
i=1 ai 6= 0 and
∑m
i=1 aiPiy = 0, then {(I −
Pi)}mi=1 does norm retrieval (respectively, phase retrieval.
Proof. If
∑m
i=1 aiPiy = y and
∑m
i=1 ai 6= 1 then
m∑
i=1
ai(I − Pi)y =
(
m∑
i=1
ai
)
y −
m∑
i=1
aiPiy =
(
m∑
i=1
ai − 1
)
y.
So y ∈ span {(I − Pi)y}mi=1. If
∑m
i=1 ai 6= 0 and
∑m
i=1 aiPiy = 0, then
m∑
i=1
ai(I − Pi)y =
(
m∑
i=1
ai
)
y −
m∑
i=1
aiPiy =
(
m∑
i=1
ai
)
y,
and so y ∈ span {(I − Pi)y}mi=1. 
9. Equiangular and Biangular Frames
In this section we will see how our association changes equiangular and
biangular tight frames in Cn into equiangular and biangular tight fusion
frames in R2n.
Definition 9.1. A family of unit vectors {φi}mi=1 in Rn or Cn is said to be
k-angular if there are constants α1 > α2 > · · · > αk ≥ 0 so that
{|〈φi, φj〉| : i 6= j}| = {αi : i = 1, 2, . . . , k}
Similarly, a family of subspaces {Wi}mi=1 with respective projections {Pi}mi=1
is k − angular if
|{〈Pi, Pj〉| : i 6= j}| = {αi : i = 1, 2, . . . , k}.
If k = 1, we call this equiangular and if k = 2 we call this biangular.
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Heath and Strohmer [18] (See also [6, 20]) made a detailed analysis of this
class of frames and related this to several areas of research. Wooters and
Fields [23] use them (not under this name) to obtain unbiased measurements
to determine the state (or density operator) of a quantum system. Grass-
mannian frames also arise in communication theory. In [19] Grassmannian
frames are used for low-bit rate channel feedback in MIMO systems. It also
arises in Welsh bound equality sequences [21].
The main problem in this area of research is that very few equiangu-
lar/biangular tight frames are known. It is known that the number of
equiangular lines in Rn is less than or equal to n(n + 1)/2 [10] but these
bounds are rarely achieved. For example, the maximal number of equiangu-
lar lines in Rd is just 28 for all . 7 ≤ d ≤ 14 [10]. In the complex case, the
maximal number of equiangular lines in Cn is n2 [10]. It is an open problem
whether this number is always attained. We will now show how to transfer
equiangular lines from Cn to equiangular fusion frames of two dimensional
subspaces of (respectively, equiangular families of rank 2 projections) R2n.
This provides many more equiangular sets to deal with in R2n if researchers
can live with rank 2 projections instead of vectors. For example, there are
only 28 equiangular lines in R14, but there are 15 equiangular families of
rank 2 projections in R14.
Theorem 9.2. If a unit norm tight frame {φi}mi=1 in Cn is equiangular,
then the rank 2 projections Pi onto Svi in R
2n form an equiangular tight
fusion frame in R2n.
Proof. We just observe that
|〈φi, φj〉|2 = 2‖Piφ′j‖2 = tr PiPj = 〈Pi, Pj〉.

Similarly we have:
Theorem 9.3. If a unit norm tight frame {φi}mi=1 in Cn is k-angular, then
the rank 2 projections Pi onto Sφi in R
2n form a k-angular tight fusion frame
in R2n.
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