Although adaptive control has been used in numerous applications to achieve system performance without excessive reliance on system models, the necessity of high-gain learning rates for achieving fast adaptation can be a serious limitation of adaptive controllers. Specifically, in safety-critical systems involving large system uncertainties and abrupt changes in system dynamics, fast adaptation is required to achieve stringent tracking performance specifications. However, fast adaptation using high-gain learning rates can cause high-frequency oscillations in the control response, resulting in system instability. This paper develops an output feedback adaptive control framework for continuous-time minimum-phase multivariable dynamical systems for output stabilization and command following to address the problem of achieving fast adaptation using high-gain learning rates for systems with partial state information. The proposed framework uses a controller architecture involving a modification term in the update law that filters out the high-frequency content in the control response while preserving uniform boundedness of the system error dynamics. The approach is based on a nonminimal state-space realization that generates an expanded set of states using the filtered inputs and filtered outputs, as well as their derivatives, of the original system, and requires knowledge of only the open-loop system's relative degree and a bound on the system's order.
I. Introduction
O FTEN when designing feedback controllers for complex dynamical systems, idealized assumptions, linearization, model-order reduction, exogenous disturbances, and unexpected system changes lead to modeling inaccuracies. If not mitigated, the uncertainties present in the system model can result in poor system performance and system instability. Therefore, it is essential in the control design process to achieve robust stability and a desired level of system performance when dealing with dynamical systems subject to system uncertainties. Model reference adaptive control was first introduced to improve system performance in the presence of system uncertainties [1, 2] . In this framework, the controller gains are updated based on the difference (i.e., error) between a reference model capturing the desired closed-loop dynamical system behavior and the uncertain system. Thus, the control gains are updated in order for the uncertain system to be able to track the reference model. This tracking error can be reduced by increasing the adaptive learning rate of the adaptive controller, and for sufficiently high learning rates, large uncertainties can be mitigated. This is especially important in high-performance safety-critical aircraft systems, since system faults, structural damage, or sudden changes in the control surface effectiveness can result in large changes in the system parameters. However, high learning rates can result in adaptive control signals with high-frequency content and, for practical application, can result in violation of actuator rate saturation constraints [3] , excite unmodeled dynamics [4, 5] , and cause system instability [6] . With the notable exceptions of [7] [8] [9] , the design tradeoff between system stability and adaptation learning rate (i.e., adaptation gain) has not been considered when designing adaptive controllers.
To address the performance limitations of adaptive controllers with high-gain learning rates for achieving fast adaptation, a lowfrequency learning adaptive control architecture was proposed in [8] . This adaptive control architecture builds on the result of [10] and involves a controller modification term in the update law that filters out the high-frequency content contained in the adaptation law while preserving stability of the system error dynamics. The key feature of this adaptive control architecture allows for robust, fast adaptation in the face of high-gain learning rates. More recently, the authors of [9] accounted for transient performance with increased adaptation gain by deriving L 2 bounds on key signals and their derivatives in the adaptive control system. However, with the exception of [11] , which extended the results in [9] to the output feedback control, the proposed adaptive control approaches for preserving system robustness while using high learning rates in [7, 8] require knowledge of the full state of the system.
There has been a number of results in the literature focused on output feedback direct adaptive controllers [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . These results require an observer for unknown state variables, an observer for output tracking errors, an output predictor, and/or estimation of Markov parameters that lead to adaptive control algorithms with varying sets of assumptions. These assumptions include knowledge of the relative degree of the regulated system output and the dimension of the system, as well as the requirement that the system be minimum phase or passive. The main reason for the minimum phase assumption is because direct adaptive controllers employ high-gain feedback that can drive nonminimum phase systems to instability.
In this paper, we develop an output feedback adaptive control framework for continuous-time minimum phase multivariable dynamical systems for output stabilization and command following to address the problem of achieving fast adaptation using high-gain learning rates for systems with partial state information. The approach builds on the output feedback adaptive stabilization and command following approach of [24] based on a nonminimal statespace realization that generates an expanded set of states using the filtered inputs and filtered outputs, as well as their derivatives, of the original system. Specifically, a direct adaptive controller for the nonminimal state-space model is constructed using the low-frequency learning theory framework of [8] and the expanded states of the nonminimal realization. The proposed adaptive controller can address multi-input/multi-output linear dynamical systems with unmatched disturbances, unmatched uncertainties, and unstable dynamics. The control architecture requires only knowledge of the open-loop system's relative degree and a bound on the system's order. Several illustrative numerical examples are provided to demonstrate the efficacy of the proposed approach.
II. Nonminimal State-Space Realization Formulation
The notation used in this paper is fairly standard. Specifically, R n (respectively, C n ) denotes the set of n × 1 real (respectively, complex) column vectors, R n×m (respectively, C n×m ) denotes the set of n × m real (respectively, complex) matrices, · T denotes transpose, · −1 denotes inverse, and "≜" denotes equality by definition. Furthermore, we write λ min A (respectively, λ max A) for the minimum (respectively, maximum) eigenvalue of the Hermitian matrix A, k · k 2 for the Euclidian norm, k · k F for the Frobenius matrix norm, tr· for the trace operator, idA for I n (respectively, 
where θ max ∈ R is a projection norm bound imposed on θ ∈ R n , and ε θ > 0 is a projection tolerance bound. Then, the projection operator Proj: R n × R n → R n is defined by
if ϕθ ≥ 0 and ϕ 0 θy ≤ 0; y − ϕ 0 T θϕ 0 θy ϕ 0 θϕ 0 T θ ϕθ; if ϕθ ≥ 0 and ϕ 0 θy > 0
where y ∈ R n . It follows from Definition 1 that
holds [25] . The definition of the projection operator can be generalized to matrices as
In this case, for a given Θ ∈ R n×m , it follows from Eq. (2) that
holds; for details, see [6] . In this paper, we assume that the projection norm bound imposed on each column of Θ ∈ R n×m is θ max .
In this section, we present a nonminimal state-space realization architecture for continuous-time linear multivariable uncertain dynamical systems. The nonminimal state-space realization involves an expanded system state that consists entirely of the system filtered inputs and the system filtered outputs, as well as their derivatives, which allows us to cast an output feedback control problem as a fullstate feedback problem. Specifically, consider the controllable and observable minimum phase linear uncertain dynamical system given by _ x p t A p x p tB p utD p w 1 t; x p 0 x p 0 ; t≥ 0 (4)
where, for every t ≥ 0, x p t ∈ R n is the unknown state vector; ut ∈ R m is the known control input; yt ∈ R l is the known system output;
Here, we assume that, even though the system order is unknown, it is less than or equal to n. An input-output equivalent (from control inputs ut, t ≥ 0, to system outputs yt, t ≥ 0) nonminimal observer canonical statespace model of Eqs. (4) and (5) for l > 1 is given by [26] _
where x o t ∈ R ln , t ≥ 0 is the state vector: 
D o ∈ R ln×d 1 , and E o ∈ R l×d 2 . Note that a i , i 0; 1; : : : ; n − 1, in Eq. (8) are the coefficients of the characteristic polynomial of the matrix A p in Eq. (4). Next, define
Now, an alternative input-output equivalent nonminimal controllable state-space realization of Eqs. (4) and (5) (see Theorem 2.1 of [24] for details) is given by
where x f t ∈ R n f , t ≥ 0, n f ≜ m ln, is the known filtered expanded state vector given by ∈ R n f ×n f
C f −a 0 I l λ n I l ··· ··· −a n−1 I l nλI l B 0 ··· ···
and
where w 1f t and w 2f t are obtained by filtering w 1 t and w 2 t through the filter 1∕χs, respectively. For the remainder of this article, we assume that kw f tk 2 ≤ w max , t ≥ 0, and k _ w f tk 2 ≤ _ w max , t ≥ 0.
Note that Eqs. (14) and (15) give a nonminimal, albeit controllable, state-space realization of Eqs. (4) and (5) involving the expanded state x f t, t ≥ 0, comprising filtered versions of the inputs and outputs, as well as their derivatives, of the original system, without requiring differentiation of the actual input and output signals. It is important to note that, even though the original system is unknown, the expanded state vector x f t, t ≥ 0 is known, since the controllable nonminimal state-space realization given by Eqs. (14) and (15) is defined by a state that consists entirely of filtered inputs, filtered outputs, and their derivatives of the original system. Thus, the output feedback stabilization problem given by Eqs. (4) and (5) is converted into a full-state feedback control design problem by equivalently considering Eqs. (14) and (15) . Furthermore, for an output feedback control design of the form given by Eqs. (4) and (5), we typically require that (A p , B p ) be controllable (or stabilizable) and (A p , C p ) be observable (or detectable). In contrast, for a feedback control design using the input-output equivalent nonminimal state-space model given by Eqs. (14) and (15) , we only require controllability of the pair (A f , B f ), which is automatic. Finally, it is important to note that only the system matrix A f in Eq. (14) is partially unknown for full-state feedback control design, whereas the triple (A p , B p , C p ) is unknown in Eqs. (4) and (5) for an output feedback control design.
III. Adaptive Control for the Nonminimal State-Space Model
In this section, we introduce a direct adaptive state feedback control architecture for the nonminimal state-space model given by Eqs. (14) and (15) that guarantees adaptive output stabilization for the original system given by Eqs. (4) and (5), as well as boundedness of the original system state x p t, t ≥ 0. To address this problem, let d be the known smallest positive integer i such that the ith Markov parameter C p A i−1 p B p of the original system given by Eqs. (4) and (5) is a nonzero matrix. In this case, it follows from Eqs. (11) (12) (13) 
Assumption 1: The first nonzero Markov parameter can be parameterized as
where B ∈ R l×m is a known matrix, and Λ ∈ R m×m is an unknown matrix given by
where Λ m 1 ∈ R m 1 ×m 1 ; : : : ; Λ m s ∈ R m s ×m s , and m 1 · · · m s m. Furthermore, for each i ∈ f1; : : : ; sg, Λ m i is either positive definite or negative definite. Note that it follows from Assumption 1 that Λ given by Eq. (29) can be written as Λ idΛpdΛ, where idΛ block-diagidΛ m 1 ; : : : ; idΛ m s is known and pdΛ block − diagpdΛ m 1 ; : : : ; pdΛ m s is unknown and positive definite. For single-input/single-output dynamical systems, without loss of generality, setting B 1 in Eq. (28) gives
where sgny ≜ y∕jyj, y ≠ 0, and sgn0 ≜ 0. In this case, Assumption 1 implies that the sign of the first nonzero Markov parameter denoted by idC p A d−1 p B p is known. Remark 1: For single-input/single-output systems, Assumption 1 implies that the sgnC p A d−1 p B p is known and an upper bound on the magnitude jC p A d−1 p B p j is known. For multi-input/multi-output systems with m l, Assumption 1 implies that, if C p A d−1 p B p is positive definite, then an upper bound on the magnitude of
Next, consider the nonminimal state-space model given by Eq. (14), where the known state vector x f t, t ≥ 0 is given by Eq. (16), the partially unknown matrix A f is given by Eq. (18) , and the known input matrix B f is given by Eq. (19) ; and note that Eq. (14) can be equivalently written as
where ζ 1 ≜ λ n ; : : : ; ζ n ≜ nλ. Note that A 0 , B 0 , and Λ in Eq. (30) are unknown; hence, the dynamics in Eq. (30) are unknown, whereas the dynamics in Eq. (31) are completely known with A v being Hurwitz. Hence, we use a two-stage design framework wherein we first design a virtual control signal ϕt, t ≥ 0, that stabilizes the unknown dynamics in Eq. (30) , and then we design the actual control signal ut, t ≥ 0, using the known dynamics in Eq. (31) . The existence of such a virtual control signal ϕt, t ≥ 0, is guaranteed under the following assumption. Assumption 2: The system given by Eqs. (4) and (5) is square (i.e., m l), and B is nonsingular. It is important to note that Assumption 2 implies the existence 
where A m i , i 0; 1; : : : ; n − 1, are chosen such that A m is Hurwitz. Note that the choice of each A m i , i 0; 1; : : : ; n − 1, does not depend on the knowledge of either BΛ or a i , i 0; 1; : :
positive-definite gain matrices, and P m is a positive-definite solution of the Lyapunov equation
where R m ∈ R ln×ln is a symmetric positive-definite matrix. Note that, since A m is Hurwitz, it follows from converse Lyapunov theory [27] that there exists a unique symmetric positive-definite matrix P m satisfying Eq. (68) for a given symmetric positive-definite matrix R m . Furthermore, since the weight update laws forK q t,
Finally, note that the closed-loop system error dynamics are given by Eq. (41):
Using the known dynamics in Eq. (31) and a two-stage backstepping design procedure, it was shown in [24] that, for the uncertain dynamical system given by Eq. (14), with Assumptions 1 and 2 holding, x p t, t ≥ 0, satisfying Eq. (4) is bounded for all x p 0 ∈ R n with the control signal ut given by
and with virtual control
where the gain update lawsK q t, t ≥ 0,K v t, t ≥ 0, andd f t, t ≥ 0, are given by Eqs. (42-44). Remark 2: If the system given by Eqs. (4) and (5) is undisturbed (i.e., w 1 t ≡ 0 and w 2 t ≡ 0), then we need only consider the adaptation laws given by Eqs. (42) and (43). In this case, it can be shown that the solution qt;K q t;K v t of the system equations (41), (46), and (47) is Lyapunov stable for all q 0 ;K q0 ;K v0 ∈ R ln × R ln×m × R mn−d×m and t ≥ 0, and qt → 0 as t → ∞ (see [24] for details). Furthermore, since the first l components of qt, t ≥ 0, correspond to the filtered output of the original system, it follows that y f t → 0 as t → ∞. Now, since the filter given by Eq. (17) is asymptotically stable, it follows that yt → 0 as t → ∞.
IV. Low-Frequency Learning in Adaptive Control
To address the high-frequency oscillations prevalent in standard adaptive control with high-gain feedback, letK
given by (see equation (9) in [8] )
γ v f ;max > 0, and γ d f ;max > 0 are given design parameters.
Next, we add a modification term to the standard update laws given by Eqs. (42-44) in order to enforce a distance metric between the trajectories of the weight estimatesK q t, t ≥ 0;K v t, t ≥ 0; and d f t, t ≥ 0, and the trajectories of their low-pass filtered versionŝ
This leads to a minimization problem involving an error criterion capturing the distance betweenK q t, t ≥ 0, andK q f t, t ≥ 0;K v t, t ≥ 0; and
Specifically, for the weight estimateK q t, t ≥ 0, consider the cost function given by
and note that the negative gradient of Eq. (54) with respect toK q is given by
which gives the structure of the proposed modification term. Using the ideas presented in [1, 23, 28, 29] , we now construct the proposed update law by adding Eq. (55) to Eq. (42) to obtain the modified update law
where σ q > 0 is a modification gain. Similarly, we modify the update laws given by Eqs. (43) and (44) as
where σ v > 0 and σ d > 0 are modification gains. Many modification terms to the standard update laws given by Eqs. (42-44) are reported in the literature; for example, see [23, [30] [31] [32] . These modification terms include the classical σ-modification, which has the form −σ q K q t − K (and, similarly, forK v t and d f t), where σ q > 0 and K is an approximation of the ideal weight. If K is not a good approximation of the ideal weight, then the system error can increase [23] . Since K is unknown for many practical applications, it is common practice to choose K 0. However, a key shortcoming of the σ-modification term with K 0 is that it adds pure damping to the update law turning it into a lag filter, which can inhibit the adaptation process.
The modification term given by Eq. (55) resembles the σmodification architecture with K replaced byK q f t, t ≥ 0. However, this new modification architecture allows the update law to learn using its low-frequency content, and hence suppress the undesired high-frequency oscillations possibly contained in the control response. The proposed update laws given by Eqs. (56-58) significantly differ from the standard update law with a σ modification. Furthermore, as we see in the next section, the proposed update laws do not affect the ultimate boundedness of the system error dynamics. A block diagram showing the proposed adaptive control architecture is shown in Fig. 1 .
For the statement of the next result, the closed-loop error given by Eq. (41), weight update laws, filtered weight update laws, weight update error dynamics, and filtered weight update error dynamics are, respectively, given by Eqs. (56-58) : 
where, for every where R m ∈ R ln×ln is a symmetric positive-definite matrix.
Since the weight update laws forK q t, 
t ≥ 0. Letd f;max , d f;max , and _ d f;max denote the projection norm bound imposed ond f t, t ≥ 0, the upper bound on kd f tk 2 , t ≥ 0, and the upper bound on k _ d f tk 2 , t ≥ 0, respectively. Proposition 1: Consider the uncertain dynamical system given by Eq. (30) with a virtual control signal given by Eq. (50) and update laws given by Eqs. (56-61), and assume that Assumptions 1 and 2 hold. Then, the closed-loop error dynamics given by Eqs. (41), (62-67) are uniformly bounded for all q0;K q 0;
Proof: The proof is given in the Appendix. □ Next, we construct the actual control signal ut, t ≥ 0, using the known dynamics in Eq. (31) . In particular, it follows from Eq. (31) that
Using ϕt, t ≥ 0, given by Eq. (50), Eq. (71) can be equivalently rewritten as Eq. (49).
The following theorem presents the main result of this section. Theorem 1: Consider the uncertain dynamical system given by Eqs. (14) and (15) with the control signal given by Eq. (49) and update laws given by Eqs. (56-61) , and assume that Assumptions 1 and 2 hold. Then, x p t, t ≥ 0, satisfying Eq. (4) is bounded for all x p 0 ∈ R n .
Proof: To show that x p t, t ≥ 0, satisfying Eq. (4) is bounded, note that the solution (qt,K q t,K v t,d f t,K q f t,K v f t, d f f t), t ≥ 0, to Eqs. (62-67) is ultimately bounded by Proposition 1. Now, suppose, ad absurdum, that ut, t ≥ 0, is unbounded. Then, it follows from Eq. (14) along with Eqs. (18) and (19 ) that x f t, t ≥ 0, satisfying Eq. (14) is unbounded. Since the first ln components of x f t, t ≥ 0, correspond to qt, t ≥ 0, this implies that qt, t ≥ 0, is unbounded, which contradicts Proposition 1. Hence, ut, t ≥ 0, is bounded.
Next, since ut, t ≥ 0, is bounded and A v is Hurwitz, it follows from Eq. (31) that vt, t ≥ 0, is bounded. Similarly, _ yt; : : : ; y n−1 t, t ≥ 0, and _ ut; : : : ; u n−1 t, t ≥ 0, are bounded (since the filter given by Eq. (17) is asymptotically stable), and hence uniformly continuous. Hence, it follows from the minimality of (A p , B p , C p ) that x p t, t ≥ 0, is bounded. □ Remark 3: If the system given by Eqs. (4) and (5) is undisturbed (i.e., w 1 t ≡ 0 and w 2 t ≡ 0), then we need only consider the adaptation laws given by Eqs. (56), (57), (59), and (60). In this case, it follows from Proposition 1 that the solution qt;K q t;K v t;K q f t;K v f t of the system given by Eqs. (41), (62), (63), (65), and (66) is Lyapunov stable for all q 0 ;K q0 ;K v0 ;K q f 0 ;K v f 0 ∈ R ln ×R ln×m ×R mn−d×m ×R ln×m ×R mn−d×m and t ≥ 0; and qt → 0 as t → ∞ (see [24] for details). Furthermore, since the first l components of qt, t ≥ 0, correspond to the filtered output of the original system, it follows that y f t → 0 as t → ∞. Now, since the filter given by Eq. (17) is asymptotically stable, it follows that yt → 0 as t → ∞.
To elucidate the structure of the control architecture given by Eq. (49) , consider a second-order single-input/single-output system with d 1. In addition, assume that there are no input and output disturbances in Eqs. (4) and (5) . In this case, the actual control signal given by Eq. (49) becomes
which gives a proportional-integral-derivative control architecture. To further elucidate the controller structure [Eq. (72)], assume that the adaptive gainsK q t, t ≥ 0, andK v t, t ≥ 0, converge toK q∞ k q1 ;k q2 T andK v∞ k v , respectively, as t → ∞. In this case, using Eq. (50) with qt q 1 t;
which gives a lead/lag-type compensator structure. Note that unstable pole-zero cancelation in Eq. (73) is precluded, since Eqs. (4) and (5) are assumed to be minimum phase. Finally, it is important to note that the proposed update law given by Eqs. (56-58) along with Eqs. (59-61) can be extended to include p multiple low-pass filters in order to shape (i.e., decrease) the negative slope of the filter after the cutoff frequency. This can be done by considering the update laws given by
. .
And, similarly,
In this case, identical results to Theorem 1 hold with xt → x m t as t → ∞ by considering the Lyapunov-like function candidate
V. Adaptive Command Following for the Nonminimal State-Space Model
In this section, we extend the adaptive control architecture developed in Sec. IV to the case of command following. To address system tracking, consider the additional integrator state q int t ∈ R l , t ≥ 0, satisfying
where r f t ∈ R l , t ≥ 0, is a filtered (through the filter χs defined by Eq. (17)) command of a given bounded piecewise continuous reference command rt ∈ R l , t ≥ 0. Now, Eq. (30) can be augmented with the integrator state given by Eq. (87) to give _ q a t A a0 q a tB a0 v 0 tB a1 ΛϕtB am r f tD 10 w f t; 
where A am i ∈ R l×l , i 0; 1 : : : ; n. Next, consider the reference system given by
where q am t ∈ R ln1 , t ≥ 0, is the reference system state vector.
Since A am is Hurwitz, it follows from converse Lyapunov theory that there exist a positive-definite matrix R am ∈ R ln1×ln1 and a positive-definite matrix P m ∈ R ln1×ln1 such that
A T am P am P am A am R am
Finally, note that, since rt is bounded for all t ≥ 0 and the filter given by Eq. (17) is asymptotically stable, it follows that r f t is bounded for all t ≥ 0. Furthermore, q am t is uniformly bounded for all q am 0 ∈ R ln1 and t ≥ 0.
Next, define the error state et ≜ q a t − q am t, t ≥ 0, and note that it follows from the augmented dynamics given by Eq. (88) and the reference system given by Eq. (95) that
where, for every t ≥ 0,K aq t ≜K aq t − K aq ∈ R ln1 ×m ,
are the estimates of K aq t, K av t, and d af t, respectively, andK aq f t ∈ R ln1×m ,
and Γ ad f ∈ R m×m are positive-definite gain matrices; and σ aq > 0, σ av > 0, and σ ad > 0 are modification gains. Note that, since the weight update laws for K aq t, t ≥ 0;K av t, t ≥ 0;d af t, t ≥ 0;K aq f t, t ≥ 0;K av f t, 
VI. Illustrative Numerical Examples
In this section, we demonstrate the efficacy of the proposed output feedback adaptive control architecture by presenting one academic example, a roll attitude guided missile model, and an aircraft model for longitudinal control.
Example VI.1: Consider the plant given by
with zero initial conditions, poles f−4; −2g, and zero f−6.167g. Here, our aim is to track a given square wave reference command rt, t ≥ 0. Let λ 5 and
Furthermore, let R am 15I 3 , Γ aq 50I 3 , Γ av 50, and B 1. Finally, note idΛ idC p B p 1. The closed-loop response using the standard adaptive control algorithm (i.e., σ aq 0 and σ av 0) is shown in Fig. 3 , whereas the proposed adaptive control algorithm is shown in Fig. 4 for Γ aq f 2I 3 , σ aq 0.25, Γ av f 2, and σ av 0.25. Note that the control response of the proposed adaptive controller is clearly superior as compared to the standard adaptive controller. This is expected, since fast adaptation and robust adaptation can be achieved with the proposed controller without incurring high-frequency oscillations in the control response.
▵ Example VI.2: In this example, we consider a roll autopilot controller of a guided missile for keeping a fixed orientation throughout flight ( [33] p. 387). The design requires a roll orientation near zero. The equations of motion for the rolling motion of the missile are given by Eqs. (4) and (5), where x p t x 1 t; x 2 t T ∈ R 2 , t ≥ 0, is the state vector with x 1 t, t ≥ 0, representing the roll angle (in radians), x 2 t, t ≥ 0, representing the roll rate (in radians per second), and ut, t ≥ 0, representing the aileron deflection (in radians).
Here, we assume w 1 t ≡ 0 and w 2 t ≡ 0 in Eqs. (4) and (5), and we set yt x 1 t x 2 t. Furthermore, we set In this case, the system poles and zeros are f0; −2g and zero f−1g, respectively. Our aim here is regulation control; hence, we set λ 1 and
Furthermore, let R m 100I 2 , Γ q 15I 2 , Γ v 15, and B 1. Finally, note idΛ idC p B p 1. The closed-loop response using the standard adaptive control algorithm (i.e., σ q 0 and σ v 0) with initial condition x 0 0.08 3 T is shown in Fig. 5 , whereas the proposed control algorithm is shown in Fig. 6 with filter gains Γ q f I 2 , σ q 0.1, Γ v f 1, and σ v 5. Note that the aileron response of the proposed adaptive controller does not result in highfrequency oscillations in the face of fast adaptation. In addition, note that, for the standard adaptive controller, sup t≥0 jytj > jy0j, which can result in state constraint violations imposed by the missile aerodynamics characteristics as prescribed in [33] . ▵ Example VI.3: In this example, we consider the controlled longitudinal motion of a Boeing 747 airplane linearized at an altitude of 40 kft and a velocity of 774 ft∕s ([34] p. 185) with dynamics given by Eqs. (4) and (5), where x p t x 1 t; x 2 t; x 3 t; x 4 t T ∈ R 4 , t ≥ 0, is the state vector with x 1 t, t ≥ 0, representing the x-bodyaxis component of the velocity of the aircraft center of mass with respect to the reference axes (in feet per second) x 2 t, t ≥ 0, representing the z-body-axis component of the velocity of the aircraft center of mass with respect to the reference axes (in feet per second), x 3 t, t ≥ 0, representing the y-body-axis component of the angular velocity of the aircraft (pitch rate) with respect to the reference axes (in centiradians per second), x 4 t, t ≥ 0, representing the pitch Euler angle of the aircraft body axes with respect to the reference axes (in centiradians), and ut ∈ R, t ≥ 0, representing the elevator input (in centiradians).
Here, we assume w 1 t ≡ 0 and w 2 t ≡ 0 in Eqs. (4) and (5), and we set yt x 3 t. Furthermore, we set 5 ; C p 0 0 1 0 Furthermore, let R am 25I 5 , Γ aq 100I 5 , Γ av 100I 3 , and B 1. Finally, note idΛ idC p B p −1. The closed-loop response using the standard adaptive control algorithm (i.e., σ aq 0 and σ av 0) with zero initial conditions is shown in Fig. 7 , whereas the proposed control algorithm is shown in Fig. 8 with a bank of 10 filters in a row and filter gains Γ aq f 0.4I 5 , σ aq 0.6, Γ av f 0.4I 3 , and σ av 0.6. Note that the elevator response of the proposed adaptive controller does not result in high-frequency oscillations in the face of fast adaptation. ▵
VII. Conclusions
Fast adaptation in model reference adaptive control inevitably demands high-gain learning. High-gain learning, however, comes at the expense of increased controller effort, reduced stability margins, and high-frequency oscillations in the control response that can result in system instability. In this paper, a new robust output feedback adaptive control architecture was presented that allows for the fast adaptation of minimum phase multivariable uncertain systems with unmatched disturbances, unmatched uncertainties, and unstable dynamics while guaranteeing transient and steadystate performance bounds. The proposed adaptive control algorithm filters out the high-frequency content contained in the update law without hindering ultimate boundedness of the system error dynamics. The algorithm is predicated on a nonminimal state-space realization involving an expanded set of states with filtered versions of the system inputs, system outputs, and their derivatives, and it requires only knowledge of the open-loop system's relative degree and a bound on the system's order. Future work will include extensions to nonminimum phase systems, analyzing stability gain and time-delay margins of proposed framework, as well as extending the proposed framework to nonmodel reference adaptive control architectures.
Furthermore, note thatα· andβ· are class K ∞ functions.
Differentiating Eq. (A1) along the closed-loop system trajectories of Eqs. (41) and (62-67), and using Eq. Next, let ϑ be given by Eq. (70) and recall that kK q tk F ≤k q;max , t ≥ 0; kK q f tk F ≤k q f ;max , t ≥ 0; kK v tk F ≤k v;max , t ≥ 0; kK v f tk F ≤k v f ;max , t ≥ 0; kd f tk 2 ≤d f;max , t ≥ 0; and kd f f tk 2 ≤d f f ;max , t ≥ 0. Now, for kqtk 2 ≥ ϑ, t < T, it follows that _ Vqt;K q t;K v t;d f t;K q f t;K v f t;d f f t ≤ 0, t ≥ 0, for all qt;K q t;
where α is the maximum value such that D α ⊆ D e , and define
To show ultimate boundedness of the closed-loop system given by Eqs. (41) and (46-48), note that D β ⊂ D α . Now, since 
