The temperature, velocity, and concentration distributions were measured in boundary layers adjacent to heated vertical polymethyl methacrylate (PMMA) and wood (Southern Pine) surfaces, and next to a heated, vertical, sintered bronze plate through which propane was injected. The temperature, velocity, and concentration were measured as functions of position and time using thermocouple probes, flow visualization techniques, and heterodyne holographic interferometry, respectively. The measured distributions were compared to the results of a simple model. The agreement between the measured values and the results of the model was generally good and was within the experimental uncertainty.
I. INTRODUCTION
A problem of current interest is the release of volatile vapors from radiantly heated solids and the subsequent transport of the volatiles in the boundary layer adjacent to the solid. Many workers have studied the problems of solid pyrolysis ([1-5], for example). While most agree that the gas phase reactions are central to the ignition process ([4] , for example), few have included this aspect in a generalized way in their calculations of volatile release or their numerical modeling of pyrolysis and ignition. Those studies which have incorporated gas phase transport have limited it to one-dimensional flows [3] , or steady similaritytype flows [5] , or have used an unsteady approximate method [4] .
This investigation addressed the study of the characteristics of the injection and subsequent diffusion of a volatile into a laminar, natural convection boundary layer adjacent to a vertical slab or surface. This configuration was chosen because of its prevalence in studies of solid fuel pyrolysis. This study concentrates on low temperature pyrolysis as a limiting case for both experimental measurements and numerical modeling. While heating rate and solid temperature are significant factors in volatile formation, it is anticipated that prior to gas phase chemical reaction, these variables affect the gas phase temperature and concentration distribution only through changes in the boundary conditions at the solidgas interface.
The first objective of this effort was to develop an experimental technique which would allow accurate measurement of the variables of interestnamely temperature, velocity, and concentration in the low temperature pyrolysis range. The sec-end objective was to measure these variables as accurately as possible to allow comparison with analytic results. Finally, a third objective was to develop a simple model of this problem and to compare the results obtained with the data. It is anticipated that as data for higher pyrolysis rates prior to gas phase reactions become available, the model described will continue to work well with suitably specified boundary conditions. The experimental technique was described elsewhere [6] ; therefore, emphasis is placed on the second objective.
The problem of volatile ejection and diffusion from a heated surface, if considered in a simple geometry prior to the large gas phase heat release accompanying ignition, is similar to the problem of combined heat and mass transfer in natural convection, which has received considerable attention. Ostrach [7] has recently reviewed the work in this field. Even in the general heat and mass transfer literature there is little available data which can be used for comparison with numerical work. Further, most extant numerical efforts involve integral or similarity analysis, which do not always allow for appropriate statement of the physics of the problem. This effort provides data for study of the preignition solid pyrolysis problem in the gas phase, as well as for the combined heat and mass transfer problem. In addition, a nonsimilar numerical model is developed and compared to the measurements.
II. EXPERIMENTS
The problem studied consisted of a vertical flat slab of material. At some time t o , the slab began being irradiated by a high temperature source. As the slab heated, pyrolysis occurred, liberating vapors which migrated to the surface of the slab. The vapors emitted from the slab formed a concentration boundary layer in the ambient fluid (air), while the heated surface of the slab initiated a thermal one.
Experiments were performed to measure the temperature, velocity, and concentration distributions in the air adjacent to the heated vertical surface. The vapors used in the tests were propane, introduced through a sintered bronze plate, and hydrocarbons issuing from heated polymethyl methacrylate (PMMA) and Southern Pine wood plates. The propane injection provided a controllable force flow of heavier-than-air fluid through the surface. The heated PMMA and Southern Pine specimens released heavier-and lighter-than-air vapors, respectively. The amount of vapor released by the solid specimens depended on the internal temperature distribution of the solid [8, 24] .
Temperatures were measured using fine wire thermocouples. Velocities were measured using a flow visualization technique. The concentrations of vapors were measured using heterodyne holographic interferometry.
Test Section
The test section consisted of a fiat vertical specimen, which was radiantly heated by suspending it between two opposing electrical heaters (Fig. 1) . Three types of specimens were used in the tests: PMMA (Rohm and Haas Plexiglas G), Southern Pine (standard construction grade with a nominal moisture content of 6%), and a sintered bronze plate. The specimen dimensions are given in Fig.  1 Pine specimens to determine the surface temperature and uniformity. The sintered bronze plate was mounted opposite a single radiant heater and was attached to an aluminum chamber which served as a plenum for the propane. The propane flow rate was measured using two micromanometers attached to the piping system.
Each heater consisted of Chromel wire coils mounted on an asbestos plate enclosed in a steel chamber. The maximum power output of each heater was 1270 W. The voltage to the heater was controlled by a variable transformer. The temperature distribution across the heater faceplate was measured by thermocouples and also by an infrared thermometer. The temperature variation across the surface of the heater was found to be less than about 2%. The experiments were performed with two values of incident radiation (3180 and 1140 W/m2), which was measured with a Gardon heat flux detector. The variation of incident radiation flux across the surface of the specimen was less than 5% of the measured value.
Temperature Measurements
The temperature of the vapor-air mixture in the boundary layer was measured by inserting 0.0762-mm-diameter unshielded copper-constantan thermocouples into the space between the specimen and the heaters. The distance of the thermocouples from the specimen surface could be adjusted to within 0.0127 mm. Two thermocouples were mounted on a traversing stage, one at a height of 5.4 cm from the leading (lower) edge of the specimen, and the other at a height of 8.9 cm. Measurements were taken at seven different locations normal to the wall, at 2.5 min intervals. Prior to the measurement, the stage was translated to allow the two thermocouples to touch the wall. This was visually checked using a Gaertner cathetometer. The thermocouples were then withdrawn to the prescribed position, using the micrometer screw on the stage to measure displacement. For each specimen, the temperature was measured at the two vertical positions every 2.5 min. The thermocouple readings were corrected for the effects of conduction, convection, and radiation. Five thermocouples were embedded in the solid. The temperatures provided by these thermocouples were extrapolated to the surface. These extrapolated values were compared with corrected surface temperature measurements made by the gas phase thermocouples. An average of the values was used as the estimated surface temperature value. Using the method of least squares, a third-order polynomial was fitted to the temperature measured (at a given time) at each of the seven locations perpendicular to the wall and the estimated surface temperature. In the subsequent analysis this polynomial was used to calculate the temperature as a function of position. Ambient temperature was continuously measured as well. In an effort to reduce all room drafts, the ventilation system was blocked, resulting in an ambient temperature of 10°C for these tests.
The accuracies of the temperature measurements were assessed by measuring the air temperature adjacent to a vertical, heated, isothermal aluminum surface. The temperatures measured with the thermocouples were compared to (a) the temperature measurements made using holographic interferometry [9] , (b) values predicted by Ostrach's similarity solution [10] , and (c)the results of the model developed in this investigation. The comparisons, given in Fig. 2 , show good agreement between the measured and calculated temperatures.
Velocity Measurements
The velocities of the vapor-air mixture between the specimen and the heater were measured by introducing titanum tetrachloride (TCI4) into the mixture through a perforated 18 gauge hypodermic needle placed perpendicular to the test specimen near the bottom edge of the specimen. One end of the needle was sealed, while the other end was connected to the TC14 reservoir. A stopcock was opened for short periods of time ('~1 s), allowing small amounts of TC14 to be introduced into the mixture through holes drilled in the needle. The TCI4 created puffs of smoke which were entrained in the boundary layer adjacent to the specimen. The velocity of the smoke puffs, and hence the velocity of the mixture, were determined by high speed photography. Using the method of least squares a fourth-order polynomial was fitted to the data, providing the velocity as a function of position from the surface. In order to assess the accuracy of the test method, velocity distributions were observed adjacent to a vertical, heated, isothermal aluminum plate. The data were compared to the results of Ostrach's similarity solutions and to the resuits obtained by the present model (Fig. 2 ). There is good agreement between the measured and calculated velocities.
Concentration Measurements
The concentration of the vapor in the boundary layer was measured by the technique of heterodyne holographic interferometry. Since details of the apparatus and experimental procedures are described elsewhere [6] , only the essential features of the method are outlined here. A laser beam was split into three parts, called the object beam, reference beam 1, and reference beam 2 (Fig. 3) . Reference beam 1 passed through two acoustooptic modulators which could be used to shift the light frequency. The object beam and both reference beams were expanded, collimated, and directed toward a holographic plate mounted at PH. A first exposure was made using reference beam 2 and the object beam while the specimen plate and ambient air (denoted as component 2 of the mixture) were at room temperature. During this exposure, reference beam 1 was blocked. A second exposure was taken using reference beam 1 and the object beam while the specimen plate was heated and component 1 was injected into the boundary. During this exposure reference beam 2 was blocked. After the second exposure the holographic plate was developed, replaced in its original position, and illuminated by both reference beams, thereby holographically reconstructing the two object waves. These reconstructed light waves interfered to form alternating light and dark fringes on a ground glass screen placed behind the hologram. These fringes were interpreted to determine the refractive index distribution (and consequently the density distribution) in the boundary layer.
In conventional holographic interferometry, refractive index distributions are determined by visually measuring the positions of the centers of bright and dark fringes. Fractional fringe measurements-that is, interpolations between fringe centers-generally are difficult and inaccurate. Heterodyne holographic interferometry is a technique whereby measurements are made electronicaUy which are equivalent to very accurate fractional fringe measurements. To accomplish this, the holographic plate was exposed, developed, and replaced in its original position as described in the preceding paragraph. It was illuminated by both reference beams while the temporal fre-quency of reference beam 1 was shifted by 50 kHz relative to that of reference beam 2 by the two acoustooptic modulators.
Two photodiodes were placed in the plane of the fringe pattern. The outputs of the two photodiodes oscillated at 50 kI-Iz but were out of phase with each other. The phase difference between their outputs was equivalent to the fringe shift between the locations of the two detectors. With this technique phase shifts as small as 0.3 ° have been detected [11 ] , in contrast to the method of conventional interferometry, where phase shifts of 180 ° can be measured accurately.
From the Lorenz-Lorentz equation and the equation of state for ideal gases [12] the concentration of component 1 in a binary mixture can be calculated using the expression Cr 1 2SXRT Ag.
r 1 +r 2 3/P**(A1--A2) A1--Az
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where r x and r 2 are the number of moles and A1 and A 2 are the molar refractivities of the components 1 and 2, T** is the temperature at which the first of the two exposures is taken (ambient temperature). P** is the atmospheric pressure, R is the universal gas constant, T is the local temperature of the mixture at the time when the second exposure is taken, ~ is the wavelength of the laser light, and I is the path length of light across the test surface. S is the fringe number, which is determined from the measured phase shift P,,(S = Ps/360). The experimentally determined values of S must be corrected for refractive and edge effects. Refractive corrections were necessary for strong gradients of index of refraction (density). In this experiment, only the propane injected through the sintered bronze plate produced such gradients. A computer code developed by Cha and Vest [13] was used to correct for the bending of the object wave due to the index of refraction gradients. The edge effects were accounted for on all specimens using the model of Hauf and Grigull [14] for the "spillover" of a boundary layer. This model assumes that the edge effects are due to the addition of a layer of fluid in the shape of a quarter-cylinder, at each edge of the plate. A corrected reading subtracts the effects of these quarter-cylinders. The molar refractivities of propane and of the vapors issuing from Southern Pine and PMMA were estimated using the expression [12] /'1 /'2 Amix-A1 + A2 (2)
rl + r2 /'1 + r2
and
where Ami x and A n are the molar refractivities of a mixture of compounds and a single compound, respectively. Aa, AO, A~ are the molar refractivities and ua, v#, v~ are the number of atoms of the elements present in the compound. The molar refractivity values used in this work are given in Table 1 . Subsequent to the initiation of these experiments, updated values of molar refractivities have been published by Gardiner et al. [27] . For the case of propane and that of water, the updated values change the propane concentration values by about 3%, and those of the wood vapor by about 1%. The molar refractivity for MMA vapor listed in Table 1 was calculated using Eq. (3) and the values given in [12] . The elemental molar refractivities given by the results of Gardiner et al. [27] were combined as in Eq. (3) to compare the results produced in this way with directly listed molar refractivities of known compounds. The values in Table 2 of Ref. [27] worked fairly well in this comparison. The molar refractivity calculated for MMA from the values in Table 2 of Ref. [27] was only slightly different from that cited herein. As a consequence of these considerations, the differences in the values of the molar refractivities utilizing Ref. [27] and those utilizing the values in Table 1 and the resulting effect on the concentration distributions are considered negligible for the purposes of these experiments. 
Experimental Procedure
In each experiment, the heaters were allowed to warm up for 2 h. Radiation shields were placed between the heaters and the specimen holder to allow careful, unheated positioning of the specimen. The specimen was then placed in the specimen holder, the radiation shields were removed, and the appropriate measurements were made. The temperature and velocity of the vapor-air mixture and the concentration of the vapors were measured in sequence each test being performed with a different, but nominally identical specimen.
HI. RESULTS
As stated in the introduction, the primary objective of this investigation was the experimental study of the preignition behavior of boundary layers adjacent to radiantly heated solid surfaces. The value of the heat flux and resulting surface temperature on a specimen was chosen to simulate the condition of the initial heating of a solid and beginning of the vapor emission process. The resulting surface temperatures are quite low by conventional pyrolysis standards. However, several calculations were performed to assure, as nearly as possible, that the expected volatiles were indeed being emitted. In the case of the wood specimens, Stamm [8] and Williams [25] indicate that thermal degradation can occur in wood specimens at temperatures below 2000C. While the majority of vapor produced at these temperatures is water, the above references indicate other products should be expected. Mass loss in cellulosic materials is often modeled as a first-order Arrhenius equation. By using the constants in [25] a rough calculation shows that the wall concentration of volatiles measured agrees well with a predicted value based on the calculated mass flux for the measured wall temperature.
The PMMA specimens are also heated to a relatively low value of the surface temperature, compared with the range in which they produce large amounts of vapor. However, even at the surface temperatures used, some thermal effects should be expected. A rough calculation using the accepted first-order Arrhenius equation and the constants for PMMA from [24] indicates that the measured wall concentration values agree well with values calculated from a predicted mass flux based on the measured wall temperatures.
The data generated are presented in this sec- tion. Since considerable data were taken, only typical results are discussed here. A full description of the experimental results is given in [9] . In addition to presenting the data, comparisons between the data and the results of a model (developed in the Appendix) are also shown. A detailed analysis was made of the experimental errors. The errors (summarized in Table 2 ) should be borne in mind when examining and interpreting the data.
Sintered Bronze Plate
The temperature, velocity, and propane concentration were measured 8.9 cm from the leading (bottom) edge of a vertical, sintered bronze plate, with propane being injected through the plate uniformly at a rate of rh w = 0.0628 g/s. Measurements were made with an incident radiant heat flux of 3180 W/m 2 (surface temperature of 55.6°C), and with the plate not heated. The data are presented in Fig. 4 . Note that in the case of the unheated plate, the mean velocity was downward because propane is heavier than air.
The temperature, velocity, and concentration distributions also were calculated using the model for the experimentally determined values of the wall concentration (0.32 moles/mole) and the injection velocity normal to the surface (0.602 cm/s). The mixture properties were assumed to be those of pure air. The calculations required knowledge of the molar diffusivity of propane in air. The diffusivity D was estimated through the use of the Schmidt number (Sc = u/D). For a dilute propane-air mixture, the Schmidt number is nearly constant and has a value of 1.51 [15] .
This value of the Schmidt number and the known value of the kinematic viscosity of air, v, were used to calculate D. The Prandtl number was also calculated for the conditions of the experiments and was found to be nearly constant (Pr = 0.72).
The results of the model are also included in Fig. 4 . The measured and calculated temperatures and concentrations agree within 2%. The measured and calculated velocities agree within 10% for the heated test. There is a discrepancy between the predictions and data for the case of an unheated plate with propane injection. This discrepancy was attributed to the experimental apparatus, in which it proved difficult to eliminate all extraneous air currents, yet allow for exhaust of the toxic HC1 vapor. As the data show, this only affected the results in the case of downward flow at distances far from the surface.
PMMA and Southern Pine Plates
Temperatures and vapor concentrations were measured near PMMA (2.54 cm thick) and Southern Pine (2.54 cm thick) plates exposed to radiant heat fluxes for different lengths of time. Temperature and concentration were measured along two lines, one 5.4 cm and the other 8.9 cm from the lower edge of the plate. Samples of the data are shown in Figs. 5 and 6.
The temperatures, velocities, and concentrations were calculated using the model at the same location where measurements were made. The calculations were performed using the experimentally determined values of the wall temperature, ambient temperature, and vapor concentration at the surface (cw). The normal velocity at the wall was evaluated from the known value of c w [Eq. (A.9)]. The Schmidt number was estimated by the following relation recommended for dilute air-vapor mixtures [15] :
where M is the molecular weight of the vapor. In the case of PMMA, the vapor is MMA, which has a molecular weight of 100. This gives a Schmidt number of 1.88 (here approximated as 2.0) and a diffusivity D = 0.074 cm2/s. The vapors issuing from Southern Pine specimens were composed of several different substances. The substances present in the vapor and their concentrations varied throughout the test. When the surface was first exposed to heat most of the vapor issued was water. As the heating progressed, the vapor contained more combustible products. In the calculations, the composition of the vapor was taken to be constant and was assumed to be 85% (molar) water, 0.8% Ha, 6.83% CO, 7.0% COz, 0.13% CH4, 0.15% C2H4, and 0.02% C2H e [1, 8] . The molecular weight of this mixture is 20.6 g/g mole, the Schmidt number is 0.8 [Eq. (4)], and the diffusivity is 0.167 cm2/s. The Prandtl number was calculated for the conditions of the experiments and was found to be nearly constant at a value of 0.72.
The results of the model are included in Figs. 5 and 6. For the tests with PMMA specimens, the measured and calculated temperatures, velocities, and concentrations agree within about 4, 10, and 15%, respectively. These agreements are within the accuracies of the measurements. For Southern Pine specimens, the measured and calculated values of the temperatures agree closely (~3%). There seems to be a small systematic deviation vapor could have been incorporated into the numerical solution. This, however, was not done since the variation of composition (and molecular weight) with time was not known with sufficient accuracy. Nevertheless, the calculations based on the assumption of constant molecular weight indicate the trends in the concentration distributions.
In addition to the temperature, velocity, and concentration profile measurements, calculations were made of the Nusselt and Sherwood numbers, based on the total height of the plate. The computer model also calculated these values. While objectives of this study did not include consideration of these parameters, they are instructive for evaluating the model and limited comparison with previous work. Consequently, these values will be discussed only briefly. In general, the meas- Further comparisons with either the similarity solutions of Gebhart and Pera or the constant wall temperature numerical solutions of Callahan and Marner are not possible due to differences in the applied boundary conditions.
CONCLUDING REMARKS
In order to predict preignition volatile generation and distribution accurately, understanding the thermal and concentration boundary layers adjacent to a pyrolyzing solid is essential. The data prescribed in this investigation provide realistic information for development and analysis of models of this behavior. A numerical model was suggested as one possibility for the gas phase models.
The data and numerical model show good agreement in the low surface temperature range studied. Prior to significant gas phase reactions it is expected that higher surface temperatures and heating rates will alter these results only in terms of gas phase boundary conditions. If these higher temperature preignition data become available, and a suitable model of detailed solid fuel pyrolysis is constructed, a complete model may be constructed, describing the sequence of fuel heating and pyrolysis, leading-to detailed spatially and temporally resolved ignition predictions. It is hoped that these data and modeling will promote predictive abilities in the study of pyrolysis and ignition phenomena.
APPENDIX
A model was developed and a numerical procedure utilized to obtain solutions to the equations of conservation of mass, momentum, energy, and species concentration. The analysis incorporated the following assumptions:
1. The flow is considered a two-dimensional laminar natural convection boundary layer adjacent to a semi-infinite surface. where x is in the vertical direction and y is the direction normal to the surface. The other symbols are def'med in the nomenclature. The properties were taken to be those of pure air, at the local temperature, giving [18] RT P Cp = Cpo(1 +A(T-To) ), The first two of these conditions must be simplified for use in this model. The velocity of vapor in the solid, Vs, is not known, nor can it be calculated. Consequently, these two equations, valid at the solid-air mixture interface, must be simplified. In a Finite difference sense, the interface corresponds to an element of vanishing size as dy -} O. In order for the surface gradients to remain Finite, dC and dT must also vanish. The resuiting surface condition on the air mixture side of the interface can be given if a means of calculating Vw, Cw, and Tw is provided. Without details of the solid behavior, this calculation is impossible. Consequently, the boundary conditions at the solid interface used in this model will be the values of Vw, Cw, and T w specified on the fluid side of the interface: The calculation requires a knowledge of the parameters Cw and v w, which depend on the rate of vapor formation in, and emission from, the solid. Unfortunately, the vapor formation and emission processes depend strongly on empirical factors such as pitting, checking, drying, and cracking of the materials. At the present time, there are no suitable models available, that would yield Cw and vw with high accuracy for the materials used.
To circumvent this difficulty in the calculations, the c w value provided by the data was used. To obtain Cw, the concentration values available in the boundary layer, were extrapolated to the wall. The injection velocity v w was estimated by applying conservation of mass to each species in a small control volume placed adjacent to the wall. This gives [9] 1.28e w vw = --(A.10) 1 --c w The validity of this procedure for estimating vw was checked with propane injected through a sintered bronze plate. In this situation both vw and Cw were measured independently. The measured vw values agreed to within "~10% with those calculated from Eq. (A.10).
Equations (A.1)-(A.10) were nondimensionalized and solved using an explicit Fmite difference scheme similar to that of Carnahan et al. [19] . Care needs to be taken to select small enough temporal step sizes to ensure stability of the numerical method. The approximate criterion for Pr-~ 1 is The accuracy of the model and numerical method were tested by comparing results obtained by the model with previous solutions. Steady state solutions were compared with ones developed by Ostrach [10] (Fig. 2) and Eichhorn [20] . In each case, with the appropriate boundary conditions, the steady state values calculated by the current method were in good agreement with the previous results. The transient solutions were checked in several ways. For the case of pure thermal convection, transient temperature and velocity profiles were compared with HeUums [21] and the expected conduction-type solution for the early profiles [22] . Combined thermal and concentration buoyancy induced transient solutions were compared with those of Callahan and Marner [17] . In each case, the agreement was better than 1.0% in the values calculated for each of the thermal, concentration, and velocity profiles, NOMENCLATURE A where the variables are described in the nomenclature. This requires either extremely small At, where u and v are small, or a variable step size c (Ax). The latter route was chosen here, allowing the step size to vary according to Eq. (A.11). D Numerical convergence was tested by halving k the geometric step sizes (with appropriate changes in At) and independently halving At. The variation Le between the results was less than 0.1%, which l was considered sufficient. Further details of the M application of the numerical method are given in rnw [9] .
The boundary layer equations (A.1)-(A.4) do Pr not hold either for small elapsed times or near Ps the leading edge of the specimen. Since the flow R exists in what amounts to a favorable pressure r gradient, the use of the boundary layer assumptions in these ranges should not significantly S affect solutions at long times far from the leading S c edge (i.e., favorable gradients typically damp T out upstream history). As noted in assumption u 3, the steady state solution is utilized and has been compared with previous solutions in two v cases, as noted below. 
