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CANTOR SPECTRUM FOR A CLASS OF C2 QUASIPERIODIC
SCHRO¨DINGER OPERATORS
YIQIAN WANG AND ZHENGHE ZHANG
Abstract. We show that for a class of C2 quasiperiodic potentials and for
any Diophantine frequency, the spectrum is Cantor. Our approach is of purely
dynamical systems, which depends on a detailed analysis of asymptotic stable
and unstable directions. We also apply it to general SL(2,R) cocycles, and
obtain that uniform hyperbolic systems form a open and dense set in some
one-parameter family.
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1. Introduction
Consider the family of Schro¨dinger operators Hα,λ,v,x on ℓ
2(Z) ∋ u = (un)n∈Z:
(1) (Hα,λ,v,xu)n = un+1 + un−1 + λv(x+ nα)un.
Here v ∈ Cr(R/Z,R), r ∈ N ∪ {∞, ω} is the potential, λ ∈ R coupling constant,
x ∈ R/Z phase, and α ∈ R/Z frequency. For simplicity, we may sometimes left
α, λ, v in Hα,λ,v,x implicit.
Due to a theorem of Johnson [J], it’s well-known that for irrational α, the spec-
trum of the family of operators Hx is phase-independent. So we may let Σα,λ,v
denote the common spectrum in this case. Then it is well-known that
(2) Σα,λ,v ⊂ [−2 + λ inf v, 2 + λ sup v].
Consider the eigenvalue equation Hxu = Eu. Then there is an associated cocycle
map which is denoted as A(E−λv) ∈ Cr(R/Z, SL(2,R)), and is given by
(3) A(E−λv)(x) =
(
E − λv(x) −1
1 0
)
.
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Then (α,A(E−λv)) defines a family of dynamical systems on (R/Z)× R2, which is
given by
(4) (x,w) 7→ (x+ α,A(E−λv)(x)w),
and is called the Schro¨dinger cocycle. The nth iteration of dynamics is denoted by
(α,A(E−λv))n = (nα,A(E−λv)n ). Thus,
A(E−λv)n (x) =


A(E−λv)(x + (n− 1)α) · · ·A(E−λv)(x), n ≥ 1;
Id, n = 0;
[A
(E−λv)
−n (x + nα)]
−1, n ≤ −1.
The relation between operator and cocycle is the following. u ∈ CZ is a solution
of the equation Hλ,xu = Eu if and only if
A(E−λv)n (x)
(
u0
u−1
)
=
(
un
un−1
)
, n ∈ Z.
This says that A
(E−λv)
n generates the n-step transfer matrices for the operator (1).
1.1. Statement of main result and some review. In this paper, from now on,
we assume v ∈ C2(R/Z,R) satisfy the following conditions:
• dvdx = 0 at exactly two points, one is minimal and the other maximal, which
are denoted by z1 and z2.
• these two extremals are non-degenerate. In other words, d2vdx2 (zj) 6= 0 for
j = 1, 2.
Fix two positive constants τ, γ. We say α satisfying a Diophantine condition
DCτ,γ if
|α− p
q
| ≥ γ|q|τ for all p, q ∈ Z with q 6= 0.
It is a standard result that for any τ > 2,
DCτ :=
⋃
γ>0
DCτ,γ
is of full Lebesgue measure. From now on, we fix an arbitrary τ > 2 and consider
any fixed choice of α ∈ DCτ . Then, we would like to show the following result.
Theorem A (Main Theorem). Let α and v be as above. Consider the Schro¨dinger
operators with potential v and coupling constant λ. Then there exists a λ0 =
λ0(α, v) > 0 such that
Σα,λ,v is a Cantor set
for all λ > λ0.
The geometric structure of spectrum has been one of the central topics for the
Schro¨dinger operators (1) for a very long time. For rational α = pq , it is well known
that spectrum consists of q non-degenerate intervals which are called spectral bands.
For irrational α, the spectrum is widely expected to be Cantor. We review some of
the results in the following.
The most intensively studied model is probably the Almost Mathieu Operator,
where v(x) = cos 2πx. Then the famous ‘The Ten Martini Problem’ conjectured
that for this operator, the spectrum must be Cantor for all non-zero couplings and
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for all irrational frequency. This conjecture has been completely settled by Avila-
Jitomirskaya [AJ]. We refer the authors to [AJ] for further references regarding its
long history and numerous earlier partial results.
For general real analytic potentials, Eliasson [E] proved that for a fixed Diophan-
tine frequency and for small couplings, the spectrum is Cantor for generic potentials
under suitable analytic topology. On the other hand, Goldstein-Schlag [GS] proved
that for any real analytic potential, in the region of positive Lyapunov exponents,
spectrum is Cantor for almost every frequency.
For C0 potentials, Avila-Bochi-Damanik [ABD] proved that for any irrational
frequency, and for C0 generic potentials, the spectrum is a Cantor set.
If one lower the regularity even more, then Damanik-Lenz [DL1, DL2] obtained
for a large class of step functions, the spectrum is of zero Lebesgue measure which
clearly implies Cantor Spectrum. These type of potentials are in particular related
to Sturmian subshift, or even more special, the Fibonacci subshift, which has also
been intensively studied. See [DL1, DL2] for further references and more detailed
description.
For non-Cantor examples, Avila-Damanik-Zhang [ADZ] showed that for a dense
subset in the joint space of frequency and C0 potentials, the corresponding spectrum
contain non-degenerate interval while frequencies are irrational. Those are the first
examples of this kind for non-periodic quasiperiodic potentials.
For Cr potentials with 1 ≤ r ≤ ∞, the model in Theorem A was in fact first
studied by Sinai [Sin]. To the best of our knowledge, this model so far is the only
Cr, 1 ≤ r ≤ ∞, quasiperiodic potentials that one is able to show Cantor spectrum.
The smooth case is considered to be difficult. Because in this case, one cannot get
around the small divisor type of problems by tools or techniques like subharmonicity
(in Cω case) or Kotani Theory (in the C0 or step functions cases). Arithmetic
properties, like Diophantine or Brjuno conditions, and complicated induction are
always necessary for whatever type of problems in this case.
We would like to emphasize that though the flavor of our approach is of purely
dynamical systems, we are benefited from [Sin] for the idea of ‘resonance leads to
spectral gaps’. This idea is also used in [GS].
1.2. Idea of proof of the Main Theorem. We first define uniformly hyperbolic
systems (UH).
Consider for any β ∈ R/Z and any cocycle map B ∈ C0(R/Z, SL(2,R)) the
dynamical system (β,B) : R/Z × R2 → R/Z × R2 as we defined in (4). For
any M ∈ SL(2,R), let M¯ : R/(πZ) = RP1 → RP1 be the induced map on the
real projective space. Let B¯ ∈ C0(R/Z,PSL(2,R)) be induced map such that
B¯(x) = B(x). Then we have the following definition.
Definition 1. We say (β,B) is uniformly hyperbolic (UH) if there exists two
funcitons s¯, u¯ : R/Z→ RP1 such that the following holds:
• B¯(x) · s¯(x) = s¯(x+ β), B¯(x) · u¯(x) = u¯(x+ β).
• There exist c > 0 and ρ > 1 such that for any unit vector ws ∈ s¯(x) and
wu ∈ u¯(x), it holds that
‖Bn(x)ws‖, ‖B−n(x)wu‖ < cρ−n
for all n ≥ 1 and for all x ∈ R/Z. Here we also consider s¯(x) and u¯(x) as
one dimensional subspace of R2.
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Here s¯ is the so-call stable direction and u¯ the unstable direction. Note UH
is an open condition in C0 topology. Throughout this paper, (β,B) ∈ UH will
be equivalent to the statement ‘(β,B) is uniformly hyperbolic’, and (β,B) /∈ UH
to ‘(θ,B) is not uniformly hyperbolic’. Then the following basic relation between
spectral theory of Schro¨dinger operators and the dynamics of Schro¨dinger cocycles
is due to Johnson [J].
Theorem 1. For irrational α, it holds that
(5) Σα,λ,v = {E : (α,A(E−λv)) /∈ UH}.
Clearly, Theorem 1 reduce the proof of Theorem A to the proof of the following
theorem.
Theorem B. Let α, v and λ be as in Theorem A. Let S ⊂ R be any nondegenerate
interval. Then there exists some E ∈ S such that (α,A(E−λv)) ∈ UH.
The following equivalent condition for UH is also well-known, see, e.g. [Yoc].
Proposition 1. Let the dynamical system (β,B) be as above. Then (β,B) ∈ UH
if and only if the following Uniform Exponential Growth condition holds. There
exist c > 0 and ρ > 1 such that
(6) ‖Bn(x)‖ > cρ|n|
for all n ∈ Z and for all x ∈ R/Z.
See also [Z2] for more recent proofs of the phase-independence of the spectrum,
Theorem 5, and Proposition 1. In particular, the proof of the Proposition 1 in [Z2]
is also close in spirit of the proof of the Main Theorem in this paper.
Basically, we can define a pair of asymptotic stable and unstable directions, sn
and un, which are the most contraction directions of A
(E−λv)
n (x) and A
(E−λv)
−n (x).
It’s not difficult to see that (α,A(E−λv)) ∈ UH if and only if |sn(x) − un(x)| is
bounded away from zero with a distance of order ‖A(E−λv)n (x)‖−1 for some n ≥ 1
(See, e.g. [Z2, Theorem 1]). The reason we call them asymptotic stable and unstable
directions is just that in case of positive Lyapunov exponents, they converge to
the real stable and unstable directions as n goes to infinity. In particular, the
convergence is of uniform fashion in case of UH.
It is clear that for each E, the dangerous points are exactly those x such that
sn(x,E) − un(x,E) = 0.
These points are called n-step ‘critical points ’. Since we necessarily starts with
some E that the 1-step critical points exist, one need some mechanism such that
critical points disappear at some step n. It turns out ‘strong resonance between
orbits of different n-step critical points’ is one of such mechanisms. Here strong
resonance means the orbit of one n-step critical point getting sufficiently close to
another n-step critical points within some time that is not too large.
Then, roughly speaking, what we do is to develop some induction scheme with
following properties. We find a times sequence {rn}n∈N ⊂ Z+, limn→∞ rn = ∞,
such that:
• for any interval J0 of energies E, as the induction moving forward, strong
resonance occurs between orbits of different zeros of
srn(·, E)− urn(·, E)
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at some step n for some E ∈ J0;
• strong resonance leads to the separation of asymptotic stable and unstable
directions with distance of order ‖A(E−λv)rn (x)‖−1, x ∈ In.
It turns out that the time sequence rn is nothing other than some ‘return times ’
of some sequence of intervals, In(E), of base space with limn→∞ |In(E)| = 0. And
to obtain two properties above, we need to control the geometric properties of sn
and un both as functions of x and of E. The main difficulty comes from ‘resonance’,
the occurrence of which leads to drastic change of sn(x,E) and un(x,E).
To deal with this issue, we need to define some suitable class of ‘nice’ C2 func-
tions so that for each E,
srn(·, E)− urn(·, E) : In(E)→ RP1
falls into this class at each induction step, see Definition 2 in Section 2 for details.
The idea of locating the n-step critical points and of estimating the geomet-
ric properties of sn and un go back to Young [Y], which is close in spirit to the
Benedicks-Carleson [BC] type of techniques for Heno´n maps, and has been success-
fully applied to Schro¨dinger cocycle by Zhang [Z1], Wang-You [WYo1, WYo2], and
Wang-Zhang [WZ].
In fact, the proof of Theorem B in this paper is based on the induction scheme
developed in [WZ], where the authors have already obtained uniform positivity and
continuity of the Lyapunov exponents for the same model as in Theorem A.
For the energy parameter E, in this paper, we need to get the lower bound of∣∣∣∣∂(srn − urn)∂E (x,E)
∣∣∣∣
in each induction step so that the distance between zeros of sn(·, E)−un(·, E) varies
with large enough rate in E. It turns out that, roughly speaking, one needs the
uniform exponential growth of
‖A(E−λv)±rn (x)‖, x ∈ In(E), E ∈ J0
to get all the necessary estimates, which is essentially nothing other than the uni-
form positivity of the corresponding Lyapunov exponents. Fortunately, almost all
the main estimates mentioned above have been done in [WZ].
1.3. Generalization and further comments. The main advantage of our ap-
proach is that it’s of purely dynamical systems, which is in particular not restricted
to the Schro¨dinger cocycle category. For instance, we may consider a function
ψ ∈ C2(R/Z,R) satisfying all the properties of v in Theorem A. In addition, we
also assume that supψ − inf ψ < π. Then consider the one-parameter family of
cocycle map B(θ,λ) ∈ C2(R/Z, SL(2,R)) such that
B(θ,λ)(x) =
(
λ 0
0 λ−1
)
· Rψ(x) · Rθ, θ ∈ R,
where
Rφ =
(
cosφ − sinφ
sinφ cosφ
)
∈ SO(2,R)
is the rotation matrix with rotating angle φ. Then we have the following corollary
of the proof of Theorem B. In fact, combining with [WZ, Corollary 2,5], we have
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the following results. Let L(α, θ, λ) be the Lyapunov exponents of the dynamical
systems (α,B(θ,λ)). In other words,
L(α, θ, λ) = lim
n→∞
1
n
∫
R/Z
log ‖B(θ,λ)n (x)‖dx.
Then we have the following results which give relatively complete description of
dynamical behavior of the one-parameter family (over θ) of dynamical systems
(α,B(θ,λ)) for large λ, hence, illustrate the power of our techniques.
Corollary 1. Fix a α ∈ DCτ . Let ψ ∈ C2(R/Z,R) and B(θ,λ) ∈ C2(R/Z, SL(2,R))
be as above. Then there exists a λ0 = λ0(α, ψ) such that for all λ > λ0:
• {θ ∈ R : (α,B(θ,λ)) ∈ UH} is open and dense.
• L(α, θ, λ) > 99100 logλ for all θ ∈ R.• There exists a σ ∈ (0, 1) depending on α such that
|L(α, θ, λ)− L(α, θ′, λ)| < Ce−c(log |θ−θ′|−1)σ .
Moreover, we also have
lim
λ→∞
Leb{θ ∈ [0, π) : (α,B(θ,λ)) /∈ UH} = Leb[ψ(R/Z)].
Corollary 1 can in particular be applied to get the density of UH in the one-
parameter family of some C2 Szego˝ cocycles, which arise naturally in the study of
orthogonal polynomials on the unit circle. See appendix Section A.
We also have the following generalization which shows that the geometric struc-
ture of spectrum is a local property with respect to the value of v.
Corollary 2. Fix a Diophantine number α and consider a potential v(x) ∈
C2(R/Z,R). Assume the interval [E1, E2] satisfies that for each E in it, the equa-
tion v(x) = E has at most two solutions. Moreover, we assume that d
2v
dx2 (x0) 6= 0 if
x0 is the only solution. Then there exists a λ0 = λ0(a, v) such that for all λ > λ0
{E : (α,A(E−λv)) ∈ UH}
is open and dense in [E1, E2].
See Appendix Section A for more detailed discussion regarding the Corollaries
above.
Another advantage of our approach is that, we are able to fix both frequency
and potential, which is dynamically more natural. For example, for those works
mentioned in Section 1.1, the generic results of [E, ABD] necessary involves variation
of potentials, [GS] need to vary frequency, and the non-Cantor results of [ADZ]
varies both frequency and potential.
Finally, it’s possible for our approach to do the following further developments.
We may get some estimates on the size of spectral gaps. It may also be useful in
investigating the dry version of Cantor spectrum for smooth potentials. In otherwise
words, we may investigate for which type of smooth potentials, the spectral gaps
corresponding to the fibred ration numbers {kα2 ∈ R/Z}k∈Z\{0} are all opened up.
Moreover, as commented in [WZ], the idea of study the asymptotic stable and
unstable directions is not restricted to the models in Theorem A. For example, we
may consider more general smooth potentials, relax the Diophantine condition to
Brjuno or even weak Liouville conditions, or to some other type of base dynamics
such as doubling map on the unit circle.
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1.4. Structure of the paper. For the remaining part of this paper, Prelimi-
nary Section 2 will mainly be some detailed description of consequences from
the Induction Theorem of [WZ]. These consequences are the cornerstones of
this paper. In particular, as mentioned in Section 1.2, we will define a class of
nice C2 functions, and state the theorem that for all energies E, the function
srn(·, E) − urn(·, E) : In → RP1 falls into one of them. In particular, we will ex-
plain in detail how the consequence of the occurrence of resonance. In Section 3,
we will prove Theorem B, hence the Main Theorem A. In appendix Section A, we
will discuss some generalization.
2. Preliminary and review of [WZ]
This section is basically a review of some of the results of [WZ] that will be
explicitly used in this paper. More detailed description and proof of these results,
in particular the proof of Lemma 1–2 and Theorem 2, can be found in [WZ].
From now on, if not stated otherwise, let C, c be some universal positive con-
stants depending only on v and α, where C is large and c small. For two constants
a, b > 0, by a≫ b or b≪ a, we mean that a is sufficiently larger than b.
Recall that for θ ∈ R/(2πZ), we have the following rotation matrix
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
∈ SO(2,R).
Define the map
s : SL(2,R)→ RP1 = R/(πZ)
so that s(A) is the most contraction direction of A ∈ SL(2,R). Let sˆ(A) ∈ s(A) be
an unit vector. Thus, ‖A · sˆ(A)‖ = ‖A‖−1. Abusing the notation a little, let
u : SL(2,R)→ RP1 = R/(πZ)
be that u(A) = s(A−1). Then for A ∈ SL(2,R), it is clear that
(7) A = Ru ·
(‖A‖ 0
0 ‖A‖−1
)
·Rpi
2
−s,
where s, u ∈ [0, 2π) are some suitable choices of angles correspond to the directions
s(A), u(A) ∈ R/(πZ).
Set t = Eλ . Then instead of proving Theorem B directly, we will use the following
form of the cocycle map.
Lemma 1. Let I ⊂ R be some compact interval. For x ∈ R/Z and t ∈ I, define
the following cocycles map
(8) A(x, t) = Λ(x) ·Rφ(x,t) :=
(
λ(x) 0
0 λ−1(x)
)
·

 t−v(x)√(t−v(x))2+1 −1√(t−v(x))2+1
1√
(t−v(x))2+1
t−v(x)√
(t−v(x))2+1

 ,
where cotφ(x, t) = t− v(x). Assume
(9) λ(x) > λ,
∣∣∣∣dmλ(x)dxm
∣∣∣∣ < Cλ, m = 1, 2.
Then to prove Theorem B, it is enough to prove the corresponding results for (8).
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From now on, let A = A(x, t) be as in (8). Abusing the notation a little bit, for
n ≥ 1, we define
sn(x, t) = s[An(x, t)], un(x, t) = s[A−n(x, t)].
We call sn (respectively, un) the n-step stable (respectively, unstable) direction. It
is not very difficult to see that they converge to the stable and unstable directions
in case one has a positive Lyapunov exponent, see, for example, the proof of [Z2,
Theorem 1].
Obviously, we have that u1(x, t) = 0 and
s1(x, t) =
π
2
− φ(x, t) = π
2
− cot−1[t− v(x)] = tan−1[t− v(x)].
We define g1(x, t) = s1(x, t)− u1(x, t). Thus, it clearly holds that
(10) g1(x, t) = tan
−1[t− v(x)].
We may restrict the t to the following interval:
t ∈ J := [inf v − 2
λ0
, sup v +
2
λ0
] for all λ > λ0.
We first define the following three types of functions, which basically classify for
each fixed t, all the possibilities of gn(·, t) as function of x.
Let B(x, r) ⊂ T be the ball centered around x ∈ T with radius r. For a connected
interval J ⊂ T and constant 0 < a ≤ 1, let aJ be the subinterval of S with the
same center and whose length is a|S|. Let I = B(0, r) and l0 satisfy l0 ≫ r−1 ≫ 1.
Consider for some small β > 0, a function l : I → R such that
(11) l(x) > l0 and
dlm
dxm
(x) < l(x)1+β , ∀x ∈ I, m = 1, 2.
Then we define the following types of functions, see Figure 1 for their graphs.
Definition 2. Let I and l be as above. Let f ∈ C2(I,RP1). Then
• f is of type I if we have the following.
– ‖f‖C2 < C and f(x) = 0 has only one solution, say x0, which is
contained in I3 ;
– dfdx = 0 has at most one solution on I while | dfdx | > r2 for all x ∈
B(x0,
r
2 );
– let J ⊂ I be the subinterval such that dfdx (J) · dfdx(x0) ≤ 0, then |f(x)| >
cr3 for all x ∈ J.
Let I+ denotes the case
df
dx(x0) > 0 and I− for
df
dx(x0) < 0.
• f is of type II if we have the following.
– ‖f‖C2 < C and f(x) = 0 has at most two solutions which are in I2 ;
– dfdx(x) = 0 has one solution which is contained in
I
2 ;
– f(x) = 0 has one solution if and only if it is the x such that dfdx(x) = 0;
–
∣∣∣d2fdx2 ∣∣∣ > c whenever | dfdx | < r2.
• f is of type III if for l : I → R as in (11),
(12) f = tan−1
(
l2[tan f1(x)]
) − π
2
+ f2.
Here either f1 is of type I+ and f2 of type I−, or f1 is of type I− and f2 of
type I+.
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f(x)
x
Type I
f(x)
x
Type II
f(x)
x
π
Type III
Figure 1. Graph of Type I, II and III functions
Now we investigate more properties of type III function. Without loss of gener-
ality, let f be as in (12) with f1 be type I+ and f2 type I− throughout this section.
We may further assume that f1(0) = 0 and f2(d) = 0 with 0 ≤ d ≤ 23r. Let
X = {x ∈ I : RP1 ∋ |f(x)| = inf
y∈I
|f(y)|}.
Then it is easy to see that X contains at most two points, say X = {x1, x2} with
x1 ≤ x2. Then we have the following lemma.
Lemma 2. Let f be of type III. Let r2 ≤ ηj ≤ r−2, 0 ≤ j ≤ 4. Then
(13) |x1| < Cl− 34 , |x2 − d| < Cl− 34 .
In particular, if f(x1) = f(x2) = 0, then
(14) 0 < x1 ≤ x2 < d.
If f(x1) = f(x2) 6= 0, then
(15) x1 = x2.
There exist two distinct points x3, x4 ∈ B(x1, η0l−1) such that dfdx(xj) = 0 for
j = 3, 4, and x3 is a local minimum with
(16) f(x3) > η1l
−1 − π.
Moreover, we have the following. If d ≥ r3 , then it holds that
(17) |f(x)| > cr3, x /∈ B(x1, Cl− 14 )∪B(x2, r
4
); ‖f−f2‖C1 < Cl− 32 , x ∈ B(x2, r
4
).
If d < r3 , then it holds that
(18)
∣∣∣∣d2fdx2 (x)
∣∣∣∣ > c whenever
∣∣∣∣ dfdx (x)
∣∣∣∣ ≤ r2 for x ∈ B(X, r6)
and |f(x)| > cr3 for all x /∈ B(X, r6 ).
Finally, we have the following bifurcation as d varies. There is a d0 = η2l
−1
such that:
• if d > d0, then f(x) = 0 has two solutions;
• if d = d0, then f(x) = 0 has exactly one tangential solution. In other
words, x1 = x2 = x4 and f(x4) = 0;
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x3
x1
x4
x2
f(x)
x
π
d > d0
f(x)
x
π
d = d0
f(x)
x
π
0 ≤ d < d0
Figure 2. Bifurcation between UH and NUH
• if 0 ≤ d < d0, then f(x) 6= 0 for all x ∈ I. Moreover, we have
min
x∈I
|f(x)| = −η3l−1 + η4d.
See Figure 2 for the bifurcation procedure.
Note by (10), we have g1 : R/Z× J → RP1 with g1(x, t) = tan−1[t − v(x)]. Set
I0,j(t) = R/Z for all t ∈ I and j = 1, 2. Then inductively, we define the following
for each i ≥ 1.
• ith step critical points :
Ci(t) = {ci,1(t), ci,2(t)}
with ci,j(t) ∈ Ii−1,j(t) minimizing {|gi(x, t)|, x ∈ Ii−1,j(t)}. More precise
description of Ci(t) will be given in Theorem 2.
• ith step critical interval :
Ii,j(t) = {x : |x− ci,j(t)| ≤ 1
2iq2τN+i−1
}, Ii(t) = Ii,1(t) ∪ Ii,2(t).
• ith step return times :
qN+i−1 ≤ r±i (x, t) : Ii(t)→ Z+
is the first return times (back to Ii(t)) after time qN+i−1− 1. Here r+i (x, t)
is the forward return time and r−i (x, t) backward. Let ri = min{r+i , r−i }
with r±i = minx∈Ii(t),t∈J r
±
i (x, t).
• Then i+ 1-th step gi+1:
gi+1(x, t) = sr+
i
(x, t)− ur−
i
(x, t) : Di → RP1,
where we define
Di := {(x, t) : x ∈ Ii(t), t ∈ J}.
Then the following theorem is from the Induction Theorem (Theorem 3) of [WZ].
Theorem 2. For any ε > 0, there exists a λ0 = λ0(v, α, ε) such that for all λ > λ0,
the following holds for each i ≥ 2.
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• For each t ∈ J , gi(·, t) : Ii−1(t) → RP1 is of types I, II or III, which are
denoted as case (i)I, (i)II and (i)III. In cases (i)I and (i)II, as function on
Ii−1(t),
(19) ‖gi − gi−1‖C2 ≤ Cλ− 32 ri−1 .
Moreover, we have the following.
– In case (i)I and (i)III, Ii−1,1(t)∩Ii−1,2(t) = ∅. So we need to consider
gi : Ii−1,j(t) → RP1 respectively for j = 1, 2. Then in case (i)I, if
gi(·, t) is of type I+ on Ii−1,1(t), then it is of type I− on Ii−1,2(t), vice
versa.
– In case (i)II, Ii−1,1(t) ∩ Ii−1,2(t) 6= ∅. So gi is of type II as function
on the connected interval Ii−1(t).
Thus it’s clear from Definition 2 that in case (i)I and (i)II, ci,j(t) is the
only point minimizing gi on Ii−1,j. Note in case (i)II, it’s possible that
ci,1(t) = ci,2(t). In case (i)III, however, we may have more choices on each
of Ii−1,j(t) for j = 1, 2. Comparing Lemma 2 and figure 2 in case of d > d0,
we choose the corresponding x2 of gi : Ii−1,j(t)→ RP1 as our ci,j(t).
• For each i ≥ 1 and t ∈ J , it holds that
(20) |ci−1,j(t)− ci,j(t)| < Cλ− 34 ri−2 , j = 1, 2;
• For all x ∈ Ii−1(t) and m = 1, 2, it holds that
‖A±r±
i−1
(x,t)(x, t)‖ > λ(1−ε)r
±
i−1
(x,t) ≥ λ(1−ε)qN+i−2 ;(21)
∂m(‖A±r±
i−1
(x, t)‖)
∂νm
< ‖A±r±
i−1
(x, t)‖1+ε, ν = x or t.(22)
• In case (i)III, there exists a unique k such that 1 ≤ |k| < qN+i−2 and
Ii−1,2 ∩ (Ii−1,1 + kα) 6= ∅.
Moreover, there exists points di,j(t) ∈ Ii−1,j(t) such that
gi(di,j(t), t) = gi(ci,j(t), t), j =, 1, 2,
and the following hold.
– if |gi(ci,j(t), t)| > cλ− 110 ri−1 , j = 1 or 2, then so are |gi+1(ci+1,j(t), t)|
for j = 1 and 2;
– if |gi(ci,j(t), t)| < Cλ− 110 ri−1 , j = 1 or j = 2, then there exists a such
that
(23) |ci,1(t) + kα− di,2(t)|, |ci,2(t)− kα− di,1(t)| < Cλ− 130 ri−1 .
(23) implies that as i-th step ‘critical points’, di,1(t) is essentially the −k-
orbit of ci,2(t) while di,2(t) is the k-orbit of ci,1(t). Thus, we change the
notation as
(24) di,1(t) = c
−k
i,2 (t), di,2(t) = c
k
i,1(t).
Remark 1 (Idea of Proof of Theorem 2). For simplicity, we leave t implicit in
Ii,j(t) or Ii(t) in this remake.
The proof of Theorem 2 in [WZ] is inductive, and contains the following different
cases. For simplicity, let
(25) (i)a → (i + 1)b
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denotes the “from case (i)a to case (i + 1)b” where a, b = I, II or III. Then [WZ]
showed that start from cases (i)a with a = I, II, III, one necessarily falls into cases
(i+ 1)b with b = I, II, III. Then, in (25),
if a is I or III, then b can and only can be I or III;
if a is II, then b can be I, II or III.
In particular, only case (i)II can lead to case (i+ 1)II. Moreover, whenever we end
with the case (i+1)I or (i+1)II, or in the case (i)III → (i+1)III, we must have as
functions defined on Ii,
(26) ‖gi+1 − gi‖C2 < Cλ− 32 ri−1 < Cλ− 32 qN+i−2 .
So basically, the essential change only happens in cases (i)I → (i+1)III and (i)II →
(i + 1)III, which are essential in the same situation. Indeed, for the case (i)II →
(i + 1)III, Ii−1 will be splitted into two disjoint interval Ii,1 and Ii+1,2. And on
each intervalIi,j , gi will be of type I. One is of type I− and the other I+. More
concretely, for these two cases, we have the following.
Let ri−1 ≤ |k| < qN+i−1 be the time such that Ii,2 ± (Ii,1 + kα) 6= ∅. Then we
define
g′i,1 = sk − ur−
i
: Ii,1 → RP1, g′i,2 = sr+
i
−k − uk : Ii,2 → RP1
which satisfy
(27)
∥∥g′i,j − gi∥∥C2 < Cλ− 32 ri−1 < Cλ− 32 qN+i−2 .
This implies that g′i,j is of the same type as gi : Ii,j → RP1. Then to get all the
necessary estimate of the geometric properties of gi+1, it is sufficient to take
(28) gi+1(x, t) =
{
tan−1(l2k tan[g
′
i,2(x + kα, t)])− pi2 + g′i,1(x, t), x ∈ Ii,1,
tan−1(l2k tan[g
′
i,1(x − kα, t)])− pi2 + g′i,2(x, t), x ∈ Ii,2
where lk > cλ
0.9k > cλ0.9ri−1 ≥ cλ0.9qN+i−2 . This yields type III functions, hence,
case (i+ 1)III.
Remark 2 (Derivative estimates over paramter t). In Theorem 2, all the derivative
estimates of gi(x, t) and ‖Ari(x, t)‖ are for x. However, all the necessary technical
lemmas in [WZ] (Lemma 2–5) can be directly applied to the derivative estimates
over parameter t.
On the other hand, by Theorem 2, for each t ∈ J , we have either gi(ci,j , t) = 0
and ∂gi∂x (ci,j , t) 6= 0, or ∂gi∂x (ci,j , t) = 0 and ∂
2gi
∂x2 (ci,j , t) 6= 0. Thus, ci,j(t) are
functions in t and vary continuously over t. Thus if for any fixed t0, gi(·, t0) is of
type a, a = I, II, III, then for all t sufficiently close to t0, gi(·, t) are also of type a.
3. Proof of Main Theorem
In this section, based on the induction Theorem 2, we are going to prove Theorem
B. First note for each i ≥ 0,
Di := {(x, t) : x ∈ Ii(t), t ∈ J}.
Then we let c0i,j(t) = ci,j(t). Recall by (24), for 0 6= |k| < qN+i−2, cki,j(t)’s are the
extra minimal points of gi(·, t). And as minimal points of gi(·, t), they essentially
lie on the k-orbit of ci,j(t).
Recall for a connected interval S ⊂ T and constant 0 < a ≤ 1, aS is defined to
be the subinterval of S with the same center and whose length is a|S|.
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Lemma 3. For each i ≥ 1, consider gi : Di−1 → RP1. Then we have the following
estimates ∣∣∣∣∂gi∂x (ci,j(t), t)
∣∣∣∣ < C, j = 1, 2;(29) ∏
j=1,2
∂gi
∂x
(ci,j(t), t) ≤ 0;(30)
∂gi
∂t
(x, t) > c, (x, t) ∈ Di−1.(31)
Here ∂gi∂x (ci,j(t), t) = 0 if and only if ci,j(t) = c
k
i,j′ (t) for some |k| < qN+i−2. Here
j 6= j′ ∈ {1, 2}. Moreover, if ci,1(t) = c−ki,2 (t), then it holds that
(32)
∂gi
∂x
(ci,1(t), t) = 0 and
∣∣∣∣∂2gi∂x2 (ci,1(t), t)
∣∣∣∣ > c;
If ci,2(t) = c
k
i,1(t), then we have
(33)
∂gi
∂x
(ci,2(t), t) = 0 and
∣∣∣∣∂2gi∂x2 (ci,2(t), t)
∣∣∣∣ > c.
Proof. (32) and (33) follows directly from either the definition of type II function
or definition of type III function and (18). Thus, we focus on (29)–(31). We are
going to proceed by some sort of induction. For i = 1, since
g1(x, t) = s1(x, t) − u1(x, t) = tan−1[t− v(x)] : R/Z× J → RP1,
it’s clearly that for all (x, t) ∈ R/Z× J = D0,
∂g1
∂t
(x, t) > c(34) ∣∣∣∣∂g1∂x (x, t)
∣∣∣∣ < C.(35)
Now we consider gi : Di−1 → RP1 with i ≥ 2. Then for each t ∈ J , gi(·, t) :
Ii−1(t)→ RP1 falls into one of the cases (i)I, (i)II or (i)III. Throughout this proof,
we may fix a t0 and consider a sufficiently small interval J0 around t0. Then by
Remark 2, we may assume that for all t ∈ J0, gi(·, t) : Ii−1(t) → RP1 are of the
same type as gt0 . Now we do the following induction. For simplicity, we define for
0 < a ≤ 1
aD′i,j = {(x, t) : x ∈ aIi,j(t), t ∈ J0}, aD′i = aD′i,1
⋃
aD′i,2
• If gi(·, t0) is of type (i)I, then we assume the following.∣∣∣∣∂gi∂x (x, t)
∣∣∣∣ < C, ∀(x, t) ∈ D′i−12 ;(36) ∏
j=1,2
∂gi
∂x
(xj , t) < 0, ∀(xj , t) ∈ D
′
i−1,j
2
(37)
∂gi
∂t
(x, t) > c, ∀(x, t) ∈ D′i−1.(38)
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• If gi(x, t0) is of type (i)II, then we assume as function on D′i−1,
(39) ‖gi − gi−1‖C2 < Cλ−
3
2
qN+i−3 .
Here we set qN−1 = 1.
• If gi(x, t0) if of type (i)III, then there exist a 1 ≤ |k| ≤ qN+i−2 such that
|ci−1,1 − ci−1,2 − kα| < |Ii−1,1|
2
.
Let di−1 = ci−1,1− ci−1,2− kα. Then if di−1 > |Ii−1,1|4 , we assume (36) and
(38) hold. If di−1 ≤ |Ii−1,1|4 , then we do the following. Let zi,j(t) ∈ Ii−1,j(t)
be one of the zeros of ∂gi∂x (·, t) on Ii−1,j(t) that sits between ci,j(t) and
c±ki,j′ (t) where j 6= j′ ∈ {1, 2}. So we may let
Ii−1,j(t) = I
(1)
i−1,j(t)
⋃
I
(2)
i−1,j(t) with I
(1)
i−1,j(t)
⋂
I
(2)
i−1,j(t) = {zi,j(t)}.
Let I
(1)
i−1,j(t) be the one containing ci,j(t) and I
(1)
i−1(t) =
⋃
j=1,2 I
(1)
i−1,j(t).
Then we assume the following.∣∣∣∣∂gi∂x (x, t)
∣∣∣∣ < C, ∀t ∈ J0, ∀x ∈ I(1)i−1(t);(40) ∏
j=1,2
∂gi
∂x
(xj , t) ≤ 0, ∀t ∈ J0, xj ∈ I(1)i−1,j(t);(41)
∂gi
∂t
(x, t) > c, ∀(x, t) ∈ D′i−1.(42)
Given (36)–(42), we clearly have (29) and (31). Indeed, (36)–(38) of type I and
(40)–(42) of type III directly imply (29)–(31). In case of type II, by Remark 1, it
holds that
‖gi − g1‖C2 < C
i−1∑
j=1
‖gi+1 − gi‖ < C
i−1∑
j=1
Cλ−
3
2
qN+j−2 < Cλ−
3
2 ,
which together with (34) and (35) clearly imply (29)–(31).
Now we move the induction to the step-(i + 1). Consider gi : D
′
i → RP1 which
clearly satisfies all the assumption of gi : D
′
i−1 → RP1. Then by Remark 1, if we
are in one of the cases
(i)I, (i)II, (i)III → (i+ 1)I, (i)II → (i + 1)II, or (i)III → (i+ 1)III
then it holds that as functions on D′i,
‖gi+1 − gi‖C2 < Cλ− 32 qN+i−2 .
Then all the induction assumptions for step-(i+ 1) naturally follows from those of
step-(i).
Thus we focus on the case (i)I, (i)II → (i+ 1)III. Again by Remark 1, the cases
(i)I, (i)II → (i+ 1)III can be done in the same way, so we consider (i)I → (i+ 1)III.
Then there exists a resonance time ri−1 ≤ |k| ≤ qN+i−1 − 1 such that
di := |ci,1 − ci,2 − kα| < |Ii,1|
2
.
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Then we define g′i,1 = sk−ur−
i
: D′i,1 → RP1 and g′i,2 = sr+
i
−k−uk : D′i,2 → RP1
which satisfy
(43)
∥∥g′i,j − gi∥∥C2 < Cλ− 32 ri−1 < Cλ− 32 qN+i−2 .
This implies that g′i,j satisfies all the assumptions of gi : D
′
i,j → RP1. Then to
estimate the geometric properties of gi+1, it is sufficient to take
(44) gi+1(x, t) =
{
tan−1(l2k tan[g
′
i,2(x+ kα, t)])− pi2 + g′i,1(x, t), x ∈ D′i,1,
tan−1(l2k tan[g
′
i,1(x− kα, t)])− pi2 + g′i,2(x, t), x ∈ D′i,2
where lk > cλ
0.9k > cλ0.9ri−1 ≥ cλ0.9qN+i−2 .
Now if di >
Ii,1
4 , by the proof of [WZ, Lemma 6], or directly from (44), it’s
straightforward calculation to see that∥∥gi+1 − g′i,j∥∥C2 < Cl− 32k < Cλ− 32 qN+i−2.
Thus we get as function on
D′i,j
2 ,
‖gi+1 − gi‖C2 <
∥∥gi+1 − g′i,j∥∥C2 + ∥∥g′i,j − gi∥∥C2 < Cλ− 32 qN+i−2 ,
which together with step-(i) induction assumption in case of (i)I clearly implies the
corresponding step-(i+ 1) induction assumption.
If d <
|Ii,1|
4 , we focus on the interval Ii,1(t) since then the case on Ii,2(t) can be
done in the same way. By (43) and our definition of type I function, we clear get
that on D′i,1,
(45) 0 <
∂g′i,1(x, t)
∂x
< C, −C < ∂g
′
i,2(x+ kα, t)
∂x
< 0,
∂g′i,j(x, t)
∂t
> c.
Thus, we may let zi+1,1(t) ∈ Ii,1(t) be one of the zeros of ∂gi+1(·,t)∂x on Ii,1(t) that
sits between ci+1,1(t) and c
−k
i+1,2(t). And set
Ii,1 = I
(1)
i,1 (t)
⋃
I
(2)
i,1 (t) with I
(1)
i,1 (t)
⋂
I
(2)
i,1 (t) = {zi+1,1(t)}.
Let I
(1)
i,1 (t) be the one always containing ci+1,1(t).
Then (43) and (45) together clearly implies that on {(x, t) ∈ I(1)i,1 (t), t ∈ J0},
(46) 0 ≤ ∂gi+1(x, t)
∂x
<
∂g′i,1(x, t)
∂x
< C,
∂gi+1(x, t)
∂t
>
∂g′i,1(x, t)
∂t
> c,
which clearly implies our induction assumption at step-(i+ 1). 
Now we define the function ρi : J → RP1 = R/(πZ) such that
(47) ρi(t) =
{
gi(ci,1(t), t), if ci,1(t) = c
k
i,2(t) for some k ∈ Z.
ci,1(t)− ci,2(t), otherwise.
Define Zi = {t : ρi(t) = 0}. By the definition (47) of ρi, we clearly have
(48) Zi = {t : gi(ci,1(t), t) = ∂gi
∂x
(ci,1(t), t) = 0}.
By (32) and (33), for each t ∈ Zi, gi(ci,1(t), t) is the local extremal. For each
t, let h be the critical point of gi(x, t). We know that
d2gi
dx2 (h) 6= 0. Thus, by
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Implicit Function Theorem, h is a function of t. We may assume h(t) is such that
h(t) = ci,1(t) for t ∈ Zi. Consider the function e(t) = g(h(t), t). Then we get
(49)
de(t)
dt
=
∂gi
∂x
(h(t), t) · dh
dt
(t) +
∂gi
∂t
(h(t), t) =
∂gi
∂t
(h(t), t) > 0,
which clearly implies that Zi is an isolated set. By choosing J compact, we clearly
get that the finiteness of Zi. Then we have the following corollary of Lemma 3.
Corollary 3. For the ρi above, it holds that
(50)
∣∣∣∣dρidt (t)
∣∣∣∣ > c, ∀t /∈ Zi
Proof. First consider the case ρi(t) = ci,1(t)− ci,2(t). Then by Lemma 3, we have
that ∣∣∣∣dci,j(t)dt
∣∣∣∣ =
∣∣∣∣∂gi(ci,1(t), t)∂t /∂gi(ci,1(t), t)∂x
∣∣∣∣ > c
and
dci,j(t)
dt
· dci,j(t)
dt
< 0.
Thus, we must have ∣∣∣∣dρi(t)dt
∣∣∣∣ =
∣∣∣∣dci,1(t)dt − dci,2(t)dt
∣∣∣∣ > c.
If ρi(t) = gci,1(t),t, then by definition, ρi(t) is the local extremal of gi(x, t) for
each t. Thus similar to (49), we get
∣∣∣∣dρi(t)dt
∣∣∣∣ =
∣∣∣∣∂gi∂x (ci,1(t), t) · dci,1dt (t) + ∂gi∂t (ci,1(t), t)
∣∣∣∣
=
∣∣∣∣∂gi∂t (ci,1(t), t)
∣∣∣∣
> c.

Next, we have the following Lemma.
Lemma 4. There exist a n ∈ Z+ such that for some t ∈ J ,
(51) |ρn(t)| = |gn(cn,1(t), t)| > λ− 110 rn−1 .
Proof. We first consider the case that for some i ≥ 1, Zi contains at least two
points. Then, by Corollary 3, there exists a subinterval J ′ ⊂ J such that either
Leb{gi(ci,1(t), t) : t ∈ J ′} = π or
Leb{ci,1(t)− ci,2(t) : t ∈ J ′} = π.
In the first case, we clearly get (51) for n = i since λ ≫ 1. In the latter case, it’s
also clear that for some ri−1 ≤ |ki| < qN+i−1 and for some large i that
{t : ‖ci,1(t)− ci,2(t)− kiα‖R/Z < Cλ−
1
2
ri−1} ⊂ J ′.
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This implies the occurrence of strongest resonance at the next step. More precisely,
we have two functions g′i,j : Ii,j → RP1, j = 1, 2, satisfying
‖g′i,j − gi‖C2 < Cλ−
3
2
ri−1 ;(52)
gi+1(x, t) = tan
−1(l2ki tan[g
′
i,2(x+ kiα, t)]) −
π
2
+ g′i,1(x, t),(53)
where λ
3
4
ri−1 < lki < λ
r
3
4
i . Let c¯i,j(t) be the zero of g
′
i,j(x, t). Then by (52), it
clearly holds that
|c¯i,j(t)− c¯i,j(t)| < Cλ− 32 ri−1 .
Hence, we get
{t : ‖c¯i,1(t)− c¯i,2(t)− kiα‖R/Z < Cλ−
1
2
ri−1} ⊂ J ′.
In particular, there exists t0 ∈ J ′ ⊂ J such that c¯i,1(t0) + kiα = c¯i,2(t0). Together
with (53), it’s easy to see that
min
x∈Ii(t0)
|gi+1(x, t0)| > cl−
3
2
ki
> cλ−
3
2
r
3
4
i > cλ−
1
10
ri .
This clearly implies (51) for n = i+ 1.
Next we assume that for all i ≥ 1, Zi contains at most one point, set Zi = {ti}.
Thus we may let
ρi(t) =
{
gi(ci,1(t), t), t ∈ J1;
ci,1(t)− ci,2(t), t ∈ J2,
where J1 ∪ J2 ∪ {ti} = J . Then by Corollary 3, we have that
Leb{gi(ci,1(t), t) : t ∈ J1}+ Leb{ci,1(t)− ci,2(t) : t ∈ J2} > c|J |
Then either for some large i,
Leb{gi(ci,1(t), t) : t ∈ J1} > c|J | > cλ− 110 ri−1
which is nothing other (51) for n = i. Or for all large i, we have
Leb{ci,1(t)− ci,2(t) : t ∈ J2} > c|J |.
By (20), we may choose large M so that
|ci,j(t)− ci+1,j(t)| ≪ c|J |
for all i ≥ M . In other words, we may assume {ci,1(t) − ci,2(t) : t ∈ J2} is a fixed
interval on RP1 for large i. Thus, by density of the set {kα, k ∈ Z} on R/Z, we
must have that for some large i and some ri−1 ≤ ki < qN+i−1,
{t : ‖ci,1(t)− ci,2(t)− kiα‖R/Z < Cλ−
1
2
ri−1} ⊂ J2.
Then we may proceed as before and conclude (51) for n = i+ 1. 
Now we are ready to prove Theorem B. Let’s first state a proposition.
Proposition 2. Let {B(k)}k∈Z ⊂ SL(2,R) be a bounded sequence. In other words,
‖B(k)‖ < C for all k ∈ Z. Let β = mink∈Z ‖B(k)‖. Assume the following holds.
γ := inf
k∈Z
∣∣∣tan[s(B(k))− u(B(k−1))]∣∣∣ > 2
β − β−1 ,
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Then there exists a ρ > 1 such that for each k ∈ Z and each n ≥ 1
‖B(k+n−1) · · ·B(k)‖ > ρn.
Moreover if β ≫ 1γ ≫ 1, then ρ > cβγ ≫ 1.
See e.g. [Z1, Lemma 11] for a proof.
Proof of Theorem B. For the arbitrary given interval S ⊂ [inf v − 2, sup v + 2],
by Lemma 4, there exists a t0 ∈ J such that for some large n ∈ Z+,
min
x∈In−1,1(t0)
|gn(x, t0)| > cλ− 110 rn−1 .
By [WZ, Theorem 3], the above inequality implies that
(54) min
x∈In−1(t0)
|gn(x, t0)| > cλ− 110 rn−1 .
On the other hand, we know from [WZ, Theorem 3] that
(55) ‖Ar+
n−1
(x,t0)
(x, t0)‖ > λ 910 r
+
n−1
(x,t0), ∀x ∈ In−1(t0).
By Diophantine condition, there exists a M1 polynomially large in |In−1(t0)|−1
such that for each x ∈ R/Z, x + mα ∈ In−1(t0) for some 0 ≤ m ≤ M1 (see e.g.
[ADZ, Lemma 6]).
Set M2 = maxx∈In−1 [r
±
n−1(x, t0)]
2. Then for each x ∈ In−1(t0) and for each
M ≥M2, let 1 ≤ jp ≤M, 1 ≤ p ≤ m be all the times such that
jp − jp−1 ≥ qN+n−2, x+ jpα ∈ In−1(t0),
where we set j0 = 0. Also it’s clear that M − jm < M 12 . Then we have
‖AM (x, t0)‖ =
∥∥∥∥∥AM−jm (x+ jmα, t0) ·
m∏
p=1
Ajp−jp−1(x+ jp−1α, t0)
∥∥∥∥∥
≥ ‖AM−jm(x+ jmα, t0)‖−1 ·
(
m∏
p=1
∥∥Ajp−jp−1(x+ jp−1α, t0)∥∥
) 3
5
≥ λ−M
1
2 · λ 12 jm
≥ λ 12M−2M
1
2
≥ λ 13M ,
where the second estimate follows from (54), (55) and Proposition 2. Indeed, it
clearly holds for each 1 ≤ p ≤ m,
1≫
∣∣∣[sr+n (x+jpα,t0) − ur−n (x+jpα,t0)](x+ jpα, t0)
∣∣∣ > c|gn(x, t0)| ≫ ‖Ajp+1−jp(x+jp, t0)‖−1.
Thus, Proposition 2 can be applied to the finite sequence
Ajm−jm−1(x+ jm−1α, t0), . . . , Ajp−jp−1(x+ jp−1α, t0), . . . , Aj1(x, t0)
and yields the estimate above.
Now for any M > max{M21 ,M2} and any x ∈ R/Z, let 0 ≤ j ≤M1 be first time
x+ jα ∈ In−1(t0). Then we clearly have
‖AM (x, t0)‖ > ‖Aj(x, t0)‖−1 · ‖AM−j(x+ jα, t0)‖ ≥ λ−M1λ 13 (M−j) > λ 14M ,
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which clearly implies (6) in our setting. This completes the proof of Theorem B,
hence, Main Theorem A.

Appendix A. Generalization of Theorem B
As discussed in [WZ], Theorem 2 can be applied to any one parameter family
of cocycle maps B ∈ C2(R/Z × T, SL(2,R)) such that we could get started with
the induction. Here T ⊂ R is any compact interval of parameters. In particular,
consider
B(t,λ) = Λ(x) ◦Rψ(x,t) =
(
λ(x) 0
0 λ−1(x)
)
·
(
cosψ(x, t) − sinψ(x, t)
sinψ(x, t) cosψ(x, t)
)
with ψ(x, t) ∈ C2(R/Z × T,R), λ(x) ∈ C2(R/Z,R). Assume λ(x) and ψ(x, t)
satisfying the following conditions:
• first, λ(x) > λ and
∣∣∣dmλ(x)dxm
∣∣∣ < Cλ for each x ∈ R/Z and m = 0, 1, 2. For
each t, ψ(R/Z, t) ⊂ [0, π) in RP1.
• secondly, For each t ∈ T , we have that the corresponding set
C(t) := {x : ψ(x, t)− π
2
= min
y∈R/Z
[
ψ(y, t)− π
2
]
∈ RP1} = {c1(t), c2(t)}
with the possibility that c1(t) = c2(t).
• Finally, there exists a r > 0 such that if we consider the interval
I(t) = I1(t) ∪ I2(t) with Ij(t) = B(cj(t), r), j = 1, 2.
Then we assume the following.
– If I1(t)∩I2(t) = ∅, then ψ(·, t) is of type I on Ij(t), j = 1, 2. Moreover,
if ψ(·, t) is of type I− on I1(t) then it is of type I+ on I2(t), vice versa.
– If I1(t) ∩ I2(t) 6= ∅, then ψ(·, t) is of type II on I(t).
Now to get the density of UH as in Theorem B, we only need to further assume
that for all (x, t) ∈ R/Z× T , ∣∣∣∣∂ψ∂t (x, t)
∣∣∣∣ > c.
Then we have the following Corollary.
Corollary 4. For the given B(t,λ) as above, for each α ∈ DCτ with τ > 2, there
exists a λ0 = λ0(α,B) such that for all λ > λ0,
{t : (α,B(t,λ)) ∈ UH}
is open and dense in T .
Clearly, the density of UH in Corollary 1, and Corollary 2 are direct consequences
of Corollary 4. Now we apply Corollary 1 to the Szego˝ cocycles which arise naturally
in the study of orthogonal polynomial on the unit circle. For detailed introduction
of orthogonal polynomial on the unit circle, see [Sim1] and [Sim2].
The cocycle map A(E,f) : R/Z→ SU(1, 1) is given by
(56) A(E,f)(x) = (1− |f(x)|2)−1/2
( √
E −f(x)√
E
f(x)
√
E 1√
E
)
,
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where E ∈ ∂D, D is the open unit disk in complex plane C, and f : R/Z → D is a
measurable function satisfying∫
X
ln(1− |f |)dµ > −∞.
SU(1, 1) is the subgroup of SL(2,C) preserving the unit disk in CP1 = C ∪ {∞}
under Mo¨bius transformations. It is conjugate in SL(2,C) to SL(2,R) via
Q =
−1
1 + i
(
1 −i
1 i
)
∈ U(2).
In other words, Q∗SU(1, 1)Q = SL(2,R). Now consider a function θ ∈ C2(R/Z,R)
such that θ(R/Z) ⊂ [0, 12 ) and for some Diophantine α, θ(x) − θ(x − α) is of the
same type of function with v in Theorem A.
One easy example is that θ(x) = 12 cos(x), of which θ(x)−θ(x−α) is of the same
type of function with v for all irrational α. Then, we have the follow corollary of
Corollary 1.
Corollary 5. Let f = λe2pii[θ(x)+kx], 0 < λ < 1, k ∈ Z with θ satisfying the above
conditions. Let α be a Diophantine number such that θ(x)−θ(x−α) is of the same
type of function with v in Theorem A. Then for each such Diophantine α, there
exists a λ0 = λ0(θ, α) ∈ (0, 1) such that for all λ0 < λ < 1,
{E : (α,A(E,f)) ∈ UH}
is open and dense in ∂D.
Proof. Transform SU(1, 1) to SL(2,R), set E = e2pit for 0 ≤ t < 1 and do the
polar decomposition. We see that the cocycle map (56) can be transformed into
the following form
A(E,f) =


√
1+λ
1−λ 0
0
√
1−λ
1+λ

 · Rψ(x) ·Rpit,
where ψ(x, t) = π[θ(x) − θ(x − α) + kα]. This concludes the proof. 
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