In this paper, a new alternating direction trust region method based on conic model is used to solve unconstrained optimization problems. By use of the alternating direction method, the new conic model trust region subproblem is solved by two steps in two orthogonal directions. This new idea overcomes the shortcomings of conic model subproblem which is difficult to solve. Then the global convergence of the method under some reasonable conditions is established. Numerical experiment shows that this method may be better than the dogleg method to solve the subproblem, especially for large-scale problems.
Introduction
In this paper, we consider the unconstrained optimization problem min x∈R n f (x), (1.1) where f (x) is continuously differentiable. The problem (1.1) have been studied by many researchers, including Han [1] , Powell [2] , Yuan and Sun [3] , Powell and Yuan [4] , etc. There are many methods to solve problem (1.1), and trust region method is a very effective method (see [4] [5] [6] [7] [8] [9] ). In addition, the book of Conn, Gould and Toint [10] is an excellent and comprehensive one on trust region methods. Most optimization theory is based on the quadratic model and uses the quadratic model to approximate f (x). That is, at the kth iteration, the following subproblem:
is solved to obtain a search direction s k , where x k is the current iterate point, g k = ∇ f (x k ), B k is symmetric and an approximation to the Hessian of f (x), · refers to the Euclidean norm, ∆ k is the trust region radius at the kth iteration. There are many methods can be used to solve the subproblem (1.2)-(1.3). The simple, low cost and effective methods are dogleg methods, such as Powell's single dogleg method [11] and Dennis and Mei's double dogleg method [12] . Then there are other scholars have studied the dogleg method [13] [14] [15] . Now, we recall the simple dogleg algorithm for solving trust region subproblem with the quadratic model as following algorithm.
Algorithm 1.1
Step 0. Input the data of the kth iteration i.e., g k , B k and ∆ k .
Step We note that the solution of the subproblem obtained by dogleg methods is only an approximate solution of (1.2)-(1.3). Moreover, practice experience shows that the quadratic model is not always effective. If the objective function possesses high non-linear property and the iterative point is far away from the minimum, the quadratic model could not approximate the original problem very well, which may lead to iteration proceed slowly.
In 1980, Davidon [16] proposed the conic model for solving unconstrained optimization. It is an alternative model to substitute the quadratic model. And it has attracted wide attention of many authors in various areas [17] [18] [19] [20] [21] [22] [23] . A typical trust-region subproblem with conic model was first proposed by Di and Sun in [24] as following.
where horizon vector a k ∈ R n , and B k is symmetric and positive semidefinite. In [25] , Ni proposed a new trust region subproblem and gave the optimality conditions for the trust region subproblems of a conic model. That is, at the kth iteration, the trial step s k is computed by solving the following conic model trust region subproblem 8) where ε 0 (0 < ε 0 < 1) is a sufficiently small positive number. The subproblem (1.7)-(1.8) considered more comprehensive than (1.5)-(1.6), and will not miss the solution of the original problem (1.1). The research demonstrated that the conic model is superior to quadratic model to some extent, in particular, for those class of objective functions with highly vibrating; in addition, the conic model can supply enough freedom to make best use of both information of gradients and function values in iterate points. In view of this good properties of conic model, we will continue to study it.
It is noteworthy that the simple dogleg algorithm for solving trust region subproblem based on the conic model (DCTR) is similar to the above Algorithm 1.1, where
However, the calculation of DCTR is much more complicated (see [26] [27] [28] )
In order to find a simpler method and which is more suitable for the unique structure of the conic model, we considered to using the alternating directions method for solving the conic model subproblem. Alternating directions method (ADM) could date back to [29] . It has been well studied in the linearly constrained convex programming problems. Because of its significant efficiency and easy implementation, ADM has attracted wide attention of many authors in various areas, see [30] [31] [32] [33] [34] [35] .
In this paper, we combine the subproblem (1.7)-(1.8) with alternating direction search method to propose a new method for solving the conic trust region subproblem. The rest of this paper is organized as follows. In the next section, the motivation and description of the simple alternating direction search algorithm are presented. In Section 3, we give the quasi-Newton method based on the conic model for solving unconstrained optimization problems and prove its global convergence properties. The numerical results in Section 4 indicate that the algorithm is efficient and robust.
A simple alternating direction search method
The conic model φ k (s) in the subproblem (1.7)-(1.8) has one more parameter a k than ̺ k (s), so φ k (s) has more freedom which can take into account the information concerning the function value in the previous iteration which is useful for algorithms. Furthermore, the conic model possesses richer interpolation information and can satisfy four interpolation conditions of the function values and the gradient values at the current and the previous points. Using these rich interpolation information may improve the performance of the algorithms. Generally, the choice of the parameters a k is a descent direction, such as g(x k−1 ), g(x k ) or s k−1 (see [16-18, 26, 27] ).
In view of the unique importance of the parameters a k , we consider the following alternating direction search method to solve the subproblem (1.7)-(1.8). The new method is divided into two steps. First, we search along the direction parallel to a k . And then search along the direction y k which is perpendicular to a k . For convenience, we omit the index k of a k , g k and B k in this section.
In this paper, we assume that a 0 and B is positive (abbreviated as B > 0). Let
where τ ∈ R, y ∈ R n and a T y = 0. Then, the solving process of subproblem (1.7)-(1.8) is divided into the following two stages.
In the first stage, we set y = 0 and then s = τa. Substituting it into (1.7)-(1.8), we have
where Ω = {τ | |τ| a ≤ ∆, |1 − τ a 2 | ≥ ε 0 }. For the purpose of clarity, we denote
In the following, we consider three different cases of (2.2)-(2.3):
Now, we discuss the stationary points of ρ(τ). By the direct computation, we have that the derivative of ρ(τ) is
where
From (2.4), we know that 0 < τ d < τ m < τ u and then from (2.5) τ m Ω. Therefore, if a τ 0 then ρ(τ) has only one stationary point Proof. From (2.4) and (2.11), we know that if a τ 0 then
Then, since B ≻ 0, combining with (2.9) we can obtain that the lemma obviously holds.
Theorem 2.1. If a T g = 0 then the optimal solution of the subproblem (P1), (P2) and (P3) is
Proof. If a T g = 0 then from (2.2) we have
Hence, the theorem holds.
Theorem 2.2. If a T g 0, then the optimal solution of the subproblem (P1) is
(2.15)
Proof. For the subproblem (P1), we know that 
(2.16)
Proof. The proof process is similar to the above Theorem 2.2, so we omitted it.
and the optimal solution of the subproblem (P3) is
Proof. For the subproblem (P3), we know that
And from Lemma 2.1 (1) we can easily obtain that τ m < τ cp and
(2.20)
Because τ cp ≤ τ u , then from (2.4) and (2.11) we have
And then
Combining with (2.21), then
Hence,
Therefore, τ * = τ cp . The theorem is proved. 
(2.30)
Combining (2.19) and Lemma 2.1 (2), we know that
However, by calculation we have
For a τ = 0 and a T g > 0, then
Hence, τ * = −τ ∆ and (2.30) holds.
Combining (2.19) and Lemma 2.1 (3), we know that the optimal solution of the subproblem (P3) is
If −τ ∆ < τ cp < 0, then from Lemma 2.1 (3) we know that
Thus,
then from (2.11) and (2.12) we can get 0 < τ cp < τ m . Combining (2.19) and Lemma 2.1 (3), we know that the optimal solution of the subproblem (P3) is
For the subproblem (P3), we note that 1 − ∆ a ≤ −ε 0 . Because of a T g < 0, then
However, from ρ(0) = 0 and Lemma 2.1 (3) we can obtain that if 0
Then, (2.30) holds too and the theorem is proved.
If τ * = τ ∆ , then from (2.4) we know that τ * a = ∆. Therefore, for this case we set s * = τ * a and exit the calculation of subproblem. Otherwise, we know that τ * a is inside the trust region. Then, we should carry out the calculation of the second stage below.
We set s = τ * a + y and substitute it into φ k (s). And then the subproblem (1.7)-(1.8) becomes Step 3. Compute 1 − ∆ a .
Step 4. Solve the subproblem (2.2)-(2.3).
Step 4. Step 5. If τ * = ±τ ∆ , then s k = ±τ ∆ a, and stop. Otherwise, compute Q,∆,g andB by (2.42) and (2.45).
Step 6. Set g k =g, B k =B and ∆ k =∆. Then solve the subproblem (2.43)-(2.44) by Algorithm 1.1 to get u * .
Step 7. Set y * = Qu * and s k = τ * a + y * , and stop.
In order to discuss the lower bound of predicted reduction in each iteration, we define the following predicted reduction.
Now we should prove the following theorem to guarantee the global convergence of the algorithm proposed in the next section. 
where τ ∆ is generated in two cases as defined in (2.15) and (2.17). In both cases, we can find τ ∆ ≤ τ cp and 
where −τ ∆ is generated in the following three cases as defined in (2.15)-(2.17) and (2.30).
And then, from (2.53) we know
On the other hand, if a τ > 0, a T g > 0 then −τ ∆ ≥ τ cp . Then from (2.4) and (2.11) we have (2.54) holds too. It follows that (2.55) holds.
(2b) For |1 − ∆ a | < ε 0 , then 2 − ε 0 < 1 + ∆ a < 2 + ε 0 .
Combining with (2.16), we can prove that (2.54) holds by the same way and
From (2.17), we know that if a τ < 0, then
By the definition of pred 1 (τ) in the (2.46), we get
Combining with the proof of the above case (1a) in this theorem, we have
Therefore, the theorem follows from (2.51) and (2.55)-(2.57) with 
where the second equality is from (2.11) and the last equality is from (2.52). 
From (2.15)-(2.17) and (2.30), we know that τ cp ≤ τ u , a τ < 0 and a T g > 0. For τ cp ≤ τ u , then we have
Therefore, the theorem follows from (2.48), (2.60) and (2.63)-(2.65) with
The algorithm and its convergence
In this section, we propose a quasi-Newton method with a conic model for unconstrained minimization and prove its convergence under some reasonable conditions. In order to solve the problem (1.1), we approximate f (x) with a conic model of the form
and a k ∈ R n are parameter vectors. The choice of the parameters a k and B k in (3.1) can refer to [16-18, 26, 27] and [37, 38] respectively. We set
If β > 0, then
otherwise, β k = 1. In the updating process, we compute
where 
and the reduction predicted by the conic model
That is, if the reduction in the objective function is satisfactory, then we finish the current iteration by taking
and adjusting the trust-region radius; otherwise the iteration is repeated at point x k with a reduced trust-region radius. Now we give the alternating direction trust-region algorithm based on conic model (3.1).
Algorithm 3.1 (ADCTR).
Step 0. Choose parameters ǫ, ε, ε 0 ∈ (0, 1), 0 < η 1 < η 2 < 1, 0 < δ 1 < 1 < δ 2 and∆ > 0; give a starting point x 0 ∈ R n , B 0 ∈ R n×n , a 0 ∈ R n and an initial trust region radius ∆ 0 ∈ (0,∆]; set k = 0.
Step 1. Compute f k and g k . If g k < ε, then stop with x k as the approximate optimal solution; otherwise go to Step 2.
Step 2. Set a = a k , g = g k , B = B k and ∆ = ∆ k . Then solve the subproblem (1.7)-(1.8) by Algorithm 2.1 to get one of the approximate solution s k .
Step 3. Compute ared(s k ), pred(s k ) and
If r k ≤ η 1 , then set ∆ k = δ 1 ∆ k , and go to Step 2. If r k > η 1 , then set x k+1 = x k + s k and
Step 4. Generate a k+1 and B k+1 ; set k = k + 1, and go to Step 1.
In this algorithm, the procedure of "
Step 2-Step 3-Step 2" is named as inner cycle. The following theorem guarantees that the ADCTR algorithm does not cycle infinitely in the inner cycle.
and the sequence { a k }, { g k } and { B k } are all uniformly bounded, B k is symmetric and positive definite and f is twice continuously differentiable in L(x 0 ). From (3.10) and Theorem 2.2, we have
where c 1 as defined by (2.66). Proof. We assume that the algorithm does not terminate at x k , then there is ε 1 > 0 such that
(3.14)
From Assumption 3.1 we have
For simplicity, we suppose that the superscript denotes the iterative step of inner iteration at x k , then From (3.14), (3.15) and (3.17), we can obtain that there exist an integer j 1 and a constant η 3 > 0 such that
It follows from (3.16) that
On the other hand, from (3.17) and (3.15) we can get
And then, from (3.15)-(3.20) we have 22) where ϑ k ∈ (0, 1) and Q = M 1 +B + 2āḡ. Combining with (3.18) and (3.22), we can get that
holds for all j ≥ j 1 . By (3.17) and (3.23), (3.24) holds for all sufficiently large j, which contradicts (3.19) . This completes the proof.
In the following we give the global convergence property of Algorithm 3.1. Proof. We give the proof by contradiction. Suppose that there is ε 2 > 0 such that
Combining with (3.13), (3.15) and (3.25), we have
where the first inequality of (3.26) follows from min{p, q, r} ≥ pqr pq + qr + rp , ∀p, q, r > 0, and the second inequality is from ∆ k ≤∆ and
From Steps 3 of Algorithm 3.1 and (3.26), we obtain that for all k
Since f (x) is bounded from below and f k+1 < f k , we have
Combining with Theorem 3.1, we know that 29) which implies that
On the other hand, similar to the proof of (3.20)-(3.24) we can obtain
where K is sufficiently large. From
Step 3 of Algorithm 3.1, it follows that
which is a contradiction to (3.30). The theorem is proved.
Numerical Tests
In this section, algorithm ADCTR is tested with some standard test problems from [26, 40] . The purpose of this paper is to propose a new method to solve the conic trust region subproblem, that is alternating direction method, so we performed algorithm ADCTR on a limited number of test problems. The names of the 16 test problems are listed in Table 1 .
All the computations are carried out in Matlab R2015b on a microcomputer in double precision arithmetic. These tests use the same stopping criterion g k ≤ 10 −5 . The columns in the Tables have the following meanings: No. denotes the numbers of the test problems; n is the dimension of the test problems; Iter is the number of iterations; n f is the number of function evaluations performed; ng is the number of gradient evaluations; f k is the final objective function value; g is the Euclidean norm of the final gradient; CPU(s) denotes the total iteration time of the algorithm in seconds. The sign * means that when the number of iterations reaches 5000, the algorithm fails to stop. The parameters in these algorithms are
The numerical results of algorithm ADCTR for 16 unconstrained optimization problems are listed in Table 2 . We note that the optimal value of these test problems is f * = 0. From Table 2 , we can see that our algorithm can obtain the minimum value of the function after a finite number of iterations. And the corresponding minimum point is the stability point, which is also the optimal solution. Therefore, the performance of ADCTR is feasible and effective.
In order to analyze the effectiveness of our new algorithm, we compare ADCTR with the conic quasi-Newton trust region algorithm in which the subproblems are solved by the dogleg method (DCTR), see Zhu [26] and Lu [27] . As the dimensions of each test problem ranging from 2 to 4000, we have actually computed 48 numerical comparisons experiments and the numerical results are listed in Table 3 . Analyzing the numerical results, we have the following conclusions: for the 16 problems, our algorithm ADCTR is better than the DCTR for 12 tests, is somewhat bad for 2 tests, and the two algorithms are same in efficiency for the other 2 tests; our algorithm in which the subproblems are solved by alternating direction method is competitive with algorithm DCTR in [26] . Especially for large-scale problems, our new algorithm has a strong numerical stability. 
Conclusions
In this paper, we propose an alternating direction trust region method based on the conic model for unconstrained optimization and investigate its convergence. Conic models are more flexible to approximate objective functions and have stronger modeling property. Alternating direction method (ADM) has been well studied in the context of linearly constrained convex programming problems. It is because of the significant efficiency and easy implementation of ADM that we consider applying it to solving the trust region subproblem based on the conic model. Initial numerical results show that our new method is competitive and it is also effective and robust for large-scale problems. The numerical results and the theoretical results lead us to believe that the method is worthy of further study.
In addition, the main purpose of this paper is to explore a new method for solving the conic model subproblem. Therefore, there are many aspects worthy of further improvement and research in this paper. For example, we can consider the weak convergence assumptions that the Hessian approximations B k is symmetric and positive semidefinite. The rate of convergence has not been studied. 
