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Abstract
The present work starts with a historical and conceptual introduction of the foundation of the entan-
glement, from the idea of Einstein to the formulation of Bohm, much more experimentally accessible.
For the formation of an entangled state, the description of the nonlinear physical process SPDC
(Spontaneous Parametric Down-Conversion) was given, starting from the classical Hamiltonian and
performing the quantization of the fields exiting the crystal. It was possible to determine the general
structure of the wave function by perturbing the vacuum state. The basic properties of the density
matrix and the qubit, the fundamental unit of quantum computation, have also been recalled as a
prerequisite to the measurements of Bell Inequality and Quantum Tomography. The second chapter
is focusing on the apparatus. This can be thought as divided into two independent parts. The first,
formed by the laser, the temporal precompensation system and the non-linear crystal, is responsible
for the production of entangled photons. The second, formed by the spatial compensation system,
the waveplates, and the beam splitter, can be described as an operator, according to Jones’s matrix
calculation, which acts on the wavefunction produced by the source. Measuring entanglement means
detect coincidences, then we explain the dependence of the counting rate from the apparatus and how
we optimized the coincidence rate. Finally, in order to verify the quantum character of the source, a
Bell test was performed and the value of S is extracted. The reconstruction of the density matrix is
presented in the last chapter, using an analytical analysis of the Bloch hypersphere, from which we
found a starting point for a numerical optimization of the density matrix that better represents our
system. In the last, we characterized the degree of entanglement of the source.
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Chapter 1
Entanglement
• Entanglement: the EPR paradox: The paper published by Einstein, Podolsky and Rosen
was the first in which the non-local correlation was advanced [1] (trough a Gedankenexperiment,
although interpreted as a paradox). The Gedankenexperiment was simplified by Bohm who
proposed a Hidden Variable interpretation of quantum mechanics. This correlation was named
Entanglement. Here we present a historical introduction.
• Non-locality and Bell Inequalities: The work of Bell is a demonstration that local HV
theories are incompatible with quantum mechanics [12]. It is possible to show that entanglement
violates a set of inequalities called Bell inequalities. We show the Bell’s argument.
• Spontaneous Parametric Down-Conversion: We want build a source of entangled particles
to confirm the Bell prediction. SPDC can be used to construct a source of entangled photons.
We obtain (using [6]-[7]) the wave function of the entangled photons.
• Quantum Information: It is possible to describe entangled systems with more powerful tools.
Here we recall some fundamental properties of the density matrix and Von-Neumann entropy.
Finally, we introduce the fundamental unit of the quantum computation: the qubit.
1.1 Entanglement: the EPR paradox
Here we report the logical structure of the EPR argument contained in the famous article: “Can
quantum-mechanical description of physical reality be considered complete?”[1]. It is possible to
judge the success of a theory on two parameters, correctness, and completeness. The correctness of
the theory is judged on the basis of the congruence between predictions and human experience, which
in the physical context, takes the form of experiment and measure. The completeness of a theory
is the ability of the theory to include the elements of physical reality within it. It is necessary to
define what is meant by physical reality: if without disturbing the system in any way, we can predict
with certainty the value of a physical quantity, then there is an element of the physical reality that
corresponds to that physical quantity. The definition of an element of physical reality is the pillar of
the article and leads to the conclusion of the incompleteness of quantum mechanics.
3
1.1. ENTANGLEMENT: THE EPR PARADOX CHAPTER 1. ENTANGLEMENT
Consider two systems 1 and 2, interacting for a certain time T, after which they separate so that
there is no longer any interaction between them. Given the observable A, it is possible to write the
wavefunction of the system ψ as a linear combination of the eigenfunctions of A, denoted by un(x1):
ψ(x1, x2) =
∞∑
n=1
ψn(x2)un(x1)
This expansion can also be done with another observable B, whose eigenfunctions are vn(x1). Then:
ψ(x1, x2) =
∞∑
s=1
φs(x2)vs(x1)
Now, depending on whether you measure A, with a result for example ak relative to uk(x1), or B with
result br relative to vr(x1), the system 2 is left in the state ψk(x2) or in the state φr(x2) respectively.
It is, therefore, possible according to a measurement made on system 1, leave the system 2 in two
different states. In other words: it is possible to assign two different wavefunctions to the same reality.
It is shown, for example [1], by assigning to ψ(x1, x2) the form
ψ(x1, x2) =
∫ ∞
−∞
e(2pii/h)(x1−x2+x0)pdp
that the states ψn and φn can be relative to observables that do not commute, i.e. such that [A,B] 6= 0.
This implies that a knowledge about an observable precludes the knowledge of the other. That leads
to two conclusions:
1. The description of the reality given by the quantum mechanics, through the wavefunction, is
incomplete
2. When the two observables do not commute the two physical quantities cannot have simultaneous
reality
If the wavefunction is assumed to give a complete description of reality (first false conclusion), the two
non-commutable observables have simultaneous realities (second false conclusion). In other words, by
denying (1) one has come to deny (2). So the only choice is to admit that the description given by
the wave function is incomplete.
1.1.1 Bohm’s interpretation of the EPR paradox
Bohm and Aharonov [2] presented a reinterpretation of the EPR argument in a simpler case: a
wavefunction that describes the spin of two particles. Consider a molecule, formed by two atoms,
whose total spin be zero. Thus, if each of the two atoms can assume the spin value ±~2 , the wave
function of the system is
ψ =
1√
2
[ψ+(1)ψ−(2)− ψ−(1)ψ+(2)]
Now, let us suppose that the molecule separates in two atoms, which move away from each one to
two different observators A and B, at a distance than they no longer interact. So, since the total
spin is zero, if the two observers choose the same component of the spin to be measured, the result
of B must be opposite to A. The difficulty emerges in interpreting the result has a definite value
at a fixed time. In other words: it is possible to define, at a given time, only the value of the spin
along a specific direction. Measuring A along one direction creates a difficulty in explaining why the
other components of the spin ( other than that measured on A) of B fluctuated, although this second
particle did not interact with any measurement apparatus. We can, therefore, think that there is a
sort of hidden interaction between them. The paradox emerges when the basis, where measurements
are performed, can be changed rapidly: this can be considered in contrast to the locality principle of
the special theory of relativity.
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The problem only exists if the following conditions are met:
1. The observation apparatus can affect only one particle at a time
2. The two parts do not heavy interact
A possible solution was proposed by Furry [2]. He supposed that when the particle disintegrates, the
spin of the two atoms has a precise value along one direction, such that one is necessarily opposite to
the other. Then the wave function becomes factorizable
ψ = ψ+θ,φ(1)ψ−θ,φ(2)
In this way, the fluctuation in one direction of the spin does not affect those of the other particle. To
maintain the spherical symmetry, due to the rotational invariance of the total spin equal to zero, he
assumed that this only applies in a statistical sense and therefore, in each individual case, the total
angular momentum is not conserved. Experiment on the polarization of photons showed this way is
not available. The proposed solutions were of two types:
1. Causal Interpretation: taking up the idea of hidden correlations, it is possible to define a quantum
potential that remains non-zero when the classical interaction potential becomes null. The
problem of this interpretation is that, in addition to appearing somewhat artificial, it maintains
a non-local character in contrast with the principles of relativity.
2. Sub-quantum interpretation: it is possible that, in analogy to the relationship between classical
physics and atomic physics, the laws of quantum mechanics are an approximation to a higher
level of some deeper sub-quantum laws.
The latter one is an implicit hypothesis on the existence of Hidden Variables (HV) that account for
the quantum behavior of this non-local correlation. However, in the following paragraph, we describe
the Bell argument against deterministic local HV theory. In this thesis, we do not investigate the
proposals of De Broglie nor those of Bohm.
Hidden Variables
( )
Quantum Behavior
(z)
Knowledge limit
Theory(z;λ )
Figure 1.1: Pictorial representation of the sub-quantum interpretation. The theory must take into account
variables that can not be observed
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1.2 Non-locality and Bell Inequalities
Bell was able to prove that no deterministic local HV theory can make predictions compatible with
quantum mechanics. This incompatibility arises in the context of “quantum non-locality”, intended as
the violation of separability (of systems) or the violation of Einstein’s locality from special relativity.
This proof can be done by making a prediction assuming a hidden parameter and compare this
prediction with that of quantum mechanics [12].
We start considering the state defined by Bohm. We assume the existence of a hidden parameter
λHV such that, given λHV , the result Aa obtained by measuring the observable σ1 · a (spin along the
direction a) relative to the first particle, depends only on λHV and a. We can say the same thing
about Bb, i.e. the result of measuring σ2 ·b relative to the second particle, depends only on λHV and
b. These assumptions are intended to impose the principle of separability, which can be formalized
with the following statement
(AaBb)(λHV ) = Aa(λHV )Bb(λHV ) (1.1)
The values of the possible results are
Aa(λHV ) = ±1 Bb(λHV ) = ±1 (1.2)
The hidden parameter λHV is not accessible, then we must deal with its probability distribution
ρ(λHV ) on the space ΛHV . Furthermore, we want a good probability distribution, i.e. normalized∫
ΛHV
dλHV ρ(λHV ) = 1 (1.3)
Then [12] the expectation value of the product of the two components σa · a and σb · b must be an
average on all possible value of λHV ∈ ΛHV
〈(σ1 · a) (σ2 · b)〉 ≡ 〈a,b〉 =
∫
Λ
dλρ(λ)Aa(λ)Bb(λ) (1.4)
where we have omitted the subscript HV . Using (1.2) and (1.3)
−1 ≤ 〈a,b〉 ≤ +1 (1.5)
The prediction of quantum mechanics, given the singlet state |Ψs〉, is
〈a,b〉Ψs = 〈Ψs|(σ1 · a)(σ2 · b)|Ψs〉 (1.6)
We remember that
σ · d = dxσx + dyσy + dzσz = dx
(
0 1
1 0
)
+ dy
(
0 −i
i 0
)
+ dz
(
1 0
0 −1
)
(1.7)
Then
1.
〈Ψs|axbxσ1xσ2x|Ψs〉 = −axbx (1.8)
2.
〈Ψs|aybyσ1yσ2y|Ψs〉 = −ayby (1.9)
3.
〈Ψs|azbzσ1zσ2z|Ψs〉 = −azbz (1.10)
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Then
〈a,b〉Ψs = −a · b (1.11)
If a and b are parallel there is a perfect anticorrelation between the measurements of the two spins
〈a,a〉Ψs = −1. This is an experimental fact [12], then the anticorrelation must hold also for the HV
theory
〈a,a〉 = −1 ⇐⇒ Aa(λ) = −Ba(λ) (1.12)
Then (1.5) reaches the minimum value and we can rewrite (1.4) as
〈a,b〉 = −
∫
Λ
dλρ(λ)Aa(λ)Ab(λ) (1.13)
If we consider two possible orientations of the spin measurement of the second particle, say b and c
〈a,b〉 − 〈a, c〉 = −
∫
Λ
dλρ(λ) [Aa(λ)Ab(λ)−Aa(λ)Ac(λ)] =
= −
∫
Λ
dλρ(λ)Aa(λ)Ab(λ)
[
1− Ac(λ)
Ab(λ)
]
=
=
∫
Λ
dλρ(λ)Aa(λ)Ab(λ) [Ab(λ)Ac(λ)− 1]
(1.14)
where from the second to the third line we use Ab(λ)
2 = 1. Then
|〈a,b〉 − 〈a, c〉| =
∣∣∣∣∫
Λ
dλρ(λ)Aa(λ)Ab(λ) [Ab(λ)Ac(λ)− 1]
∣∣∣∣
≤
∫
Λ
dλρ(λ) |Aa(λ)Ab(λ)| |[Ab(λ)Ac(λ)− 1]|
=
∫
Λ
dλρ(λ) [Ab(λ)Ac(λ)− 1]
(1.15)
and then from (1.3)
|〈a,b〉 − 〈a, c〉| ≤ 1 + 〈b, c〉 (1.16)
This inequality is a quantitative result of the theory with hidden parameter embedded in it and is the
first of a family of inequalities called Bell inequalities. Now we make the comparison with quantum
mechanics.
If we assume that a, b and c to be normalized [12] (i.e. ‖a‖ = ‖b‖ = ‖c‖ = 1 ) and coplanar such
θ
ϕ
a
bc
Figure 1.2: Orientation of measurements used as a counterexample of the (1.16) inequality
that c making an angle φ = 2pi/3 with a, and b making an angle θ = pi/3 with both a and c, from
(1.11) we have
〈a,b〉Ψs = − cos θ = −
1
2
〈b, c〉Ψs = − cos θ = −
1
2
〈a, c〉Ψs = − cosφ =
1
2
(1.17)
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Then
|〈a,b〉Ψs − 〈a, c〉Ψs | = 1 (1.18)
while we have
1 + 〈b, c〉Ψs =
1
2
(1.19)
These values do not satisfy inequality (1.16). This is the proof of the following Bell theorem [12]
Bell Theorem: A deterministic HV theory which acknowledges the separability principle must satisfy
an inequality of type (1.16). The prediction of quantum mechanics, on the other hand, violate such
inequality.
1.2.1 CHSH Inequality
A more general inequality that generalizes the previous one was found by Clauser, Horne, Shimony
and Holt (CHSH). Here we do not specify the nature of the particles involved. These particles are
supposed to be correlated and such that one enters apparatus 1a and the other one enters in the
apparatus 2b, where a and b are two generic vector parameters [12]. According to HV assumptions,
the particle after entering the apparatus chooses one of the two channels, which we call +1 and −1.
The results are represented by Aa and Bb for the apparatus 1a and 2b respectively. Starting from
〈a,b〉 =
∫
Λ
dλρ(λ)Aa(λ)Bb(λ) (1.20)
using (1.14) and (1.15) we have
|〈a,b〉 − 〈a, c〉| ≤
∫
Λ
dλρ(λ)|Aa(λ)Bb(λ)−Aa(λ)Bc(λ)|
=
∫
Λ
dλρ(λ)|Aa(λ)Bb(λ)| [1−Bb(λ)Bc(λ)]
= 1−
∫
Λ
dλρ(λ)Bb(λ)Bc(λ)
(1.21)
To overcome to the unrealistic condition of perfect (anti)correlation, we assume [12] that for two
generic vector parameters a′ and b we have
〈a′,b〉 = 1− δ (1.22)
where 0 ≤ δ ≤ 1. Then splitting the Λ domain we define
Λ± = {Λ|Aa′(λ) = ±Bb(λ)} (1.23)
Using the normalization condition (1.3)∫
Λ+
dλρ(λ) = 1−
∫
Λ−
dλρ(λ) (1.24)
Then
〈a′,b〉 =
∫
Λ+
dλρ(λ)Aa′(λ)Bb(λ) +
∫
Λ−
dλρ(λ)Aa′(λ)Bb(λ)
=
∫
Λ+
dλρ(λ)−
∫
Λ−
dλρ(λ) = 1− δ
(1.25)
Substituting (1.24) into (1.25) ∫
Λ−
dλρ(λ) =
δ
2
(1.26)
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Therefore for an alternative orientation b′ of the second apparatus, using (1.23)∫
Λ
dλρ(λ)Bb(λ)Bb′(λ) =
∫
Λ+
dλρ(λ)Bb(λ)Bb′(λ)−
∫
Λ−
dλρ(λ)Aa′(λ)Bb′(λ) (1.27)
We note that∫
Λ+
dλρ(λ)Bb(λ)Bb′(λ) =
∫
Λ
dλρ(λ)Aa′(λ)Bb′(λ)−
∫
Λ−
dλρ(λ)Aa′(λ)Bb′(λ) (1.28)
and substituting (1.28) into (1.27)∫
Λ
dλρ(λ)Bb(λ)Bb′(λ) =
∫
Λ
dλρ(λ)Aa′(λ)Bb′(λ)− 2
∫
Λ−
dλρ(λ)Aa′(λ)Bb′(λ)
≥
∫
Λ
dλρ(λ)Aa′(λ)Bb′(λ)− 2
∫
Λ−
dλρ(λ)|Aa′(λ)Bb′(λ)| = 〈a′,b′〉 − δ
(1.29)
then using (1.21), (1.22) and (1.29) we obtain the CHSH inequality
|〈a,b〉 − 〈a,b′〉| ≤ 2− 〈a′,b〉 − 〈a′,b′〉 (1.30)
In section 3.1 we justify the following reformulation of (1.30) made by Bell. We use this for experi-
mental purposes:
|〈a,b〉 − 〈a,b′〉|+ |〈a′,b〉+ 〈a′,b′〉| ≤ 2 (1.31)
As a counterexample of (1.31) we take [12] (they are our experimental directions) a, a′, b, b′ as in
Figure 1.3, where θ = pi/4.
a
a'θ
Figure 1.3: Orientation of measurements used as a counterexample of the (1.31) inequality. The angle between
a and b is the same between a′ and b′. This angle is θ
So similarly to (1.17) we have:
|〈a,b〉 − 〈a,b′〉|+ |〈a′,b〉+ 〈a′,b′〉| =
∣∣∣−√22 + (−√22 )∣∣∣+ ∣∣∣−√22 − √22 ∣∣∣ = 2√2 (1.32)
The result is a clear violation of (1.31)
1.3 Spontaneos Parametric Down-Conversion
SPDC allow us to create an entangled photon state. The description of the non-linear process follows
these steps [6-7] :
1. We start from the classical theory: splitting the classical Hamiltonian into two terms, one linear
and the other nonlinear
9
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2. From the theory of quantum optics we know that the quantization of the linear Hamiltonian
(without sources) leads us to the description of the quantum vacuum state. We are interested
in the effect of the nonlinear term. Then we focus on the quantization of this term
3. The most convenient way to describe the effect of a small, time-dependent term of the Hamilto-
nian is using the time-dependent perturbation theory. We apply the perturbation on the vacuum
state
4. Obtained the wave function of the biphoton we overlap this with the wave function due to the
SMF where the signal and idler are coupled. This provides a complete description of the wave
function of our system
5. To simplify the form of the wave function we can factoring the total wave function in two terms:
one that depends on pump an the other that is the phase-matching function.
We start considering the classical Hamiltonian that describes the electromagnetic field:
HEM =
1
2
∫
d3r(D ·E+B ·H) (1.33)
where the terms in bold denote vector quantities. The characteristic of the nonlinear medium is that,
in presence of a strength electric field, the relation between the polarization field P and the electric
field is no longer linear. Because the amplitude of the electric field is however smaller than the electric
field binding the atoms in a material together [8] (Eat ≈ 1011 Vm), we can express the polarization field
in terms of power series depending on E
P = 0
[
χ(1)E+ χ(2)(E)2 + χ(3)(E)3 + ...
]
(1.34)
where χ(m) is the m-th order electrical susceptibility tensor. Using the relation D = 0E + P and
considering only up to second order in the polarization field expansion, we can split the Hamiltonian
in two terms
HEM = HL +HNL (1.35)
where the first term is linear and the other nonlinear. Here we are interested only in the nonlinear
term, that acts as an interaction Hamiltonian. Explicitly, using Einstein summation convention
HNL =
0
2
∫
d3r(χ
(2)
ijkEiEjEk) (1.36)
where, for simplicity, we omit the dependence of the electric field from space and time. The next step
is the quantization of the electric field, and because χ(2) depends on pump, signal and idler frequencies,
the nonlinear Hamiltonian is better broken into its frequency components:
HNL =
0
2(
√
2pi)3
∫
d3r
∑
kp,ki,ks
[χijk (ω(kp,ki,ks))Ei(ω(kp))Ej(ω(ki))Ek(ω(ks))] (1.37)
Then the electric field functions are replaced by the field observables, E(r, t) → Eˆ(r, t) = Eˆ+(r, t) +
Eˆ−(r, t)
Eˆ+(r, t) =
1
V
1
2
∑
k,s
i
√
~ω(k)
20
aˆk,s(t)ek,se
ik·r (1.38)
Eˆ−(r, t) =
[
Eˆ+(r, t)
]†
(1.39)
Substituting (1.38) in the Hamiltonian we obtain eight terms that correspond to all different χ(2)
processes. However, we start with no photons in either of the signal and idler fields, then we discard
the nonconserving-energy terms [6]. In other words, we consider only process where the pump photons
are annihilated Eˆ+p and signal-idler photons are crated Eˆ
−
i Eˆ
−
i . Then we have
HˆNL =
0χ
2
2
∫
V
d3rE(+)p (r, t)Eˆ
(−)
s (r, t)Eˆ
(−)
i (r, t) +H.C. (1.40)
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where we make the approximations that the pump beam is bright enough to be treated classically.
Here V denotes the interaction volume covered by the pump laser beam and H.C. stands for hermitian
conjugate. The positive-frequency part of the pump E
(+)
p (r, t) is the Fourier transform of the spectral
amplitude, that is parametrized using ω and k⊥(perpendicular to z) conserved at the crystal-free
interface. For our purpose, we assume [6] that the crystal is a thin slab of thickness L oriented
perpendicular to the z-axis and centered at z = 0.
E(+)p (r, t) = Ep
∫
d2kp⊥dωpAp(kp⊥, ωp)ei(kp·r−ωpt) (1.41)
Next, we assume the pump sufficiently narrowband that the pump pulse amplitude is in a factorable
form [7], with no spatiotemporal correlation
Ap(k⊥, ω) = Atempp (ω)A
sp
p (k⊥) (1.42)
where both parts are in Gaussian form
Atempp (ω) =
√
τp
4
√
pi
exp
(
−τ
2
p
2
(ω − 2ω20)
)
(1.43)
Aspp (k⊥) =
wp√
pi
exp
(
− w
2
p√
pi
k2⊥
)
(1.44)
τp stands for the pulse duration, wp for the pump beam width, 2ω0 for the central frequency. To
proceed we make some assumptions [6] on eq. (1.38). First, that the polarizations of the downcon-
verted photons are fixed, then we can remove the sum over the s index. Second, because the optical
wavelengths considered in our treatment is much smaller than the crystal’s dimension we can replace
the sum over k with an integral:
lim
V→∞
1
V
∑
k,s
=
1
(2pi)3
∫
d3k (1.45)
Then we assume the following modal expansion for the signal and idler field operators:
Eˆ(−)(r, t) = E
∫
d2k⊥dωe−ik·r+iωtaˆ†(k⊥, ω) (1.46)
where all the scaling factors are approximated with the frequency-independent constant E. To obtain
the state of the downconverted fields, one can use the first-order time-dependent perturbation theory
[7]. The biphoton component of the state of the signal and idler fields is
|Ψ〉 = 1
i~
∫
dtHˆNL(t)|vac〉 =
∫
d2k⊥sd2k⊥idωsdωiΨ(k⊥s, ωs;k⊥i, ωi)aˆ†(k⊥s, ωs)aˆ†(k⊥i, ωi)|vac〉
(1.47)
where the probability amplitude is
Ψ(k⊥s, ωs;k⊥i, ωi) = N
∫ L
2
−L
2
dzAp(k⊥s + k⊥i, ωs + ωi)ei∆kz(k⊥s,ωs;k⊥i,ωi)z (1.48)
and N = 0χ
(2)EpEsEi/(2i~) . The phase mismatch is
∆kz(k⊥s, ωs;k⊥i, ωi) = kpz(k⊥s + k⊥i, ωs + ωi)− ksz(k⊥s, ωs)− kiz(k⊥i, ωi) (1.49)
In our experimental setup, the signal and idler photons are coupled into a SMF. Then we can approx-
imate the collected spatial mode in this form:
u(k⊥, ω) =
w√
pi
e−
w2
2
(k⊥−k0⊥) (1.50)
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Here ks0⊥ = xˆωssin(αs/c) and ki0⊥ = −xˆωisin(αi/c), αs and αi are the collecting angles in the x− z
plane. The waists ws and wi define the spatial extent of the collected modes [7]. The wavefunction
for both photons then is given by an overlap of the wavefunction in free space with the spatial profiles
of the fiber modes
Ψ(ωs, ωi) =
∫
d2k⊥sd2k⊥iu∗(k⊥, ω)u∗(k⊥, ω)Ψ(k⊥s, ωs;k⊥i, ωi) (1.51)
With the assumptions on the pump pulse, is convenient to write
Ψ(ωs, ωi) = A
temp
p (ωs + ωi)Θ(ωs, ωi) (1.52)
Here Θ(ωs, ωi) can be view as an effective phase-matching function for the collected modes that
includes the geometry of the setup [7]. Explicitly
Θ(ωs, ωi) = N
∫ 2
k⊥sd2k⊥i
∫ L
2
−L
2
dzAspp (k⊥s + k⊥i)u
∗(ks⊥, ω)u∗(ki⊥, ω)ei∆kz(k⊥s,ωs;k⊥i,ωi)z (1.53)
1.4 Quantum Information
We want to extend the notion of information and measure of information to the quantum domain. To
do this we need a tool that allows us to describe adequately compound systems: the density matrix.
Then, using the density matrix is possible to introduce an entropy associated to a quantum system.
The qubit is the unit that quantifies the amount of information in a specified state.
1.4.1 Density Matrix
The density matrix is the extension of the concept of a state ψ, in a Hilbert space, to an operator,
from which we can extract the maximal information about the system [12]. Here we recall the basic
properties of this operator. For systems that admit a wavefunction description ψ is always possible to
construct the projector Pˆψ = |ψ〉〈ψ|, and we call such state pure. For pure states, the density matrix
ρˆ has a very simple form [12]
ρˆ = Pˆψ (1.54)
If ψ is normalized, ρˆ has the following properties
ρˆ2 = ρ (1.55)
Tr(ρˆ) = 1 (1.56)
where Tr(Oˆ) =
∑
j〈bj |Oˆ|bj〉 =
∑
j Ojj , Oˆ is an operator and {bj} an orthonormal basis. For a
polarization state ψ = a|H〉+ b|V 〉, where |a|2 + |b|2 = 1 we have
ρˆ = |ψ〉〈ψ| = |a|2|H〉〈H|+ |b|2|V 〉〈V |+ ab∗|H〉〈V |+ a∗b|V 〉〈H| (1.57)
For a generic orthonormal basis of the Hilbert space {|j〉}
ρˆ =
∑
j,k
ρjk|j〉〈k| (1.58)
where from definition of orthonormal basis 〈j|k〉 = δjk. We are interested to a statistical description
of a mixed state, i.e. an ensemble {pk, |ψk〉} where the uncertainty on the state is not intrinsic: we
know only that the system has a pk probability to be in the |ψk〉 state [12]. In this more general case,
we have
ρˆ =
∑
k
pk|ψk〉〈ψk| (1.59)
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〈Oˆ〉 =
∑
k
pk〈ψk|Oˆ|ψk〉 = Tr
[
ρˆOˆ
]
(1.60)
We note that the states |ψk〉 are assumed to be normalized, but they do not necessarily need to be
orthogonal nor form a basis. They are merely states in which the system is prepared in with a certain
probability. In conclusion, we report [12] the conditions that the density matrix must satisfy
ρˆ† = ρˆ (1.61)
ρˆ ≥ 0 (physicality) (1.62)
Tr(ρˆ) = 1 (1.63)
1.4.2 Von-Neumann Entropy
The classical entropy of a system S, is the quantity that represents the randomness of the system [12]
SB = −kBln(wE) (1.64)
where wE is the amount of different possible configuration of the system. If S has a large amount of
disorder, then
SS = −
∑
pkln(pk) (1.65)
The entropy is the amount of the uncertainty of the system before we received information about it.
Information is instead the posterior knowledge of the state of the system. In this way, information
and entropy are complementary concepts. For a quantum system, the state is completely described
by the density matrix ρˆ, and we can define the entropy for a quantum system in the following way [12]
SV N (ρˆ) = −Tr(ρˆlnρˆ) (1.66)
where the subscript V N stands for Von-Neumann. In information theory, the message sent by the
sender to the receiver is decoded in terms of bits that can take binary values. So the amount of
uncertainty on the system is given by the log2 of all the possible system configurations.
If |bk〉 is an eigenvector basis of ρˆ, for the system S, then
ρˆ|bk〉 = rk|bk〉 (1.67)
with rk eigenvalue relative to the eigenvector |bk〉.
Then we can write the Von-Neumann entropy as [4]
SV N (ρˆ) = −
∑
j
rjlog2(rj) (1.68)
For a n-dimensional system, a completely mixed state can be written in the form
˜ˆρ =

1
n 0 ... 0
0 1n ... 0
... ... ... ...
0 ... ... 1n
 (1.69)
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For a pure state, instead, SV N = 0. The physical interpretation of the Von-Neumann entropy is then a
measure of how much the system differs from a purely quantum state or in other words it is a measure
of the system’s decoherence.
It has the following properties:
1. Non-negativity
S
(n)
Max ≥ S(ρˆ) ≥ 0 (1.70)
2. Unitary Invariance: For a unitary transformation Uˆ
S(ρˆ) = S(Uˆ ρˆUˆ †) (1.71)
3. Concavity: For all projectors Pˆj
S
∑
j
wjPˆj
 ≥∑
j
wjS(Pˆj) (1.72)
with wj ≥ 0 and
∑
j wj = 1
4. Subadditivity: If ρˆ ∈ H where H = H1 ⊗H2 and ρˆ1 = Tr2(ρˆ) ∈ H1, ρˆ2 = Tr1(ρˆ) ∈ H2 then
S(ρˆ) ≤ S(ρˆ1 ⊗ ρˆ2) = S(ρˆ1) + S(ρˆ2) (1.73)
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1.4.3 The Qubit
From the point of view of quantum information, entanglement between systems 1 and 2 is defined as
[12]
E(1, 2) = − [S(1, 2)− S(1)− S(2)] = S(1) + S(2)− S(1, 2) (1.74)
where S(1, 2) is the total entropy of the joint system 1 + 2 and S(1) = S(ρˆ1), S(2) = S(ρˆ2). Two
entangled systems are correlated because they share an amount of information that can’t be seen
classically. In other words, entanglement is the amount of mutual information between the systems 1
and 2. The simplest entangled system is represented by qubit
The simplest entangled system is represented by qubit, the basic unit of quantum computation. At
the quantum level, the classical bits 0 and 1 became vectors
|0〉 =
(
1
0
)
|1〉 =
(
0
1
)
(1.75)
and they can be in an arbitrary superposition
|ψ〉 = a|0〉+ b|1〉 (1.76)
where |a|2 + |b|2 = 1. If the normalization is written implicitly
|ψ〉 = cos
(
θ
2
)
|0〉+ sin
(
θ
2
)
eiφ|1〉 (1.77)
For a qubit, the density matrix has the general form [12]
ρˆ =
r0
2
σ0 +
1
2
r · σ (1.78)
where σ are the Pauli matrices, and r ∈ R. For the conditions on density matrix (1.61)-(1.63), we
have
ρˆ =
1
2
(I+ r · σ) =
(
1 + r3 r1 − ir2
ri + ir2 1− r3
)
(1.79)
with |r| ≤ 1. Then we can think of r like a coordinate on and in a unitary sphere, called the Bloch
sphere (Figure 1.4).
Figure 1.4: Bloch sphere for a qubit system
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Chapter 2
Experimental Setup
• The Entangled Source: The first component of the source is the HeNe diode laser that beam
waist is positioned, using an aspheric lens, into a BBO nonlinear crystal, that is the responsible
for downconverted photons production. Using the two mirrors and the pinholes we aligned the
pump beam as depicted in Figure 2.1. In this paragraph, we reported the theoretical description
of the laser beam in terms of Gaussian beam and the optical behavior of the crystal.
• Measurement Apparatus: We reported what is used to detect the photons and make mea-
surements on their polarization states. The first component is the aspheric lens to collimate the
signal and idler beams, then the filters in order to clean the signals from the background. QWP,
HWP, and polarizing beamsplitters have the physical function to make measurements: in Jones
calculus, they can be represented by operators that act on the biphoton state produced in the
nonlinear crystal. In the last, there is the fiber coupling system and the SMFs that lead the
signals to the photodetectors.
• Coincidence Counts: The simultaneous detections of photons are the scope of our apparatus.
We report from which quantities simultaneous counts depends and the experimental procedure
implemented to maximize coincidence counts.
Figure 2.1: The experimental setup of our entangled photon source. The red dotted line stands for the specular
part of the measurement apparatus.
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2.1 The Entangled Source
2.1.1 Laser
In our setup we use a HeNe diode laser system λ = 405 ± 5nm, those light can be described as a
Gaussian beam. We are intrested to describe the effect of the lens on the beam, because it is crucial
to the optimization of the photon-pair source.
First we start with the definition of a paraxial wave [14]: a plane wave that travel along the z direction
e−ikz, modulated by a low varying function of the position, A(r)
U(r) = A(r)e−ikz (2.1)
U(r) and A(r) satisfy different equations
∇2U + k2U = 0 (2.2)
∇2TA− izk
∂A
∂z
= 0 (2.3)
where ∇2T = ∂
2
∂x2
+ ∂
2
∂y2
is the transverse laplacian. A solution [14] for (2.3) is
A(r) =
A1
q(z)
e
−ik ρ2
2q(z) (2.4)
where q(z) = z − ζ, ρ2 = x2 + y2, A1 is a constant and ζ can be a real or a complex constant. If ζ is
a pure imaginary number [14] q(z) = z + iz0, (z0 is the Reyleight range) we can write q(z)as
1
q(z)
=
1
R(z)
− i λ
piW 2(z)
(2.5)
where W (z) is the beam width and R(z) is the curvature radius of the wavefronts. Then
U(r) = A0
W0
W (z)
e
− ρ2
W2(z) e−ikze−ik
ρ2
2R(z)
+iζ(z)
(2.6)
where
A0 =
A1
iz0
(2.7)
W (z) = W0
√
1 +
(
z
z0
)2
(2.8)
R(z) = z
[
1 +
(z0
z
)2]
(2.9)
ζ(z) = tan−1
(
z
z0
)
(2.10)
W0 =
√
λz0
pi
(2.11)
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Figure 2.2: Intensity profiles for a Gaussian beam for different values of z. The values of z increase from left to
right
Gaussian Beam and lens
In this section we are only interested in the trasformation of the waist when the beam passes through
the lens. We recall that from [7] by adjusting the waist, the rate of pair production can be increased.
If the lens has focal lenght f , the transformation follows the laws [14]
w′o =
w0√
1 + piw
2
λR′
(2.12)
where R′ is the modified curvature radius, that can be deduced from Newton’s law
1
R′
=
1
R
− 1
f
(2.13)
Then the waist position on the z axis became
−z′ = R
′
1 +
(
λR′
piw2
)2 (2.14)
where the minus sign means that the waist is shifted in the nonlinear crystal direction.
2.1.2 Nonlinear Crystal
In our setup we use a two-crystals geometry, i.e. two adjacent, thin, non linear BBO crystals, as
in Figure 2.3. They are oriented with their optic axes aligned in perpendicular planes, such that
a vertically V (horizontally H) polarized pump photon can downconvert into a pair of horizontally
(vertically) polarized photons in the first (second) crystal.
Figure 2.3: Schematic image of the crystal used in the experimental setup. See [10]
BBO is an abbreviation for beta barium borate (β-BaB2O4) and it is a negative uniaxial crystal
[3]; uniaxial means that the ellispsoid of the refractive indices has a rotational simmetry around the
principal axis, that is called optical axes (OA). The convention is to refer to the refractive index ne
19
2.1. THE ENTANGLED SOURCE CHAPTER 2. EXPERIMENTAL SETUP
of the OA as extraordinary index, while no, ordinary index, the one relative to any other axis. The
ellipsoid equation is [15]
x2
n2e
+
y2 + z2
n2o
= 1 (2.15)
The negative adjective refers to the property that no > ne.
Figure 2.4: The ellipsoid of the refractive indices for λ = 810nm. It is masched in the direction of the of the
optical axis
The values of no and ne are related to the wavelenght of the incident radiation throught the Sellmeier
equations, that for a BBO crystal are [3]
n2o = 2.7359 +
0.01878
λ2 − 0.01822 − 0.01354λ
2 (2.16)
n2e = 2.3753 +
0.01224
λ2 − 0.01667 − 0.01516λ
2 (2.17)
See Figure 2.5 for the trend of the refractive indices in the wavelength range between 0.300µm and
0.900µm.
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Figure 2.5: Dependence of no ( yellow) and ne ( blu) from wavelenght
If we consider only one crystal, for V or H polarization of the pump, we can use only the planar
phase matching condition for type-I SPDC [5]. In this case the produced photon pair have the same
polarization (they are o-polarized), and the pump is e-polarized. For a generic angle Ψ between kp
and OA, the point of the ellipsoid that is neff far from the center has coordinates x
2 = (neffsinθ)
2
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and y2 + z2 = (neffcosθ)
2: in the approximation of planar wavefront the intersection between the
ellipsoid and the wavefront is an ellipse. Then we have
1
neff (λ,Ψ)
=
sin2 Ψ
n2e(λ)
+
cos2 Ψ
n2o(λ)
(2.18)
and we can write
kp(λp,Ψ) =
2pineff (λp,Ψ)
λp
(2.19)
Then, for the phase matching condition inside the crystal kp = ks + ki :
ki cos θi + ks cos θ2 = kp (2.20)
ki sin θi = ks sin θ2 (2.21)
and from Snell’s law
sin θi =
sin θoi
no(λi)
(2.22)
sin θs =
sin θos
no(λs)
(2.23)
The experimental arrangement is configured in such a way to measure the degenerate photon pairs at
810nm, therefore λi = λs = λ and ki = ks = k, then θi = θs = θ. Then from equations (3.19) and
(3.21)
2k(λ)
√
1−
(
sin θo
no(λ)
)2
= kp(λp,Ψ) (2.24)
See Figure 2.6 for the dipendence of the half-opening angle ( signal-idler’s cone) α from Ψ.
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Figure 2.6: Plot of θ0(Ψ)
We know from [5] that Ψ = 29.2◦ then α ∼ 3◦ . Since the crystals are thin and their separation
is nearly zero, when the crystals are tilted such that the cones overlap, one cannot distinguish from
which crystal light comes out. This puts the downconverted photons, when the pum is 45◦ polarized,
in the entangled state
|Ψ〉 = 1√
2
(
|HH〉+ eiφ|V V 〉
)
(2.25)
2.1.3 Walk-off effects
The geometry of the crystal gives rise to walk-off effects that can affect the quality of the entangled
state. The |V V 〉 cone and the |HH〉 cone are produced in different points in the crystal and this can
lead to the distinction of the cones, reducing the quality of the entangled state, if not compensated.
The first walk-off effect is the longitudinal walk-off: the cone produced in the first crystal does not
come out at the same time as the second cone produced in the second crystal: this because the pump
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downconverts at different times. The second effect is the transversal walk-off: the points in which
the two cones are produced do not match, then the two cones do not overlap. For the first walk-off
effect, to restore the temporal coherence, we use a pre-compensation system: a quartz crystal. When
the pump is at 45◦ the effect of the crystal is to introduce a phase difference between the vertical and
the horizontal polarization. Meanwhile, for the spatial compensation of the second walk-off effect, we
use two BBO crystals, one for each branch, that affect the path of only one of the produced cones.
2.2 The Measurment Apparatus
The measurement apparatus is the one shown in the Figure 2.1. By convention we called the two
branches Alice and Bob. In the following we describe the behavior of the individual components of
the two branches.
2.2.1 Wave Plates
Consider a waveplate of thichness d, made by an uniaxial crystal, charaterized by the indices no and
ne, whith the OA parallel to the crystal surface. If we consider a longitudinal polarized wave that
propagates through the x axis and incides perpendicular to the plate, θ the angle between E and OA,
we can write [15]
Ey = E0 cos θ cos(kx− ωt) (2.26)
Ez = E0 sin θ cos(kx− ωt) (2.27)
where k = 2piλ and λ is the wavelenght in free space. After the wave cross the plate we have
Ee = Ey = E0 cos θ cos(kx+ ked− ωt) (2.28)
Eo = Ez = E0 sin θ cos(kx+ kod− ωt) (2.29)
where ke = kne and ko = kno. Then if φe and φo are respectively the phase of the extraordinary and
ordinary waves:
∆φ = φe − φo = (ke − ko)d = 2pi
λ
(ne − no)d (2.30)
Quarter-wave plate
If d is proportional to λ/4 the longitudinal polarized wave incident on the crystal comes out with an
elliptical polarization and vice-versa. We have [15]
d =
λ
4(ne − no)(2m+ 1) (2.31)
where m = 0, 1, 2, ... Then
∆φ = (2m+ 1)
pi
2
(2.32)
and the equation of the wave (2.28-2.29) become
Ey = E0 cos θ cos(kx+ ked− ωt) (2.33)
Ez = E0 sin θ sin(kx+ kod− ωt) (2.34)
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that is a elliptical polarized wave. Using Jones calculus notation [4]
|V 〉 =
(
0
1
)
|H〉 =
(
1
0
)
(2.35)
we can express the effect of the quarter waveplate as an operator on |ψ〉 = a|V 〉+ b|H〉 state
UˆQWP (q) =
1√
2
(
i− cos(2q) sin(2q)
sin(2q) i+ cos(2q)
)
(2.36)
Half-wave Plate
Analogous to the case of quarter-wave plate, if d is proportional to λ/2
∆φ = (2m+ 1)pi m = 0, 1, 2, ... (2.37)
and the wave that comes out of the crystal is
Ey = E0 = cos θ cos(kx+ ked− ωt) (2.38)
Ez = −E0 sin θ cos(kx+ kod− ωt) (2.39)
that is longitudinal polarized along −θ angle respect to OA. In Jones calculus [4] we obtain
UˆHWP (h) =
(
cos(2h) − sin(2h)
− sin(2h) − cos(2h)
)
(2.40)
2.2.2 Polarizing Beamsplitter
The polarizing beamsplitten is an optical device that transmits horizontally polarized light, and reflects
vertically polarized light with an angle of 90 degrees. Combined with the use of an half waveplate, it
allows measurements to be made on the bases H,V or D,A. We recall that
|D〉 = 1√
2
(|H〉 − |V 〉) |A〉 = 1√
2
(|H〉+ |V 〉) (2.41)
The matrix form of the polarizing beamsplitter is (it is the projector |H〉〈H|)
BˆPBS =
(
0 0
0 1
)
(2.42)
2.2.3 Filters
The first filter is a longpass color filter. It transmit wavelengths above a cut-on wavelength of 850nm
and attenuate wavelengths below it. The second filter is a narrow bandpass filter to transmit the
specified wavelength 810± 10nm and reject the pump (that can be reflect or make fluorescence with
optical components) and background wavelengths.
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2.2.4 Single Mode Fiber
An optical fiber is a cylindrical dielectric waveguide made of low-loss material [14]. It has a cental core
in wich the light is guided, embedded in an outher cladding of slightly lower refractive index. Light
rays incident on the core-cladding boundary at angles greater than the critical angle undergo total
internal reflection and are guided through the core without refraction into the cladding. In waveguide,
light propagates in the form of modes. When the core diameter is small, only single mode is supported
and the fiber is said to be a single-mode fiber.
Numerical Aperture
An important parameter that we must take into account is the Numerical Aperture of the fiber [14].
A ray incident from air on the fiber is guided if form an angle θ, with the axis of the fiber, that is
smaller than a critical value θc. From Snell law
sin θa = n1 sin θc = n1
√
1−
(
n2
n1
)2
=
√
n21 − n22 (2.43)
Then we define the NA as
NA =
√
n21 − n22 ≈ n1
√
2∆ (2.44)
because n1 + n2 ≈ 2n1 and n1 − n2 = n1∆.
2.2.5 Detector
The APD (Avalanche Photo Diodes) is a highly sensitive semiconductor electronic device. It converts
light to electricity by the photoelectric effect. It is a photodetector that provide a gain through
avalanche multiplication. This is a way to multiply a current. One photon exites an electron that
is highly accelerated by the electric field and collides with the atoms in the material. There, some
atoms get ionized and new electrons accelerate and collide with the material again. Therefore, a much
higher current is obtained, by the avalanche principle. We get a large electrical pulse that can easily
be detected, just by starting with one single photon exciting one electron. In the laboratory they are
placed under a sheet, because they are very sensitive detectors.
2.3 Coincidence Counts
A coincidence count is the simultaneous detection of two (or more) photons made by two (or more)
detectors. In practice coincidences will not occur simultaneously, but will occur within a certain
threshold τ As we have seen in the previous paragraph each branch of the measurements appartus
endend with a SMF coupled into a photodetector. We are interested in the joint probability for the
detection of the two down-converted photons by the two detectors located in the end of the banches.
This probability is the joint detection counting rate Rc given by the Glauber formula [5]
Rc ∝ 1
T
∫ T
0
∫ T
0
dt1dt2〈Ψ|Eˆ(−)s (r1, t1)Eˆ(−)i (r2, t2)Eˆ(+)i (r2, t2)Eˆ(+)s (ri, ti)|Ψ〉 (2.45)
where T is the acquisition time and |Ψ〉 is the two-photon state given by the (1.47) wavefunction. If we
consider the complete biphoton wavefunction (overlapped with the SMFs wavefunctions), Rc assumes
the form [7]
Rc =
∫
dωsdωi|Ψ(ωs, ωi)|2 (2.46)
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We note that in the perfect phase-maching condition [6,8]
Rc ∝ ηPpL2z (2.47)
where η is a factor that depends on detectors efficiency, Pp is the pump power and Lz is the tichness
of the crystal. These quantities are fixed from our experimental setup. However, in the following, we
reported the experimental optimization of the counting rate.
2.3.1 Counting Rate Optimization
In this paragraph, we reported the operations performed only on the crystal (and eventually on the
pump mirrors) and on the optical fibers in order to obtain the best setup configuration. We start by
mount MMFs insted of SMFs in order to have, in the first time, greater coincidence counts to optimize
the source. Also in the first time we removed the QWPs.
• Setting the pump to H.
• Setting the HWPs to measure |V V 〉.
• Recalling that H is downconverted into the second crystal |H〉 −→ |V V 〉 we tilt horizontally the
crystal until the maximum of coincicende counts is reached.
• Setting the pump to V.
• Setting the HWPs to measure |HH〉.
• Then V is downconverted into the first crystal |V 〉 −→ |HH〉. We tilt the crystal vertlically
until the maximum of coincidence counts is reached.
• If the two maximum values are not similar, means that the two cones have different aperture
angles. The cause can be an asymmetry in the position of the fiber coupler (with respect to the
crystal) or an asymmetry in the pump beam respect of the two fiber couplers.
• Eventually resolved the previous problems we mount in one of the branches the SMF instead of
MMF and adjusting the mirror to obtain the maximum of coincidence counts.
• We followed the previous step substituting SMF in the other branch
• Then we mount the QWPs.
• We set the pump to D
• With the pump in D the downconversion process involves the two crystal
|D〉 −→ |HH〉+ eiφ|V V 〉.
• We set the HWPs to measure |DA〉
• We tilt the only one of the QWPs in order to set eiφ = −1 and then have a maximum of counts
measuring |DA〉
• We check the QWP position by obtaining a minimum in coincidence counts measuring |DD〉
Experimental coincidence counts are reported in 3.1 and 3.2.2 for the Bell Test and the Linear
Tomographic Recostruction.
25
2.3. COINCIDENCE COUNTS CHAPTER 2. EXPERIMENTAL SETUP
26
Chapter 3
CHSH and Quantum Tomography
• CHSH Inequality: We started with the CHSH inequality presented in 1.2.1 and we justify the
Bell reformulation (1.31)[12]. Testing the bell inequality means measuring quantum correlation,
that in coincidence count experiments, means measuring expectation value. We reported the
coincidence counts from which we calculate the probability to exclude the existence of local HV
theories.
• Entangled Bloch Sphere: Analogous to the qubit Bloch sphere it is possible to write con-
straints that the states must satisfy to be good physical states [11]. This preliminary study is
implemented in the numerical calculation to reconstruct the physical state that best represents
the preparation of our system.
• Linear Tomographic Reconstruction: The easiest way to test if the preparation of the
system is what we expect from theory is to reconstruct, making a set of measurements, the
density matrix of the system [4]. This is done by calculating the free entries of the density
matrix from the coincidence counts.
• The Maximum Likelihood Technique: Linear tomographic reconstruction can lead to un-
physical results. This problem can be bypassed using the maximum likelihood technique [4].
It means to maximize, starting from a physical point, founded using the Bloch hypersphere
constraints, the likelihood function respect to parametrized density matrix, in order to have the
best physical density matrix that explains data.
• Characteristic Parameters: The density matrix that we reconstruct from tomography is
used to verify how good is the preparation of our system. This evaluation is made calculating
characteristic parameters of the system that quantify the purity of the state and how close is
the system we have prepared from the theoretical state.
3.1 CHSH Inequality
Has mentioned in 1.2.1 here we give the reformulation of CHSH inequality made by Bell [12]. Starting
from (1.2) and (1.4) we can write
〈a,b〉−〈a,b′〉 =
∫
dλρ(λ)[Aa(λ)Bb(λ)(1±Aa′(λ)Bb′(λ))]−
∫
dλρ(λ)[Aa(λ)Bb′(λ)(1±Aa′(λ)Bb(λ))]
(3.1)
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Recalling that [Aa(λ)]
2 = 1 ≥ Aa(λ)Bb(λ), Aa(λ)Bb′(λ) the two integrals are smaller than the follow-
ing quantities ∫
dλρ(λ)[Aa(λ)Bb(λ)(1±Aa′(λ)Bb′(λ)] ≤
∫
dλρ(λ)(1±Aa′(λ)Bb′(λ))∫
dλρ(λ)[Aa(λ)Bb′(λ)(1±Aa′(λ)Bb(λ))] ≤
∫
dλρ(λ)(1±Aa′(λ)Bb(λ))
(3.2)
Taking the absolute value
|〈a,b〉 − 〈a,b′〉| ≤
∫
dλρ(λ)(1±Aa′(λ)Bb′(λ)) +
∫
dλρ(λ)(1±Aa′(λ)Bb(λ)) (3.3)
that can be writen as
|〈a,b〉 − 〈a,b′〉| ≤ 2± 〈a′,b′〉 ± 〈a′,b〉 (3.4)
from wich we have
|〈a,b〉 − 〈a,b′〉|+ |〈a′,b′〉+ 〈a′,b〉| ≤ 2 (3.5)
The (3.5) inequality is that we used to test local HV theories.
Quantum Correlation
In coincidence count experiments the quantum correlation 〈a,b〉 is characterized by relative probabil-
ities. In 1.2.1 we assumed that the two apparatus (detectors) 1a and 2b contains two channels, called
+1 and −1. Then the average value of the product is [16]
E = P++ − P+− − P−+ + P−− (3.6)
We can use the frequentist probability definition to states that if Nxy are the numbers of coincidence
counts obtained by setting 1a to measure x and 2b to measure y, then
Pxy =
Nxy
Nxx −Nxy −Nyx +Nyy (3.7)
Substituting (3.7) into (3.6), the expectation value from coincidence counts is
E =
N++ −N+− −N−+ +N−−
N++ +N+− +N−+ +N−−
(3.8)
In our experiment we use for a,b the {H,V } basis and for a′,b′ the {D,A} basis. In the following we
reported the explicit form of the quantum correlations needed to verify the prediction made by Bell
Inequality:
|E(a,b)− E(a,b′)|+ |E(a′,b′) + E(a′,b)| ≤ 2 (3.9)
Using (3.8) the expectation values are
E(a,b) =
NHH −NHV −NV H +NV V
NHH +NHV +NV H +NV V
(3.10)
E(a,b′) =
NHD −NHA −NV D +NV A
NHD +NHA +NV D +NV A
(3.11)
E(a′,b′) =
NDD −NDA −NAD +NAA
NDD +NDA +NAD +NAA
(3.12)
E(a′,b) =
NDH −NDV −NAH +NAV
NDH +NDV +NAH +NAV
(3.13)
In Table 3.1 there are the coincidence counts and the relative errors, calculated as Poissonian fluctu-
ations. From these, we calculate the experimental expectation values and make a precise assertion to
exclude the existence of local HV theories.
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State Counts Error
NV V 175 13.2
NV H 2 1.4
NHH 211 14.5
NHV 2 1.4
NDD 2 1.4
NDA 197 14.0
NAA 2 1.4
NAD 180 13.4
NHD 88 9.4
NHA 121 11.0
NV D 102 10.1
NV A 55 7.4
NDH 91 9.5
NAH 141 11.8
NDV 106 10.3
NAV 53 7.3
Table 3.1: Measurments of coincidences made with an acquisition time of 10s.
Experimental Results
From measurements, all the expectation values and the corresponding errors are:
• E(a,b) = 0.979± 0.062
• E(a,b′) = −0.979± 0.062
• E(a′,b′) = −0.219± 0.059
• E(a′,b) = −0.263± 0.057
Then defining S = |E(a,b)− E(a,b′)|+ |E(a′,b′) + E(a′,b)| we obtain
S = 2.44± 0.12 (3.14)
that is a 4-σ violation of the (3.5) inequality.
Detector visibility
From (1.32), for a pure entangled state, S reach it’s maximum value S = 2
√
2. However in real
experiments this value is influnced by detector visibility η in the following way [12]
S = 2
√
2η (3.15)
Then we can use the experimental value of S to estimate the detector visibility. From (3.14) we have,
in percentage
η = (86± 4)% (3.16)
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3.2 Quantum Tomography
Quantum experiments involve three steps: preparation of the system, evolution and measurement.
In order to check if the preparation of the system is what we expected from theoretical previsions,
we need to reconstruct the unknown state with the process called quantum tomography. However,
measurements necessarily disturb the system, then quantum tomography characterizes only the state
of an ensemble of many identical particles. The easiest way to do this is the linear reconstruction that
not necessarily leads to a physical state [4]. To avoid this problem we can find, using a preliminary
analysis of the Bloch hypersphere[11], the nearest physical state to the linear reconstructed state and
use it as a starting point for the numerical optimization of the likelihood function, that leads us to
the physical state that explain better the experimental results.
3.2.1 Entangled Bloch Sphere
In 1.4.3 we have introduced the notion of the qubit and how it can be represented as a vector in
the Bloch sphere. We are now interested in a generalization of the Bloch sphere for two-qubit system
represented by a 4x4 density matrix. The natural generalization of the basis are the Dirac matrices
defined as
Dˆµν = σˆµ ⊗ σˆν (3.17)
These matrices are generators of the Lie algebra SU(2)⊗SU(2) and satisfies the orthogonality relation:
Tr{DˆαβDˆγδ} = 4δαγδβδ (3.18)
Then in the Dirac basis, the density matrix is
ρˆ =
1
4
rµνDˆµν (3.19)
where the coefficients rµν , are all reals. We call the matrix whose entries are the rµν coefficients the
Bloch matrix r¯, and we think as split into four parts [11]
r¯ =
[
1 v¯†
u¯ R
]
(3.20)
The first entries is 1 due to (1.63) and u¯, v¯ are 3-vectors called local Bloch vectors that represents the
two subsystems separately. R is the 3x3 correlation matrix that expresses the quantum indivisibility
of the two subsystems. In [11] is reported r¯ as a function of ρˆ and vice versa.
Bell State
For experimental interests, we report the Bloch matrix for the |Φ−〉 = 1√
2
(|HH〉 − |V V 〉) state. The
density matrix
ρˆΦ− =
1
2

1 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 1
 (3.21)
has the following Bloch decomposition
r¯Φ− =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
 (3.22)
Note that the local Bloch vectors u¯ and v¯ for the individual systems are zero, since the partial trace
yields a maximally mixed state on the subsystem.
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ρ
ρ
N
Physical States
Non-Physical States
Figure 3.1: Pictorial representation of the Bloch hypersphere. The ρN matrix is deduced in 3.2.3
Positivity Condition
Analogous to (1.79) the Bloch matrix entries lie inside a 15-dimensional hypersphere, but don’t fill
it due to other inequalities induced by the (1.62) condition. We are interested in turning the (1.62)
as a condition on the Bloch matrix entries [11]. Due to the Descarte’s rule of signs, the roots of
a polynomial are all positive if and only if its coefficients alternate signs. Then we can write the
characteristic polynomial of ρ, c(λ) as
c(λ) =
4∏
l=1
(λ− λl) =
4∑
m=0
(−1)mamλ4−m (3.23)
where am depends on λl and am ≥ 0. Expanding (3.23) and comparing term to term
1 = a0
λ1 + λ2 + λ3 + λ4 = a1
λ1λ2 + λ1λ3 + λ1λ4 + λ2λ3 + λ2λ4 + λ3λ4 = a2
λ1λ2λ3 + λ1λ2λ4 + λ1λ3λ4 + λ2λ3λ4 = a3
λ1λ2λ3λ4 = a4
(3.24)
If we define sn = λ
n
1 + λ
n
2 + λ
n
3 + λ
n
4 the Newton’s identities states
s1 = 1!a1
s21 − s2 = 2!a2
s31 − 3s1s2 + 2s3 = 3!a3
s41 − 6s21s2 + 8s1s3 + 3s22 − 6s4 = 4!a4
(3.25)
Recalling that sk = Trρ
k, due to (1.54) s1 = 1
1 ≥ 0
1− Trρ2 ≥ 0
1− 3Trρ2 + 2Trρ3 ≥ 0
1− 6Trρ2 + 8Trρ3 + 3(Trρ2)2 − 6Trρ4 ≥ 0
(3.26)
These conditions in Dirac representation (3.20) turns (1.62) into constraints on the Bloch entries [11]:
4− ‖r‖2 ≥ 0 (3.27)
2(u¯†Rv¯ − det[R])− (‖r‖2 − 2) ≥ 0 (3.28)
8(u¯†Rv¯ − det[R]) + (‖r‖2 − 2)2 + 8u¯R˜v¯ − 4(‖u¯‖2‖v¯‖2 + ‖u¯†R‖2 + ‖Rv¯‖2‖R˜‖2) ≥ 0 (3.29)
where R˜ is the cofactor matrix of R, ‖r‖2 = 1 + ‖u¯‖2 + ‖v¯‖2 + ‖R‖2 and ‖R‖2 = Tr{R†R}. The
conditions (3.28) and (3.29) are those that do not allow the filling of the entire hypersphere with
physical states.
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3.2.2 Linear Tomographic Reconstruction
The reconstruction of the density matrix ρˆ needs a set of measurments, represented by the operators
{µˆν}, in numbers equal to the free parameters that specify uniquely ρˆ (3 real parameters on the
diagonal due to (1.63), 12 real parameters that specify the complex input out of the diagonal) plus a
real parameter N . Then we need to perform a set of 16 measurements.
Set of Measurements
The Jones calculus notation, used in 2.2 allows us to write explicitly the projection state for the
measurement in one of the beams [4]
|ψ(1)proj(h, q)〉 = UˆQWP (q) · UˆHWP (h) ·
(
1
0
)
(3.30)
where UˆQWP (q) and UˆHWP (h) are the (2.36), (2.40) operators. These operators are applied on
(
1
0
)
due to PBS arranged to transmit horizontally polarized light. Then
|ψ(1)proj(h, q)〉 =
1√
2
{i cos(2h)− cos[2(h− q)]}|H〉+
− 1√
2
{i sin(2h) + sin[2(h− q)]}|V 〉
= a(h, q)|H〉+ b(h, q)|V 〉
(3.31)
and for the two beams, the projection state is
|ψ(2)proj(h1, q1, h2, q2)〉 = |ψ(1)proj(h1, q1)〉 ⊗ |ψ(1)proj(h2, q2)〉 (3.32)
We define |ψν〉 the projection state correspondig to the particular configuration of the wave plate angle
{h1,ν , q1,ν , h2,ν , q2,ν}. Then µˆν = |ψν〉〈ψν | and the expected coincidence counts are
nν = N〈ψν |ρˆ|ψν〉 (3.33)
where N is a constant dependent on the photon flux and detector efficiencies [4].
Reconstruction
The most convenient set of measurements are those listed in Table 3.2 and we are interested to
reconstruct the density matrix respect to this set of measurement [4]. We label the Dirac matrices
(3.17) as {Γˆν} in order to write ρˆ as a column vector
ρˆ =
16∑
ν=1
Γˆνrν (3.34)
∀Aˆ, Aˆ =
16∑
ν=1
ΓˆνTr{Γˆν · Aˆ} (3.35)
where comparing (3.34) and (3.35), rν = Tr{Γˆν · ρˆ}. The average number of coincidence counts that
are observed are:
nν = N〈ψν |ρˆ|ψν〉 (3.36)
Then substituting (3.34) into (3.36)
nν = N
16∑
ν=1
Bν,µrµ (3.37)
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ν State h1 q1 h2 q2 Counts Error
1 |HH〉 45◦ 0◦ 45◦ 0◦ 381 19.5
2 |HV 〉 45◦ 0◦ 0◦ 0◦ 6 2.4
3 |V V 〉 0◦ 0◦ 0◦ 0◦ 417 20.4
4 |V H〉 0◦ 0◦ 45◦ 0◦ 3 1.7
5 |RH〉 22.5◦ 0◦ 45◦ 0◦ 210 14.5
6 |RV 〉 22.5◦ 0◦ 0◦ 0◦ 210 14.5
7 |DV 〉 22.5◦ 45◦ 0◦ 0◦ 153 12.4
8 |DH〉 22.5◦ 45◦ 45◦ 0◦ 195 14.0
9 |DR〉 22.5◦ 45◦ 22.5◦ 0◦ 165 12.8
10 |DH〉 22.5◦ 45◦ 22.5◦ 45◦ 3 1.7
11 |RD〉 22.5◦ 0◦ 22.5◦ 45◦ 204 14.3
12 |HD〉 45◦ 0◦ 22.5◦ 45◦ 228 15.1
13 |V D〉 0◦ 0◦ 22.5◦ 45◦ 225 15
14 |V L〉 0◦ 0◦ 22.5◦ 90◦ 150 12.2
15 |HL〉 45◦ 0◦ 22.5◦ 90◦ 219 14.8
16 |RL〉 22.5◦ 0◦ 22.5◦ 90◦ 3 1.7
Table 3.2: The list of the 16 measurements made with an acquisition time of 30s. {h1, q1, h2, q2} are the wave
plate angles that defines |ψν〉. The error on the counts √nν is from Poissonian statistical fluctuation.
where Bν,µ = 〈ψν |Γˆµ|ψν〉 is a 16x16 nonsingular matrix. This property derives from the choice of
states on which the tomographic measurements are performed. Then (3.37) can be inverted
rν =
1
N
16∑
µ=1
(B−1)ν,µnµ (3.38)
If we define a set of 16 matrices {Mˆν} as
Mˆν =
16∑
µ=1
(B−1)ν,µΓˆµ (3.39)
then using (3.39), (3.38) and (3.34)
ρˆ =
1
N
16∑
ν=1
Mˆνnν (3.40)
The only unknown parameter is N . We can use the proprieties of the Mˆν matrices [4]
16∑
ν=1
Tr{Mˆν}|ψν〉〈ψν | = Iˆ (3.41)
Tr{Mˆν} =
{
1 if ν = 1, 2, 3, 4
0 otherwise
}
(3.42)
to write
16∑
ν=1
Tr{Mˆν}|ψν〉〈ψν |ρˆ = ρˆ (3.43)
Then taking the trace of (3.43) and multiplying by N and using (3.42)
N =
4∑
ν=1
nν (3.44)
The reconstruction of the density matrix has the following form
ρˆ =
(
16∑
ν=1
Mˆνnν
)
/
(
4∑
ν=1
nν
)
(3.45)
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Results
The reconstructed density matrix for our entangled source is
ρˆL =

0.472 0.043− 0.032i 0.004 + 0.022i −0.478− 0.071i
0.043 + 0.032i 0.007 −0.007− 0.006i −0.072− 0.002i
0.004− 0.022i −0.007 + 0.006i 0.004 0.019 + 0.074i
−0.478 + 0.071i −0.072 + 0.002i 0.019− 0.074i 0.517

We note that ρˆL is Hermitian and for construction Tr(ρˆL) = 1. Also, we have Tr(ρˆ
2
L) = 0.98± 0.09 ≤
1. However ρˆL is not positive defined because the set of eigenvalues is {1.00 ± 0.04,−0.05 ± 0.10,
0.05±0.06, 0.01±0.02} and this means that ρˆL cannot represent a physical system. The causes of the
non-physicality are experimental inaccuracies and statistical fluctuations of coincidence counts [4].
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Figure 3.2: Plot of the density matrix ρˆL. On the left the real part, on the right the imaginary part
The errors are calculated as the standard deviation on 500 simulated experiments.
The error matrix is
σρˆL =

0.017 0.022− 0.022i 0.021 + 0.021i 0.042 + 0.034i
0.022 + 0.022i 0.003 0.024 + 0.037i 0.020 + 0.022i
0.021 + 0.021i 0.024 + 0.037i 0.002 0.023 + 0.019i
0.042 + 0.034i 0.020 + 0.022i 0.023 + 0.019i 0.017

3.2.3 The Maximum Likelihood Technique
The physicality problem of the reconstructed density matrix can be resolved by selecting the legitimate
state most likely to have returned the measured counts. The tools that we need are the follows:
1. A legal parametrization of a density matrix
2. A likelihood function which can be maximized
3. A technique for numerically finding this minimum over the density matrix’s parameters
Parametrization of a density matrix
The property of non-negative definiteness for any matrix G is written as [4]:
〈ψ|G|ψ〉 ≥ 0 ∀ψ (3.46)
Any matrix that can be written in the form G = T †T must be non-negative definite. In fact
〈ψ|T †T |ψ〉 = 〈ψ′|ψ′〉 ≥ 0 (3.47)
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where |ψ′〉 = T |ψ〉. Then condition (1.62) holds. We want that G is hermitian:
G† = (T †T )† = T †(T †)† = T †T = G (3.48)
and to ensure that (1.63) holds, we must normalize
gˆ =
Tˆ †Tˆ
T r{Tˆ †Tˆ}
(3.49)
Then gˆ has all the good properties of a density matrix. With (3.49) the problem of find ρˆ is reduced
to that of find Tˆ . We use the Cholesky decomposition for positive definite matrices to suppose that
the parametrical form of Tˆ is [4]
Tˆ (t) =

t1 0 0 0
t5 + it6 t2 0 0
t11 + it12 t7 + it8 t3 0
t15 + it16 t13 + it14 t9 + it10 t4
 (3.50)
Then we must write the likelihood function that depends on t parameters.
Likelihood Function
From (3.49) and (3.50)
ρˆM (t) = Tˆ (t)Tˆ
†(t)/Tr{Tˆ (t)Tˆ †(t)} (3.51)
We assume [4] that the noise on the coincidence measurements has a Gaussian probability distribution
P (n1, n2, ..., n16) =
1
Nnorm
16∏
ν=1
exp
[
−(nν − n¯ν)
2
2σ2ν
]
(3.52)
where n¯ν = N〈ψν |ρˆM |ψν〉 are the expected values, σν the standard deviation for the νth coincidence
and Nnorm the normalization constant.
n¯ν(t1, t2, ..., t16) = N〈ψν |ρˆM (t1, t2, ..., t16)|ψν〉 (3.53)
then
P (n1, n2, ..., n16) =
1
Nnorm
16∏
ν=1
exp
[
− [N〈ψν |ρˆM (t1, t2, ..., t16)|ψν〉 − nν ]
2
2N〈ψν |ρˆM (t1, t2, ..., t16)|ψν〉
]
(3.54)
It’s more simple to find the minimum of the logarithm of the (3.54) function
L(t1, t2, ..., t16) =
16∑
ν=1
[N〈ψν |ρˆM (t1, t2, ..., t16)|ψν〉 − nν ]2
2N〈ψν |ρˆM (t1, t2, ..., t16)|ψν〉 (3.55)
This is the likelihood function that we employed in our numerical optimization.
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Numerical Algorithm
To find the minimum of (3.55) we use the FINDMINIMUM function implemented in Mathematica
10.4. This function requires a starting point from which to start looking for the minimum. In [4]
the authors used the inverse of relation (3.51) to find the starting point. ρˆL cannot be decomposed
according to Cholesky decomposition, then the authors used the real parts of tν deduced from ρˆL.
To find a more accurate starting point we are interested in the nearest (in terms of Euclidian metric)
legal density matrix to ρˆL. This is an optimization problem and we use the NMINIMIZE function
implemented in Mathematica 10.4 to minimize the Euclidian distance
√
Tr{(rρˆL − rρˆN )†(rρˆL − rρˆN )}
from ρˆL, respect to ρˆN thought as a Bloch matrix bounded by the (3.27), (3.28), (3.29) constraints.
The result is
ρˆN =

0.465 0.049 + 0.049i −0.006 + 0.021i −0.457− 0.063i
0.049− 0.049i 0.028 −0.006− 0.004i −0.056 + 0.030i
−0.006− 0.021i −0.006 + 0.004i 0.002 0.001− 0.019i
−0.457 + 0.063i −0.056− 0.030i 0.010 + 0.019i 0.505

those eigenvalues are {0.956, 0.043, 0, 0}, Tr(ρˆ) = 1 and Tr(ρˆ2) = 0.916848 ≤ 1. Then ρˆ is a legal
density matrix. The Cholesky decomposition is
Tˆ =

0.682 0 0 0
0.071 + 0.072i 0.132 0 0
−0.009− 0.031i −0.025− 0.020i 0.012 0
−0.670 + 0.092i −0.115− 0.186i 0.005− 0.001i 0.017

Results
From the minimum of (3.55) the reconstructed density matrix that is the best approximation to our
experimental results is
ρˆM =

0.474 0.055 + 0.012i −0.009− 0.043i −0.484 + 0.061i
0.055− 0.012i 0.007 −0.002− 0.005i −0.056 + 0.019i
−0.009 + 0.043i −0.002 + 0.005i 0.004 0.004− 0.046i
−0.484− 0.061i −0.056− 0.019i 0.004 + 0.046i 0.514

We note that ρˆM has all the good properties of a legal density matrix:
Tr(ρˆ) = 1, Tr(ρˆ2) = 0.987 ± 0.089 ≤ 1 and eigenvalues {0.993 ± 0.043, 0.006 ± 0.084, 0.001 ± 0.052,
0± 0.012}. We use ρˆM to characterize the source.
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Figure 3.3: Plot of the density matrix ρˆM . On the left the real part, on the right the imaginary part
36
CHAPTER 3. CHSH AND QUANTUM TOMOGRAPHY 3.2. QUANTUM TOMOGRAPHY
The errors are calculated as in 3.2.2 and the error matrix is
σρˆM =

0.018 0.023 + 0.022i 0.021 + 0.022i 0.043 + 0.034i
0.023 + 0.022i 0.003 0.023 + 0.039i 0.020 + 0.021i
−0.009 + 0.043i 0.023 + 0.039i 0.002 0.022 + 0.019i
0.043 + 0.034i 0.020 + 0.021i 0.022 + 0.019i 0.018

3.2.4 Characteristic Parameters
The density matrix ρˆM represent the maximal information that can be extracted from the system.
Once we know the state of the system we can characterize it evaluating specific parameters that
quantify how good is the preparation of the system. Von-Neumann entropy and linear entropy can be
considered the measure of the impurity in the entangled state preparation. Concurrence, tangle and
entangled of formation, otherwise can be considered as measurements of the purity of the entangled
state. Fidelity, in the end, is a measure of how far is our system from the Bell state |Φ−〉
Von Neumann Entropy
We have introduced Von-Neumann entropy in 1.4.2. It is defined as
SV N = −Tr{ρˆ log2(ρˆ)} = −
4∑
a=1
pa log2 pa (3.56)
where pa are the eigenvalues of ρˆM . The square of the error on this quantity is [4]
(∆SV N )
2 =
16∑
ν=1
(
4∑
a=1
〈φa|Mˆν |φa〉 [1 + lnpa]
ln2
)2
nν
N2
(3.57)
For our density matrix, we have
SV N = 0.0602± 0.0346 (3.58)
Linear Entropy
The linear entropy is a lower approximation of the Von Neumann entropy and quantify the degree of
impurity of the quantum state. If SN is the VN entropy the approximation follows:
SV N = −Tr{ρˆ log2(ρˆ)} ≈ −Tr{ρˆ(1− ρˆ) = 1− Tr{ρˆ2} (3.59)
The linear entropy is defined with a normalization constant [13]
SL =
d
d− 1(1− Tr{ρˆ
2}) (3.60)
where d is the dimension of the system. In the two-qubit case, the normalization constant has the
value 43 . The square of the error is [4]
(∆SL)
2 =
16∑
ν=1
8
3
16∑
µ=1
Tr{MˆµMˆν}nµ
N
2 nν
N2
(3.61)
For our density matrix, we have
SL = 0.0173± 0.0077 (3.62)
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Concurrence
In 1.4.3 we have seen the entanglement as a mutual information shared by two subsystems. The
concurrence quantify how the two subsystems are far from separability. Let be Σˆ the spin flip matrix
Σˆ =

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
 (3.63)
and Rˆ = ρˆΣˆρˆT Σˆ. Let be ra the eigenvalues of Rˆ Then concurrence is defined as [4]
C = max{0,√r1 −√r2 −√r3 −√r4} (3.64)
To calculate the error on this quantity we need to rewrite Rˆ in terms of coincidences counts, then
Rˆ =
1
2
16∑
µ,ν=1
qˆµ,ν
nµ
N
nν
N
(3.65)
where qˆµ,ν = MˆµΣˆMˆν
T
Σˆ + MˆνΣˆMˆµ
T
Σˆ and let be 〈ξa|, |ζa〉 the left and right eigenvector relative to
ra eigenvalue. The square of the error is then given by [4]
(∆C)2 =
16∑
ν
 4∑
a=1
16∑
µ=1
sgn
(
3
2
− a
)
1
2
√
ra
〈ξa|qˆµ,ν nµ
N
|ζa〉
2 nν
N2
(3.66)
For our systems the concurrence is
C = 0.977± 0.013 (3.67)
Tangle
The tangle is linked to the concurrence and is also a measure of the non-classical property of the
system. Is defined as [4]
T = C2 (3.68)
The error is then [4]
(∆T ) = 2C∆C (3.69)
We measure it to be
T = 0.955± 0.026 (3.70)
Entropy of Formation
Entropy of formation can be defined using the concurrence C.
If we define h(x) = −x log2 x− (1− x) log2(1− x) then the entanglement of formation is [4]
E = h
(
1 +
√
1− C2
2
)
(3.71)
and the error is [4]
∆E =
C√
1− C2h
′
(
1 +
√
1− C2
2
)
∆C (3.72)
For our system we have
E = 0.967± 0.038 (3.73)
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Fidelity
Fidelity is a measure of the distance between two states. It symmetric and is not a metric. It is
defined as [17]
F (ρ, σ) = Tr
{√√
ρσ
√
ρ
}2
(3.74)
where, if A is a matrix,
√
A is the unique matrix that
√
A ·√A = A. For our system we are interested
in calculating F (ρˆM , ρˆΦ−) where ρˆΦ− is the (3.21) matrix. However, the fidelity between a generic
state and a pure state assume a very simple form [17]
F (ρˆM , ρˆΦ−) = F (|Φ−〉, ρˆM ) = Tr
{√
〈Φ−|ρˆM |Φ−〉|Φ−〉〈Φ−|
}2
= 〈Φ−|ρˆM |Φ−〉 (3.75)
The (3.75) can be written explicitly using ρˆM entries as
F (ρˆM , ρˆΦ−) =
1
2
(
ρˆ
(1,1)
M + ρˆ
(4,4)
M − 2Re(ρˆ(1,4)M )
)
(3.76)
where ρˆ
(i,j)
M states for the (i, j) entries of the ρˆM matrix. To calculate the error we must know only
the errors on the ρˆM entries. From [4] we have
(∆ρi,j)
2 =
16∑
ν=1
(
Mˆ (i,j)ν
)2 nν
N2
(3.77)
Then
(∆F )2 =
(∆ρ1,1)
2
2
+
(∆ρ4,4)
2
2
+ (Re(∆ρ1,4))
2 (3.78)
For our system, we have
F = 0.978± 0.028 (3.79)
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Conclusions
This work is the result of the activity I carried out at the Luxor CNR-IFN laboratories of the Depart-
ment of Information Engineering of the University of Padua. The work involved both an experimental
part (realization) and an analytical part (characterization). I thought it appropriate to clarify what
entanglement was, dedicating the first chapter to EPR argument and Bohm’s reinterpretation. This
introduction, not strictly necessary for the formal treatment, in my opinion, clarify how this new
concept can be so far from the intuition, dear to us, from classical physics. Paraphrasing Schro¨dinger,
it can be said that entanglement is the heart of quantum mechanics. However counterintuitive a
theory can be, the physics work involves constant comparison with the measurements that come from
reality. Bell’s inequalities clear the way for the experimental measurement of entanglement. We
have reported the path followed by Bell in explaining the non-existence of theories with local hidden
variables and we have provided some examples of the comparison between the consequences of this
assumption with those of quantum mechanics. Here the purpose of creating the source of entangled
photons is grafted. This type of correlation is predicted by the phenomenon of the Spontaneous Para-
metric Down-Conversion, of which we have reported a description in terms of the wavefunction in the
first chapter. The entanglement can be summarized with the assumption of non-factorisation of the
wavefunction. The latter, however, is not always the best way to describe a set of many particles,
which is the reason to recall the concept of density matrix as a natural extension of the wavefunction.
Furthermore, in the information field, messages between two interlocutors are generally bit-decoded,
which in the quantum case take the form of vectors: the qubits. The concept complementary to infor-
mation and therefore to knowledge about the system is the degree of uncertainty that we have on the
system, which can be quantified through a natural extension of the classical concept of entropy, that
uses the density matrix: the Von -Neumann entropy, introduced with related properties in chapter
one. The experimental aspect is addressed in the second chapter. The spontaneous conversion takes
place, thanks to a 405 nm laser, in a BBO crystal, of which we have reported the optical characteris-
tics, such as the opening of the cones of the down-converted photons. The difficulty in realizing the
entanglement between particles is to make the particles indistinguishable as much as possible. This
means, in the case of the SPDC phenomenon, not being able to discern the two photons produced
neither spatially nor temporally. To this aim, we have described in detail the experimental setup,
the compensation tools to minimize the discernibility of the photons and the measurement apparatus
based on the coincidence mechanism. The method used to detect the pair of entangled particles is to
perform a simultaneous measurement on the photons produced. Since the two particles are temporally
coherent, if the two detectors count a particle at the same time (a time window) then we record that
count as a coincidence. The number of coincidences is the number of pairs of entangled particles that
we measure. The characterization follows the preparation of the system and therefore its realization.
It is necessary to compare the forecasts, reported in chapter one, with the results emerged with the use
of the experimental apparatus of chapter two. In the third chapter, we then performed a measurement
on the Bell inequality, in the CHSH form, obtaining a violation of 4-σ from the prediction with LHV
theories. To extract the maximum information on the system, it is still necessary to reconstruct the
density matrix. The simplest method is that of linear reconstruction, but it does not always lead to
physical density matrices. For this purpose, it is useful to report the structure of the Bloch sphere for
a system of two-qubit and to characterize the entries of the density matrix with respect to the assump-
tions of physicality on ρ. These are constraints, expressed in terms of inequalities, which have been
implemented in an algorithm capable of deriving the nearest density matrix, from the point of view
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of Euclidean metric to that reconstructed by linear tomography. The method allows no assumption
on the parameterization of the matrix. However, the matrix obtained analytically is not the one that
best represents experimental measurements. It was then used as a starting point for the minimization
of a likelihood function obtained by assaying a Gaussian noise on the measurements. The goodness of
the final reconstruction is measured by the Von Neuman entropy SV N = 0.0602 ± 0.0346, the linear
entropy SL = 0.0173 ± 0.0077 and the concurrence C = 0.977 ± 0.013. From the concurrence, it is
possible to define other measures of the degree of the entropy of the system, such as tangle and entropy
of formation. Ultimately we have also obtained the fidelity, which, although not a metric on space,
quantifies how much our system, prepared in the ρ state, is far from the pure |Φ−〉. The preparation
we made on the system has a Fidelity of F = 0.978± 0.028 compared to |Φ−〉.
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