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1 Introduction
The structural model and the intensity model are two frameworks in credit risk modelling.
The structural model is based on the asset-liability structure of a firm and is economically
meaningful. The default time is defined as the first time the asset value process falls below the
default threshold. One needs to investigate the law of the first passage time or equivalently
the running minimal process. The intensity form model is based on the the fact that default
happens as a surprise to the market and default time is a totally inaccessible stopping time
under a certain filtration. One models directly the intensity process that determines the
default indicator process and the short-term spread of credit derivatives such as defaultable
bonds and credit default swaps.
The key difference of the two models is the difference of the information sets or filtrations,
see Jarrow and Protter [11]. If the asset value process is continuous and the barrier is
deterministic in a structural model with complete information, then the first passage time
is a predictable stopping time and does not admit an intensity process under the natural
filtration. In reality, it is difficult to observe the complete information of the asset value
process and the default barrier. There has been active research in the literature on the
filtration expansion and its applications in the structural model with incomplete information,
see Guo and Zeng [9] and Janson et al. [10].
There are two main ways of introducing the incomplete information in the first passage
time model in the literature. One is to assume the incomplete information about the value
process and the constant barrier. Duffie and Lando [6] discuss for a discretely observable
noisy value process and find the corresponding intensity process . Kusuoka [13] extends [6]
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to a continuously observable noisy value process. C¸etin et al. [4] derive the intensity process
with the Ae´zma martingale and the information reduction method. The other is to assume
the observable asset value process but the incomplete information on the random barrier.
Giesecke [7] introduces an unobservable random barrier and concludes that if the asset value
is a diffusion process then the default time is a totally inaccessible stopping time under the
market information filtration but does not admit an intensity process.
In this paper we focus on the first passage time problem of a structural model for a
Le´vy process with finite variation and with incomplete information of the barrier. Pure
jump processes are important in financial modelling as they can capture the phenomenon
of infinite activities, jumps, skewness and kurtosis. For example, Madan et al. [15] use a
variance gamma process for the stock price in option pricing. Madan and Schoutens [18]
use a drifted subordinator for the log firm value process in a first passage time model with
complete information.
In the incomplete information setup the essential mathematical quantity needed is the
conditional default probability. All results in the literature on the existence of the intensity
process are based on the absolute continuity of the conditional default probability and the
close link between the conditional default density and the intensity. In case of pure jump
processes the conditional default probability is discontinuous at the time when the asset
value process reaches a new minimal and the conditional default density does not exist. This
is reasonable as one would expect the conditional default probability jumps when there is
a large movement of the asset value process. The main mathematical difficulty, unlike the
continuous case in which the compensator of the conditional default probability is itself, is
to find the compensator due to the unpredictability of the stopping time.
The objective of the paper is to show that the structural model of a pure jump Le´vy
process with an unobservable random barrier can be embedded into an equivalent intensity
model. The key contribution of the paper is to show the existence of the intensity process
and find its explicit form for a pure jump Le´vy process in an incomplete information frame-
work, which sheds the new light to the relation between the intensity process of the default
time and the running minimal process of the asset value. We apply the result to find the
instantaneous credit spread process that remains positive and finite, which conforms to the
market observations, and that depends on the historical path of the asset value.
The paper is organized as follows. Section 2 introduces the model, states the main
result (Theorem 2.2) with several examples, and discusses the instantaneous credit spread
with a numerical example. Section 3 proves the main result with details discussed in four
subsections. Section 4 concludes.
2 The Model and the Main Result
Let (Ω,G,P) be a probability space and V be an observable firm asset value process given by
Vt = V0e
Xt at time t, where X is a Le´vy process with finite variation and X0 = 0. Examples
include drifted subordinators, variance gamma and normal inverse Gaussian processes. Note
that X can be decomposed as ([14, Exercise 2.8])
Xt = ct− St + S′t, (1)
where c ∈ R and S, S′ are independent pure jump subordinators with Le´vy measures pi,
pi′, respectively, see [14, Lemma 2.14] for the definition and the properties of a subordina-
tor. Denote by F = (Ft) the natural filtration generated by X. We assume the following
assumption be satisfied in the paper:
Assumption 2.1. Le´vy measure pi is continuous and satisfies
∫∞
0 xpi(dx) <∞.
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Assume that the firm defaults at the first time when the asset value is below a default
threshold, i.e., the default time τ is defined by
τ := inf{t > 0 : Vt ≤ D˜} = inf{t > 0 : Xt ≤ D := ln(D˜/V0)},
where D˜ is an unobservable default barrier of the company. Assume that D˜ is a uniform
variable on the interval [0, V0] and is independent of V . Then the barrier D for X is a
standard negative exponential variable, i.e., −D is a standard exponential variable, with
the distribution function P(D ≤ x) = ex for x < 0, and is independent of X. Note that
the default barrier is unobservable but the default time is observable, we therefore define a
progressive filtration expansion G = (Gt) by ([16, Chapter VI, Section 3])
Gt = {B ∈ G : ∃Bt ∈ Ft, B ∩ {τ > t} = Bt ∩ {τ > t}}. (2)
The default time τ is now a G-stopping time. All filtrations involved are assumed to satisfy
the usual condition.
Denote by N the default indicator process, defined by Nt := 1{τ≤t}. The Doob-Meyer
decomposition theorem implies that there exists a unique increasing predictable process A
with A0 = 0, called the G-compensator of N , such that N − A is a G-martingale. If A is
continuous a.s. then G-stopping time τ is totally inaccessible. If A is absolutely continuous
a.s. with respect to the Lebesgue measure and A can be written as At =
∫ t
0 λsds a.s., where
λ is nonnegative and G-progressively measurable, then λ is called the intensity process of N ,
see [3] for details on compensators and intensity processes.
Denote by pi(x + du) := pi((x + u, x + u + du]). If pi admits a Le´vy density ν, then
pi(x+ du) = ν(x+ u)dx. We can now state the main result of the paper.
Theorem 2.2. Let X be a Le´vy process with finite variation and Assumption 2.1 be satisfied.
Then the G-compensator of the default indicator process N is absolutely continuous a.s. and
the intensity process λ of N is indistinguishable with the instantaneous likelihood process
λ˜t := limh↓0 1hP(t < τ ≤ t+ h|Gt) on {τ > t}. Moreover, using the same notation as in (1),
the intensity process λ has the following representation
λt = 1{τ>t}
(−c1{Xt−Xt=0}1{c<0} + Π(Xt −Xt)) , (3)
where Xt := inf0≤s≤tXs is the running minimal process of X and
Π(x) :=
∫ ∞
0
(1− e−u)pi(x+ du), ∀x ≥ 0. (4)
Theorem 2.2 shows that the intensity process λ is an endogenous process that depends on
the path of the asset value process X. Moreover, at each time t, λt is a decreasing function
of Xt −Xt, a financially desirable property as it means that the default intensity increases
when the asset value process X approaches its historical minimal level.
We next give several examples to illustrate Theorem 2.2.
Example 2.3. (Drifted Compound Poisson Process) Let X be given by
Xt = ct−
Mt∑
i=1
Yi +
M ′t∑
i=1
Y ′i ,
where c ∈ R, Yi and Y ′i are exponential variables with parameters β and β′, respectively, M
and M ′ are Poisson processes with intensities ρ and ρ′, respectively, and {Yi}, {Y ′i }, M , M ′
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are independent of each other. The Le´vy density of Xt on R− is given by ν−(x) = ρβe−βx.
The intensity process λ of the default indicator process N is then given by Theorem 2.2 as
λt = 1{τ>t}
(
−c1{Xt−Xt=0}1{c<0} +
ρ
1 + β
e−β(Xt−Xt)
)
.
Example 2.4. (Drifted Gamma Process) Let X be given by
Xt = ct−Gt,
where c > 0, Gt is a gamma process Γ(t, µ, ν) with the mean rate µ, the variance rate ν, and
the Le´vy density ν(x) = µ
2
ν e
−µ
ν
xx−1. The intensity process of N is given by
λt = 1{τ>t}
(∫ ∞
0
(1− e−u)µ
2
ν
e−
µ
ν
(u+Xt−Xt)(u+Xt −Xt)−1du
)
.
Note that c > 0 in this case, hence the first term in (3) disappears.
Example 2.5. (Variance Gamma Process [15]) LetX be a variance gamma process V G(c, ν, σ, θ)
that is generated by a drifted Brownian motion θt+σWt, time-changed by a gamma process
Γ(t; 1, ν), and an additional drift term ct, then
Xt = ct+ Γ(t;µ+, ν+)− Γ(t;µ−, ν−), (5)
where µ± = 12
√
θ2 + 2σ
2
ν ± θ2 , and ν± = µ2±ν. The intensity process of N is given by
λt = 1{τ>t}
(
−c1{Xt−Xt=0}1{c<0} +
∫ ∞
0
(1− e−u)(µ−)
2
ν−
e
−µ−
ν− (u+Xt−Xt)(u+Xt −Xt)−1du
)
. (6)
We next provide an application of Theorem 2.2 in credit risk modelling. The credit
spread S(t, h) of a defaultable name over the time interval [t, t+ h] is defined by
S(t, h) := −1
h
ln (1− P(t < τ ≤ t+ h|Gt)) ,
where P (t < τ ≤ t+ h|Gt) is the conditional default probability given τ > t. Using the Taylor
expansion, we can find the instantaneous credit spread s(t) as
s(t) := lim
h↓0
S(t, h) = lim
h↓0
1
h
P (t < τ ≤ t+ h|Gt)) = λ˜t.
Theorem 2.2 says that s(t) is positive and finite almost surely and is given by
s(t) = −c1{Xt−Xt=0}1{c<0} + Π(Xt −Xt),
which conforms to the market observation that the instantaneous credit spread remains
positive and finite even though the bond is near its maturity and that the bond price often
drops around the time of default due to uncertainties about the closeness of the current asset
value to the default threshold. For more details of the instantaneous credit spread and its
term structure, see [6, 7].
We next give a numerical example to illustrate the results. We take the variance gamma
process V G(c, ν, σ, θ) in Example 2.5. The data used are (c, ν, σ, θ) = (−0.02, 0.1, 0.15, 0.01).
Figure 2.1 displays for t ∈ [0, 5] a sample path of the asset return process X, the running
minimal process X and the resulting intensity process λ. Figure 2.1 also shows the distance
Xt − Xt and its contribution Π(Xt − Xt) to the intensity. We can observe the reciprocal
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relation of the intensity λt and the distance Xt−Xt, which is consistent with the observation
in the credit market. Note that Π(·) on R+ is bounded above by Π(0) that is fully determined
by the Le´vy measure of X. The upper bound Π(0) is reached when Xt − Xt = 0, i.e. the
process X reaches a new minimal level, and the intensity λt at that time is above Π(0)
by the amount |c| as the drift parameter c < 0. Figure 2.2, using the same sample path
of Figure 2.1, shows the term structure of the credit spread h 7→ S(t, h) at time t = 0.5,
starting from S(t, 0) = λt.
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Figure 2.1: The asset return process X as in Example 2.5, the distance process X −X and
the intensity process λ. The data used are (c, ν, σ, θ) = (−0.02, 0.1, 0.15, 0.01).
3 Proof of Theorem 2.2
Theorem 2.2 is proved in four steps, detailed in the following subsections. Subsection 3.1
shows the relation of the likelihood processes under different filtration (Lemma 3.2), Sub-
sections 3.2 and 3.3 establish the existence of the limit process for a spectrally negative
Le´vy process with finite variation (Proposition 3.8) and for a general Le´vy process with fi-
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Figure 2.2: The term structure of credit spread S(t, h): the asset return process X as in
Example 2.5 with the data (c, ν, σ, θ) = (−0.02, 0.1, 0.15, 0.01), at t = 0.5, Xt−Xt = 0.0585.
nite variation (Proposition 3.11), and Subsection 3.4 confirms the indistinguishability of the
instantaneous likelihood process and the intensity process using Aven’s condition.
3.1 Compensators and Likelihood Processes under Different Filtrations
The conditional survival probability at each time t is given by
Zt := P(τ > t|Ft) = P(Xt > D|Ft) = eXt .
It is known ([16, Chapter VI, Theorem 11]) that there exists a unique, increasing, G-
predictable process A, the G-compensator of N , such that the difference of A and N is
a uniformly integrable G-martingale. Our objective is to find A.
Let Zt− = lims↑t Zs and Z0− = 1. Define a nondecreasing F-predictable process A by
At =
∫ t
0
dKs
Zs−
,
where Kt is the unique, increasing, F-predictable compensator of F-submartingale 1− Zt =
P(τ ≤ t|Ft).
Theorem 3.1 ([12]). The process N −Aτ is a G-martingale, where Aτ = (At∧τ )t≥0.
Theorem 3.1 shows that one can transform the problem of finding the G-compensator of
N into the problem of finding the F-compensator of Z. If Zt is a continuous process, then
Kt = −Zt and At = − ln(Zt). If Z is discontinuous, then finding K is nontrivial, see [9].
The next result characterizes the likelihood processes under different filtrations.
Lemma 3.2. For any Le´vy process X, h > 0, denote
kht :=
1
h
E [Kt+h −Kt|Ft] and λht :=
1
h
E [Nt+h −Nt|Gt] .
Then,
kht = e
Xt
1
h
E
[
1− e−(y−Xh)+
] ∣∣∣
y=Xt−Xt
and λht = 1{τ>t}e
−Xtkht . (7)
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Proof. Since
Xt+h −Xt = inf
u∈[t,t+h]
Xu ∧Xt −Xt
= inf
u∈[0,h]
(Xt+u −Xt) ∧ (Xt −Xt)− (Xt −Xt)
= −
(
(Xt −Xt)− inf
u∈[0,h]
(Xt+u −Xt)
)+
,
we have
E
[
eXt+h − eXt |Ft
]
= eXtE
[
eXt+h−Xt − 1|Ft
]
= eXtE
[
e−((Xt−Xt)−infu∈[0,h](Xt+u−Xt))
+
− 1|Ft
]
= eXtE
[
e−(y−Xh)
+ − 1
] ∣∣∣
y=Xt−Xt
,
where the last equality comes from the independent and stationary increment property of
Le´vy process X and adaptedness of X and X in F. Since K is the F-compensator of 1− Z,
the Doob-Meyer decomposition says that
E [Kt+h −Kt|Ft] = −E [Zt+h − Zt|Ft] = −E
[
eXt+h − eXt |Ft
]
.
Combining the above gives kht in (7).
Next, by the optional projection theorem (Theorem 14, Chap.VI, [16] and [7]), we know
that if a random variable ξ is nonnegative and integrable, then for each t ≥ 0, the right
continuous version of E[ξ|Gt] is given by
E[ξ|Gt] = 1{τ>t}
1
Zt
E
[
ξ1{τ>t}|Ft
]
+ ξ1{τ≤t} a.s. (8)
Therefore, using the tower property of the expectation and the fact that K is a F-
compensator of 1− Z, we have
λht =
1
h
E [Nt+h −Nt|Gt]
= 1{τ>t}
1
h
1
Zt
E
[
1{t<τ≤t+h}|Ft
]
= 1{τ>t}
1
h
1
Zt
E [Zt − Zt+h|Ft]
= 1{τ>t}
1
Zt
1
h
E [Kt+h −Kt|Ft] .
= 1{τ>t}e−Xtkht .
This gives λht in (7).
The next result follows immediately from Lemma 3.2.
Corollary 3.3. Assume that k˜t := limh↓0 kht exists for all t a.s., then the instantaneous
likelihood process on {τ > t} is given by
λ˜t := lim
h↓0
1
h
P(t < τ ≤ t+ h|Gt) = e−Xt k˜t.
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Remark 3.4. Note that ξ1{τ≤t} in (8) is Gt measurable by definition. Indeed, since ξ and τ
are random variables on (Ω,G,P), then ξ1{τ≤t} is G-measurable. To show it is Gt measurable,
it is equivalent to show ∀b ∈ R, B(b) := {ω : ξ(ω)1{τ≤t}(ω) ≤ b} ∈ Gt. Note that
B(b) ∩ {t < τ} = {ξ1{τ≤t} ≤ b} ∩ {t < τ}
= ({ξ ≤ b, τ ≤ t} ∪ {0 ≤ b, t < τ}) ∩ {t < τ}
= {0 ≤ b, t < τ}
= 1{b<0}∅+ 1{b≥0}{t < τ}
= 1{b<0} (∅ ∩ {t < τ}) + 1{b≥0} (Ω ∩ {t < τ}) .
Since ∅,Ω ∈ Ft for all t ≥ 0, we can take Bt(b) := 1{b<0}∅+ 1{b≥0}Ω ∈ Ft, such that
B(b) ∩ {τ > t} = Bt(b) ∩ {τ > t}.
Therefore, we have B(b) ∈ Gt.
3.2 Spectrally Negative Le´vy Process with Finite Variation
Let X be a spectrally negative Le´vy process with finite variation, then X has a representation
[14, page 56]
Xt = ct− St, (9)
where c > 0 and S is a pure jump subordinator with Le´vy measure pi. (9) is a special case of
(1) with pi′ = 0 and c > 0. The Le´vy measure of X is piX(dx) = pi(d(−x)) = pi((−x,−x+dx])
on R− and if pi admits a density ν then pi(−dx) = ν(−x)dx. The following concept is needed
in analysing the path property of X.
Definition 3.5 ([14]). Let X be a Le´vy process. A point x ∈ R is said to be irregular for an
open or closed set B if Px
(
τB = 0
)
= 0, where the stopping time τB = inf{t > 0 : Xt ∈ B}.
We know ([5, Chapter 9, Proposition 15]) that for X defined in (9), 0 is irregular for
(−∞, 0). Hence, starting at 0, it takes X strictly positive time to reach (−∞, 0). If we
define T1 := inf{t > 0 : Xt < 0}, then P(T1 > 0) = 1. T1 is the first jump time of X but may
not be the first jump time of X. We observe that X is a pure-jump process as X can only
move when S jumps and X cannot jump to a pre-specified level on (−∞, 0) as X can not,
see [14, Exercise 5.9]. Hence, the jump size of X has no atoms and is strictly negative. The
number of jumps of X on the interval [0, t], i.e., nt := #{s ∈ (0, t] : Xs = Xs}, is a discrete
set and is a.s. finite. Moreover, we denote the arrival times of nt by (Ti)i, the inter-arrival
times by (δi)i, and the jump sizes by (ξi)i. Then we have the following lemma.
Lemma 3.6. For X defined in (9), X can be written as a renewal-reward process
Xt = −
nt∑
i=1
ξi,
where (δi, ξi) are i.i.d. random variables.
Proof. The analysis above shows that X is a non-explosive marked point process and can be
written as Xt = −
∑nt
i=1 ξi, where −ξi = ∆XTi = XTi −XTi−1 = XTi −XTi−1 . Since (Ti)i
are also jump times of Le´vy process X and are stopping-times. We have that (δi, ξi)i are
i.i.d. random variables due to the strong Markov property of X.
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Instead of investigating the exact law of X, we only need to analyse the small-time
behaviour of the process, which can be done with the help of the next result, called the
Ballot Theorem [2, Proposition 2.7].
Lemma 3.7 ([2]). Let X be defined in (9) and T1 := inf{t > 0 : Xt < 0}. Then, for every
t > 0, z ≥ 0, and u < −z,
P (T1 ∈ dt,XT1− ∈ dz,∆XT1 ∈ du) =
z
ct
P(Xt ∈ dz)pi(−du)dt,
where ∆Xt = Xt −Xt− and pi is the Le´vy measure of S.
Hence the joint distribution of (T1, XT1) is given by
P(T1 ∈ dt,XT1 ∈ dw) =
(∫
z∈(0,∞)
zpi(z + d(−w))P(Xt ∈ dz)
)
1
ct
dt (10)
for w ≤ 0. The following is another version of the Ballot theorem:
P(T1 > t,Xt ∈ dx) = x
ct
P(Xt ∈ dx)
for every t > 0 and x ∈ [0,∞). Since Xt = ct− St ≤ ct, we have
P(T1 > t) =
1
ct
∫ ∞
0
xP(Xt ∈ dx) = 1
ct
∫ ct
0
xP(Xt ∈ dx) = 1
c
E
[
1{0≤Xt≤ct}
Xt
t
]
.
Note as limt↓0 Stt = 0 a.s., we have for almost all ω, there exists t0(ω), such that for all
t ∈ [0, t0(ω)], St(ω) ≤ ct, hence 0 ≤ Xt(ω) = ct− St(ω) ≤ ct and
lim
t↓0
1{0≤Xt≤ct} = 1 a.s. (11)
The dominated convergence theorem leads to
lim
t↓0
P(T1 > t) =
1
c
E
[
lim
t↓0
1{0≤Xt≤ct}
Xt
t
]
=
1
c
· c = 1. (12)
Proposition 3.8. Let X be defined in (9) and let Assumption 2.1 be satisfied. Then the
following limit exists for all t a.s.
k˜t := lim
h↓0
kht = e
XtΠ(Xt −Xt),
where kht is defined in (7) for h > 0 and Π is defined in (4).
Proof. Recall that Xt = −
∑nt
i=1 ξi is a renewal-reward process, where jump size ξi and
inter-arrival times δi are positive random variables for all i, and (δi, ξi) are i.i.d. random
variables.
By (12), denote by F the distribution function of δi. Then
lim
t↓0
F (t) = lim
t↓0
P (T1 ≤ t) = 0 = F (0).
Hence, F is right continuous at zero, i.e. F (0) = F (0+) = 0.
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Denote by, for t > 0 and y ≤ 0,
Λ0t (y) :=
1
t
E
[
1− e−(y−Xt)+
]
Λ1t (y) :=
1
t
E
[
1{nt=1}(1− e−(ξ1+y)
+
)
]
Λ2t (y) :=
1
t
E
[ ∞∑
k=2
1{nt=k}
(
1− e−(
∑k
i=1 ξi+y)
+
)]
.
We have
Λ0t (y) = E
[
1− e−(y+
∑nt
i=1 ξi)
+]
= Λ1t (y) + Λ
2
t (y).
We next show that for y ≤ 0,
lim
t→0
Λ1t (y) = Π(−y), and lim
t→0
Λ2t (y) = 0. (13)
Then, (13) gives the required conclusion.
Since δ1 and δ2 are independent, also noting (10), we have
E
[
1{nt=1}(1− e−(ξ1+y)
+
)
]
(14)
= E
[
1{T1≤t}1{T2−T1>t−T1}(1− e−(ξ1+y)
+
)
]
=
∫ t
0
∫ ∞
−y
F¯T1(t− s)(1− e−x−y)P(T1 ∈ ds,XT1 ∈ d(−x))
=
∫ t
s=0
∫ ∞
x=−y
F¯T1(t− s)(1− e−x−y)
(∫ ∞
z=0
zpi(z + dx))P(Xs ∈ dz)
)
1
cs
ds
=
1
c
∫ t
s=0
F¯T1(t− s)
∫ ∞
z=0
(∫ ∞
u=0
(1− e−u)pi(z − y + du)
)
z
P(Xs ∈ dz)
s
ds
=
1
c
∫ t
s=0
F¯T1(t− s)
(∫ cs
z=0
Π(z − y)zP(Xs ∈ dz)
s
)
ds.
The last equality is due to Xs = cs− Ss ≤ cs.
Since S is a pure jump subordinator, we have ([14, Lemma 4.11]) limt→0 Stt = 0 a.s.,
which implies
lim
t→0
Xt
t
= c. (15)
Using (15) and (11), the dominated convergence theorem, continuity of Π(·), and X0+ = 0,
we obtain
lim
s↓0
∫ cs
z=0
zΠ(z − y)P(Xs ∈ dz)
s
= lim
s↓0
E
[
1{0≤Xs≤cs}
Xs
s
Π(Xs − y)
]
= E
[
lim
s↓0
1{0≤Xs≤cs}
Xs
s
Π(Xs − y)
]
= cΠ(−y).
Taking the limit in (14) gives
lim
t↓0
Λ1t (y) =
1
c
lim
s↓0
∫ cs
z=0
zΠ(z − y)P(Xs ∈ dz)
s
= Π(−y).
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Here we have used the fact that if g(·) is a nonnegative function and F¯ (0+) = 1, then
1
t
∫ t
0
F¯ (t)g(s)ds ≤ 1
t
∫ t
0
F¯ (t− s)g(s)ds ≤ 1
t
∫ t
0
g(s)ds
and
lim
t→0
1
t
∫ t
0
F¯ (t− s)g(s)ds = lim
t→0
1
t
∫ t
0
g(s)ds = g(0+).
We have proved the first limit in (13). We next prove the second limit in (13). Since
Λ0t (0) =
1
t
E
[
1− eXt] ≤ 1
t
E
[
1− e−St] = 1
t
(
1− e−Π(0)t
)
≤ Π(0)
and
0 ≤ Λ1t (0) ≤ Λ0t (0) ≤ Π(0),
the first limit in (13) implies
lim
t→0
Λ0t (0) = lim
t→0
Λ1t (0) = Π(0),
therefore
lim
t→0
Λ2t (0) = 0.
On the other hand, we know
0 ≤ Λ2t (y) ≤ Λ2t (0) for all y ≤ 0,
which proves the second limit in (13). Hence, Λ0t (y) = Π(−y) and λ˜t = Λ0t (Xt − Xt) =
Π(Xt −Xt).
Remark 3.9. Note that Π(·) is continuous as pi(dx) is. Π(0) = − lnE[e−S1 ] is the Laplace
exponent of S from the Le´vy-Khintchine formula, and 0 < Π(x) ≤ Π(0) < ∫∞0 upi(du) < ∞
for all x ≥ 0 by Assumption 2.1. Therefore, Π is bounded on R+.
3.3 Le´vy Process with Finite Variation
Suppose X is a Le´vy process with finite variation. It then has a representation (1) and we
assume that Assumption 2.1 holds. Note that the path properties and techniques used in
Subsection 3.2 no longer hold. In (1), denote the drift and negative jump components as
Zt(c) := ct− St.
Then we first claim the following result for Zt(c).
Lemma 3.10. For any c ∈ R and y ≤ 0 the following limit exists:
lim
h→0
1
h
E
[
1− e−(y−Zh(c))+
]
= −c1{y=0}1{c<0} + Π(−y), (16)
where Π is defined in (4).
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Proof. For c > 0 the limit (16) has been proved in the previous subsection. We now consider
the case of c ≤ 0. Note that Zh(c) is decreasing in h and Zh(c) = Zh(c). We split the proof
into two cases.
(i) y = 0: We have
lim
h→0
1
h
E
[
1− e−(y−Zh(c))+
]
= lim
h→0
1
h
E
[
1− ech−Sh
]
= −c+ Π(0).
(ii) y < 0: Take the function f(x) := 1 − e−(y+x)+ which is bounded, continuous, and
vanishes in a neighbourhood of zero: take  < −y, then for any x ∈ (0, ), we have f(x) = 0.
Hence
lim
h→0
1
h
E
[
1− e−(y−Zh(c))+
]
= lim
h→0
1
h
E [f(−Zh(c))] =
∫
R
f(x)pi(dx).
The second equality is due to [17, Corollary 8.9] and pi being the Le´vy measure of −Zh(c).
Therefore,∫
R
f(x)pi(dx) =
∫ ∞
−y
(1− e−(y+x))pi(dx) =
∫ ∞
0
(1− e−u)pi(−y + du) = Π(−y),
which proves (16).
Proposition 3.11. Let Xt be defined in (1) and let Assumption 2.1 be satisfied. Then the
following limit exists for all t a.s.
k˜t := lim
h↓0
kht = e
Xt
(−c1{Xt−Xt=0}1{c<0} + Π(Xt −Xt)) , (17)
where kht is defined in (7) for h > 0 and Π is defined in (4). The instantaneous likelihood
process λ˜t defined in Corollary 3.3 is given by
λ˜t = −c1{Xt−Xt=0}1{c<0} + Π(Xt −Xt). (18)
Proof. The expression of λ˜t in (18) is an immediate result of Corollary 3.3 and (17). To
prove (17) we only need to show that for all y ≤ 0,
lim
h→0
1
h
E
[
1− e−(y−Xh)+
]
= −c1{y=0}1{c<0} + Π(−y). (19)
Since f(x) = 1− e−(y−x)+ is a decreasing function of x on R− and Xh = ch− Sh + S′h ≥
ch− Sh = Zh(c) for all ω and h > 0, we have Xh ≥ Zh(c) and
1
h
E
[
1− e−(y−Xh)+
]
≤ 1
h
E
[
1− e−(y−Zh(c))+
]
.
Using Lemma 3.10 we obtain
lim sup
h→0
1
h
E
[
1− e−(y−Xh)+
]
≤ −c1{y=0}1{c<0} + Π(−y).
Take any  > 0, on the set {S′h ≤ h} we have:
Xh = ch− Sh + S′h ≤ ch− Sh + h = Zh(c+ ),
which yields
Xh ≤ Zh(c+ ) on {S′h ≤ h}.
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Moreover, as Xh ≤ 0 for all h ≥ 0, we have almost surely,
Xh = 1{S′h≤h}Xh + 1{S′h>h}Xh ≤ 1{S′h≤h}Xh ≤ 1{S′h≤h}Zh(c+ ).
We have
1
h
E
[
1− e−(y−Xh)+
]
≥ 1
h
E
[
1− e−(y−1{S′h≤h}Zh(c+))
+
]
=
1
h
E
[
1{S′h≤h}
(
1− e−(y−Zh(c+))+
)]
= P
(
S′h
h
≤ 
)
1
h
E
[
1− e−(y−Zh(c+)+
]
.
The last equality is due to the independence of S and S′. Since limh→0
S′h
h = 0 a.s., which
implies limh→0 P
(
S′h
h ≤ 
)
= 1, we have
lim inf
h→0
1
h
E
[
1− e−(y−Xh)+
]
≥ −(c+ )1{y=0}1{c+<0} + Π(−y).
Let  ↓ 0 in the above inequality, we obtain
lim inf
h→0
1
h
E
[
1− e−(y−Xh)+
]
≥ −c1{y=0}1{c<0} + Π(−y).
We have proved (19).
Remark 3.12. Note that if X is a Le´vy process with a Le´vy measure piX and f is a bounded
continuous function that vanishes in a neighbourhood of zero, then ([17, Corollary 8.9])
lim
h↓0
1
h
E[f(Xh)] =
∫
R
f(x)piX(dx). (20)
In our case, we aim to compute
lim
h↓0
1
h
E
[
1− e−(y−Xh)+
]
.
However, we cannot apply (20) directly as X is not a Le´vy process if X is not a monotone
process. Proposition 3.11 can be viewed as an extension for function f(x) = 1 − e−(y−x)+
and Le´vy process X with finite variation.
3.4 Indistinguishability of Likelihood Process and Intensity Process
We have proved the existence of the instantaneous likelihood process λ˜ when X is a Le´vy
process with finite variation. Heuristically the intensity process λ of the G-compensator
should be equal to λ˜ on the set {τ > t}. However, they are not necessarily the same.
Example 3.13 ([8]). Define a stopping time τ := inf{t > 0 : Wt > y} where W is a
Brownian motion and y > 0 is a constant. Suppose F is the natural filtration of W . We have
τ is a F-stopping time and
1
h
P(t < τ < t+ h|Ft) =
1{τ>t}
h
∫ h
0
|Wt − y|√
2pit3
e−
(Wt−y)2
2t dt
h↓0−→ 0.
I.e., λ˜t ≡ 0 for all t ≥ 0. As τ is predictable under F, the compensator of Nt = 1{τ≤t} is Nt,
which indicates the intensity λ does not exist.
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Aven’s condition in the next lemma provides a sufficient condition that ensures λ˜ and λ
are indistinguishable.
Lemma 3.14 ([1]). If limh→0 λht = λ˜t exists and λht is uniformly bounded for t > 0 and h > 0
a.s., then on {τ > t}, Nt −
∫ t
0 λ˜sds is a G-martingale, i.e.,
∫ t
0 λ˜sds is the G-compensator of
N .
With the help of the results of previous subsections, we can now present the proof of the
main theorem.
Proof of Theorem 2.2. Recall (7) that on {τ > t}
λht = e
−Xtkht =
1
h
E
[
1− e−(y−Xh)+
] ∣∣∣
y=Xt−Xt
and y ≤ 0, Xt ≤ 0 and c ≥ c ∧ 0, which implies (y −Xh)+ ≤ −Xh and Xh ≥ (c ∧ 0)h− Sh,
we have
λht ≤
1
h
E
[
1− eXh]
≤ 1
h
E
[
1− e(c∧0)h−Sh
]
=
1
h
(
1− e(c∧0)h−Π(0)h
)
≤ −(c ∧ 0) + Π(0).
Hence the sequence (λht )h>0 is uniformly bounded in t and h a.s., Lemma 3.14 gives the
required conclusion that λ and λ˜ are indistinguishable on {τ > t}, which leads to the
expression of λ from Proposition 3.11. The proof of Theorem 2.2 is now complete. 
Remark 3.15. Similarly, kht = e
Xtλht ≤ λht is also bounded and with a similar argument
as Aven’s condition due to the Meyer’s Laplacian approximation theorem, we can conclude
that the F-compensator of P(τ ≤ t|Ft) is Kt =
∫ t
0 k˜sds where k˜t = limh→0 k
h
t .
4 Conclusions
In this paper we discuss the intensity problem of a random time that is the first passage
time of a finite variation Le´vy process on a random barrier. We prove the existence of the
intensity process and find its explicit representation. We compute the instantaneous credit
spread process explicitly and give a numerical example for a variance gamma process to
illustrate the relation between the credit spread and the distance of the asset value to its
running minimal value. We thus reconcile the structural model with incomplete information
and the path-dependent intensity model in this setup.
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