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Abstract
Computational and Experimental Study of Spontaneous Thermal Polymerization of
Alkyl Acrylates
Sriraj Srinivasan
Advisor: Masoud Soroush, PhD
Co-Advisor: Andrew M. Rappe, PhD
This project is aimed at answering two unanswered fundamental and industrially-
important questions: What are the species that initiate the spontaneous thermal
polymerization of alkyl acrylates? What are the initiation mechanisms? Density func-
tional calculations (B3LYP/6-31G*) level of theory was used to investigate mecha-
nism of spontaneous initiation in thermal polymerization of methyl, ethyl and n-butyl
acrylate. Flory and Mayo mechanisms of self initiation were investigated. Potential
energy surface maps for [4+2] and [2+2] cycloaddition reactions were constructed.
It was found that diradical mechanism of self-initiation occurs in spontaneous ther-
mal polymerization of alkyl acrylates, with the diradical species in a triplet spin
state Hydrogen transfer from the triplet diradical intermediate was found to be the
lower energy pathway in comparison to hydrogen abstraction from triplet diradical
intermediate and is proposed to generate monoradicals for initiating polymerization.
DFT calculations was used to identify the occurrence of diradical mechanism of self-
initiation in spontaneous polymerization of MMA and that the diradical exists in
a triplet state. This provided theoretical evidence to existing postulate and exper-
imental observations. Experiments of spontaneous thermal homo-polymerization of
methyl, ethyl and n-butyl acrylates in the absence of any known added initiators were
conducted at 120 and 140 oC in xylene, dimethyl sulfoxide (DMSO) and cyclohex-
anone and in the presence of nitrogen and air in a 1 liter reaction calorimeter (RC1
Mettler Toledo). Highest initial monomer conversion was found to occur in cyclohex-
xviii
anone and lowest in DMSO. Highest average molecular weight polymers were found
to form in DMSO. Higher initial monomer conversion and lower average molecular
weight polymers was found in air than nitrogen. Mass-spectrometric studies were
used to identify that the two dominant mechanisms of chain initiation and transfer
in spontaneous thermal polymerization of methyl and n-butyl acrylate are monomer
self-initiation and β-scission respectively. The initiation rate constants estimated
from macroscopic process modeling and experimental monomer conversion, number-
average and weight-average molecular weight measurements was in good agreement
with rate constant for triplet diradical formation predicted via quantum chemical
studies.

11. Introduction and Background
1.1 Introduction
Acrylics constitute one of the rapidly growing segments in the paint, coatings and
resins industry. U.S. companies produced 3.1 billion pounds of acrylic resins in 2000,
which increased to nearly 3.7 billion pounds in 2005, with a value of $2.6 billion [1].
The U.S. demand for automobile coatings, resins and adhesives are foreseen to increase
2.6% annually to $5.3 billion in 2012 and coatings is projected to account for 80% of
the market [2]. Therefore, opportunities for future growth are expected to be mostly
in paints and coatings. In the coatings industry, acrylic- and methacrylic-based resins
are produced via free-radical solution polymerization [3]. These solvent-borne resins
are commonly used as the primary binder in coatings formulation, due to their photo-
stability and resistance to hydrolysis, which provides weatherproofing to automobiles
[4].
North American regulations on volatile organic content (VOC) of coatings [5, 6]
require the reduction of allowable VOC’s from 480 g/L of paint in 1990 to below
300 g/L by 2010. These and similar regulations [7, 8] caused a driving change in
the basic nature of resin in coatings. Low molecular weight, highly functionalized
polymer and oligomer solutions at 60 to 80 weight percent solids [9] have replaced
high molecular weight, non-functional polymer solutions at 30 to 40 weight percent
solids as key components in coatings formulas. Lower average molecular weights
have been produced at high temperatures using trace (ppm) quantities of peroxide or
azonitrile initiators(ca. above 120 oC) [10]. Yet, use of initiators increased operating
costs and introduced undesirable residual impurities. A very attractive alternative
was living polymerization techniques [11–16] that used various transfer agents to
2remove the ability of a chain to terminate and control the growth of propagating
chains can lead to the formation of uniform chain-length polymers. However, low
solubility of chain transfer agents and undesirable residual impurities that interacted
with the radical centers during the course of polymerization increased production
costs. Reproducible, sustained, spontaneous thermal polymerization of alkyl acrylates
at high temperatures (ca. 140-200 oC) was first reported by this group in 2002 [17].
The species that initiate the chain reactions and the mechanism of the initiation are
still unknown. Spontaneous thermal polymerization is a self-directed approach to
form highly functional, low poly-dispersity, low solvent resins, without a need for
external initiators or transfer agents, which significantly reduces operating costs. At
these temperatures, chain transfer reactions such as backbiting andβ-scission that are
insignificant at low temperature strongly influence the overall rate of polymerization
and polymer micro-structure[18–26]. Though, high conversion of monomer and low
molecular weight polymers can be obtained via spontaneous thermal polymerization,
the role of initiating species and mechanism of initiation is yet to be understood.
Previous research efforts [21, 22] that involved experiments and mechanistic mod-
eling were found insufficient to identify the initiation mechanism and the species that
initiates spontaneous free-radical polymerization. As trace quantities of peroxide
species are capable of initiating polymerization [10, 27, 28], it was speculated that
initiation occurs via decomposition of peroxide impurities that exists in low quan-
tities in monomers. However, the sustained nature of polymerization indicated the
presence of an alternative long-living initiating species. Studies using electron spin
ionization-Fourier transform mass spectrometry (ESI-FTMS) have shown that trans-
fer initiation via β-scission radicals is a dominating mechanism and no polymer chains
from impurity based initiating species exists in spontaneous thermal polymerization
of alkyl acrylates [21, 29]. Mechanistic modeling studies were able to determine the
3rate constants of initiation and β-scission based upon experimental measurements,
but were unable to provide an conclusive insight in to the mechanism of initiation
and initiating species in spontaneous high temperature polymerization of n-butyl
acrylate (nBA).
In recent years, computational quantum chemistry has gained importance for its
ability to predict mechanisms of individual reactions and estimate thermodynamic
functions and kinetic parameters using fundamental principles of quantum mechanics
and transition state theory. It has been used successfully to study the kinetics of
various reactions in free-radical polymerization of many monomers[30–43]. The main
objective of this dissertation is to use computational quantum chemistry to gain a
clear understanding of the initiation species and mechanism involved in spontaneous
thermal polymerization of alkyl acrylates.
1.2 Background
The overall rate of thermally-initiated free-radical polymerization of alkyl acry-
lates depends directly on the concentration of initiating species (initiators) in the
reaction solution [10, 18, 20, 24, 25, 27, 44–46]. Initiating species increase operating
costs and introduce undesired residue in final polymers [17, 28]. High temperature
polymerization of styrene and methyl methacrylate have been studied extensively[47–
54]. Initiated thermal polymerization of alkyl acrylates provides low molecular weight
and low solvent resins
1.2.1 Mechanism of Initiation
Thermal Initiators. Organic peroxides are commonly used in thermal free-radical
polymerization of alkyl acrylates[10, 28]. A better understanding of how these uni-
4molecular initiators act has been of great interest from a fundamental point of view.
Among the initiators used in thermal polymerization, peroxyesters constitute a very
important class. Tert-butyl peroxyacetates have shown to undergo either (a) one
bond homolysis to form an acyloxy and an alkoxy radical, or (b) a concerted two
bond scission, yielding carbon dioxide and methyl radical. Kinetic mechanism for
further break down of the alkoxy radical into acetone and methyl radical has also
been reported [27]. 2,2-azobutyronitrile is a radical generating initiator that is used
in polymerization of alkyl acrylates, though not so widely as the peroxides.
The decomposition rate constant of the initiators have also been predicted using
computational quantum chemistry methods. Unrestricted density functional theory
with B3LYP exchange functional and 6-31G(d,p) basis set were used for validation
of the decomposition mechanism with experimental data. The relative error between
theoretical and experimental rate constants was found to be 10% [43].
Monomer Self-Initiation. Several mechanisms exist for the spontaneous thermal
polymerization. The two mechanisms that are widely accepted are Flory mechanism
[61] and Mayo mechanism [62]. Spontaneous thermal polymerization of ethylene,
styrene and methyl methacrylate was first reported by Flory [61]. Flory proposed
that the styrene dimerizes to form a single 1,4 diradical. Another styrene monomer
then abstracts a hydrogen atom from the diradical to generate monoradical initiators
that are capable of starting the chain polymerization reaction. According to Mayo
[62] mechanism, radical initiation is caused by Diels-Alder dimerization of styrene fol-
lowed by the formation of a stable monoradical. The alternative is that the diradical
itself may be capable of initiating polymerization. Experimental investigations have
pointed to Mayo mechanism strongly. The Mayo mechanism for spontaneous thermal
polymerization of styrene was validated by [63] who experimentally detected AH in-
5termediate in the reaction solution. Further confirmation of the prevalence of Mayo
mechanism to govern styrene self initiation is provided in [64, 65]. Moreover, com-
putational predictions using unrestricted spin density functional theory methods also
indicated the presence of an Diels-Alder dimer, implying that the correct mechanism
for styrene self-initiation is that of Mayo [66].
Methyl Methacrylate. High temperature polymerization of methyl methacrylate
was studied in batch and continuous reactors for the production of methacrylic resins.
The Mayo mechanism was first tested on methyl methacrylate (MMA), but experi-
mental results did not yield any Diels-Alder dimers in the solution. It was concluded
that analogous AH dimer was recognized to form in thermal polymerization of methyl
methacrylate (MMA), it was found structurally incapable of donating hydrogen atom
to generate monoradicals [67–72]. Therefore, initiation was considered to follow the
diradical mechanism. According to Pryor and Lasswell [67], self initiation in non-
styrenic monomers was via diradical intermediate, probably in the excited (triplet)
state. Subsequent studies provided further confirmation of the postulated mecha-
nism and extended it to other cyclic monomers, which exhibit spontaneous initiation
[73–75]. The activation energy was estimated for diradical initiation in thermal poly-
merization of MMA to be 146 kJ mol−1 [71]. Theoretical calculations ruled out the
possibility of the singlet diradical to grow by polymerizing. However, experimen-
tal studies qualitatively demonstrated the existence of triplet diradical initiation in
spontaneous polymerization of MMA [74, 75]. In the absence of direct evidence to
this mechanism, adventitious peroxides were reported as possible initiators [44, 78].
Critically evaluated propagation rate constants using pulse-laser polymerization was
provided by Gilbert [55]. Latest theoretical predictions of the propagation rate con-
stants for MMA using density functional theory methods have shown comparable
results with experimental findings [41, 79]. These calculations further emphasize the
6growing need of computational methods to provide solutions to problems that cannot
be addressed using current experimental methods and analytical tools.
Alkyl Acrylates. No spontaneous initiation in thermal polymerization of methyl
acrylate was reported by [80]. Recent studies demonstrating spontaneous initiation
in methyl acrylate (MA) polymerization have provided the scope to gain a profound
insight into the reaction mechanism [17]. Quan et al. [21, 81] and Grady et al. [17]
observed and reported reproducible monomer conversions of 70-90% in homo- and
co-polymerization of a class of alkyl acrylates at 140-200oC without the use of added
thermal initiators. Electronspray ionization-Fourier transform mass spectrometry
(ESI-FTMS) and nuclear magnetic resonance (NMR) analyses of the polymers did
not show the presence of detectable amount of polymer chains initiated by fragments
of impurity or adventitious peroxide. Our extensive studies to identify the initiating
species and the initiation mechanism have been inconclusive [21]. Due to the elusive
nature of diradical species, no evidence of its presence in the solution exists as of
yet. Thus, the dynamics of diradical formation and stable conformational states of
the diradical species are unexplored. In particular, a comparison study performed
on the calculated activation energies of styrene, MMA and n-butyl acrylate provided
no direct evidence to verify the presence of self initiation [22]. It is a sustained,
self-directed polymerization process that consists of chain transfer reactions such as
backbiting and β-scission that can lead to controlled polymer chain growth without
any added chain transfer agents [29]. However, the lack of control over polymer chain
lengths is still a process design concern and the ability of a monomer to undergo
polymerization without adding any initiators is a major safety problem, which can
lead to major accidents such as the one in Danvers (Massachusetts) in November
2006 [82]. While conformational studies using ab initio and spectroscopic methods
have been performed to calculate the geometry vibrational frequencies of methyl
7acrylate [83, 84], no study has ever been carried out to identify the initiation species
or mechanism.
1.2.2 Ab-initio Molecular Orbital Theory
Molecular orbital theory [42, 85, 86] provides a definite route for the development
of quantum chemical models and the calculation of electronic structure information.
In combination with transition state theory [87], it enables the calculation of rate con-
stants of elementary reactions. The stationary state, non-relativistic wave equation
is given by:
Hψ = Eψ (1.1)
where H is the Hamiltonian operator, ψ is the wave function and E is the electronic
energy, corresponding to multiple nuclear configurations. The square of the wave
function is the electron probability distribution function. The molecular orbital is
represented as the product of the spatial and spin-orbital functions. The spatial
orbital function in turn is represented in the form of linear combination of one-electron
functions or basis functions given by:
ψi(x, y, z) =
k∑
µ=1
Cµiφµ(r) (1.2)
where Cµi is the molecular expansion coefficient, and φµ(r) is the basis function. The
various atomic orbitals can be represented mathematically as Slater type orbitals,
Gaussian type primitive orbitals, or a combination of both, which is also called con-
tracted Gaussian orbital that leads to the calculation of the electronic energy corre-
sponding to one particular arrangement of nucleus. The Hamiltonian operator (H) in
8(1) is represented for a generalized case of N electrons and M nuclei by:
H = −
N∑
i=1
1
2
∇2i −
M∑
i=1
1
2MI
∇2i −
N∑
i=1
M∑
I=1
ZI
riI
+
N−1∑
i=1
N∑
j=i+1
1
rij
+
M−1∑
I=1
M∑
J=I+1
ZIZJ
RIJ
(1.3)
The indices i, j are used for electrons and I, J are for nuclei. The first term
on the right hand side in (1.3) is the kinetic energy equation of the electron, and
the second term is the kinetic energy equation of the nucleus. The remaining three
terms are equations for the columbic interactions that occur between nuclei-electrons,
electron-electron and nucleus-nucleus. Born-Oppenheimer approximation states that
the motion of the nuclei is negligible in comparison to the motion of an electron.
Therefore, for a system of N electrons the nuclei can be considered static, simplifying
(1.3) to:
He = −
N∑
i=1
1
2
∇2i −
N−1∑
i=1
N∑
j=i+1
1
rij
+
M−1∑
I=1
M∑
J=I+1
ZIZJ
RIJ
(1.4)
Rewriting (1.2) for motion of electrons only, one obtains:
Heψe(ri, RI) = Eeψe(ri, RI) (1.5)
where RI denotes the nuclear coordinates, and ri represents the electronic coordinates.
Equation (1.5) is solved using various numerical techniques to obtain the equilibrium
geometry of the molecule. The vibrational frequencies of these molecules are obtained
by taking the second derivative of the wave function, and the transition state geometry
and energy barrier by calculating the saddle point on the reaction coordinate.
1.2.3 Transition State Theory
Conventional transition state theory [87–90] is used for calculation of energy bar-
rier and rate constants on minimum energy reaction path on the reaction coordinate.
9The following assumptions are made: (a) There exists a division on the reaction sur-
face, which once crossed by the reactants into the region of products cannot re-cross
the dividing surface; (b) There is a statistical equilibrium between the transition
state and the reactants; and (c) The motion through the transition state is purely
translation. The rate expression for transition state theory is given by:
k(T ) = κ1−m
kBT
h
Q∓∏
reactantsQi
exp(
−Ea
RT
) (1.6)
where k(T ) is the rate constant at temperature, kB is the Boltzmann constant, h
is the Plancks constant, Ea is the activation energy, Q∓ is the molecular partition
function of transition state, Qi is the molecular partition function of reactants, and
R is the universal gas constant. The overall molecular partition function is defined
as a product of the rotational, translational and vibrational partition functions. The
energy barrier is calculated by locating the stationary point of the transition state on
the reaction path, and then finding the difference between the energy of the reactant
and transition state. The sum of the energy barrier, zero point vibrational energy and
temperature correction factor of the molecule gives the energy of activation. The slope
and the intercept of the line fitted to the rate-constant versus inverse-of-temperature
data give the activation energy and the frequency factor, respectively.
1.2.4 Computational Quantum Chemistry
Computational quantum chemistry has been applied to for apriori prediction of re-
action kinetics in recent years. It has been used for exploring the conformational space
to obtain the lowest energy molecular geometries of reactants, products, intermedi-
ates, and transition state structures. Ab initio and density functional methods [91] has
been utilized to calculate the rate constants of initiation and propagation reactions in
free radical polymerization of various monomers [30–34, 39–41, 66, 79, 92, 93]. Calcu-
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lations can be performed using ab initio, density functional theory, and semi-empirical
methods, as shown in Table 1.1. Semi-empirical methods require experimental data
and less computation time but have been found to be highly error-prone. Density
functional theory are computationally less demanding, can produce accurate geome-
tries, but deviations in prediction of barriers and rate constants are known to occur
[94, 95]. High level ab initio methods can be accurate, but calculations are generally
time consuming and at times infeasible to perform due to the size of the molecule.
Assessment studies to identify suitable procedures that offer a reasonable compro-
mise between cost and accuracy have been done [32, 39]. It has been shown that
equilibrium geometry and vibration frequencies of these monomers can be calculated
with lower level of theory such as Hartree-Fock (HF/6-31G(d), density functional the-
ory B3-LYP/6-31G(d)), as these parameters have been found to be insensitive to the
level of theory (method + basis set). The energy barrier calculations need to be very
accurate as an error in the range of more than 10% causes the rate constants calcu-
lated to be a few orders higher than those determined from experiments [93]. Thus, it
is essential to use a higher level theory to obtain very accurate solutions. Therefore,
higher level methods such as Configuration Interaction, Møller-Plesset (MP2, MP4),
Coupled Cluster (CC), and composites (e.g. G1 [100], G2 [101], G3 (G3 (MP2)-RAD)
[102, 103], G4[104], W1 and W2) are preferable. In a recent study of radical addition
to C=C, C=O and C=S bonds [58], W1 methods were used for barrier calculations
after initial geometry was optimized using B3-LYP/6-31G(d) level of theory. Ab ini-
tio calculations have been used to compute rates of individual reactions in RAFT
polymerization with high accuracy [59, 96–99]. Hydrogen abstraction, which is a im-
portant chain-transfer process in polymerization was studied using hybrid methods
such as MPW1K and KMLYP for geometry optimization as B3-LYP method does
not describe the transition structures very well for these set of reactions [94]. The
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barriers and enthalpies have shown accurate approximations with the use of RAD
variants of G3 [103].
The quantum chemical models developed to explain thermal solution polymeriza-
tion kinetics fail to address the effect of solvent and chain length on the overall rate
of polymerization decisively. This generally becomes a potential source of error in the
quantum-chemical calculations. The treatment of these effects and removing these
errors remain a challenge. But, still quantum chemistry can be applied as a power-
ful tool for apriori prediction of absolute rate constants, prediction of relative rate
constants in copolymerization processes, and chain-transfer processes in thermal and
living polymerization [31, 34, 40, 41, 66, 93]. The major advantage of using quantum
chemistry is to obtain the structures of the intermediates and transition states that
elude spectroscopic measurements. It not only provides a better understanding on the
reaction mechanisms of several elementary reactions, but also improves the kinetic
models to describe free-radical polymerization.
1.2.5 Intersystem Crossing
Singlet and triplet states of a system in the presence of magnetic interactions
cannot exist as proper stationary states. They are a mixture of ”pure” spin triplet
and singlet states. According to the time-dependent perturbation theory, a singlet
diradical species formed via bond rupture can evolve into an oscillatory mixture of
singlet and triplet states in the presence of appropriate interactions. On stabilizing
the triplet, the entire system can end up in a triplet spin state. This process is defined
as intersystem crossing [105].
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Table 1.1: Methods used in computational quantum chemistry
Method Basis Sets Types and Uses and Limita-
tions
Functionals
Hartree Fock 3-21G, 4-31G, 6-21G, 6-
31G, 6-31G∗, 6-311G∗,
6-31G∗∗, 6-31G(2df,p),
LanL2DZ, cc-pVDZ,
cc-pVTZ, cc-pVQZ,
cc-PV5Z, DZV, TZV,
TZVPP, QZVPP
RHF, UHF,
ROHF1
does not consider
electron corre-
lation energies
in calculations,
leads to large
deviations from
experimental
values
Configuration In-
teraction (CI)
same as above CIS, CID,
CISD, CISDT,
CISDQ, CIS-
DTQ, MRCI2
computationally
expensive, limited
to small systems
Multi-
Configuration
Self Consistent
Field Theory
(MCSCF)
same as above RASSCF,
CASSCF3
computationally
expensive, accu-
rate prediction
of singlet-triplet
state interactions
Coupled Cluster
(CC)
same as above CCD, CCSD,
CCSDT4
computationally
expensive, high
accuracy in small
systems
Møller-Plesset
Perturbation
Theory (MP)
same as above MP2, MP3,
MP4
failure to con-
verge at higher
orders
Density Func-
tional Theory
same as above BP86, BLYP,
B3LYP,
PW91,XLYP,
MPW1PW91,
O3LYP,
B3P86, BMK
used to calcu-
late electronic
energies of large
systems, can-
not account for
dispersion effects
Gaussian -n The-
ory
same as above G1,G2,G3,G4 composite theory,
highly accurate
prediction of
thermo-chemistry
1RHF= Restricted Hartree Fock, UHF=Unrestricted Hartree Fock, ROHF=Restricted Open Shell
Hartree Fock 2CIS=Configuration Interaction Single Excitation, CID=Configuration Interaction
Double excitation CISD=Configuration Interaction Single Double excitation, CISDT=Configuration
Interaction Single Double Triple Excitation, CISDQ=Configuration Interaction Single Double Triple
Quadruple Excitation, MRCI=Mutlireference Configuration Interaction 3RASSCF=Restricted Ac-
tive Space Self Consistent Theory, CASSCF=Complete Active Space Self Consistent Theory
4CCD=Coupled Cluster Double Excitation, CCSD=Couple Cluster Single Double Excitation,
CCSDT=Coupled Cluster Single Double Triple Excitation
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In thermal reactions, diradical species form by synchronous cycloaddition reactions
between termini single bond forming groups. Salem and Rowland [105, 106] proposed
that the complete loss in configuration of the reactants to form cyclic inactive end
species in such reactions is an indication of possible existence of diradical interme-
diates. The extent of diradical mechanism was then determined by measuring the
proportion of final cyclic isomers. By using Woodward-Hoffman rules [107], steric
course of the reactions can also been determined. The internal rotation at the single
bond determines the path of the reactants; that is, if rotation is faster than ring
closure, diradical intermediates form else cyclic products.
Diradical intermediates are capable of bi-functional behavior, which allows them to
mix freely between closely lying singlet and triplet states. Singlet unstable diradical
species, which have short life times, can cross over to the triplet state to form stable
diradicals, thus, prohibiting cyclic product formation and increasing life time of di-
radical intermediate. Favorable conditions for such intersystem crossing are governed
by the orbital orientation of the unpaired electrons and the ionic nature of the singlet
state [108]. In polyatomic molecules, such radiationless crossover is found to occur
very often. In the isomerization of cyclopropane, the formation of transition state
on the singlet state and a diradical intermediate on the triplet state was calculated
and the barrier to ring reclosure to form final singlet species was found to be 4.2
kcal/mol. Pederson et al. demonstrated the validity of the diradical hypothesis by
estimating the life-time (10−12 to 10−15s) of diradical intermediate. The gas-phase
reaction of ethylene to cyclobutane was studied using femto-second spectroscopy and
the elusive diradical species was captured [109].
The formation of the triplet diradical intermediate requires favorable conditions
for intersystem crossing from the singlet surface, which are (a) the initial p orbit in
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which the electron is present is orthogonal to the final p and (b) the initial singlet state
geometry is highly ionic in nature in comparison to the final covalent triplet state. The
total angular momentum is conserved in the system during a singlet-triplet transition
by coupling of spin angular moment and orbital angular momentum, which makes it
possible for certain low lying degenerate states to cross over [108].
The mutually orthogonal orbitals, shown in Figure 1.2, are found to more often
occur in molecules that have heteroatoms and carbonyl groups. In alkyl acrylates,
the presence of two oxygen atoms and a carbonyl group in proximity to the carbon
atom containing the unpaired electron indicates a high probability for the singlet-
triplet transition. Spin-Orbit coupling was found to be otherwise weak as in pure
hydrocarbons with a rigid geometry. The electron correlation plots, shown in Figure
1.1, are used to understand the crossing between the singlet and triplet states. Any
thermally activated molecule is considered to transition smoothly from the singlet (S0)
to the triplet (T1) surface,, crossing point (1), which then becomes the lower energy
surface at the diradical interface, shown in Figure 1.1. The molecule on the triplet
surface is less likely to come back on to the singlet surface until it crosses the barrier
for ring closure. Also, because the potential energy curve is decreasing continuously
at crossing point (2), the chance of intersystem crossing to stable cyclobutane dimer
(CBD) is very low due to short lifetimes. But, as no transition state is observed in
this region and higher energy singlet diradical species was found unstable, spin-orbit
coupling is considered to be weak and such zero-order surface crossing is recognized
to be not possible [105].
Avoided surface crossing is shown for diradical formation in methyl acrylate by
fixing the bond distance between the carbon atom of the terminal methylene group
of the two combining monomers in Figure 1.1, the transition state on the singlet sur-
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Figure 1.1: Electron correlation diagram. (a) zero order surface crossing (b) avoided
crossing
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Figure 1.2: Orbital diagram for formation of the triplet diradical intermediate via
intersystem crossing from singlet diradical transition state
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face is at a lower energy from the equivalent triplet energy structure. Thus, strong
spin-orbit coupling is required to crossover to the triplet surface, where, the dirad-
ical intermediate forms and rests in a stable lower energy state. Switching from a
symmetric (with respect to a hypothetical molecular plane) ground state to a triplet
state, antisymmetric with respect to the plane, is recognized to cause the singlet-
triplet transition by spin-orbit coupling mechanism. A movement of charge, as shown
in Figure 1.2, possibly occurs with such a transition, which can be represented as a
change from the px orbital to the perpendicular pz orbital. As the electron moves to
an orthogonal orbital from its initial state, spin flip occurs with high efficiency. This
conforms to the rules of El Sayed [110], in which spin-orbit interactions are shown
to be promoted between opposite symmetry states as in the present case. This en-
ables coupling of spin and orbital angular momentum, thus, facilitating intersystem
crossing. A similar qualitative model is also described for the intersystem crossing
observed in thermal decomposition of tetramethyl 1, 2 dioxetane [108].
1.2.6 Spin-Orbit Coupling
One of the common mechanisms through which intersystem crossing can occur
is spin-orbit coupling. The two prerequisites for effective crossing are(a) Non-zero
mixing must exist for electronic wave functions. In essence, the orbital transition
between electronic wavefunction of the singlet and electronic wavefunction of the
triplet state must create a torque to cause spin flip. (b) The separation between the
singlet and triplet vibrational levels must not be larger than the size of the interaction.
For e.g., the spin-orbit induced splitting in carbon atom between triplet and singlet
states is 16.4 cm−1. As the vibrational spacings in the molecule in large than this
interaction, near perfect degeneracy of vibrational levels of the lowest singlet-triplet
states will be required for effective crossover [105, 108].
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It has been shown that vibrational degeneracy can be obtained in the presence of a
dense continuum of vibrational states rather than in a spare manifold of states. The
initial states can interact effectively to increase probability of crossover. However,
dense continuum of states is known to exist in only sufficiently large molecules e.g.
benzene [111]. In the case smaller diradical species, intersystem crossing may not be
highly efficient. However, the necessary continuum of states can be provided in various
ways. The presence of inert gases has been shown to facilitate intersystem crossing
[112]. It was found that collision of inert gases with diradical species introduces
the required dense continuum of states. Similarly, the collisional solvent has been
reported to influence intersystem crossing via spin-orbit coupling [113].
1.2.7 Internal Rotation
Normal vibration of molecules tend to occur when motions can be localized close
to a potential energy minimum. Such normal mode vibrations are recognized by high
frequency modes and are well-approximated with rigid rotor harmonic approxima-
tion. However, in the presence of large amplitude motions, such as internal rotation,
the motion extends to beyond one potential energy minimum and such motions are
ill-defined by RRHO approximation. Improper treatment of internal rotation can
lead highly error-prone prediction of thermodynamic functions such as enthalpy, heat
capacity and entropy [42].
Treatment of internal rotation has been an active area of research for the last 60
years [114–118]. Pitzer and co-workers [114] computed thermodynamic functions for
a simple case of am molecule with a rigid symmetric or nearly symmetric rotating
top. Anharmonicity treatment using the method of Ayala and Schelgel can be found
incorporated in the software package Gaussian[116, 124]. Truhlar provided an al-
ternative solution to treat hindered rotation [115]. However, each of these methods
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uses a single cosine function to fit the rotational torsional potential, which in a large
number of practical cases has been shown to be inadequate.
In general, internal rotation is considered as a multi-dimensional quantum mechan-
ical problem. The Hamiltonian is complicated and cumbersome to solve. In addition,
in large molecules, internal rotations tend to be coupled [117]. To reduce complexity,
uncoupled rotations can be assumed and one dimensional Hamiltonian can be used
to treat internal rotations [118]. For large systems, where coupling between various
groups of atoms is common, one dimensional hindered rotor approximation can lead
to large deviations in comparison to RRHO [42]. In view of these, internal rotation
treatment of alkyl acrylate and methacrylates have not been performed in this study.
1.2.8 Softwares Used in Computational Quantum Chemistry
A large number of software packages are available that can use ab initio and
density functional methods to perform a wide range of quantum chemical calculations.
Examples are ACES II [119], ADF [120], DALTON [121], [122], MOLPRO [123],
GAUSSIAN [124], and HYPERCHEM [125]
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2. Experimental Study of High Temperature Homo-Polymerization of
Methyl and n-Butyl Acrylate
2.1 Introduction
High temperature polymerization (above ca. 100 oC) of alkyl acrylates (e.g.,
methyl, ethyl, and n-butyl acrylate) has been used to produce high solids, low molec-
ular weight acrylic resins [8, 9, 20, 24]. Commonly used initiators in high temperature
polymerization are azonitriles and organic peroxides [25, 28]. The mechanism of the
decomposition of peroxides at high temperatures has been well studied [27, 43]; one
bond homolysis of the initiators species generates an acyloxy radical and an alkoxy
radical. Each of these radicals decomposes further into carbon dioxide or a tert-butoxy
radical and an alkyl radical by a concerted two bond scission reaction. Chiefari et al.
[10] reported that trace quantities of initiators are sufficient to initiate free-radical
polymerization with substantial final conversions at high temperatures. Moreover, it
was identified that secondary reactions such as backbiting and scission (Figure 2.1)
influence the structure of the polymer chains formed. Grady et al. [17] identified
the occurrence of sustained spontaneous thermal polymerization of alkyl acrylates in
the absence of any known extraneous initiator at high temperatures. Although, nu-
merous studies with monomer concentration ranging from 5 to 100 w/w % in various
solvents were performed to confirm the presence of spontaneous thermal polymeriza-
tion of alkyl acrylates [21, 22, 29], the initiation mechanism is still unclear. Some
believe that the decomposition of inherent monomer impurities, e.g., hydroperoxides
or trace quantities of molecular oxygen, initiates polymerization [29, 44]. However,
electronspray ionization-Fourier transform mass spectrometry (ESI-FTMS) studies
on spontaneous polymerization of ethyl and n butyl acrylates indicate the absence
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of polymer chains with end-group structures from such initiating species [21]. Spon-
taneous thermal polymerization of styrene has been well studied and the initiation
has been shown to occur via Mayos mechanism (Figure 2.2) [62]. Pryor and Lasswell
[67] postulated that spontaneous initiation in non-styrenic monomers will occur via
Florys diradical mechanism [61] and the diradical will exist in a triplet state (Scheme
2). In non-styrenic monomers, e.g. methyl methacrylate (MMA), Diels-Alder adducts
lack the tendency to undergo hydrogen abstraction to generate monoradicals. Stickler
and Meyerhoff [68–72, 74–76] studied spontaneous thermal polymerization of MMA
at high temperatures (100 - 130 oC) and reported low conversion (<∼ 5 %), high
average molecular weight polymers and formation of a significant fraction of dimers,
trimer and oligomers. The presence of diradical species and the initiation mechanism
were identified from the predominant formation of linear unsaturated dimer, dimethyl
1-hexene 2,5 carboxylate (H1) [69, 70, 72].
Theoretical considerations lead to the conclusion that sustained polymer chain
growth is not possible from diradical species [76]. The role of solvent as chain trans-
fer species was studied in spontaneous thermal polymerization of pentafluorostyrene
[126] and MMA [74–76]. Low rates of polymerization of MMA were found in non-
polar solvents and high rates of polymerization in halogenated solvents and polar,
protic solvents, e.g., thiophenol. Halogenated solvents and thiophenol were reported
to increase rates of polymerization due to rapid chain transfer and crossing of dirad-
ical species from unstable singlet to stable triplet state via collisions with the heavy
halogen or sulfur atom [74–76]. However, the heavy atom effect in thiophenol was
found to be less evident in comparison to halogenated solvents. The triplet dirad-
ical species was postulated to generate initiating species for the polymerization of
MMA [76]. High rates of thermal spontaneous polymerization of alkyl acrylates ac-
companied with significant chain transfer reactions such as backbiting and scission
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in solvents of varying polarity viz. xylene, benzene, isopropanol, ethyl acetate and
methyl amyl ketone have been reported [17]. This suggests that chain initiation and
transfer mechanisms may be independent of the nature of solvent. However, no study
using a solvent with heavy atom has been conducted yet; it is not clear yet that polar
solvents can influence initiation and transfer reactions
In this chapter, we present an investigation of the effects of (a) three solvents with
different dielectric constant (κ), xylene (κ = 2.4), cyclohexanone (κ = 18.2), and
dimethyl sulfoxide (DMSO, κ = 45) and (b) nitrogen purge, on spontaneous thermal
polymerization of methyl and n-butyl acrylate at 120 and 140 oC. MALDI analysis
points to initiation via monomer self-initiation and chain transfer via β-scission in
spontaneous polymerization of methyl and n-butyl acrylate at temperatures above
100o.
2.2 Experimental Procedure
Methyl acrylate (MA) and n-butyl acrylate (nBA) (both from BASF and with
a purity of 99.5%, and boiling points of 80 and 146 oC, respectively) were passed
through an inhibitor removal column prior to use. Xylene (Exxon Mobil Chemical
Co., a mix of xylene isomers and ethylbenzene with boiling point range of 137-143
oC), cyclohexanone (Merck, Laboratory Grade, boiling point of 155-156 oC), dimethyl
sulfoxide (Merck, Laboratory Grade, boiling point of 189 oC) and 4-methoxyphenol
(99% ACROS, with boiling point of 243 oC) were used as received. The dielectric con-
stant of the solvents are as follows: xylene, 2.6; cyclohexanone, 18.2; and DMSO, 44.
Experiments were carried out in a 1-liter RC1 calorimeter (Mettler-Toledo, GmBH,
Schwerzenbach, Switzerland).
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Figure 2.1: Backbiting reaction mechanism (X = CH3 or C4H9)
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Figure 2.2: β-Scission and self initiation reaction mechanism (X = CH3 or C4H9)
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2.2.1 Nitrogen Blanket
After the solvent and monomer were loaded into the reactor, the reaction mixture
was purged with nitrogen gas for 25 minutes to reduce residual-oxygen level in the
system. The reactor was then heated up to the desired temperature (120 or 140
oC) under a nitrogen blanket. Time t = 0 on the plots corresponds to the onset of
heating. Reaction temperature was maintained throughout the polymerization by
adjusting jacket temperature. Samples were withdrawn from the reactor at 5, 10, 15,
20, 60 and 300 minutes from the time when the reactor temperature reaches the set
point. They were then diluted 50% volume-to-volume with a chilled solution of 1000
ppm of methoxy phenol (inhibitor) in xylene.
2.2.2 Air Blanket
After solvent and monomer were loaded into the reactor, the reaction mixture
was purged with air for 25 minutes to ensure the presence of dissolved oxygen in the
solution. The reactor was then heated up to the desired temperature (120 or 140 oC)
under air blanket. Time t = 0 corresponds to the onset of heating. Reaction tempera-
ture was maintained throughout the polymerization by adjusting jacket temperature.
Samples were taken according to the same procedure as described above.
2.2.3 Monomer Conversion and Molecular Weight Measurements.
Conversion data were measured gravimetrically. Molecular weight distributions
were obtained using HP 1090 High Performance Liquid Chromatography (HPLC)
system with refractive index detector and four column set configuration (105, 104,
103, 102 30 cm x 7.8 mm i.d. microstyragel column). Tetrahydrofuran was used as
the mobile phase at a flow rate of 1 ml/min.
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2.2.4 MALDI-TOF Analysis
Dihydroxybenzoic acid, DHB, (2,5-Dihydroxybenzoic acid, 99%) and Sodium Io-
dide, NaI, purchased from Aldich Chem. Co., Milwaukee, WI, were used without
further purification. Stabilized tetrahydrofuran (THF), HPLC grade, was obtained
from J.T. Baker (Phillipsburg, NJ). Solutions of the matrix (DHB), the polymer, and
the ionization salt were prepared in THF as follows: 100 mg/mL matrix solution, 2
mg/mL NaI solution, and 2 mg/mL polymer solution. Appropriate volumes of the
three solutions were mixed to obtain a matrix:polymer:ionization salt ratio of 1:1:1.
One micro-liter of the mixture was spotted on a stainless steel plate, and the solvent
was allowed to evaporate. All MALDI spectra were acquired with a Waters Synapt
HDMS instrument (Milford, USA) equipped with a 200 Hz Nd:YAG solid state laser,
355 nm wavelength, 100 J pulse energy; the laser attenuator was set at 300.
2.3 Results and Discussion
2.3.1 Effect of Solvent
We found that MA and nBA showed the highest final conversion (≈ 80 %) in
cyclohexanone and the lowest final conversion ( 30 %) in DMSO, as shown in Figure
2.3. Polymerization in DMSO of MA and nBA polymers generated higher number-
average molecular weights (Mn) versus polymerization in xylene or cyclohexanone,
as shown in Figure 2.4 . Spontaneous initiation was found to occur with MA and
nBA in all the solvents, which suggests that initiation occurs independently of solvent
type. Final conversion of MA and nBA in the non-polar solvent (xylene) at 140 oC
reached about 70%. This conversion is significantly higher than the conversion (<∼
5 %) reported for MMA in non-polar solvent (benzene) at 130 oC [73]. It was found
that low average molecular weight polymers (Mn = 10,000 Da) of MA and nBA
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form in xylene in comparison to the reported high average molecular weight polymers
of MMA (M n = >≈20,000 Da) in benzene [70, 72]. We attribute the low average
molecular weights and higher conversion in spontaneous thermal polymerization of
MA and nBA polymerization to more dominant roles of spontaneous initiation reac-
tions and chain transfer reactions such as backbiting and β-scission (Figure 2.1). The
backbiting reaction causes the formation of mid-chain radicals via intramolecular hy-
drogen transfer reaction (generally occurs under dilute monomer concentration as in
the present study)in the propagating chain. The mid-chain radical undergoes cleav-
age to form β-scission radical and dead polymer chain with a terminal double bond.
This reduces the length of the polymer chain and subsequently the average molecular
weight of the polymer. In polymerization of MMA, solvents with high chain transfer
ability such as halogenated solvents and thiophenol had to be used to observe high
rates of initiation and chain transfer [74]. However, in spontaneous polymerization of
MA and nBA, rapid initiation and chain transfer were found to occur in solvents with
low chain transfer ability such as xylene, cyclohexanone and DMSO (Figure 2.3). This
indicates that the occurrence of spontaneous initiation and chain transfer in MA and
nBA are independent of solvent type. The presence of heavy atoms (Halogen, Sulfur)
in solvent has been shown to induce rapid initiation in MMA [74, 75]. However, high
rates of initiation of MA and nBA in the absence of such solvents point to the lack
of influence of the heavy atom.
DMSO is a polar, aprotic solvent and hydrogen acceptor, has a low chain trans-
fer constant and strongly solvates cations leaving behind reactive anions [132]. We
suggest that DMSO solvates weakly positive methine group on the polymer chain via
intermolecular interactions such as hydrogen bonding or Van der Waals forces to form
a stable complex Figure 2.5. This can slow down the rate of intra-molecular chain
transfer and β-scission reaction and the formation high average molecular weight
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polymers of MA and nBA. The inability of DMSO to donate a proton eliminates the
possibility of chain transfer to solvent and no DMSO monoradicals can form [132].
It has been shown, xylol radicals that form via chain transfer to xylene in sponta-
neous polymerization of ethyl and n-butyl acrylate are favored initiating species and
contribute significantly to the rate of initiation [21]. From this, we rationalize low
conversion of both monomers in DMSO to low concentration of solvent and β-scission
radicals in solution. This is in good agreement with observed effect of solvent and
chain transfer on initiation in thermal polymerization of MMA [73, 74].
High final conversion and low average molecular weights of MA and nBA in cy-
clohexanone show the ability of cyclohexanone to undergo chain transfer and act as
an initiator in polymerization of vinyl monomers [128]. MA and nBA in cyclohex-
anone show significantly higher conversions in short times in comparison to xylene,
as shown in Figure 2.3. We attribute this to high concentration of initiating radicals
generated from cyclohexanone. The mechanism of cyclohexanone initiation likely in-
volves the formation of a cyclohexanone-monomer complex that dissociates to release
monoradicals for initiation as shown in Figure 2.5.
2.3.2 Effect of Oxygen Level
The influence of oxygen level on spontaneous initiation was studied by conducting
polymerizations at 120 oC of MA and nBA under (a) air and (b) nitrogen (to purge
off dissolved oxygen) environment. We found that monomer conversion increased
somewhat faster initially when the reacting mixture was purged with air than with
nitrogen, as shown in Figure 2.6. However, the monomer conversion at the end of each
batch was not affected by the nitrogen and air purging. Also, the polymer average
molecular weights measured throughout the batch were lower under purging with air
than with nitrogen, as shown in Figure 2.7. A possible mechanism is the reaction
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Figure 2.3: % Monomer conversion in polymer samples from batch experiments at
140oC and monomer initial wt % = 40, N2 bubbled through the reactor (a) methyl
acrylate (b) n-butyl acrylate
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Figure 2.4: Number average molecular weight in polymer samples from batch experi-
ments at 140oC and monomer initial wt % = 40, N2 bubbled through the reactor (a)
methyl acrylate (b) n-butyl acrylate
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Figure 2.5: MA or nBA polymer and DMSO solvate (X = CH3 or C4H9) and initiation
via dissociation of cyclohexanone and monomer complex (X = CH3 or C4H9)
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of molecular oxygen with monomer to form hydroperoxides [133]. Decomposition of
these hydroperoxides at high temperatures can lead to the formation of initiating
species that increase the overall rate of polymerization [129]. The lower monomer
conversion of MA in the early stages of polymerization and the lower polymer average
molecular weights under nitrogen bubbling than air bubbling (Figure 2.6, Figure 2.7)
can point to the lower concentration of oxygen-based initiation species in the solution.
Previous studies have shown that the rate of the spontaneous initiation increases
with the initial monomer concentration [17]. Further, the absence of impurity based
end group initiating species in polymer samples taken from batches under nitrogen
bubbling of ethyl and n-butyl acrylate analyzed via ESI-FTMS [21] support reported.
These previous studies and the new results presented in this chapter strongly point
to monomer self-initiation as the dominant mechanism of initiation in spontaneous
thermal polymerization. In particular, monomer self-initiation via diradical mecha-
nism [61] is probably occurring in spontaneous thermal polymerization of methyl and
n-butyl acrylate.
2.3.3 Mechanism of Spontaneous Initiation
Low molecular weight methyl acrylate polymer made in xylene via spontaneous
initiation at 140oC was analyzed using MALDI as described in the Experimental Pro-
cedure section. The upper limit of Mn effectively analyzed by MALDI was found to
be 1,400 Da. Figures 2.8 and 2.9 are MALDI spectrum of poly(MA) made at 140
oC with initial MA concentration of 40 % w/w. This sample was removed from the
reactor 5 minutes after the temperature set point was reached. Monomer conver-
sion was about 8 %, the number-average molecular weight was about 8,000 and the
polydispersity index was about 1.8. The MALDI spectrum shows a series of peaks
starting at m/z = 453, 539, 625, 711, 797, 883, 969, 1055, 1141, 1227, 1313, 1399,
33
Figure 2.6: % Monomer conversion in polymer samples of methyl acrylate from batch
experiments at 120oC and monomer initial wt % = 40, N2 bubbled vs. air purging
through the reactor
Figure 2.7: Number average molecular weight in polymer samples of methyl acrylate
from batch experiments at 120oC and monomer initial wt % = 40, N2 bubbled vs.
air purging through the reactor
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1485, 1571, 1657, 1743 corresponding to sodiated ions of oligomeric species formed
during spontaneous thermal MA polymerization in the absence of external initiator.
The spacing of 86 Da between peaks is consistent with the MA repeat unit of the
polymer. The end group species that has been identified in the past in spontaneous
thermal homo-polymerization of acrylates are (a) xylol radical, formed when carbon
centered radicals abstract a hydrogen atom from the xylene solvent and (b) scission
radical, formed from the scission reaction [11]. In this study, chains with an end-chain
methyl (CH3) radical, which are formed by thermal decomposition of added-peroxide
initiations [24], were not observed in the samples taken from batches subjected to
nitrogen purging; these findings agree with previous results [81].
We found the m/z = 453, 539, 625 . . . series of peaks in abundance, and pro-
pose that they represent chains that are initiated and terminated by monoradicals
produced from self-initiation mechanism of methyl acrylate monomers, as shown in
Figure 2.10. They consist of polymer chains initiated by (1) and terminated by (2)
and vice versa, initiated by (3) and terminated by (4) and vice versa, or initiated
by (1) and terminated via hydrogen abstraction from monomer or solvent. We find
that m/z = 453, 539, 625 . . . series of peaks also represent MA β-scission radical (5)
initiated chains that propagate with MA until they undergo inter or intra molecular
chain transfer to form terminally unsaturated macromonomers. The series of peaks,
m/z = 527, 613, 699,785 . . . represent polymer chains initiated by (5) and terminated
via hydrogen abstraction. The series of peaks, m/z = 731, 817, 903 . . . , represent
polymer chains initiated by xylol radical and terminated via hydrogen abstraction.
The series of peaks, m/z = 743, 829, 915 . . . represent polymer chains initiated by
xylol radical and terminated via β-scission reaction. The series of peaks, m/z = 465,
551, 637, 723 . . . represent polymer chains initiated by (1) or (4) and terminated by
β-scission reactions that forms unsaturated terminal double bonds.
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A few representative structures of the various homologous series of peaks are shown
in Figure 2.11. No series of peaks that represents end group species generated from
impurities or molecular oxygen was found. These results suggest that the initiating
species are generated via the diradical self-initiation mechanism. The importance
of intramolecular chain transfer can be seen from various series of peaks that arise
from the β-scission radical. Self-initiation and β-scission mechanisms appear to affect
spontaneous thermal polymerization of MA and nBA strongly.
2.4 Conclusions
Spontaneous initiation of methyl and n-butyl acrylate in the absence of any extra-
neous initiations was observed in solvents with different polarity. Low conversion and
formation of high molecular polymers of MA and nBA in polar, aprotic DMSO are
indicative of the lower concentration of free radicals in the system. High conversion of
both monomers in polar, aprotic cyclohexanone is attributed to an additional initia-
tion mechanism via the formation of cyclohexanone-monomer complex that generates
initiating species for polymerization. Purging the reaction mixture with air resulted
in higher monomer conversion in the early stage of polymerization and lower polymer
average molecular weights. These indicate that molecular oxygen contributes to the
formation of free-radicals in the reaction system. MALDI analyses of polymer samples
from polymerizations under nitrogen blanket did not reveal fragments from initiating
impurities. They also pointed that monomer self-initiation via the diradical mecha-
nism and β-scission reactions strongly influence spontaneous thermal polymerization
of MA and nBA. As MALDI analysis does not provide a direct evidence on the mech-
anism of initiation and presence of diradical species, chemical quantum calculations
will be used in the next chapter to address these issues. In particular, density func-
tional and ab initio methods will be undertaken to provide evidence on occurrence of
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self-initiation in thermal polymerization of MA, EA and nBA.
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Figure 2.8: 300-2500 Da MALDI spectra of poly(methyl acrylate) sample taken from
batch experiments after 5 minutes of reaction at 140oC, bubbled in the presence of
N2 and 40 w/w % initial monomer
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Figure 2.9: 400-920 Da MALDI spectra of poly(methyl acrylate) sample taken from
batch experiments after 5 minutes of reaction at 140oC, bubbled in the presence of
N2 and 40 w/w % initial monomer
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Figure 2.10: Self-initiating mechanism for monoradical generation and β-scission rad-
ical
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Figure 2.11: Structures of (a)polymer chain initiated by (1) and terminated by (2),
m/z=539, (b) polymer chain initiated by (3) and terminated by (4), m/z=539, (c)
polymer chain initiated by (5) that grew and underwent intra-molecular hydrogen
transfer and subsequent β-scission, m/z=539, (d) polymer chain initiated by (1) and
terminated via hydrogen abstraction, m/z=539, (e) polymer chain initiated by (1)
and terminated by unsaturated double bond due to β-scission, m/z=551, (f) polymer
chain initiated by (4) and terminated by unsaturated double bond due to β-scission,
m/z=551
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3. Computational Methods, Basis Sets and Procedures Used
This chapter focuses upon various available basis sets, the underlying principles of
the Møller-Plesset, density functional and multireference methods and provides the
input file templates and beginners guidelines to carry out various types of quantum
chemical calculations. In this study, geometry optimization, Hessian and saddle point
calculations are performed using density functional theory (DFT) and Møller-Plesset
perturbation (MP) theory combined with various basis sets. Multireference self con-
sistent field (MCSCF) is used to optimize the geometry of the diradical to study
spin-orbit coupling and complete active shell self consistent field (CASSCF) theory
was used to estimate the spin-orbit coupling constant. All these calculations were
performed using GAMESS (Version Feb 22, 2006 (R2) and above).
3.1 Basis Sets
A basis set is defined as a set of one-electron functions, which are combined lin-
early to form molecular orbitals of the chemical species. This is called as the linear
combination of atomic orbitals (LCAO). In order to approach the exact solution to
the Schro¨dinger equation, infinite set of basis functions is required in order to pro-
vide a complete description of the molecular orbitals. To use infinite basis functions
is practically infeasible, therefore it is important to use finite number of basis func-
tions. It is important that these basis functions are based on the atomic orbitals
of the constituent atoms in the molecules as they can provide the best description
of electron distribution within the system. For example, in a molecule containing a
nitrogen atom, the chosen basis set will be consist of basis functions that represent
the 1s, 2s and 2p orbitals of a nitrogen atom [42]. Each way in which the electrons
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can be distributed in these orbitals based upon Aufbau principle represents a elec-
tron configuration. The electronic energy of a configuration is the sum of the energies
of each electron with in the orbitals without the electron-electron interactions. The
lowest electronic energy configuration is called ground-state and any other is called
excited-state.
The most commonly used basis functions are Gaussian type orbitals, the repre-
sentative functionals of the s-type and py-type orbitals are shown as follows:
gs(α, r) =
(
2α
pi
) 3
4
e−αr
2
(3.1)
gy(α, r) =
(
128α5
pi3
) 1
4
ye−αr
2
(3.2)
These type of Gaussian-orbitals are called primitive Gaussians. Contracted Gaussians
are also used and are defined as the linear combination of primitive Gaussians as
shown below. A basis set will contain sets of primitive and contracted Gaussians.
Φµ =
∑
p
dµpgp (3.3)
Minimal basis sets contain the same amount of functions as the electrons in the
system in order to maintain a spherical symmetry. For example, a minimal basis set
for carbon atom will contain a 1s function, 2s functions and three 2p functions. The
problem with minimal basis sets is that the size and shape of the atomic orbitals are
fixed. This is not the case in a reality as the size and shape of orbitals vary with the
molecular environment [135]. In order to overcome this shortcoming, additional basis
functions of varying sizes and shapes and their individual contribution to the overall
molecular orbitals are varied. Some of such basis sets that have been obtained by
extending the minimal basis set are described as follows
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1. Double zeta, triple zeta and quadruple zeta basis sets. These basis sets
include additional basis functions of varying size. Their name (double, triple,
quadruple) refers to the number of additional sets included (2,3 or 4). The
relative contribution is also varied to obtain a more flexible molecular orbital.
2. Split-valence basis sets. The additional basis functions in double, triple and
quadruple basis sets are included for all orbitals, but in this case, it is only added
for the valence shell orbitals and not the inner shell orbitals. This is because
the inner shell orbitals are rarely involved in bonding and are less influenced by
molecular environment in comparison to the valence orbitals.
3. Polarization functions. Such basis functions are included to allow asymmetry
in the electron distribution within the system. Also, low lying unfilled atomic
orbitals are allowed to participate in bonding. For example, the basis set for
nitrogen atom may contain a set of d-type orbitals.
4. Diffuse functions. Basis functions that have large amplitudes and are used
to describe species (such as anions) in which the electron is loosely held by the
nucleus.
Pople [85] and Dunning [134] basis sets are well known families of extended basis
sets and the notations used in each of these families are described as follows:
1. Pople basis sets. [85] Taking the case of “6-311+G(2df,p)” basis set. The
“6” states that the basis functions on the inner shell electrons consist of a con-
tracted type gaussian orbital obtained from six primitive gaussians The “311”
part refers to the presence of one set of contracted Gaussian on the valence
electrons obtained from three primitive Gaussians and each of the remaining
basis functions to be primitive Gaussians The ”6-311” part indicates that it is
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a split valence set. For the functions within the bracket (2df, p), “2df” refers
to two sets of d-type functions and one set of f-type functions added to atoms
heavier than hydrogen and “p” refers to inclusion of p-type functions for each
hydrogen atom in the system. The “+” symbol indicates that a s and p-type
diffuse functions have been added to atoms heavier than hydrogen. In case of
“6-311++”, an additional set of s-type diffuse functions are added to the hydro-
gen atoms. Some of the basis sets are represented as 6-31G* and 6-31G**, “*”
stands for (d) and points to the fact that a set of d-type functions have been for
all non-hydrogen atom and “**” represents (d,p) and indicates that one p-type
is included to all hydrogen atoms and a d-type for all non-hydrogen atoms.
2. Dunning basis sets. This family is represented by the name “CC-pVnZ”,
which expands to “correlation-consistent polarized valence n-zeta” In a double
zeta basis set, n is substituted by “D”, for triplet zeta basis set, is replaced
by “T”, for quadruple, n is “Q”, quintuple basis set uses “5” for n and for
sextuple “6” is used instead of n. “aug” prefix is used when diffuse functions
are included, for example, “aug-cc-pV5Z” [134].
The Dunning basis sets such as “aug-cc-pVTZ” provide performance equiv-
alent to 6-311G(2df,p). The large size of the Dunning basis sets was foreseen
to increase the computational costs enormously for the acrylate system. Pople
basis sets, in particular, 6-31G* was preferred, as previous quantum chemical
studies in free-radical polymerization [31, 93] showed that this basis set ade-
quately described the molecular orbitals of various reacting monomer species
similar in size to acrylates. In addition, as calculations can be performed at a
reasonable computational cost and accuracy, this basis set was chosen.
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3.2 Methods
3.2.1 Møller-Plesset (MP) Perturbation Theory.
It is an ab initio method, where the electron correlation is approximated as a
perturbation of the Hartree-Fock (HF) energy [136]. The MP theory is a special
application of Rayleigh-Schrod¨inger (RS) perturbation theory (RS-PT). The RS-PT
is defined as follows:
Hˆ = Hˆ0 + λVˆ (3.4)
where λ is an arbitrary real parameter and Hˆ0 is the unperturbed Hamiltonian to
which a small perturbation Vˆ is added. The perturbed wavefunction and perturbed
energy in RS-PT are expressed as shown below:
Ψλ = Ψ
(0) + λΨ(1) + λ2Ψ(2) + . . . = lim
n→∞
n∑
i=0
λiΨ(i) (3.5)
Eλ = E
(0) + λE(1) + λ2E(2) + . . . = lim
n→∞
n∑
i=0
λiE(i) (3.6)
where Ψ is the wavefunction and E is the energy of the system.
Substitution of these series into the time-independent Schroo¨dinger equation gives
(
Hˆ0 + λV
)( n∑
i=0
λiΨ(i)
)
=
(
n∑
i=0
λiE(i)
)(
n∑
i=0
λiΨ(i)
)
(3.7)
The zeroth-order energy is the sum of orbital energies and is defined as
EMP0 = 2
N
2∑
i=1
εi (3.8)
where εi is the orbital energy belonging to doubly occupied spatial orbitals φi. N is
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the number of electrons in the system. The first-order energy is the difference between
the HF energy and the zeroth-order energy and is shown below.
EMP1 = EHF − 2
N
2∑
i=1
εi (3.9)
In the original formulation [136], EMP1=0, and the first non-vanishing perturba-
tion correction beyond HF and the lowest-order MP correlation energy appears in
second-order.
Second (MP2), third (MP3) and fourth (MP4) order MP calculations are stan-
dard levels used for small systems. Higher-order MP procedures have been shown to
be erratic, slow and less convergent in many systems [137]. In addition, molecular
properties computed using MP3 and MP4 were found to be comparable to those cal-
culated with MP2 [138]. In view of these, we chose second order (MP2) MP for the
calculations. While applying MP2 in GAMESS, the defined memory requirements
are important. The run has to be tested by giving guess values for MWORDS and
MEMDDI with in $SYSTEM function and runtyp=check in the $CONTRL function.
The test run has to be run on a single processor.
3.2.2 Density Functional Theory.
The density functional theory (DFT) is based upon the Hohenberg-Kohn [91] the-
orem, which shows the existence of an unique functional for determining the ground-
state energy and electron density exactly [94]. Unlike the case of ab initio methods
such as MP, where the wave function ( Ψ, an eigenfunction) is approximated to com-
pute energy (E, eigenvalue) and electron density (|Ψ|2, square of modulus of wave-
function); DFT uses the electron density to compute electronic energy without the
need to evaluate wave function. The Hohenberg-Kohn [91] theorem can be stated as
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follows.
E[n(r)] =
∫
n(r)vext(r)dr + F [n(r)] (3.10)
where n(r) is electron density, vext(r) is the external potential or the total energy
that is a unique functional of n(r) and F[n(r)] is a universal functional of n(r) that is
unknown.
This theorem simplifies calculations significantly, it replaces the wave function, which
is represented as a function of 3n variables (in an n-electron system), with the electron
density, which is a function of merely three variables. However, the exact functional
that connects energy to electron density is unknown (F[n(r)]) because the Hohenberg-
Kohn theorem provides an existence proof rather than a constructive proof. There-
fore, an approximate functional is generally used to provide the exact solution to the
Schro¨dinger equation and this introduces errors into the quantum chemical calcula-
tions [94].
The DFT methods that are used to carry out quantum chemical calculations are
based up on the Kohn-Sham equations [139]. The Kohn-Sham theorem reduces the
many-body interacting problem into a single-body non-interacting problem through
the use of the approximate - exchange and correlation terms.The ground state Kohn-
Sham equations are as follows
[
−5
2
2
+ υKS(r)
]
ψ(r) = εiψ(r) (3.11)
where υKS is the Kohn-Sham potential that is dependent upon the electron density,
n(r).
n(r) =
∑
i
|ψ(r)|2 (3.12)
υKS(r) = υext(r) + υHartree(r) + υXC(r) (3.13)
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where, υext is the external potential, υHartree is the Hartree term and υXC is the
unknown exchange and correlation potential. The total electronic energy, which is
obtained after solving the Kohn-Sham equations, is represented as a sum of the fol-
lowing terms
E = ET + EV + EJ + EX + EC (3.14)
where ET is the kinetic energy arising from motions of electrons, EV=
∫
dr3υext is
the potential term from nuclear-electron interaction and nuclear-nuclear interaction,
EJ is the electron-electron repulsion term, EX is the exchange term arising from the
antisymmetry of the wavefunction and EC is the dynamical correlation energy of
the individual electrons. The sum of the first three terms represents the classical
energy of the charge distribution and the exchange and correlational terms account
for the rest of the electronic energy. Since the exact functional that relates energy to
electron density is unknown, approximate functionals are required and the accuracy
of the DFT methods are dependent upon these functionals. Many functionals that
represent exchange and correlation exist and are shown later in this section.
Pure DFT methods are categorized into “local” and “gradient corrected meth-
ods”. Local DFT methods are based up on the local (spin) density or approximation
(LDA). In LDA, it is assumed, that the electron density can be defined to be a “uni-
form electron gas”. The functionals describing the exchange (Slater Functional, S)
and correlation (Vosko-Wilk-Nusair, VWN) and the resulting exchange-correlation
functional is termed as S-VWN [135, 140]. Although, reasonably accurate molecular
structures and frequencies can be computed with the LDA model, it fails to provide
accurate prediction of thermo-chemical properties [42].
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Gradient-corrected DFT uses the generalized gradient approximation (GGA) to
provide a correction to the LDA model. A gradient is introduced to the electron den-
sity with the use of empirical parameters to overcome the shortcomings of LDA model.
For example, Perdew-Yang 91 (PW91) gradient corrected correlation functional, con-
tains both the exchange and correlation segments [141]. Another case is the Becke-88
exchange functional [142], which was obtained upon parameterizing against known
exchange energies of inert gas atoms and is commonly used in combination with the
”LYP” gradient corrected correlation functional [143] to give a B-LYP method. GGA
methods provide better predictions than LDA models, but still perform poorly in the
prediction of reaction barriers [144].
An alternative to pure DFT methods are hybrid DFT methods. In these methods,
the exchange functional term is replaced by a linear combination of HF exchange term
and DFT exchange functional term. Also, it is highly flexible, as it allows various
exchange and correlation functionals to be constructed as a linear combination of
various methods. A popular hybrid DFT method is B3-LYP, which is defined as
follows [145]:
EXCB3LY P = E
X
LDA+ c0(E
X
HF −EXLDA)+ cX(EXB88−EXLDA)+ECVWN + cC(ECLY P −ECVWN)
(3.15)
The coefficients in this term can be obtained by fitting the results of B3-LYP calcu-
lations to a test set of experimental values of atomization energies, electron affinities
and ionization potentials. More such hybrid methods are B3P86, B1B95, B1LYP,
MPW1PW91, B97, B98, B971, B972, PBE1PBE, O3LYP, BHandH and BMK [94].
These hybrid method provide an excellent description of geometries, frequencies and
barriers in a cost-effective manner for many chemical systems. In particular, B3LYP
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has achieved a lot success in predicting structures and barriers accurately in studies
related to free-radical polymerization of various monomers [31, 34, 40, 41, 66, 93].
Therefore, we chose this hybrid method with a 6-31G* basis set and applied it on a
well- studied problem of ethylene to cyclobutane and obtained results that were com-
parable to experiments. Then, we decided to apply B3LYP/6-31G* as the primary
level of theory to study self-initiation in acrylate monomers.
3.2.3 Multireference Methods.
In order to provide an exact solution to the time-independent non-relativistic
Schro¨dinger’s equation, methods that take electron correlation into account have to
be used. Methods such as configuration-interaction (CI) method represents the wave
function as a linear combination of the Hartree-Fock wave function (Ψ0) and wave
functions of different excited state configurations (Ψs)as follows:
Ψ = a0Ψ0 +
∑
s>0
asΨs (3.16)
Multireference self consistent field (MCSCF) method uses a wave function that is a
linear combination of more than two configurations.
Ψ =
∑
j
ajΨj (3.17)
In the above equation, each individual wave function is constructed as a combination
of lowest state configuration and various excited state configuration. There is no HF
wave function involved as in the case of CI. However, MCSCF calculations can be
computationally demanding due to the large size of the wave function. Therefore, it is
recognized that a certain small number of key configurations should be chosen based
up on the chemical problem and used to perform the calculations [42, 85, 146, 147].
51
Complete Active Space Self Consistent Field (CASSCF) is a method that divides
the molecular orbitals into three parts: the active space, the inactive or core space and
the virtual space. The active space consists of partially filled orbitals, the inactive or
core space always has two electrons in each of the orbitals and the virtual space has
zero electrons. The wave function is then constructed from all possible configurations
that arise via arranging electrons in the active space [147]. A full CASSCF calculation
is limited to 16 electrons in the active space, beyond this number, the calculations
become computationally intensive similar to full CI. The nonfull CASSCF is a useful
method where the active space is chosen in the region where the orbitals may be
directly involved in a chemical reaction. For example, CAS (2,2) corresponds to two
singly occupied molecular orbitals in the active space [42]. The limitation of this
approach is that it can introduce a bias that will cause an error in the predicted
energy. However, it has been found to be highly capable of performing spin-orbit
coupling calculations with reasonable accuracy [148]. Therefore, in the present study,
MCSCF was used to optimize the geometry of the singlet diradical transition state
and spin-orbit coupling constant was computed using CASSCF.
3.3 Design of Reaction Scheme
Computational quantum chemistry is highly capable of studying individual reac-
tions in thermal free-radical polymerization of acrylate monomers. It is important
that the user designs reasonable mechanisms that can adequately describe a reaction
either from polymerization literature or from fundamental organic chemistry princi-
ples. For example, when radical species are generated for initiation via decomposition
of added external peroxide initiators in thermal homo-polymerization of acrylates or
methacrylates. Reaction schemes for bond rupturing between the O-O bonds was
conceptualized. For self-initiation, mechanisms of pericyclic reactions and hydrogen
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transfer reactions need to be included in the design. Chain propagation reactions
involve addition reactions between free radicals and monomer (propagating chains).
The number of monomer units to be included is essential. Multiple types of chain
transfer and terminations reactions exist and evaluation of the literature generally
yields a set of mechanisms for initial probing. Before beginning to perform computa-
tions, it is very important to search for diverse reaction schemes available in organic
chemistry and evaluate the probability of their occurrence in thermal free-radical
polymerization of acrylates.
3.4 File Type
An input file is generally represented as “*.inp”. The *.inp file contains user-
defined information on the structure of the molecule, type of calculation to be per-
formed, method and basis set to be used, memory allocation, number of iterations
required, and coordinate in which the molecule has been represented, cartesian or
z-matrix. A preliminary structure needs to be constructed using available knowledge
of bond distance, bond angle and dihedral angle between a group of atoms manually
or with the assistance of a visualization software such as Macmolplt or Molekel. The
output file is obtained as “*.out” The *.out, *.dat, and *.irc files are obtained after
running a calculation. The output file, *.out, shows the message that the calculation
has converged and presents the accompanying structural data or indicates whether an
error has occurred and provides a possible fix. The data file, *.dat, contains informa-
tion on the electronic structure that can be utilized to perform additional calculations,
for example, the *.dat file from a Hessian calculation provides vibrational frequency
data to perform saddle point calculations. Finally, the *.irc file can arise from either
a Hessian calculation or a intrinsic reaction coordinate (IRC) calculation. The *.irc
file from a Hessian calculation consists of data on all vibrational frequency modes
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for a particular structure and that from a IRC calculation provides the geometric
coordinates of molecular structures on the intrinsic reaction coordinate path.
3.5 Types of Calculations
The quantum chemical calculations that were done in order to identify or verify
the self-initiation reaction mechanism in the present study areas follows:
1. Geometry Optimization
2. Hessian for Optimized Geometry
3. Saddle Point
4. Hessian for Saddle Point
5. Intrinsic Reaction Coordinate Calculation
6. Spin-Orbit Coupling
7. Minimum Energy Crossing Point
8. Dynamic Reaction Coordinate
3.5.1 Geometry Optimization
The occurrence of any bond forming or bond breaking reactions is due to the
involvement of a selected number of atoms. Each of these atoms will have three
degrees of freedom represented by bond distance, bond angle and dihedral angle
respectively. One of these degrees of freedom provide the most appropriate description
of path from reactant to products. Generally, based up on the design of the reaction
scheme and chemical intuition one or two of these degrees of freedom are constrained
and the rest of them are relaxed and optimized.
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By varying these values in a systematic grid pattern, a potential energy surface
(PES) can be mapped. By constraining various combinations of the degrees of free-
dom, multiple maps can be constructed to identify all possible intermediate and
product species. The PES is characterized by various points such as
• Local Minima The point on the PES that has the lowest value in a particular
region of the PES.
• Global Minima The point that has the lowest value in a the entire PES.
• Local Maxima The point on the PES that has the highest value in a region
of the PES.
• Global Maxima The point on the PES that has the highest value in the whole
PES.
The purpose of geometry optimization is to determine the minima from some initial
starting structure (educated guess). These calculations are done by computing the
first derivative of energy (known as gradient) and when the first derivative with
respect to the geometric coordinates reaches a set convergence tolerance value (close
to zero), the corresponding geometry is referred to as the stationary point. All these
calculations may not always lead us to the desired minima, it is important to learn to
direct these calculations to the desired minimum based on experience and chemical
intuition.
An input file template for geometry optimization is as shown in Figure 3.1. The two
frozen coordinates, constrained bond distances r(C6-C13) and r(C1-C14), to study
self-initiation in methyl acrylate by using density functional theory is depicted. The
optimization algorithm used is Newton-Raphson (NR), which is the default method
in GAMESS, is used. Upon convergence of the geometry, the output file will produce
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an “EQUILIBRIUM GEOMETRY”, which is the lowest energy conformation for the
particular set of values that were constrained and optimized.
Geometry optimization may fail under few situations such as (a) the calculated
gradient of the initial structure is very high that stops the calculation (b) the sta-
tionary point calculation fails to converge and (c) a bug in the cluster terminates the
job due to lack of memory with a message SIGSEV. For (a) and (b) the fixes rec-
ommended are (1) change the initial geometry and resubmit the job (2) change the
algorithm used to identify the minima and (3) preliminary testing of the stationary
point calculations. For example, by using use exetyp=check in $CONTRL function
of a GAMESS input file.
3.5.2 Hessian for Optimized Geometry
Hessian is second order derivative of energy with respect to coordinates. The
frequency modes of the stationary point geometries on PES are computed. A single
negative frequency (singlet negative force constant) corresponds to a geometry that
is a maxima and the all positive frequencies corresponds to the geometry that is
a minima. The single negative force constant represents a vibrational mode that
corresponds to a particular reaction coordinate. Geometries on the PES with more
than one negative frequencies (2 to 3N, N is the number of atoms) can also be obtained
from these calculations. These correspond to multiple maximum states that can
lead to multiple reaction coordinates, but only of them may be the desired reaction
coordinate. Therefore, these geometries can be re-optimized until a single negative
force constant is obtained. The frequency modes can be classified into, low frequency
vibrational modes ( < 200 cm−1 ), which corresponds to internal rotations and high
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Figure 3.1: Input template file for geometry optimization
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frequency modes ( > 200 cm−1 ) corresponds to normal (harmonic) vibrational modes.
The coordinates of the “EQUILIBRIUM GEOMETRY” are included in the Hessian
input file as shown in Figure 3.2. Internal rotations affect the calculated entropy and
treatment of low frequency vibrational modes is a problem that is out of the scope of
this work.
3.5.3 Saddle Point
A saddle point is the point on the PES that is a maximum in one direction and
a minimum in the other direction. Saddle point is a transition state structure that
connects two equilibrium structures. The saddle point calculation is a unconstrained
optimization and should be performed for all the stationary points on the PES that
has one negative force constant. The input geometry are given in cartesian coordinates
and Hessian information ($HESS group) from the data file of the Hessian calculation
is included in the input file. An input template file is as shown in Figure 3.3. If the
calculation proceeds normally, then the output file will denote a ”SADDLE POINT”.
This should be viewed using Macmolplt to ensure that the structure is neither a
reactant nor product. The calculation can terminate abnormally when the vibrational
mode being followed is incorrect. This suggests that the saddle point calculation has
to be carried out using another stationary point from the PES.
3.5.4 Hessian for Saddle Point
When the saddle point calculation is successful, it is important to verify whether
the saddle point has one negative force constant under unconstrained conditions.
Hessian calculations on the ”SADDLE POINT” geometry is performed and if one
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Figure 3.2: Input template file for Hessian for optimized geometry
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Figure 3.3: Input template file for saddle point calculation
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negative frequency is obtained, then it confirms it as a transition state. If all positive
or multiple imaginary frequencies are obtained, the calculated saddle point geometry
has to be neglected as there is no saddle point.
3.5.5 Intrinsic Reaction Coordinate (IRC)
The intrinsic reaction coordinate calculations are performed to confirm whether
the calculated transition state structure connects to two equilibrium structures. The
calculations are perturbed in the forward and reverse directions from the saddle point
geometry using the one negative force constant, which corresponds to the reaction
coordinate (represented by $HESS group) to be followed. An input template file for
IRC calculations is as shown in Figure 3.4. The IRC calculations determines whether
the pathway from reactants to products is concerted or non-concerted. The descent
from the transition state to the product and reactant is represented by a decreasing
gradient. The number of steps in each direction needs to be specified at the beginning
of the calculation in the input file. If the reactant and product geometries are not
achieved within the defined number of steps, the restart information given in the
output file is used to make a new input file. The calculation will proceed from the
point where it was previously terminated.
3.5.6 Spin-Orbit Coupling
Spin-orbit coupling is a phenomenon that arises due to the interaction of the
intrinsic magnetic moment of an electron with its orbital angular momentum. The
Breit-Pauli Hamiltonian [149] with one and two electron terms is used to solve the
Breit equation [150] in order calculate the spin-orbit coupling effects[148].
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Figure 3.4: Input file template for intrinsic reaction coordinate calculation
62
The Breit equation is represented as follows
(∑
i
HˆD(i) +
∑
i>j
1
rij
−
∑
i>j
Bˆij
)
Ψ = EΨ (3.18)
where HˆD(i) is the Dirac Hamiltonian and Bˆij is the Breit-Pauli Hamiltonian.
HˆD =
(
βmc2 +
3∑
k=1
αkpkc
)
(3.19)
where m is the mass of the electron, c is the speed of light, p is the momentum
operator and α, β represent Hermitian matrices whose square is equal to the identity
matrix.
The Breit-Pauli Hamiltonian for many electron system is defined as
Bˆij =
6∑
i=1
Hˆ i (3.20)
where, Hˆ1, is the spin-orbit term (one electron) and spin-other orbit term (two elec-
tron) and is represented below
Hˆ1 =
1
2m2c2
[∑
i
∑
α
Zαe
2
r3iα
Iˆiα.sˆi −
∑
i
∑
j
e2
r3ij
Iˆij(sˆi + 2sˆj)
]
(3.21)
where Lˆ and sˆ are orbital angular momentum and spin operators, Zα is the effective
nuclear charge, e is the electronic charge, α represents the nuclei and i,j refer to the
electrons. The other Hamiltonians (Hˆ2, . . . , Hˆ6) are neglected as it is out of the scope
of this work.
By using perturbation or other electron correlation methods such as CI or MCSCF,
the spin-orbit coupling Hamiltonian can be solved [137, 148]. The geometry of sin-
glet diradical transition state calculated via DFT is optimized using MCSCF/6-31G∗.
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The optimized geometry is used to estimate spin-orbit coupling constant (A). Con-
figuration Interaction with GUGA algorithm is used. The distinct row table (DRT)
information is provided from the *.dat file of the MCSCF calculation. In $TRANST,
number of active, inactive and virtual orbitals to be used is defined and OPERAT
=HSO2 is used to compute the full Pauli-Breit operator and subsequently the spin-
orbit coupling constant. A input file template can be seen in Figure 3.5.
3.5.7 Minimum Energy Crossing Point
The lowest energy structure on the 3N-7 dimensional “seam” of intersection of
singlet and triplet surface is computed. These minimum energy crossing points are
very important while studying spin-orbit coupling and are considered to be analogous
to transition states on a single surface. B3LYP/6-31G∗ is used for the calculations.
This can be very useful if the structure of the singlet and triplet are significantly
different, which was not the case in alkyl acrylates. A sample input file for this
calculation is shown in Figure 3.6.
3.5.8 Dynamic Reaction Coordinate (DRC)
This is another calculation to verify whether the calculated saddle point is a
true transition state. A sample input file for this calculated is shown in Figure
3.7. The calculation utilizes initial guess velocities, $HESS group from the Hessian
of saddle point, and computes the dynamic reaction coordinate path. Molecular
structures in femto-second time scale are obtained via this calculation. Separate files
for calculations in the forward and reverse direction from the transition state has to
be prepared.
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Figure 3.5: Input file template for spin-orbit coupling calculation
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Figure 3.6: Input file template to compute minimum energy crossing point
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Figure 3.7: Input file template to compute dynamic reaction coordinate
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3.6 Job Scheduling
A portable batch system (PBS) is used to allocate computational tasks in the
available computing resources. The PBS script can be obtained from system admin-
istrator.
3.7 Data Processing
All data obtained from the *.out, *.dat and *.irc files are processed using Bash
and sed scripts. Plots were generated using gnuplot, xmgrace and excel.
3.8 Thermo-Chemical Calculations
The zero point energy (ZPE) is defined as the residual energy associated with the
ground state and is considered to be the expectation value of the Hamiltonian of a sys-
tem. For example, the energy associated with the quantum harmonic oscillator, E =
hω
2
. The reaction barrier is the zero point energy corrected energy difference between
the transition state and reactants. ”Thermo.pl” script from http://www.cstl.nist.
gov/div838/group 06/irikura/prog/thermo.html is used to compute entropy, and
enthalpy correction of reactants and transition states from the frequencies obtained
from the Hessian of saddle point. Standard transition state theory equation for gas
phase systems is applied to calculate the activation energy, activation enthalpy, acti-
vation entropy, frequency factor and rate constants using MS-Excel.
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4. Self Initiation Mechanism in Thermal Polymerization of Methyl
Acrylate
4.1 Introduction
Acrylic resins are widely used as primary binders in coatings formulations for the
automobile industry [9]. Due to stringent environment regulations to reduce volatile
organic content (VOC) [8], resins with lower solvent content, lower average molecular
weight, and higher functionality have replaced previous formulations. A resin with
higher functionality has more dead-polymer chains that are capable of undergoing
further reactions. High-temperature (above 373 K), polymerization of acrylates had
to be used to produce low-average-molecular-weight resins in place of traditional low-
temperature polymerization [10, 20, 27]. Although trace quantities of initiators have
been reported by Chiefari et al. to be sufficient to initiate polymerization [10], thermal
initiators are fairly expensive, and residual initiators are known to cause undesirable
coloration in resins [28]. While claims have been made that spontaneous thermal
polymerization in alkyl acrylates was not possible [80], Grady et al. [17] reported
sustained, reproducible, spontaneous, thermal polymerization of alkyl acrylates in
the absence of any known extrinsic initiators at temperatures above 373 K.
It has been speculated that trace quantities of inherent hydroperoxide impurities in
the monomers may be initiating polymerization, but electronspray ionization Fourier
transform mass spectrometry (ESI-FTMS) profiles indicated the lack of such end
group structures [21, 81]. Rantow et al. [22] probed the initiation step using nu-
clear magnetic resonance spectroscopy (NMR) and macroscopic mechanistic model-
ing, but the results were inconclusive. Due to the large size of the system of interest,
density functional theory (DFT) [91] based methods are attractive alternatives to
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wave-function based quantum chemical methods [31] to predict the initiating species
and mechanism of initiation. Although DFT-based methods are not nearly as ac-
curate in predicting barriers [95] as the highest-level quantum chemical techniques
are, the efficiency of DFT permits analysis of complex multi-atom systems like the
acrylate dimers studied here. The use of modern hybrid exchange-correlation and
decent basis sets has been shown to yield reasonable agreement with experimental
values for reactions (i.e. initiation, propagation, chain transfer) occurring in free rad-
ical polymerization [31, 39]. In addition, once potential energy surfaces are explored
approximately with DFT, higher-level approaches are valuable for local analysis of
important molecular structures.
The self-initiation of styrene has been extensively studied, and the mechanisms
proposed by Flory [61] and Mayo [62] serve as important prototypes. Mayo [62]
proposed that two molecules of styrene undergo a [4+2] cycloaddition reaction to
form a Diels-Alder intermediate which is often denoted as AH because it can lose a
hydrogen to a third monomer to produce a pair of monoradicals that initiate poly-
merization. According to the Flory [61] mechanism, two monomers undergo [2+2]
cycloaddition reaction to form a cyclobutane dimer (CBD), and this ring can open to
form a diradical (.M.2s), which can abstract a hydrogen atom from a third monomer
to form monoradicals that initiate polymerization. Khuong et al. [66] pointed out
that self-initiation could possess aspects of both the Flory and Mayo mechanisms.
They proposed a stepwise diradical mechanism in place of a concerted pathway for
formation of AH, which can then undergo hydrogen transfer to initiate polymeriza-
tion. Numerous experimental studies [63–65] have validated Mayo’s mechanism by
detecting the presence of Diels-Alder (AH) intermediate in thermal polymerization
of styrene. DFT calculations using B3LYP/6-31G∗ and BPW91/6-31G∗ levels of the-
ory confirmed AH to be the key intermediate in styrene polymerization and hydrogen
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transfer from AH as the monoradical generating reaction [66]. Pryor and Lasswell [67]
suggested that Florys mechanism can be extended to various monomers, e.g., MMA,
with a (.M.2t) triplet diradical species initiating polymerization for monomers other
than styrene. It has become clear that the insights from styrene do not necessarily
apply to acrylates or methacrylates. Stickler and Meyerhoff [69] agreed, suggest-
ing that Mayo’s mechanism does not lead to spontaneous polymerization of MMA,
because the AH intermediate is incapable of undergoing homolysis and generating
monoradicals. They also reported that the activation energy for dimer formation via
a Flory-type (.M.2s; 146 kJ mol
−1) was comparable with that of the initiation step.
This supported the conclusion that diradicals probably initiate polymerization, but
no concrete evidence of whether it was in singlet or triplet state was reported.
Salem and Rowland [105] proposed that the bi-functional behavior of diradicals
allows free mixing of closely lying singlet and triplet states, which under favorable
conditions can produce radiation-less crossover from singlet to triplet (S0 to T1). This
process is known as intersystem crossing and the most common mechanism through
which it can occur is known as spin-orbit coupling (SOC). Previous studies [151]
on hydrocarbon diradicals and oxygen-containing diradicals have shown that SOC
effectively describes the mixing of singlet and triplet states, so SOC is the main
mechanism that governs intersystem crossing. Significant intersystem crossing can
be facilitated by a dense continuum of vibrational states, as found in relatively large
molecules such as benzene [111, 152]. Smaller diradicals can undergo intersystem
crossing via collision with solvent or inert gases [112, 113]. The singlet-triplet en-
ergy difference in homo-symmetric diradicals such as ethylene has been shown to be
generally small (35.6 kJ mol−1) in comparison to hetero-symmetric diradicals such as
methylene (129.7 kJ mol−1) [153, 154].
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Solution-phase free radical polymerization can be affected by solvent molecules in
various ways that can lead to significant difference in the calculated and experimental
rate constants [42]. Due to its high dielectric constant, a polar solvent can stabilize
transition state structures and reduce reaction barriers. Solvents can affect reactions
viz. propagation, chain transfer via specific interactions such as hydrogen bonding
or complex formation and via bulk diffusion effects. In addition, the solvent affects
the calculated entropy of activation and consequently rate constants of bimolecular
reactions. The effect of polar interactions can be treated with continuum models
[155]. However, these models fail to account for entropy differences or the effect of
direct solvent interactions. Quantum modeling of solutes and solvent molecules has
been reported to be computationally infeasible in polymerization systems [156]. No
simplified model currently exists to reduce the difference between gas and solution
phase rate constants. Calculations using a continuum model to study solvent ef-
fects on propagation in free radical polymerization of acrylic acid have shown that
introduction of the toluene solvent field into the calculations had little effect on the
activation energy and transition state structures estimated via gas-phase simulations
[157]. Furthermore, experiments using xylene and other inert solvents show no effect
on the initiation reaction in spontaneous thermal polymerization of MA [17]. There-
fore, in this study, gas-phase calculations are performed, and the rigid rotor harmonic
oscillator approximation (RRHO) was used to calculate thermodynamics and kinetics
of the reactions.
The use of the RRHO approximation to calculate molecular partition functions can
introduce errors due to its inability to treat low-frequency vibrational modes [114].
However, for high frequency modes (ν = 200 cm−1), internal rotation has a negligible
contribution to the partition function at room temperature, so that the error due to
application of the RRHO approximation is insignificant [42]. Extensive studies [118]
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have shown the importance of accurate treatment of internal rotation that can lead
to reducing the difference between theoretical predictions and observed experimental
values. However, these calculations can be time-consuming and difficult to apply to
large molecules due to the complicated nature of the Hamiltonian. As the methyl
acrylate dimer system is relatively large, it was foreseen to be computationally in-
tensive and internal rotation treatment of low vibrational modes was intentionally
neglected. In many cases, coupled motions in large molecules similar to MA dimer
tend to be significant and rigorous treatment of such systems, with generally used,
one dimensional hindered rotor models has been reported to introduce more errors in
comparison to RRHO treatment [42]. These important considerations led to neglect-
ing internal rotation treatment of low vibrational modes.
In this chapter, DFT is used to explore the Flory and Mayo mechanisms of self-
initiation for methyl acrylate Figure 4.1. The formation of key intermediates on the
singlet and triplet surfaces is studied. Energy map of the singlet surface is con-
structed to describe the pathways for the formation of the DA intermediate and DCD
using B3LYP/6-31G* [91, 142, 143]. Validation of the transition states is performed
with different levels of theory. The triplet energy surface is calculated. Spin-Orbit
coupling constants [151] for singlet-triplet crossover is estimated using MCSCF/6-
31G∗. Monoradical generation via hydrogen transfer from DA and triplet diradical is
studied. Energy barriers for the dimer and monoradical formation are calculated.
4.2 Computational Methods
All theoretical calculations in this work were performed using GAMESS [122].
DFT calculations on the singlet and triplet surfaces were performed using restricted
open shell and unrestricted wave functions respectively. B3LYP/6-31G∗ was chosen as
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Figure 4.1: Flory and Mayo mechanisms of self-initiation for methyl acrylate
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the level of theory to construct the potential energy surface profiles and estimate tran-
sition states due its successful use in the study of free radical polymerization of alkenes
and self-initiation of styrene [31, 39, 66]. In addition, benchmark studies were per-
formed to calculate the energy barrier for cyclobutane formation from ethylene. Re-
sults were comparable to experimental and other theoretical predictions [158–161]. No
DFT study has been conducted for self-initiation in MMA or any alkyl acrylate. The
molecular geometries of reactants, products, and transition states were optimized on
the singlet and triplet surfaces. Vibrational frequency calculations were performed to
characterize reactants and transition states. Intrinsic reaction coordinate calculations
were performed in the forward and reverse direction to determine minimum-energy
pathways. Assessment of the transition states and energy barriers were performed
with various basis sets and with DFT and MP2: B3LYP/6-31G∗∗, B3LYP/6-311G∗,
B3LYP/6-31G(2df,p), MP2/6-31∗, MP2/6-31G∗∗ and MP2/6-311G∗. Spin-Orbit cou-
pling calculations were carried out using MCSCF/6-31G∗. Reported energies (relative
to the energy of the reactant) were calculated using a rigid rotor harmonic oscillator
approximation (RRHO) [162]. Scaling factors to calculate activation entropy, tem-
perature correction and zero point vibrational energy in different level of theory were
taken from the National Institute of Standards and Technology (NIST) scientific and
technical database [163]. Rate constants were calculated using transition state theory
[87], and Wigner tunneling correction [164] was used. All calculations were performed
in gas phase [31, 39, 66].
4.3 Exploratory Computations for Methyl Acrylate
4.3.1 Singlet Energy Surface
In order to gain a good understanding of the singlet energy surface in self-initiation
of methyl acrylate, we calculated potential energy levels. The contour plot was con-
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structed by constraining reaction coordinates, (i) internuclear distance C6-C13 and
(ii) the dihedral angle of atoms C1-C6-C13-C14 between 1.45 A˚ < r(C6-C13) < 1.9
A˚ and 0o < φ(C1−C6−C13−C14) < 120o, as shown in Figure 4.2 using B3LYP/6-
31Go. Multiple peaks and valleys representing saddle points and minimums on the
reactions pathways are observed. The entrance to the energy surface is at 1.9 A˚ and
exit at 1.48 A˚. There are 54 contour lines, which have been plotted at intervals of
5 kJ/mol. The labels on the plot indicate the energy on the particular contour line.
The contours decrease in energy from the top to the bottom of the map. Highest
number of lower energy structures is found closer to the exit point. Because the re-
action, which involves the formation of a single bond between C6-C13, energy uphill
is observed close to the entrance. It is intuitive to consider that the formation of a
stable product such as DCD is facilitated, if the entering molecules are between 0-15o.
However, the higher energy contour lines at these dihedral between 1.9 and 1.85 A˚
confirm the absence of such a pathway. One can observe a more conducive lower en-
ergy path to exist between 60-75o. At angles greater than 75o, the contours increase
in energy and become sparse. Thus, on the singlet potential energy surface of methyl
acrylate, the two approaching molecules will most likely be in a conformation, which
has the dihedral angle of atoms C1-C6-C13-C14 between 60-75o. The transition state
on the singlet surface for this path was located at 1.767 A˚ and 66.74o. The frequency
and energy barrier of the transition structure was found to be 356.6i cm−1 and 116 kJ
mol−1, respectively. The single bond formation was found to occur near 1.65 A˚, and
at this stationary point, DA intermediate structures were found for dihedral between
0-75o and diradical structures of higher energy (ca. above 150 kJ mol−1) between
90-120o. The possibility of a diradical intermediate on the singlet surface was inves-
tigated by performing saddle point calculations on the higher energy structures. It
was found that these geometries dissociated to return to more stable reactant states
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and no diradical transition state was observed. This indicates that DA intermediate
may be highly favored. DCD formation may be restricted to dihedral between 0-15o,
but only between 1.48 and 1.6 A˚. Diradical structures occur more often at geometries
dihedral greater than 90o. DCD formation seems highly unlikely in comparison to
DA intermediate formation. In thermal polymerization of styrene, the formation of
DA intermediate by ring closure is recognized to be a competing mechanism to the
formation of DCD on the singlet surface and is considered to be highly preferred
[66]. In the present case, we observe numerous energy contours of DA intermediate
surrounding low energy contours of DCD, which indicates that the mechanism for
the formation of DCD is only possible by rearrangement of DA intermediate. Thus,
the only possible route for formation of DCD seems to be via diradical intermediate,
as in the thermal polymerization of styrene [66]. But, no transition state for DCD
formation was found on the singlet energy surface. We decided to study an alternate
set of reaction coordinates in order to identify the transition state geometry for DCD
formation, which will be presented in the next section.
4.3.2 Triplet Energy Surface
Figure 4.3 depicts the triplet energy surface plot for diradical formation in methyl
acrylate calculated using B3LYP/6-31G∗. The energy contour intervals are 1 kJ
mol−1. The labels indicate the energy of the contour line. The entrance and exit
are at 1.85 A˚ and 1.48 A˚, respectively. The highest energy contours are at the
extreme values of C6-C13 and C1-C6-C13-C14. Because the ground state of methyl
acrylate is singlet, no low energy uphill contours are at the entrance. The contours
are continuously converging towards a lower energy point, which was found to be a
diradical structure. No DA and DCD species was found on the triplet energy surface.
No lower energy structures were found at the exit point, as in the case of the singlet
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Figure 4.2: Singlet potential energy surface. φ(C1-C6-C13-C14) vs. r(C6-C13)
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surface. In converse, contour with the highest energy 142 kJ/mol was observed at 1.48
and 0o. Another set of high energy contours were found at 1.48 A˚ and 0o. The 3D
plot of the triplet energy shown in Figure 4.3 indicates the presence of a lower energy
potential well close to 1.56 and 60o. The lowest energy triplet diradical intermediate
was found at 1.567 A˚, - 62.14o with a low frequency of 67i cm−1, as shown in Figure
4.3.
The low frequency mode of the intermediate indicates the possibility of internal
rotations. In order to determine the type of internal rotation qualitatively, hindered
or free rotor, rotational potential of C1-C6-C13-C14 in the diradical intermediate
was calculated between 0-360o. The resulting energy profile is shown in Figure 4.4,
which depicts analogous hindered rotation. The various conformations identified were
gauche, cis and trans, as shown in Figure 8. Cis (F=180o) conformation is nearly
5 kJ mol−1 lower in energy to gauche (F=60o) conformation. We believe that for
steric reasons, gauche conformation may be most favored. In order to determine the
crossover from singlet to triplet state, spin-orbit coupling calculations are required,
which was carried and is shown later in this chapter.
4.3.3 Monoradicals
Different mechanisms of monoradical generation were tried using the DA prod-
uct and singlet diradical species obtained via constraining (C6-C13) and (C1-C14)
reaction coordinates. We studied (a) hydrogen transfer from DA to third monomer
by fixing r(C25-H5) vs. r(C1-H5) (Figure 4.5), (b) hydrogen abstraction from third
monomer by DA constraining r(C26-H25) and r(H25-C1) (Figure 4.6), (c) hydro-
gen abstraction from third monomer by DA constraining r(C26-H25) and r(H25-C2)
(Figure 4.7), (d) hydrogen transfer from DA to third monomer between r(C6-H7)
and r(H7-C25) (Figure 4.8), (e) hydrogen abstraction by oxygen atom (O25) on third
79
monomer from DA, r(O25-H18) vs. r(H18-C14) (Figure 4.9) and (f) hydrogen trans-
fer from DA to third monomer - molecular assisted homolysis mechanism, r(C25-H18)
vs. r(H18-C14) (Figure 4.10). Saddle point calculations of optimized geometry with
one negative frequency in each of these combinations did not yield a stable transition
state; formation of reactants was observed. We suggest that is due to the structural
inability of the methyl acrylate DA product to aromatize to form stable monoradi-
cals via hydrogen transfer or abstraction. This is in agreement with previous studies
of spontaneous thermal polymerization of MMA [67, 70, 71]. Thus, conclusion was
drawn that DA product may not be involved in monoradical formation on the singlet
surface.
We explored monoradical formation via hydrogen transfer from a doublet DA
species. The hydrogen transfer reaction was explored between r(C6-H7) and r(H7-
C25) and a transition state geometry was found (Figure 4.11). However, as formation
of doublet species generally occurs on induction with γ irradiation and not on thermal
excitation. No further study was pursued to calculate the reaction path.
Hydrogen transfer from the singlet diradical species to the third monomer, r(C6-
H7) and r(H7-C25) (Figure 4.12), and hydrogen abstraction from the singlet diradical,
r(C14-H25) and r(H25-C26) (Figure 4.13). It was found on geometry optimization
that the diradical species, in both the mechanisms, undergoes ring closure. This
shows the high tendency of the singlet diradical to undergo ring closure than transfer
or abstraction reactions. This agrees with previous reports on spontaneous thermal
polymerization of styrene and other monomers [67].
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Figure 4.3: Triplet potential energy surface. φ(C1-C6-C13-C14) vs. r(C6-C13)
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Figure 4.4: Internal rotation of triplet diradical species. Energy vs. φ(C1-C6-C13-
C14)
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Figure 4.5: Hydrogen transfer from DA to third monomer, r(C25-H5) and r(C1-H5)
are fixed.
83
Figure 4.6: Hydrogen abstraction by DA from third monomer, r(C26-H25) and r(H25-
C1) are fixed.
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Figure 4.7: Hydrogen abstraction by DA from third monomer, r(C26-H25) and r(H25-
C2) are fixed.
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Figure 4.8: Hydrogen transfer from DA to third monomer, r(C6-H7) and r(H7-C25)
are fixed.
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Figure 4.9: Hydrogen abstraction by oxygen on DA from third monomer, r(O25-H18)
and r(H18-C14) are fixed.
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Figure 4.10: Molecular assisted homolysis, r(C25-H18) and r(H18-C14) are fixed.
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Figure 4.11: Hydrogen transfer from doublet DA, r(C6-H7) and r(H7-C25) are fixed.
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Figure 4.12: Hydrogen transfer from singlet diradical to third monomer, r(C6-H7)
and r(H7-C25) are fixed.
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Figure 4.13: Hydrogen abstraction by singlet diradical from third monomer, r(C14-
H25) and r(H25-C26) are fixed.
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4.3.4 Gaussian-n Theory
In order to obtain accurate thermochemistry, calculations using Gaussian-n (n=1,2,3,4)
[100–104] composite theory are to be performed. A series of steps using various level
of theory are used to estimate thermochemical values that very close to experimental
values. We applied this method upon the transition state geometries for DA and
DCD formation obtained using B3LYP/6-31G∗. The series of steps involved in this
method are as follows:
1. Geometry optimization using B3LYP/6-31G(2df,p) using restricted open shell
wavefunction was carried out for the transition state geometries of DA and DCD
2. Hessian of the optimized geometries and scaling factor of 0.9854 was used while
computing zero point vibrational energy (ZPVE)
3. The Hartree Fock (HF) limit is computed solving the following equation:
EHF/aug−cc−pV nZ = EHF/limit +Bexp(−αn)
aug-cc-pVnZ are known as Dunning basis sets. The geometries are optimized
using HF with n=4 (aug-cc-pVQZ) and n=5 (aug-cc-pV5Z) basis sets respec-
tively. The two linear equations that from the above equation is then solved
to obtain EHF/limit. The large size of the basis set caused problems in compu-
tation and did not allow the jobs to terminate normally. This was mainly due
to memory problems on the node. Extensive attempts increasing the allocated
memory for these calculations were taken, but were unsuccessful. We suggest
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that a viable option would be to modifying basis sets in accordance to [104], it
may be possible that the calculations will complete normally.
4. A series of single point correlation energy calculations was carried out as follows:
• Correction for diffuse functions
∆E(+) = E[MP4/6− 31 +G(d)]− E[MP4/6− 31G(d)]
• Correction for higher polarizable functions
∆E(2df, p) = E[MP4/6− 31(2df, p)]− E[MP4/6− 31G(d)]
• Correction for correlation using coupled cluster (CC) calculations
∆E(CC) = E[CCSD(T )/6− 31(d)]− E[MP4/6− 31G(d)]
• Correction for large basis set effects.
∆E(G3LargeXP ) = E[MP2(full)/G3LargeXP )]−
E[MP2/6− 31G(2df, p)]− E[MP2/6− 31 +G(d)]
+E[MP2/6− 31G(d)]
where, (G3LargeXP) is (3df,p). The MP4 function was unavailable in GAMESS
for use; though Gaussian03 has this function, the software was not accessible.
So, MP4 calculations were not done. CC calculations using GAMESS was done,
but failed to converge. A single processor was used to perform these calcula-
tions and the computational time was enormous ( ∼ 600 cpu hours). It is rec-
ommended that Gaussian03 that allows parallel computing for the CC method
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should be tried in the future to carry out these calculations. Calculations using
MP2(full)/G3LargeXP failed to converge due to large size of the satem. the
remaining energies were computed.
5. The combined energy:
E(combined) = E[MP4/6− 31G(d)] + ∆E(+) + ∆E(2df, p) + ∆E(CC)
+∆E(G3LargeXP ) + ∆E(HF ) + ∆E(SO)
∆E(SO) infers to spin-orbit correction, which can be obtained from experiments
or accurate theoretical values. For MA, no experimental or theoretical values
of spin-orbit correction exists. So, as a reasonable approximation, spin-orbit
correction value of from another system of nearly similar size was decided to be
used.
6. Higher level energy correction (HLC) It is a semi-empirical correction factor
that is obtained after parameterization of -A1nβ - B(nα - nβ). The value of E
was determined by minimization of the root mean square deviation of nearly
13 species and the value of E(HLC) for G4 theory was computed to be 2.745
mhartree [104]. This was used in the following equation:
Ee(G4) = E(combined) + E(HLC)
7. Total energy at 0 K is obtained by
E0(G4) = Ee(G4) + E(ZPV E)
The energy E0 is known as ”G4 energy”. Overall it was identified that using
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G4 theory for a large molecule such as MA had computational difficulties. We
believed that these problems will augment in larger size acrylates, hence, this
method was not applied upon ethyl and n-butyl acrylate. Future studies in this
direction can be carried out, if the motivation is solely to improve the accuracy
of the thermochemical predictions extensively.
4.4 Final Results and Discussion
4.4.1 Singlet Energy Surface
The singlet potential energy surface profile was constructed by constraining two
internuclear distances, 1.45 A˚ ≤ r(C6-C13) ≤ 2.4 A˚ and 1.6 A˚ ≤ r(C1-C14) ≤ 3.4
A˚ as shown in Figure 4.15. The numbers inserted in the plot point to the potential
energies of the some of the key chemical structures drawn below the plot. Multiple
peaks and valleys representing saddle points and minima on the reaction pathways
were verified by calculating Hessian matrices. All minima have positive eigenvalues,
and all saddle points have one negative eigenvalue.
4.4.2 Diels-Alder Intermediate Formation
Thermal cyclo-addition [4+2] reaction was studied between the conjugated diene
C6=C1-C2=O3 of one methyl acrylate monomer and the dienophile C13=C14 of a
second. Concerted reaction pathways were found that agreed with orbital symmetry
rules [107]. The exo, 2, and endo, 3, transition states were identified (Figure 4.16),
and the energy of the endo transition state was predicted to be 2.1 kJ mol −1 higher
than exo transition state. This energy difference is so small that both products can
be produced concurrently. However, the formation of one product over another may
depend upon steric interactions and electrostatic repulsions between the parts of DA
adduct. Meta orientation DA dimers (Figure 4.14) were obtained as the final products
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from the calculations and negligible difference (< 1 kJ/mol) in energies exists between
the meta and para orientation DA adducts. This suggests that initial orientation of
the reactants can influence which product is formed.
The geometry of the exo transition state, 2, is r(C6-C13)=1.767 A˚ r(C1 O3)=2.21 A˚
and φ(C1 C6-C13-C14) = -66.2o and the endo transition state, 3, is r(C6-C13)=1.773
A˚ r(C1 O3)=2.24 A˚ and φ(C1-C6-C13-C14) =62.9o. The single imaginary frequency
calculated for the exo and endo transition states are 356.6i cm−1 and 360.1i cm−1,
respectively. No internal rotation treatment was performed for low frequency modes
that exist in the transition state geometries. The energy barrier for the formation
of the exo product, 4, is 117.1 kJ mol−1 (zero point energy corrected) above that
of the reactant, which is 2.1 kJ mol−1 higher than that of the endo product, 5.
In the reaction, one of these products (4 or 5) (Figure 4.17) will be preferred as
a thermodynamic product and the other as a kinetic product. The lowest energy
product is the thermodynamic product, which is found by comparing the molecular
energies of the exo and endo products, respectively. The energy of endo DA, 5, is
higher than the exo DA, 4, by 2.9 kJ mol−1. Therefore, the exo product is the
thermodynamic product. The kinetic product is identified by comparing energies of
the endo and exo DA transition states; the endo transition state has a lower energy
and is the kinetic product. The kinetic product is favored when the temperature of the
reaction is insufficient to overcome the energy barrier and the thermodynamic product
is favored at high enough temperatures when sufficient energy is available to overcome
the barrier. In spontaneous high-temperature polymerization of methyl acrylate, the
formation of exo DA is predicted to be significant. Results from intrinsic reaction
coordinate (IRC) calculations from transition state, 2, in the forward and reverse
directions are shown in Figure 4.20. In each direction, 250 points were calculated.
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We modeled the exo transition state, 2, with different basis sets and with DFT and
MP2, as shown in Table 4.1. Calculations show that B3LYP and MP2 yield transition
state geometries and energy barriers that are significantly different, as given in Table
4.1. B3LYP/6-31G (2df, p), was selected because it has been shown to be a reliable
level of theory in G3 [46, 47] and G4 [48] to calculate geometries and transition states.
In order to obtain an accurate thermo-chemical estimate for the reactions under
study, calculations were performed using G4 theory. We encountered computational
difficulties while using higher levels of theory, e. g. coupled cluster or MP4 methods
with large basis set, due to the large size of the methyl acrylate system. In view of
these, we believe that the true value of activation energy, enthalpy, frequency factor
and rate constant for DA formation lies within the range of values shown in Table 4.1
and these values serve as a reasonable a priori prediction for experimental verification.
4.4.3 Dimethyl Cyclobutane-1,2-Dicarboxylate (DCD) Formation
We found a non-concerted [2+2] thermal cycloaddition reaction to occur between
C1=C6 and C13=C14 atoms to form DCD. Figure 4.18 shows that the formation of
DCD is via a singlet gauche conformation diradical transition state (6). The exten-
sive flat region on the singlet surface (7) suggests that the system (diradical) may
be induced to spend a longer time exploring the surface before ring closure. The
geometry of the calculated diradical transition state 6 is: r(C6-C13) = 1.597 A˚ r(C1-
C14) = 2.788 A˚ and φ(C1-C6-C13-C14) = 57.6o. Figure 4.20 depicts the reaction
pathway for the formation of DCD, 8, from 6 (Figure 4.19). The flat region on the
singlet surface can act like an intermediate, as reported by Hoffmann et al.[165] for
the tetramethylene diradical who termed this geometry a twixtyl. It is fundamentally
similar to the stereorandom one step diradical decay process proposed by Dervan et
al. [166] in diazene-derived tetramethylene, but is different from the two indepen-
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Table 4.1: Bond length in A˚, activation energy (Ea), enthalpy (∆H298), free energy
(∆G298) in kJ mol
−1, frequency factor (A) and rate constant (kDA) in M−1s−1 at 298
K using different level of theory. The reported energies are zero point vibrational
energy (ZPVE) corrected.
level of
theory
r(C14-
O3)
r(C6-
C13)
Ea ∆H298 ∆G298 ln(A) kDA
B3LYP/6-
31G∗
2.243 1.773 123.37 118.41 177.80 10.67 1.04 E -17
B3LYP/6-
31G∗∗
2.236 1.772 125.63 120.67 176.99 11.91 1.44 E -17
B3LYP/6-
311G∗
2.218 1.758 135.62 130.66 187.98 11.5 1.71 E -19
B3LYP/6-
31G(2df,
p)
2.199 1.767 132.97 128.01 184.73 11.74 6.38 E -19
MP2/6-
31G∗
2.009 1.665 93.9 89 152.34 9.07 3.01 E -13
MP2/6-
31G∗∗
2.009 1.665 91.96 87 150.37 9.25 6.69 E -13
MP2/6-
311G∗
1.992 1.677 109.35 104.39 167.28 9.06 7.27 E-13
98
dent stereorandom steps model of Doubleday Jr. [167, 168] for cyclobutane-derived
tetramethylene. We found that the transformation from the methyl acrylate reac-
tants to DCD is highly stereospecific, which is in good agreement with the rules of
Woodward-Hoffman for electrocyclic reactions [107]. DCD, 8, is of cis orientation,
φ(C15-C14-C1-C2) = 0o and is produced from, 6, with the same stereochemistry
(Figure 4.14). Furthermore, the trans diradical that is required to produce trans
DCD, φ(C15-C14-C1-C2) = 180o, can be produced by internal rotation of, 6. The
diradical, 6, is formed stereospecifically and then is scrambled via internal rotation to
form trans diradical (Figure 4.14). The scrambling stops with the formation of trans
DCD and the stereochemistry from the trans diradical is transferred intact to the
product. This suggests that the stereorandomness in methyl acrylate is built after
formation of diradical via internal rotation. The diradical, 6, in one step decays to
yield DCD, which agrees with the model of Dervar et al. [166]. The two step stere-
orandom model [167, 168], involves shared transition states, and stereorandomness
is built into the formation and decay of diradical. The absence of this model in our
calculations can be attributed to the generalized notion that the stereochemistry of
the forming diradical is dependent on the precursor (methyl acrylate) and as dynam-
ical treatment is required to predict the two step model [168]. Experiments have
not shown DCD formation in spontaneous thermal polymerization of methyl acrylate
[17]. High monomer conversion (≈ 80 %) indicates the preference to form polymers
in comparison to dimers. It may be possible that trace concentrations of DCD do
form as in spontaneous polymerization of MMA [71], but have been unmeasured. It
is highly probable that the singlet diradical undergoes intersystem crossing to form
triplet diradical, which can act as an intermediate for generating initiating mono-
radical species [71, 74]. The transition state and energy barriers obtained from the
B3LYP/6-31G∗ were compared with those calculated using other levels of theory, as
99
Table 4.2: Bond length in A˚, activation energy (Ea), enthalpy (∆H298), free energy
(∆G298) in kJ mol
−1, frequency factor (A) and rate constant (kDCD) in M−1s−1 at
298 K using different level of theory. The reported energies are zero point vibrational
energy (ZPVE) corrected.
level of
theory
r(C14-
O3)
r(C6-
c13)
Ea ∆H298 ∆G298 ln(A) kDCD
B3LYP/6-
31G∗
2.788 1.597 191.15 186.20 242.98 11.72 3.93 E -29
B3LYP/6-
31G∗∗
2.783 1.597 191.08 186.12 241.64 12.23 6.80 E -29
B3LYP/6-
311G∗
2.779 1.593 199.08 194.12 248.94 12.51 3.58 E -30
B3LYP/6-
31G(2df,
p)
2.740 1.596 223.18 218.22 269.46 13.95 9.12 E -34
MP2/6-
31G∗
2.816 1.554 145.27 140.32 197.10 11.71 4.33 E -21
MP2/6-
31G∗∗
2.821 1.554 148.43 143.48 200.14 11.76 1.27 E -21
MP2/6-
311G∗
2.808 1.560 145.98 141.02 198.23 11.55 2.75 E-21
given in Table 4.2. We found MP2 to show lower barriers and no significant difference
in the bond lengths of the predicted geometries in comparison to B3LYP.
4.4.4 Triplet Energy Surface and Spin-Orbit Coupling
The energy contour map of the triplet surface is shown in Figure 4.21. The triplet
and singlet surfaces are dramatically different. We found a diradical intermediate,(9)
with a bond between r(C6-C13) = 1.552 A˚ no real bond between r(C1-C14) = 3.021
A˚, and a dihedral φ(C1-C6-C13-C14) = 62.2o, as shown in Figure 4.21. All frequencies
were positive, confirming that this structure is a local minimum. The energy of the
triplet diradical intermediate is 113 kJ mol−1 above that of the reactant (zero point
energy corrected). We found that there is a strong structural similarity between
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Figure 4.14: Meta and Para DA and stereorandom one-step diradical mechanism
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Figure 4.15: Contour map of the singlet potential energy surface r(C1-C14) vs. r(C6-
C13). All energies are relative to that of the reactant in kJ mol−1, 1:methyl acrylate
monomers
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Figure 4.16: 2:exo transition state (TSexo), 3:endo transition state (TSendo)
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Figure 4.17: 4:exo product (DAexo), 5:endo product (DAendo)
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Figure 4.18: 6: singlet diradical transition state, 7: diradical on flat region of singlet
surface (.M.2s)
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Figure 4.19: 8: dimethyl cyclobutane -1,2-dicarboxylate (DCD)
the singlet gauche diradical transition state, 6 r(C6-C13)=1.597 A˚, φ(C1 C6 C13-
C14)=57.6 o) and the triplet diradical intermediate,9 (r(C6-C13) = 1.552 A˚, φ(C1-
C6-C13-C14)=62.2o). The difference in bond lengths and angles are 0.045 and =5o,
respectively. We estimated the spin-orbit coupling constant using MCSCF (6,6)/6
31G∗ for the singlet-triplet crossover to be A=1.94 cm−1. The energy difference be-
tween the ground-state singlet diradical and the lowest-energy triplet level (∆ES−T ) is
78 kJ mol−1, which is comparable to ∆ES−T = 70 kJ mol−1 predicted using B3LYP/6-
31G∗. According to Salem and Rowland [105], even if a vibronic degeneracy exists
between the singlet and triplet diradical, a large density of states in the reaction man-
ifold is required for intersystem crossing. Methyl acrylate is a fairly large molecule,
and the diradical has ionic character in the singlet state (=2.91 D), and both are fa-
vorable conditions for intersystem crossing. Such solvent induced intersystem crossing
that can lead to formation of triplet diradical initiating species has been shown to
occur in spontaneous thermal polymerization of MMA with halogenated solvents at
high temperatures [74]. It is speculated that the high temperatures (above ca. 120
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Figure 4.20: Intrinsic reaction coordinate to DA and DCD dimer formation in methyl
acrylate. The flat potential energy surface has diradical structure. The energy is
relative to that of the reactant
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oC) at which spontaneous thermal initiation in methyl acrylate polymerization has
been reported [17, 21, 22], may induce sufficient collisions between the diradical and
solvent to ensure the occurrence of the intersystem crossing.
4.4.5 Monoradical Generation
Monoradical formation in thermal polymerization of styrene has been proposed
to occur through the molecular-assisted homolysis mechanism [16-20], which involves
hydrogen transfer from the Diels-Alder intermediate to a third monomer to generate
two monoradicals. We tested this mechanism by performing a hydrogen transfer
reaction from the DA intermediate using B3LYP/6-31G* on the singlet surface. The
r(C1-H5) and r(H5-C25) bond lengths were constrained such that 1.19 A˚ ≤ r(C1-
H5) ≤ 1.59 A˚ and 1.19 A˚ ≤ r(H5-C25) ≤ 1.59 A˚ during geometry optimization. We
found no hydrogen transfer from the DA intermediate to generate monoradicals. The
Diels-Alder intermediate formed in styrene after hydrogen cleavage has been shown to
aromatize in order to stabilize the monoradical [66], but this was found to be absent
in the methyl acrylate DA. Since MA has an oxygen heteroatom, we tested hydrogen
abstraction from the monomer by oxygen by constraining bond lengths, r(C1-H5) and
r(H5-O25); the pathway showed high-energy monoradicals and almost no barrier to
back reaction, so that hydrogen transfer would not occur. We conclude that hydrogen
transfer from DA in methyl acrylate polymerization is not possible for monoradical
generation to initiate polymerization, which supports a similar finding of Stickler and
Meyerhoff [71] in thermal polymerization of MMA.
We found that the singlet diradical undergoes ring closure before hydrogen trans-
fer, which suggests that monoradical generation from the triplet may be the most
favorable path. Hydrogen transfer from .M.2t to a third monomer was studied using
B3LYP/6-31G∗ by constraining r(C6-H7) and r(H7-C25) such that 1.19 A˚ ≤ r(C6-
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Figure 4.21: Contour map of the triplet potential energy surface. 10: triplet diradical
intermediate (.M2t)
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H7) ≤ 1.59 A˚ and 1.19 A˚ ≤ r r(H7 C25) ≤ 1.59 A˚ Hydrogen abstraction by .M.2t
from a third monomer was studied constraining 1.19 A˚ ≤ r(C26-H25) ≤ 1.59 A˚ and
1.19A˚ ≤ r(H25-C14) ≤ 1.59 A˚ (Figure 4.22). Transition state geometries for hydro-
gen transfer, 10, and abstraction, 11, as shown in (Figure 4.23), are r(C25 H7)=1.39
A˚ and r(C6-H7)=1.40 A˚ and r(C26-H25)=1.48 A˚ and r(C14-H25)=1.25 A˚ respec-
tively . It can be seen from Table 4.3 that the hydrogen transfer reaction has lower
activation energy (Ea) than hydrogen abstraction reaction by approximately 15 kJ
mol−1. Wigner tunneling correction [164] model was applied to calculate rate con-
stants of transfer and abstraction reactions. If better agreement with experiments
is necessary, sophisticated methods such as small curvature approximation can be
used [169]. Higher rate constants for hydrogen transfer to monomer further suggest
that it may be favored over hydrogen abstraction from monomer. We rationalize that
higher activation energy of abstraction reaction is a consequence of the lesser ability
of methine (CH) to release the hydrogen atom in comparison to methylene (CH2). It
can be seen from Figure 4.22 that the loss of hydrogen atom from the methine group
generates a radical species that is structurally unstable that may be incapable of ini-
tiating polymerization. These suggest that monoradical generation in self initiation
of methyl acrylate occurs via hydrogen transfer from .M .2t to monomer.
Figure 4.22: Hydrogen transfer and abstraction reactions via triplet diradical
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Table 4.3: Activation energy (Ea), enthalpy (∆H298), free energy (∆G298) in kJ mol
−1,
frequency factor (A) and rate constant for monoradical formation via (a) hydrogen
abstraction by .M.2t from MA (kHA) (b) hydrogen transfer from
.M.2t to MA (kHT )
in M−1s−1 using B3LYP / 6-31G∗. The reported energies are zero point vibrational
energy (ZPVE) corrected.
T(K) Ea ∆H298 ∆G298 ln(A) k without
tunneling
Wigner
Correction
k with tun-
neling
298a 2.788 1.597 191.15 186.20 242.98 11.72 3.93 E -29
373a 2.783 1.597 191.08 186.12 241.64 12.23 6.80 E -29
413 a 2.779 1.593 199.08 194.12 248.94 12.51 3.58 E -30
298b 2.740 1.596 223.18 218.22 269.46 13.95 9.12 E -34
373b 2.816 1.554 145.27 140.32 197.10 11.71 4.33 E -21
413b 2.821 1.554 148.43 143.48 200.14 11.76 1.27 E -21
4.5 Conclusions
The self-initiating mechanisms of Flory and Mayo were extensively examined to
understand spontaneous thermal initiation in high-temperature polymerization of
methyl acrylate using B3LYP/6-31G∗. Pathways for endo and exo DA were found.
The transition state for the endo DA was observed to be slightly (2.1 kJ mol−1) lower
than that of the exo DA. The non-concerted singlet diradical pathway for formation
of DCD was found with an energy barrier 70 kJ mol−1 higher than that of the endo
DA. Validation of the transition states and energy barriers were carried out using
several levels of theory. MP2 was found to predict similar transition geometries but
lower energy barriers than B3LYP. A key intermediate, the triplet diradical, which
forms via intersystem crossing from the singlet diradical was found. The spin-orbit
coupling constant for this crossover has been predicted to be a low value, A= 1.94
cm−1. The monoradical generation was found not to occur by hydrogen transfer from
DA. Hydrogen transfer from triplet diradical to monomer was found to cause mono-
radical generation. In summary, the evidences point to the mechanism of spontaneous
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Figure 4.23: Transition state geometry for monoradical formation. 10: transition
state geometry for hydrogen transfer reaction, 11: transition state geometry for hy-
drogen abstraction reaction
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thermal initiation of methyl acrylate being via diradicals that are in triplet state (as
shown in Figure 4.24). Therefore, this study supports the claim of Pryor and Lasswell
[67] that the Flory diradical mechanism can explain spontaneous polymerization of
other molecules beyond styrene.
Figure 4.24: Proposed mechanism of self initiation
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5. Self Initiation in Spontaneous Thermal Polymerization of Ethyl
Acrylate
5.1 Introduction
Esterification reaction between acrylic acid and ethyl alcohol is used to synthe-
size ethyl acrylate (EA). Polymers of ethyl acrylate are used widely as acrylic resins
in coating and dental applications and as materials in various electronic products.
Excellent transparency, weatherability, stiffness have been major factors for their
widespread use. Bulk high temperature batch polymerization in the presence and
absence of initiators is used to produce low solvent and low average molecule weight
polymers of ethyl acrylate. In general, initiators such as azonitriles and organic
peroxides are used [28]. Spontaneous thermal polymerization in the absence of any
extraneous initiator was identified by Grady et al. [17]. Desired low average molec-
ular weight polymers suitable for coating applications can be produced at reduced
raw material and operating costs. However, the mechanism of spontaneous initiation
in the absence of any added external initiators is still unknown. Previous studies of
spontaneous thermal polymerization of EA using Electron-spray ionization-Fourier
transform mass spectrometry (ESI-FTMS) studies have reported initiating end group
species on polymer chains may be from β-scission reactions and absence of end group
species from peroxide based impurities [21, 81]. No insight into whether monomer self-
initiation can occur exists. The focus of this chapter is to investigate the Mayo [62]
and Flory [61] mechanism of self-initiation and initiating species that cause sponta-
neous thermal polymerization in the absence of any known added initiator or catalyst.
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5.2 Computational Methods
All calculations were performed using GAMESS [122]. Density functional theory,
B3LYP/6-31G∗, [91, 142, 143] is used to study [4+2] and [2+2] cycloaddition reac-
tions that represent the Mayo and Flory mechanism of self-initiation, as shown in
Figure 5.1. Geometries have been optimized on the singlet and triplet surfaces using
restricted open shell and unrestricted wave functions respectively. Vibrational fre-
quency calculations have been performed on these geometries to distinguish between
reactants, transitions states and products. Intrinsic reaction coordinate calculations
have been conducted to verify the calculated transition state geometry and identify
pathway from reactants to products. Validation of calculated transition states is
performed using different level of theory such as B3LYP/6-31G∗∗, B3LYP/6-311G∗,
B3LYP/6-31G(2df,p), MP2/6-31G∗, MP2/6-31G∗∗, MP2/6-311G∗. Standard scaling
factors [163] have been used to compute the thermodynamic functions and kinetic
parameters using transition state theory [87].
5.3 Exploratory Computations for Ethyl Acrylate
The extensive experience that we gained from studying various reaction mecha-
nisms in methyl acrylate was applied up on ethyl acrylate. This allowed us to focus
on exploring specific mechanisms of interest. In this way, we cut down on the higher
cost of computation that accompanied the larger sized system.
The singlet energy surface was initially studied by constraining (C1-C6-C16-C17)
and (C6-C16) using B3LYP/6-31G∗. The potential energy surface was mapped be-
tween 1.45 A˚ < r(C6-C16) < 1.90 A˚ and 0o < φ(C1-C6-C16-C17) < 120o. Two energy
minimums can be seen from Figure 5.2, which represent the DA and DECD dimers,
respectively. The flat high energy region between 1.45 A˚ < C6-C16 < 1.65 A˚ and
60 o < φ(C1-C6-C16-C17) < 75o was considered to represent the diradical species.
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Figure 5.1: Mechanisms of self initiation
While, we found the presence of transition state for formation of DA product, no
transition state geometry was identified for formation of DECD. Extensive searches
from various initial conformations were tried, but it was unsuccessful. This was in
agreement with the results obtained for methyl acrylate. Conclusion was drawn that
constraining the present set of reaction coordinates was insufficient to describe DECD
formation via [2+2] cycloaddition reaction.
The triplet energy surface was studied between (C6-C16) and (C1-C6-C16-C17),
in the same range as the singlet surface using B3LYP/6-31G∗, as shown in Figure 5.3.
The formation of the triplet diradical intermediate was found between 1.5 A˚ < r(C6-
C13) < 1.6 A˚ and 60o < φ(C1-C6-C16-C17) < 90o. Without identifying the singlet
diradical transition state, whether intersystem crossing of the diradical species from
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Figure 5.2: Singlet potential energy surface
singlet to triplet can occur cannot be determined. This encouraged us to pursue
calculations with a new set of reaction coordinates in order to find the diradical
species on the singlet and triplet surface.
Monoradical generation in ethyl acrylate was investigated on the singlet surface
via (a) molecular assisted homolysis mechanism, hydrogen transfer from DA to third
monomer, by constraining C1-H5 and H5-C31 (Figure 5.4) and (b) hydrogen transfer
reaction from DA to third monomer by fixing C16-H23 and H23-C31 (Figure 5.5). Due
to the inability of DA to aromatize as in the case of methyl acrylate, the hydrogen
transfer was found not to occur. Based upon previous experience, we did not go
ahead to study other transfer and abstraction mechanisms. Thus, we conclude that
DA species may not be involved in monoradical generation in ethyl acrylate.
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Figure 5.3: Triplet potential energy surface
5.4 Final Results and Discussion
5.4.1 Diels-Alder Formation (DA) [4+2] Cycloaddition Reaction
Singlet potential energy surface was constructed by constraining internuclear dis-
tances, r(C6-C16) and r(C1-C17), between 1.50 A˚ < r(C6-C16) < 2.2 A˚ and 1.50
A˚ < r(C1-C17) < 3.4 A˚, as shown in Figure 5.6. The [4+2] cycloaddition reaction
was studied constraining r(C6-C16) and r(O3-C17). It was found that exo product,3,
formation was predominant (Figure 5.7). Concerted pathway for formation of ethyl
acrylate was found, in agreement with the methyl acrylate. The geometry of the
transition state,2, for exo DA was found to be r(C6-C16)= 1.83 A˚, r(C1-C17)= 2.34
A˚,φ(C1-C6-C16-C17)= 62.2o and the molecular structure of the exo DA product is 3,
r(C6-C16)= 1.53 A˚, r(C1-C17)= 1.53 A˚ (Figure 5.7). The B3LYP/6-31G∗ estimated
energy barrier is 142 kJ mol−1, which higher to that for DA formation in spontaneous
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Figure 5.4: Hydrogen transfer from DA to third monomer, r(C1-H5) and r(H5-C31)
are fixed.
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Figure 5.5: Hydrogen transfer from DA to third Monomer, r(C16-H23) vs. r(H23-
C31) are fixed.
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Table 5.1: Bond length in A˚, activation energy (Ea), enthalpy (∆H298) in kJ mol
−1,
rate constant (kDA) in M
−1s−1 at 298 K using different level of theory. The reported
energies are zero point vibrational energy (ZPVE) corrected.
level of
theory
r(C14-
O3)
r(C6-
C13)
Ea ∆H298 kDA
B3LYP/6-
31G∗
2.343 1.83 142.77 137.81 4.08 E -21
B3LYP/6-
31G∗∗
2.336 1.82 163.45 158.49 2.45 E -24
B3LYP/6-
311G∗
2.318 1.85 153.08 148.12 2.5 E -22
B3LYP/6-
31G(2df,
p)
2.298 1.86 160.13 155.17 1.23 E -23
MP2/6-
31G∗
2.159 1.635 133.12 128.16 3.51 E -20
MP2/6-
31G∗∗
2.179 1.645 134.52 129.56 2.9 E -20
MP2/6-
311G∗
2.092 1.667 130.37 125.41 1.77 E-19
polymerization of methyl acrylate and is lower in comparison to the reported barrier
for styrene with the same level of theory [66].
IRC calculations confirmed 2 to be a true transition state and pathway to be con-
certed. Validation studies of transition state geometry, 2, was performed with various
level of theory and the calculated thermodynamic and kinetic parameters at 298 K are
shown in Table 5.1. We suggest that predicted values of activation energy, frequency
factor and rate constants of self initiation reaction in thermal polymerization of ethyl
acrylate represents a reasonable range with in which experimental values will exist.
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Figure 5.6: Singlet potential energy surface, r(C6-C16) vs. r(C1-C17), 1: ethyl
acrylate monomers
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Figure 5.7: 2: transition state for exo DA formation, 3: exo DA product
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Figure 5.8: 4: transition state for DECD formation, 5: singlet diradical species
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Figure 5.9: 6: diethyl cyclobutane 1,2 - dicarboxylate (DECD)
5.4.2 Diethyl Cyclobutane-1,2-Dicarboxylate (DECD) Formation [2+2]
Cycloaddition Reaction
The formation of DECD was studied constraining bond distances r(C6-C16) and
r(C1-C17) between 1.50 A˚ < r(C6-C16)< 2.2 A˚ and 1.50 A˚ < r(C1-C17)< 3.4 A˚,
as shown in Figure 5.6. A non-concerted mechanism for formation of DECD, 7,
in thermal polymerization of EA was found. The transition state geometry, 5, is
r(C6-C16)= 1.60 A˚, r(C1-C17)= 2.77 A˚, φ(C1-C6-C16-C17)= 60o (Figure 5.8). The
geometry of the diradical species,6, is r(C6-C16)= 1.62A˚, r(C1-C17)= 2.78 A˚, φ=
63o. The calculated energy barrier using B3LYP/6-31G∗ is 217.1 kJ mol−1. IRC
calculations confirmed the true nature of the transition state.
We found the formation of DECD was found to highly stereospecific, in agreement
to the Woodward-Hoffmann rules of orbital symmetry. It can be seen that a singlet
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transition state exists on the path to the formation of DECD. This agrees with the
one step stereo-random mechanism, which has been discussed for methyl acrylate.
The flat region of the potential energy surface in Figure 5.6 corresponds to the singlet
diradical species (.M2s
.) that is capable of undergoing either ring closure to form
DECD or intersystem crossing to form reactive triplet diradical species. As no specific
DECD species has been isolated in solution, it is proposed that formation of triplet
species is highly likely.
The pathway for formation of DECD resembles that of Hoffman et al. [165] and
Dervan et al. [166] for tetramethylene. Good agreement can be seen with the pathway
proposed for self initiation in methyl acrylate. Validation studies of the calculated
transition states were performed using various levels of theory. The range of values
shown in Table 5.2 are considered to provide a reasonable range for experimental
verification.
5.4.3 Triplet Diradical (.M.2t) Formation
The potential energy surface for the triplet diradical species was obtained by
constraining r(C6-C16) and r(C1-C17) between 1.50 A˚ < r(C6-C16) < 2.2 A˚ and 1.50
A˚ < r(C1-C17)< 3.4 A˚, as shown in Figure 5.10. The presence of triplet diradical
intermediate,8 was found. The geometry of (.M2t
.) is r(C6-C16)= 1.553 A˚, r(C1-
C17)= 2.84 A˚, φ= 64.1 o. The energy difference between singlet and triplet diradical
species (∆EST ) is 80 kJ mol
−1. One of the common mechanisms for intersystem
crossing from singlet to triplet state is spin-orbit coupling. Though (∆EST ) is higher
than normal crossover can occur in presence of vibronic degeneracy of singlet and
triplet states. If few of the vibrational levels of singlet and triplet diradical species are
degenerate then crossover is facilitated. However, this cannot occur in the presence
of a sparse manifold of vibrational levels, it requires a dense continuum of states.
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Table 5.2: Bond length in A˚, activation energy (Ea), enthalpy (∆H298) in kJ mol
−1,
rate constant (kDECD) in M
−1s−1 at 298 K using different level of theory. The reported
energies are zero point vibrational energy (ZPVE) corrected.
level of
theory
r(C1-
C17)
r(C6-
c16)
Ea ∆H298 kDECD
B3LYP/6-
31G∗
2.788 1.597 223.22 218.27 9.77 E -33
B3LYP/6-
31G∗∗
2.783 1.597 230.65 225.69 1.15 E -35
B3LYP/6-
311G∗
2.779 1.593 222.21 217.25 2.68 E -34
B3LYP/6-
31G(2df,
p)
2.740 1.596 229.65 224.70 1.02 E -34
MP2/6-
31G∗
2.816 1.554 179.35 174.39 4.93 E -27
MP2/6-
31G∗∗
2.821 1.554 179.77 174.81 3.18 E -27
MP2/6-
311G∗
2.808 1.560 181.78 176.82 1.83 E-27
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Large molecules such as Benzene inherently possess the dense manifold of vibrational
levels that allows it to undergo crossover from ground state to excited states rapidly.
Inert gases such as nitrogen, argon etc. and large solvent molecules on collision
are reported to be capable of introducing sufficient amount of vibrational levels to
the diradical species to cause intersystem crossing. We find that this coincides with
the observed phenomenon that spontaneous initiation in ethyl acrylate occurs in the
presence of xylene and other large solvent molecules and under nitrogen environment.
We suggest that occurrence of spontaneous initiation at high temperatures (greater
than 100 oC) for spontaneous initiation can be attributed to number of collisions that
may be required to introduce the continuum of states. We found that this hypothesis
agrees with experimental observations where the time of initiation decreases with
increasing temperature. Also, the large size of EA can possess the dense continuum
vibrational states to facilitate crossover, which may be possible as it has been observed
increasing initial EA concentration increases rates of initiation in spontaneous thermal
polymerization of EA [17].
5.4.4 Monoradical Generation
Molecular Assisted Homolysis
Monoradical generation to initiate thermal polymerization of styrene was proposed
to occur via molecular assisted homolysis (MAH) mechanism [64, 67]. The forming
Diels-Alder adduct in styrene was shown to lose a proton at high temperatures to a
third monomer. This mechanism has been reported to be not feasible spontaneous
thermal polymerization of methyl methacrylate due to the inability of the Diels-Alder
adduct to release a hydrogen [70, 71]. This mechanism was studied for methyl acrylate
and we found it to not generate monoradical species. As no previous studies existed
for EA, this mechanism was tested on this system. This study was performed by
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constraining r(C1-H5) and r(C31-H5) between 1.19 A˚ < r(C1-H5) < 1.59 A˚ and
1.19 A˚ < r(C31-H5) < 1.59 A˚. It was found that the DA was incapable of releasing
the hydrogen. It is rationalized that this is due to the inability of DA to aromatize
sufficiently.
Ring Opening Polymerization
Though ring opening polymerization has been reported to occur in the presence of
a catalyst, studies to observe whether such a mechanism can occur in absence of any
extraneous catalysts in spontaneous thermal polymerization of EA was tested. The
study was conducted by constraining r(C1-C31) between 1.60 A˚ < r(C1-31) < 1.90
A˚. It was found that ring opening was not possible and may not be the mechanism
of monoradical generation. We attribute this to higher bond dissociation energy of
the double bond (C1=C2) that prevents spontaneous ring opening.
Diradical Mechanism
The singlet diradical species has been reported previously to favor formation of
cyclobutane species in spontaneous thermal polymerization of styrene and MMA
[66, 70]. This led to the postulate of Pryor and Laswell [67] that initiation in non-
styrenic monomers occurs via diradical species that are probably in triplet state Hy-
drogen abstraction by .M2s
. from third monomer was studied constraining r(C17-H31)
and r(C32-H31) between 1.19 A˚ < r(C17-H31) < 1.59 A˚ and 1.19 A˚ < r(C32-H31) <
1.59 A˚. We found ring closure of .M2s
. to form DECD before abstraction of hydrogen
from the third EA monomer. Hydrogen transfer from .M2s
. to third EA monomer was
studied by fixing r(C6-H7) and r(C31-H7) between 1.19 A˚ < r(C6-H7) < 1.59 A˚ and
1.19 A˚ < r(C31-H7) < 1.59 A˚. We found ring closure to be favored over hydrogen
transfer for generation of monoradical species. This was in good agreement with sim-
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ilar observations in thermal polymerization of styrene, MMA and MA. Furthermore,
this points to the inadequacy of singlet diradical species towards generating initiating
species and that triplet intermediate can be involved.
Triplet diradical intermediate (.M2t
.), 8, was used to study abstraction and trans-
fer reactions in ethyl acrylate. Similar studies in methyl acrylate in show the pres-
ence of a hydrogen transfer mechanism. Previous studies in thermal polymerization
of MMA show triplet diradical intermediate to be the initiating species. Due to
theoretical considerations and experimental observations diradical species are gen-
erally recognized to be incapable of initiation. Figure 5.11 shows transition states
for abstraction and transfer mechanisms. Transfer mechanism was found to have
lower energy barrier and higher rate constants in comparison to hydrogen abstrac-
tion. Thus, we conclude that transfer from the triplet diradical to the monomer may
be the favored mechanism. Due to the large size of the system, calculations have not
been validated with other levels of theory.
5.5 Conclusions
In this chapter, we applied B3LYP/6-31∗ to explore the mechanism of self-initiation
in ethyl acrylate and found that the singlet and triplet potential energy surface re-
sembles that of methyl acrylate. Due to the larger size of the system, time taken for
performing various calculations significantly increased. It was found that formation
of DA occurs via a lower energy pathway in comparison to DECD. A non-concerted
pathway for DECD formation was identified. Validation of computed transition states
for DA and DECD formation was done with various levels of theory and a range of
values that can be experimentally verified have been provided. The singlet diradical
species, .M2s
., was found to undergo intersystem crossing to form triplet diradical
intermediate, .M2t
.. The barrier for formation of DECD was found to higher than
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that of DCD and the energy barrier for DA formation in ethyl acrylate was found
to be higher than methyl acrylate. Monoradical generation was identified to occur
via hydrogen transfer from .M2t
. to a third EA monomer, which was in agreement
with the findings with methyl acrylate. The study also indicated that the postulate
of Pryor and Laswell [67] is valid for ethyl acrylate, which was previously unknown.
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Figure 5.10: Triplet potential energy surface, 7: triplet diradical intermediate
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Figure 5.11: 8: transition state for hydrogen transfer, 9: transition State for hydrogen
abstraction
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6. Self Initiation in Thermal Polymerization of n-Butyl Acrylate
6.1 Introduction
High temperature (>100 oC) polymerization processes were identified as suit-
able alternative to ”classical” low temperature processes to produce low-solvent, high
solids acrylic resins [10]. At these elevated temperatures, kinetics of polymeriza-
tion are affected by secondary reactions such as spontaneous initiation, backbiting
and β-scission. The kinetic models used to predict low temperature processes were
found inadequate in describing the high temperature processes [20, 23–25, 81]. Re-
cent studies of n butyl acrylate (nBA) have been focused towards developing a better
understanding of these secondary reactions [21, 22, 29]. The identification of the
dominant polymerization reactions have been performed via (a) spectroscopic and
spectrometric methods, (b) estimation of rate constants of individual rate constants
through pulsed-laser initiated polymerization (PLP) experiments and (c) simultane-
ous estimation of reaction rate constants based on spectroscopic, chromatographic
and gravimetric measurements [56].
Though pulsed-laser initiated polymerization has provided accurate propagation
rate constants, chain transfer reactions have not been well-described. Spectrometric,
spectroscopic and mechanistic modeling approaches have been inconclusive in de-
termining the mechanism of spontaneous initiation and initiating species in thermal
polymerization of n butyl acrylate [21, 22, 25, 29]. In this chapter, density functional
calculations have been applied as a suitable alternative to identify the mechanism of
spontaneous initiation and initiating species in spontaneous thermal polymerization
of n butyl acrylate. Two mechanisms of self-initiation, Flory and Mayo have been
studied using B3LYP/6-31G∗ level of theory, as shown in Figure 6.1.
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Figure 6.1: Flory and Mayo mechanisms of self initiation
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6.2 Computational Methods
All calculations have been performed using GAMESS [122]. Calculations on the
singlet and triplet surface have been performed using restricted open shell and unre-
stricted wavefunctions respectively. Vibrational calculations were done on reactants,
transition states and product geometries. Intrinsic reaction coordinate (IRC) calcu-
lations have been conducted in the forward and reverse directions from the transition
state geometry to determine the pathway for product formation. Validation of cal-
culated transition state was done using MP2/6-31∗. Thermodynamic functions were
calculated using rigid rotor harmonic oscillator approximation with appropriate fre-
quency scaling factors [162]. Transition state theory was used to compute kinetic rate
constants [87].
6.3 Exploratory Computations of n-Butyl Acrylate
N-butyl acrylate constitutes the largest molecule that was investigated in the class
of alkyl acrylates. Initial studies were directed towards studying the self-initiation
mechanisms that were found to occur in methyl and ethyl acrylate. We had to be
very particular in the type of reactions that were to be studied due to the high costs
of computation.
Singlet energy surface was mapped by constraining, bond distance, r(C6-C21),
and, dihedral angle, φ(C1-C6-C21-C22) between 1.45 A˚ < r(C6-C21) < 1.75 A˚ and
0o < φ(C1-C6-C21-C22) < 120o, as shown in Figure 6.2. Saddle point calculations of
optimized geometries revealed the presence of one transition state for DA formation.
Yet, again, we could not find the transition state for DBCD formation after freezing
these two reaction coordinates. We found that the singlet potential energy surface of
the three acrylate monomers up on constraining the above-mentioned set of reaction
coordinates appears nearly similar.
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Figure 6.2: Singlet potential energy surface. φ(C1-C6-C21-C22) vs. r(C6-C21)
Triplet potential energy surface was mapped by freezing the same set of coordi-
nates as the singlet surface and between similar range of values of r(C6-C21) and
φ(C1-C6-C21-C22), as shown in Figure 6.3. The presence of triplet diradical inter-
mediate was found. This corroborated with previous results from self-initiation in
methyl and ethyl acrylate and pointed to the high probability that triplet diradical
is involved in initiation.
Calculations for monoradical generation was restricted to hydrogen transfer from
triplet diradical to third monomer and hydrogen abstraction by triplet diradical from
third monomer due to the increased computational time and lack of convergence of
many calculations due to the large size of the system. We applied our experience
gain from monoradical generation studies on methyl and ethyl acrylate calculations
to neglect the possibility of DA and the singlet diradical species being involved and
focused mainly up the triplet diradical intermediate based monoradical generation
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Figure 6.3: Triplet potential energy surface. φ(C1-C6-C21-C22) vs. r(C6-C21)
mechanisms.
6.4 Final Results and Discussion
The singlet potential energy surface was mapped by fixing internuclear distances
r(C6-C22) and r(C1-C23) between 1.50 A˚ < r(C6-C22) A˚ < 2.2 A˚ and 1.50 A˚ < r(C1-
C23) A˚ < 3.4 A˚, as shown in Figure 6.4.
Diels Alder DA Adduct Formation
The formation of Diels-Alder adduct via [4+2] cycloaddition reaction was studied
fixing r(C6-C22) and r(O3-C23). It was found that formation of exo DA, 5 product
was highly favored over endo product. Concerted pathway for exo product formation
was found. This agrees with previous studies in thermal polymerization of styrene
where exo products were found to be the stable, thermodynamic product. We found
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the meta isomer to be favored over the para isomer. The energy difference between
para and meta DA isomers was insignificant. We suggest that there is an equal
probability for the formation of these isomers in solution depending upon the initial
reactant conformation.
The transition state geometry, 2, for exo DA formation was found to be r(C6-
C22)= 1.767 A˚, r(O3-C23)= 2.21 A˚, φ(C1-C6-C22-C23)= 63.1 o (Figure 6.5). The
energy barrier of 2, was calculated to be 126.4 kJ mol−1. It can be seen from the
calculated transition state geometries and energy barriers that formation of exo DA
is highly probable.
IRC calculations from 2 in the forward and reverse directions confirmed the true
nature of the transition states. It is interesting to note that the enthalpy of the
reaction, which is the difference between the energy of the product and reactant
species is negligible. This can cause the reaction to become reversible, which can then
can lead to formation of reactants from product species. This will ensure that dimer
formation is reduced and abundant monomer species is available for high polymer
chain growth. As mass spectrometric studies show no spectrum corresponding to DA
dimer species in solution-phase polymerization of nBA, occurrence of retro Diels-Alder
reaction can be possible.
Validation studies of DA formation was performed using MP2/6-31G∗. Compari-
son of activation energy, entropies and free energy between the levels of theory are
provided in Table 6.1. Thermodynamic and kinetic values predicted using B3LYP
are higher in comparison to MP2. We believe that these values provide a reasonable
range for experimental verification. The activation energy for DA formation in nBA
is lower to EA and higher to MA.
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Figure 6.4: Contour map of singlet potential energy surface, r(C6-22) vs. r(C1-C23),
1: n-butyl acrylate monomers
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Figure 6.5: 2: transition state for DA formation, 3: exo DA product
141
Figure 6.6: 4: transition state for DBCD formation, 5: singlet diradical species
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Figure 6.7: 6: dibutyl cyclobutane 1,2 - dicarboxylate
Table 6.1: Bond length in A˚, activation energy (Ea), enthalpy (∆H298) and rate
constant (kDA) in M
−1s−1 at 298 K using different level of theory. The reported
energies are zero point vibrational energy (ZPVE) corrected.
level of
theory
r(C23-
O3)
r(C6-
C22)
Ea ∆H298 kDCD
B3LYP/6-
31G∗
2.21 1.767 126.4 121.20 3.51 E -18
MP2/6-
31G∗
2.15 1.665 98.7 93.7 4.35 E -14
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We found formation of DBCD to occur via a non-concerted pathway on the singlet
potential energy surface, as shown in Figure 6.4. The transition state geometry, 4,
was found to be r(C6-C22) = 1.59 A˚, r(C1-C23)=2.81 A˚, r(C1-C6-C22-C23)= 62.1o
(Figure 6.6). The flat region on the singlet potential energy surface Figure 6.6, 5,
corresponds to the singlet diradical species (.M .2s) (Figure 6.4). The energy barrier
for formation of DBCD is predicted to be 187 kJ mol−1. We found no transition state
geometry for DBCD formation on the potential energy surface.
The identified non-concerted pathway is in agreement with the stereorandom one
step mechanism reported by Hoffmann et al. [165] and Dervan et al. [166]. Similar
findings have been reported for EA and MA respectively. Thus, conclusion can be
drawn that the alkyl acrylate monomers will tend to follow the one step mechanism
in comparison to the two step mechanism proposed by Doubleday [168].
Experiments show absence of DBCD formation. ESI-FTMS studies have been
unable to show the presence of DBCD in solution [81]. We rationalize that this
can be due to .M .2s undergoing intersystem crossing to form the triplet diradical
species (.M .2t) to initiate polymerization as proposed by Pryor and Laswell [67] for
non-styrenic monomers.
Validation studies of transition state geometry was performed using MP2/6-31∗
level of theory. Calculated activation energies, free energy and rate constants are as
shown in Table 6.2 . Lower values were found using calculations with even more higher
levels of theory was not undertaken as it was foreseen that it can be computationally
infeasible.
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Table 6.2: Bond length in A˚, activation energy (Ea), enthalpy (∆H298) in kJ mol
−1
and rate constant (kDBCD) in M
−1s−1 at 298 K using different level of theory. The
reported energies are zero point vibrational energy (ZPVE) corrected.
level of
theory
r(C23-
C1)
r(C6-
C22)
Ea ∆H298 kDCD
B3LYP/6-
31G∗
2.81 1.597 190.08 185.12 6.6 E -27
MP2/6-
31G∗
2.80 1.556 150.48 145.51 6.80 E -22
6.4.1 Triplet Energy Surface
The triplet potential energy surface was calculated by constraining internuclear
distances r(C6-C22) and r(C1-C23), as shown in Figure 6.8. We found the presence
of triplet diradical intermediate, 9, no DBCD formation was found. The geometry
of the triplet diradical intermediate is r(C6-C22)= 1.546 A˚, r(C1-C23)= 2.845 A˚
and φ(C1-C6-C22-C23)= 65.1o and energy relative to the reactants is 128 kJ mol−1.
The energy difference between the 4 and 7 (∆EST ) was found to be 85 kJ mol
−1.
For intersystem crossing to occur, vibronic degeneracy of singlet and triplet states is
required. A common mechanism of intersystem crossing is spin-orbit coupling. An
important condition for favorable intersystem crossing requires vibronic degeneracy
between singlet transition state and triplet diradical intermediate. Higher probability
of vibrational degeneracy can occur if a structural similarity exists between singlet and
triplet species, ionic nature of singlet species is higher than triplet and via collision
with inert gas or solvent molecules [105]. It can be seen that the geometry of 4 and
7 are nearly similar. The dipole moment that defines the ionic nature of a molecule
was found to be higher in 4 in comparison to 7. As spontaneously initiating high
temperature polymerization of nBA occurs in the presence of aromatic solvents and
nitrogen gas, we suggest that dense continuum of vibrational states is introduced
145
into the system to increase probability of intersystem crossing. Higher conversion of
monomer to polymer with increasing monomer concentration points to the possibility
that the monomer may itself have dense continuum of states that causes crossover
from singlet to triplet. In view of these, we suggest that triplet diradical species is a
key intermediate in spontaneous initiation of nBA.
6.4.2 Mechanisms of Monoradical Generation
Triplet diradical intermediate has been proposed to be the initiating species in high
temperature polymerization of methyl methacrylate [74]. Experimental observations
in high temperature polymerization nBA suggest that triplet diradical initiation may
not be possible due to the formation shorter chain length polymers Molecular assisted
homolysis mechanism has been reported to be the mechanism of monoradical gener-
ation in spontaneous thermal polymerization of styrene. No previous investigation of
whether this mechanism can occur in spontaneous polymerization of nBA has been
investigated. In addition, whether spontaneous ring opening polymerization of nBA
can occur was investigated.
6.4.3 Molecular Assisted Homolysis (MAH)
This study was performed by constraining r(C1-H5) and r(C43-H5), as shown
in Figure 6.9. Hydrogen transfer from DA was found to not occur due to lack of
aromatization of the ring DA structure. This was in agreement with results from pre-
vious chapters.We conclude that MAH is a not a favored mechanism for monoradical
generation for alkyl acrylates.
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Figure 6.8: Triplet potential energy surface, r(C6-22) vs. r(C1-C23), 7: triplet dirad-
ical intermediate
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Figure 6.9: Mechanism of molecular assisted homolysis in nBA
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Ring Opening Polymerization and Ladder Polymers
Conventional ring opening polymerization are conducted in the presence of an
extraneous catalyst. No studies on spontaneous ring opening polymerization exists.
The probable mechanism of spontaneous ring opening polymerization of nBA is shown
in Figure 6.10. Bond distance, r(C1-C43) was constrained to observe whether it
can lead to opening to the DA structure. No transition state for ring opening was
observed. r(C2-C43) was fixed and geometries were optimized, yet no pathway that
can lead to ring opening was found [45].
Bond distances, r(C1-C43) and r(C2-O45) were fixed to observe formation of ladder
polymers via[4+2] cycloaddition reaction. We found the formation of ladder polymers
and the saddle point had a geometry similar to that of the product. However, as
the presence of linear chain polymers has been observed via experiments. Further
studies to identify the pathway and the true transition state of this reaction was not
conducted. However, it is an interesting direction that can be pursued in the future
to produce novel design acrylic resins [45].
Diradical Mechanism
The internuclear distances, r(C6-H7) and r(H7-C43) on singlet diradical species
(.M .2s) were fixed to study hydrogen transfer from singlet diradical to third nBA
monomer. It was found that .M .2s favored ring closure over hydrogen transfer reaction.
This was in agreement to previous reports spontaneous thermal polymerization of
styrene and MMA [66, 67, 69], rate of ring closure was significantly higher than
transfer reaction.
Two types of reactions were studied using triplet diradical intermediate, hydrogen
transfer from .M .2t to nBA and hydrogen abstraction from
.M .2t to nBA. Both the
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Figure 6.10: Ring opening polymerization in nBA
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reactions were studied using B3LYP/6-31∗. Validation with higher level of theory
was not performed due to computational constraints. The hydrogen transfer and
abstraction reaction was studied by constraining r(C6-H7) and r(H7-C43)and r(C6-
H25) and r(H25-C26) respectively. We found from the computed activation energies
that the transfer reaction is favored over abstraction. We propose that initiating
species is generated via hydrogen transfer from .M.2t to nBA.
6.5 Conclusions
Two mechanisms of dimer formation have been predicted to occur in spontaneous
thermal polymerization of nBA. Formation of DA was found to be the lower energy
pathway in comparison to DBCD. Non-concerted pathway via diradical transition
state was identified for formation of DBCD. The energy barrier for DBCD forma-
tion predicted using B3LYP/6-31G∗ was found to lower in comparison to barrier for
DECD and DCD formation. The energy barrier for DA formation in n-butyl acrylate
was found to nearly similar to that of methyl acrylate and lower than ethyl acrylate.
This indicates that DA formation is not significantly affected by the type of the end-
substituent group (methyl or ethyl or butyl). However, the formation of diradical and
subsequently DCD or DECD or DBCD seems to be influenced by the end-substituent
group. The formation of triplet diradical intermediate was identified, which indicates
that intersystem crossing via spin-orbit coupling is possible as in EA and MA. Ini-
tiating species in spontaneous thermal polymerization of nBA was found to occur
via hydrogen transfer from triplet diradical intermediate, which agrees with results
obtained with MA and EA. These findings point to the possibility that diradical
mechanism of self-initiation is the most likely mechanism of initiation in spontaneous
thermal polymerization of alkyl acrylates.
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7. Spontaneous High Temperature Polymerization of Methyl
Methacrylate
7.1 Introduction
Spontaneous thermal polymerization has been reported to occur in styrene, methacry-
lates and more recently in alkyl acrylates [61, 62, 67, 68]. Mayo’s mechanism of self-
initiation [62] has been shown to occur in spontaneous polymerization of styrene and
Florys diradical mechanism [61] of self-initiation was proposed to occur in non-styrenic
monomers viz. methacrylates and alkyl acrylates. Pryor and Laswell [67] postulated
that diradical mechanism of self initiation occurs in non-styrenic monomers probably
via triplet diradical species. Due to extensive difficulties in removing trace quanti-
ties of adventitious peroxide impurities, which can decompose to release free radicals
for initiation, it has been questioned whether self-initiation truly occurs in polymer-
ization of methyl methacrylate (MMA) [44, 78]. Nevertheless, the absence of end
group species from peroxide based impurities from mass spectrometry and the sus-
tained nature of polymerization in thermal MMA polymerization systems resulted in
study of self-initiation mechanisms [70]. Initiation in spontaneous thermal polymer-
ization of MMA via Mayos mechanism was not considered due to the inability of the
Diels-Alder (DA) adduct to generate monoradical species, which was confirmed by
the absence of DA dimer in solution [69]. Experimental studies showed formation of
dimethyl 1,2-dimethylcyclobutane-1,2-dicarboxylate (DDCD) in low concentrations,
which indicated presence of diradical species. High concentration of dimethyl 2-
methyl-5-methylidenehexanedioate (DMMH) in solution was reported [68–70, 72].
Gas phase-mass spectrometry (GC-MS) studies provided evidence that formation of
DMMH was via chain transfer reaction between the diradical and solvent [74–76].
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Rates of spontaneous initiation of MMA were significantly lower than styrene [55,
67]. Low conversion ( ∼ 5 %), high concentration of dimer, trimer and oligomers
and high molecular weight polymers were reported in spontaneous polymerization of
MMA. [69–72]. Theoretical and experimental considerations showed initiation via
diradicals though not impossible is highly improbable [71]. Increase in overall rate
of polymerization of MMA was found in solvents with heavy atom and high chain
transfer ability such as thiophenol and halogenated solvents and in the presence of
inert gas such as nitrogen and argon [74, 76]. Conclusions were drawn that heavy
atoms in the solvent and gas induce intersystem crossing of the diradical species
from singlet to triplet spin state, which acts as a reasonable initiating species [74].
Polymerization of chlorine containing MMA showed high rates in comparison to MMA
and was considered as evidence to the influence of heavy atom in inducing intersystem
crossing of diradical species from singlet to triplet state [75].
In contrast, spontaneous high temperature (> 100 oC) polymerization of alkyl
acrylates has been shown to occur at high rates in various solvents with no heavy
atom and low chain transfer ability [17, 22, 81]. We suggest that rapid initiation
in polymerization of alkyl acrylates possibly occurs via diradical mechanism of self-
initiation. Chain transfer reactions such as backbiting and scission were identified
to lower molecular weights and increase rate of polymerization in acrylate monomers
[20, 21, 24, 25]. The low rates of polymerization in MMA has been attributed to the
lack of such chain transfer reactions [76]. Slow rates of initiation was speculated to be
due to the formation of DMMH that possibly competes with formation of initiating
species [70, 71]. The molecular structure, energy barriers and pathway for formation
of the singlet and triplet diradical, DMMH and DDCD and the energy difference
between diradicals of different multiplicity are still unknown. This chapter focuses
towards identifying, (a) whether spontaneous initiation in thermal polymerization of
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MMA occurs via diradical mechanism of self-initiation, (b) Do diradical species in
triplet state initiate polymerization of MMA, (c) is the rate of formation of DMMH
is higher than that of DDCD and DA and (d) are the experimental and calculated
enthalpies and rate constants of initiation, DDCD and DMMH formation comparable.
In this study, self-initiation in spontaneous thermal polymerization of MMA using
B3LYP/6-31G∗ on the singlet and triplet potential energy surface. The molecular
structures, transition states, energy barriers and intrinsic reaction coordinate path
for DA, DDCD and DDMH formation is calculated. Activation enthalpies, entropies
and rate constants are estimated and compared with experiments.
7.2 Computational Methods
All theoretical calculations were performed using GAMESS [122]. DFT [91] calcu-
lations on the singlet and triplet surfaces were performed using restricted open shell
and unrestricted wave functions respectively. B3LYP/6-31G* [142, 143] was chosen
as the level of theory to construct the potential energy surface profiles and estimate
transition states due its successful use in the study of free radical polymerization
of alkenes [31, 93] and self initiation of styrene [66]. No DFT study has been con-
ducted for self-initiation in MMA. The molecular geometries of reactants, products,
and transition states were optimized on the singlet and triplet surfaces. Vibrational
frequency calculations were performed to characterize reactants and transition states.
Intrinsic reaction coordinate (IRC) calculations were performed in the forward and
reverse direction to determine minimum-energy pathways. Assessment of the transi-
tion states and energy barriers were performed with DFT and MP2 using B3LYP/6-
31G∗. Reported energy barriers (relative to the energy of the reactant) were calculated
using rigid rotor harmonic oscillator approximation (RRHO) [162]. Transition state
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theory was used to compute kinetic parameters [87].
7.3 Results and Discussion
The potential energy surface contour plot was constructed by constraining inter-
nuclear distances 1.45 A˚ < r(C6-C16) < 2.2 A˚ and 1.6 A˚ < r(C1-C17) < 3.6 A˚ on
the singlet as shown in Figure 7.1.
7.3.1 Singlet Surface: Diels Alder (DA) Adduct
We found thermal [4+2] cycloaddition reaction between diene, C6=C1-C2=O3,
of one MMA monomer and C16=C17 of second monomer forms Diels Alder adduct
(DA) via concerted pathway. The transition state geometry, 2, for formation of DA is
r(C6-C16)=1.71 A˚, r(C1-O3)=2.32 A˚ and φ(C1-C6-C16-C17) = 62.2o (Figure 7.2).
IRC calculations were performed in the forward and reverse directions to verify the
true nature of the transition state. The energy barrier for formation of exo DA, 3,
was calculated to be 105 kJ mol−1 using B3LYP/6-31G∗ level of theory. We found
that the energy difference between para and meta DA was insignificant and formation
of the isomer was dependent on the initial conformation of reactants. We found exo
and endo DA products in our calculations. The endo DA was identified to be the
kinetic product and exo DA as the thermodynamic product. As high temperatures are
required for formation of the thermodynamic product, we suggest that formation of
exo DA is highly probable in thermal polymerization of MMA. However, experiments
conducted to isolate dimers, trimers and oligomers in thermal polymerization of MMA
do not show formation of DA even in negligible concentrations(≈ 10−3 mol L−1) [69].
This indicates the possible occurrence of retro Diels-Alder reaction, which can lead
to formation of reactant species from DA.
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Table 7.1: Bond length in A˚, activation energy (Ea), enthalpy (∆H298) in kJ mol
−1
and rate constant (kDA) in M
−1s−1 at 298 K using different level of theory. The
reported energies are zero point vibrational energy (ZPVE) corrected.
level of
theory
r(C17-
O3)
r(C6-
C16)
Ea ∆H298 kDCD
B3LYP/6-
31G∗
2.32 1.71 113.9 108.96 4.68 E -16
MP2/6-
31G∗
2.28 1.66 84.52 79.09 1.48 E -11
These suggest that DA may not be involved in initiating polymerization in ther-
mal polymerization of MMA. Theoretical studies using B3LYP/6-31G∗ have shown
low energy pathway for formation of Diels-Alder adduct occurs via step-wise dirad-
ical mechanism in styrene [66] and via concerted pathway in methyl acrylate. This
indicates that concerted pathway for DA formation may be a common feature of
non-styrenic monomers. We find the reported energy barriers for DA formation via
concerted pathways in thermal polymerization of styrene and methyl acrylate are 148
kJ mol −1 and 122 kJ mol−1 respectively to be higher in comparison to the calculated
barrier of 105 kJ mol−1 in spontaneous polymerization of MMA.
Validation studies of transition state geometry was performed using MP2 / 6-31G∗
level of theory. The transition state geometry is r(C6-C16)=1.66 A˚, r(C1-O3)=2.28
A˚ and φ(C1-C6-C16-C17) = 63.2o. We can see that the energy barrier predicted is
lower than B3LYP (Table 7.1). No experimental rate values for formation of DA exist
for comparison. Thus, we suggest that present set of calculations provide a range of
reasonably accurate values for experimentally verification.
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Figure 7.1: Singlet potential energy surface contour energy plot, r(C6-C16) vs. r(C1-
C17)
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Figure 7.2: 1:methyl Methacrylate monomers, 2: transition state for exo DA
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Figure 7.3: 3:exo DA Product, 4: transition State for trans-DDCD
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Figure 7.4: 5:transition State for cis-DDCD, 6: singlet diradical species
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Figure 7.5: 7:trans-DDCD, 8:cis-DDCD
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7.3.2 Singlet Surface: Dimethyl 1, 2-Dimethylcyclobutane-1, 2-Dicarboxylate
(DDCD)
Thermal [2+2] cycloaddition between C1=C6 bond of one MMA monomer and
C16=C17 of a second monomer was found to form DDCD. We found a non-concerted
singlet diradical mechanism for formation of cis and trans-DDCD using B3LYP/ 6-
31G∗. The calculated transition state geometry for cis- DDCD, 4, and trans-DDCD,
5, are r(C6-C16)=1.581 A˚, r(C1-C17)=3.36 A˚ and φ(C1-C6-C16-C17) = 34.2o and
r(C6-C16)=1.592 A˚, r(C1-C17)=3.33 A˚ and φ(C1−C6−C16−C17) = −77.9o (Fig-
ures 7.3 and 7.4). The flat region on the singlet potential energy surface indicates the
presence of diradical species .M.2s, 6, as shown in Figure 7.4 . The calculated energy
barriers for cis, 7, and trans-DCD, 8, are 225.5 kJ mol −1 and 187.4 kJ mol −1 respec-
tively. We predict a stereorandom one step diradical mechanism for formation of cis
and trans DDCD. This disagrees with the proposed stepwise mechanism [69–71]. We
find it in good agreement with the pathways identified for spontaneous polymerization
of alkyl acrylates in this thesis. IRC calculations point to the formation of a singlet di-
radical intermediate and a transition state geometry on the pathway for formation of
DDCD showing the presence of one step mechanism. Experiments show low concen-
tration of DDCD [69, 72] to exist in solution, we suggest that this is because diradical
species shows lesser preference to DDCD formation in comparison to generation of
initiating species or other dimers. Validation studies using MP2/6-31G∗ was per-
formed. The transition state geometry of cis and trans DDCD are r(C6-C16)=1.54
A˚, r(C1-C17)=3.20 A˚ and φ(C1-C6-C16-C17) = 29.02o and r(C6-C16)=1.552 A˚,
r(C1 C17)=3.18 A˚ and φ(C1-C6-C16-C17) = -74.6o respectively .
The computed energy barrier for cis and trans-DDCD using MP2 / 6-31G∗ are
found to be lower in comparison to those using B3LYP/6-31G∗ (Table 7.2). We
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Table 7.2: Bond length in A˚, activation energy (Ea), enthalpy (∆H298) and rate
constant (ktransDDCD) in M
−1s−1 at 298 K using different level of theory. The reported
energies are zero point vibrational energy (ZPVE) corrected.
level of
theory
r(C14-
O3)
r(C6-
C16)
Ea ∆H298 ktransDDCD
B3LYP/6-
31G∗
3.33 1.597 193.59 188.64 1.54 E -27
MP2/6-
31G∗
3.20 1.54 126.32 121.36 1.05 E -17
found that the predicted energy barrier using MP2 for cis and trans-DCD formation
of 145 kJ mol −1 and 122 kJ mol −1 are to be in very good agreement to experimental
values of 141 and 126 kJ mol −1.
7.3.3 Singlet Surface: Dimethyl 2-Methyl-5-MethylideneHexanedioate (DMMH)
We found that thermal [2+2] cycloaddition between C1=C6 and C16=C17 atoms
can lead to formation of DMMH via concerted pathway. The transition state geom-
etry, 9, was found to be r(C6-C16) = 1.75 A˚, r(C1-C17)=3.05 A˚ and φ(C1-C6-C16-
C17) = -52.7o. The energy barrier for the reaction was calculated to be 116.8 kJ
mol−1, which was approximately 20 kJ mol −1 than experiments [69]. The calculated
DDMH geometry, 10, was found to match the experimentally proposed structure
[69, 70]. The energy barrier of DMMH formation was found to lower than that of
DDCD. We suggest that DMMH formation will be preferred over DDCD, which agrees
with experimental observations [72]. The formation of DMMH was found to occur via
intra-molecular hydrogen transfer between the hydrogen atom (H23) on the carbon
atom (C22) on one monomer to carbon atom (C1) on the second monomer Figure
7.6.
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Table 7.3: Bond length in A˚, activation energy (Ea), enthalpy (∆H298)in kJ mol
−1,
rate constant (kDMMH) in M
−1s−1 at 298 K using different level of theory. The
reported energies are zero point vibrational energy (ZPVE) corrected.
level of
theory
r(C14-
O3)
r(C6-
c13)
Ea ∆H298 kDMMH
B3LYP/6-
31G∗
3.05 1.75 122.97 118.01 5.95 E -15
MP2/6-
31G∗
2.88 1.657 88.51 83.55 4.88 E -11
Experiments have shown high DMMH concentration in solution and slow rates of
initiation [72]. We rationalize that low energy barrier for DMMH formation can retard
the formation of diradical species, consequently leading to slow rates of initiation. We
suggest that the pathway for DMMH formation in thermal polymerization of MMA
competes with self-initiation. This is validated further by the lack of DMMH forma-
tion in methyl acrylate singlet potential energy surface and rapid rates of initiation
in solution [17, 22]. We attribute DMMH formation to the structure of the MMA
monomeric species, which causes slow rates of initiation during spontaneous thermal
polymerization of MMA.
7.3.4 Triplet Surface
The triplet energy surface was explored using B3LYP/6-31G* by constraining
coordinates r(C6-C16) and r(C1-C17) between 1.50 A˚ < r(C6-C16) < 2.2 A˚ and 1.50
A˚< r(C6-C16) < 3.4 A˚, as shown in Figure 7.7. We found presence of triplet diradical
intermediate, r(C6-C16)= 1.54 A˚, r(C1-C17)= 3.25 A˚ and φ(C1−C6−C16−C17) =
66.1o (Figure 7.7). This verified that triplet diradical intermediate exists in self-
initiation of MMA and can be the key intermediate to generate initiating species.
We found the energy difference between the singlet diradical transition state and
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Figure 7.6: 9: transition State for DMMH formation, 10: DMMH
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the triplet diradical intermediate was found to be ∆ES−T = 80 kJ mol−1, which is
approximately 2 kJ mol−1 higher than that for methyl acrylate.
Experiments suggest increased rates of initiation occurs in the presence of halo-
genated and sulfonated atom containing solvents and monomers and inert gases such
as nitrogen and argon [74, 76]. We suggest that intersystem crossing via spin-orbit
coupling can be occurring due to collision of heavy solvent such as halogenated sol-
vents and inert gas such as nitrogen and argon [74, 75] with diradical species in
thermal polymerization of MMA, which introduces the dense continuum of states
that enables intersystem crossing [111, 113] via mechanism of spin-orbit coupling.
In addition, it may be possible that large sized MMA can itself possess the dense
continuum of states to facilitate crossover. We suggest that the triplet diradical is
incapable of returning to singlet state as it is spin-forbidden [108] and cannot undergo
termination like the singlet diradical. Therefore, triplet diradical is foreseen to be a
dominant initiating species, which agrees with experiments [74].
7.4 Conclusions
The presence of three pathways on the singlet surface for formation of DA, DDCD,
DMMH was identified. DMMH and DA formation was found to occur via concerted
pathway and DDCD formation was found to occur via non-concerted pathway. The
energy barrier for DMMH and DDCD formation were found to be comparable to
experiments. We found the presence of triplet diradical intermediate that support
experimental postulates [67, 74]. We suggest that the large concentration of DMMH
over DDCD observed in thermal solution homo-polymerization of MMA [69] is due to
its lower energy barrier and presence of a favorable concerted mechanism. Though,
low energy barriers were calculated for DA formation, its absence in solution [69, 70]
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Figure 7.7: Triplet potential energy surface contour energy plot, 11:triplet diradical
intermediate
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probably indicates the occurrence of a retro Diels-Alder reaction. These predictions
point to the possibility that the diradical mechanism of self-initiation is valid for
MMA.
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8. Process Modeling of Spontaneous Thermal Polymerization of Methyl
and n-Butyl Acrylate
8.1 Reaction Mechanisms
In this chapter, process modeling of spontaneous high temperature polymerization
of alkyl acrylates is discussed. The postulated reaction network is shown in Figure
8.1.
Chain initiation is described via self-initiation and decomposition of peroxide or
oxygen based impurities. Primary radicals, P0, and secondary radicals, P1 arise from
decomposition of impurities and self-initiation respectively. Chain transfer reactions
are known to be predominant in thermal polymerization of acrylates. Backbiting is
considered to occur via intra-molecular hydrogen transfer in the propagating chain as
the initial monomer concentration used in the batch experiments are less than 50 %
w/w. The occurrence of backbiting generates tertiary or midchain radicals Qn This
radical can either propagate to form short chain branches (SCB) or undergo β-scission
reaction to form dead polymer chain with a terminal double bond (TDB) and live
polymer radical that is also known as β-scission radical (P2). The β-scission radical
can further propagate to form polymer chains propagation, backbiting and β-scission
are presented together as these reactions significantly influence the average molecular
weights, TDB’s and SCB’s.
Chain transfer to monomer occurs significantly at high monomer concentration.
It is governed by amount of monomer and live chains in the solution at a given
time. The relative rates of chain transfer to monomer is significantly lower to β-
scission. Chain transfer to monomer causes formation of live radical of size equivalent
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3M
kti−→ P 1 + P2
R1OOR2
kO2−−→ 2P 0
Pn + M
kp−→ P n+1
Pn
kbb−→ Qn
Qn + M
kpq−−→ P n+1 (+SCB)
Qn
kβ−→ Dn−2 + P2 (+TDB)
Pn + M
ktm−−→ Dn + PTDB1
PTDB1 +M
kp−→ P 2 (+TDB)
Pn+S
kts−→ Dn+P0
Pn+Pm
ksec−sectc−−−−→ Dn+m
Pn+Pm
ksec−sectd−−−−→ Dn + Dm
Pn+Qm
ksec−terttc−−−−−→ Dn+m
Pn+Qm
ksec−terttd−−−−−→ Dn + Dm
Qn+Qm
ktert−terttd−−−−−→ Dn + Dm
Qn+Qm
ktert−terttc−−−−−→ Dn+m
Figure 8.1: Postulated polymerization network for batch thermal polymerization of
MA and nBA in xylene at 140oC with monomer content of 40 w/w %
to one monomer molecule (PTDB1 ). Solvent has an integral role in chain transfer as
shown in spontaneous thermal polymerization of MMA [74, 76]. High chain transfer
ability solvents have been shown to increase rates of initiation via chain transfer.
Chain transfer to xylene to form xylol radicals has been shown to occur in thermal
polymerization of alkyl acrylates [21, 81]. The xylol radical is represented as P0 and
can propagate to form polymer chains. .
Chain termination via combination and disproportion is assumed at high tem-
peratures. The estimates reported by [22, 25] have been used to describe various
termination reactions.
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P0, P1, P2 represent live radical chain of length zero, one and two respectively;
Q represents tertiary radicals; S and M stand for solvent and monomer; SCB, LCB,
TDB, D represent short chain branches, long chain branches, terminal double bond
and dead polymer chain respectively; kti is the initiation rate constant; kO2 is the rate
constant of added initiator or oxygen impurities; kp is the propagation rate constant;
kbb is the rate constant of backbiting; kpq is the rate constant of short chain branch
formation; kβ is the rate constant of β-scission reaction; ktm is the rate constant of
chain transfer to monomer reaction; kts is the rate constant of chain transfer to solvent
reaction; ktdb is the rate constant of propagation on terminal double bond forming
reactions; ksec−sectc is the rate constant of termination via combination of secondary
radicals; ksec−terttc is the rate constant of termination via combination of secondary
and tertiary radicals; ktert−terttc is the rate constant of termination via combination
of tertiary radicals; ksec−sectd is the rate constant of disproportion via combination of
secondary radicals; ksec−terttd is the rate constant of termination via disproportion of
secondary and tertiary radicals and ktert−terttd is the rate constant of termination via
disproportion of tertiary radicals.
8.2 Rate Laws
Rate laws for dimers, monoradicals, solvent generated radical - xylol radical,
monomer, solvent, micro-structures such as short chain branch structures and termi-
nal double bond structures are derived based up on the postulated reaction network
and are shown as follows:
rM = −3kti[M ]3 − kp[M ](P0 + P1 + P2 + P TDB1 +
∝∑
n=3
Pn)− kpq[M ]
∝∑
n=3
Qn − ktm[M ]
∝∑
n=3
Pn (8.1)
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rS = −kts[S]
∝∑
n=3
Pn (8.2)
rR1OOR2 = −kO2 [R1OOR2] (8.3)
rSCB = kpq[M ]
∝∑
n=3
Qn (8.4)
rTDB = kβ
∝∑
n=3
Qn + kp[M ]P
TDB
1 (8.5)
rP0 = 2kR1OOR2 [R1OOR2] + kts[S]
∝∑
n=3
Pn − kp[M ]P0 (8.6)
rp1 = 3kti[M ]
3 + ksecp [M ]R
L
0 − ksecp [M ]RL1 (8.7)
rp2 = 3kti[M ]
3 + kβ
∝∑
n=3
Qn + kp[M ]P
TDB
1 + kp[M ]P1 − kp[M ]P2 (8.8)
rTDBp1 = ktm[M ]
∝∑
n=3
P TDB1 (8.9)
rPn = kp[M ](Pn−1 − Pn) + kpq[M ]Qn−1 − (kbb + ktm[M ] + kts[S])Pn−
2(ksec−sectc + k
sec−sec
td )Pn
∝∑
m=3
Pm − (ksec−terttc + ksec−terttd )Pn
∝∑
m=3
Qm (8.10)
rQn = kbbPn − (kpq[M ] + kβ)Qn − 2(ktert−terttc + ktert−terttd )
Qn
∝∑
m=3
Qm − (ksec−terttc + ksec−terttd )Pn
∝∑
m=3
Qm (8.11)
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rDn = ktm[M ] + ktsPn + kβQn+2 + k
sec−sec
tc
∝∑
m=3
Pn−mPm
+ksec−terttc
∝∑
m=3
Pn−mQm + ksec−terttc
∝∑
m=3
Qn−mPm
+ktert−terttc
∝∑
m=3
Qn−mQm + 2ksec−sectd Pn
∝∑
m=3
Pm + 2k
sec−tert
td Pn
∝∑
m=3
Qm + 2k
sec−tert
td Qn
∝∑
m=3
Pm
+2ktert−terttd Qn
∝∑
m=3
Qm (8.12)
8.2.1 Method of Moments
The kth moment of live and dead chains are defined as follows:
λk =
∝∑
n=3
nkPn
δk =
∝∑
n=3
nkQn
µk =
∝∑
n=3
nkDn
The moments definitions are applied to the rate laws and the following equations
are obtained:
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rM = −3Kti[M ]3 − kp[M ](P0 + P1 + P2 + P TDB1 + λ0)
rS = −kts[S]λ0
rR1OOR2 = −kO2 [R1OOR2]
rSCB = kpq[M ]δ0
rTDB = kβδ0 + kp[M ]P
TDB
1
rP1 = 3kti[M ]
3 + ksecp [M ]R
L
0 − ksecp [M ]RL1
rP2 = 3kti[M ]
3 + kβδ0 + kp[M ]P
TDB
1 + kp[M ]P1 − kp[M ]P2
rPTDB1 = ktm[M ]λ0 − kp[M ]P TDB1
rλ0 = kp[M ]P2 + kpq[M ]δ0 − (kbb + ktm[M ] + kts[S])λ0 − 2(ksec−sectc
+ksec−sectd )λ
2
0 − (ksec−terttc + ksec−terttd )λ0δ0
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rδ0 = kbbλ0 − (kpq[M ] + kβ)δ0 − 2(ktert−terttc +
ktert−terttd )δ
2
0 − (ksec−terttc +
ksec−terttd )λ0δ0
rµ0 = (ktm[M ] + kts[S]λ0 + kβδ0 + (k
sec−sec
tc +
2ksec−sectd )λ
2
0 + (2k
sec−tert
tc +
4ksec−terttd )0δ0 + k
sec−tert
tc +
2ktert−terttd )δ
2
0
rλ1 = kp[M ](P2 + λ0) + kpq[M ]δ1 − (kbb+
ktm[M ] + kts[S]λ1 − 2(ksec−sectc +
ksec−sectd )λ0λ1 − (ksec−terttc +
ksec−terttd )λ1δ0
rδ1 = kbbλ1 − (kpq[M ] + kβ)δ1 − 2(ktert−terttc +
ksec−terttd )δ1δ0 − (ksec−terttc +
ksec−terttd )λ0δ1
rµ1 = (ktm[M ] + kts[S]λ1 + kβδ1 + (k
sec−sec
tc + 2k
sec−sec
td )λ0λ1+
(2ksec−terttc + 2k
sec−tert
td )(λ0δ1 + λ1 + δ0) + (k
tert−tert
tc +
2ktert−terttd )δ0δ1
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rλ2 = kp[M ](P2 + λ0 + 2λ1) + kpq[M ]δ2 − (kbb + ktm[M ] + kts[S]λ2−
2(ksec−sectc + k
sec−sec
td )λ0λ2 − (ksec−terttc + ksec−terttd )λ2δ0
rδ2 = kbbλ2 − (kpq[M ] + kβ)δ2 − 2(ktctert−tert + ktert−terttd )δ2δ0−
(ksec−terttc + k
sec−tert
td )λ0δ2
rµ2 = (ktm[M ] + kts[S])λ2 + kβδ2 + 2k
sec−sec
tc (λ0λ2 + λ
2
1)+
2ksec−terttc (λ0δ2 + 2λ1δ1 + λ2δ0)+
2ktert−terttc (δ0δ2 + δ
2
1) + 2k
sec−sec
td λ0λ2+
2ksec−terttd (λ0δ2 + λ2δ0) + 2k
tert−tert
td δ0δ2
176
8.2.2 Process Model
The batch polymerization reactor model for the present system is presented as
follows:
d[M ]
dt
= rM , [M ](0) = [M ]0
d[S]
dt
= rS, [S](0) = [S]0
d[R1OOR2]
dt
= rR1OOR2 , [R1OOR2](0) = 0
d[TDB]
dt
= rTDB, [TDB](0) = 0
d[SCB]
dt
= rSCB, [SCB](0) = 0
d[P0]
dt
= rP0 , [P0](0) = 0
d[P1]
dt
= rP1 , [P1](0) = 0
d[P2]
dt
= rP2 , [P2](0) = 0
d[P TDB1 ]
dt
= rPTDB1 , [P
TDB
1 ](0) = 0
d[λk]
dt
= rλk , [λk](0) = 0, k = 0, 1, 2
d[δk]
dt
= rδk , [δk](0) = 0, k = 0, 1, 2
d[µk]
dt
= rµk , [µk](0) = 0, k = 0, 1, 2
Mn =
µ1
µ0
Mm
Mw =
µ2
µ1
Mm
X = 1− [M ]
[M ]0
where, Mm is the molecular weight of monomer, X is the conversion, Mn is the number-
177
average molecular weight of polymer and Mw is the weight-average molecular weight
of polymer.
8.3 Parameter Estimation
Parameter estimation of self-initiation, backbiting and β-scission rate constants
were carried out. The performance index is defined as sum of squared errors between
model prediction and experimental measurements. It was minimized using simulated
annealing algorithm, which is a combinatorial optimization scheme that is based upon
the principles of statistical mechanics. Metropolis Monte Carlo algorithm is used to
generate an approximation on the behavior of the many-body system. Simulated an-
nealing assumes a Boltzmann distribution for the population of states at equilibrium.
Then, the Metropolis algorithm is used to generate a population of configurations at
a particular temperature that is user-defined, the algorithm determines whether to
accept or reject a state based on the probability calculated from the energy difference
between adjacent states. Analogous to annealing in thermal processes, first melting
of the system at high temperatures is performed and then cooling using the Metropo-
lis algorithm until the system ”freezes” and no further change in state occurs. A
limitation of the algorithm is a scenario termed ”frustration”. This occurs when the
optimal values are nearly degenerate due to constraints that are opposite in nature.
This method is compared to predictions performed with simplex method [22].
min
θ
J =
3∑
i=1
[
yi(t)− y(t)
y(t)
]2 (7.1)
where y1, y2, y3 represent measurements of monomer conversion (X), weight average
molecular weight (Mw and number average molecular weight (Mn) respectively. θ1, θ2,
θ3 are rate constants corresponding to self-initiation (kti), β-scission (kβ) and back-
biting (kbb). Values for kp, ktm, kts, kt were obtained from [130]. The measurements
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Table 8.1: Rate constants of self-initiation, backbiting and β-scission of MA and nBA
via simulated annealing approach at 140 oC with 40 wt % monomer
rate con-
stant
methyl
acrylate
n-butyl
acrylate
kti 4.99 E -12 2.69 E -11
kbb 5 E 03 5 E 03
kbeta 7.4 6.48
were obtained from polymerization experiments conducted at 140 oC with 40 w/w
% n-butyl acrylate and methyl acrylate in xylene. The analytical structure of the
model can be obtained from [130]. Experiments show a decreasing average molecular
weight and increasing with time via chromatographic and gravimetric measurement.
The objective of the model is to simulate these trends.
8.4 Results and Discussion
The values of kti, kβ and kbb that have been calculated in this study using the
simulated annealing approach are shown in Table 8.1. We find the calculated kβ
value in good agreement with experimental predictions [131].
8.4.1 Sensitivity Analysis
Sensitivity analysis was performed on the parameters estimated (kti, kβ and kbb)
for n-butyl acrylate by increasing and decreasing the values by an order of magni-
tude for e.g. kti*10 and kti/10. Figures 8.2 and 8.3 show that lowering the rates of
initiation provides good fit to the monomer conversion at initial times and poor fit
to weight average molecular weight profile. Increasing rate shows predicted molec-
ular weight profile approaching experimental values and conversion diverging away
from conversion measurements. Figures 8.4 and 8.5 shows poor fit to experimental
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monomer conversion and good fit to average molecular weight upon increasing kbb.
Decreasing kbb) shows opposite behavior - good fit to monomer conversion and poor fit
to polymer average molecular weight. Changing kβ shows no effect on monomer con-
version. While, increasing kβ shows good fit, decreasing kβ shows poor fit to average
molecular weight measurements. This indicates that kti and kbb have stronger influ-
ence on monomer conversion and kβ and kbb have more affect on average molecular
weights.
Figure 8.2: Sensitivity analysis of initiation rate constant in spontaneous thermal
polymerization of n-butyl acrylate - Conversion Profile
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Figure 8.3: Sensitivity analysis of initiation rate constant in spontaneous thermal
polymerization of n-butyl acrylate - Weight Average Molecular Weight Profile
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Figure 8.4: Sensitivity analysis of backbiting rate constant in spontaneous thermal
polymerization of n-butyl acrylate - Conversion Profile
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Figure 8.5: Sensitivity analysis of backbiting rate constant in spontaneous thermal
polymerization of n-butyl acrylate - Weight Average Molecular Weight Profile
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Figure 8.6: Sensitivity analysis of β-scission rate constant in spontaneous thermal
polymerization of n-butyl acrylate - Conversion Profile
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Figure 8.7: Sensitivity analysis of β-scission rate constant in spontaneous thermal
polymerization of n-butyl acrylate - Weight Average Molecular Weight Profile
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8.4.2 Self-Initiation
Figures 8.8 and 8.9 compares conversion and weight average molecular weight
(Mw)profile with three different kti - rate constant of triplet diradical formation from
quantum chemical calculations, simulated annealing and literature [22]. We find from
Figure 8.8 that the self-initiation rate constant predicted via quantum calculations
shows the best fit to conversion measurements between 0 to 90 minutes and significant
deviation from the measured conversion at 330 mins. Whereas the self-initiation rate
constants predicted via simulated annealing shows good fit to the value at 330 mins.
This provides evidence that self-initiation occurs in spontaneous polymerization of
methyl acrylate and n-butyl acrylate. From Figure 8.9, model prediction of Mw for all
the values of kti shows poor fit to experiments. We suggest that the self-initiation rate
constant predicted from quantum chemical calculations has little effect on polymer
chain growth.
8.4.3 Backbiting
Backbiting reaction generates tertiary radicals that can regulate average molec-
ular weight distribution in spontaneous polymerization. We compare the conversion
(Figure 8.10) and Mw (Figure 8.11) profile between the predicted value in this study
and literature values determined by different sources. Poor fit is observed between
model prediction and experiments in both the cases. This suggests that backbiting
has no direct influence on conversion and average molecular weights. We suggest
that the importance of backbiting may lie in the formation of tertiary radicals and
subsequent β-scission radical reaction.
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Figure 8.8: Comparison of initiation rate constant in spontaneous thermal polymer-
ization of n-butyl acrylate - Conversion Profile
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Figure 8.9: Comparison of initiation rate constant in spontaneous thermal polymer-
ization of n-butyl acrylate - Weight Average Molecular Weight Profile
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Figure 8.10: Comparison of backbiting rate constant in spontaneous thermal poly-
merization of n-butyl acrylate - Weight Average Molecular Weight Profile
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Figure 8.11: Comparison of backbiting rate constant in spontaneous thermal poly-
merization of n-butyl acrylate - Weight Average Molecular Weight Profile
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8.4.4 β-scission
The conversion and Mw profiles are shown in Figure 8.10 and Figure 8.11 for values
predicted using simulated annealing in this study and literature values [22]. It can
be seen that good fit between model prediction and measurements for conversion is
obtained with all the values of kβ. Increasing kβ values decreases Mw and approaches
measurements, which indicates that higher rates of kβ in solution govern average
molecular weight distribution. We suggest that controlling of rates of backbiting and
β-scission are critical to obtain low molecular weight polymers.
Figure 8.12: Comparison of β-scission rate constant in spontaneous thermal polymer-
ization of n-butyl acrylate - Weight Average Molecular Weight Profile
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Figure 8.13: Comparison of β-scission rate constant in spontaneous thermal polymer-
ization of n-butyl acrylate - Weight Average Molecular Weight Profile
8.5 Conclusions
In this chapter, we found that self-initiation rate constant predicted via quantum
chemical calculations provides a reasonable fit of monomer conversion, but no good
fit of molecular weight measurements was obtained. We believe that the model needs
to be a modified incorporating additional reaction mechanisms and improved rate
constant values from literature to obtain even better description of the polymerization
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process.
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9. Conclusions and Future Directions
9.1 Conclusions
Experimental studies were conducted to identify the mechanism of initiation, in-
fluence of solvent with different polarity and effect of air vs. nitrogen purging on
spontaneous thermal polymerization of methyl and n-butyl acrylate at 120 and 140
oC. It was found that high monomer conversion and low polymer average molecular
weights are obtained in cyclohexanone in both monomers. Low monomer conver-
sion and high average molecular weight polymers formed in DMSO. Higher initial
conversion and lower polymer average molecular weights were found to occur in the
presence of air in comparison to nitrogen. It seems that molecular oxygen can im-
pact the overall rate of polymerization. Mass spectrometric studies were performed
on MA and n-butyl acrylate polymer samples. It was found that self-initiation and
β-scission influence the polymerization strongly. No series of peaks with end group
species generated from peroxide based impurity species or molecular oxygen were
found. Thus, qualitative evidence to the occurrence of self-initiation in spontaneous
thermal polymerization of methyl acrylate (MA) and n-butyl acrylate is provided. We
generalize this finding and suggest that self-initiation will occur in high temperature
polymerization of alkyl acrylates.
Theoretical studies was undertaken to provide evidence to the presence of self-
initiation in spontaneous polymerization of acrylates and propose reaction mecha-
nisms for the reaction. Two mechanisms of self initiation have been investigated in
order to identify the mechanism of spontaneous initiation in high-temperature poly-
merization in methyl, ethyl and n-butyl acrylate. Density functional calculations us-
ing B3LYP/6-31G∗ were used to study Mayo and Flory’s mechanism of self-initiation
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in thermal polymerization of methyl, ethyl and n-butyl acrylate. Potential energy
landscapes for [4+2] and [2+2] thermal cycloaddition reactions were constructed using
B3LYP/6-31G∗ on the singlet and triplet surface.Two pathways on the singlet surface
were identified. The low energy pathway was found to be formation of Diels-Alder
(DA) adduct via a concerted mechanism. The high energy pathway was formation of
cyclobutane dimer, DCD, DECD and DBCD, via non-concerted pathway in methyl,
ethyl and n-butyl acrylate respectively. Formation of singlet diradical was identi-
fied. A stereorandom one step diradical mechanism was proposed for the formation
of DCD, DECD and DBCD. The formation of the triplet diradical intermediate was
found. Intersystem crossing from singlet diradical transition state to triplet diradical
intermediate was postulated to be possible. The mechanism for intersystem crossing
was proposed to be spin-orbit coupling. The spin-orbit coupling constant was calcu-
lated using MCSCF/6-31G∗. The presence of solvent and inert gas was identified to
be favorable conditions for inter-system crossing. The calculated transitions states
for both pathways were assessed with various levels of theory such as B3LYP/6-31G∗,
B3LYP/6-31G∗∗, B3LYP/6-311G∗, MP2/6-31G∗, MP2/6-31G∗∗, MP2/6-311G∗. The
mechanism of monoradical generation was found to occur via triplet diradical species.
Hydrogen transfer mechanism was calculated to be favored over hydrogen abstraction
mechanism in methyl, ethyl and n-butyl acrylate. Theoretical evidence to the pres-
ence of diradical mechanism of self-initiation in high-temperature polymerization of
methyl methacrylate was studied using B3LYP/6-31G∗. Three dimers, DA, DDCD
and DMMH, have been predicted to form on the singlet potential energy surface.
The formation of DA is predicted to be the lowest energy pathway and the forma-
tion of DDCD the highest energy pathway. Concerted mechanism for formation of
DA and DMMH, and non-concerted mechanism for DDCD formation were identi-
fied. Assessment of transition state geometries was performed using MP2/6-31G∗∗, it
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was identified that calculated barriers and enthalpies show good agreement to exper-
iments. The formation of triplet diradical intermediate was predicted, which verified
experimental observations. The mechanism of spontaneous initiation is proposed to
occur via triplet diradical intermediate that verifies previous postulates.
Macroscopic process modeling was performed to estimate self-initiation, backbiting
and β-scission rate constants from experimental measurements. Simulated annealing
was used to minimize the square of error between model and experimental values of
monomer conversion, number average molecular weight and weight average molecular
weights for methyl acrylate (MA) and n-butyl acrylate (nBA). The estimated self-
initiation rate constants were compared with initiation rate constants predicted via
quantum chemistry for triplet diradical formation. The estimated initiation rate
constant showed better fit of polymer average molecular weight measurements and
predicted initiation rate constants demonstrated better fit of monomer conversion
measurements. We attribute this anomalous behavior to be due to the inadequacy of
the process model and further studies with an improved mechanistic model is foreseen
to reduce the error.
9.2 Future Directions
Chain transfer reactions that occur in spontaneous thermal polymerization of alkyl
acrylates need to be investigated using DFT and ab initio calculations, and their rate
constants should be predicted using transition state theory. The self-initiation mech-
anism in the present study should be explored using solvent models, such as polar-
izable continuum model, via quantum chemical calculations in order to understand
the effect of solvent on the reacting species. Spontaneous thermal polymerization
experiments of alkyl acrylates in xylene, cyclohexanone and DMSO using reaction
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calorimeter fitted with Fourier transform infra-red probe need to be conducted to
identify in real-time, various types of reacting species that form in the solution. Spe-
cific chromatographic experiments are to be carried out to isolate dimers, trimers
and oligomers forming in thermal polymerization of acrylate monomers. In order to
capture the formation of diradical species, polymer samples from spontaneous poly-
merization of acrylates have to be analyzed using electron paramagnetic resonance
(EPR) spectroscopy. The mechanistic process models have to improved with the in-
clusion of additional reaction mechanisms that are obtained via quantum chemical
calculations. The true heat flow profiles of spontaneous thermal polymerization of
alkyl acrylates in the presence of oxygen and nitrogen purging have to be obtained
using accurate calorimetric experiments in order to quantitatively show the influence
of molecular oxygen.
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