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Abstract
In this paper we present a methodology for designing experiments for efficiently estimating the
parameters of models with computationally intractable likelihoods. The approach combines a
commonly used methodology for robust experimental design, based on Markov chain Monte
Carlo sampling, with approximate Bayesian computation (ABC) to ensure that no likelihood
evaluations are required. The utility function considered for precise parameter estimation is
based upon the concentration of the ABC posterior distribution, which we form efficiently via
ABC rejection based on pre-computed model simulations. Our focus is on stochastic models
and, in particular, we investigate the methodology on Markov process models for epidemics
and macroparasite population evolution.
Keywords: Approximate Bayesian computation, Bayesian experimental design, Markov
chain Monte Carlo, Robust experimental design
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1 Introduction
The optimal design of experiments is an important consideration in many areas of science
such as, for example, systems biology (Faller et al., 2003), chemical engineering (Telen et al.,
2012), clinical trials (Berry, 2004) and medical applications (Delzell et al., 2012). Experiments
designed in an optimised manner generally allows the practitioner to learn more quickly about
the underlying process that generates observed data, hence saving on time and monetary costs
and thus reducing the burden on those involved in the experiment.
To date, the statistical literature has predominantly focussed on generating optimal designs
for models with tractable likelihood functions. For classical experimental designs, it is com-
mon to derive optimal designs based on a utility function that is some scalar function of
the Fisher information matrix. This matrix requires the expectation of the Hessian of the
log-likelihood function, and thus relies on an analytical representation of and, typically, its
pointwise evaluation of the likelihood function. In Bayesian experimental design, the utility
function is often based upon the expected gain in Shannon information (also referred to as
mutual information) from prior to posterior distribution. Alternatively, it could involve di-
rectly the concentration of the posterior distribution, measured by entropy or precision for
example. These Bayesian approaches also typically involve evaluations of the likelihood func-
tion to generate (approximate) samples from the posterior distribution when it cannot be
determined analytically.
The purpose of this paper is to present a methodology that can be used to obtain Bayesian
designs in the presence of parameter uncertainty, with only the need to simulate data from the
model for given parameter values. Here we focus on designing for multivariate continuous time
Markov processes that are partially observed either sequentially or independently. However,
the methodology is applicable to other models with computationally demanding likelihoods.
In the context of Bayesian robust experimental design, only a moderately difficult likelihood
function can result in a computationally demanding exercise, since many likelihood evalua-
tions are often required. This is typically the case with Markov processes, where likelihood
computation for non-trivial models requires the matrix exponential (Sidje, 1998) to be evalu-
ated. This is especially the case with multivariate Markov processes, as the dimension of the
matrix grows exponentially with the number of populations in the model.
There have only been a few attempts to design for Markov process models. Pagendam and
Ross (2012) present an approach for determining (numerically) the Fisher information for
Markov process based on the results in Podlich et al. (1999). The method requires aug-
menting the generator matrix of the Markov process with derivative information. However,
the augmenting procedure adds additional overhead to the matrix exponential computation.
Pagendam and Pollett (2009, 2010) consider stochastic epidemic models with large counts,
and propose a diffusion approximation to the model creating a tractable Gaussian likelihood,
which could be used in frequentist or Bayesian designs. Komorowski et al. (2011) develop an
approximation to the Fisher information matrix for stochastic differential equation models,
which could be used in a design context. Stochastic differential equation models can be used
as an approximation to Markov processes. However, both of these approaches may not be
suitable for highly stochastic systems, such as those with relatively smaller counts. Cook
et al. (2008) suggest using moment closure approximations to create a tractable likelihood.
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However, such approximations are sometimes not available (see, for example, Riley et al.
(2003)).
The methodology that we propose here attempts to design directly for the Markov process of
interest using only model simulations. From this perspective, the algorithm of Mu¨ller (1999)
is appealing, since it converts an optimisation problem into the problem of simulating from a
joint distribution, which admits a marginal distribution that is proportional to the expected
utility surface. Thus the solution of the design problem involves determining the mode of this
distribution. Mu¨ller (1999) uses Markov chain Monte Carlo (MCMC) to sample from this
distribution. The algorithm is attractive from an intractable likelihood point of view, since
the proposal for the future data involves simulation from the model and thus likelihood eval-
uations cancel in the Metropolis-Hastings (MH) ratio, in the same spirit as the likelihood-free
MCMC algorithm of Marjoram et al. (2003). However, the MH ratio still involves computing
the utility function at the current and proposed points of the chain. As mentioned above,
both frequentist and Bayesian utility functions generally require the likelihood in some form.
However, Bayesian utilities are of interest here, since an approximation of the posterior dis-
tribution can be formed without likelihood evaluation using the likelihood-free simulation
tool known as approximate Bayesian computation (ABC). Therefore, Bayesian utilities can
be computed approximately via the ABC posterior. ABC avoids likelihood evaluation by
proposing many parameters from the prior, simulating data from the model conditional on
those parameters, and keeping a subset of those parameters that generate simulated data
close to the observed. For more information on ABC, the reader is referred to Sisson and Fan
(2011), for example.
The algorithm of Mu¨ller (1999) samples over the joint space of the design, parameter, and
future data variables. For Bayesian experimental design with this algorithm, samples need to
be produced from the posterior distribution of the parameters given future data. In our work,
we replace the true posterior with the ABC posterior. However, performing an ABC algo-
rithm at every iteration of Mu¨ller (1999) would create a computationally intensive algorithm.
However, we generate many simulations from the likelihood over a grid of values defined by
the prior and store these. At each iteration, we use these simulations in order to generate an
ABC posterior via ABC rejection (Beaumont et al., 2002). This creates a computationally
tractable algorithm, but increases the storage requirements. However, we were able to per-
form all of the computations on a high-end desktop computer with 2 × quad core processors
and 16GB of RAM.
This article is organised as follows. Section 2 explains the methodology derived in the paper.
In Section 2.1, an overview of robust design is given, in particular, using the algorithm of
Mu¨ller (1999). Section 2.2 contains the novel contribution of the paper; details for design-
ing for models with computationally demanding likelihoods using Mu¨ller (1999) as well as
approximating a Bayesian utility function using ABC simulations from the posterior. The
methodology is demonstrated on examples in Section 3. The algorithm is firstly applied to
toy problems involving simple stochastic epidemic models investigated by Cook et al. (2008).
The algorithm is then applied to the motivating example for this work: determining sacrifice
times for hosts to learn about the parameters of the macroparasite population evolution model
of Riley et al. (2003).
3
2 Methodology
2.1 Robust Experimental Design
It is generally the case in statistical experimental design that the true model parameter
is unknown. Apart from linear regression, the properties of design for parameter estimation
depend on the value of the parameter. Experimental designs based on a single parameter value
that is different from the true parameter value driving the process can be very inefficient. Thus
it is important to account for the lack of knowledge of the model parameter (and sometimes
even the model itself) when designing experiments (Goodwin and Payne, 1977, pg 126). In
this paper we account for parameter uncertainty only. Such information can be captured
in the ‘prior’ distribution, p(θ), which could incorporate data from previous experiments or
expert opinion. Designs that accommodate parameter uncertainty are often referred to as
Bayesian or pseudo-Bayesian designs. The use of the term ‘Bayesian’ has arisen from the
term ‘prior’ but is unfortunately misleading; for example utility functions based on the Fisher
information matrix are motivated from a frequentist approach to data analysis subsequent to
the experiment being performed. Therefore, our preference is to refer to designs that account
for parameter uncertainty as robust designs (see, for example, Pronzato and Walter (1985)).
For robust designs, the user specifies a utility function, u(d,y,θ), where y are data that may
be observed when the model parameter is θ and the experimental design d is applied. The
quantity of interest then is the expected utility of applying the design d, where the expectation
is taken over the prior distribution of the parameter, p(θ), as well as the data that are yet to
be observed, y
u(d) = Eθ,y[u(d,y,θ)] =
∫
y
∫
θ
u(d,y,θ)p(y|d,θ)p(θ)dθdy,
(Lindley, 1972, pg 19) where p(y|d,θ) is the likelihood function of the unobserved data given
that the design d is applied. It is important to note that the utility can be independent of y
or θ depending on the utility function. For instance, the expected Fisher information matrix
is independent of y since the expectation is already taken with respect to the future data. In
Bayesian utility functions based on the posterior distribution, the utility function does not
involve θ. Although θ is usually still required so that the likelihood can be included rather
than the evidence, p(y|d). The optimal robust design, d∗, maximises the expected utility
over the design space, D
d∗ = argmax
d∈D
u(d).
Unfortunately, the expected utility function, u(d), can rarely by derived analytically. The
expected utility could be approximated using Monte Carlo integration via many parameter
draws from the prior and simulations from the model. However, this quickly becomes infeasible
as the dimension of the design problem grows. Instead, Mu¨ller (1999) proposes to sample from
the following joint probability distribution
h(d,θ,y) ∝ u(d,y,θ)p(y|d,θ)p(θ)p(d).
We introduce the prior of the design, p(d), to incorporate any constraints on the design. For
example, sampling times are often ordered. Thus any algorithm that can sample from the
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joint distribution, h(d,θ,y), also samples from a distribution that is proportional to u(d) as
this is a marginal of h(d,θ,y). Mu¨ller (1999) suggests MCMC sampling. An estimate of the
optimal robust design is simply obtained by estimating the mode of the function proportional
to u(d) based on the generated samples. For easier identification of the mode, it is often
useful to sample from the joint distribution
h(d,θ1, . . . ,θJ ,y1, . . . ,yJ ) ∝ p(d)
J∏
j=1
u(d,yj ,θj)p(yj |d,θj)p(θj),
since the marginal for d is proportional to p(d)u(d)J . Increasing the value of J has the effect
of tightening the distribution around the mode. The approach of Mu¨ller (1999) is given in
Algorithm 1. We note that the quantity u(d,y,θ) usually needs to be approximated as well,
and this is discussed further below.
An advantage of using a Bayesian utility is that a single design point can be considered; the
prior distribution is updated by a single observation. It is important to note that, other than
standard models, the posterior distribution cannot be derived analytically; and thus an exact
calculation of u(d,y) is out of reach. A popular approach to overcome this is to draw samples
from the posterior distribution. For low dimensional designs, a computationally efficient
technique is to use importance sampling to obtain a weighted sample from the posterior where
the initial sample is drawn from the prior. The Bayesian utilities are then approximated using
the sample from the posterior distribution.
Algorithm 1 MCMC algorithm for robust experimental design by Mu¨ller (1999).
1: Initialise: Draw d0 ∼ p(d), draw θ0 ∼ p(θ) and generate y0 ∼ p(y|θ0,d0)
2: Compute u0 = u(d0,θ0,y0)
3: for i = 1 to iters do
4: Propose d∗ ∼ q(d|di−1), θ∗ ∼ p(θ), y∗ ∼ p(y|θ∗,d∗)
5: Compute u∗ = u(d∗,θ∗,y∗)
6: Compute α = min
(
1, u
∗p(d∗)q(di−1|d∗)
ui−1p(di−1)q(d∗|di−1)
)
7: if α > uniform(0,1) then
8: Set ui = u∗, di = d∗, θi = θ∗, yi = y∗
9: else
10: Set ui = ui−1, di = di−1, θi = θi−1, yi = yi−1
11: end if
12: end for
2.2 Experimental Design for Intractable Likelihoods
The experimental design literature to date has focussed on models where the likelihood func-
tion can be evaluated pointwise. The motivation for selecting Algorithm 1 to perform robust
experimental design in the setting of intractable likelihoods is that by simulating from the
model as a proposal for the data leads to a cancellation of likelihood terms in the Metropolis-
Hastings ratio (see line 6 of Algorithm 1). From this perspective, the algorithm has connec-
tions with MCMC ABC (Marjoram et al., 2003). However, utility functions considered in
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the literature require that the likelihood be available analytically or be computable pointwise.
For example, frequentist utility functions based on the Fisher information matrix require ex-
pectations of derivatives of the log-likelihood function. An exception to this is the work of
Komorowski et al. (2011) who derive numerical approximations to the Fisher information
matrix for stochastic differential equation models. However, such approximations will not be
appropriate for all stochastic models, in particular those modelling small count data. Hence
we investigate the viability of Bayesian utilities, in particular, those that involve the poste-
rior distribution. Bayesian utilities could be approximated by replacing the true posterior
distribution with a posterior distribution based on an ABC approximation. A popular utility
in Bayesian theory is the Kullback-Leibler divergence (Kullback and Leibler, 1951) between
prior and posterior (Chaloner and Verdinelli, 1995), which can be expressed as
u(d,y) =
∫
θ
p(θ|y,d) log p(y|θ,d)dθ − log p(y|d),
(Friel and Pettitt, 2008) where p(y|d) is the marginal likelihood. By taking expectation
again, over y|d, u(d) can be interpreted as the mutual information between θ and y (Lindley,
1956). We note that this form for the utility function is not helpful in this context since
likelihood evaluations are necessary. Liepe et al. (2012) propose to estimate the Kullback-
Leibler divergence based on computing the difference between histograms based on samples
from the prior and posterior. It is possible to use their approach with the ABC posterior in
place of the true posterior. However, more straightforwardly, we focus on utility functions that
are derived from considering the concentration of the posterior distribution. For simplicity
we consider a utility that involves the posterior variance matrix
u(d,y) = 1/det(Var(θ|y,d)).
Such a utility is appropriate if the posterior distribution is unimodal and does not have
a substantial amount of skewness and/or kurtosis. More generally, one could consider the
entropy of the posterior distribution, which is the Kullback-Leibler divergence between a
uniform distribution and the posterior distribution. The entropy could be estimated using a
non-parametric approach (see Beirlant et al. (1997)). However, the entropy estimate is not
as straightforward to implement, hence for this paper we consider the simple variance utility
above.
As a demonstration of methodology, we consider the examples in Cook et al. (2008) on stochas-
tic epidemic models. These authors use a moment closure approximation to the likelihood.
We note that these approximations are not always adequate depending on the model pa-
rameters or the model itself (see, for example, Riley et al. (2003)). We consider instead an
approximation using ABC, which can be applied more generally. ABC is a simulation based
method that generates data from the model conditional on a parameter value and accepts that
parameter value if the simulated data is close enough to the observed data. The ‘observed
data’ in the context of Algorithm 1, is the data, y, that is generated from the model at each
iteration of the algorithm. The ABC posterior distribution is given by
p(θ|y, ǫ) =
∫
x
p(x|θ)p(θ)1(ρ(y,x) ≤ ǫ)dx,
where x is simulated data, ρ(·, ·) is a discrepancy function that compares the observed and
simulated data, and ǫ is a tolerance threshold that controls the error of the approximation.
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Typically the discrepancy function compares summary statistics of the observed and simulated
data. However, in this paper we consider only low dimensional (and non-replicated) designs
(obtaining high dimensional Bayesian designs is still a current area of research) and thus are
able to compare directly the observed and simulated data
ρ(y,x) =
D∑
i=1
|yi − xi|
std(xi)
, (1)
where std(·) denotes the standard deviation and D is the number of design points. We
mention how we obtain std(xi) later. To compute the utility function, 1/det(Var(θ|y,d)),
in the presence of an intractable likelihood we replace the true posterior distribution with
the ABC posterior. Algorithms for sampling from the ABC posterior include ABC rejection
(Beaumont et al., 2002), MCMC ABC (Marjoram et al., 2003) and SMC ABC (Sisson et al.,
2007; Drovandi and Pettitt, 2011). For a single data analysis, SMC methods are often the
most efficient in terms of the number of model simulations. However, in our design context
and the use of Algorithm 1, we are required to obtain an ABC posterior for each simulated
dataset, y, of each iteration of the algorithm. Thus, running an ABC algorithm at each
iteration is very computationally demanding. However, ABC rejection is readily applicable
to a number of different datasets from the same model. The ABC rejection approach for data
y based on design d is provided in Algorithm 2.
Algorithm 2 ABC rejection algorithm.
1: Generate θi ∼ p(θ) for i = 1, . . . , N
2: Simulate xi ∼ p(y|θi,d) for i = 1, . . . , N
3: Compute discrepancies ρi = ρ(y,xi) for i = 1, . . . , N , creating particles {θi, ρi}Ni=1
4: Sort the particle set via the discrepancy ρ
5: Discard (1− α)N of the particles with the highest discrepancy. Effectively ǫ = ραN
In the algorithm, α is the proportion of particles to keep in the ABC posterior. The choice
of α is a trade-off between accuracy of the posterior and Monte Carlo error (Fearnhead
and Prangle, 2012). A low value of α will lead to samples that are distributed closer to
the true posterior distribution. However, for fixed N , a low value of α will lead to fewer
samples being kept, thus increasing the Monte Carlo error of quantities estimated from the
ABC posterior, such as the utility function considered in this paper. We note that, for fixed
computational effort (i.e. fixed N), ABC rejection could be implemented in two ways: (1)
iterating steps 1-3 of Algorithm 2 over the particles, discarding simulated data but keeping all
model parameters generated or (2) performing steps 1-5 in order as presented in Algorithm
2. The latter implementation is particularly useful in this context, as steps 1-2 take the most
computational effort and are independent of the data y. Hence we perform steps 1-2 for each
application prior to running the algorithm. This massively saves computation at the expense
of being memory intensive. On a modern desktop computer, the amount of memory required
was still manageable for the applications considered in this paper.
In experimental design, the data, y, is dependent on the design, d. In the applications here,
the only design variable is time. In order to pre-compute the ABC parameter and data
simulations (that is, steps 1-2 above), we discretise the design space to a regular grid with a
minimum of tmin, a maximum of tmax and an increment of tinc. Therefore, prior simulations are
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required for each design point. In the epidemic examples, several measurements are obtained
on the same process. Therefore only N simulations of the stochastic process are required,
with the state of the process being recorded at each discrete time point. In the macroparasite
population evolution example, the observations are independent. Thus the stochastic process
must be replicated independently N times for each unique time point in this case. The
Metropolis-Hastings algorithm samples over the discrete design space.
Another advantage of pre-computing the prior simulations is that the standard deviation of the
prior-predictive distributions at each unique time point can be obtained. This is important so
that the standard deviation, std(xi), can be incorporated into our ABC discrepancy function
(see equation 1) straightforwardly. Without accounting for standard deviation, proposals that
produce sampling times where the data are more variable are unfairly penalised.
3 Examples
To demonstrate the methodology, three examples are considered. The first two are stochastic
epidemic model examples considered by Cook et al. (2008). The third example, which mo-
tivates the work here, is an example in macroparasite population evolution. All the models
considered are continuous time Markov processes. Such models can have computationally de-
manding likelihoods, particularly if there is a relatively large number of states in the Markov
chain, which generally occurs for multivariate models. In the context of robust design, typi-
cally many likelihood evaluations are required. Therefore even if one likelihood computation
takes only seconds, the overall computational burden is heavy. Calculating the utility based
on the posterior obtained from ABC rejection with pre-algorithm simulations is fast. The
initial prior-predictive simulations take some time, but only need to be done once. The first
example has a simple likelihood, so comparisons can be made between with and without the
use of the likelihood.
Throughout we used J = 20 in the algorithm of Mu¨ller (1999) for the death model example
and J = 5 for the other examples for better identification of the mode. Once an optimal
design, d∗, is found, we approximate its utility using
u(d∗) ≈ 1
10000
10000∑
j=1
uˆ(d∗,yj), (2)
where yj ∼ p(y|θj ,di) and θj ∼ p(θ). In all runs of Algorithm 1, we used a MH within Gibbs
scheme for updating the design variables one-at-a-time for 100,000 iterations. The proposal
for each design variable was drawn uniformly between the two surrounding design variables or
end sampling points as appropriate. It would be possible to devise a more efficient proposal
on this discrete design space. The following heuristic approach was used to estimate the
multivariate mode based on samples of the design variables from the MCMC runs:
1. Thin the design samples by a factor of 10 to obtain closer to independent samples.
2. For i = 1, . . . ,D, obtain the bandwidth, hi, of the kernel density estimator for design
variable i by using the marginal samples for design variable i. Here hi was estimated
using Matlab’s ‘ksdensity’ function.
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3. Use a multivariate Gaussian smoothing kernel (see, for example, Wand and Jones (1994))
with a diagonal bandwidth matrix with the hi’s along the diagonals and the entire matrix
multiplied by an additional smoothing factor h (see next step) to identify the mode (see
also Cook et al. (2008)). This kernel is used to estimate the density at each of the
(thinned) sampled design points. The design sample with the highest density is chosen
as the mode.
4. Choose a set of possible values for the smoothing factor h (here we used h ∈ {1, 1.05,
1.1, 1.15, 1.2, 1.25, 1.3, 1.35, 1.4, 1.45, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0, 2.25, 2.5, 2.75, 3.0, 3.5,
4.0}). Repeat the previous step for each value of h. This will produce a set of candidate
modal designs. Estimate the utility at each of these candidate designs using equation
(2). Select the optimal design as the candidate design with the highest utility. Note that
if different h values lead to the same mode, then the above utility is not re-computed
and the next value of h is considered.
3.1 Death Model
Cook et al. (2008) considered a moment closure approximation to the likelihood and applied it
to two examples in stochastic epidemic models in a closed population. We denote the number
of susceptibles and infectives at time t as S(t) and I(t), respectively, where S(0) = n = 50.
The first model is a simple death process. At time t with i susceptibles, the probability that an
infection occurs in the next infinitesimal time period ∆t is given by P (S(t+∆t) = i−1|S(t) =
i) = b1i∆t + o(∆t), otherwise no infection occurs. The likelihood of (susceptible, time) pairs,
(t1, s1), . . . , (tT , sT ), is given by
∏T
k=1 binomial(S(tk) = sk; sk−1, exp(−b1(tk − tk−1))) where
t0 = 0 and s0 = n. Thus the likelihood is quickly computable. For this example we compare
our ABC method with a likelihood-based approach where weighted samples are obtained from
the true posterior distribution via importance sampling. The utility is then estimated using
this weighted sample.
The prior distribution for b1 is given by b1 ∼ log normal(−0.005, 0.01). For the ABC approach,
100,000 model simulations were generated from the prior predictive distribution on a grid of
times where tmin = 0.01, tmax = 10 and tinc = 0.01. 200 samples were kept for the ABC
posterior. Figure 1 shows the sampling distributions of the design variables for each approach
for D = 1, . . . , 4 design points. It is evident that there is a reasonable agreement between
the ABC and importance sampling approaches, which validates the ABC method in this
example. For the ABC approach, the tolerance was ǫ = 0 on 99.8%, 97.8%, 91.2% and 80.2%
of simulations for 1, 2, 3, and 4 design points respectively. Thus, for up to three design
points, the utility calculations were mostly based on 200 perfect draws from the posterior.
For 4 design points, there was some error due to ABC, but from Figure 1(d) this did not
appear to affect the results, since the distributions of the designs variables were very similar
in both the ABC and importance sampling case.
The positions of the marginal modes for each design variable (for example, taking the modes in
Figure 1) provide misleading results as to the position of the multivariate mode. The approach
mentioned above was used to estimate the multivariate mode for D = 1, . . . , 4 design points.
The optimal sampling times along with the estimated expected utility (with approximate 95%
intervals) are shown in Figure 2(a). We found that the optimal designs obtain from the results
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of the ABC and importance sampling approaches were similar. The designs are similar to
those obtained in Cook et al. (2008) (see below for more discussion).
3.2 SI Model
In this example the model is given by P (S(t+∆t) = i− 1|S(t) = i) = (b1 + b2(n− i))i∆t +
o(∆t). The likelihood for this model could be computed using the matrix exponential (Sidje,
1998). However, the likelihood is slightly time consuming and given the number of likelihood
evaluations required in Algorithm 1 we consider the ABC approach (see below for likelihood-
based results for one design variable). We use the same priors as in Cook et al. (2008):
b1 ∼ log normal(−3.6, 0.1024) and b2 ∼ log normal(−4.5, 0.16). Due to the extra variability
in the prior predictive data (see Figure 4(b)), we generate 200,000 simulations. Again we
keep only 200 of these simulations to form the ABC posterior. The proportion of simulations
with a zero ABC tolerance was 99.7%, 90%, 62.3% and 40.3% for 1, 2, 3 and 4 design
points, respectively. The optimal designs for D = 1, . . . , 4 design points together with the
corresponding expected utilities is shown in Figure 2(b). Again, there was a small difference
between the designs obtained here and the designs obtained in Cook et al. (2008) using the
Kullback-Leibler divergence criterion. However, the expected utility surfaces for all examples
investigated here are relatively flat in a region of the design space. The designs in Cook et al.
(2008) have high expected utility under our utility function as well. Therefore we obtained
similar optimal designs to Cook et al. (2008) despite differences between utility functions,
approximation methods and approaches for determining the multivariate mode.
For one design point, we ran the algorithm with the true likelihood computed via the matrix
exponential. Importance sampling was used to obtain weighted samples from the posterior.
We found that the sampling distribution of the design variable was similar in the likelihood-
free and likelihood-based cases (results not shown). The likelihood-based run was far more
expensive than the likelihood-free approach, thus we do not consider the 2-4 design variable
experiment problems.
3.3 Parasite Model
In the experiments of Denham et al. (1972), 212 cats were injected with approximately 100 or
200 Brugia pahangi larvae. After a particular time, the host was sacrificed and the number
of mature parasites were counted at autopsy. A plot of the data can be found in Drovandi
et al. (2011). Riley et al. (2003) proposed a trivariate Markov process to explain how each
data point arose. The process models the evolution of the number of juvenile parasites, L(t),
mature parasites,M(t), and a discrete version of the hosts immunity to the infection, I(t), over
time, t. Conditional on the current values of the states at time t, M(t) = i, L(t) = j, I(t) = k,
and a small time interval ∆t so that at most one event can occur, the transition probabilities
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Figure 1: Sampling distributions of the design variables for the death model for up to 4 design
points. Solid lines are based on the ABC approximation to the true posterior and the dashed
lines are based on drawing samples from the true posterior using importance sampling.
11
1 2 3 4
135
140
145
150
no. of design points
e
x
pe
ct
ed
 u
til
ity
(1.75)
(1.15,2.75)
(0.8,1.8,3.1)
(0.75,1.7,2.75,4.35)
(a) death model
1 2 3 4
2.5
3.5
4.5
5.5
x 109
no. of design points
e
x
pe
ct
ed
 u
til
ity
(11.6)
(4.7,11.8)
(3.7,8.5,14.3)
(2.9,7.0,10.6,16.9)
(b) SI model
1 2 3 4
6
7
8
9
x 1011
no. of design points
e
x
pe
ct
ed
 u
til
ity
(99)
(65,104)
(85,124,173)
(55,119,150,193)
(c) cat model
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Figure 3: (a) bivariate density estimate of (ν, µL) obtained from Drovandi et al. (2011).
(b) bivariate density estimate based on samples from the parametric approximation of the
posterior in (a).
at time t+∆t are given by
P (i+ 1, j − 1, k|i, j, k) = γj∆t + o(∆t),
P (i, j − 1, k|i, j, k) = (µL + βk)j∆t + o(∆t),
P (i− 1, j, k|i, j, k) = µM i∆t + o(∆t),
P (i, j, k + 1|i, j, k) = νj∆t + o(∆t),
P (i, j, k − 1|i, j, k) = µIk∆t + o(∆t),
(3)
and the probability of remaining in the same state is one minus the sum of the above prob-
abilities. Here, γ is a parameter specifying the rate of a juvenile parasite maturing to an
adult parasite, µL controls the rate of natural death of larvae, β relates to the rate of death
of larvae due to the effects of immunity, µM is the natural death rate of mature parasites,
ν is involved in the rate of acquisition of immunity and µI represents the per-capita death
rate of immunity. Michael et al. (1998) estimate γ = 0.04 and µM = 0.0015 from previous
studies. Drovandi et al. (2011) estimate the four parameters from the observed data using an
ABC method. Unfortunately, µI and β cannot be estimated precisely from observed mature
counts (see Drovandi et al. (2011) for more details). We set β = 1.1 and µL = 0.31 as esti-
mated by Riley et al. (2003). However, ν and µL are relatively well estimated, and we focus
on designing for these two parameters for hypothetical future experiments. The posterior
distribution obtained from the ABC analysis can be well approximated by a bivariate normal
distribution on (ν,
√
µL) with a mean of (0.0013,0.0854), variance of (1.0469 × 10−7, 0.0012)
and a correlation of -0.6865 between ν and
√
µL. We use these as priors for our experimental
design. The approximate bivariate densities of the posterior obtained from the ABC analysis
of Drovandi et al. (2011) and the parametric approximation of this posterior are shown in
Figures 3(a) and 3(b), respectively.
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Riley et al. (2003) mention that moment closure approximations do not work well for this
model (at least with parameter values that are consistent with the observed data). Fur-
thermore, the model is highly stochastic and produces counts that are highly non-normally
distributed thus stochastic differential equation and diffusion approximation would be very
poor. Thus for this example it is important to retain the stochastic dynamics of the Markov
process version of the model. Designing for this process is slightly different from the above two
examples. In the previous examples, the one trajectory of the stochastic process is sampled
numerous times. In this application, we are aiming to select the optimal sampling times for
cats of the next experiment, thus we need to consider an independent replicate of the stochas-
tic process for each cat. The sacrifice time design space was constructed with tmin = 1,
tmax = 300 and tinc = 1 days. For a particular parameter from the prior distribution, inde-
pendent observations (mature counts) were drawn from the model for each unique time point.
An alternative more computationally less intensive approach would simulate independent tra-
jectories, recorded at each unique time point. Due to the high prior predictive variance of
the data (see Figure 4(c)), we considered sample sizes from the prior of 200,000 and 800,000.
Again we kept 200 of these samples at each iteration of Algorithm 1 to estimate the utility
function. We obtain designs for the sacrifice times of D = 1, 2, 3 and 4 cats for future
experiments.
The distribution of utility values obtained throughout the algorithm based on 200,000 prior
simulations is shown in Figure 6(c) (see the boxplot on the left for each number of design
points). In the two epidemic examples, the results (Figures 6(a) and 6(b)) show a clear increase
in the information about θ with an increase in sample size. However, for this application, from
Figure 6(c), it appears that one gains little extra information from 2 observations to 3 and
information is actually lost when considering 4 design points. However, we conjecture that
this is an artefact of applying ABC in this application. There is a substantial amount of prior
predictive variability in this application, thus it is difficult to achieve low ABC tolerances as
the number of observations to match on increases.
The right boxplots for each number of design points shows the results for 800,000 prior
simulations. It is noticeable from the figure that the increase in prior simulations is more
beneficial for larger numbers of design points; for 1 design point it is clear that 200,000 prior
simulations leads to very accurate ABC posterior distributions. Based on 800,000 simulations,
the results suggest that there is a substantial improvement in utility from 2 to 3 design points
and that 4 design points gives similar utility values to 3 design points, so again it is not
clear whether there is any to gain by collecting a 4th observation compared with 3 or if there
are not enough prior simulations to discover the benefit. An important result is that the
sampling distributions of the design variables are not sensitive here to the number of prior
simulations used (see the similarity between the solid and dashed results in Figure 5). Thus
similar optimal designs were obtained (see Figure 2(c) for the optimal designs obtained (based
on the 800,000 prior simulation results)).
Figure 2(c) demonstrates that there is indeed a gain in expected utility (calculated using
equation 2) for three up to four observations. The ABC posterior for each run was formed
through 2 million prior simulations and keeping the best 200 particles. The utility uˆ(di,yj)
was then estimated from these 200 samples. We suspect that using 2 million prior simulations
leads to almost perfect draws from the posterior distribution, even for 4 design points.
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Figure 4: 95% prior prediction intervals (and medians) of the data for (a) death model, (b)
SI model and (c) parasite model. Dashed lines denote the 2.5% and 97.5% prior prediction
quantiles while the solid line denotes the median prior prediction.
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Figure 5: Experimental design results for the macroparasite model for up to 4 design points.
The solid line and dashed line results are based on 200,000 and 800,000 prior simulations,
respectively.
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Figure 6: Boxplots of the utility values for different numbers of design points recorded during
the algorithm for the (a) death model, (b) SI model, (c) macroparasite model. Results are
shown for 200,000 (left) and 800,000 (right) prior simulations (online figure is in colour).
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4 Discussion
In this paper we have presented an approach to perform experimental design for models with
intractable likelihoods in the presence of parameter uncertainty. Classical designs based upon
the Fisher information matrix (which involve the likelihood directly) do not seem feasible
in this setting, except in situations where it can be approximated numerically (for example
in stochastic differential equations). Instead, we have demonstrated that Bayesian utility
functions are useful in this setting since the posterior distribution can be approximated via
ABC. ABC is generally computationally intensive; however we based our ABC approximations
on prior-predictive simulations that can be generated prior to running the algorithm used for
determining the design.
There are a few limitations in the proposed methodology. Firstly, our ABC approximation
required matching directly on the observations. Therefore a substantial amount of prior sim-
ulations would be required to achieve a reasonably low ABC tolerance. This effect could
already be seen in the macroparasite population evolution example where there was a sub-
stantial amount of prior-predictive variance in the data. We found that the method works
well for determining an appropriate design but less beneficial for assessing the gain of adding
extra design points. The methodology requires extension for a high-dimensional static design,
but this is an issue in general for Bayesian static designs even when the likelihood is available.
Thus the approach in its current form is suitable only for low dimensional design or sequen-
tial designs where the data are introduced in small batches. However, the same criticism
could be levelled at approaches that use importance sampling to produce samples from the
posterior. Clearly, importance sampling approximations deteriorate as more observations are
introduced. Furthermore, the algorithm of Mu¨ller (1999) is difficult to use in high dimensions
due to the increased complexity of sampling from the joint distribution of design, data and
parameter.
Matching directly for low counts is reasonable but may present problems for high counts,
based on the same reason as above. However, for Markov processes with high counts, approx-
imations to the Fisher information matrix for approximate models (e.g. stochastic differential
equation models) may be appropriate. Furthermore, moment closure or diffusion approxima-
tions discussed in the literature may be more appropriate in this setting.
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