One of the classical families of association schemes is known as the Johnson schemes J (n, d). In this paper we compute the Terwilliger algebra associated to them when 3d n. We give its decomposition into simple ideals and the decomposition of its standard module into irreducible submodules.
Introduction
The theory of association schemes provided a way of approaching several combinatorial objects from an algebraic point of view.
A new tool for the study of association was first introduced in [10] as the subconstituent algebra. It is now called the Terwilliger algebra and we are going to denote it by T. It is a non-commutative, finite dimensional, semisimple C algebra. It has been studied for P-and Q-polynomial association schemes in [5] , group association schemes in [1] and [3] , strongly regular graphs in [13] . In [7] there is a detailed study of the irreducible modules of the T-algebra of the hypercube H (d, 2). In [9] the T-algebra of a Hamming scheme H (d, q) is described as the symmetric d-tensors on the T-algebra of H (1, q) .
In this paper we focus on the Johnson schemes J (n, d) whose parameters satisfy 3d n. In these cases the isomorphism class of the T-algebra is independent of the parameter n. In Theorem 6.8 we give the structure of the corresponding T-algebra and in Theorem 7.1, the decomposition of its standard module into irreducible T-modules.
Association schemes
Given X a finite set and R 0 , . . . , R d non-empty subsets of X × X, we say that = (X, (iv) For all 0 h, i, j d and for all x, y ∈ X such that (x, y) ∈ R h , |{z ∈ X : (x, z) ∈ R i ; (y, z) ∈ R j }| is a constant denoted by p h ij which is independent of (x, y) ∈ R h .
The elements of X are called the vertices of and R i the relations of . From now on, when we refer to an association scheme, we mean a symmetric association scheme.
Bose-Mesner algebra
Let = (X, {R i } 0 i d ) denote an association scheme. Let Mat X (C) denote the C-algebra of matrices with complex entries, where the rows and columns are indexed by elements in X. For 0 i d let A i denote the matrix in Mat X (C) that has entries
We call A i the ith adjacency matrix of . We abbreviate A = A 1 and call this the adjacency matrix of . By (i)-(iv) above the adjacency matrices satisfy: (i ) A 0 = I where I is the identity matrix in Mat
Let C X denote the vector space over C consisting of all column vectors whose rows are indexed by X and whose entries are in C. We observe Mat X (C) acts on C X by left multiplication. We call C X the standard module for . We often abbreviate V = C X . By [2] the algebra M has a basis
. . , E d the primitive idempotents of . We observe that for 0 i d the subspace E i V is a common eigenspace for A. For 0 i d let i denote the eigenvalue of A associated with E i . We index the primitive idempotents so that 0 > 1 > · · · > d . [10] )
Dual Bose-Mesner algebra and Terwilliger algebra (see
We call E * i the ith dual idempotent of with respect to x. For notational convenience we set
form a basis for commutative subalgebra of Mat X (C); we denote this subalgebra by M * =M * (x). We call M * the Dual Bose-Mesner algebra of .
The subconstituent algebra or Terwilliger algebra of with respect to x is the subalgebra of Mat X (C) generated by M and M * .
Johnson schemes

Definition
Let S be a set of cardinality n and let d be a positive integer such that 2d n. Let X be the set whose elements are the d-subsets of S. Note that |X| = n d . Given x, y ∈ X, we define j(x, y) := d − |x ∩ y|. Then for 0 i d we define in X × X the following relation:
It is known (see [2] ) that the configuration (X, {R i } 0 i d ) gives a symmetric association scheme with diameter d. It is called Johnson scheme and it is denoted by J (n, d) .
It satisfy the P-polynomial property (see [2] ): for 0 i d and for each A i there exists a polynomial p i of degree i such that A i = p i (A). It implies that the Bose-Mesner algebra M of a J (n, d) is generated by A, so in order to compute the Terwilliger algebra T of such a scheme, we will study in detail the adjacency matrix of the scheme.
The isomorphism class of T (x) is independent of x since the group of automorphism of the scheme acts transitively. We will denote T := T (x).
Adjacency matrix of a J (n, d) scheme
In this section we fix parameters n, d such that 2d n and we analyze the structure of the adjacency matrix associated to a Johnson scheme with these parameters. From now on, we will consider that V = [n] := {1, . . . , n} so X consist of the d-subset of the set [n] and every time we write "x ∈ J (n, d)" we will mean "x is a d-subset of [n]".
We fix
the orbits of the scheme J (n, d) with respect to the vertex x 0 . We have the partition X = d i=0 i . Let us consider A as a block-matrix with respect to this partition.
In this way, given two elements
In the following lemma we describe the diagonal blocks of A with respect to this partition. 
where "⊗" denotes the Kronecker product of matrices.
Proof. Using the fact that an arbitrary element of the block i × i is indexed by elements , , where
we can compare both sides of (1) and get the result.
Remark 3.2. We have proved that
where B ( v k ) denotes the Bose-Mesner algebra of a J (v, k) and "⊗" the tensor product of algebras.
In order to describe the off-diagonal blocks of A we need to introduce a generalization of adjacency matrices.
Definition 3.3 (Generalized adjacency matrices). Let H r v,i,j be the matrix indexed by the elements of J (v, i)×J (v, j) and defined by
In order to simplify the notation we set H r i,j := H r v,i,j omitting v when it is clear from the context.
Remark 3.4.
•
th adjacency matrix indexed by the elements of J (v, i) × J (v, i). • If i < j we denote
These matrices are defined in [8] as "incidence matrices".
Lemma 3.5. For i < j we have
the assertion follows from the fact that j( , )
T-Algebra
In this section we fix n, d such that 3d n and we consider a Johnson scheme
In subsection 4.1 we will associate to J (n, d) a subspace M ⊆ Mat X (C), and in subsection 4.2 we will prove that it is in fact an algebra.
Definition of the subspace M ⊆ Mat X (C)
Recall that B ( v k ) is the Bose-Mesner algebra corresponding to a J (v, k) and when v < 2k we take B (
Johnson scheme whose parameters satisfy 3d n.
the generalized adjacency matrices defined in 3.3. We consider the Kronecker product of matrices denoted by "⊗" and for 0 i, j d we define:
Abusing the notation we will identify M i,j with its
Remark 4.1.
, where the supraindex of the projectors, indicate the Bose-Mesner algebra which they belong to.
M is a subalgebra of Mat X (C)
The following lemmas will be useful to prove that M is an algebra.
Proof. We first prove (2) .
The equality (3) can be proved similarly. 
Proof. In order to prove the lemma we are going to work with the second coordinate of "⊗". Observe that it is enough to compute H i,j H j,l , in three different cases.
Let
Case 2: For 0 max i,l j d. 
Proof. By Lemma 4.4
now using also Lemma 4.5
T = M
In this section we will prove that the T-algebra of a Johnson scheme J (n, d) with 3d n is the algebra M defined in 4.1. First, we will show:
Johnson scheme whose parameters satisfy 3d n, let T be the Terwilliger algebra and M be the corresponding algebra defined in 4.1. Then T ⊆ M.
Proof. By Lemmas 3.1 and 3.5 we have
A | i × i = I d d−i ⊗ A n−d i + A d d−i ⊗ I n−d i ⊆ B d d−i ⊗ B n−d i , A | i × i+1 = H d−i,d−i−1 ⊗ H i,i+1 ⊆ B d d−i H d−i,d−i−1 ⊗ B n−d i+1 H i,i+1 , A | i × i+l = 0, l 2. Then A ⊆ M. Also we have that E * m = L(H m m,m ) ∈ M therefore T ⊆ M.
Now we will prove
it will be enough to show that M i,i ⊆ T and the following:
Proof. The case i = j is trivial since H i,i = I . If i < j we write j = i + l , l ∈ N and we use induction on l.
For l = 1 the assertion holds for every i since by Lemma 3.5, we have
Assume that
then we need to prove that
Multiplying this expression on the left by (8) and using Case 1 of the proof of Lemma 4.5, we have that the following product belongs to T:
The case i > j is similar, so the proposition is proved.
M i,i ⊆ T
This is a critical case. We need to show that
For this we try the following approach: recall the identities, (9) holds. This is not always the case, thus we make the following:
Definition 5.3. Given two non-zero idempotents
we say that they are in resonance if p + q = r + s or equivalently
The strategy to break the resonant cases in M i,i will be to find j such that exactly one of the idempotents
is non-zero in M j,j and then "map" it (respectively, "pull it back") to M i,i if j < i (respectively, j > i). For this we need the following:
Johnson scheme whose parameters satisfy 3d n, M the corresponding algebra defined in 4.1. and H i,j the matrix defined in 3.3 we set
We have the following result:
Lemma 5.6.
Proof. We will prove only the first equality, the computations are analogous for the second one. Observe that
Since the actions of L
i and L
i are similar we will consider only the latter. From Lemmas 4.4 and 4.5, we have
. Now we will show that for 0 r i, L .
By definition we have that
By (5) we now that
With this expressions we can conclude that . From Lemma 4.3 we know that
The following corollary will be used in the next chapter.
Corollary 5.7.
Proof. When j = i there is nothing to prove since H i,i and H d−i,d−i are identities matrices. For j
Using (4) we can iterate the equality and generalize this for j > i + 1. Similarly for j < i. ∈ T | 2 × 2 so to conclude
it is enough to show E 
Proof. It is enough to prove that
We will use induction on i (i decreasing from d to d/2 ).
Using the inductive hypothesis 
Isotypic T-submodules and their projections
Suppose, in general, that we have T the Terwilliger algebra of an arbitrary association scheme and a decomposition T = ⊕T i of the algebra as a finite direct sum of simple ideals T i . To each simple ideal T i we can associate the T-
. It is indeed a submodule since T T i ⊆ T i . We call such a T-submodule "isotypic". In our case we have 
Concluding remarks
In the proof of Theorem 5.9 we showed an algorithm to break every resonant case when 3d − 1 n. In the case n = 2d we have that E A way to attack the cases not considered in this paper (2d < n < 3d − 1) would be to prove that it is possible to break the resonant cases when e r,s = e p,q or d r,s = d p,q and to reduce the algebra M when e r,s = e p,q and d r,s = d p,q .
