In this paper, we first show that the power domination number of a connected 4-regular claw-free graph on n vertices is at most 
Introduction
Electric power systems need to be continually monitored. One way to fulfill this task is to place phase measurement units at selected locations in the system. The power system monitoring problem, as introduced in [2] , asks for as few as possible measurement devices to be put in an electric power system. The power system monitoring problem was then described as a graph theoretical problem in [13] . The problem is similar to a problem of domination, in which, additionally, the possibility of some propagation according to Kirschoff laws is considered.
Let G = (V, E) be a connected, simple graph with vertex set V = V (G) and edge We denote K i,j the complete bipartite graph with two partite sets of cardinality i and j, respectively. A claw-free graph is a graph that does not contain a claw, i.e., K 1,3 , as an induced subgraph. We say a subset of V (G) an independent set if no two vertices of the set are adjacent in G. Let x and y are two vertices of G. Denote by d(x, y) the distance of x and y in G. We say a subset of V (G) a packing if no two vertices in the set of distance less than three in G. For two graphs G = (V, E) and
G and G ′ are disjoint. For any vertex subset X of G, let G − X = G[V \ X] and for X = {x} let G − x = G − {x} for short. For notation and graph theory terminology not defined herein, we in general follow [7] .
The original definition of power domination was simplified to the following definition independently in [9, 10, 12, 17] and elsewhere.
Definition 1.1 Let G be a graph. A set S ⊆ V (G) is a power dominating set (abbreviated as PDS) of G if and only if all vertices of V (G) have messages either by Observation Rule 1 (abbreviated as OR 1) initially or by Observation Rule 2 (abbreviated as OR 2) recursively.

OR 1. A vertex v ∈ S sends a message to itself and all its neighbors. We say that v observes itself and all its neighbors.
OR 2. If an observed vertex v has only one unobserved neighbor u, then v will send a message to u. We say that v observes u.
Let G = (V, E) be a graph and S be a subset of V . For i ≥ 0, we define the set The power domination number of a graph G, denoted by γ p (G), is the minimum cardinality of a PDS of G. A PDS of G with minimum cardinality is called a γ p (G)-set. The power domination problem was known to be NP-complete even for bipartite graphs, planar graphs and split graphs, see [12, 13] .
Chang et al [6] generalized the power domination to k-power domination by replacing the OR 2 with the following observation rule: If an observed vertex v has at most k unobserved neighbors, then v will send a message to all its unobserved neighbors. The definition also can be found in [21] .
The k-power domination number of G, denoted by γ p,k (G), is the minimum cardinality of a k-power dominating set of G. When k = 1, The k-power domination is usual power domination. Both power domination and k-power domination are now well-studied in the literature (see, for example, [1, 6, 8, 9, 10, 12, 21, 23, 25] ).
The paper is organized as follows. In section 2, we will give sharp upper bounds for the power domination number of a connected 4-regular claw-free graph on n vertices.
The result will partly disprove the conjecture introduced by Dorbec et al. in [8] . In section 3, we give a dynamic programming style linear-time algorithm for weighted power domination in trees.
Power domination in 4-regular claw-free graphs
Zhao et al. [25] proved that if G is a connected claw-free cubic graph of order n,
. Chang et al. [6] showed that if G is a connected claw-free (k + 2)-regular graph on n vertices, then γ p,k (G) ≤ n k+3
. Recently, Dorbec et al. [8] gave an found that the claw-free condition can be removed. Then they presented the following conjecture.
It is obvious that if the conjecture holds for k = 1, then it also holds for all k ≥ 2.
Hence, we pay our attention to the case of k = 1 in the context. Dorbec et al. [8] showed that γ p,k (G) ≤ n k+3
for any connected (k + 2)-regular graph G on n vertices. It means that Conjecture 2.1 holds for k = 1 and r = 3. However, for each even r ≥ 4, we show that Conjecture 2.1 does not always hold.
We first give a counterexample E 0 with 2r + 1 vertices. Then based on E 0 , we obtain infinitely many counterexamples of Conjecture 2.1 (in fact, the graphs are extremal graphs of Theorem 2.2 as well). Pick first two copies of K r and one singleton vertex u, then add r independent edges between the two copies and r edges linking the vertex u to these vertices which are not incident to any independent edge before.
Denote by the resulting r-regular graph E 0 . Let E 1 be the graph obtained from E 0 by splitting the vertex u into two vertices of degree It is obvious that γ p (E 0 ) = 2. Note that for any integer k ≥ 1, γ p (E k ) ≥ k + 2 since any power domination set of E k must contain at least one vertex in each added K r and also contain at least two vertices in the rest part isomorphic to the graph E 1 minus the added K r . On the other hand, two vertices a, u k 2 together with k vertices, picking exactly one vertex from each added K r of E k , form a power domination set
.
The main result of the paper is as follows.
Theorem 2.2 Let G be a connected claw-free 4-regular graph of order n. Then
and the bound is sharp. 
Structure of the minimal counterexample G
If the statement of Theorem 2.2 fails, then we suppose that G is a counterexample with minimal |V (G)|. We have the following statement. 
If there is an induced cycle such that all of the vertices are saturated vertices of H, then we say the cycle a saturated cycle of H. Especially, a saturated triangle (or quadrilateral) is a saturated cycles of order three (or four).
For convenience, if G contains a subgraph isomorphic to H, then we only say that G contains H. 
Proof. Otherwise, suppose that G contains a subgraph H isomorphic to L 3 . Let
be the four vertices of degree three in H.
Suppose first that H is an induced subgraph of G. Let G ′ be obtained from G by deleting all saturated vertices in subgraph H of G and adding four extra edges
, a contradiction. 
We can obtain G ′ from G by exactly replacing the subgraph H with a subgraph H ′ isomorphic to K 5 − e (the complete graph K 5 minus an edge) by identical their two vertices of degree three. Let
, a contradiction.
Remark. From the above proof, we note that G has some forbidden subgraphs, such as L k for k ≥ 3. In fact, there are other forbidden subgraphs in G. That is,
if G contains such a subgraph, then we can replace the subgraph by some smaller subgraph to obtain a new graph G ′ . There is a power domination set
. Based on S ′ , we can get a desired power domination set of G
, contradicting that G is a counterexample. (ii) For i ∈ {6, 7, 11, 14}, G does not contain J i as an induced subgraph.
Proof. We only prove G does not contain J 1 as a subgraph or J 14 as an induced subgraph. The proof for the other forbidden subgraphs is completely similar and we omit it here.
If G contains J 1 as a subgraph, then we can obtain G ′ from G by Operation 1.
, where n ′ is the order of 
A contradiction.
If G contains J 14 as an induced subgraph, then we can obtain G ′ from G by operation 10. Suppose first that G ′ contains two components, where their order are
, a contradiction. Suppose that M ′ ∩ {u, v, x, w} = ∅. By the symmetry if neither of {u, w} can send message to each other, then u receives message from N G ′ (u) \ {w} which induces a copy of K 4 in G ′ . Therefore u can send message to w, a contradiction. Thus at least one vertex of {u, v, x, w} can send message to its neighbor in
contradiction. If G ′ is the connected graph, then the discussion is similar and slightly easy than above. We omit it here.
Let A = {A 1 , A 2 , A 3 } be the collection of graphs in Figure 5 . The three subgraphs need to pay our more attention. For i, j ∈ {1, 2, 3}, let A i • A j be the graph obtained from A i and A j by identifying exactly one vertex of degree two of them. We call the sharing vertex a focal vertex.
Proof. If H 1 ∼ = A 1 and H 2 ∼ = A j for j ∈ {2, 3}, then the statement is obvious. Now we consider the case for H 1 ∼ = A i and H 2 ∼ = A j , where i, j ∈ {2, 3}. Let C 1 and C 2 be two saturated cycles of H 1 and H 2 respectively. We partition our proof into the following claims.
Proof. By the claw-freeness of G and the configuration of A 2 and A 3 , it is easy to check that |V (C 1 ) ∩ V (C 2 )| ≤ 2. If the statement is false, then we suppose that
If C 1 := v 1 v 2 v 3 v 1 and C 2 := u 1 v 2 v 3 u 1 are both saturated triangles, then by the configuration of A 2 , there are two vertices w 1 and w 2 in G such that all w 1 v 1 , w 1 v 2 , w 2 v 1 and w 2 v 3 are in E(G). Since C 2 is the saturated triangle and by the 4-regular of G, w 1 u 1 , w 2 u 1 ∈ E(G). By the claw-freeness of G, w 1 w 2 ∈ E(G). Thus, G ∼ = I 2 .
This contradicts Lemma 2.1.
Finally we consider C 1 and C 2 are two saturated quadrilaterals. Note that now C 1 and C 2 share two adjacent vertices. Let C 1 := wvv 1 w ′ w and C 2 := wuu 1 w ′ w.
By the configuration of A 3 , we have uv, u 1 v 1 ∈ E(G). Then there are three vertices
allowed.
Suppose first Now we consider {w 1 , w 2 , w 3 } is an independent set. Now
This contradicts Lemma 2.3 as well.
If
Proof. Otherwise, suppose that there is a vertex w ∈ V (C 1 ∩ C 2 ). Then we consider the three cases as follows.
Case 1. C 1 := v 1 v 2 wv 1 and C 2 := u 1 u 2 wu 1 are two saturated triangles.
By the configuration of A 2 , let u 1 v 1 , u 2 v 2 ∈ E(G) and there is another vertex
If w 1 is also the common neighbor of u 1 and u 2 , then
Otherwise, there is the vertex w 2 ∈ V (H 2 ) (other than w) adjacent to both u 1
Case 2. C 1 := u 1 u 2 wu 1 is a saturated triangle and
By the configuration of A 2 and A 3 , without loss of generality say
and there is a vertex w 1 ( = v 3 ) adjacent to u 1 , u 2 . If w 1 is also the common neighbor
two saturated triangles with common vertex u 1 (or u 2 ). By the discussion of Case
, a contradiction. Therefore there are three distinct
induces a clique, then G ∼ = I 3 . This contradicts Lemma 2.1.
Since G is claw-free, G[w 1 , w 2 , w 3 ] contains at most one edge. Suppose first that w 1 w 2 or w 1 w 3 is in E(G). Then w 1 and w 2 (or w 3 ) share a common neighbor, say w 4 .
If w 2 w 3 ∈ E(G), then w 2 and w 3 also share a common neighbor, say w 5 . Now We suppose that there are two vertices w 3 , w 4 with all of w 3 u 1 , w 3 u 3 , w 4 u 1 , w 4 u 2 in E(G). Base on the discussion above, we can suppose that all of w 1 , w 2 , w 3 and
, w}] at v 1 . By the discussion of Case 2 above, we are done. If w 3 w 4 ∈ E(G), the similar discussion is valid as well.
Now we consider the case w 1 w 2 , w 3
Proof. Otherwise, without loss of generality say that x ∈ V (C 1 ). By Claim 2, C 1 and C 2 are disjoint. First suppose that both C 1 and C 2 are saturated triangles. We can suppose that C 1 := xv 1 v 2 x, C 2 := u 1 u 2 u 3 u 1 and xu 1 , xu 2 ∈ E(G). Based on the
Now suppose that C 1 := xv 1 v 2 x is a saturated triangle and C 2 := u 1 u 2 u 3 u 4 u 1 is a saturated quadrilateral. Without loss of generality say xu 1 , xu 2 ∈ E(G)
Finally suppose that C 1 := v 1 xv 2 v 3 v 1 and C 2 := u 1 u 2 u 3 u 4 u 1 are two saturated quadrilaterals. Without loss of generality say u 1 x, u 2 x ∈ E(G). Based on the con-
From Claims 2 and 3, x is exactly the focal vertex of H 1 ∪ H 2 . This completes the proof. 
(ii) If
then there is exactly one edge linking the two copies of K 4 of H. Figure 4) such that H ⊂ H ′ .
Proof. Let u 1 and u 2 be the two vertices of degree 2 in H. By the claw-freeness of G, if u 1 u 2 ∈ E(G), then u 1 and u 2 share a common neighbor, say w, in G. Since G is 4-regular and claw-free, V (H) ∪ {w} induces a B 2 . Now suppose that u 1 u 2 / ∈ E(G). If u 1 and u 2 have no common vertex, then
] contains a subgraph isomorphic to J 12 . A contradiction.
Suppose that u 1 and u 2 have at least one common neighbor. Since G is clawfree and 4-regular, u 1 and u 2 share exactly one common vertex, say w. (If w ′ is the common neighbor of u 1 and u 2 other than w, then {u 1 , u 2 , w} together with the neighbor of w (other than w ′ ) induces a claw). Let w 1 and w 2 be the fourth neighbors of u 1 and u 2 , respectively. Note that w 1 w, w 2 w ∈ E(G). The graph induced by
This completes the proof. 
Since G is claw-free, H is an induced subgraph of G and G is not isomorphic to If one of w 1 w 3 , w 1 w 4 , w 2 w 3 and w 3 w 4 , say w 1 w 3 , is in E(G), then w 1 and w 3 have two common neighbors w ′ 1 and w
is isomorphic to J 13 . For both cases, we get a contradiction. Now suppose that W = {w 1 , w 2 , w 3 , w 4 } is an independent set. Then G[V (H)∪W ] is isomorphic to J 14 . This contradicts Lemma 2.3.
The proof of Theorem 2.2
In this section, we present a proof of our main result, namely, Theorem 2.2.
Let T 1 and T 2 be the graphs shown in Figure 7 , F 1 and F 2 be the graphs shown in Figure 8 . For i ∈ {1, 2} and j ∈ {1, 2, 3}, let T i • A j be the graph obtained from a T i and an A j by identifying a vertex of degree 2 in T i and a vertex of degree 2 in A j .
Since G is a counterexample, it is easy to check that G is not isomorphic to We give the following order to choose a packing P 0 for G.
Initialize. P 0 = ∅.
Step 1. If G contains F i for some i = 1, 2 and none saturated vertex of F i has message, then we add the focal vertex u and a saturated vertex v in F i with d F i (u, v) = 3 to P 0 (see, the two bigger vertices in Figure 8 ). Process Step 1 till G contains no such an F i . Then go to Step 2.
Step 2. If G contains T i • A j for some i ∈ {1, 2}, j ∈ {1, 2, 3} and none saturated vertex of T i • A j has message, then we add the focal vertex (linked T i and A j ) u and a saturated vertex v with d T i (u, v) = 3 to P 0 . Process Step 2 till G contains no such a T i • A j . Then go to Step 3.
Step 3. If G contains T i for some i = 1, 2 and none saturated vertex of T i has message, then we add two indictor vertices u and v with d T i (u, v) = 3 to P 0 (see, the two bigger vertices in Figure 7 ). Process the step till G contains no such a T i . Then go to Step 4.
Step 4. If G contains A i • A j for i, j ∈ {1, 2, 3} and none saturated vertex of A i • A j has message, then we add the focal vertex to P 0 . Process the step till G contains no such an A i • A j . Then go to Step 5.
Step 5. If G contains A i for some i ∈ {1, 2, 3} and none saturated vertex of A i has message, then we add one saturated vertex to P 0 . Process the step till G contains no such an A i .
Output. P 0 .
Remark. Notice that every vertex of P 0 is either a saturated vertex or a focal vertex in some subgraph of G, and before the vertex is chosen to P 0 , it does not have message. Then P 0 is a packing of G.
Lemma 2.9 Let H be a subgraph isomorphic to some
Proof. Suppose the statement is false. That is, there are two vertices x and y of P 0 such that d(x, y) ≤ 2. In fact, we only need to consider the case for d(x, y) = 2. We partition our discussion into two cases. Since d(x, y) = 2, without loss of generality say that both of x and y are in A i of such that x, y ∈ V (H 3 ). Since x ∈ V (A 1 • A j ) and based on the configuration of A 1 ,
is isomorphic to B 2 , then one vertex of of degree two in H 2 is a saturated vertex of A j . This contradicts Lemma 2.4. If H 3 is isomorphic to B 1 , then H 2 and A j have two common vertices of degree two. By the configuration of A 2 or A 3 , there is a subgraph
Note that all the saturated vertices of H 4 have no message before x, y are chosen.
If there is a subgraph
to A 2 or A 3 , and none saturated vertices of H 5 has message before x, y are chosen, then the focal vertex in H 5 which is also the vertex of degree two in H 4 should be chosen in Step 1. If there is no such an H 5 , then we choose vertices of H 3 by Steps 2 or 3. For both cases, we do not choose x and y in H 2 . Now we consider that H 2 ∼ = B 4 . Note that H and H 2 share an
, then both of x and y are in a subgraph
Since x is chosen prior to y, all the saturated vertices of H 3 have no message before x and y are chose. Then we do not choose y in H 3 , a contradiction.
Case 2. Neither x nor y is a focal vertex of any subgraph isomorphic to A i • A j of G, where i, j ∈ {1, 2, 3}.
If x is in some subgraph H ∼ = F i of G, where i ∈ {1, 2}. If y ∈ V (H), then x is prior chosen to y. Note that x and the focal vertex in H are chosen to P 0 in Step 1 at the same time. Then y / ∈ P 0 , a contradiction. Suppose that y / ∈ V (H). Since y is not the focal vertex, by Lemma 2.2, y is a vertex of degree three in a copy of A 1 , a contradiction.
If x is in a copy of A i for some i ∈ {2, 3}, then by Lemma2.9, y is in another copy of A j for some j ∈ {1, 2, 3}. Since d(x, y) = 2, both of x and y are in a subgraph H isomorphic to A i • A j . Before x, y being chosen, all the saturated vertices of H have no message. If both of x and y are in some subgraph isomorphic to T 1 or T 2 , then by the similar discussion as Case 1, we can get a contradiction. Otherwise, we choose the focal vertex other than x or y in H. A contradiction.
Now we suppose that x is in the copy of A 1 . Base on the above discussion, we only need to consider that y is in another copy of A 1 . If x, y are in a subgraph
Lemmas 2.6, we only need to consider that x and y are in a subgraph H isomorphic to B 3 or B 4 .
If H ∼ = B 3 , then y is the focal vertex, a contradiction. If H ∼ = B 4 , then both of x and y are in a subgraph H 1 isomorphic to F 1 or F 2 , where all the saturated vertices of H 1 have no message before y being chosen. Note that y is chosen prior to x. By
Step 1, we do not choose x in H 1 , a contradiction.
This completes the proof.
Recall that for each integer i ≥ 0 and a vertex set S of G, P 0 (S) = S and
isomorphic to A i for some i ∈ {1, 2, 3}, then from Step 5 of the choice order P 1 (P 0 ) contains at least one saturated vertex of H. We extend the packing P 0 of G to a maximal packing and denote the resulting packing by S 0 .
Lemma 2.12 G has a sequence S 0 ⊂ S 1 ⊂ · · · ⊂ S l such that the following holds:
Proof. Note that if P ∞ (S 0 ) = V (G), then we are done. Now suppose that there is an
We have the following statements.
Proof. Suppose x 1 and x 2 are two neighbors of u in N G (u)\M and u receives message
Proof. If all neighbors of x are in M , then we are done. Now suppose that x has Proof. Since G is claw-free and
, then v will receive message from one of its neighbors in 
Then we suppose that d M (u) = 2 for each u ∈ U. Let u ∈ U, N G (u) = {v, v ′ , u 1 , u 2 }, v sends message to u and u 1 , u 2 ∈ M . We consider the two cases as follows.
By the claw-freeness of by Claim 2, w 1 has a neighbor w 3 ∈ M other than u 1 . We define
It is easy to check that Then at least one vertex of N( 
Now we consider the case for exactly one of u 1 v ′ and u 2 v ′ is in E(G). Without loss of generality say u 1 v ′ ∈ E(G) and u 2 v ′ / ∈ E(G). By the front discussion, we can suppose that d M (v ′ ) = 2 and u 3 is the other neighbor of v ′ in M . By the claw-freeness
each subgraph isomorphic to A 2 is also an induced subgraph of G. By Claim 2, we
Let w 2 , w 3 ∈ M be another neighbors of u 2 and u 3 respectively. If w 2 = w 3 , then similar to the discussion in the paragraph above, we obtain a subgraph isomorphic to A 3 with all its saturated vertices have no message, a
Since |V | is finite, there exists an integer l such that P ∞ (S l ) = V .
We are now in a position to prove our main result, namely Theorem 2.2.
Proof. Let G be a counterexample such that |V (G)| is minimal. Let S 0 , S 1 , · · · , S l be a desired sequence of Lemma 2.12.
. We are done. For 1 ≤ i ≤ l, by Lemma 2.12(i), we have
Thus γ p (G) ≤ n/5. It contradicts that G is a counterexample. This completes the proof.
3 Linear-time algorithm for power domination in weighted trees
The weighted domination problem has been well-studied in the last several decades.
Farber [11] , Natarajan and White [19] independently studied the classical domination in weighted trees. There is an extensive number of papers concerning the algorithmic complexity of the weighted domination problem in graphs, such as distance-hereditary graphs [24] , chordal graphs [5] , interval graphs [3, 20] . We refer to [4] for more results and details. In this section, a linear time dynamic programming style algorithm is given to compute the exact value of weighted power domination number in any tree. This algorithm is constructed using the methodology of Wimer [22] .
We make use of the fact that the class of rooted tree can be constructed recursively from copies of the single vertex K 1 , using only one rule of composition, which combines two trees (T 1 , r 1 ) and (T 2 , r 2 ) by adding an edge between r 1 and r 2 and calling r 1 the root of the resulting larger tree T . We denote this as (T, r 1 ) = (T 1 , r 1 ) • (T 2 , r 2 ).
In particular, if D is a power dominating set of T , then D splits two subsets [e] = {(T, D) | D is not a PDS of both T and T − r, but all vertices of T can be observed by D if a message is given to r in advance}.
• 
