Abstract-This paper presents a complete method for pedestrian detection applied to infrared images. First, we study an image descriptor based on histograms of oriented gradients (HOG), associated with a Support Vector Machine (SVM) classifier and evaluate its efficiency. After having tuned the HOG descriptor and the classifier, we include this method in a complete system, which deals with stereo infrared images. This approach gives good results for window classification, and a preliminary test applied on a video sequence proves that this approach is very promising.
I. INTRODUCTION
Since the last few years now, the development of driving assistance systems has been very active in order to increase the vehicle and its environment safety. At the present time, the main objective in this domain is to provide the drivers with some information concerning its environment and any potential hazard. One among all useful information is the detection and localization of a pedestrian in front of a vehicle. This problem of detecting pedestrians is a very difficult problem that has essentially been addressed using vision sensors, image processing and pattern recognition techniques. In particular, detecting pedestrians thanks to images is a complex challenge due to their appearance and pose variability. In the context of daylight vision, several approaches have been proposed and are based on different image processing techniques or machine learning [9] , [5] , [12] .
Recently, owing to the development of low-cost infrared cameras, night vision systems have gained more and more interest, thus increasing the need of automatic detection of pedestrians at night. This problem of detecting pedestrians from infrared images has been investigated by various research teams in the last years. The main methodology is based on extracting cues (symmetry, shape-independent features, ...), pedestrian
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This paper addresses the problem of detecting pedestrian from infrared images. The proposed approach is based on shape-based cues and a machine learning technique that learns to recognize a pedestrian. Recent works have shown that efficient and robust shape-based cues can be obtained from histogram of oriented gradient (HOG) in images [7] . For instance, Shashua et al. [10] has developed a complete system for pedestrian detection with monocular acquisition system. Its one-frame classification method is based on a description of images with histograms of gradients, computed over a determined number of regions according to a mask of distribution. Recently, Dalal and Triggs have further developed this idea of histogram of gradient and have achieved excellent recognition rate of human detection in images [4] .
In this paper, we introduce a complete pedestrian detection system, applied to infrared images. At first, we propose a single frame pedestrian detection system which follows the path of Shashua and al. and Dalal and al. This detection system is based on histogram of gradients combined with Support Vector Machines for the recognition stage. It has been developed to detect a pedestrian centered in a 128 x 64 single image. The paper provides a comprehensive study of this system parameters in order to point out its best setting. Then we propose a complete detection system based on a focus of attention approach. This complete system is then able to detect any scale of pedestrians in a large size image.
The paper is organised as follows. In section II-A, we describe the single frame detector and we give details for the HOG descriptor and its parameters. Then, we propose our method to scan a complete image and to detect pedestrians. The results section gives a study of the parameters setting of the HOG descriptor and also presents some performances of the full system. Conclusions and perspectives are presented in the final section.
II. OVERVIEW OF THE METHOD
A. Histogram of Oriented Gradients based Detector In the context of object recognition, the use of edge orientation histogram has gain popularity [10] , [4] . However, the concept of dense and local histograms of oriented gradients (HOG) is a method introduced by Dalal et al. [4] . The aim of such method is to describe an image by a set of local histograms. These histograms count occurences of gradient orientation in a local part of the image. In this work, in order to obtain a complete descriptor of an infrared image, we have computed such local histograms of gradient according to the following steps 1) compute gradients of the image, 2) build histogram of orientation for each cell, 3) normalize histograms within each block of cells. The following paragraphs give more details on each of these steps. account the importance of gradient at a given point. This can be justified by the fact that a gradient orientation around an edge should be more significant than the one of a point in a nearly uniform region. Examples of histograms of the square region given in the middle image of figure 1 is shown in figure 2 . As expected, the larger the number of bins, the more [2] , [11] , [3] . Thus, consider one has a training data set {xk, 
III. SETTING PARAMETERS
In this section, we will describe a method to choose the optimal parameters for the HOG descriptors. To complete the test, we also tested different parameters for SVM classifier:
. In fact, that size of a vector varies for 128 up to 100000, depending on parameters. With a small vector, computation of HOG descriptor is fast and does not require a lot of memory. In the contrary, largest vector requires more time, but detection rate is higher. In pratice, a compromise is done between time computation and high detection rate. IV. RESULTS
A. Windows classifier
Here are some results for the single windows classifier. We use the optimal HOG parameter set that have been found in section 111. We test 3 sizes for the learning set : 10, 100 and 1000 for each class. The total number of images is 2200 positive and 2200 negative examples.
For each test, we use the given learning set, and test the classifier with all other images. Results have been averaged over 10 trials with random splitting of learning and testing data. This random splitting has been performed prior to parameter testing so that results are comparable. As we can see on figure 6 , with 1000 examples in the learning set, for 90% of detection rate, we have one false alarm for 330 computed images. The accuracy obtained is up to 99%.
As shown on figure 6 , size of learning set is an important parameter. It clearly shows that when the learning set covers the largest variety of pedestrians, the recognition is easier. But it should be noticed that, even for 100 pedestrians in the learning set, detection rate is already good. Concerning the weight of misclassified C, we have tested some different values (0.01, 1 and 100), but this change has little effects on the results. Now we will present some preliminary results for the complete system. We test the system on a video sequence containing infrared stereo images. Note that the sequence is completely different with the sequence used during the HOG test. We tested a two-classes SVM, with a learning set of 100 pedestrians, and 100 non-pedestrians. These examples are extracted from the current video sequence, as well as the test examples. Figure 7 is an example of results. Usually, we consider the sign of the prediction f(x) to classify the object x (see sectionII-B) . The prediction value can be interprated as a distance with the margin. If the distance is over 0, it means that this is near the pedestrian class, but could be rejected according with the ambiguity of the prediction. So, if we want to keep only windows which represents a pedestrian with strong confidence, we can set a threshold for the prediction rate fx) > 0. Figure 7 shows clearly that when the threshold 0 is higher, we have less false prediction or ambiguity. If we come back to the ROC Curve (6), it means that when 0 is high, the ratio between good classification and misclassification is high.
On figure 8 , we can see some misclassified objects examples. The reasons why our system fails can be explained as follows: generally, misclassification is either due to the poor quality of images, since the camera definition is only 320 x 240 pixels or due to the pedestrian location in the image. 
