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 1 
Abstract  
 
Intelligent geographic information system (IGIS) is one of the promising topics in 
GIS field. It aims at making GIS tools more sensitive for large volumes of data stored 
inside GIS systems by integrating GIS with other computer sciences such as Expert 
system (ES) Data Warehouse (DW), Decision Support System (DSS), or Knowledge 
Discovery Database (KDD). One of the main branches of IGIS is the Geographic 
Knowledge Discovery (GKD) which tries to discover the implicit knowledge in the 
spatial databases. 
The main difference between traditional KDD techniques and GKD techniques is 
hidden in the nature of spatial datasets. In other words in the traditional dataset the values 
of each object are supposed to be independent from other objects in the same dataset, 
whereas the spatial dataset tends to be highly correlated according to the first law of 
geography. The spatial outlier detection is one of the most popular spatial data mining 
techniques which is used to detect spatial objects whose non-spatial attributes values are 
extremely different from those of their neighboring objects. Analyzing the behavior of 
these objects may produce an interesting knowledge, which has an effective role in the 
decision-making process.  
In this thesis, a new definition for the spatial neighborhood relationship by is 
proposed considering the weights of the most effective parameters of neighboring objects 
in a given spatial dataset. The spatial parameters taken into our consideration are; 
distance, cost, and number of direct connections between neighboring objects. A new 
model to detect spatial outliers is also presented based on the new definition of the spatial 
neighborhood relationship. This model is adapted to be applied to polygonal objects. The 
proposed model is applied to an existing project for supporting literacy in Fayoum 
governorate in Arab Republic of Egypt (ARE).  
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1.1 Introduction  
A spatial database is a collection of spatially referenced data that acts as a model 
of reality [Shekhar et al., 2003b]. A spatial database can be defined as " a database 
system that offers spatial data types in its data model and query language and supports 
spatial data types in its implementation, providing at least spatial indexing and spatial 
join methods"[Guting, 1994].  
Spatial databases can be used in many fields such as [Shekhar et al., 1999]:- 
 Physical world (geography, urban planning, astronomy,…) 
 Parts of living organisms (anatomy of the human body,…) 
 Engineering design (integrated circuits, automobile design,…) 
 Multimedia database (image and video processing,…) 
 
Geographic Information Systems (GIS) is considered one of the most important 
applications that depends on spatial databases for storing its georeferenced data objects. 
GIS is defined as "a system for capturing, storing, checking, integrating, manipulating, 
analysis, and displaying data which are spatially referenced to the earth". [Hughes 1994]. 
We should make a distinction between the two words; spatial and geographic. 
Spatial concerns any phenomena where the data objects can be embedded within some 
formal space that generates implicit relationships among the objects such as multimedia 
images and astronomy. But geographic refers to the specific case where the data objects 
are georeferenced and the embedding space relates to locations on or near the earth’s 
surface [Miller 2003].  
1.2 GIS importance 
GIS is suitable for many kinds of applications and can be used to solve many 
problems such as [NCGIA 1990]:- 
 Geographical and spatial analysis which is needed to represent the regional-
geographic and spatially problems. 
 Understanding and managing location based applications. 
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 Analyzing geographical phenomena by integrating spatial and non- spatial 
data within a single system. 
 Manipulating and displaying geographical knowledge in  new and exciting 
ways. 
        GIS is considered a convergence of technological fields and traditional disciplines 
such as geography, cartography, remote sensing, photogrammetry, surveying, statistics, 
computer science , and mathematics. 
 
1.3 Spatial data models in GIS 
 
There are two different data models in GIS to represent geometrical data: raster and 
vector. The type of data models affects both data storage volume and processing speed. 
 
1.3.1 Raster data model 
 
A raster data set is a regular grid of cells divided into rows and columns where 
data values for a given parameter are stored in each cell as depicted in (Figure 1-1). The 
spatial resolution of the raster data set depends on the size of the cell. So the spatial 
resolution should be accurately determined before data collection phase depending on 
the desired outcomes [NCGIA 1990]. 
 
 
 
 
 
 
 
 
 
 
 
[Star et al, 1990] 
Figure 1-1: Raster data model structure 
c) Resulting raster  
a) The reality  a) The reality – overlaid with grid 
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Raster data acquisition methods are easier than vector data acquisition methods 
because there are many simple ways to get raster data such as digital images, scanning 
maps and remote sensing images. Raster data model is appropriate for applications 
where a continuous space is used such as soil type, rainfall, temperature, or elevation. 
On contrary, raster data model is inappropriate for applications where discrete 
boundaries must be known, such as parcel management. 
1.3.2 Vector data model 
 
Instead of storing data about each cell in the map in raster data model, vector data 
model stores data about interested features only, so the size of a map in raster model is 
larger than the same map if it stored in vector model. Vector model classify the objects 
into 3 categories; points, arcs, and polygons. Points are considered fundamental 
primitives in vector data model. Lines are created by connecting points with straight lines 
or arc of circle  and so polygons are defined by sets of arcs as depicted in (Figure 1-2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1-2: Vector data model structure 
 [NCGIA 1990] 
a) Spatial graph b) Points table  
d) Polygons table  
c) Arcs table  
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1.4 Mapping concepts, features and properties 
 
GIS abstracts reality to a set of maps. A map represents geographic features or other 
spatial phenomena by graphically conveying information about locations. The basic 
objectives of the map are to provide [NCGIA 1990]:- 
 
 Descriptions of geographic phenomenon. 
 Spatial and non spatial information. 
 Map features such as point, line, and polygon. 
1.4.1 Map Scale  
Map scale is the ratio between distances on the map and the corresponding 
distances in the reality. If a map scale is 1:10,000, then 1 cm on the map equals 10,000 
cm or 100 m on the Earth's surface. There is confusion between the use of the terms 
"small scale" and "large scale"; a large scale map shows great detail [Davis 1996]. 
1.4.2 Map features 
 
A GIS maps objects in reality to a set map features. Map features could be 
classified into three categories points, lines and polygons. 
 
Point feature 
 
A point feature represents a single location such as houses, customers, and trees 
as depicted in (Figure 1-3). A point is represented as a pair of coordinates (X,Y). 
 
 
 
 
 
 
 
 
Figure 1-3: Samples of point features 
[ESRI 2003]  
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Line feature 
A line feature is a set of connected, ordered coordinates representing the linear 
shape of a map object such as roads, streets, rivers and administrative boundary between 
villages as depicted in (Figure 1-4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Polygon feature 
A polygon feature is a closed figure whose boundary encloses a homogeneous 
area, such as states, lakes, and villages as depicted in (Figure 1-5). 
 
 
 
 
 
 
 
 
 
Figure1-4: Samples of line features  
[ESRI 2003]  
Figure 1-5:  Samples of polygon features 
[ESRI  2003]  
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1.4.3 Transforming between map features  
Transformation between map features is a common process in GIS. There are two 
types of transformations; increasing dimensionality and decreasing dimensionality.  
Buffering process is an example of increasing dimensionality which is used to 
transform points to polygons by drawing buffers around this point. Buffering process can 
also be used to transform lines to polygons by drawing buffers around lines. On the other 
hand, centroid process is an example of decreasing dimensionality is which is used to 
transform polygons to points. These points always are the centers of these polygons 
[Harvard 2005]. 
Buffering and centroid processes may cause changing in the map scale. In this 
thesis, centroid process is used to calculate distance between two neighboring villages. 
1.4.4 GIS concepts  
The power of a GIS over paper maps is the ability to select the needed information to be 
seen according to the goal wanted to be achieved. GIS has two main concepts; features 
have attributes associated with them and features are separated into layers [ESRI 2003]. 
 
 Features have attributes associated with them: 
 
Each map features should have its own record in database. Information about this 
map feature is stored in this record. Each map feature should have object_Id which is 
used to tie between this map feature and its information stored in database. 
 
 Features are separated into layers 
 
GIS divides a large map into manageable pieces called layers. For        example, 
all roads could be on one layer and all customers on another layer.           GIS should have 
the ability to relate and join the layers in the same application as depicted in (Figure 1-6). 
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1.5 GIS data types 
 
GIS combines information about a place to provide a better understanding of that place. 
These pieces of information are gathered from many sources such as photos, maps, cad 
files, relational databases, and spread sheets as depicted in (Figure 1-7). 
 
 
 
 
 
 
 
 
Data in a GIS comes in three basic forms 
 Geometrical 
Figure 1-7: Data sources in GIS 
[ESRI 2003] 
 
Figure 1-6: Layers representing the real world 
world  [ESRI 2003] 
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 Topological 
 Attribute 
1.5.1 Geometrical data 
 
The geometrical data in a digital map provides the location and the form of each 
map feature. For example, the geometrical data in a road map are the location and the 
shape of each road on the map.  
In a vector map, a feature's location is normally expressed in a 2D GIS models as 
sets of X and Y pairs or X, Y and Z triples in a 3D GIS models. Most vector 
geometrical data systems support three fundamental geometric objects; point, line and 
polygon. But some systems also support more complex entities, such as regions, circles, 
ellipses, arcs, and curves [NCGIA 1990]  
 
1.5.2 Topological data  
It describes the most useful relationships among spatial features. It is defined as 
“a mathematical procedure for explicitly defining spatial relationships among spatial 
features” [Lakhan 1996]. The topological data logically determines exactly how and 
where points and lines are connected in a map by means of nodes. Topological data 
provides additional intelligence for manipulating, analyzing, and using the information 
stored in a database [Burrough 1986]. These relationships can be classified into six 
categories according to the data types of the features participate in this relationship 
[NCGIA 1990]:- 
 
1. Point-point relationships 
 "IS WITHIN", e.g. find all of the customer points within 1 km of this 
retail store point. 
 "IS NEAREST TO", e.g. find the nearest hospital to accident location. 
2. Point-line relationships 
 "ENDS AT", e.g. find the intersection at the end of this street. 
 "IS NEAREST TO", e.g. find the road nearest to this aircraft crash site. 
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3. Point-polygon relationships 
 "IS CONTAINED IN", e.g. find all customers located in this ZIP code 
boundary. 
 "CAN BE SEEN FROM", e.g. determine if any of this lake can be seen 
from this viewpoint. 
4. Line-line relationships 
 "CROSSES", e.g. determine if this road crosses this river. 
 "COMES WITHIN", e.g. find all of the roads which come within 1 km 
of this railroad. 
5. Line-polygon relationships 
 "CROSSES", e.g. find all of the soil types crossed by this railroad. 
 "BORDERS ", e.g. find out if this road forms part of the boundary of this 
airfield. 
6. Polygon-polygon relationships 
 "OVERLAPS", e.g. identify all overlaps between types of soil on this 
map and types of land use on this other map.  
 "IS NEAREST TO ", e.g. find the nearest lake to this forest fire. 
 "IS ADJACENT TO", e.g. find out if these two polygons share a 
common boundary.       
 
Relationships between spatial features may be divided into three types 
[Keating et al., 1987]:  - 
 
 Relationships which are used to construct complex objects from simple 
primitives such as the relationship between a line and a chain of ordered 
points which define it.  
 
 Relationships which can be computed from the coordinates of the objects such 
as the "crosses" relationship between two lines and the "is contained in" 
relationship checks if a given point inside a certain polygon or not. 
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 Relationships which cannot be computed from coordinates - these must be 
coded in the database during the input phase such as "an overpass" 
relationship that shows a bridge which overpasses a given highway. 
1.5.3 Attribute data  
 
It is the stored data which describes map features. For example, an attribute 
associated with a road might be its name or number of lanes. Attribute data is often stored 
in database files which is kept separately from the graphic portion of the map. GIS tools 
should maintain internal links tying each spatial map feature to its attribute information. 
Each map feature has an attached key value stored with it. This key value identifies the 
specific database record that contains the feature's attribute information [Lakhan 1996]. 
Topological and attributes data are always associated with the vector maps,          they 
are seldom associated with raster images, because the attribute data stores description of 
spatial objects and topological data stores the relationships between them. But the 
concept of objects is not the nature of raster maps which model the world as composed of 
pixels [Davis 1996].  
 
 
1.6 Conclusion 
GIS is considered the most famous application that uses spatial databases to store, 
capture, integrate, manipulate, analyze, and display data which are spatially referenced to 
the earth. GIS is one of early information systems that benefits from the technological 
revolution in the second part in previous century. Data in spatial domain are categorized 
into three classes geometrical, topological and attribute data; geometrical and topological 
are the main features of spatial databases that differs them from other traditional 
databases systems. 
There are two models to store geometrical data; raster data model and vector data 
model.  Raster data are easy to get but topological in raster data are more complex than 
vector data. In addition, analysis methods are also very poor in raster data because they 
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depend on the amount of topological data stored in spatial database. It makes so 
knowledge based applications in spatial domain are preferable to use vector data. 
 
In past, large amount of data stored in spatial databases and the complexity of 
geometric operations make the scope of GIS applications to move away from powerful 
analysis methods; so the main objectives of GIS was visualization. But recently, the great 
improvement in hardware, analysis methods and mathematical operations made 
geographic researchers to direct their research towards analysis of spatial databases. 
 
 In this thesis we focus on vector data model and how to use topological data to 
discover knowledge from these data. But our model can be adapted to be beneficially 
applied into raster model. We also use centroid process to transform polygons to points to 
calculate distance between two polygons. The next chapter presents knowledge discovery 
process, then we will project this process into spatial domain. 
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2.1 Introduction  
The explosive growth in amount of data stored in databases, document files, web 
pages, and any other digital formats has made the manual and traditional methods of 
analyzing and extracting information which are used in the business management process 
to be quite difficult. Scientists in data analysis and databases are directed to automatic 
methods for extracting hidden information in large amount of data. Such extracted 
information is rather useful in decision making process [Zhang et al., 2002]. 
Knowledge Discovery in Databases (KDD) is a process of extracting hidden knowledge 
from large amount of data. Some people treat Data Mining (DM) as a synonym to KDD 
but the last is considered a high level process for obtaining facts through data mining then 
distilling this information into knowledge and beliefs. So data mining is considered as 
part of KDD process. [Han et al., 2001], [Miller al., 2001] and [Miller 2003]. 
 
2.2 Knowledge discovery motivations 
The classical approach of data analysis is based on one or more analysts. Data 
analysts should be familiar to the data and should serve as an interface between the data 
and the users. In fact, as data volumes grow rapidly, this method becomes completely 
impractical in many applications [Fayyad et al., 1996]. 
 
The motivations of Knowledge Discovery in Databases (KDD) are [Williams et al., 
1998]:- 
1. Decisions must be made with maximum knowledge. 
2. Decisions must be made rapidly. 
3. The growing customers demands. 
4. Huge databases. 
5. Databases are growing at an unexpected rate. 
6. Cheaper and faster hardware. 
2.3 The knowledge discovery process  
The KDD is interactive and iterative process, involving numerous steps; many decisions 
are made by the users. (Figure 2-1) shows the KDD process contains; background, data 
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pre-processing and data warehousing, data preparation, data mining, knowledge 
evaluation and deployment [Miller, 2003]. 
2.3.1 Background: 
Developers should have good background knowledge of the applications domain. 
This step may contain the following tasks:- 
 
 Gathering data: Collecting data that will be used in analysis. This may 
include the acquisition of external data from public databases. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Identifying the problem: Before starting knowledge discovery process 
must make a clear statement of the objectives depending on the problem 
Background 
 Gathering data  
Identifying the problem 
  
 
Data Preparation 
Data selection  
Data Cleaning 
Datawarehousing  
 
Data Mining  
Choosing the data mining task 
Choosing the data mining technique  
Applying the data mining technique 
Knowledge evaluation 
 Evaluation of Results 
 Review of Process 
 
 
Deployment 
 Storing the resulted knowledge  
Design of GUI software 
 Integration of Models within software 
  
 
Figure 2-1: Block diagram of knowledge discovery framework 
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statement. An effective statement of the problem will also include a way 
of measuring the resulted knowledge [Miller, 2003]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.3.2. Data Preparation:- 
 Data selection: Determining a subset of data for focusing the                                                                                                       
search for patterns of interest. 
 Data Cleaning: Cleaning data by removing noise and inconsistent data. 
 Data warehousing: Including integrating, transformations, projections and 
aggregations to find useful representations for the data. 
 
 
 
2.3.3 Data mining: Searching for hidden, implicit, and significant patterns or trends 
that would be useful knowledge. 
 
2.3.4 Knowledge Evaluation: 
 
 Evaluating the mined patterns, often through visualization. 
 Reviewing  the knowledge discovered process, 
 
2.3.5 Deployment [Qi et al., 2003]: 
 Storing the resulted knowledge either by incorporating the knowledge into a 
computational system (such as a knowledge-based database) or through 
documenting and reporting the knowledge to interested reports. 
 Designing user friendly GUI to be used by decision makers  
 
2.4 Data warehouses  
 
DWs are considered one of the hottest topics in the area of information systems. 
Data warehouses are important preliminary step in KDD process especially when having 
many data sources. DW is a “collection of subject-oriented, integrated, non-volatile and 
time-variant data to support decision making process“[Inmon 1996]. DW is used as a 
large storage area for data which are collected from different data sources. These data 
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sources may be database, document file, xml, or html.  The main objective of making 
DWs is to analyze these data to support the mangers to make decisions [Zimányi 2003]. 
In addition to the DW, the data mart term is used, data mart may be a part      of 
the data warehouse. The definition of a data mart is expressed identically to           the 
definition of the DW except that all the DW’s features are applied to small part of 
business that can be department (e.g., marketing department), a certain activity (e.g., 
analysis of product promotion) or increase the level of summarization of data in the DW 
[Han et al., 2001]. 
2.4.1 Data warehousing architecture 
The goal of making DW is to transform a huge, inconsistent, and separated data 
into integrated repository and to use this repository to produce information. Such 
information is helpful in decision making process. As shown in (Figure 2-2), the 
conversion of data into useful information could be done using a variety of different tools 
and applications [Zimányi 2003]:- 
 
• Report and applications: The developers could create applications or reports 
directly from DW according to the user requirements using the traditional tools 
for that process. 
• OLAP: Provides dynamic form to answer online user’s query, the user can 
prepare ad-hoc queries applying one of the following capabilities:- 
-Drill-down: allows automatic transformation of summarized 
(aggregated) measures into a more detailed form, for example 
transforming numbers of illiterates in city to or numbers of illiterates 
in its villages. 
-Roll-up: In contrast drill-down allows transforming detailed 
measures into summarized data. 
-Slicing-and-dicing: allows visualizing only the information 
satisfying specified conditions. For example, number of population 
in the Cairo governorate during the year of 2000 [Zimányi 2003]. 
 
 
• Statistics: traditional tools that allow the user to understand data characteristics 
using distribution, correlation, or any other statistical reasoning analysis. 
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• Data mining:  Intelligent techniques that allow user to discover hidden 
knowledge in large or rich data base [Zimányi 2003]. 
 
 
2.4.2 General characteristics of data warehouse 
          DW should have the following components [Kimbal 1996]: 
 Measures; are a set of attributes representing the core of analysis such as 
quantity sold, sales, cost, and number of illiterates [Inmon 1996]. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 Fact table; represents the subject-orientation and the focus of analysis. It 
typically contains measures. In addition it contains the all keys of the 
dimension tables to allow the fact measures to be analyzed from different 
perspectives [Pedersen et al., 2000] as depicted in (Figure 2-3). 
 
 
[Zimányi 2003 ] 
Figure 2-2: Data warehousing architecture 
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 Dimension tables; are object tables that include attributes allowing the user to 
explore the measures from different analysis perspectives [Kimball et al., 98]. For 
example, the number_of_population in a population DW can be seen during 
different periods of time (time dimension) or in different parts of the country 
(location dimension). These dimensions are connected to the fact table in the 
relational model through foreign keys [Golfarelli et al., 99] and [Theodoratos et 
al., 99] 
 Hierarchies; the dimension attributes may form a hierarchy, such as City – State 
– Country in Store dimension as depicted in (Figure 2-4). Allowing the user to see 
detailed as well as aggregated data. The importance of having well defined 
hierarchies in a DW environment is due to the fact that, the decision-maker 
usually starts from a general view of data and then goes to the detailed 
explorations. Hierarchies are usually presented in logical level using a flat table 
called star shema or using a normalized structure called snowflake scheme [Eder 
et al., 2002]. 
 
 
 
 
[Zimányi 2003 ] 
Figure 2-3: Sales DW schema 
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2.5 Data mining 
Most organizations have accumulated a great deal of data, whereas what they 
really want is information. How can they learn from the data about how to satisfy their 
customers? How to allocate their resources most efficiently? And how can one draw 
meaningful conclusions about the forest? Data mining is used to address these concerns 
[Fayyad et al., 1996].  
Data mining uses sophisticated statistical analysis and modelling techniques to discover 
hidden patterns in data stores. Such patterns are usually missed by ordinary analysis 
methods. The goal of the entire KDD process is to make patterns understandable to 
humans in order to give a better interpretation of data [Williams et al., 1998].The of data 
mining is to find these patterns and relationships among them by building models. Data 
mining may be considered the gathering point of other computer science branches such as 
machine learning, databases, visualization, statistics, and parallel algorithms as depicted 
in (Figure 2-5). 
 
 
 
 
[Zimányi 2003 ] 
Figure 2-4: Store dimension hierarchy 
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2.5.1 Steps of data mining process  
 
The process of data mining has been done through three sub steps [Han et al 2001]:- 
 Choosing the data mining task; this involves selecting the generic type of 
pattern through data mining; this is the patterns for expressing facts in the 
database. Generic pattern types include classes, association rules, clusters, 
outlier detection. 
 Choosing the data mining technique for discovering patterns of the generic 
type selected in the previous step. Data mining algorithms are often 
heuristics due to scalability requirements, there are typically several 
techniques available for a given pattern type. 
 
 Applying the data mining technique to search for interesting patterns. 
    
2.5.2 Data mining techniques 
Most data mining techniques are heuristics tailored to discover patterns          of a 
generic type. Generic patterns include classes, associations, rules, clusters and outlier 
detection. Since these techniques are heuristics, there is no single optimal algorithm for 
[Williams et al., 1998] 
Figure 2-5: Relationship among data mining and other computer sciences 
branches  
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discovering patterns of a given type. Different techniques highlight different aspects of 
the information space. [Han et al 2001].  
 
2.5.2.1 Classification 
Classification is a well known data mining technique and it has been studied in 
machine learning community for a long time. Classification involves mapping data into 
specified classes or meaningful categories based on common properties among a set of 
objects in a database [Sousa et al., 1998].The cardinality of these classes is much less 
than the number of data objects. After the construction of the classification model, it is 
used to classify new cases that are going to be inserted in the database. Adequate 
applications for classification include medical diagnosis, credit risk assessment, fraud 
detection and target marketing [Han et al., 2001]. 
 
2.5.2.2 Association analysis 
Association rules show dependency relationships between rows and attributes in a 
database. Mining association rules is particularly important when trying to find relevant 
associations among items in a given customer transaction. These are typically expressed 
in the form X→Y (C, S) where X, Y are disjoint sets of database attributes, C is the 
confidence or condition probability P(Y|X) and S is support or the probability P(Y U X) 
[Hipp et al., 2000]. 
 
2.5.2.3 Clustering 
Clustering algorithms also called unsupervised classification, is the process of 
grouping physical or abstract objects into classes of similar objects. Clustering analysis 
helps to construct meaningful partitions of a large set of objects based on a divide 
methodology, which decomposes a large-scale system into smaller components to 
simplify design and implementation this system [Sousa et al., 1998]. Unlike the concept 
of classification techniques, clusters are not pre-specified but rather emerge from the 
inherent similarity and dissimilarity among objects [Han et al., 2001]. 
2.5.2.4 Outlier detection 
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The objective of outlier detection technique is to discover set data objects those 
are abnormal, anomalies or unpredicted with the general behaviour of others data objects. 
These objects may be considered inconsistent, noise, and error with the remainder of data 
objects. As the result, many data mining techniques try to ignore, eliminate or minimize 
the influence of them [Knorr et al., 1997]. Other techniques consider the analysis of these 
objects may carry interested, unexpected, and implicit knowledge. Outlier detection can 
be beneficially used in many applications such as credit   card fraud, voting irregularity 
and server weather prediction [Han et al., 2001] and [Ng 2001]. 
 
2.5 Conclusion  
KDD process offers a great promise in helping organizations to discover hidden 
knowledge in their data. KDD process need to be guided by experienced users who 
understand the business, the data, and the general nature of the analytical methods 
involved in the organization. The main goal of KDD process is helping in decision 
making process. 
In this chapter, a survey on KDD process was introduced and its importance in 
many applications. In addition, a survey on KDD’s steps is presented especially data 
warehousing and data mining. Data mining is considered the main step in KDD process 
to find patterns and relationships between these patterns by building models. Data mining 
has many techniques divided into four main categories classification, association rules, 
clustering, and outlier detection. 
In this thesis, we will focus on the techniques of KDD process that can be used in 
spatial databases especially outlier detection algorithm. The spatial KDD process will be 
presented in the next chapter. 
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3.1 Introduction  
Intelligent GIS is one of the promising topics which are appeared in spatial 
domain. Intelligent GIS aims at integrating GIS with other computer sciences such as ES, 
DW, DSS, or KDD to beneficially exploit large amount of data stored in spatial 
databases. Geographic Knowledge Discovery (GKD) tries to exploit the great success 
that have been achieved by data mining and knowledge discovery techniques in databases 
by extending knowledge discovery techniques to be appropriate to be applied into spatial 
databases . 
GKD is defined as “A process of extracting information and knowledge from 
massive geo-referenced databases” [Miller 2003].The classical KDD techniques are not 
sufficient to be directly applied into spatial datasets, because spatial databases highly 
differ from traditional databases[Shekhar et al., 2003a].The main difference between 
spatial databases and classical databases is the nature of the spatial objects. The objects in 
spatial databases are dependent on each others. The weight of this dependence inverses 
proportionally with the distance among these objects according to the first low of 
geography which states that "Every thing is related to every thing else, but nearby things 
are more related than distance things"[Tobler, 1979]. whereas the traditional databases 
are built on the fact that data samples are independent, so the techniques and algorithms 
of traditional data mining should be altered to take into consideration this property which 
is called spatial autocorrelation [Han et al., 2001] and [Shekhar et al., 2003b].  
Spatial autocorrelation is not the only difference between the spatial knowledge 
discovery and the traditional knowledge discovery process. There are other factors such 
as the complexity of the spatial object and relationships among them, the heterogeneous 
and ill-structured nature of spatial data [Miller 2003]. 
3.2 Spatial Data Warehouse (SDW) 
The wide use of DW structures and OLAP tools, for performing analysis        to 
non-spatial data, initiates the interest to extend DW to be applied into spatial domain. 
Nevertheless, the transition from a transaction-oriented to an analysis-oriented in spatial 
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datasets is not obvious [Zimányi 2003]. Spatial data representation, storage, retrieval, 
queries, and displaying data are different from the non-spatial data, thus we can not 
directly use the gained experience from non-spatial data with spatial data [Shekhar et al., 
2001]. 
 
3.2.1 Spatial data warehouse applications 
Spatial data warehouses contain spatial data, such as satellite images, aerial 
photography and non-spatial data such as the number of populations and the road 
capacity. Examples of spatial data warehouses include the US census dataset [Ferguson 
1999], earth observation system archives of satellite imagery [USGS 1998] and highway 
traffic measurement archives [Lu et al., 2002]. 
The design of SDBs has been done usually based on specific software features, 
while these tools are more concerned with the geometry and topology of the objects than 
the modeling according to specific application or analysis needs, and the modeling tools 
were appeared after the development of SDB systems and applications. As the result, 
there is no common accepted conceptual model in spatial domain. . Besides that, there is 
no a very well defined conceptual modeling approach in DWs. The previous factors give 
the confusion of using the SDW term. Thus there is no formal definition of a SDW and 
different authors propose it according to their application needs [Bédard et al., 2001].  
 
The word SDW is used in SDBs or GISs mostly when[Zimányi 2003]:-  
 
• Huge volume of spatial data exists [Magon et al., 2001] 
• The spatial data integration or the problem of multiple representations has to be 
solved [Bédard et al., 2002]. 
• Managing the metadata for spatial data [Brodeur et al., 2000] 
• General analysis purposes referring to spatial data are existed [Zimányi 2003]. 
• Supporting decision-making process based on map representations [Grey 2003]. 
• Spatial aggregations need to be performed [Berkel 2003]. 
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3.2.2 Spatial data warehouse components 
 
Data warehouse components in the spatial domain consist of two main sets; measures 
and dimensions. 
 
3.2.2.1 Dimensions in spatial domain 
Dimensions in SDW are classified in three types [Bédard et al. 2001] 
1. Non-geometric spatial dimension: This is a dimension whose primitive level 
and all of its higher generalization levels are non-geometric data such as product 
dimension, as depicted in (Figure 3-1), could start with the names of products, and 
its generalization levels will also be non-geometric, such as brand and categories. 
2. Geometric-to-non-geometric dimension: This is a dimension whose primitive 
level is geometric but whose generalization levels, starting at a certain higher 
level, becomes non-geometric such as a client dimension             in (Figure 3-1) is 
represented by points, geometric data, this level is the finest granularity level in 
this spatial dimension but its generalizations would be the names of city and 
country, which are non-geometric. 
3. Fully geometric spatial dimension: This is a dimension whose primitive levels 
and all of its higher generalization levels are geometric. For example, polygons of 
villages, which are geometric data, are generalized to polygons of cities which are 
also geometric. Client dimension in (Figure 3-1) may also be fully geometric if 
the higher generalization levels such as city, state, and country also represented by 
polygons in maps [Bédard et al. 2001]. 
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3.2.2.2 Measures in spatial domain 
Measures within a SDW are classified into the following two types [Zimányi 2003]:- 
 A numerical measure; contains only numerical data such as sale in 
(Figure 3-1) is a numerical measure of a certain client and during the 
generalization may get the total sales of all clients. 
 A spatial measure; contains a collection of pointers to spatial   objects. 
For example, if the user is interested in analyzing the accidents’ locations 
taking into account the different insurance types (coverage A, B, etc.), 
categories (cars, trucks, etc), and particular clients’ data as depicted in 
(Figure 3-2), then the fact table will contain spatial measure, location, 
which represents the locations of the accidents. In coarse granularity, these  
pointers will point to the locations of accidents of a certain user , in a 
certain insurance type , and in a certain date, in higher level it will contain 
pointers to all locations of accident which are made by this user with all 
insurance categories in all times. [Zimányi 2003]. 
 
 
[Zimányi 2003] 
Figure 3-1: Star schema contains spatial dimension hierarchy 
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3.2.3 Map cube  
Map cube extends the concept of data cube to the spatial domain. A map cube is 
defined as an operator which takes the input parameters such as base maps, base tables 
and cartographic preferences to generate an album of maps for analysis. It is built from 
the requirements of a spatial data warehouse to aggregate data across many dimensions 
and to look for trends or unusual patterns related to spatial attributes. [Lu et al., 2002]. 
A map cube could be seen as a data cube with cartographic visualization of 
geometrical dimension to generate an album of related maps. A map cube adds more 
capabilities to traditional GIS such as roll-up, drill-down and slicing and dicing. It can 
benefit the processes of analysis and decision making which are based on spatial data 
warehouses [Bedard 1999]. Map cube inherits its ideas from three different domains 
namely data warehousing, Visualization and GIS as depicted in (Figure 3-3).  
 
 
 
 
 
 
 
 
[Zimányi 2003] 
Figure 3-2: Star schema contains spatial measure  
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A map cube consists of a lattice of cuboids; each of them represents a certain level of 
hierarchy. It uses a set of aggregate functions to compute statistics for a given set of 
values within each cuboid. These aggregate functions include sum, average, and centroid. 
The calculation of the aggregate functions may use other geometric operations such as 
geometric union as depicted in (Figure 3-4) [Lu et al., 2002]. 
 
 
 
 
 
 
 
 
[Lu et al., 2002] 
Figure 3-3: The relationship between map cube and three parent domains 
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 [Lu et al., 2002] 
Figure 3-4: An example of geometric aggregation  
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3.3 Spatial Data Mining (SDM) 
The main patterns types in traditional data mining; classification, association 
rules, clustering, and outlier detection have spatial extensions to be applied into spatial 
domain.  
 
3.3.1 Spatial classification  
Spatial classification techniques map spatial objects into meaningful classes but taking 
into consideration spatial factors such as distance, direction, accessibility, connections 
and cost [Miller 2003]. Spatial buffers are used to classify objects based on attribute 
similarity and distance-based proximity [Koperski et al 1998] [Ester et al. 1997] and 
[Ester et al, 2001]. One of the most popular techniques in Spatial Classification Auto-
regression (SAM) which has been used in many applications with geo-spatial datasets 
[Kazar et al., 2005]. 
 
3.3.2 Spatial association  
Spatial association rules are association rules that contain spatial predicates in 
their precedent or antecedent [Koperski et al., 1996]. A specific type of association rule is 
discovering a co-location pattern. These patterns are subsets of spatial objects that are 
usually located together [Huang et al., 2004] and [Xiong et al., 2004]. 
 
3.3.3 Spatial clustering  
Spatial clustering algorithms exploit the topological relationships among spatial 
objects to determine inherent groupings of the input data [Miller 2003]. Clustering 
methods involve neither prior information nor number of clusters, so the cluster is called 
unsupervised learning. The cluster are formed based on the similarity criterion which is 
determined by relationships among spatial objects[Shekhar et al., 2003 b]   
 
3.3.4 Spatial outlier detection  
 40 
 Spatial outlier detection techniques use spatial topological information to detect 
outlier objects. These objects have abnormal behavior with respect to its nearby objects 
[taha et al., 2004].  
 
3.4 Conclusion 
In this chapter, we presented a survey on geographic knowledge discovery 
process and its steps. The geographic knowledge discovery is an extension of KDD 
process into geographic databases. This new branch of KDD process tries to exploit large 
amount of data stored in spatial databases to produce smart knowledge to help in decision 
making process. The main difference geographic knowledge discovery process and 
traditional KDD process is spatial autocorrelation property which results from the 
difference between the nature of the spatial datasets and the traditional datasets since the 
objects in a spatial databases are dependent on other objects. The weight of this 
dependence is inversely proportional to the distance between these objects. Whereas the 
traditional databases are built on the fact that data samples are independently generated. 
Therefore, the techniques and algorithms of traditional KDD should be altered to take 
into consideration this property.  
Spatial data mining is the main step of spatial knowledge discovery process. 
Spatial classification, spatial clustering, spatial association, and spatial outlier detection 
are the most important types of patterns in spatial data mining. In next chapter, different 
techniques of spatial outlier detection will be discussed in more details.  
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Outliers detection algorithms in spatial domain 
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4.1 Introduction  
 
Outliers are data objects which are abnormal, unpredicted or inconsistent with the 
other data objects in the domain. The behavior of these objects highly differs from the 
general behavior of other objects in the domain, so these objects may be considered as 
noise and error and may be ignored in the analysis. Recently, some data mining 
researches show the importance of analyzing the behavior of these objects [Miller and 
Han 2001]. 
Spatial outliers can be defined as a set of data objects that are displayed as 
abnormal, unexpected or inconsistent with neighboring objects which have an effect on 
the outliers objects through a predefined spatial neighborhood relationship [Miller and 
Han 2001] and [Miller 2003]. The spatial neighborhood relationship is based on a set of 
spatial factors such as distance, number of direct connections, cost and relative 
accessibility between objects… etc. Spatial outliers can be useful in many areas such as 
transportation, ecology, and location based services [Ester et al., 2001] and [Shekhar et 
al., 2002a]. 
 
4.2 Outliers detection algorithms in spatial domain 
 
In outlier detection algorithms, we should distinguish between two main sets of 
attributes; one set of attributes is used for defining neighboring objects, and the other set 
is used for comparison of an object with its neighbors to detect spatial outliers. Classical 
researches in spatial data mining classify outliers in spatial datasets into two categories as 
depicted in (Figure 4 -1); one dimension and multi-dimension. 
 
The first category, one dimension, researchers use only one of the non-spatial 
attributes for comparison purposes. In this case, the neighbor features are ignored which 
means ignoring spatial attributes and spatial relationships between objects. On the other 
hand, multi-dimension category uses some spatial or non-spatial attributes for defining 
neighbors and others for comparison purposes. Multi-dimension outlier detection 
techniques may be further divided into two subgroups, namely; homogeneous 
dimensions, and spatial outliers [Shekhar et al., 2003a]. 
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4.3 Homogeneous dimensions 
 
Homogeneous dimensions techniques use spatial factors such as distance between 
two villages and non-spatial attributes such as number of populations in each village for 
defining neighbors and other spatial and non-spatial attributes for comparison purposes. 
There is no separation between spatial and non-spatial attributes. Many outlier detection 
methods were recently proposed in homogeneous dimensions outliers taking into 
consideration distance as a measure of outliers [Breunig et al., 1999], [Knorr et al., 1997], 
[Knorr et al., 1998], [Knorr et al., 2000]and [Ramaswamy et al, 2000]. In [Knorr et al., 
1997], [Knorr et al., 1998], and [Knorr et al., 2000], the term distance-based outliers is 
defined as an object O in dataset T to be distance-based outlier DB (p,d)-outlier, where p 
is a fraction of all objects in T that lie within a distance greater than d from this object. 
 In [Ramaswamy et al, 2000] the authors find the K-nearest object for each object 
in a dataset, and then they rank all objects descendingly by the K-nearest neighbor 
distance, and then they define the top N objects as outliers. But in [Breunig et al., 1999] 
the data is stored in clusters. In each cluster, outlier detections tests have been done 
independently from other clusters. The resulting outliers are called local outliers because 
they are relative to each cluster. 
Outliers in spatial datasets 
 
One dimension 
 
Spatial outliers 
 
 
Graph-based spatial outlier 
Figure 4-1   Classification of outlier detection techniques in spatial dataset  
Multi-dimension 
 
 
Homogeneous dimensions 
 
 
Distance-based spatial outlier  
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Figure 4- 2  spatial data set 
 
These methods have many disadvantages namely, they do not distinguish between 
spatial and non-spatial attributes, and they detect global outliers not spatial outliers. 
Global outliers are objects that have a high difference in their attributes from the normal 
of non-spatial attributes of other objects in the space, whereas spatial outliers mean 
objects that have a high difference in their non-spatial attributes from the normal of non-
spatial attributes of their spatial neighbors [Shekhar et al., 2003a] .  
 
4.4 Spatial Outliers 
Spatial outlier algorithms also use both spatial attributes and non-spatial 
attributes, but they use spatial attributes for defining neighboring objects and use non-
spatial attributes for comparison purposes [Shekhar et al., 2003b]. Spatial outlier 
detection techniques can be further divided into two subcategories; graph-based spatial 
outliers and distance-based spatial outliers. The difference between them lies in the 
definition of spatial neighborhood relationships [Shekhar et al., 2002a].  
4.4.1 Graph-based spatial outliers  
 
In the graph-based spatial outliers, the set of spatial neighboring objects to a 
certain objects contains all objects that have direct connections to this object [Shekhar et 
al., 2002a] and [Shekhar et al., 2001]. In the spatial data set which is shown in (Figure 4-
2), then the set of graph-based neighboring objects, to object A, will include all objects 
that are directly connected to A {B, D, E} as shown in (Figure 4-3). 
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Figure 4- 3 Graph-based neighbors of node A 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
4.4.2 Distance-based spatial outliers 
 
Distance-based spatial outlier techniques calculate spatial neighborhood 
relationships based on between objects by making a buffer zone around each object to 
discover its neighbors [Shekhar et al., 2003a].For example, the spatial data set which is 
shown in (Figure 4-2), then the set of distance-based neighboring objects, to object A, 
will include all objects that lies inside the buffer zone of A {B, J,H,K} as depicted in 
(Figure 4-4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4- 4 Distance-based neighbors of node A 
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4.5 Conclusion  
 
Spatial outlier detection is one of the main types of patterns in spatial data mining. 
It aims at finding objects which have extreme abnormal behaviors with respect to the 
behaviors of their spatial neighbors. In this chapter, a different types of outlier detection 
algorithms in spatial domain were presented. Graph-based spatial outliers and distance-
based spatial outliers are the most popular types of spatial outliers. The difference 
between them lies in the definition of spatial neighborhood relationships. 
Although a large amount of algorithms try to discover spatial outliers, they have 
many limitations.  
First, most of spatial outlier algorithms assume that all neighbors to a certain 
object have the same weight of effect on this object, but the nearest object should have 
the largest weight of effect according to the first law of geography. Second, there is no 
standard to define the spatial neighborhood relationships; some algorithms leave these 
relationships to be defined manually by users. Other algorithms use external software to 
define them. This leads to different results for the same application using the same 
factors. Third, classical researches separate between graph-based spatial neighbors and 
distance-based spatial neighbors. But in many realistic applications, we should use 
connections and distances to discover spatial outliers. Last, such algorithms are designed 
to be applied only to points and no extensions of these algorithms could be applied to 
more complex objects such as lines or polygons. 
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5.1 Limitations of classical spatial outlier detection algorithms 
 
Although large number of classical techniques that aim at discovering spatial outliers, 
but these techniques still have many limitations such as: 
 
1. Most of spatial outlier algorithms assume that all neighbors to a certain    object 
have the same weight of effect on this object, but the nearest          object should 
have the largest weight of effect according to the first law of geography [Tobler 
1979].  
2. There is no standard to define the spatial neighborhood relationships; some 
algorithms leave these relationships to be defined manually by users. Other 
algorithms use external software to define them. This leads to different results for 
the same application using the same factors.  
3. Classical researches separate between graph-based spatial neighbors and distance-
based spatial neighbors. But in many realistic applications such as transportation 
and health, we should use graph and distances neighbors to discover spatial 
outliers [Taha et al., 2004].  
4. Classical techniques are designed to be applied only to points and there is no 
extensions of these algorithms could be applied to more complex objects such as 
lines or polygons. 
5.2 The proposed model 
We try to solve limitations of the classical spatial outlier detection techniques by 
proposing a new model. This new model is based on weighted spatial neighborhood 
relationship.  
5.2.1 The proposed weighted spatial neighborhood relationship  
The first limitation of classical techniques in spatial outlier detection algorithms is 
the assumption, which supposes that all neighboring objects have the same effect on a 
certain object, which is not realistic. In fact each neighbor object has its own effect on the 
specified object. Applying this concept on distance-based spatial outlier algorithms, the 
nearest object has the largest effect. For graph-based spatial outlier algorithms, the 
 49 
objects that have direct connections have larger effect than of that object which has 
indirect connection. Also, the object that has the smallest cost with respect to a specified 
object has the largest effect on it. 
So we suggest to change the classical form of spatial neighborhood relationship 
from (X,Y) to the Weighted Spatial Neighborhood Relationship(WSNR) form  (X, Y, 
weightXY); which means that  an object X is affected by an object Y, and weightXY is the 
quantity of effect. This weight of effect must be between 0 and 1. The sum of weights 
that affect on the same object must be equal to 1. We should distinguish between 
weightXY and weightYX.  From this parameter, weight of effect, the objects that have the 
largest and the smallest effects on a specified object could be defined.  
5.2.2 Calculating the expected value of spatial object  
After we change the form of spatial neighborhood relationship to the new form 
we should provide a method to calculate the weight of effect. In the classical model, they 
suppose the same weight of effect to all neighbors of a certain spatial objects, which 
means that they implicitly use normal average. If we have an object r, which has N 
neighboring objects, then the weight of effect will be calculated as depicted in equation 
(5-1). 
 
E(r) = ∑ F ( i ) / N    For i=1,…..N  (5-1) 
 
Where F ( i ), E ( r ) are the actual attribute value at object i, and the expected 
attribute value at object r  respectively, and N is the number of neighboring objects 
relative to object r. 
 
According to our proposed model equation (5-1) is modified to equation (5-2) as follows: 
 
E( r ) = ∑ Wri F( i )      For i=1,…. N              (5-2) 
 
Where Wri is the weight of the effect from point i on point r, and the summation of Wri 
must be 1. 
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5.2.3 Calculating weight of effect  
The problem has been reduced to how to calculate this weight automatically. A 
simple method to calculate this weight is also proposed here through a single spatial 
factor, namely, the distance between the objects. An extension of this method to cover 
many spatial factors is presented, controlling the influence of each. Since the distance is 
inversely proportional to the weight of the effect, the longest distance between objects 
indicates the lowest effect between them as indicated by equation (5-3). 
 
Wri = (1/Dir) /∑( 1/Dir)    For i=1, …. N    (5-3) 
 
Where Dir is the distance between the two points i,r . 
 
Considering the effect of Rir, which means the number of direct connections 
between the two points i and r, the largest value of Rir indicates the easiest movement 
from i to r, which means that number of direct connections is directly proportional to the 
weight of the effect. The corresponding weight can be expressed as follows: 
 
Wri = ( Rir) /∑( Rir)    For i=1,……N      (5-4) 
 
Taking into consideration the previous two factors together, we have: 
 
Wri = (α /Dir) / ∑( 1/Dir)+ (1- α) (Rir) / ∑( Rir)     For i=1,…. N    (5-5) 
 
Where α is the coefficient of the effect of distance which must be 0< α <1. 
 
Additionally, the cost factor to move from point i to point r, Cir, is inversely proportional 
to the weight. Thus, the overall weight can be formulated as: 
 
Wri = (α /Dir)/∑(1/Dir)+ (βRir) / ∑( Rir) + (δ/Cir ) /∑( 1/Cir) 
For i=1,….. N                      (5-6) 
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Where α, β and δ are coefficients to distance, number of direct connections and cost, 
respectively, where   α + β + δ = 1. 
Equation (5-6) merges the most common three factors in point data types, which are 
distance, number of direct connections and minimal cost. 
 
5.2.4 Methods for calculating spatial factors automatically   
 
We also provide methods to calculate these factors automatically. These methods are: 
 
I. Distance, by making a buffer zone around each object with a radius r 
defined by the user, which means neglecting the influence of the distance of 
objects outside this area. All objects inside this area are considered 
neighbors to this object. 
II. Number of direct connections, can be calculated by finding the number of 
direct links passing through this object. 
III. Minimal cost between two points, by defining the number of direct and 
indirect connections between the two points, and then finding the minimal 
cost for these connections. We can also define a limit L for the cost factor. If 
the minimal cost is greater than L then we will ignore the relationship to this 
node. 
 
5.2.5 Merging distance-based and graph-based spatial outliers 
 
the separation between distance-based spatial outliers and graph-based spatial 
outliers, which is found in classical models, could be eliminated by applying proposed 
model. We also can calculate distance-based only by putting α = 1 and β = δ = 0, and if 
we want to ignore distance effect, then put β =1. 
 
5.3 Spatial outlier definition adaptation 
 
After the suggested changes have been made through the proposed model, the 
definitions of the spatial outliers and the family of algorithms provided [Shekhar et al., 
2003], should be accommodated to these changes. 
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f Naggr : R
N R 
 
Consider spatial framework SF = (S,NB), where S is a set of locations 
{s1,s2,s3,…,sn} and NB (S,S,W) where W is the weight of the effect and W є ]0,1[, NB 
is the  neighborhood  relation over S. We define neighbors of the location x in S using 
NB as N(x), specifically N(x) = {y | y є S, NB(x,y,Wyx), and 1>Wyx> 0 }. 
 
 
Definition: An object O is an S-outlier (f, fNaggr, Fdiff, ST) if ST {Fdiff [f(x) ,                    f 
N
aggr(f(x),N(x))]} is true, where f : S          R is an attribute function, 
is a weighted aggregate function for the values of f over neighborhood, R is a set of real 
numbers, Fdiff  R x R    R is difference function , and ST : R { true , false }is statistical 
test procedure for determining  statistical significance . 
 
We can define the function as the non-spatial attribute f Naggr = E yєN(x) (f(Y)) as the 
weighted average of attribute values over neighborhood N(x), Fdiff (x) is called the 
difference function S(x) = f(x)- f
 N
aggr  is the arithmetic difference between attribute 
function and neighborhood aggregate function f Naggr .Let  μS(x) бS(x) be the mean and 
standard deviation of the difference function Fdiff, respectively. Then the significance test 
function ST can be defined as Z S(x) = | S(x) - μS(x) / б S(x) | > Ө, where Ө is the residual 
error. The choice of Ө specifies the confidence level. For example in normal distribution, 
if 95% confidence level is required, Ө = 2. 
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5.4 Conclusion 
 In this chapter, we change the classical form of spatial neighborhood relationship 
from to the WSNR form. The new form based on giving each neighbor its own weight of 
effect. A model for calculating weight of effect based on spatial factors such as distance, 
cost, and number of direct connection is also presented. 
The new model can eliminate the separation between distance-based spatial 
outliers and graph-based spatial outliers, which is found in classical models. This model 
enriches the spatial neighborhood relationship by using many spatial factors and 
controlling the weight of each spatial factor. 
We also change the classical spatial outlier detection model to accommodate the 
changes on spatial neighborhood relationship. In the next chapter, experimental results 
prove that the new model decreases the error that results from difference between 
calculated and the actual value on average. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 54 
 
 
 
 
 
 
 
 
 
 
Chapter 6 
Experimental results  
 
6.2 One dimensional outlier detection method 
6.3 Classical spatial outlier model 
6.4 The proposed model spatial outlier model 
6.5 Comparing results 
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6.1 An illustrative application domain  
Egyptian Center for Women’s Rights (ECWR) in participation of Social Research 
Center (SRC) at American University in Cairo (AUC) started a project for literacy that 
aims at decreasing the percent of illiteracy in the Egyptian villages especially among 
females. The project focuses on percent of illiterate females between 14 and 35 years old. 
They started with El-Fayoum governorate which contains 167 villages as depicted in 
(Figure 6-1). These villages are grouped around 6 cities (El Fayoum, Tamyah, Ebshoway, 
Senorus, Atsa and Youseef Elsdeek as shown in (Figure 6-2). For each village, we have 
available the percentage of illiterates among females, males, and total population as 
shown in (Table 5-1). In our application, we are interested in discovering outlier villages 
which have the percent value of illiteracy in females highly differs from the average 
percent value of their neighboring villages. This application is developed using 
(MapObjects 2.1), (Visual Basic 6), and (MS Access 2000.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-1: Map of El-Fayoum villages 
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                  Figure 6-2: Map of El-Fayoum cities         
 
                         
      Table 6-1: Snap shot of illiteracy percentage in El Fayoum villages table 
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6.2 One dimensional outlier detection method 
 One dimension outlier detection method uses non-spatial attributes only for 
detecting outliers, which means ignoring spatial attributes and spatial relationships 
between objects. In this method, the expected value of illiterate females will be the same 
for each village and could be calculated from equation (6-1) 
 
E( percent of illiterates ) = ∑ F (percent of illiterates) / N      For i=1,…. 167  
        = 58 %      (6-1) 
 
If 95% confidence level is required, then Ө = 2, then the outlier villages will have      -2 > 
Fdiff   Or   Fdiff  > 2  [Shekhar et al., 2003a]. The results of this test are shown in (Table 
6-2).  
 
 
 
 
 
 
 
 
 
 
 
 
 
The same answer was got from the graphical test, scatter plot, as depicted in 
(Figure 6-3). We find that the acceptable difference is 0.3 then the outlier villages are that 
have the illiterate percentage in females out of the range [0.58-0.3, 0.58+0.3]. In other 
words, If a village has If (illiterate percentage < 28% OR illiterate percentage > 88%) 
then this village is consider outlier.  
 
 
Table 6-2   Samples of results of Significance Test (ST) function of one 
dimensional outliers method 
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6.3 Classical spatial outlier model  
Classical spatial outlier model uses spatial attributes for defining neighboring 
objects and non-spatial attributes for detecting outliers. The classical spatial outlier model 
in this application has two limitations. First, the data type of objects is polygons not 
points. Second, we need to define neighboring objects. In this application, we define the 
spatial neighbors to a certain object as all adjacent objects which have a common line 
with that object, so the expected value of illiterate percentage in any village will be the 
average of illiterate percentages in its adjacent villages [Shekhar et al., 2003a] and [Taha 
et al., 2004].  
 
If 95% confidence level is required, then Ө = 2, then the outlier villages     will 
have (-2 > Fdiff   Or   Fdiff  > 2). The results are shown in (Table 6-3) and (Figure 6-4).  
Figure 6-3: Results of graphical test of one dimensional outlier 
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Table 6-3: Samples of results of Significance Test (ST) function of classical 
spatial outliers model 
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                  Figure 6-4: Results of graphical test of classical model  
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6.4 The proposed model  
To apply the proposed model in this application, some limitations have been 
considered, the same limitations which face us in classical model beside two new 
limitations. First, what are the spatial factors that are taken into consideration to calculate 
of the weight effect between neighboring objects? Second, how will we calculate the 
distance between two polygons? 
 
We make the next assumptions to help in solving the problems: 
 We use distance between objects and area of neighboring objects to calculate 
the weighted effect, the distance being inversely proportional to the weighted 
effect, while the area being directly proportional to the weighted effect. 
 We consider the distance between objects as the distance between their 
centers. 
 
If 95% confidence level is required, so we take Ө = 2 so the spatial outlier object 
has | S(x) - μS(x) / б S(x) | > 2. Samples of results of significance test function ST of our 
proposed model and the classical model are shown in (Table 6-4) and     (Figure 6-5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 6-4 Samples of results of Significance Test (ST) function of proposed 
spatial outliers Model 
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6.5 A comparison between the proposed model and classical models  
In this section, a compare will be held among the results of our proposed model 
[Taha et al., 2004] and those of applying classical spatial outlier model and one 
dimensional outlier[Shekhar et al., 2003 a].  
 
6.5.1 Classical spatial outlier model VS the proposed model  
In the proposed model, The village_Id 27 has 7 neighboring villages as depicted 
in (Figure 6-6) and the actual percent of illiterate females is 26%. The percent of illiterate 
females and different weight of effect values of the neighboring villages to this village, 
village_Id 27, are shown in (Table 6-5). We found that village_Id 29 is the nearest 
village, so it has the largest value (nearly 41% of the total effect).  Whereas village_Id 42 
has the smallest value (about 5%). The classical model assumes that the two villages 
(village_Id 29 and village_Id 42) have the same weight of effect (about 14,3%). This 
-0.4
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     Figure 6-5: Results of graphical test of proposed spatial outliers’ Model 
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difference made our expected percent of illiterate females in this village 28%, while it is 
45% in the classical spatial outlier model.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 Table 6-5 Table of weight of effect and percent of illiterate females for each 
neighboring village to village_id  27, ordered according to its effect 
 
     Figure 6-6  Village_Id 27 and its neighboring villages  
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The difference error S(x) between our proposed model and the classical model 
can be calculated by equations (6-1) and (6-2) 
 
S(x): 28% - 26% = 2%                       for our proposed model         (6-2) 
S(x): 45% - 26% = 19%                     for the classical model                     (6-3) 
 
The difference between the square of difference error of the classical model and 
the proposed model is: 
 
(0.19)2 - (0.02)2 = 0.0357               (6-4) 
 
The percentage of improvement which is made by the proposed model with 
respect to one classical spatial outlier model in this village is: 
 
(0.19)2 - (0.02)2 / (0.19)2 = 98.89%             (6-5) 
 
We find the average percentage of improvement which is made by the proposed model 
with respect to classical spatial outlier model in this application is about 8%. 
 
6.5.2 One dimensional outlier model VS the proposed model  
 We will also take about the same village, village-id 27, as an example. In one 
dimensional, the expected percent of illiterate females in all villages will be 58%, so 
expected percent of illiterate females in village-id 27 is 58%. But in our proposed model, 
the expected percent of illiterate females in village-id 27 is 28%. While the actual percent 
of illiterate females in village_id 27 is 28%. 
 
The difference error S(x) between our proposed model and the one dimensional 
model can be calculated by equations (6-6) and (6-7) 
 
S(x): 28% - 26% = 2%                       for our proposed model         (6-6) 
S(x): 58% - 26% = 22%                     for the classical model                     (6-7) 
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The difference between the square of difference error of the classical model and 
the proposed model is: 
 
(0.22)2 - (0.02)2 = 0.048               (6-8) 
 
 
The percentage of improvement which is made by the proposed model with 
respect to one dimensional model in this village is: 
 
(0.19)2 - (0.02)2 / (0.19)2 = 99.1%             (6-9) 
 
We find the average percentage of improvement which is made by the proposed 
model with respect to one dimensional model in this application is about 42,4%. 
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Conclusion 
 
Geographic knowledge discovery is one of the promising topics in GIS which 
extends the KDD process to be applied spatial databases. GKD tries to exploit large 
amount of data stored in geographic databases to produce smart knowledge to help in 
decision making process. The main difference GKD process and traditional KDD process 
is spatial autocorrelation property. This property results from the difference between the 
nature of spatial dataset and traditional databases since the objects in a spatial databases 
are dependent on other objects. The weight of dependence is inversely proportional to the 
distance between these objects according the first geography law. Whereas the traditional 
database builds on the fact that data samples are independently generated. Therefore, the 
techniques and algorithms of traditional KDD should be altered to take into consideration 
this property.  
 
Spatial outliers are the set of spatial objects which have extreme abnormal 
behaviors with respect to the behaviors of their spatial neighbors. Such neighboring have 
an effect on the outliers objects through a predefined spatial neighborhood relationship. 
There are two types of spatial outliers; graph-based spatial outliers and distance-based 
spatial outliers. 
 
Although many algorithms try to discover spatial outliers, they have many 
limitations; first, most of spatial outlier algorithms assume that all neighbors to a certain 
object have the same weight of effect on this object, but the nearest object should have 
the largest weight of effect according to the first law of geography. Second, there is no 
standard to define the spatial neighborhood relationships; some algorithms leave these 
relationships to be defined manually by users. Other algorithms use external software to 
define them. This leads to different results for the same application using the same 
factors. Third, classical researches separate between graph-based spatial neighbors and 
distance-based spatial neighbors. But in many realistic applications, we should use 
connections and distances to discover spatial outliers. Finally, such algorithms are 
designed to be applied only to points and no extensions of these algorithms could be 
applied to more complex objects such as lines or polygons. 
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In this thesis, we proposed a new definition to spatial neighborhood relationship 
adding a new parameter which is called weight of effect; we also change the definition of 
spatial outliers to accommodate with the new definition of spatial neighborhood 
relationship. We analyze the current outlier detection methods in spatial data set, and then 
we merge between graph-based and distance-based spatial outliers.  
The proposed is based on many spatial factors such as distance, numbers of direct 
connections, and cost. We extend the proposed model to be applied on more complex 
data types such as polygonal objects. In addition we provide experimental result from 
application of proposed model on an existing project for supporting literacy in Fayoum 
governorate in Arab Republic of Egypt (ARE). Experimental results prove that our model 
decreases the error that results from difference between calculated and the actual value on 
average 8%, and by 98% in some villages. 
Future work  
 We still have many limitations in defining spatial neighborhood relationship in 
lines and polygons. In polygons we should take in consideration length of 
common arc, the shape of contour, and the cost to move from one polygon and 
other polygons. We also should redefine the model of detecting neighbors to 
allow not only adjacency polygons to be added to the set of neighboring objects. 
In lines, some spatial factors should be considered such as distance between two 
lines how to be measured, the intersection and location of intersection, the largest 
vertical and horizontal distance between two lines. 
 The proposed model is applied using single non-spatial attribute in comparisons 
to detect outliers, if we use multiple non-spatial attributes in comparisons, many 
modification should be considered. 
 The proposed model used to detect spatial outliers but it may help in discovering 
temporal and spatial-temporal outliers. We plan to investigate the definition of 
temporal and spatial-temporal neighborhood relationship. 
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 We plan to investigate the new neighborhood relation definition in other spatial 
data mining algorithms such as classification, clustering and co-location 
algorithms. 
 Analyzing historical information of the spatial outliers can be beneficial in the 
DSS process, so we plan to make Spatial Outlier Data Warehouse( SODW). 
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