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Abstract
This thesis describes new approaches to text readability that can help in making written 
communications more readily understood. The research aims to undergo a deeper exploration 
of readability and the properties of text that make it easier to understand. The work will 
attempt to gain an improved understanding of the relationship between text and the reader 
and propose new methods for assessing readability that will move away from existing surface 
measures of readability. These existing readability formulas, in spite of their popularity, raise 
various concerns in failing to detect a number of common writing problems because their 
focus is largely on word and sentence length. Many users also attempt to improve their 
writing on the basis of the results produced by these formulas, but acting on the basis of a 
single numerical output for an entire text presents difficulties in locating troublesome writing. 
There is criticism, also, that the existing readability formulas were validated using out-dated 
school grades.
In our research, we are taking an extended view of readability that incorporates features of 
text cohesion, propositional density, word familiarity and the abilities and knowledge of the 
reader. We have devised a framework that incorporates these features, and derived a number 
of new configurable measures of readability that can provide reader-specific scoring. Some of 
the new measures can be applied at sentence level to direct authors to specific writing 
problems and provide automated feedback on their resolution. To assess the success of our 
new approaches, we critique and assess existing methods for evaluating readability measures. 
We use reader preferences over short text passages, when controlled for other features of 
readability to evaluating our readability methods. We found close agreement between the 
new measures and reader preferences, demonstrating that the measures can be configured to 
provide agreement for different types of reader. In addition, we devised a new method for 
evaluating readability measures using reading times from eye-tracking data. One of our 
measures, for word familiarity, shows a strong correlation (0.941) with average reading time 
in comparison to the next best performing existing readability measure (0.906). This 
particular measure incorporates sentence length in characters, due to the finding of a 
significant correlation (0.963) between sentence-level reading time and sentence length in 
characters. The latter indicates that character counts might refieet sentence-level text 
difficulty rather more accurately than the existing readability measures but would be 
insufficient alone to offer targeted feedback, and our combination is advantageous even with 
the cost of a slightly lowered correlation. Using the word familiarity measure, we have also 
derived a way to estimate how much reading time can be saved by improving readability.
We demonstrate our approach in several software prototypes which can provide additional 
automated feedback to users on how to improve their readability. One of these prototypes, for 
Open Office, has generated over 12,000 downloads to date.
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1 Introduction
Communication may be said to occur when (meaningful) information is passed from a sender 
to a recipient in an attempt to create shared understanding. We could contend that if the 
recipient does not understand the message then communication has not (yet) occurred. Such 
successful communication requires both the sender and receiver to have some prior shared 
understanding or sharedness of concepts, and ideally complete commonality, so that the 
transmitted information is understood as intended. Time and effort can be wasted in 
transmitting information that is unlikely to be understood or in negotiating an understanding, 
if such negotiation is possible. However, difficulties can occur even when there is a supposed 
sharedness of understanding due to the manner in which the concepts being conveyed are 
represented.
In human communication, there are considered to be three components, the so-called 3Vs, 
that may be involved to a greater or lesser extent:
• Verbal Messages -  the words that are used
• Vocal Messages -  how the words are said
• Visual Messages -  non-word information such as body language
So, written communication, for example, only involves verbal messages. Vocal cues such as 
the tone, pitch or pacing of the sender’s voice can help to express the intention of the 
message. But the format of written communication can also evoke emphasis - consider the 
following statements, which can acquire different meanings depending on where the 
emphasis is placed:
1. “I didn’t SAY you were stupid”
2. “I didn’t say YOU were stupid”
3. “I didn’t say you were STUPID”
Visual messages, which include facial expressions and gestures, are also important as, unless 
controlled, they can express the belief or conviction of the sender. If verbal and nonverbal 
(visual, vocal) messages contradict each other, people may choose to believe the nonverbal. 
Nonverbal signals are important in helping the recipient understand the intentions of the 
sender and bring additional context to the words being used. Without their equivalents, 
written communication has a higher risk of producing a misunderstanding; worse, to try to 
avoid misunderstanding a writer may overcompensate and inadvertently contribute to the two 
biggest barriers to successful communication, message overload and message complexity 
(Montana, P. J. and Charon, B. H., 2008).^
* Message overload occurs when the recipient receives too much information at once and message complexity 
concerns the quality of the message itself.
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With ever increasing quantities of available text, readily and rapidly achieving successful 
communications presents a significant challenge. The burden on users in filtering, 
understanding, and rapidly processing large volumes of written communication is mounting. 
Some suggest that we now produce information volumes every two days that are the same as 
those produced between the beginning of time and 2003 — some 5 exabytes (5 Billion GB). 
Amongst such a wealth of material, if the most effective understanding of content is to be 
achieved in a short time there is an ever greater need for clear and concise writing. Yet the 
advent of social media, blogs, instant messaging and SMS texts has put an emphasis in the 
opposite direction, on speed of communication to the potential detriment of clarity. And 
whilst there has been extensive work undertaken to increase the accessibility of web pages, 
such as through the Web Accessibility Initiative, little attention has been paid to simplifying 
and/or improving the textual content. Message authors, then, need to ensure that they put 
effort into producing messages that are going to be read and understood by as many people as 
possible, assuming that is largely the intention. The increasing quantity of written content 
also increases the likelihood that their work will become lost in a veritable deluge of 
information. The quality of their work, and ability of it to reach a particular audience, will 
therefore gain an importance. For example, health officials often need to give important 
information to the public and so need to ensure that their text will be read and understood by 
the vast majority of those likely to act upon it. If the text is impenetrable to the general 
public, the purpose of its production and release is undermined. On the other hand, scientific 
authors mostly do not expect their texts to have a general readership, although the goal 
remains of having others acting upon their text. However, estimating how well your intended 
readership will understand all of the various nuances of your writing remains a largely 
intuitive task: judging the impact of a text on others, when it makes perfect sense to an 
author, is not always straightforward.
There are many writing guides offering advice on how to improve communication. One such 
example by Hackos and Stephens (1997) discusses standards for communicating online and 
describes the ‘golden rules of documentation writing’ that have been collated from research 
by numerous experts. These rules include using short, simple and familiar words; correct 
grammar, punctuation and spelling; simple sentences with active voice and present tense. 
There may be many publications that follow these ‘golden rules’ but according to Dubay 
(2007) they only reach a fraction of their potential readership. One possible reason is that the 
documents are well written but simply aimed at the wrong reading level. Readers will prefer 
clear text written at an appropriate level for their understanding. A convoluted, verbose, or 
‘jargon’ heavy text can be off-putting, and lead them towards other information sources. Text 
written for beginners is unlikely to be useful for an expert investigating deeper complexities; 
conversely, overly advanced material will leave novices confused. Readers will want the right 
information presented in the right way for them, and this is particularly true for readers with 
learning disabilities or language difficulties: Boldyreff, C., Burd, E. and Donkin, J. (2001) 
showed how plain language can aid accessibility for many users, in particular where textual 
content must be translated into sign language, speech or even another language.
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To determine whether text is suitable for its intended readers, many have turned to the use of 
readability measures. Such measures are used to try to identify the type of reader capable of 
understanding a piece of text. The measures can be used to provide a quick indication of 
whether the text is suitable for somebody at a particular reading level or with a certain 
number of years of education. The formulas are widely used in education, publishing, 
business, health care, the military and industry with law courts accepting their use in 
testimony (Dubay, 2007). Whilst the formulas were originally devised to help educators 
select appropriate material for their students, writers also use the formulas for improving 
and/or simplifying texts. These two most common uses of the readability formulas can be 
applied to address the problems of message overload and message complexity. They can help 
reduce message overload by removing unsuitable reading material for a particular audience. 
Indeed, information retrieval systems can help users find the information they are searching 
for by filtering or re-ranking search results based on the user’s reading ability. We can also 
combat message complexity by providing authors with tools and assistance to help ensure 
that their documents will be understood by their intended audience. Word processing tools 
already provide spell and grammar checkers, but these do not address problems with unclear 
or unnecessary complicated writing.
Various readability measures have been formulated that are supposed to enable anyone, 
without special knowledge or training, to determine the proportion of people who could 
comfortably read a text. This assumes that the users o f such readability measures know the 
ideal values they are attempting to obtain. Most readability measures suggest the reading age 
required, with numbers over 25 years for a particularly complicated work. But can 
condensing an entire text to a single number offer anything more than a vague evaluation? 
And do authors readily know the appropriate reading age for a technical text? We contend 
that attempting to use such readability formulas in this way can be detrimental to the 
production of quality writing because, seduced by the immediate feedback of the measures, 
authors may try to tailor their texts to get better values. Iteratively simplifying technical and 
scientific documents to improve a readability score, does not always improve the clarity of 
the text. Many readability researchers advise against attempting to influence readability in 
this way as modifying small amounts of text does not guarantee that texts are any easier to 
understand and changing one element can impact on others. Indeed, they suggest that 
readability formulae should be used only for iterative feedback on the entire document 
(Klare, 1984); by themselves, the measures cannot provide the kind of informed feedback 
that authors need so as to deal with complexity.
The need to find the right information for the right user at the right time and in the right form 
has never been greater. The main applications of readability measures, for selecting and 
improving text, would seem to hold value, and yet readability measures have barely evolved 
since Kitson’s study in 1921. It is evident that it is time to reassess readability and consider 
how this leads to new approaches and, subsequently, applications, that meet needs almost 100 
years on from Kitson.
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1.1 Aims and Objectives
1.1.1 Aims
This research aims to undergo a deeper exploration of readability and the properties of text 
that make it easier to understand. The work will attempt to gain an improved understanding 
of the relationship between text and the reader and propose new methods for assessing 
readability that will move away from surface measures of readability. These new methods 
will be configurable depending on the abilities of the intended readers of the text. The 
research will explore and critique readability research, and attempt to address their perceived 
failings. However, the advantages of readability formulas that have proved to be successful, 
such as they ease and speed of use will be maintained. These new approaches should not only 
identify the type of reader who can understand the text, but also be at the core of providing 
feedback on the assessed text about how and where it can be improved. Such approaches 
need to operate suitably at document level, to demonstrate how transition is possible from 
well-used but historical measures, but should also be applicable at sentence level to help 
authors identify, say, the most and least readable sentences in a document (the most complex 
messages). To assess the success of these new approaches, the research will explore methods 
for evaluating readability measures; critique and assess them, and if applicable deploy them 
for evaluating our readability methods. If no suitable evaluation criteria can be established we 
will explore new methods to evaluate readability analysis. Finally, the new proposed 
approaches to assessing readability should be implemented in software prototypes that 
demonstrate the practical uses of readability analysis.
1.1.2 Objectives
The Objectives of this research are to:
1. Investigate communication theory and how communication can go wrong, examining the 
specifics of written communication that can lead to misunderstandings and 
miscommunications.
2. Help ensure successful communication by tackling the problems of message overload and 
message complexity. Identify how to assess the suitability of a message for a particular 
recipient. Investigate readability research and its application through readability 
measures. Evaluate the performance of readability measures and determine their 
limitations. Assess the ability of readability measures to assess the suitability of a text to a 
partieular reader.
3. Develop a new approach to measure readability addressing the limitations of current 
readability measures. Gain a greater understanding of the relationship between text and 
the reader. Devise new readability measures that can more accurately assess how easy 
text is to understand based on properties currently used by the readability formulas and 
additional aspects of text that have up till now been ignored.
4. Examine how readability can be applied to give more informative feedback than just a 
score from a measure. This feedback should help authors understand how to improve their 
documents.
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5. Investigate methods suited for evaluating the performance of readability analysis and 
apply these to our own readability methods. Devise further methods if necessary to 
determine the success of our analysis.
6. Demonstrate our new approach for measuring readability through a series of 
embodiments in software that can both score texts and provide information on how to 
improve the score. Determine if the software can assess message suitability for a 
particular reader and combat the problems of message overload and message complexity.
1.2 Research Contributions
We believe that the work presented contributes to certain areas of research. These include:
• Readability analysis: This work addresses previously ignored factors of text
difficulty by the other readability measures. We devise a series of new readability
measures that address and improve on the aspeets currently analysed by other 
readability measures. We also apply eye-tracking information to validate the 
performance of readability measures. Using reading speed information we can 
identify the sentences in a document that causes the most problems for readers to 
interpret and understand.
• Information Retrieval: Current IR uses the Probability Ranking Principle which
states that descending probability of relevance to a query is the most effective way to
present retrieved documents to the user. However, returning documents to a user that 
is beyond their reading ability is not an effective way of presenting information to the 
user. This work explores ranking documents according to both their relevance to the 
user and the query by filtering results that are not appropriate for the user.
• Natural Language Processing: NLP performance can be increased by improving the 
readability of the text. Simpler language also allows the semantic content of the text 
to be accessed easier. NLP tools can benefit from adding an automatic simplification 
step ahead of analysis.
• Psycholinguistics: A successful readability approach may validate theories of the 
relationship between words and human knowledge. By understanding how reading 
text can increase knowledge, we may hope to understand how the brain processes 
language.
• Knowledge/Document Management: Organisations produce specific texts for 
managing their own knowledge. The type of readability analysis described in this 
work can encourage the use of a common vocabulary which is detailed and 
understood by those involved.
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1.2.1 Software Prototypes
A series of software prototypes have been developed that demonstrate the approach. This 
software shows how to provide useful analysis and feedback on sentence level as well as 
document level. Each prototype was an evolution of the previous version incorporating 
further features and refinements based on user feedback and our own observations. By 
building and evaluating software, ftirther technical problems and issues will become apparent 
which need further analysis and investigation, and assumptions made in the design and 
implementation can be identified and addressed.
Each prototype was designed and developed as an extension to existing software. The first 
was integrated into components for use with the commonly available NLP development 
framework, GATE (General Architecture for Text Engineering) (Cunningham et al., 2002). 
The plugin builds on existing GATE plug-ins, for preliminary NLP tasks of such as Part-Of- 
Speech tagging (identifying word categories such as nouns and verbs) and sentence splitting. 
The plugin calculates some common readability measures as well as early versions of our 
own. It also highlights difficult words and phrases in the text based on recommendation from 
plain language organisations and demonstrates the potential for a tool incorporating the use of 
terminology so the document author could tailor the results of the formulas. The disadvantage 
of the GATE tool was that the GUI was difficult for users outside the field of natural 
language processing.
The second prototype was built into word processing software. The intention was that a more 
traditional document authoring tool would be more familiar to users and therefore 
demonstrate the usefiilness of the tool. OpenOffice.org 3 was chosen as it was the leading 
open-source office software suite, it had an established user base, and it and allowed third- 
party developers to write extensions for their applications and host them via their website for 
any OpenOffice.org user. This prototype was created as an extension for ‘Writer’. At the time 
of writing there were over 12,000 downloads and largely positive user feedback, particularly 
from those writing for a general audience. The plugin was also discussed in numerous online 
journals, blogs and forums which can be found in Appendix B.
Whilst the Open Office plugin implemented improved versions of the readability formulas 
and offered a better GUI for viewing results and plain language recommendations than in 
GATE, the terminology analysis component devised in the GATE version was omitted. The 
Open Office tool was primarily developed for authors writing texts to a general audience, so 
terminology use was set aside in favour of the application of new readability measures.
The final prototype was developed for Microsoft Word 2010 and incorporates and improves 
all the features of the previous versions. Word 2010 was chosen due to the large market share 
of Microsoft and its extensibility through Microsoft Visual Studio allowing simpler 
implementation of all the required features. The final prototype was made available in 
September 2011, receiving positive reviews and feedback and at the time of writing a 4.5/5 
rating.
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1.2.2 Publications
The author has contributed to several papers in Journals and Conference proeeedings that are 
directly related to the research presented in this thesis. These are listed below:
Title Author Contribution Published
Rank by Readability: 
Document Weighting 
for Information 
Retrieval
Neil Newbold,
Harry McLaughlin 
and Lee Gillam
Principal contributor 
to this paper, which 
described the IR 
experiments in 
section 6.1.
Paper: Information Retrieval 
Facility Conference 2010. LNCS 
6107:20-30. Available from 
http://www.springerlink.com/conte 
nt/98053802776q644t/
The Linguistics of 
Readability: The Next 
Step for Word 
Processing
Neil Newbold and 
Lee Gillam
Principal contributor 
to this paper, which 
discussed the Open 
Office software 
prototype in section 
6.2.2
Paper: Workshop on Computational 
Linguistics and Writing: Writing 
Processes and Authoring Aids 
(CL&W 2010) at NAACL-HTL 
2010, 6‘'^ June, Los Angeles. 
Available from
http://www.aclweb.org/anthology/ 
W/Wl 0ZW10-0409.pdf
Text Readability within 
Video Retrieval 
Applications: A Study 
On CCTV Analysis
Neil Newbold and 
Lee Gillam
Principal contributor 
to this paper, which 
introduced some of 
the ideas discussed in 
chapter 4 and an 
application of 
readability analysis.
Paper: Journal of Multimedia 
5(2): 123-141 (Special Issue on 
Visual Information Engineering), 
Academy Publisher. 2010. 
Available fi*om
http://www.academypublisher.com/
ojs/index.php/jmm/article/viewFile/
0502123141/1788
Populating a 
Framework for 
Readability Analysis
Neil Newbold and 
Lee Gillam
Principal contributor 
to this paper, which 
introduced some of 
the ideas discussed in 
chapter 4.
Paper: 5th Corpus Linguistics 
Conference, 20-23 July 2009, 
Liverpool.
Towards Automatic 
Document Quality 
Control
Neil Newbold and 
Lee Gillam
Principal contributor 
to this paper, which 
discussed the GATE 
software prototype in 
section 6.2.1
Paper: Workshop on Natural 
Language Processing resources, 
algorithms and tools for authoring 
aids. Language Resources and 
Evaluation Conference 2008, 
June, Marrakech.
Lexical Ontology 
Extraction using 
Terminology Analysis
Neil Newbold,
Bogdan Vrusias and 
Lee Gillam
Principal contributor 
to this paper, which 
described an 
application of 
readability analysis.
Poster: Language Resources and 
Evaluation Conference 2008, 28‘^  - 
30"^  May, Marrakech.
Introduction_______________________________________ Chapter 1
1.3 Structure of Thesis
This thesis comprises of 7 chapters starting with this introductory chapter. The subsequent 
chapters are detailed as follows;
• Chapter 2 describes communication theory and the many properties of text that can 
lead to confusion. We discuss how the likelihood of a reader understanding a written 
communication is dependent on their own expectations for the message content and 
their understanding of the language itself. If the intended message of a 
communication is lost, it is due to either the vocabulary or the writing style of the text. 
Problems with vocabulary can cause readers to interpret a word incorrectly using an 
alternative meaning than what the writer intended. Sometimes technical or scientific 
texts will contain specific terminological words which will not be known to the 
reader. Using standardised terminologies can help ensure that readers understand the 
words as the writer intended. The writing style can also cause confusion in readers 
with the density of information of the text overloading readers with too much to 
process. The flow of the information in the text can also confiise readers by not 
following logically from one clause to the next rendering the text difficult to follow.
• Chapter 3 discusses how readability research can be applied to help ensure successful 
written communication. Readability research began over 100 years ago, with the work 
resulting in formulae giving a numerical score which is intended to indicate the 
percentage of the population that will understand the text. However, some (Bertram 
and Newman, 1981 and Kirkwood and Wolfe, 1980) have complained about the 
properties of text that are overlooked by the measures with some stating that the 
formulas are just too simplistic to be of any practical use. Some criticisms refer to the 
amount of feedback given by the measures, arguing that a single numerical output 
offers little guidance to where and how their text is difficult to understand. It is 
recommended by those that devised the current readability measures that they are not 
applied to a single sentence which makes it difficult to assess which parts of the text 
are written clearly and those which are not. We discuss the limitations of the current 
readability measures and identify how to address some of these shortcomings.
• Chapter 4 describes new approaches for measuring readability that address both the 
limitations of the readability formulas and the problems that can occur with written 
communication. These new methods examine the relationship between specific text 
properties and how they affect readers with certain abilities. The effect a writing 
problem has on a reader is dependent on such attributes as their experience and 
knowledge. We describe a series of new readability measures that assess aspects of 
text previously ignored by readability measures and how to provide more useful 
feedback to the reader than just a single numerical output.
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• Chapter 5 evaluates our new readability measures to ensure they reliably assess text 
difficulty. We describe eye-tracking analysis and how this information can be used to 
assess readability measures. We use this information to assess the performance of the 
existing readability measures and our new readability measures. We found that we 
could predict the amount of reading time saved with respect to an improvement in 
score from one of our new readability measures. We also devise our own experiments 
where subjects rated the difficulty of a series of text passages whilst assessing their 
experience and interest in the subject matter. We then assess the accuracy of 
readability measures in relation to the reader responses in the experiment.
• Chapter 6 describes how our readability methods can be implemented in software 
applications. We apply our methods to the domain of information retrieval by filtering 
search results according to attributes of the reader. We also devise a series of word 
processing tools which apply our readability methods to help document authors 
produce written communications appropriate for their target audience. We describe 
the design of the applications and assess their usefulness with feedback from users.
• Chapter 7 concludes the thesis, presenting possibilities for future work and evaluation 
that emanate from the work described in the previous chapters.
2 Written Communication
In this chapter, we discuss the principles of successful written communication. Through 
written communication, we have benefited from others in the sharing of information long past 
the lifetime of the author, and we are readily able to share information with yet others 
regarding our perception of the world and things in it. The need to communicate ideas and 
experiences forces us to conceptualise and make sense of our world, and the written medium 
largely requires us to plan our communications and to ensure that the signifiers we use 
(words) bear some relationship to our internal conceptualisation of said world. Advances in 
knowledge have come about through prior successful communication -  reflected on by some 
as “standing on the shoulders of giants”. Written communication can be used precisely and 
explicitly, and is often a pre-requisite for other (including more precise) notations. 
Complicated instructions can be readily formulated, debated and conveyed, and so company 
polices, manuals, scientific papers, and other forms of detailed and repeatable information 
tend to exist in written form; this despite the relatively late development, in historical terms, 
of writing systems and the later acquisition of writing skills by children, in contrast to spoken 
language. Written documents can also be readily passed between people and organisations, 
can be treated asynchronously and consumed in a self-paced manner, and can even reach a 
large number of geographically distributed recipients.
However, some of these perceived benefits also bring the risk that the communication fails. 
Written texts cannot readily provide feedback on understanding - it does not answer 
questions, and the communication sender does not know whether the intended message has 
been communicated effectively. In fact, often there is no way to tell if the text has actually 
been read. This is worrying if written communications have taken a lot of time to prepare and 
brought significant costs in manpower employed. Worse, if the recipient misinterprets the 
text then the reader may have wasted their time reading the message, the sender has 
squandered their time constructing the message, and further time can be lost trying to fix the 
problems caused by this misinterpretation. This might even result in damage to an individual 
or an organisation’s reputation due to both the wrong course of action and the time spent in 
addressing the problem; the European Association of Aerospace (formerly AECMA, now 
ASD) imposes rigid constraints on written communication, mindful, literally, of the impact 
that could be caused by such a miscommunication.
The fact that written communication does not allow for immediate feedback means that 
documents need to be written very carefully, though most are not as stringent as the European 
Association of Aerospace. The intended message of a text can be easily lost if a document is 
badly written: authors should not write solely with the intention that their messages are 
understood, but also that their messages cannot be misunderstood. Successful written 
communication requires that the author possess decent skills in writing and language use and 
that they think about the impact of their writing on the reader.
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In this chapter, we discuss how to combat the communication problems of message overload 
and message complexity by assessing the suitability of the message for a particular receiver. 
We explore communication theory and describe how the theory of entropy uses expeetations 
to determine the likelihood of a message being understood. We show how the difference 
between the actual text and the reader’s expeetations creates an information gap between the 
reader and text, and the extent of this gap determines the likelihood of the text being 
understood. This gap is dependent on the reader’s familiarity with the words and writing style 
which means that a text should be written with the intended audience in mind such as using 
standardised terminologies to help ensure the correct vocabulary is used. Through discussion 
of writing guidelines and research; we identify grammatical structures and verbose 
expressions which can cause problems for readers. The works leads to proposed new 
approaches that may be useful for offering feedback on documents to writers and ensure 
messages are suitable for their recipients. These approaches can reduce message overload by 
filtering texts which are unsuitable for the receiver and message complexity by ensuring the 
text is appropriate for the intended receiver.
2.1 Successful Communication
To understand how to achieve successful written communication, we have to initially explore 
communication theory. The study of communication incorporates research from psychology, 
sociology, semiotics and journalism, amongst others. Although there is no consensus across 
fields, many scholars use Harold Lasswell’s comment of “Who says what to whom in what 
channel with what effect” to summarise communication theory, and accept Shannon's (1948) 
model of the communication process as a general overview of the field. Shannon’s model is 
still widely referenced due its reduction of communication to a set of basic components that 
explains how communication is expected to happen and how it sometimes fails in the 
presence of noise. The model is shown in figure 2.1.
INFORMATION
SOURCE
TRANSMITTER RECEIVER DESTINATION
SIGNAL
MESSAGE MESSAGE
NOISE
SOURCE
Fig. 2.1; Shannon’s model of the eommunieation process
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The model consists of the following elements:
• Information source, the sender of the message.
• Message, sent by the information source and received by the destination.
• Transmitter. Transmission is generalised to encompass simple face-to-face 
communication through to devices that capture audio signals.
• Signal, may be sound and gesture in face-to-face interaction or sound and/or gesture 
turned into electronic signals, radio waves, or words and pictures in a book.
• Carrier, is represented by the small unlabelled box in the middle of the model. The 
most commonly used channels include air, light, electricity, radio waves and paper.
• Noise, in the form of secondary signals that obscure or confuse the signal carried.
• Receiver, does not mean a person but rather the receiving instrument. In face to face 
communication this would be a set of ears and eyes for sound and gesture. For more 
complex transmission, this would involve antennas, speakers, video screen etc.
• Destination, the person who receives and understands the message.
Shannon created this model because he was interested in designing telephone systems that 
carried the maximum amount of information and wanted to correct for distortions on the 
lines. To measure the effectiveness of a transmission, he devised a measure of the amount of 
information in a message - Entropy. Entropy offers a measure of the uncertainty involved in 
predicting the value of a random variable. For example, specifying the possible outcomes of a 
coin flip (“heads” or “tails”) provides less information (lower entropy) than specifying the 
possible outcomes from a rolling a dice (1 to 6). Shannon used entropy to measure the 
expected value of the information contained in the message. He theorised that the amount of 
information is a measure of surprise. If a message is very informative then the chance of its 
occurrence is small; alternatively, if a message is very predictable, then it has a small amount 
of information. In other words, the amount of information in a message is equivalent to the 
recipient’s surprise in receiving it. Entropy measures the average information content missing 
when one does not know the value of the random variable. He showed that if the entropy rate, 
the amount of information you wish to transmit, exceeds the carrier capacity then there were 
unavoidable errors in the transmission that are impossible to correct. This was useful for 
measuring the effectiveness of a communication system. However, more interestingly, he 
also showed that there is a way to encode the information so that it can be received without 
errors at the destination. If the sender's entropy rate is below the carrier capacity, then the 
message can be received accurately even if the channel distorts the message during 
transmission.
Shannon adapted entropy to analyse written language to show how much information is 
produced, on average, for each letter in a language. Shannon (1951) proposed that anyone 
speaking a language possesses knowledge of the frequencies and statistics of the letters in the 
language. In his experiment, Shannon randomly selected sections of text that were 15 
characters in length from the same book. A subject was asked to guess each character of the 
sequence, which could only be one of the 26 letters in the English alphabet or a space. The
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subject continued to guess until the correct character was chosen at which point they would 
attempt to guess the next character using their knowledge of the previously guessed 
characters. Shannon recorded the number of guesses for each character and showed that the 
prediction gradually improved, discounting statistical variance, with increasing knowledge of 
the previous letters. Shannon later performed a slightly different experiment where the 
subject was asked to guess the next letter given the first 100 letters. He concluded that the 
next character in a sequence of text becomes easier to predict based on the immediately 
previous characters. The next letter was guessed incorrectly, as would be expected, most 
frequently at the beginning of words and syllables where the number o f likely possibilities 
increases.
This begs the question of what information readers gain from analysing the previous letters 
that helps them determine the likelihood of the next letter. Does the context of the text or 
understanding what the text is conveying help readers to guess the next letter? It certainly 
seems intuitive that knowing what a text is about should help us to predict the next word (and 
thus the next letter). Anyone speaking a language implicitly possesses a familiarity with the 
words, idioms, clichés and grammar. This enables them to fill in missing or incorrect letters 
or to complete unfinished phrases. However, this assumes that the reader can understand the 
previous text: if the reader is presented with 100 letters from a much longer sequence that had 
been selected a varying number of characters apart, at what extent of character separation 
would their ability to guess the next character be no easier than guessing the first letter in a 
sequence? If the 100 letters are alphabetically ordered, to what extent would (human) 
expectation and belief in statistical distributions of letters in text help?
The reader’s ability to understand text is more likely dependent on the amount of text they 
have understood previously than on such derivations as statistical distributions of characters. 
If a reader has already read one half of a document, their likelihood of understanding the rest 
of the document is likely to be based on how much of the document they have already 
understood. Considered more broadly, this likelihood refers to how much text the reader has 
read and understood previously that has a direct or indirect relationship to the present text -  
and potentially discounting the read half of the document. A child with limited reading 
experience will find any text difficult to understand -  as will an adult in a similar position. 
Previous reading experience helps to constrain the likelihood of the next occurring word. If 
the reader encounters a word they were not expecting, it may cause the reader to reassess 
their interpretation of the text to that point. To illustrate this, we can use an example from 
Rasinski (2003), which we discuss in more detail in an upcoming chapter, “The young man 
the jungle gym.”. The surprise is that the familiar compound noun cannot fit with the 
subsequent determiner, and so we backtrack to reappraise the meaning of “man”. Due to the 
surprise, and the backtracking, the sentence also takes longer to process: entropy depends on 
the reader’s expectation and if all the subsequent words are within expectation then they will 
be able to comfortably read and understand the text. However, if the reader encounters 
numerous words they were not expecting or familiar with, they will find the text difficult and 
this will be reflected in increased time taken over the text and potentially in an extra reading 
of the segment causing the surprise. Of course, each reader’s expectations are based on their
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previous individual experiences so any such entropy, if equated with surprise, will vary by 
reader. This difference between the actual text and the reader’s expectations creates an 
information gap between the reader and text, and the extent of this gap determines the 
likelihood of the text being understood. If the gap is large then the text will be difficult for 
that reader; if the gap is narrow then it will be easy to understand for that reader. So, the 
difficulty level for an individual reader depends on this gap -  a text in English may be easy 
for somebody fluent in English, but is going to be unreadable to somebody not versed in the 
language. Conversely, authors reading their own work would typically already understand all 
the information in the text and will not encounter any words they were not expecting. For 
them, there is no such gap.
Shannon showed that effective communication requires the entropy rate be lower than the 
carrier capacity. We can apply the theory of entropy to written communication, to ensure that 
the amount of information in the text does not exceed the reader’s ability to understand (the 
channel). Therefore, if we were to implement entropy for written communication, we would 
need to find a way to measure the capacity of the reader. Shannon showed that if entropy rate 
is below carrier capacity then the communication will be successful even if it is distorted 
during transmission. This notion suggests that if the gap is small then the reader will readily 
be able to error correct and obtain the expected understanding even if the quality is poor. In 
other words, as long as the reader is knowledgeable in the subject matter of the text, then it is 
possible for them to understand it, even when the text is badly written.
Whilst we do not intend to implement entropy explicitly, we can use the notion of expectancy 
to assess the likelihood of a particular text being understood by a certain reader. We need to 
examine the extent the content of the text will surprise the reader, or in other words, how 
much the text content will meet the reader’s expectations. The difference between the 
reader’s expectations and the actual content of the text creates an information gap between 
text and the reader. To close this gap, we need to assess both the ability of the reader to 
understand text and the appropriateness of the text for that reader. The appropriateness of the 
text does not just mean the subject, but also the language used, including the words used and 
the writing style. There are likely a number of psychological implications for how these 
properties can affect readers’ understanding, but to understand the extent of their influence, 
we first need to explore the relationship between the sender and receiver, or in terms of 
written communication, the author and the reader.
2.2 Communication Problems
Rothwell (2010) elaborated on the terms in Shannon’s communication model to describe how 
communication can go wrong. He focussed on how noise can interfere with communication 
and lead to messages being misunderstood. Rothwell defined noise as not just signal 
distortion but rather anything than interferes with the effective transmission and reception of 
a message. Four types of noise were detailed as:
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• physical noise or external noise which cover environmental stimuli that distract us 
from receiving the message, such as music playing, poorly heated rooms and someone 
talking loudly near you.
• physiological noise covers biological influences that distract you from communicating 
competently such as feeling sick, being exhausted at work, a ringing noise in your ear, 
being hungry, or the physical signs of anxiety.
• psychological noise covers the preconceived notions that we assume about the sender 
such as reputations, biases and stereotypes. By making assumptions about what the 
sender is going to say, we can become distracted from their message into drawing our 
own incorrect conclusions.
• semantic noise is caused by the sender and occurs when technical language or 
complex grammar is used that the receiver does not clearly understand. It can also 
occur through word choices that are confiising and distracting to the receiver such as 
racist words, sexist words and jargon.
Whilst all of these types of noise can also affect written communication, it is not possible for 
the author to reduce the physiological and physical noise for the reader. Only the reader can 
reduce these forms of interference. Psychological noise is also difficult to address for authors, 
aside from authors consistently producing good work to alleviate any misconceptions and 
improve their reputations. The only form o f noise that an author can hope to reduce in written 
communication is semantic noise. Authors are in some control of semantic noise through 
their writing choices. The words and writing style the author chooses for their intended 
audience can help to determine the likelihood that they will understand. When describing 
entropy, we described how readers have expectations for what word will occur next. The 
author’s text needs to be tailored for their audience by using words and grammar with which 
they will be familiar. It is clear that the language authors use plays a significant role in the 
success of the text being understood. Using unusual words and a verbose writing style can 
alienate the audience. Perhaps the most important factor in ensuring text is understood is 
using a suitable vocabulary.
2.2.1 Vocabulary
Language can influence thoughts, perceptions and behaviours, and the words that we choose 
can affect ways of thinking about people, events and ideas. For example, certain words can 
provoke a signal reaction, which is an automatic, unreflective response. These words are not 
words that the reader was expecting, leading them to re-evaluate their understanding of the 
text. Politics and advertising are full of examples of words causing signal reactions such as 
pledges, slogans, chants and buzzwords. GOP AC, a conservative Republican political action 
group published a booklet in 1990 listing 133 words and phrases that candidates could use to 
slander their opponents. The booklet included “pathetic”, “incompetent”, “permissive 
attitude”, “anti-family” and “anti-jobs” as potential slurs. The candidate could also refer to
15
Written Communication_____________________________ Chapter 2
themselves as “humane”, “caring”, “confident” and having “a moral vision of peace, freedom 
and liberty”. The intention is to incite reactions negatively for the opponent and positively for 
the candidate. A strong reaction should be provoked with as little thought as possible by the 
reader. Words have two types of meaning, connotation and denotation. The denotation of a 
word is its core, essential meaning, whereas the connotations are all of its secondary 
implications, for example the emotional associations. The GOP AC words have a connotative 
meaning to the reader, which can be used to intentionally improve the success of a message 
or can inadvertently cause a message to be misinterpreted; connotations can be good or bad 
with a strong or mild potency. Connotations are subjective and private to the reader and so 
can change from person to person. This change can be negligible or dramatically large with 
the results of a connotation on an individual being highly unpredictable. Consider the word 
‘dog’ which can have connotations of ‘friendly’, ‘scary’ or ‘smelly’ depending on who you 
ask. Most people will agree on the denotative meaning but the connotations can vary 
considerably, and in ways that an author could likely never conceive. For example, during the 
1968 U.S. presidential campaign, a television advert for Richard Nixon showed American 
soldiers fighting in Vietnam. One of the soldiers had the word ‘Love’ written on his helmet, 
which caused outrage from some viewers. The viewers interpreted the image as not patriotic 
and as a protest against the war. Shortly afterwards, the agency that produced the advert 
received a letter from the mother of the soldier who had caused the controversy. She wrote 
how pleased she was to see her son in the advert and signed the letter Mrs William Love. The 
viewers had interpreted the actions of the soldier very differently to what the soldier intended. 
Sometimes a word can have connotations that the sender could never have predicted.
The denotative meaning of words can also cause problems. Although most words have an 
objective meaning with a dictionary definition, their interpretations can still vary depending 
on the reader. This is because some words are ambiguous and can refer to entirely separate 
concepts depending on the context. Consider the word ‘windows’ and ‘mouse’ which would 
have different meanings in a computer magazine than they would in literature about housing. 
Further problems can occur when it is assumed that everyone is sharing the same meaning. 
Simple examples include the subtle differences between American English and British 
English such as the word ‘chips’ which means ‘crisps’ in American English or ‘french fries’ 
in British English. Some words are highly abstract and can be interpreted in different ways. 
Government elections can often become fierce battles over restoring ‘family values’ with 
neither side explicating stating what they mean by the term. Here, connotation is practically 
being encouraged by the lack of a denotative meaning: using such a vague expression 
encourages the reader to fill in the blanks with their own connotations, which are likely to be 
strong due to the word ‘family’.
Keeping track of every word and its defined meaning(s) can be difficult. The English 
language has over 600,000 words according to the Oxford English Dictionary and is 
estimated to have increased by 65,000 words since the 1960s. If you include technical and 
scientific terms the number of words increases to over one and a half million. Technical 
words in particular, can be confusing to those who have never encountered them before. In 
most cases, knowledge of the subject matter is needed to understand the subtle differences
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between each term in a domain. The Sami People, an indigenous circumpolar group, 
reportedly have over 180 terms relating to snow and ice related words and as much as 1000 
different words for reindeer, (Magga, 2006), as it has such prevalence for them. Professions, 
trades, scientific fields, and these kinds of remote communities, will often have their own 
specialised language with extensive terminological variations relating to their own core 
concepts. This language is important for communication of specific information without 
necessitating a tedious or weighty explanation each time. Authors of documents can use 
terminology collections to help them communicate complicated ideas and concepts efficiently 
and to clarify the denotation employed. Terminology collections can be made accessible to a 
wide circle and allow authors to ensure readers at least have access to the correct denotation 
or connotations of a word or phrase. They also provide an excellent way of becoming 
acquainted with a specialist subject field.
Terminology collections are particularly useful for communicating technical information. A 
terminology will identify the objects, concepts, definitions and designations which enable the 
comprehension of a scientific field. They capture the results of often lengthy research, and 
prevent duplication of work. The terms are usually created by the scientists working in the 
subject field and are developed by scientists as they need them. The scientists specify the 
usage and definitions of their terms within the papers they are writing as they perceive the 
discrete objects within a domain and abstract them into concepts. These concepts are 
described in formal definitions and then represented with distinct designations to form the 
basis of a terminology. These terminology collections provide industry recognisable terms 
and definitions for a specific subject field. According to Sager (1990), terminology has three 
contemporary meanings:
1. A set of practices and methods used for the collection, the description, and the
presentation of terms.
2. A theory for explaining the relationships between concepts (abstract meanings) and
terms.
3. A vocabulary of a special subject field (e.g., the terminology of aeronautics).
However, using terminologies can lead to certain difficulties that can cause confusion in 
users. Sometimes a concept can have dissimilar designations and definitions amongst 
different communities with little consensus. This problem is known as denominative 
variation. Freixa (2006), describes denominative variation as, “the phenomenon in which one 
and the same concept has different denominations; this is not just any formal variation 
(variation between a term and a periphrasis, or a definition, for example), but is restricted to 
variation among different denominations, i.e., lexicalised forms, with a minimum of stability 
and consensus among the users of units in a specialised domain”. Specialised texts can suffer 
from denominative variation because experts can express the same idea in different ways. If 
one and the same specialist name a concept in different ways it is called self-variation. If 
different specialists express the same idea in different ways it is called hetero-variation. The 
distinction is important because the causes of variation differ in the two cases. Variation by 
one author occurs when the author is trying to be more expressive or avoid repetition in a
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text. How an author prioritises conceptual content can also lead to variation. Terminological 
variation appears among different authors normally due to dialectal reasons. These reasons 
can be influenced by geographical, chronological or social axes of expression. Variation 
amongst different authors can also be due to issues with cognition such as a convergence of 
theories or different conceptualisations from different areas. Freixa (2006) identified six 
different causes for denominative variation in terminology shown in Table 2.1.
Type Subtype
Preliminary causes Linguistic redundancy 
Arbitrariness o f the linguistic sign
Dialectal causes Geographical variation 
Chronological variation 
Social variation
Functional causes Adaptation to the level o f language 
Adaptation to the level o f specialisation
Discursive causes Avoiding repetition 
Linguistic economy 
Emphasis and expressiveness
Interlinguistic causes Cohabitation o f the “local” term and the loan word 
Diversity o f alternative proposals
Cognitive causes Conceptual imprecision 
Ideological detachment 
Differences in conceptualisation
Table 2.1; Different Causes of Denominative Variation in Terminology
The various causes of terminological variance can only be addressed by using mutually 
agreed criteria to provide a consistent terminology. This practice requires a governing body to 
ensure the terminology is conceptually appropriate and easily adoptable. The process results 
in a standardised terminology and when performed correctly, removes all denominative 
variation. These standards are important to ensure that the correct definitions intended by the 
scientific authors are correctly understood by their intended audience and properly used by 
other authors in subsequent work. Terminology work is driven by the increasing complexity 
of technical content and the ever greater demand for accurate specialist information. By 
creating consistent terminologies across national boundaries and language barriers, these 
terminologies can have an effect on the standardisation of language.
In 1946, the International Organisation for Standardisation (ISO) was founded and became 
the largest developer of International Standards in the world. The members of ISO are the 
national standards institutes of 150 countries. ISO standards, and often ISO terminology 
standards, exist for science, research, technology and other specialist areas. The standards 
have continued to develop over the decades due to the increasing pace of updating and 
replacement of knowledge, along with a general diversification of specialist knowledge. Both 
globalisation and localisation are necessitating specialist multilingual communication, which
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now makes up about four fifths of all information. ISO, along with other international 
standards organisations such as AFNOR, as well as scientific and technical organisations 
such as lEC, harmonise the terminology of a wide variety of special subject fields in one or 
more languages. The rules for language resources endorsed in International Standards are 
designed to benefit all linguistic communities, irrespective of their different grammar and 
writing styles.
The increasing need to harmonise work in terminology and ease transfer of knowledge and 
data led to the creation of ISO / TC 37. Founded in 1951, the current scope of ISO / TC 37 is 
the standardization of principles, methods and applications relating to terminology and other 
language resources. This committee is developing documents which are expected to promote 
the development of language engineering applications in multilingual environments. These 
documents include guidelines, published as standards, for unifying designations and concepts 
in terminology. The committee provides an urgent recognition of existing de facto standards 
and helps transform them into International Standards.
Whilst ISO is responsible for the development, maintenance and publications of International 
Standards, it does not check that users of the Standards are in conformity/compliance. 
Conformity assessment in the private sector is a matter between suppliers and their 
customers, or if the standards have been incorporated into public legislation, an undertaking 
for regulatory bodies. Even though ISO does not control conformity assessment, there is a 
special ISO Committee called ISO/CASCO. This committee develops standards and 
guidelines covering various aspects of conformity assessment activities including the 
organisations that perform them. Organisations can use these voluntary criteria to ensure their 
own conformity to the standards. The criteria represent an international agreement on what 
constitutes good practise and their use contributes to the consistency and coherence of 
conformity assessment worldwide. Encouraging the production and use of standardized 
terminologies can assist in the conformity assessment. Using domain terminologies promotes 
the use of language resources, and the study of the unification or harmonization of concept 
systems. The more we use terminologies, the more we solidfy the concepts and ideas in their 
definitions and the more we encourage their uptake.
The use of standardised terminologies supports communication and offers the opportunity for 
everyone to share the same meaning. They help reduce confusion over words with different 
meaning in different contexts such as the examples o f ‘windows’ and ‘mouse’, used earlier. 
They can also help reduce problems through connotation by encouraging readers to interpret 
words objectively and ignore any emotional ties they might have with a particular word. 
Formal definitions state the meaning of a word with the implication that it does not mean 
anything else -  uniqueness in meaning is highly desirable. However, terminologies are geared 
towards technical communications and may not be readily suited for texts aimed at a general 
audience. For these documents, we may require another way to assess the likelihood of the 
reader understanding the term. However, even for experts, the problems with understanding a 
text do not stop with the vocabulary; the writing style of a message can also confuse readers. 
Whilst standardised terminology collections can address communication problems due to
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undefined terms or unfamiliar jargon, sometimes readers will simply be confused by the 
writing style.
2.2.2 Writing Style
Many writing guidelines have been produced to help ensure writing is understood, 
particularly for those writing to a general audience. An independent organisation called the 
Plain English Campaign was formed to help produce documents everyone can read, 
understand and act upon the first time they read them. The campaign believes that all 
documents and public information such as forms, leaflets, agreements and contracts should be 
written in Plain English, and offers a series of rules and guides that can help make writing 
clearer. These rules are designed to create documents using the right tone, and with the reader 
in mind, so that it is both clear and concise. They try to help writers avoid verbose sentences, 
jargon and other confusing uses of language. The campaign rules state that short sentences 
are preferable, with an average length of 15 -  20 words. Active sentences should be used 
wherever possible and the passive voice should be avoided. The following two sentences 
show the same information but the first sentence is written in the passive voice and the 
second in the active voice.
• “It was determined by the committee that the report was inconclusive.”
• “The committee determined that the report was inconclusive.”
Active voice uses fewer words and helps readers build a mental representation of the text. It 
is recommended that documents should contain 80 — 90% of active sentences. The overuse of 
passive sentences can cause writing to be long-winded, confusing and less lively. The 
campaign also advises that writers say exactly what they mean, using the simplest word that 
fits. This doesn’t mean using only simple words, but just words that a reader can understand. 
Documents should, wherever possible, avoid words and phrases which have double 
meanings. The campaign recommends to avoid using slang and jargon, and to substitute any 
unnecessary complex words with simpler alternatives. A guide is provided which suggests 
hundreds of plain English substitutions for verbose words and phrases that plague official 
writing. For example, “in accordance with” can be replaced with either “as under”, “in line 
with” or “because o f ’. However, the campaign advises that many of these alternatives won't 
work in every situation as there is more to writing than just replacing 'hard' words with 'easy' 
ones.
Other organisations also offer rules and guides to help make writing clearer. The European 
Association of Aerospace Industries, mentioned previously, was concerned with the language 
and writing style of their English-language documentation. English is the international 
language in the aerospace industry, even though it is not often the native language of its 
readers. Many of these readers could be easily confused by complex sentence structures and 
the number of meanings and synonyms that English words can have. ASD Simplified 
Technical English (formerly AECMA Simplified English) was developed so that readers who 
speak little English could understand documents that were written in English. Although its 
intended purpose was to help non-native users of English-language documentation to quickly
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and accurately understand what they read, ASD claim that the benefits also extend to native 
English speakers. These benefits include reduced error rates and a decrease in the time taken 
to complete a task. Even though ASD Simplified Technical English was specifically designed 
for use with documentation in the aerospace sector, its principles could be applied elsewhere.
The ASD specification is a reduced form of English, a controlled language, which sets 
limitations on grammar and style and a restricted base vocabulary of 1,000 words. Writers are 
only allowed to use words in the controlled dictionary, where each word has just one agreed 
definition. The dictionary has sufficient words to express any technical sentence. The words 
were chosen for their simplicity and ease of recognition. When there are several words in 
English for a certain object or action (synonyms), the specification selects one of these 
synonyms and excludes all the others. For example, the word “start” was chosen instead of 
“begin”, “commence”, “initiate”, or “originate”. It is recommended that all these alternatives 
should be replaced in a text with “start” wherever it is appropriate. Similarly, the word 
“about” should be used to replace “concerned with”, but not “around” or “approximately” as 
these definitions differ slightly. When there are several possible definitions of a word in 
English, the specification selects one of these definitions to the exclusion of the others. For 
example, “to fall” has the definition of “to move down by the force of gravity”, not 
“decrease”. If  there is a choice between the words and spelling in American English or 
British English, the American version is used (Merriam-Webster’s Dictionary). A controlled 
vocabulary is similar to a terminology collection, with each word having an agreed and clear 
definition, and ASD meets a restriction of each term having one and only one meaning as is 
desirable according to ISO terminology principles. The Simplified Technical English 
specification also contains around 60 writing rules which are mainly best-practice guidelines. 
Similar to the Plain English Campaign, the specification offers advice such as avoiding using 
the passive voice, being as specific as possible, and trying to limit "verbiage" (needless 
accumulation of words). There is more specific advice, such as the recommended length for a 
procedural sentence being 20 words and 25 words for a descriptive sentence. Like the Plain 
English Campaign, Simplified Technical English offers to solve many problems associated 
with technical writing -  through careful application by authors. It has been suggested that the 
specification reduces ambiguity, improves understanding, increases reading speed and eases 
translation.
Whilst such guidelines can help authors produce texts for a general audience, they are not 
particularly useful for scientific and technical writing. Many people believe that these styles 
of writing are difficult due to their impersonal nature and their scientific ‘jargon’. The word 
‘jargon’ has a number of unsavoury connotations. It suggests a set of technical terms that are 
both difficult and unnecessary, and that the same meaning could have been readily conveyed 
using everyday language. However, one of the most common criticisms levelled at campaigns 
for ‘plain’ or ‘simplified’ language is that science is completely dependent on scientific 
language and is difficult to separate from how it is written. According to this view, ‘learning 
science’ is a very similar thing to learning the language of science. This suggests that 
scientific language is not difficult to understand due to the words that are chosen, but rather 
because the difficulty is inherent in the nature of the science and the language merely reflects
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that. As we have discussed, scientific fields can have terminologies where each word is 
clearly defined and it could be considered a little unfair to describe these words as jargon if it 
is the subject matter and not the vocabulary that causes the problem. The conceptual 
structures and reasoning processes of many scientific fields are highly complex and far 
removed, by many levels of abstraction, from everyday experience. And so the language in 
which they are constructed will also be complex. Technical terms are not, always, fancy 
equivalents for ordinary words, though such an accusation may be levelled in certain cases 
and science authors may become locked into unnecessarily complicated patterns of writing or 
have a preference towards highly technical wording. These writers may consciously or 
unconsciously use such styles seeking to distinguish their discourse as that of the intellectual 
elite. At this point, we might justifiably talk about ‘scientific jargon’. But expressing 
scientific knowledge entirely using common words would likely require highly complex 
grammatical structures due to the unpacked meanings of these terms offering a different kind 
of complexity and potential for other ambiguities.
Despite the extent to which the language of science has become convention, or a way of 
establishing a writer’s prestige, it is not a random code. To understand why scientific writing 
becomes difficult we may look past the complexity of words to the grammar. It is the total 
effect of the wording and structure that the reader responds to. Technical terms are part of 
this effect but they are not in themselves necessarily difficult to master. It is the complex 
relationships between the terms that make them difficult to learn. Technical terms have to be 
understood as part of a larger framework, and cannot be defined in isolation from others. 
Halliday and Martin (1993) proposed a series of categories which were not intended as a 
definitive account of the problems associated with scientific writing but rather a framework 
for analysing them. These categories illustrate the difficulties of scientific English:
1. interlocking definitions
2. technical taxonomies
3. special expressions
a. lexical density
b. syntactic ambiguity
c. grammatical metaphor
d. semantic discontinuity
The first category, interlocking definitions refers to a cluster of related concepts, all defined at 
the same time. The learner has to first reach an understanding of the concepts and then 
immediately apply this understanding so they can derive further concepts from the first ones. 
An example of this occurs in the following definition of circle and some of its associated 
concepts.
“A circle is a plane curve with the special property that every point on it is at the same 
distance from a particular point called the centre. This distance is called the radius of the 
circle. The diameter of the circle is twice the radius. The length of the circle is called the 
circumference.”
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The concepts of circle, centre, radius, diameter and circumference are all described in a series 
of interlocking definitions. The first three terms, circle, centre and radius, are used to define 
each other and this also assumes that the learner is familiar with two other terms, distance and 
plane curve. The remaining terms, diameter and circumference, are then defined by reference 
to one of the first three terms, implying that these terms should already be known and 
mastered. The terms themselves pose no great problem, diameter and its definition of ‘twice 
the radius’ are straightforward enough as long as you know what radius is. It is the 
grammatical construction in which the terms are used to define each other that can present the 
learner with a considerable task. This problem usually occurs when authors over explain 
themselves by adding further definitions to describe all the concepts involved in their writing. 
In fact, such elaborations sometimes only serve to complicate the matter further. In addition, 
there is the phenomenon of circular definitions where the terms are used to define each other 
and as a result manage to provide no useful information. For example, if radius is defined as 
‘half the diameter’ and diameter is defined as ‘twice the radius. ’ This problem can occur even 
with non-technical words, for example, the dictionary definition of the word ‘joyful’ could 
include the word ‘happy’ and the definition of the word ‘happy’ could probably use the word 
‘joyful’. If the definition of the first word is vague the definitions of its synonyms will also be 
vague.
The lack of a good definition is particularly problematic in technical writing, as technical 
concepts have little value in themselves and derive meaning from their relations with other 
terms. Often they are organised into highly ordered constructions where every term has a 
functional value. Halliday and Martin (1993) called these constructions technical taxonomies, 
though these would likely be subsumed under the banner of ontology in modem parlance, and 
are typically based on two types of relationship, superordination where a term ‘is a kind of x’ 
or composition where a term ‘is a part of x’. While this is straightforward, technical 
taxonomies can cause problems when they become very complicated, with many layers of 
organisation. The taxonomies need to be described in detail and the way they are presented 
can be grammatically confusing, with no clear theme or pattern of information running 
through them.
Scientific English uses special expressions to stretch the grammar so that scientists can say 
whatever they want. This special mode of expression has evolved in scientific discourse and 
often poses a problem for students. The expressions have a set of interrelated features which 
tend to go together in modern scientific writing and even though they are confusing to us, 
they are so familiar that we use them to recognise when something is written in the language 
of science. One characteristic of special expressions is that they tend to have a high lexical 
density. This is a measure of the density of information in any passage of text, according to 
how tightly the lexical words have been packed into the grammatical structure. Lexical words 
are those associated with meaningful content and are not grammatical, Halliday and Martin 
(1993) used the following example to demonstrate lexical density with the words illustrated 
in bold considered lexical.
“My father used to tell me about a singer in his village.”
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Lexical density is the measure of the number of lexical words per clause. If the lexical 
density of a text is high, then the document is difficult to read. In any piece of writing there is 
a great deal of variation in the lexical density from one clause to the next. However, there are 
some general tendencies such as informal spoken language having a low lexical density with 
typically two lexical words per clause and more formal and planned written language having 
a lexical density of four to six lexical words per clause. Written language often tends to be 
denser than spoken language and scientific language can reach levels of 10-13 words per 
clause. When the lexical density reaches this extent, the passage becomes difficult to read. 
Perhaps the hardest examples are those which consist of strings of lexical words without any 
grammatical words in between, such as ‘energy balance approach’, ‘form recognition 
laterality patterns’ and ‘glass crack growth rate’. The last example illustrates that the 
complexity of the words in the phrase does little to abate the problem. The words, ‘glass’, 
‘crack’ and ‘growth’ are well known and perfectly simple and yet the expression still does 
acquire a simple meaning. Another example of this is in:
“lung cancer death rates are clearly associated with increased smoking”
Here, the phrase ‘lung cancer death rates’ is not necessarily immediately clear. However, this 
is where another characteristic of special expressions can cause difficulty, that of syntactic 
ambiguity. What does ‘lung cancer death rates’ actually mean? Is it ‘how many people die 
from cancer’, or ‘how quickly people die when they get lung cancer’? Perhaps the phrase 
refers to ‘how quickly people’s lungs die from cancer’? Also does ‘increased smoking’ mean 
‘people smoke more’ or ‘more people smoke’? It could even mean a combination of the two 
as in ‘more people smoke more’. The problems with ambiguity in this sentence aren’t just 
restricted to these phrases. The whole phrase can be interpreted differently. The expression 
‘are clearly associated with’ can be understood in both directions as either ‘cause’ or ‘are 
caused by’, or merely are coincidental with. For example, we could interpret the sentence as 
smoking causes cancer, and so the more you smoke the more likely you are to die from 
cancer of the lung. However, one alternative is that lung cancer death rates caused an increase 
in smoking - the fear of lung cancer causes more people to smoke in an effort to calm their 
nerves. The correct interpretation may seem obvious to the writer, but many interpretations 
can be valid. In scientific writing, a teacher and a student can understand a passage 
differently without either of them being aware that a different interpretation was possible.
The main cause of this syntactic ambiguity is that the clauses ‘become’ nouns. For example, 
in the statement “Mary announced that she had accepted” it is clear that Mary made the 
announcement. However, if the statement is expressed in a manner akin to scientific English 
so that the lexical words are grouped together, the statement becomes “Mary’s acceptance 
announcement”. Here it is not clear whether Mary made the announcement herself or if 
someone else had, whether Mary was accepting something or being accepted into something, 
or even whether Mary had accepted or been accepted already or would accept or be accepted 
in the future. A deal of semantic information is lost when causal expressions are formulated 
this way. Although scientific English should be as specific as possible, it can open text up to 
considerable ambiguity.
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As we have seen, both high lexical density and syntactic ambiguity can cause confusion in 
scientific writing. However, both of these are consequences of grammatical metaphor. This is 
similar to a normal metaphor but instead of replacing one word for another, it substitutes a 
grammatical structure for another, for example ‘his departure’ instead of ‘he departed’. The 
lexical items are the same but the grammar has changed from pronoun ‘he’ + verb ‘departed’ 
to determiner ‘his’ + noun ‘departure’. In an earlier example, we saw ‘glass crack growth 
rate’; if we state this using a different grammar, the phrase becomes ‘how quickly cracks in 
glass grow”. In this instance, not only does the grammar change but so do some of the words. 
As we do not say ‘glass crack growth quickness’, the words ‘how quickly’ are replaced by 
‘rate’. The underlying metaphor is in the grammar and the lexical changes follow more or 
less automatically. This kind of metaphor is found particularly in scientific discourse and 
probably evolved first of all in that context. Instead of writing ‘this happened, so that 
happened’, they write ‘this event caused that event’. The discourse had to proceed step by 
step, with a constant movement from ‘this is what we have established so far’ to ‘this is what 
follows it next’. The information had to be presented in a way that would make its status and 
relevance to the argument clear. The most effective way to do this, in English grammar, is to 
construct the whole step as a single clause, with the part at the beginning and the part at the 
end turned into nouns and a verb in the middle describing how the second noun follows from 
the first. While we might assume that Newton and his contemporaries discussed the best way 
of constructing a scientific paper and how to regulate the use of vocabulary for building 
taxonomies, it is unlikely that they were specifically aware of their own use of grammar. 
Their scientific grammar evolved naturally in response to pressure from the discourse. It is 
only when this discourse is analysed grammatically that we can see how the patterns relate to 
what the scientists were trying to achieve.
It seems that the difficulty from understanding scientific English arises partly because 
metaphorical expressions are more than just another way of saying the same thing. The 
grammatical metaphors of scientific English present us with a different view of the world. As 
we grow up, we use our language to learn and to think with and have unconsciously come to 
learn the basic grammar of English. We expect nouns to represent people and objects, and 
rely on verbs to denote actions and events. The grammatical metaphors of scientific English 
turn almost everything into a noun. This means we have to reconstruct our mental image of 
the world so that it becomes a world consisting of things, instead of world made up of events 
(with things taking part in them), which is our accustomed world view. There is a tendency to 
resist this new view of reality imposed on us by the language of science. Halliday and Martin 
(1993) claim that many scientists are now becoming dissatisfied with the language they use in 
their writings. They feel that it has gone too far in this direction and that less noun orientated 
forms of expression would help to develop new ideas in science.
However, grammatical metaphors are not the only problem with scientific English. The 
special expressions used in scientific writing also cause confusion due to semantic 
discontinuity. This is where writers present new information to the reader without making 
clear its relationship to any previous information. The writers assume that they have given the 
reader enough information to allow them to follow their arguments logically. Halliday and
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Martin (1993) provided the following example to illustrate this common flaw in scientific 
writing.
“In the years since 1850, more and more factories were built in northern England. The soot 
from the factory smokestacks gradually blackened the light-coloured stones and tree trunks. 
Scientists continued to study the pepper moth during this time. They noticed the dark- 
coloured moth was becoming more common. By 1950, the dark moths were much more 
common than the light-coloured ones. However, strong anti-pollution laws over the last 
twenty years have resulted in cleaner factories, cleaner countryside and an increase in the 
number of light-coloured moths.”
The last sentence takes the previously described grammatical form commonly used in 
scientific writing where ‘happening a caused happening x’. Science uses this form so it can 
move from the statement ‘this is what we have established so far’ to ‘this is what follows it 
next’. However, in this instance anti-pollution laws are new to the reader and have not yet 
been established. This means that the reader has to deduce that this is new information, 
comprehend it and then use it as a point of reference for understanding the next step. In other 
words, the arguments have not proceeded step by step from one point to the next. There is no 
logical connection between them and this creates the semantic discontinuity. However, this is 
not the only problem with the final sentence, as the reader can also interpret the ‘happening 
x’ or ‘this is what follows it next’ part differently. The ‘happening’ is presented as a 
coordination of three separate processes, cleaner factories, cleaner countryside and an 
increase in the number of light-coloured pepper moths. The reader can interpret this fact as,
“... the factories have become cleaner, the countryside has become cleaner, and there are 
more light-coloured pepper moths than before [because the moths have also become cleaner 
as only a few of them are now affected by dirt in the air].”
Unfortunately, this is not the intended message. The writer assumed that the reader would 
insert another logical relationship and draw a complex conclusion as follows,
“... the factories have become cleaner, [so] the countryside has become cleaner, and [so] 
there are more light-coloured pepper moths than before [because they don’t show up against 
clean trees, and therefore do not get eaten by birds as much as they did when the trees were 
dirty].”
In other words, the reader is expected to work out for himself the principle of natural 
selection. It is not uncommon to find these kinds of semantic discontinuities in scientific 
writing, the writer often expects the reader to make semantic leaps to reach their required 
conclusions. Clearly, an expert in natural selection will be familiar with making this 
deduction but for those outside the field it will not always be obvious.
While semantic discontinuity poses less of a problem for specialists, it can often be 
particularly hazardous for students. For example, someone who has never come across the 
term ‘dry suit’ before could consider it to mean a ‘suit that is dry’. This conclusion is based 
on their understanding of the words, ‘dry’ and ‘suit’ and is, by all accounts is perfectly
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logical. However, the semantic leap from their existing knowledge has led them to a mistaken 
inference as the term refers to a ‘suit that keeps you dry’. Many incorrect conclusions are 
drawn from optimistic semantic leaps. It is clear that authors should always consider the 
abilities of their intended readership if they want their writing to be understood.
2.3 Conclusion
By assessing suitability of text for a reader, we are tackling the communication problems of 
message overload and message complexity. Message overload can be reduced by filtering 
texts which are unsuitable for the receiver and message complexity can be addressed by 
ensuring the vocabulary and writing style are appropriate for the receiver. Shannon showed 
how entropy can be used to determine the suitability of a message. If the reader encounters 
numerous words they were not expecting or familiar with in a text, then they will find the text 
difficult. This difference between the actual text and the reader’s expectations creates a gap 
between the reader and text, and the extent of this gap determines the likelihood of the text 
being understood. These expectations are based on previous individual experiences, so then 
text difficulty should vary from reader to reader. To ensure successful communication we 
need to assess both the ability of the reader to understand text and the appropriateness of the 
text for that reader. By examining this, we might help close the gap between text and the 
reader to increase the likelihood of the message being understood. This does not mean the 
entropy needs to be explicitly implemented as a means to assess whether the text will be 
understood but rather that an author should keep their intended audience in mind when 
writing texts. This consideration of the reader should include using the correct vocabulary for 
the audience, and avoiding the grammatical structures identified by Halliday and Martin 
which occur in scientific and technical writing.
To understand their messages, authors need the readers to interpret the words in their text as 
they intended. Readers will sometimes misinterpret a word either because it has more than 
one meaning or because it is not familiar to them. Words can also have connotative meanings 
that the author could never have predicted. Such problems can be alleviated by offering a 
terminology to with which the reader can explore both the term and its related terms. The 
subject matter is also important for determining the vocabulary that should be used. If the 
author is writing to a general audience then technical words should be avoided where 
possible. However, if a technical readership is sought then the appropriate standardised 
terminology from that subject field should be used. In terms of writing style, all readers are 
affected by the difficulties of scientific English, and whilst it is advisable to avoid the 
previously described writing problems as far as possible, the language of science has 
developed in a way where it is simply not possible to avoid them altogether. As experts of 
technical texts will be more used to this style of writing, it is important to reduce as much as 
possible when writing for a general audience.
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Retaining all of these notions whilst writing, and controlling for them, puts an increased 
burden on the writer. But we should be able to measure such properties of text as those 
outlined in this chapter to alleviate such a burden, and such measurement should help in 
assessing impact on different readers. If we can assess the likelihood of a word occurring in 
the text, we can estimate the likelihood of the reader understanding it and offer this 
information back to the writer. However, we need to assess the likelihood of a word 
occurring in the text regarding a particular subject. This means that subject specific terms 
should be expected to appear in the text, and such terms should not necessarily be considered 
as difficult for the specialised audience. Furthermore, Halliday and Martin identified two 
categories of problems related to vocabulary that can affect scientific or technical texts. Since 
the interlocking definitions and technical taxonomies could be reduced or eliminated through 
the use of standardised terminologies, the potential for easing the terminological load on the 
reader also exists.
Halliday and Martin have also identified problems relating to the writing style of the text. The 
writing problems of syntactic ambiguity and grammatical metaphor are related to the lexical 
density of the text. These writing problems lead to long strings of lexical items occurring in 
the text increasing the amount of information in the text. Therefore, if we measure the density 
of information, we are also assessing the impact of message overload on the reader. The flow 
of information or the coherence of the text can be affected by the writing problem of semantic 
discontinuity. If the author is describing a process or series of events then the descriptions 
should follow on logically from the previous statements. If we can detect when the flow of 
information in the text is not consistent then we can identify the likelihood of the reader 
following the discussion and similarly offer this information back to the writer. The writing 
problems identified by Halliday and Martin and our proposed approach for each, in being 
able to offer feedback to the writer, is shown in Table 2.2.
In the next chapter, we investigate how to devise and implement our proposed approaches for 
each of the writing problems we identified in this chapter. We examine existing methods for 
measuring the likelihood of writing being understood for a range of readers. We investigate 
the field of research known as readability which uses formulas to assess the percentage of the 
population that will understand a text. We discuss the readability formulas and assess their 
strengths and limitations and where they may be applicable in identifying writing problems. 
We look at other research from corpus linguistics, terminology extraction and automatic text 
summarisation, and explore how the methods and tools from these areas can help implement 
our solutions.
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Text Property Potential Problem Proposed Approach
Vocabulary
Unknown words to the reader
Measure likelihood o f  word being 
understood by the intended reader
Interlocking Definitions Use standardised terminologies 
where possibleTechnical Taxonomies
Writing Style
Syntactic Ambiguity
Measure the density o f  information 
in the text
High Lexical Density
Grammatical Metaphor
Semantic Discontinuity
Measure the coherence or flow o f  
information in the text.
Table 2.2: Identified writing problems and proposed approaches as may be useful for offering feedback on
documents to writers
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3 Text Readability
In the last chapter, we identified problems with written communications and proposed a 
series of approaches on how to address them. We diseussed that the problems of message 
overload and message complexity can be reduced by assessing suitability of text for a 
particular reader. We discussed how the reader’s expectations for text content, in contrast 
with the actual text content creates an information gap between the reader and text, and the 
extent of this gap determines the likelihood of the text being understood. These expectations 
are based on previous individual experience, which means that the expectation for whatever 
word occurs next will vary from reader to reader. To ensure readers understand their 
messages, authors need to consider how the vocabulary and writing style of their text can 
affect readers differently. This means using the eorreet vocabulary for the audienee and 
avoiding the grammatical structures identified by Halliday and Martin (1993) which occur in 
scientific and technical writing. By using terminology collections, we can help ensure readers 
interpret words as the author intended and prevent the writing problems of interlocking 
definitions and technical taxonomies. The problems of syntactic ambiguity, high lexical 
density and grammatical metaphor ean be reduced through information density. Finally, 
assessing the flow of information on the text and help identify problems that occur due to 
semantic discontinuity.
In this chapter, we investigate how to implement our proposed approaches to each of the 
identified problems with text that can confrise readers. We examine existing methods for 
measuring the likelihood of writing being understood for a range of readers, known as 
readability. This research has investigated the properties of text, whieh can make it difficult 
to understand and has led to the creation of readability formulas. These formulas can assess 
the percentage of the population that will understand a text and have grown to be very 
popular over the years, with some government bodies requiring a minimum score for 
readability from some of the formulas. We assess the strengths and limitations of the 
readability formulas and diseuss how they can be applied to our proposed approaches to 
writing problems.
3.1 Background
To understand how to implement our new approaches to the identified writing problems, we 
need to explore researeh into text difficulty. Much research has been performed over the 
years to understand the properties of text that make it easier to understand which has led to 
readability tests or predieations. Readability is concerned with the aspects of a piece of text 
that makes it easier to read and should not be confused with presentation factors unrelated to 
language, for example typeface, text size, layout and colours. It is a measure of the
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accessibility of a piece of writing, indicating how wide an audienee it will reach. Hargis et al. 
(1998) stated that readability is an attribute of clarity and simply describes it as the “ease of 
reading words and sentences”. Other definitions of readability attempt to incorporate the 
importanee of understanding, such as English and English (1958) who state readability as 
“the quality of a written or printed communication that make it easy for any given elass of 
persons to understand its meaning, or that induces them to continue reading”. Many 
researchers agree and stress the significance of understanding and that any definition of 
readability should consider relationship between the text and the reader. McLaughlin (1969) 
stated that readability was, “the degree to which a given class of people find certain reading 
matter compelling and comprehensible.” Perhaps the most eomprehensive definition of 
readability is supplied by Dale and Chall (1949) who state, “The sum total (including all the 
interactions) of all those elements within a given piece of printed material that affect the 
success a group of readers have with it. The success is the extent to which they understand it, 
read it at an optimal speed, and find it interesting.”
Perhaps, the most considered view of readability to date is presented by Oakland and Lane 
(2004), which entails decomposing readability into two initial considerations: reader factors, 
which consider the ability of the reader, and text factors, which consider the formulation of 
the text. Reader factors include the person’s ability to read fluently, whether they have 
sufficient background knowledge in the subject, their lexical knowledge or familiarity with 
the language, and whether they are suitably motivated and engaged in the subject matter. Text 
faetors cover considerations of vocabulary, syntax, lexical selection, idea density and 
cognitive load - the effort required by the reader to interpret the text. Oakland and Lane’s 
factors, and the components considered against each, are shown in Figure 3.1.
Reader Factors Text F actors
R eading Fluency: Can the
reader figure out the words on the 
page accurately, quickly, and with 
appropriate expression?
B ackground K now ledge:
D oes the reader have sufficient ^  
prior knowledge of or experience  
with the topic?
____________________X
Language: D oes the reader 
have sufficient knowledge of the 
words used in the text? Is the 
reader’s  syntactic development 
sufficient?
M otivation and E ngagem ent 
D oes the reader have a purpose 
for reading the text? Is the topic 
of inherent interest to the 
reader?
Syntax: Are the sen tences in 
tfie text long and complex?  
Are common syntactical 
structures used?
Vocabulary: Are the words 
in the text common, simple, 
and familiar? Or are the 
words challenging, b w -  
X .  frequency, or technical?
yT  Idea D ensity: Is substantial 
prior knowledge required? Are 
the concepts likely to be  
unfamiliar? Are the ideas 
abstract?
C ognitive Load: D oes the 
text require multiple 
inferences? How much 
analysis, reasoning, or 
V  critique is required?
Fig. 3.1 : Factors contributing to text difficulty reproduced from Oakland and Lane (2004)
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Little work has been done on assessing Cognitive Load and Idea Density in text, but the 
notion of vocabulary and syntax difficulty has been a common thread in all readability 
research which stems from an initial scientific study by Kitson (1921). In his study, two 
newspapers and two magazines were analysed by examining 5000 consecutive words and 
8000 consecutive sentences in the four publications. It was found that the average sentence 
length and word length, measured in syllables, was shorter in one newspaper and one 
magazine than it was in their counterparts. It was proposed that these variables accounted for 
the differences in readership and this work led to the development of readability formulas, 
some of which have proven to be popular over the years. The formulas enable anyone without 
special knowledge or training to determine the proportion of people who could comfortably 
understand a piece of text. They are often used by educators to help select the appropriate 
reading material for their students or as a verification tool for checking whether a piece of 
written information is appropriate for its intended audience. Authors have been known to use 
the formulas as a type of warning device to determine if they have misjudged their intended 
audience. A number of readability formulas have been devised over the years; we describe 
some of the well-known formulas in the following section.
3.2 Readability Formulas
3.2.1 Flesch Easy Reading Formula
The one person who was most responsible for highlighting the need for readability was 
Robert Flesch. He devised the Flesch Index (1948) or the Flesch Easy Reading Formula using 
intercorrelations, means, standard deviations, and regression from the McCall-Crabbs reading 
tests (McCall and Crabbs, 1926). These tests consist of a series of books for students from 
American school grade three up through grade eight. Each grade level book consists of 60 
reading exercises which are three minutes in length each followed by multiple choice 
questions. The questions are designed to test reading comprehension skills, such as 
identifying sequences, grasping the main points and making appropriate inferences. Using 
these reading tests, Flesch determined a regression formula which has a correlation 
coefficient of .70. The formula scores texts between 0 and 100 and the higher the score on the 
index, the easier the document is to understand. According to Flesch (1948), ‘a score of 100 
corresponds to the prediction that a child who has completed fourth grade will be able to 
answer correctly three-quarters of the test questions to be asked about the passage that is 
being rated; in other words, a score of 100 indicates reading matter that is understandable for 
persons who have completed fourth grade and are, in the language of the U. S. Census, barely 
"functionally literate’” .
The U.S. Department of Defence uses the Reading Ease test as the standard test of readability 
for its documents and most U.S. states require insurance forms to score 40-50 on the test. An 
average English document usually rates between 60 and 70 on the scale. Flesch’s work had a 
huge impact on journalism where his work with the Associated Press resulted in the reading
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grade level of front page stories reducing from the 16* grade to the 11*. The formula for 
Flesch Index (fli) is shown in Equation 3.1.
fZi =  206.835 -  -  84.6(^/w) (3.1)
where:
is the number of words in the document, 
s is the number of sentences in the document, 
y  is the number of syllables in the document.
3.2.2 Dale-Chall Formula
The Dale and Chall (1948) developed a readability formula for adults and children above the 
4th grade level. It was designed to correct certain shortcomings in the Flesch Reading Ease 
Formula. The McCall-Crabbs reading tests (McCall and Crabbs, 1926) were again used to 
determine a regression formula. After making several combinations of factors, they found 
that a measure for vocabulary difficulty and average sentence length, plus a constant, gave 
the most efficient empirical formula. Their resulting formula comprised of a sentence-length 
variable plus a percentage of hard words. However, instead of using word length to determine 
word difficulty, they used a list of 3000 words assembled from questioning American fourth- 
graders on whether they knew a word. When 80 per cent of the questioned fourth-graders 
indicated that they knew a word, that word was included in the list. Dale and Chall 
determined a word to be difficult if it was not found on their list.
Like the Flesch Index, the formula also correlated 0.70 with the McCall-Crabbs reading tests. 
However, Dale and Chall conducted further experiments to compare the formula results with 
the judgments of experienced teachers and the actual comprehension scores of readers on 
passages. They found that on 78 passages on foreign affairs from current-events magazines, 
government pamphlets, and newspapers, the correlation between the predictions of the 
formula and judgments of difficulty by expert teachers in the social studies was .90. In 
addition, they also found that on 55 passages of health-education materials, the formula 
predictions correlated 0.90 with the reading grades of children and adults who were able to 
answer at least three questions out of four on thirty of these passages. They ranged from the 
extremely easy to the very difficult. Based on these experiments. Dale and Chall created a 
table to convert the score from the formula into American school grades. The ideal grade is 7 
or 8 (ages 13 and 14), for example, a score of 8.2 indicates that the text is expected to be 
understandable by an average student in 8th grade (usually around ages 12-14 in the United 
States of America). The formula for the Dale-Chall (del) is shown in Equation 3.2.
del = 0 .1579(y* ,) +  0.0496(“ '/s )  (3.2)
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where:
^  is the number of words in the document, 
s is the number of sentences in the document,
h is the number of hard words in the document not found on the Dale-Chall word list.
3.2.3 Fog Index
Robert Gunning (1952) devised the Fog Index, another proven method for analysing written 
material. Gunning intended that the formula not as an indication of how good the writing is, 
but rather of how easy it is to understand. Gunning believed that measuring the amount of 
what he called “mental fog” in a piece of writing was not an exact science and that the score 
produced by his test was no more than a rough indication of how difficult the text is to read. 
Similarly to the previous formulas, the Fog Index uses a combination of sentence length and 
word difficulty and was derived using regression from the McCall-Crabbs reading tests 
(McCall and Crabbs, 1926). The formula counts the number of complex words in the text, 
which are defined as words with three or more syllables. However when counting the 
syllables, common suffixes such as -es, -ed, or -ing are not considered as syllables. 
Additionally, proper nouns and compound words, such as ‘ice-cream’ are not counted as 
complex words. The formula produces a number which denotes the American school grade 
needed to easily understand the text on the first reading without the need for a conversion 
table as with the Dale-Chall Formula.
Originally, the fog index counted each clause as a sentence as Gunning assumed that each 
clause was a complete thought. In the 1980s, clauses were no longer counted, probably 
because this step had to be done manually and there was increasing demand for calculating 
the counting the fog index for literature. The validation of the original Fog Index has never 
been published; however Powers, Sumner, and Kearl (1958) recalculated the Fog formula 
using the McCall-Crabbs reading lessons and found a 0.59 correlation with the reading 
passages. The revised formula for the Fog Index (foi) is shown in Equation 3.3.
/or = 0.4 + 100(^/w) (3.3)
where:
^  is the number of words in the document, 
s is the number of sentences in the document, 
d is the number of complex words in the document.
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3.2.4 SMOG
Professor G. Harry McLaughlin (1969) expanded on the idea of counting the number of 
complex words in a text and devised SMOG (Simple Measure of Gobbledygook) which was 
named as a tribute to the Fog Index. McLaughlin does not count the number of words which 
means it uses one less variable than Gunning’s formula, making it easier to calculate. 
McLaughlin considered that semantic and syntactic difficulty interact so that a slight 
difference in word or sentence length between two passages does not indicate the same 
degree of difference in difficulty for hard passages, as it does for easy passages. He 
concluded that adding word length and sentence length as in other formulas, was incorrect 
and instead multiplied those variables in his formula. The SMOG formula was derived using 
regression formulas from a newer version of the McCall-Crabbs reading tests (McCall and 
Crabbs, 1961). McLaughlin set out to find a regression equation relating the polysyllable 
count of each lesson on the reading test to the mean grade score of students who could 
correctly answer all questions on that lesson. He found that 30 sentence samples gave vastly 
more accurate predictions than smaller samples and therefore stated that the SMOG formula 
should be used over a sample of 30 sentences from the tested text.
McLaughlin validated his use of polysyllable counts in an experiment where 64 university 
students were each asked to read eight 1,000 word passages from various periodicals. After 
reading a passage each reader was asked to recall its entire content as fully as possible. Three 
specialists in literacy training were then asked to identify the ten most important ideas in each 
passage. Each student response was then compared with the list of ten main ideas, to rate 
every passage for comprehension by each reader on a scale of 0 to 10. The average 
comprehension score on each passage was divided by the average time in minutes which 
subjects took to read it. This was to account for subjects who read passages slowly and were 
able to recall more than from those they read rapidly. McLaughlin found that there is a 
perfect negative rank correlation between polysyllable counts and the measures of reading 
efficiency. The SMOG formula has since become widely used, in particular by health 
authorities such as the Veteran's Association, to assess the educational level needed to fully 
understand a text. The formula for SMOG (sm) is shown in Equation 3.4.
sm  =  1 .043^d -f 3.1291 (3.4)
where:
s is the number of sentences in the document, 
d is the number of complex (or difficult) words in the document.
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3.2.5 The Fry Graph
Fry (1968) created one of the most popular readability tests that used a graph to determine its 
result. The American school grade is calculated by the average number of sentences (y-axis) 
and syllables (x-axis) per hundred words. These averages are plotted onto a specific graph; 
the intersection of the average number of sentences and the average number of syllables 
determines the reading level of the content. The formula was validated using comprehension 
scores of primary and secondary schools materials and by correlations with other readability 
formulas. The Fry Graph is shown in Figure 3.2.
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Fig. 3.2: Fry Graph for estimating Reading Ages (in years)
3.2.6 ARI
All the previously mentioned formulas use the number of syllables to determine word 
difficulty. However, the problem with using syllables is that not all multisyllabic words are 
considered difficult, for example ‘important’ is generally not considered to be a difficult 
word, despite the fact it has three syllables. Smith and Senter (1967) decided to devise a 
formula called the Automated Readability Index (ARI), which relied on characters per word, 
instead of the usual syllables per word. They demonstrated that syllable counting can vary by 
asking 65 college students to count the number of syllables in a passage and found that the 
standard deviation of the class' syllable count was 17.52, slightly more than 10% of the mean. 
This indicates a considerable amount of variation among syllable counters, and, 
consequently, of any readability based on such a count. Smith and Senter found that there 
was a significant relationship between the number of syllables and characters in a word and 
decided to use number of characters to indicate word difficulty as it is easier to calculate. 
Using the same factors of word difficulty and sentence length as other readability formulas, 
the formula was derived by correlating each factor with assigned U.S. grade level of school 
texts. The grade levels were indicated by the publisher and Cincinnati School System as 
being appropriate for each of the texts.
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The formula was validated by Smith and Kincaid (1970) on using two passages, which were 
rewritten at three levels of difficulty by varying word and sentence lengths. Each version of 
the passage was followed by eight questions, which were the same for all levels of difficulty 
for a given passage. The test was performed on 120 male airmen in two mechanics courses at 
Chanute Air Force Base, Illinois and a significant difference between the comprehension 
scores for the hard version and the easier versions was found. The result indicates ARI is 
sensitive to differences in difficulty level of technical material. As with many other 
readability formulas, the output is also an approximate representation of the U.S. grade level 
needed to understand the text. The formula for ARI (ari) is shown in Equation 3.5.
art =  4.7l(Vw} + 0.5C%) -  21.43 (3.5)
where:
^  is the number of words in the document, 
s is the number of sentences in the document, 
c is the number of characters in the document.
3.2.7 Flesch Kincaid
Kincaid, Fishburne, Rogers and Chissom (1975) recalculated new versions of existing 
formulas for use by American Navy to judge the readability of their technical manuals. The 
comprehension of 531 Navy personnel, reading 18 passages taken from Navy training 
manuals was used to determine the grade levels of the passages. These results were used to 
recalculate ARI, Flesch and Fog for Navy use. The Flesch Reading Ease formula was 
simplified and converted to score a U.S. grade level and later became perhaps the most 
common method for readability measurement. This revised formula known as Flesh-Kincaid, 
was validated by monitoring the performance of 200 Navy technical training students. It was 
found that the highest percentage of errors occurred for students with the lowest reading 
grades and the courses with the highest grade levels of readability. The Flesch-Kincaid 
formula was able to predict significant differences in comprehension of students using the 
reading material for the course. The formula for Flesch Kincaid (fk) is shown in Equation 3.6.
f k  =  0.39C*'/s) -  a i.sP ’/iv) -  15.59 (3.6)
where:
^  is the number of words in the document, 
s is the number of sentences in the document, 
y  is the number of syllables in the document.
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Whilst there are many more readability formulas, these are most widely used and typical of 
the methods involved. The different characteristics of the readability formulas are detailed in 
Table 3.1. All the formulas use a variation of word and sentence length to determine text 
difficulty. These attributes are easily quantifiable with empirical evidence that they reflect 
text complexity (Bormuth, 1966). They are also relatively simple to calculate allowing many 
software tools to perform a quick assessment of a user’s document. However despite their 
popularity, readability measures have barely evolved in over 40 years and there has been 
much debate regarding their reliability and usefulness.
Flesch Kincaid Fog Index SMOG ARI Dale-
Chall
Fry
Sentences count / / / / / / /
Words count / / / / /
Characters count /
Syllables count / / /
Polysyllable 
words count 
(more than three 
syllables)
/ /
List of easy 
words
/
Scale 0-100 US Grade 
Level
US Grade 
Level
US Grade 
Level
US Grade 
Level
US Grade 
Level
US Grade 
Level
Table 3.1 : Features of the traditional readability metrics
3.3 Limitations of the Formulas
As shown in Table 3.1, the formulas use very similar measurements of semantic and syntactic 
difficulty and as a result, the formulas generally tend to produce similar results. However, the 
results that the formulas produce are not always as expected. Consider, the following 
sentences taken from the children’s book, ‘The Cat in the Hat’ by Dr. Seuss, which is written 
with short lines and keeps to a tiny vocabulary.
‘The Cat in the Hat’s actions motivated our fish to object.’
The sentence is simple and achieves a score for good readability on all the measures (Flesch: 
74.81, Kincaid: 5.81, Fog Index: 8.13, SMOG: 8.84, ARI: 3.02, a higher score using Flesch is 
more readable and less readable for the others). However, if we replace one of the words with
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less common alternative with similar meaning, we find that the scores indicate that the 
change is making the text less readable (Flesch: 88.91, Kincaid: 3.84, Fog Index: 4.8, SMOG: 
3.13, ARI: 2.23).
‘The Cat in the Hat’s actions spurred our fish to object.’
The word ‘motivated’ is more familiar in our everyday language than the word ‘spurred’ and 
the number of syllables or the length of a word does not determine whether the word is 
commonly used. Shorts words can be unusual and difficult and long words can be relatively 
simple and in common use. Consider the following two sentences where the first sentence 
contains a short but infrequent word, which is substituted for a much more common 
alternative in the second sentence and a short familiar word is replaced for a familiar 
synonym that contains more syllables.
‘I was having a bad day but the nadir came when I fell over.’
‘I was having a terrible day but the low came when I fell over.’
Both sentence scores identically using all the measures except for ARI (Flesch: 89.9, 
Kincaid: 4.2, Fog Index: 5.6, SMOG: 3.13, ARI: 0.71) which incorrectly scores the second 
sentence as harder (Flesch: 89.9, Kincaid: 4.2, Fog Index: 5.6, SMOG: 3.13, ARI: 1.72). The 
reason the measures score them identically is due to the sentences having the same amount of 
words and syllables. However, the second sentence has three more characters, which is why it 
was scored as more difficult by the ARI formula. The Fog Index and SMOG formulas count 
the number of polysyllable words, which are words containing three or more syllables to 
determine text difficulty. When words have more than three syllables, they will score the 
same for difficulty as a three syllable word. Consider the following two sentences where the 
first sentence contains the longest non-technical word in the English language, which is 
substituted for a three syllable alternative in the second sentence.
‘There's a little bit of floccinaucinihilipilification going on here.’
‘There's a little bit of ridiculing going on here.’
These sentences score identically using the Fog Index and SMOG formulas (Fog Index: 8.0, 
SMOG: 8.84), although a noticeable difference is detected with the other formulae. This 
demonstrates another problem with the formulas in that they are inconsistent and do always 
agree with each other. The first of the following sentences is written using the active voice, 
whilst the second is written using the passive.
‘Peter threw the ball.’
‘The ball was thrown by Peter.’
Since readability scores are based on average, adding additional short words gives you a 
better score, which means that a passive sentence can get better score than an active sentence. 
Here, the first sentence scores as more difficult using Flesch, Kincaid and ARI (Flesch: 
97.02, Kincaid: 0.72, Fog Index: 1.6, SMOG: 3.13, ARI: 0.59) than the second (Flesch:
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102.04, Kincaid: 0.52, Fog Index: 2.4, SMOG: 3.13, ARI: -0.38). The Fog Index did correctly 
score the active sentence as easier, whilst the SMOG formula did not detect any difference. 
However, it should be noted that these readability formulas were not envisaged to be used on 
a single sentence, which is why the Flesch score is higher than its supposed maximum of 100 
and ARI has fallen into negative numbers. However, using single sentences allows us to 
demonstrate their flaws; these problems are still present, just less noticeable when testing 
entire passages. There have been substantial differences found in the published readability 
measurements for a particular book (School Renaissance Institute, 2000). Although some 
disagreements are just to the different methods of counting words, some system count 
compound words (e.g. ice-cream) as one word, other will count it as two. Contractions such 
as “n’t” and “’s” are sometimes counted as additional words and some systems do not include 
numbers, written either as words or as digits in their word counts. In all the research into 
readability so far, there has been no discussion of a standard method of word counting.
There are further problems with the formulas concerning their use of sentence length in their 
calculations. Using sentence length implies that we can improve readability by splitting 
sentences up into shorter sentences. Whilst this is true in some instances, it is grammatically 
wrong to separate the dependent and independent clauses in a sentence. Yet this action will 
still result in a better score. For Example, here the first text (Flesch: 83.01, Kincaid: 4.91, Fog 
Index: 5.2, SMOG: 3.13, ARI: 3.55) scores lower than the second (Flesch: 89.61, Kincaid: 
2.38, Fog Index: 2.6, SMOG: 3.13, ARI: 0.3).
‘The Cat in the Hat juggled the fishbowl while Sally and I gaped.’
‘The Cat in the Hat juggled the fishbowl. While Sally and I gaped.’
The formulas partiality for short sentences and short words can mislead them on many 
example texts such as the nonsense verse poem ‘Jabberwocky’ written by Lewis Carroll. 
Many of the words in the poem are just playful nonsense invented by Carroll without any 
intended explicit meaning. The poem is hard to discern any meaning from but it does contain 
a familiar grammar, we show the first verse as an example.
“Twas brillig, and the slithy toves
Did gyre and gimble in the wabe;
All mimsy were the borogoves.
And the mome raths outgrabe.”
The entire poem scores as very readable from all the readability measures (Flesch: 84.57, 
Kincaid: 4.84, Fog Index: 6.91, SMOG: 7.17, ARI: 5.82). This demonstrates that the 
formulas will also give a good score for readability to certain texts even when they are not 
readable at all. Even texts from other languages can be tested with the formulas and receive a 
respectable score for readability. Using a press release from the European Union website as a 
sample text, we compared the readability scores for the English, French, Italian and German 
versions. The results are shown in Table 3.2. The text for French actually scored lower for
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readability using the Flesch, Kincaid, Fog Index and SMOG formulas. Only ARI and the 
Dale-Chall formulas correctly indicated that the English text as being the most readable.
Language of Test Text Flesch Kincaid Fog Index SMOG ARI Dale-Chall
English 39.13 13.13 16.13 14.63 13.42 11-12
French 46.09 11.77 14.92 13.76 13.73 16+
Italian 6.17 17.74 22.55 18.77 15.81 16+
German 19.99 15.76 20.34 17.46 19.19 16+
Table 3.2: Comparison of the readability formulas on the same text in different languages
The issues described here, emphasise just a few of the problems with the readability 
formulas. Over the years, there have been numerous discussions over the usefulness of 
readability formulas. Zamanian and Heydari (2012) summarised readability research and 
found that whilst the formulas have many advantages, there are a number of problems with 
them, which can be categorised as follows:
• Due to the increasing amount of readability formulas, there is an increasing chance of 
getting wide variation in results of a same text. The formulas can present disparate 
results due to the text properties they measure and there reasonable concerns 
regarding the validation of the formulas.
• Readability formulas are not of much help if one wants to know how well the target 
audience understands the text. The lack of feedback from the formulas can lead to 
users making changes to their text which do not in fact improve its readability.
• Readability formulas cannot measure the context, prior knowledge, interest level, 
difficulty of concept, or coherence of text. There is concern over the properties of text 
that are omitted from the formulas.
We will elaborate on these problems with the readability formulas over the following sections 
and discuss whether these issues cause the current readability formulas to be unsuitable for 
implementing our proposed approaches to the writing problems we previously identified.
3.3.1 Validation and Verification of the Formulas
The problem with the formulas is that most of them were originally developed to try to ensure 
that a school textbook was appropriate for children at a particular grade level. However, when 
the formulas were devised there was no means to analyse entire books, so readability formula 
were validated using samples of text. Since books can vary widely in reading level from 
section to section, the error introduced by text sampling can be significant. In addition, the
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research on grade-level readability formulas is more than 50 years old, making the current 
use of the traditional readability formulas questionable. Studies have shown that 
schoolchildren were not reading on the same level as they had been when the formulas were 
developed (Jacobson, Kirkland, and Selden, 1978). This renders the readability formulas 
considerably out of date.
Moreover, as Duffy (1985) points out, the accepted correlation in the grade level formulas is 
that, if 50% of the children at a given grade level got 50% of the questions on a reading 
passage correct, that passage was considered acceptable at that grade level. This implies that 
even if a readability formula gives a document a good score then only 50% of the readers 
might understand it. Whilst not all readability formulas were based on school grades, the 
others were based on equally unreliable and out of date sources. Flesch based his scale on 
articles in popular magazines, not on technical material and he created the formula by 
correlations with older comprehension tests and other formulas, not by redoing the research 
with adult readers. Conversely, the Flesch-Kincaid formula which was based on the Flesch 
Reading Ease formula was validated using only technical material. The readability formulas 
are only correlations and do not indicate causes. Mayer, Marsiske and Willis (1993) found 
that there are more than 30 basic formulae from which many derivatives have been proposed, 
all of which are based on the same unreliable criteria. The differences in formulas are 
generally in weight assigned to different variables, with the theory and construction behind 
the formulas being very similar. Due to these problems, many critics of the formulas have 
argued for their disuse. A readability formula needs to be verified using new tests and 
methods rather than relying on correlations with the existing readability measures.
3.3.2 Lack of Feedback to the User
Due to the measures being intended as predictors of text difficulty, many have found them to 
be detrimental to the production of good quality writing. Many writers use the measures as a 
means for feedback on how to improve their text, but the formulas were never intended to 
provide feedback for revision. Hartley (1994) warned that ‘if one just simplifies text by 
splitting sentences, removing connectives, and simplifying multi-syllabic words, then the 
resulting text is likely to be stilted, lacking in clear organisation and, in fact, harder to read’. 
Many writers have argued that the formulas force them into breaking up sentences simply to 
get a higher score and readers have complained that the formulas lead to text full of short but 
unfamiliar words. Klare (1976) found that improving readability scores does not guarantee an 
increase in comprehension. He reviewed 36 studies that attempted to improve comprehension 
test results by improving readability scores. Only about half succeeded, and to improve 
comprehension the readability scores had to change by an average of 6.5 grade levels. 
Charrow and Charrow (1979) found a similar result in a major study of legal documents. 
They tested how well people waiting for jury duty understood traditional jury instructions. 
After analysing the problems that the potential jurors had with the instructions, they revised 
the instructions and found that the jurors’ scores increased in a second comprehension test. 
However, when examining the readability scores for both sets of instructions, they found that
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the readability scores were worse for their revised instructions. This was due to the extra 
words they used to show the relationships among the information items in the instructions. 
The readability of the instructions had decreased while the comprehension of its readers had 
improved.
These studies illustrate another problem with the readability formulas in that they do not 
provide any useful information on how to actually improve the comprehensibility of a piece 
of text. The measures simply provide a numerical score with no indication of which sections 
of the text are readable and which are not. Clearly, there is something missing from the 
formulas necessary to provide the kind of informed feedback that users are looking for. Most 
word processors offer spellcheckers and grammar checkers, but provide limited support for 
improving the written content itself. Whilst some such as Microsoft Word, offer some 
common readability measures, these measures only offer a quick indication for a text. A poll 
of 80 lecture delegates at the 1993 Institute of Scientific and Technical Communicators 
conference in the UK, showed that over 60% wanted good, easy-to-use scoring tools but 
under 10% used those currently available in word processors, and similar is likely to be true 
today. Bormuth (1966) in his critique of readability formulas, stated that there is a need for 
measures of individual words and sentences. These measures could be applied to captions, 
titles and headlines and could be used to locate difficult spots within larger texts. However, 
most readability formulas have been designed only for measuring the readability of passages.
The current readability formulas are not capable of providing the feedback on writing quality 
that users are looking for. A readability analysis should include some of the factors that are 
not affected when writers ‘fix’ their text to get a better readability score. Currently an 
improved readability score will not always reflect an improvement in writing quality. In 
addition, a readability analysis should provide more information that just a numerical score 
for a whole document, an analysis that can be applicable at either a sentence or a document 
level can indicate to the user where their text is badly written. Clearly, there is demand for 
tools to improve writing quality and therefore any additional analysis that could identify 
where and how text can be improved would be welcome from authors.
3.3.3 Omissions from the Formulas
The reason that the formulas perform so badly when they are applied to document revision is 
due to the aspects of text they do not examine. Bertram and Newman (1981) discussed three 
different weaknesses of readability formulas. Their first concern was the lack of statistical 
back-up for most readability formulas, as we have already discussed. The second flaw is the 
lack of accountability of readers’ specific factors such as interest and purpose for reading. 
Readability formulas are not consistent with the psycholinguistic theory of reading, where a 
fundamental assumption is that comprehension is the primary goal of the reader (Smith, 
1982), but "readability formulas do not address the phenomenon of comprehension" (Wait, 
1987). The third concern was due to the fact that most formulas consider only sentence length 
and word difficulty and therefore ignore factors such as cohesion and complexity of ideas. 
Kirkwood and Wolfe (1980) found that because readability formulas are composed of the
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variables of words and sentence length, they correspond to only the surface structure of a 
passage rather than the deep syntactic and semantic structure. In other words, the formulas 
cannot explicitly consider the content of a document, which means that some formulas will 
deem Einstein’s theory of relativity as appropriate for ages 10-11. When reading text, the 
reader creates concepts in their mind from the text to create meaning. These concepts cannot 
be measured, whilst the textual characteristics that are measurable do not tell us much about 
intelligibility or complexity of the concept. Connaster (1999) stated that to adequately 
measure sentence difficulty, one would have to discriminate between content and non-content 
words, abstract and concrete words, technical and non-technical words. Consider the 
following two sentences, where both discuss simple concepts but the second one contains 
more information.
‘This sentence is just inconsistent rambling containing no usefril information.’
‘The man with the wooden leg cautiously walked down the slippery garden path.’
The readability formulas score the first sentence as more difficult (Flesch: 10.57, Kincaid: 
14.27, Fog Index: 16, SMOG: 13.02, ARI: 15.13) even though the sentence only contains the 
five concepts o f ‘sentence’, ‘inconsistent’, ‘rambling’, ‘usefril’ and ‘information’. The second 
sentence contains more content including eight concepts such as ‘man’, ‘wooden’, ‘leg’, 
‘cautiously’, ‘walked’, ‘slippery’, ‘garden’ and ‘path’, yet scores lower (Flesch: 63.49, 
Kincaid: 7.63, Fog Index: 11.35, SMOG: 11.21, ARI: 7.9). The formulas do not assess the 
amount of information in the text.
There are other text properties that the formulas omit, such as whether the text is syntactically 
or semantically acceptable; “a man walks across the street” will score identically to “a street 
walks across the man”. Indeed, both will score identically to “walks across the man a street”. 
There is no semantic understanding embedded within the measures, the scores remain the 
same even if the word order is scrambled. Consider the following sentence from Noam 
Chomsky, which demonstrates how syntax and semantics function independently from 
meaning: “Colourless green ideas sleep furiously.” This sentence scores good for readability, 
yet a reader will fail to yield a concept from it at all. A readability formula will tell us that the 
sentence is fairly simple, while our sense-making faculty tells us that it is extraordinarily 
complex. The syntax of the sentence is impeccable, but the general concepts represented by 
the words cannot be synthesised to create a specific concept. Perhaps the most extreme 
example is the following passage^ consisting of random words arranged into sentences which 
receives good readability seores from all the measures just because most of the sentences are 
short (Flesch: 54.7, Kincaid: 7.37, Fog Index: 8.25, SMOG: 8.71, ARI: 5.93).
‘Prepared is me marianne pleasure likewise debating. Wonder an unable except better stairs 
do ye admire. His and eat secure sex called esteem praise. So moreover as speedily differed 
branched ignorant. Tall are her knew poor now does then. Procured to contempt oh he 
raptures amounted oecasion. One boy assure income spirit lovers set. Delightful unreserved
Taken from http://randomtextgenerator.com/ last accessed 30/06/12.
44
Text Readability____________________________________ Chapter 3
impossible few estimating men favourable see entreaties. She propriety immediate was 
improving. He or entrance humoured likewise moderate. Much nor game son say feel. Fat 
make met can must form into gate. Me we offending prevailed discovery. In on announcing if 
of comparison pianoforte projection. Maids hoped gay yet bed asked blind dried point. On 
abroad danger likely regret twenty edward do. Too horrible consider followed may differed 
age. An rest if more five mr of. Age just her rank met down way. Attended required so in 
cheerfiil an. Domestic replying she resolved him for did. Rather in lasted no within no.’
One recent advance in readability studies has been the creation of Coh-Metrix (Graesser, et. 
al, 2004), a computational tool that measures cohesion and text difficulty at various levels of 
language, discourse, and conceptual analysis. The tool aims to improve textbook writing and 
to more appropriately match textbooks to the intended students by providing detailed 
language and cohesion features, which will eventually match this textual information to the 
background knowledge of the reader (McNamara et al., 2002). The system investigates 
lexicon, pattern classifiers, part of speech taggers, syntactic parsers, shallow semantic 
interpreters, and other components that have been developed in the field of computational 
linguistics (Jurafsky and Martin, 2002). It analyses text on over 200 measures of language, 
text, and readability including co-referential cohesion, causal cohesion, density of 
connectives, latent semantic analysis metrics, and syntactic complexity. However, the output 
from Coh-metrix can be pages long, detailing the results from many formulae, which are 
considerably complex and require detailed understanding of linguistics. It is not surprising to 
find that the tool has yet to be adopted by any recognised industry or government body. In 
fact, some of the earliest and simplest formulae are still the most popular, with the Flesch test 
for Reading Ease, as well as Fry, SMOG and Fog Index tests being the most widely used 
(Harrison and Bakker, 1998, Mayer et al., 1993; Newton, 1992; Reid, 1984). It seems that 
despite the flaws of the current formulae, the idea of a quick and easy to apply objective 
measure of readability is appealing. Many would consider the possibility of rejecting a 
document, particularly a contract, if the standard of writing can be deemed inadequate as an 
attractive proposition. There is a demand for reliable readability formulas but they need 
provide output that is both easy to understand and informative on where writing is difficult to 
understand. Users do not want to see a substantial analysis providing substantial numerical 
output; they want a fast calculation that informs them whether their text is readable to an 
acceptable level and advice on how to improve it if necessary. This is the reason people want 
to use readability formulas and probably the main reason why the existing readability 
formulas have endured even when they do not entirely meet user expectations.
The existing readability formulas would never have been so widely adopted if they were 
entirely inaccurate. The existing readability formulas do measure some aspects of text that 
serve as indicators of text difficulty. For instance, the longer a sentence is, the heavier the 
memory and mental load it places on the reader (Bormuth, 1966), therefore, a longer sentence 
tends to be the more difficult than a shorter one. In addition, factors such as word frequency 
and word length are indicative of semantic difficulty. According to Z ipf s Law (Zipf, 1949), 
it is easier to understand words that are used frequently in a language and that the most 
frequently used words tend to become shorter. However, whilst the readability formulas have
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their strengths, their current limitations make them unsuitable for implement our proposed 
approaches to writing problems we discussed in the previous chapter. To assist message 
senders ensure their communication is understood, we are attempting to implement a means 
to assess the likelihood a word being understood by a particular reader, encourage the use of 
suitable terminology collections and measure the density and coherence of the information in 
the text. The readability formulas in their current form do no help us in implementing these 
criteria; however, the idea of quick and easy measures of readability is appealing. We 
consider that the best method to implement our proposed approaches is through a new set of 
readability formulas, which incorporate the strengths of the current formulas but also address 
their limitations. We need new measures that can provide a quick and easy to apply 
assessment of text characteristics and address the following issues with the current formula:
• The validation of the formulas is questionable and out of date, new methods and new 
information are required beyond correlating with existing measures to validate 
readability formulas.
• Users want more feedback from the formulas to help them understand how to improve 
their writing. Improvements to text clarity should result in an improved readability 
score and more information should be provided on where text is difficult to 
understand. Currently formulas only provide numerical score for an entire document, 
a measure that can be applied at sentence level could help guide users towards poor 
writing.
• The formulas do not measure many aspects of text that contribute to text difficulty. 
They cannot measure the conceptual difficulty of a text or discriminate between 
content and non-content words, abstract and concrete words, technical and non­
technical words. The formulas offer no means to measure the density of the flow of 
information in text.
• Encourage the use of terminology when communication technical or scientific 
information. Using terminology ensures the reader interprets the word correctly and 
avoids variations of the same concept being discussed.
• The readability formulas do not address the interaction between the reader and the 
texts. The readability formulas need to address the goal or motivation of the reader as 
why they are reading and their interest in the reading topie. Instead of assessing the 
readability of text, the formulas should assess readability for a particular reader.
3.4 Conclusion
In this chapter we discussed how we could implement our proposed to solutions to the 
writing problems we described in the previous chapter. We examined readability research to 
determine whether this field could provide any insight to address the identified writing
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problems. We assessed various readability formulas and their effectiveness for measuring and 
improving text quality and found that they have a number of problems making them 
unsuitable for implementing our proposed approaches. However, despite their limitations 
readability formulas are widely used due to their simplicity of use. We proposed a new set of 
criteria that needed to be implemented by readability formulas to help ensure successful 
communication. In the next chapter, we investigate research from other disciplines such as 
psycholinguistics and child development to understand how human readers process text. We 
discuss how to apply this research to create readability formulas that address the limitations 
we identified. This work leads us to explore analysis and formulas from corpus linguistics, 
terminology extraction and automatic text summarisation, amongst others, which can be 
applied to a new set of readability formulas. These formulas can measure aspects of text not 
currently assessed by the current readability formulas and can be applied to help ensure 
suceessful written communication.
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In the previous chapter, we explored readability research in an effort to implement our 
proposed to solutions to the writing problems we described in the chapter 2. We examined 
various readability formulas and their effectiveness for measuring and improving text quality. 
We found that there are a number of issues with the formula making them unsuitable for 
implementing our proposed approaches. However, despite their limitations readability 
formulas are widely used due to their simplicity of use and quick assessments of text 
difficulty. We proposed that a new set of readability formulas that maintained the simplicity 
and ease of use of the current formulas but also addressed the limitations we identified could 
help ensure successful communication. These new formulas would need to address the 
following criteria:
• New methods for validating readability formulas
• More informed feedback from the formulas
• Assessment of fiirther aspects of text that contribute to text difficulty
• Encourage the use of terminology in technical communication
• Instead of assessing the readability of text, the formulas should assess readability for a 
particular reader.
The last of these limitations relates back to Oakland and Lane’s factors contributing to text 
difficulty discussed in chapter 3. Some of the criteria that cause text to be misunderstood are 
related to abilities of the reader such as prior knowledge and interest level, and not any 
physical properties of the text itself. Some of the current measures provide a school grade to 
indicate the education level of the readers that can understand the text but we are looking to 
provide a different readability score for readers who are either knowledgeable or ignorant in 
the subject matter. The Oakland and Lane view of readability would imply that an overall 
measure of “text difficulty” can be produced that depends only on text factors, but this 
measure is going to vary depending on each individual reader. The authors have only 
elaborated this view to a limited extent but we can relate these factors to two of the identified 
issues that should be assessed by the readability formulas; the formulas do not measure text 
properties such as conceptual difficulty and the formulas do not address the interaction 
between text and the reader. The text factor of cognitive load describes the fact that 
readability formulas do not assess properties of text such as content and non-content words, 
and technical and non-technical words. The text factor of idea density describes the lack of 
assessing conceptual difficulty and abstract ideas. The notion of reader factors is an attempt 
to address the goal or motivation of the reader as why they are reading and their interest in 
the reading topic. Oakland and Lane’s view of readability would imply that an overall 
measure of “text difficulty” can be produced that depends only on text factors, but this
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measure is going to vary depending on each individual reader. The framework recognises the 
information gap between text and the reader and attempts to explain the properties on both 
sides that can increase the size of the gap.
We propose that there is some scope to amend Oakland and Lane’s framework based on the 
direct relationship between some of their text factors and the reader factors. In other words, 
the extent that particular properties of text will affect readers is based on the skills and 
abilities of that reader. Oakland and Lane identified reading fluency and language as two 
reader factors and we suggest that there is some overlap between the two factors. A reader 
needs not just to be familiar with the language used but also experienced in reading texts in 
that language. Therefore, we propose that language is combined with reading fluency to 
indicate that the reader needs to have sufficient reading skills in the language the text was 
written, to be able to process and understand the text. The language the author uses will affect 
readers based on their reading level. Based on the existing formulas using word and sentence 
difficulty to determine grade level, we propose using these properties to assess reading level. 
By assessing the vocabulary familiarity and the syntactic complexity of a text, we can 
estimate the reading level required to understand the text.
There is further overlap in the framework between the reader factors of background 
knowledge and motivation and engagement. Any reader who is familiar with a subject matter, 
will have knowledge on the topic and will hold some interest in the area. Motivation and 
engagement with a subject drives a reader to read more texts on a subject and subsequently 
increase their knowledge in the field. When writing texts on a subject, the author will write to 
a level of expertise, which is observable in the text through their assumed knowledge of the 
reader. By assessing the level of assumed knowledge in the text, we can estimate the required 
knowledge or motivation and engagement in the reader. This can be achieved through 
measuring the use of terminology in the text and will help us address our issue of 
encouraging the use o f terminology when communication technical or scientific information.
The text factors of cognitive load and idea density refer to how the author has structured their 
text. Authors can choose to present a substantial amount of information within a relatively 
short space. This information density can present a challenge to readers, described by 
Oakland and Lane as cognitive load, partieularly to those possessing lower intelligence 
levels. In addition, an author will lead readers to make a logical conclusion from one 
statement to the next. The author can choose to either ‘hold the readers hand’ by explaining 
all the necessary steps to reach the conclusion, or they can assume that the reader can make 
the required inferences on their own. We discussed this problem in the chapter 2 as semantic 
discontinuity described by Halliday and Martin (1993) and like cognitive load, these 
inferences are particularly difficult for those readers of lower intelligence. This problem is 
similar to Oakland and Lane’s text factor of idea density where the difficulty o f the concept is 
related to what has been discussed previously. Can the reader be reasonably expected to 
understand a concept based on the information that has been presented in the text? We refer 
to the reasoning required to follow the author’s logical statements and arguments in the text 
as logical cohesion. Both information density and logical cohesion relate to how the author 
has chosen to structure their writing. Assessing these properties allows us to indicate the most
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dense and cohesive sentences in the text. Analysis such as these can provide additional 
information to users on how to improve their writing and address our issue of users needing 
more feedback from the formulas to help them understand how to improve their writing.
Based on this discussion and analysis, we have consolidated the research to devise a new 
framework for readability that considers the relationship between text, reader and author. 
Consolidating the research in this way allows us to explore each of the constituent 
components and consider the most effective way to assess that particular text attribute. These 
considerations will enable us to, not only create new readability formula but to examine 
means to provide additional feedback to users. In relation to the previously discussed criteria 
for new readability formulas, with this new framework we aim to provide:
• The suitability of a text for a particular reader or the likelihood that a particular 
audience will understand the text
• Measures for information density and cohesion
• More feedback to users on how to improve text
• Encourage the use of terminology in technical writing
Our new framework for readability, describing the factors to be considered, is presented in 
Fig. 4.1. The description of the framework leading into our work in devising new readability 
measures and the feedback that can be automatically generated from it follows.
4.1 Language
4.1.1 Vocabulary Familiarity
The quality of the language used in writing is an important part of determining readability 
and has long been the focus of readability research. Much of this research originated from an 
initial analysis of word length and sentence length by Kitson (1921). However, the theory of 
using word length to indicate word difficulty was actually predated by Thorndike in 1911, 
who began to count the frequency of words and was later published in a series of books 
(Thorndike, 1921). These word-frequency lists were used by educators and publishers to 
evaluate reading materials for their classes. Klare (1968) confirmed that word frequency has a 
strong role in readability by showing that people will prefer, understand and recognize more 
rapidly frequent words more so than less frequent ones. When most readability measures 
were devised, word length was considered a reliable indicator of word frequency and as it 
was easier to automatically measure word length than word frequency at the time, so word 
length became the predominant indicator of word difficulty. However, the length of a word 
does not always indicate its frequency (or in turn its difficulty). As we previously discussed, 
some common words such as ‘information’ and ‘important’ are relatively long and consist of 
more than three syllables, often the criteria for identifying difficult words in some readability 
measures. Conversely, there are some infrequent short words such as ‘muon’ from particle
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physics, which are subject-specific and incomprehensible to anyone outside the field. It is the 
reader’s previous experience with words, not their lengths that determine their difficulty. 
Some formulas, such as the Dale-Chall formula try to avoid problems with word length by 
using their own whitelist of easy words. However, the problem with these formulas is how do 
you keep a designated word list updated? New words appear all the time, which are initially 
difficult but become easier with exposure, for example, finding information on a topic 
through ‘googling’.
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Fig. 4.1: Framework for Readability Analysis incorporating Author, Text and Reader Factors
Studies in eye-tracking analysis support the view that word frequency is important (Rayner, 
1998). These studies simulate normal reading situations by showing linear displays of text to 
participants, who are allowed to read at their own speed. When reading, the eye will fixate on 
a word for a certain amount of time and there is now abundant evidence that the frequency of 
a fixated word influences how long readers look at the word (Inhoff and Rayner, 1986;
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Rayner and Duffy, 1986). The reading time for low frequency words also decreases 
dramatically when it is repeated in a text (Rayner et al., 1995). Word length, word familiarity 
and age of acquisition have also been shown to have an effect on reading time that is 
independent of frequency. In these studies, word familiarity is determined through a norming 
procedure where participants rate how familiar they are with a given word and age of 
acquisition is obtained through subjective rating and frequency counts from a suitable corpus. 
However, word frequency is most commonly used in models of eye-movement control with 
the natural logarithm of the word’s frequency now a standard predictor of reading time in 
many renowned models (Reichle et al., 2006, Just and Carpenter, 1980).
Experience also plays a prominent role in building knowledge of a language, as accurate 
word reading requires familiarity with a large number of high frequency words (Ehri and 
McCormick, 1998). When readers have limited word knowledge, it causes them to dwell over 
unfamiliar words, impeding their ability to construct an on-going interpretation of the text. 
This increases the difficulty of sentences with numerous segments and complex grammar. 
Researchers have shown that frequency is one of the strongest determiners in acquiring 
language. Child development research describes how children acquire words and concepts 
from their exposure to reading and conversation. Wolf (2008) states “the more young 
children are read to, the more they will understand the language of books and increase their 
vocabulary, their knowledge of grammar, and their awareness of the tiny but very important 
sounds inside words”. Bod et al. (2003) and Bybee and Hooper (2001) showed that frequency 
has an impact on comprehension and the development of language categories. It is through 
constant exposure, we learn to recognise nouns, verbs and more complex word structures.
Through frequency we also develop expectations of which words will occur next to each 
other, summarised by Firth (1957) as “you shall know a word by the company it keeps!”. 
Words tend not to combine randomly or freely, rather they are used with preferred ‘friends’ 
which allows us to quickly identify ‘collocations’. Collocations demonstrate the preference 
for friends, and importantly have “distant” friends, i.e. there is significance to the distance 
and order between the collocating words: for example, the collocation between “bread” and 
“butter” is rather more frequently encountered as “bread and butter” than as “butter and 
bread”. In addition, expected synonyms may be largely excluded as friends, so while we have 
‘strong tea’ we appear to have rather less by way of ‘powerful tea’. However, a reader 
unfamiliar with such constructions might not understand the precise meanings or variations. 
Put another way, individual words may not be particularly difficult but their combination can 
produce different meanings to those that component words might suggest. This is readily 
demonstrable in general language, where a ‘tyre’ is thought of as an object of a circular 
nature but ‘flat tyre’ does not refer to a flat circle, rather it indicates a lack of air pressure.
Collocations have been widely discussed in the linguistic community, though there is little 
consensus as to their exact nature. Some researchers refer to them as n-grams, depending on 
the size of ‘n’ (e.g. bigrams, trigrams and so on), or multiword expressions (MWE). Most 
researchers agree that collocations are sequences of words that co-occur more often than by 
chance, assuming randomness, which can be found using statistical measures of association. 
Some linguists consider collocations are the building blocks of language, with the whole
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collocation being stronger than the sum of its parts. They describe collocations as lexical 
items that represent uniquely identifiable concepts or semantic units. Smadja (1993) 
elaborated on the criteria for a collocation, describing them as recurring and cohesive 
domain-dependent lexical structures. Smadja used examples of ‘stock market’ and ‘interest 
rate’, and suggested how components can imply collocations, for example ‘United’ produces 
an expectation o f ‘Kingdom’, ‘Nations’, or ‘States’.
By reinforcing the linguistic expressions stored in our memory through frequency, we expect 
a particular word or word category to appear with a linguistic expression (Diessel, 2007). 
These linguistic expectations help disambiguate text and aid comprehension. In other words, 
if the reader is exposed to a compound noun or variations of it enough times, they will begin 
to find it significantly easier to interpret. For example, the compound noun ‘glass crack 
growth rate’ might lead to interpretations of a ‘crack growth rate’ made of ‘glass’, if readers 
were not familiar with the phrase ‘glass crack’. Frequency information determines how 
sentences should be interpreted by using innate statistical information to deal with 
ambiguities in text (Ford, Bresan and Kaplan, 1982). Consider the sentence,
“The man who whistles tunes pianos.”
When reading the text, our on-going interpretation assumes that the man is whistling tunes, or 
songs, until we encounter the final word ‘pianos’. Here, our interpretation of the sentence is 
revaluated to use another meaning of the word ‘tunes’, to interpret that the man is tuning 
pianos as he whistles. Frequency information informs our first interpretation, as the words 
‘whistles’ and ‘tunes’ will occur next to each other quite frequently, so we assume the ‘song’ 
interpretation of the word ‘tunes. However, in this instance frequency has caused us to use 
the wrong meaning of ambiguous word ‘tunes’. Ideally, the sentence should have a comma 
after the word whistles to separate the collocation ‘whistles tunes’. Rasinski (2003) used the 
following example to show how an ambiguity introduced into a string of words can produce 
interpretations that are either meaningful or nonsensical.
“The young man the jungle gym.”
The majority of readers pause at ‘man’, rendering the phrase meaningless. However, if the 
reader pauses at ‘young’, they can construct the meaning and interpret the sentence. Without 
any punctuation, the reader is forced to use their experience of words occurring next to each 
other. Here, the relatively common collocation ‘young man’ is used to try and construct 
meaning from the phrase. However, in this instance, the phrase leads us to an invalid 
interpretation rendering the phrase meaningless. It is only by splitting the colloeation with a 
comma that we can begin to interpret the phrase as it was intended. These examples show 
that with enough exposure to the reader, multi-word expressions are combined into semantic 
units to aid processing.
Ellis (1994) stated that whilst frequency is a necessary component of theories of language 
acquisition it is not a sufficient explanation -  otherwise, we would never get beyond the 
definite article in our speech. It is widely assumed that frequency is essential for acquiring 
vocabulary, grammar cannot be learned from experience alone. The fact that ambient
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language cannot provide sufficient information to determine grammatical structure has 
become known as the poverty of stimulus argument and is the strongest argument for 
language innateness. However, many researchers argue that there is much more information 
ascertained from ambient language than what has been widely assumed. Redington et al. 
(1998) showed how ambient language provides distributional information which can be used 
to learn basic word classes. They examined the distributional properties of 1000 most 
frequent words using data from CHILDES database (Child Language Data Exchange System) 
(MacWhinney 2000). They found that distributional frequencies could account for the 
acquisition of grammatical categories, with particular word clusters corresponding to 
traditional word classes of English grammar. They concluded that children would find 
enough information from ambient language to learn traditional parts-of-speech even if 
semantic and pragmatic information was discounted. This means that children can learn some 
aspects of grammar with only a limited understanding of the words and the context. However, 
Hulstijn (2002) notes that human language acquisition must involve more than just high- 
frequency input and that frequency, along with other factors, needs to be considered in the 
framework of a comprehensive theory of the representation, processing and acquisition of 
linguistic knowledge. There is no doubt that frequency is important for understanding 
language but it does not solve all problems associated with reading text. The syntax of a 
language can also cause problems, as the words themselves can be easy to understand and 
familiar to the reader, but included in overly verbose sentences. Whilst experience can help 
resolve problems with complex sentences, difficult syntax does increase the time it takes to 
understand a sentence.
4.1.2 Syntactic Complexity
Assessing the effect of complex sentences on readers led to the development of syntactic 
complexity measures. These measures have proven to be indispensable research tools for 
child language acquisition and psycholinguistic research by demonstrating the effects of 
language impairment, ageing, and second language acquisition, amongst others on readers. A 
number of measures have been proposed over the years, some of which index complexity 
using sentence length, such as mean clauses per utterance (MCU) (Kemper et al. 1989) and 
mean length of utterance (MLU) (Brown 1973). Brown’s measure of language growth stems 
from observations that most advances of morphological and syntactic skills result in longer 
utterances by children. Subsequent studies have shown MLU is highly correlated with age for 
normal children (Conant 1987, Miller and Chapman 1981), and Klee et al. (1989) correlated 
MLU with age for children with specific language impairments. MLU follows similar 
principles to readability measures, using the number of words in a sentence as a basic 
indicator of syntactic complexity. However, using sentence length ignores the fact that 
sentences consist of clauses which can be combined to form more complex sentences, either 
through punctuation, coordination and subordination. In coordination, both the clauses are 
considered equal where one clause is not more important than the other. The clauses are 
joined using coordinating conjunctions which are words such as ‘and’, ‘or’ and ‘but’. 
Conversely, in subordination the clauses are joined to make one clause more important than
54
New Approaches to Text Readability__________________Chapter 4
the other. These sentences have a main clause (or independent) and a subordinate clause (or 
dependent). Main clauses make sense by themselves and can function as a single sentence 
whereas subordinate clauses augment the main clauses. Subordinate clauses do not represent 
a eomplete thought and therefore cannot stand alone as a sentence. The use of sentence length 
to measure syntactic complexity assumes that “syntactically complex authors use longer 
sentences and more subordinate clauses that reveal more complex structural relationships” 
(Beaman, 1984). However, sentence length does not necessarily correlate with the degree of 
subordination in a sentence, especially when writers rely heavily on coordinated structures 
and compounding. Furthermore, as Read (2000) points out, “there is considerable research 
which shows that to make sentences easier to understand, words may have to be added, not 
deleted”.
There are other types of syntactic complexity measures, which use clause-level analysis, such 
as mean T-unit length. This measure was introduced by Hunt (1965) as an instrument for 
measuring the development of syntactic complexity in the writings of schoolchildren. It 
counts the number of the T-units (Minimal Terminable Units), which are defined as the 
shortest unit that a sentence can be reduced to, usually referring to all the clauses in the 
sentence. For example, the following sentence would count as two T-units: [In 1991, my 
husband got a scholarship from Louisiana Tech University] [and he came to this country to 
continue his education]. Unlike sentence length, the measure can assign complexity to short 
sentences; however it has been shown to fail when dealing with long sentences joined 
through coordinating conjunctions (Sotillo, 2000). Some syntactic complexity measures use a 
constituent-level analysis that requires a parse of the sentence such as the SPLT measure 
proposed by Gibson (1998) as part of his Syntactic Prediction Locality Theory (SPLT). SPLT 
differs from the measures discussed so far mainly in that it is working-memory based and 
conceptualizes syntactic complexity as comprising two distinct but related components: a 
memory cost for maintaining or storing syntactic predictions and an integration cost for 
integrating new words into the structures built thus far. Gibson states “the intuitive 
complexity of a sentence is determined by the maximal memory complexity reached during 
the processing of the sentence” (Gibson, 1998).
Gibson’s view that long or complex sentences stretch memory limitations is supported by 
psychological research into people afflicted with reading diffieulties. It has been shown that 
longer sentences affect readers because they have to associate more words to their current 
knowledge demanding greater comprehension skills. This can be a problem for unskilled 
readers who can have the necessary knowledge to understand text but fail to use it when 
decoding sentences (Pearlmutter and Macdonald, 1995). They cannot associate their on-going 
interpretation of a sentence to their existing knowledge. This was due to poor comprehension 
skills in the reader, known as reading span (Daneman and Carpenter, 1980). Miyake et. al 
(1994) devised a reading experiment in which a series of sentences differentiated between 
high and low span readers. These sentences had ambiguous words, which could not be 
resolved until several words later, an example of which is shown below:
“Since Ken liked the boxer, he took a bus to the nearest pet store to buy the animal.”
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High-span readers had no problem disambiguating ‘boxer’ but low-span readers were 
confused unless the sentence ordering was changed. Here, the low-span readers performed 
identically to high-span readers showing that they understood the different senses of the 
ambiguous word. This means that long sentences will affect comprehension for users with 
lower reading skills.
While many theories of syntactic complexity have been suggested in the linguistic and 
psycholinguistic literature over the years, no generally accepted theory or standard measure 
has emerged so far. The wide range of alternative measures also reflects the fact that the 
notion of syntactic complexity is far more difficult to pin down than it may first appear. 
Definitions such as “A syntactic structure A’ is (syntactically) more complex than structure 
A, if it contains more structural information along a particular dimension” (Segler, 2007) are 
vague and ultimately not very helpful as it raises the question of how to operationally define 
the concept of more structural information. It seems clear that grammatical constructions that 
are dense, embedded, or structurally ambiguous have “more structural information” than 
those that do not; however, this insight does not readily translate into any operational 
definition. In parse-based methods, it is easy to consider several indicators that all contribute 
to complexity of a parse tree (e.g. number of nodes, depth and branching factor), but it is far 
from clear how these factors can be synthesised into a general complexity measure. For 
example. Smith (1988) lists amount (the number of linguistic units in a sentence), density of 
structure (more nonterminal node structures within a phrase), and ambiguity (different 
surface structure interpretations) as the determinants of surface syntactic complexity, but 
refrains from an attempt to combine these factors into an overall complexity metric. Syntactic 
complexity measures also tend to differ in their general approach and theoretical motivations, 
and thus are prone to put different emphases on the same dimensions; as a result, they may 
well differ in the complexity ratings they assign to the same sentence. In respect to sentence 
comprehension, Frazier (1988) notes that “it seems unlikely that direct measures of 
complexity [...] will by themselves lead to very refined measures capable of predicting the 
precise complexity of each portion of a text or reveal the nature and source of differences in 
processing complexity”, and concludes that “[...] ultimately it must be a theory of human 
language comprehension which will provide (embody) the complexity metric for 
processing[...]”.
Perhaps the most revealing critique of many syntactic complexity measures was undertaken 
by Segler, (2007) who compared the performance of numerous measures of complexity with 
the judgment of 18 native German speakers. Partieipants were asked the syntactic complexity 
of 40 German sentences on a scale of 1 (least complex) to 10 (most complex). No explanation 
or definition of the concept of syntactic complexity was offered, but subjects were provided 
with an example of a syntactically very simple German sentence and an example of a 
syntactically much more complex German sentence. The performances of 18 measures of 
syntactic complexity were tested, including T-Unit, SPLT and numerous parse-based 
measures such as Yngve-Measure (Yngve, 1960) and Frazier (Frazier, 1985). The results 
were surprising with sentence length having the best correlation of 0.93 with average native 
speaker judgments on syntactic complexity.
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Whilst this research was performed over German sentences, work in another area indicates 
the importance of sentence length. Eye-tracking experiments into human reading behaviour 
have observed extra processing at the end of a sentence, referred to as sentence wrap-up (Just 
and Carpenter, 1980). This processing occurs when a reader reaches the end of a sentence to 
allow them to resolve any inconsistencies. If  a new concept of person is introduced, without 
an explanation that can be inferred from the preceding context, then the reader expects to be 
given enough information by the end of the sentence. The end of a sentence represents the 
end of a thought to a reader, making them the ideal point to resolve any sentence ambiguities. 
Unlike the cues for sentence clauses, such as commas and conjunctions, which can signify 
text events other than the end of a clause, end of sentence cues are unambiguous and behave 
consistently across sentences allowing them to be processed uniformly. Readers use these 
cues to integrate the information from the sentence into their knowledge. However, if the 
sentence is too long then the reader will struggle to find an appropriate point to process what 
they have just read. This can confrise readers leading them to re-read the sentence numerous 
times or misinterpret it altogether. End of sentences are important and provide a role which 
cannot be replaced by breaking up sentences into clauses. The length of clauses does not have 
the same impact on readers as the length of a sentence.
4.1.3 Familiarity Measure
4.1.3.1 Proposed Measure
Based on the predominance of the existing readability measures, Segler’s comparison of 
syntactic complexity measures and the observed effects of reading span and sentence wrap- 
up, we suggest that sentence length is the simplest and quickest way to assess syntactic 
complexity. However, word length is not a sufficient means to assess the difficulty of a word, 
as it is not always accurate. A word is only difficult to a particular reader therefore we need 
to find a way to measure a reader’s previous experience with a word. We propose logarithmic 
word frequency as deployed by research into eye-tracking behaviour, however instead a 
simple word frequency count, we propose using terminology extraction techniques to reflect 
word difficulty for a general audience. By comparing frequencies in a specialized corpus 
against the frequency distribution of general language, we can quantify terminological or 
specialist words (Gillam, 2010). This ratio, called weirdness, can be used as a basis for 
measuring word difficulty because frequent words in a document that appear infrequently in 
general language, will produce large weirdness values. We use the frequency information 
from the 100 million word tokens of the British National Corpus (BNC) to act as a reference 
corpus. We decided to use the BNC because of its variety of content, size and tokenization 
accuracy. We determine the weirdness value of a sentence by examining the sum value of the 
weirdness scores for each word.
Based on McLaughlin’s (1969) consideration for his SMOG formula that word difficulty and 
sentence difficulty should be multiplied based on how semantic and syntactic difficulty 
interact, we multiply the natural logarithm of the total weirdness, against the number of
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words in the sentence. The score for a document level is then derived from the average 
sentence score. We call this readability measure the familiarity measure (frn) as it determines 
how familiar a word will be to the reader based on its use in general language. The equation 
for the familiarity measure (fin) is shown in 4.1.
where:
is the number of words in the sentence,
^  is word frequency,
^ is word count at sentence level (SL) or corpus level (GL).
A low score indicates better readability and a higher score means the text is more difficult. At 
this time we have not established a maximum value. When counting words, numerical 
characters or words referring to a number are omitted, eg. “one”, “ten” “thousand” etc.. We 
assume that numbers are familiar to people and should not be treated in the same way as 
other words. In addition, we count compound words and contractions separately. The method 
to count contractions was based on the frequency of use of apostrophes by children (Stuart et 
al., 2004), contractions such as “n’t” and “’s” were considered as separate words with their 
difficulty determined by their frequency count as per any other word. This method for 
analysing contractions generated results more in line with our expectations. Using the 
familiarity measure addresses some of the limitations with readability formula we identified 
previously in the section, ‘Limitations of the Readability Formulas’ from the last chapter.
4.1.3.2 Examples of Use
Table 4.1 shows the test texts we used earlier with their readability scores from the current 
readability formulas and our new familiarity measure. The results show that the familiarity 
measure correctly identify the sentences containing the word ‘spurred’ as being more difficult 
than the word ‘motivated’ unlike the other readability measures. Similarly, the sentence 
containing ‘bad’ and ‘nadir’ is scored more difficult than the one containing ‘terrible’ and 
‘low’ using the familiarity measure, when no difference was detected using the majority of 
the other measures. As expected, the familiarity measure found the sentence containing 
‘floccinaucinihilipilification’ as more difficult where Fog Index and SMOG found no 
difference due to word containing more than 3 syllables scoring the same as 3 syllable words. 
For the two sentences written in either the active or passive voiee, the familiarity measure 
agreed with the Fog Index and detected that the sentence written in the active voice was 
easier. However, there are still some problems, which were not addressed with the familiarity 
measure. Despite sentence length being the most reliable and simplest measure o f syntactic 
complexity, the familiarity has repeated the same mistake of the other measures by scoring 
two split sentences, which were ungrammatically correct, as easier than the whole sentence. 
We can find no reliable method for assessing these types of errors. The jabberwocky poem is
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scored as more difficult than all the preceding example sentences with the familiarity 
measure, which is a better indication of its difficulty than the highly readable scores 
generated from all the other measures. For the press releases from European Union, the 
English text version was correctly assessed as the most readable by the familiarity measure 
and ARI, the other measures scored French as the easiest text. Based on these provisional 
tests, the familiarity measure performed the most consistently of all the measures by detecting 
the most readable text for the majority of the test. We propose that the familiarity measure is 
the most reliable measure for assessing the level of vocabulary familiarity and syntactic 
complexity in the text, which will predominantly affect readers with a low reading level or 
language ability as shown in our framework.
Test Text Familiarity Flesch Kincaid Fog SMOG ARI
‘The Cat in the Hat’s actions motivated our fish 
to object.’
‘The Cat in the Hat’s actions spurred our fish to 
object.’
116.21 74.81 
125.41 88.91
5.81
3.84
8.13
4.8
8.84 3.02 
3.13 2.23
‘I was having a bad day but the nadir came 
when I fell over.’
152.6 89.9 4.2 5.6 3.13 0.71
‘I was having a terrible day but the low came 
when I fell over.’
112.1 89.9 4.2 5.6 3.13 1.72
‘There's a little bit of
floccinaucinihilipilification going on here.’
160.24 19.03 13.09 8 8.84 11.36
‘There's a little bit of ridiculing going on here.’ 126.95 86.71 3.65 8 8.84 2.41
‘Peter threw the ball’ 37.13 97.02 0.72 1.6 3.13 0.59
The ball was thrown by Peter.’ 53.76 102.04 0.52 2.4 3.13 -0.38
‘The Cat in the Hat juggled the fishbowl while 
Sally and I gaped.’
205.69 83.01 4.91 5.2 3.13 3.55
‘The Cat in the Hat juggled the fishbowl. While 
Sally and I gaped.’
94.43 89.61 2.38 2.6 3.13 0.3
Jabberwocky 212.39 84.57 4.84 6.91 7.17 5.82
European Union press release (English) 270.54 39.13 13.13 16.13 14.63 13.42
European Union press release (French) 343.62 46.09 11.77 14.92 13.76 13.73
European Union press release (Italian) 379.01 6.17 17.74 22.55 18.77 15.81
European Union press release (German) 377.03 19.99 15.76 20.34 17.46 19.19
Table 4.1: Performance of the familiarity measures in comparison to the exiting readability formula over a series
of test texts
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4.2 Structure
4,2.1 Information Density
It is not just word and sentence charaeteristics than ean eause problems, the strueture of how 
information is presented to readers can be confusing. In chapter 2, we discussed the problem 
of high lexieal density identified by Halliday and Martin (1993). This problem oecurs when 
authors attempt to describe too mueh information within a short space of text confusing the 
reader. As we deseribed in ehapter 2, to assess lexieal density we need to elass words as 
either eontent words or grammatical items. The eontent words represent the information 
inherent in the sentenee and the grammatieal items are just ‘glue’ words such as articles and 
pronouns. The amount of eontent words, or lexieal items, in the sentence defines its lexical 
density. Seientifie language tends to be denser than other forms of language due to scientific 
writing being written in the passive voiee, whieh results in long strings of lexical items. 
These long strings ean sometimes create eompound nouns in the text, whieh inerease lexieal 
density beeause they eonsist of a noun modified by adjectives or attributive nouns without 
any grammatical words in-between. A sentenee with numerous compound nouns creates a 
large eognitive load for the readers as they try to interpret and comprehend all the 
information. They ean also cause the problems of syntactic ambiguity and grammatical 
metaphor also identified previously by Halliday and Martin (1993) as problematic for 
readers. The reason that high lexieal density can be so prevalent is that writers often assume 
that using compounds nouns is important to achieve preeision or aceuraey. However it is 
possible to reduce lexieal density of text without losing specifleity, Halliday (1989) uses the 
following two example sentenees emphasise this point:
‘The use of this method of control unquestionably leads to safer and faster train running in 
the most adverse weather conditions.'’
‘If this method of control is used trains will unquestionably run more safely and faster even 
when the weather conditions are most adverse.'
The second sentence will be rated as more difficult according to most readability measures, 
mainly due to the second sentence containing more words. However, this sentence is 
eonsidered easier by most readers beeause it contains a re-write of the eompound noun 
'adverse weather conditions' eontained in the first sentence. The re-write includes more 
grammatieal items, changing the phrase to 'weather conditions are most adverse' which 
reduces the density of the information. Rewriting compound nouns in this way can also 
remove ambiguity, for example consider the phrase, ‘complex knowledge organization 
system’, where eaeh word should be relatively easy to understand, but interpretations (see, 
e.g. Pustejovsky et al., 1994) make the compound noun ambiguous. Does the expression refer 
to:
1. [eomplex knowledge] [organization system]: an organization system for complex 
knowledge, exeluding simple knowledge?
60
New Approaches to Text Readability__________________Chapter 4
2. [complex][knowledge organization system]: a knowledge organization system that is 
somehow complieated?
3. [complex knowledge organization] [system]: the system is for an intrieately arranged 
“knowledge organization
4.2.1.1 Proposed Measure
Harrison and Bakker (1998) expanded on the work of Halliday and Martin and ereated a 
measure of lexical density based on the number of lexical items per clause. In their 
experiments, they showed that lexical density is more strongly correlated with perceived 
readability than many common readability seores. Based on this work, we devised our own 
lexical density measure to measure the density of information in the text, one of our proposed 
approaehes to addressing problems with writing style. Harrison and Bakker’s measure 
counted the number of lexical items per clause, however instead of the number of items per 
clause, we eonsider the number of items per sentence to be more signifleant due to the 
identified sentenee wrap-up processing observed in eye-tracking data described previously 
(Just and Carpenter, 1980). As the number of items in a sentenee will be higher for longer 
sentenees, we calculate a pereentage, using the number of lexieal items in relation to the 
number of words per sentenee. Due to the measure scoring sentences with a large amount of 
lexieal items as being more difficult than those sentenees eontaining mainly grammatical 
words, the measure can assess a sentence as being diffieult even though it is relatively short. 
We add 1 to avoid division by zero errors and multiply by 100 to gain a percentage score. 
The formula for lexical density (Id) is shown in Equation 4.2
Id =  1 0 0 - ^  (4.2)
where:
^  is the number of words in the sentenee,
/ is the number of lexieal items in the sentence.
The score for the doeument is determined as an average value for each sentence. A low score 
indieates low density of information and a higher seore means the text is more difficult, as the 
score is a percentage the maximum value is 100. Using this measure on the two sentences we 
described earlier, used by Halliday as an example to demonstrate lexical density, we found 
that as expeeted, the first sentenee seored higher with 40.91 and the seeond seored 33.33. We 
then tested the two example sentenees from the previous ehapter, in the section, ‘Omissions 
from the Formulas’ whieh demonstrated how readability measures do not text the density of 
information in a sentenee. These sentenees are shown again here.
‘This sentence is just ineonsistent rambling eontaining no useful information.’
‘The man with the wooden leg cautiously walked down the slippery garden path. ’
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We found that the lexieal density seore for these sentenees were very similar with values of 
45.45 and 42.86 respeetively. This means that lexical density is not an adequate test for the 
density of information in a sentence as these sentenees should seore substantially differently. 
Upon examination of the sentences, we found that although the verbs in the sentenee are 
lexieal they offer little to the complexity. For example, consider the following sentenee,
“The man travelled to the cireus and saw the acrobats swinging, the lions roaring and the
clowns falling over.”
Using our lexical density measure, this sentence scores 55.0 indieating that it more dense 
with information than both of Halliday’s example sentenees. The verbs in the sentence 
(‘travelled’, ‘saw’, ‘swinging’, ‘roaring’ and ‘falling’) add little to the amount of the 
information as the reader does not have to remember these actions as separate eoncepts; they 
are assoeiated with the nouns. The five nouns (‘man’, ‘eircus’, ‘aerobats’, ‘lions’ and 
‘elowns’) increase the amount of information the reader has to remember to ereate an on­
going interpretation of the sentenee. The nouns in this example are just singular nouns but 
eompound nouns consist of even greater complexity, each word in a compound noun is 
another concept the reader has to remember. Consider the eompound noun, ‘slippery garden 
path’ in one of the previous example sentences, here the reader has to remember that there is 
a ‘path’, of type ‘garden’ and in this instance it is ‘slippery’. Long strings of lexical items do 
not neeessarily add to the density of the sentence, rather it is the compound nouns, which can 
result from these long strings. It is not all lexieal items that we need to eonsider but rather the 
lexical items contained within a eompound noun.
We propose that we can more aecurately assess the density of information in a text by 
ignoring verbs and eounting the number of nouns or words within eompound nouns. As the 
term ‘proposition’ refers to the content of a meaningful deelarative sentence, we devised a 
new measure called prepositional density. This measure can assess the amount of unique 
concepts in the sentence to indieate how much information the reader has to process. This 
gives us an indication of the level of technical content in the text. Instead of eounting lexical 
items as in the lexical density (Id) measure, we eount the number of words eontained in 
singular and compound nouns, which we refer to as noun words. Compounds nouns can be 
identified aeeording to speeified patterns of part of speeeh annotations (extended from 
Jaequemin (2001). As before, we ealeulate a pereentage, using the number of noun words in 
relation to the number of words per sentenee. We add 1 to avoid division by zero errors and 
multiply by 100 to gain a pereentage score. The formula for propositional density (pd) is 
shown in Equation 4.3
pd =  1 0 0 - ^  (4.3)
^ w f l
where:
is the number of words in the sentence, 
n is the number of noun words in the sentence.
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The seore for the doeument is determined as an average value for eaeh sentenee. As with 
lexical density, a low seore indieates low density of information and a higher seore means the 
text is more eomplex, as the seore is a percentage the maximum value is 100.
4.2.1.2 Examples of Use
We eompared the performance of the lexical density and propositional density measures over 
a series of test sentenees described in this seetion including the various forms of expressing 
‘complex knowledge organisation system’. The results are shown in Table 4.2. We found that 
the propositional density measure more closely matched our expeetations of information 
density with a more substantial differenee for the example sentences from the ‘Omissions 
from the Formulas’ seetion. Using the lexical density measure, the ‘eircus’ sentence was 
more diffieult of all the sentenees which seemed to be an unreasonable assessment of its 
density. However using propositional density it seored the seeond lowest, behind Halliday’s 
second example sentenee. This performance matehed our expeetations, therefore we offer 
propositional density as the superior measure for assessing information density.
Sentence Lexical
Density
Propositional
Density
This sentence is just inconsistent rambling containing no useful information. 45.45 36.36
The man with the wooden leg cautiously walked down the slippery garden path. 42.86 50
The use of this method of control unquestionably leads to safer and faster train 
running in the most adverse weather conditions.
40.91 40.91
If this method of control is used trains will unquestionably run more safely and 
faster even when the weather conditions are most adverse.
33.33 25
The man travelled to the circus and saw the acrobats swinging, the lions roaring 
and the clowns falling over.
55 30
This is a complex knowledge organisation system. 50 62.5
This is a system of complex knowledge organisation. 44.44 55.56
This is an organisation system of complex knowledge. 44.44 55.56
This is a knowledge organisation system which is complex. 40 40
Table 4.2: Comparison of the lexical density and propositional density using a series of sample sentences
4.2.2 Logical Cohesion
The final text factor in our framework, whieh we refer to as logieal eohesion, considers our 
proposed approach to assess the coherence of the information in the text. Readers build a 
mental representation of the ideas expressed in the text eentred on the theme of the doeument. 
This theme ‘glues’ all the various sentences and words in the text together whieh can become 
disjointed when writers present new information to the reader without making clear its
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relationship to previous information in the text. The writer assumes that they have provided 
enough information to allow readers to follow their arguments logically. This can present 
problems with semantic discontinuity, which we previously described in chapter 2. Britton 
and Gulgoz (1991) showed that coherence is a major factor in comprehension with a series of 
studies where revisions that increased the structural and explanatory coherence resulted in 
substantial recall in students. The revisions were based on experiments using a computer 
simulation of the comprehension of the original texts. Whenever the simulation failed due to 
coherence gaps from one proposition to the next, text was added to show the relation. These 
text additions ranged from low-level information such as synonymous terms or connective 
ties, to supplying background information not explicitly stated in the text. This type of 
information would normally be filled in from the reader’s background knowledge depending 
on their familiarity with the subject matter. The study found that by supplying this 
information proved very effective for college students who lacked the domain knowledge. 
This additional information helped the students follow the flow of information in the text. By 
providing synonymous terms and background information, the students could see more 
clearly the recurring concepts in the text. The repetition of concepts and terms enables 
readers to connect with a text and allows them make a series of links between the sentences.
Halliday and Hasan (1976) state that the coherence of text is achieved through cohesive 
devices that create coherence in texts as well as presuppositions and implications connected 
to general world knowledge. The purely linguistic elements that make a text coherent are 
subsumed under the term lexical cohesion, which can be defined as the links that hold a text 
together and give it meaning. Flowerdew and Mahlberg (2009) describe lexical cohesion as 
the ways in which lexical items relate to each other and to these cohesive devices so that 
textual continuity is created. These cohesive devices include reference, ellipsis, substitution 
and conjunction. Reference occurs when the writer refers back to someone or something that 
has been previously identified, usually using a pronoun to avoid repetition. Ellipsis occurs 
after a specific mention, words are omitted when the phrase needs to be repeated. Substitution 
occurs when words are substituted for another, more general word such as that ‘one’. 
Conjunction sets ups the relationship between two clauses on the same sentence. 
Unfortunately, implementing these cohesive devices is difficult and computationally 
expensive. However, there has been work which identifies lexical strings across sentences as 
a basis for linking them. Hoey (1991) used lexical cohesion in work on automatic text 
summarisation which used sentence bonds to find the sentences which are most 
representative of the document. In Hoey’s work, a sentence bond occurs when two sentences 
share three or more lexical words and the sentence with the most bonds can be used to 
summarise the text. Sentences that have many bonds with other sentences are adding to the 
cohesion of the document as they are referring to the same concepts as other sentences in the 
text. Alternatively, when a sentence has no sentence bonds with other sentences, it is adding 
little to the cohesion of the document.
4.2.2.1 Proposed Measure
Based on lexical cohesion, we apply sentence bonds to determine if a large number of new, 
seemingly unrelated ideas are being introduced into a text. We use part of speech taggers to
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determine if a word is lexical based on whether the word is a noun or verb. If a two sentences 
share 3 or more lexical words then a sentence bonds occurs. As a sentence is capable of 
bonding with every other sentence in the document apart from itself, the maximum number of 
possible sentence bonds is the number of sentences multiplied by the number of sentences -  
1. We measure the cohesion of a document by calculating the number of sentence bonds 
against the total number of possible sentence bonds for a document and multiply by 100 to 
gain a percentage score. The formula for Logical Cohesion (Ic) is shown in Equation 4.4.
= 100^  (4-4)
where:
^  is the number of sentence bonds,
^ is the number of sentences.
A low score indicates low cohesion meaning that the text is not on a consistent topic and a 
higher score means the text is cohesive and refers to constant themes, as the score is a 
percentage the maximum value is 100.
4.2.2.2 Examples of Use
We tested the cohesion measure on the sample passage of random text from the section, 
‘Omissions from the Formulas’ in the previous chapter and compared the results to a passage 
from the BBC news website^ shown next with the results from the tests shown in Table 4.3.
‘The challenges our journalists face have never been so severe or varied, from increased 
harassment and intimidation to persistent efforts to censor BBC content. With global 
competition only intensifying, the BBC World Service has also had to face significant cuts to 
its funding, undergoing disrupting and painful change. In this context, we're announcing 
today that the BBC's global weekly audience estimate has seen a steady rise by 14 million to 
239 million in 2012, up 6% from last year. This has been driven primarily by the performance 
of our BBC Arabic and BBC Persian services. As tumultuous events in the Middle East and 
North Africa unfolded, audiences increasingly turned to the BBC for independent news they 
could trust. The figures are cause for cautious confidence but certainly not complacency. We 
still have significant challenges ahead, including the need for BBC World Service to make 
additional savings and the integration of our domestic and international news operations in 
state-of-the-art new facilities in New Broadcasting House.’
We found that the existing measures scored the random passage as more readable, due to the 
random text having short sentences. The cohesion measure correctly identified the BBC new 
article as more readable than the random text passage proving that it is measuring an aspect
 ^ Taken from http://www.bbc.co.uk/blogs/theeditors/2Q12/06/new audience figures for bbc g.html last 
accessed 30/06/12.
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of text ignored by the other measure. As shown in our framework, the propositional density 
and logical cohesion of the text will primarily affect readers with a low intelligence level.
Test Text Cohesion Flesch Kincaid Fog SMOG ARI
“BBC 4?76 3839 ÏÏ6 9  Ï5Â5 ÏÏ9 3  14.72
Random Text Generator 0 54.7 7.37 8.25 8.71 5.93
Table 4.3; Comparison of two passages using the cohesion measure and the existing readability formulas
4.3 Subject
Once a reader has understood a sentence, they need to associate the new information to their 
existing knowledge. This task can be helped by the reader’s knowledge and interest level in 
the subject matter. We find stories easier to remember than technical texts because they are 
about human goals and actions, something to which we can all generally relate (Kintsch et al., 
1975). However, scientific and technical texts require specific knowledge that is often 
uncommon, often making the texts impenetrable to those outside the domain. This suggests 
that readability is not merely an artefact of text, as different readers can have contrasting 
views of difficulty on the same piece of text. A series of studies conducted by the U.S. 
military showed how prior knowledge affected readability (Klare et al., 1955). In the 
experiments, the style of writing in a selection of technical documents was simplified while 
experts ensured that all the technical terms were kept and that the intended message was not 
changed. The simplified versions resulted in faster reading speeds and greater retention of 
information, but differences were only noted in readers who were new to the subject matter. 
There was little observed benefit for the experts. Further experiments have shown that 
readable text is only beneficial for those with less knowledge and interest. Entin and Klare 
(1985) conducted a study where students were presented with written material below their 
reading level. When the reader’s interest was high, text below their grade level did not 
improve comprehension. However, when the reader’s interest was low their comprehension 
was improved by simpler text. This suggests that more readable text only improves 
comprehension for those less interested in the subject matter as those with the relevant 
knowledge and interest will use their understanding to overcome the difficulties of poor 
writing. This means that readability is more important when interest is low as having 
knowledge of a subject effectively ‘drowns out’ problems of difficult text. This relates back 
to the idea of readers have an expectation of which words will occur next, discussed in 
chapter 2. Experts familiar with the subject matter will have experience of which words in a 
subject field will occur next to each other. Novices do not have this information and so will 
have lower expectations of what could possibly occur as the next word and will need to spend 
longer reading the text.
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Wang and Guthrie (2004) proposed a theoretical model of text comprehension describing 
how motivation, amount of academic reading, amount of personal reading, past reading 
achievement and text comprehension can all relate to each other. They described two types of 
motivation, intrinsic motivation and extrinsic motivation. Intrinsic motivation is described as 
a subject’s participation due to their personal interest in a particular activity. A reader 
experiences intrinsic motivation as curiosity, involvement and preference for challenge. This 
type of reader will actively seek out reading material which interests them. Extrinsic 
motivation is the subject’s involvement in an activity due to external values and rewards. It is 
noticeable in the desire for recognition, academic achievement, competition, social 
acceptance and compliance. Extrinsically motivated readers want to receive recognition for 
their efforts and meet the expectations of their parents or tutors. These readers want to 
substantiate their self-worth. Wang and Guthrie performed a series of questionnaires and tests 
on 187 U.S. and 197 Chinese students to assess each of the factors in their text 
comprehension model. The results showed that intrinsic and extrinsic motivation have 
different influences on text comprehension. Intrinsic motivation was seen to improve text 
comprehension in both U.S. and Chinese students whereas extrinsic motivation was found to 
have a negative effect. Wang and Guthrie found that when students have a personal interest in 
the text, they become involved in what they are reading and try harder to understand the text. 
More cognitive effort is used to interpret the text correctly and address any challenges in the 
text. By comparison, extrinsically motivated students were more focused on receiving awards 
and avoiding negative outcomes. This leads the readers to be distracted away from the text 
instead of trying to understand it. The lack of focus causes them to make incorrect 
interpretations and haphazardly address any problems in understanding the text. Extrinsically 
motivated student are more likely to score lower in text comprehension tests than intrinsically 
motivated ones. The study showed that text comprehension requires motivational processes 
as well as cognitive ones and that improving a reader’s ability to understand text depends on 
both their cognitive ability and their motivation level. In addition, this study showed that 
intrinsic motivation can predict text comprehension taking into account past reading 
achievement and reading amount.
Clearly, the experience, knowledge and interest of the reader have a large effect on 
readability. When writing a document, an author will assume a level of knowledge and 
interest in their readers. This assumption indicates the authors’ intended audience which is 
observable in the text through their use of terminology. The reason novices will struggle with 
technical texts is largely due to the author’s use of terminology. Texts in a particular subject 
matter will almost always refer to the domain terminology. These terms refer to the concepts 
in that field where it is often assumed the reader will understand them. Whilst terminology 
collections provide a fast and efficient way of communicating information for those within 
the field, for those outside the field the terms can be bewildering. Medical professionals can 
use terms such as ‘bilateral perorbital hemotoma’ and ‘cephalagia’ to describe black eyes and 
headaches respectively. Whilst these terms will be understood by their colleagues, their 
meanings will be completely lost on their patients. These terms form part of the vocabulary 
for a document and if the reader is not familiar with them, as we have already discussed in 
Vocabulary Familiarity, then they will struggle to understand the document. Therefore it is
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important to reduce terminology use when communicating with those outside the field or at 
the very least provide some form of on the fly explanation for the terms used. In the previous 
section, we described a study (Britton and Gulgoz, 1991) where adding additional contextual 
information such as synonyms and background knowledge helped students who lacked the 
domain knowledge understand technical texts. This experiment shows that such additional 
information can help with comprehension.
4.3.1 Proposed Assessment
To help novices in a domain, we propose providing a terminology list containing terms and 
definitions. These definitions could be displayed to readers not familiar with them when 
required to provide them with additional cues and help them to follow what the author is 
describing. These terminologies could either be sourced from standard providers such as ISO 
or purely created by the author, if no such standard is available.
However, the advantage of providing a terminology need not just be limited to novices. 
Experts in a subject matter can also benefit with a supplied terminology. As experts are 
familiar with the terminology, they will not find the words difficult, even though they may 
appear infrequently in general language. As we have previously discussed, word difficulty 
can be assessed by analysing word frequency, however not every reader will have 
encountered the same words. This means that the difficulty of a word is dependent on the 
reader’s experience and can vary from reader to reader. By examining the terminology use in 
the text, we can determine how difficult they will be for a specific reader. For experts, the 
terms themselves, when identified in the text could have their difficulty reduced when 
calculating the readability. For example as we stated previously, the word ‘muon’, is unusual 
in everyday language and unfamiliar to anyone outside particle physics. However, if the word 
is present in a particle physics terminology, it could be assumed that the word is not 
uncommon in this subject area. We propose discounting the weirdness value for 
terminological words when using the familiarity measure. We believe that assigning 
terminological words with the average word weirdness value for a document will ensure that 
these words are deemed unnecessarily difficult to experts in a subject. In effect, we are 
shifting the focus of measuring word familiarity from a general language perspective to an 
individual level.
Similarly, the propositional density measure can also be adjusted as terminological phrases 
can be considered as one concept to an expert in a subject. To an expert, terminological 
phrases become frequently combined linguistic expressions. These expressions can develop 
into a single processing unit so that many of the linguistic elements are ignored and the whole 
chunk is treated as one piece. While discussing vocabulary familiarity we described how 
collocations are used to aid processing. With enough exposure to the reader, multi-word 
expressions are combined into semantic units, this means that for experts familiar with the 
terminology in a domain, multi-word terminological phrases are significantly easier to 
understand than they are for a novice. When calculating propositional density for an expert, 
we propose terminological phrases are considered as one word when counting the number of 
words within compound nouns. This will lower the score for an expert to reflect their
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familiarity with the terminology. The process for assessing the text factors using our new 
readability measures and terminology mark-up is shown in Fig. 4.2. By using terminology in 
readability calculations, we are assessing the reader’s expectations for that word occurring in 
the text. By assessing word difficulty in relation to the reader, we are attempting to measure 
the information gap between text and the reader discussed in the chapter 2. This analysis will 
help prevent technical and scientific documents being rated unreadable for their intended 
readers.
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Fig. 4.2: Framework for Assessing Text Factors Using the New Readability Measures and Terminology Markup
4.4 Additional Feedback
One of our identified issues we identified that needs to be addressed with existing readability 
measures is that they only provide users with a single numerical output. These scores provide 
little feedback on how to improve text and no indication of which sections are the most 
difficult. We have already implemented one method to provide feedback to users with two
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sentence-based measures for familiarity and propositional density, which can detect the most 
difficult sentences in the text. We can also provide feedback using the cohesion measure by 
identifying sentences with the least sentence bonds to show which sentences are adding the 
least to the cohesion of a text. The calculation of sentence bonds also allows us to show 
which words are the most common bonding words. Bonding words can be used to inform the 
user as to which words are the most common themes in their text and by referring to them 
more often they can increase the cohesion of their texts. We can also provide feedback based 
on the familiarity measure, which can determine the most difficult words in the text by 
examining which words have the highest weirdness values. These words can be suggested to 
users as potential inclusions to their terminology. Similarly, when calculating the 
propositional density measure, we can identify the frequent compound nouns in the 
document, as further suggestions for potential terminology. If the author is writing to a 
general audience, these words and phrases are likely to be unknown to their readers, and by 
including these suggestions in their terminologies, the authors can increase the likelihood of 
their text being understood.
Frequent compound nouns can be used for another means to provide feedback to users. 
Previously we described how compound nouns can be rewritten using bracketing 
(Pustejovsky et al., 1994). This method for making compound nouns less ambiguous is 
recommended by the ASD Simplified Technical English specification described in chapter 2. 
The guideline advises against using clusters of more than three nouns, for example, instead of 
writing ‘Runway light connection resistance calibration’, the rules suggest that you should 
write ‘Calibration of the resistance on a runway light connection’. This unpacking of 
semantics helps to remove ambiguity arising from bracketing and may be beneficial for 
translation to certain other languages such as French. To automatically unpack the semantics, 
we can use considerations of adjacency and dependency (Lauer, 1995) to determine the roots 
of the packing.
The ASD-STE specification and the other writing campaign we discussed in chapter 2, the 
Plain English Campaign, can provide another means to provide feedback to users. Both of 
these guidelines have created A-to-Z lists of supposedly difficult words and phrases with 
simpler alternatives. When combined, the list contains over 1300 plain English substitutions. 
For example, according to this list, and depending on sentence structure, “essential” could be 
replaced with either “important” or “necessary” and “according to our records” could be 
substituted for “our records show”. We call this combined A-to-Z guide ‘SimpleText and by 
using its recommended replacements, we can advise users on how to improve the readability 
of their writing. We believe that an application, which can generate the additional feedback 
described here, along with results from our readability measures, can give users a good 
indication of how to improve their writing. The processes leading to the automated feedback 
are shown in Fig. 4.3.
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Conclusion
In this chapter, we explored research from psychology, linguistics, language acquisition, 
amongst others to devise a new set of readability formulas that could meet the criteria we 
described in the previous chapter. The first measure is called the familiarity measure because 
it assesses word difficulty based on the likelihood it will be understood by a general audience. 
It uses terminology extraction techniques to gives us an indication of whether the general 
audience will be familiar with the word and the amount of words in a sentence to determine 
sentence difficulty. We use sentence length as it was found to be accurate for texts outside of 
creative writing. The second formula is called propositional density and is based on lexical 
density as described by Halliday and Martin. We focus on the nouns when determining this 
measure to assess the amount of information present in the text. This measure determines 
how technical the text is. These two measures can be used on a single sentence, which is 
useful because it can identify the most difficult sentences in a document. This can help users 
identify where their text is hard to understand. The final measure is based on lexical cohesion 
and assess if the text has a consistent theme by determining the number of bonded sentences 
in the text. This measure can tell the author how easy their text is to follow and whether it 
stays on topic or starts to ramble.
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We believe these measures can assess readability more accurately than the current readability 
formulas, particularly because two of the measures can be calibrated to consider the reader’s 
experience with the subject of the text. By adjusting these measures according to the subject 
matter, we can target the intended audience of the text. The user can select a terminology 
collection, which is used to identify any words and phrases in the text that the reader is likely 
to understand. The difficulty of these words and phrases can then be reduced when 
calculating the familiarity and propositional density measures. This means we can give a 
different readability score for different readers depending on their knowledge of the subject 
matter. We have also discussed means for automated feedback using variables determined 
from our formula calculations. We can identify the most difficult words in the text using the 
familiarity measure and the most frequent compound nouns using the propositional density 
measure. These items can be added to the user terminology, or in the case of the compounds 
nouns, be rewritten according to the notion of bracketing. We can also provide feedback to 
authors by using SimpleText replacements based on the Plain English Campaign and ASD 
Simplified Technical English recommendations.
Now that we have our new readability measures and a means to help authors improve their 
writing, we need to assess their potential. We still have one criterion for our new readability 
measures that needs to be addressed concerning a new method to validate our readability 
measures. There are serious concerns regarding the tests how the current readability formula 
were validated, such as using outdated reading material or correlations with other poorly 
validated formula. In the next chapter, we evaluate our new measures, in contrast to the 
existing measures with a series of newly devised tests to determine how effective they are at 
measuring text quality. These tests will include eye-tracking information where we use 
reading times over sentences to determine text difficulty and compare these reading times to 
assess which readability measure most closely reflects the outcome. We also devise our own 
reading experiment where participants are presented with a pairs of text passages and asked 
which text they preferred. We collected information on the participants reading habits such as 
how interested they were and how often they read text like those in the sample to ascertain 
reader characteristics. We use the results of all these tests to assess the accuracy of both the 
existing and our new readability measures.
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Measures
In the last chapter, we discussed research from numerous disciplines to create a series of new 
readability measures. These measures were shown to assess aspects of text difficulty, more 
reliably than the existing measures based on our own presumptions on text readability. 
Nevertheless, we need a more thorough evaluation of the new readability measures to 
determine if they assess text difficulty more accurately that the current formulas. The existing 
readability measures proven to be popular for a long time and there is a confidence from their 
users that they do to some extent reflect text difficulty. However, as we discussed in the 
previous chapter there are strong concerns about how the existing readability measures were 
assessed. Most of the formulas were calibrated against school books rated at an American 
school grade by teaching experts, who used their experience with teaching children to grade 
the books for reading difficulty. Since then little work has been done to assess the accuracy of 
readability measures, with the standard method for testing new readability measures is to 
compare their performance to the other formulas. Obviously this method is flawed, as any 
inaccuracies in the readability formulas would make any subsequent comparisons also 
erroneous. Assessing the measures is difficult as there is no baseline or gold standard against 
which we can assess and compare the readability measures. In addition, as we have discussed 
the difficulty of text will vary from reader to reader. Whilst, there might be texts that the 
majority would agree are simple and complicated, for all the texts in-between it would be 
difficult to get an objective assessment of difficulty.
Despite these problems, there is evidence that the existing measures reflect text difficulty and 
having a reasonable agreement with these measures is a reasonable starting point to assess a 
readability measure. Whilst it should not be the only method, it would demonstrate that the 
new readability measures are indeed measuring aspects of text which cause difficulty. We 
collected a range of sample passages of varying difficulty ranging from children’s books to 
technical reports. The texts were chosen to judge the performance of the measures on a 
variety of writing styles. Some of the texts were used in an experiment by Covington (2008) 
who gathered a collection of benchmark documents using the Google query “predicts U.S. 
inflation rate” and included four speeches by Federal Reserve chairmen. We compared our 
familiarity measure with some common readability formulas using our collection of test texts. 
We decided not to compare the propositional density and cohesion measures against the 
existing measures as by design these metrics are measuring aspects of text ignored by the 
other formulas. Table 5.1 shows the correlation of the familiarity measure to the established 
formulas over the range of passages. Using this method, the familiarity measure has a strong 
correlation of at least 0.938 with the other measures. The results indicate that the familiarity 
formula produces results with a degree of consistency to existing measures which perhaps 
suggests a reasonable, if simplified, relationship between word length and familiarity. We
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have yet to set a range for the values of the familiarity measure, but considering the highest 
value in this table is approximately 2240 for the ‘Bemanke speech’ and this text scored 
around grade 17 from the other measures, we propose that a text scoring over 2000 is 
difficult. We intend to determine a maximum value for the familiarity measure to enable the 
calculation of a percentage score. All the readability measures score the texts in a similar 
range for each category. For the children’s book category, the existing measures give each 
text a grade below 9 and the familiarity measure scores these texts 802 and below. The 
articles get a grade between 10 and 15 from the existing formulas with a range of scores 
between 1200 and 1600 from the familiarity measure. For the most difficult category of 
technical texts, the existing measures assign a grade between 14 and 19 and the familiarity 
measures scores them all above 2100. The familiarity measure is recognising different 
writing styles and scoring them consistently, although it only agrees with ARI that ‘Bernanke 
speech’ is the most difficult text. The other measures score ‘Greenspan Speech’ as the least 
readable, however none of the measures agree with each other on the exact order of 
readability of each of the texts.
Text Category Familiarity Kincaid Fog SMOG ARI
Lucky Children’s Book 522.63 3.54 5.35 6.77 2.44
The Absolutely True Diary of a 
Part-time Indian
Children’s Book 742.71 5.03 6.78 7.21 3.68
Coraline Children’s Book 801.49 5.00 7.45 8.12 4.31
Associated Press, Fed Revises Article 1214.83 10.84 12.51 11.96 11.11
Bloomberg, U.S. Leading 
Indicators
Article 1522.38 12.02 14.20 13.14 12.47
USA Today, Greenspan predicts Article 1587.80 11.29 13.32 11.21 12.18
Greenspan, to congressional 
committee
Technical 1665.97 14.32 16.29 14.6 14.55
Greenspan, speech Technical 2147.07 16.81 18.97 16.39 17.62
Bernanke, speech Technical 2239.95 16.46 18.15 15.68 17.92
Bernanke, report to congress Technical 2219.70 16.56 18.81 16.31 17.76
Correlation 0.964 0.966 0.938 0.970
Table 5.1 : Correlation of familiarity measure with established readability formulas
Whilst, we have shown some level of agreement with the existing measures, we need another 
method for assessing text difficulty to determine if the familiarity measure can outperform 
them. Previously in chapter 2, we discussed how word difficulty is related to the reader’s
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expectations. Therefore if we can measure the reader’s surprise at encountering a word, we 
can determine how difficult they found that word. Research into eye movements of human 
participants whilst reading, can help us understand how to assess the reader’s expectations for 
the words in the text.
5.1 Eye-Tracking Studies
5.1.1 Background
Eye-tracking information is based on physiological studies about how the eye processes 
information and the physical constraints that limit how this information is presented to the 
brain. When reading, our eyes don’t move smoothly across the page, but rather make discrete 
jumps from word to word. The eye needs a sharp image for processing which requires that 
the eye remains still, resulting in a fixation on a certain point. These fixations never occur 
between words, and usually occur just to the left of the middle of a word. During a fixation, 
the eye has access to three regions for image processing; the foveal, parafoveal, and 
peripheral. The foveal region is the area that we think of as being in focus and includes 2 
degrees of visual angle around the point of fixation, where 1 degree is equal to three or four 
letters (therefore, six to eight letters are in focus). The parafoveal region extends to about 15 
to 20 letters, and the peripheral region includes everything beyond the parafoveal region still 
in the visual field. Eye reading research primarily concerns the fovea as it is generally 
believed this is where text is “imaged” to facilitate reading (Rayner, 1998). During reading, 
the eyes rest in fixation for approximately 200-250ms, before moving to another word. The 
eye will rapidly track to a new point with considerable precision and these subconscious 
movements are known as saccades which usually take 20-3 5ms. Saccades between fixations 
span an average about 2 degrees of visual angle, which is roughly a span of 7 to 9 letter 
spaces, since the number of letters covered remains largely invariant despite differences in 
text size or distance (Morrison and Rayner 1981). The chances of an individual word being 
fixated vary according to whether it is a content word (85%) or a frmction word (35%) 
(Carpenter and Just, 1983). The length of the word can also indicate the likelihood of 
fixation, with 2-3 letter words being skipped 75% or the time, but 8 letter words being almost 
always fixated (Rayner and McConkie, 1976).
Eye movements can vary as a function of the syntactic and conceptual difficulty of the text 
(Ferreira and Clifton 1986; Rayner, Sereno, Morris, Schmauder, and et al. 1989). Although 
readers typically move their eyes forward when reading, approximately 10-15% of saccades 
move backward, to re-fixate on previous letters or words. These regressive saccades are 
thought to be related to difficulties in processing an individual word, or difficulties in 
processing the meaning or structure of a sentence. It was found that in these cases, readers 
can often accurately re-fixate the part of the text that generated confusion (Murray and 
Kennedy, 1988). To understand the extent of processing performed on skipped words, Fisher 
and Shebilske (1985) performed an experiment where half of the 60 university undergraduate 
students who participated had their eye movements monitored. The students were required to
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read sentences (as well as short essays) such as “Pets have funny names such as my favourite 
dog, Jingles”. If those subjects failed to fixate, for example, the words funny and dog, the
remaining half of subjects would be shown the sentence as “Pets have names such as
my favourite _____, Jingles”. The researchers then examined the percentage of skipped
versus fixated words that subjects could report. They reasoned that if words are not fixated 
then they are not perceived, so the second group of subjects should be able to recall as many 
of the skipped words as would the first group. If skipped words are never perceived then it 
makes no difference whether the skipped words are present in the text. In fact, this was not 
the case, the ratios of reporting non-fixated words to fixated words in the first subject group 
were 1.0 for sentences and .97 for essays, while the ratios for the second control group were 
.40 and .45, respectively. The fact that the second group were able to “recall” a word at all is 
likely due to their ability to infer the words from the context. The experiment shows that even 
though a word is not directly fixated, it is still perceived. Fisher and Shebilske concluded that 
their results “support the generality of the hypothesis that expectations based on contextual 
constraints can interact with parafoveal information to determine the guidance of fixations”. 
In other words, predictions from context are used by the brain to direct whether the eye 
should fixate or not.
Previously we used Miyake et. al (1994) example of ‘Since Ken liked the boxer, he took a 
bus to the nearest pet store to buy the animal’, to demonstrate reading span. We can use this 
example to illustrate how readers will backtrack to reappraise the meaning of ‘boxer’ when 
they encounter the word animal to disambiguate the sentence. We use saccades to act in an 
essentially anticipatory fashion and difficult text can lead to additional regression saccades. 
Researchers (Radach and Kennedy, 2004; Rayner, 1998) have observed regression saccades 
and extended dwell times over unfamiliar words and believe that are caused due to surprise or 
some difficulty with the context. For well-written text that is readily understood by the 
reader, and is consistent in context, the eye covers the text by a process of saccades and 
fixations and at normal reading distances each saccade appears to average 8 characters, 
roughly the radius of the text projected on the central fovea area of the retina. The accepted 
theory is that the length of a fixation on a word represents its context difficulty. Figure 5.1 
shows a diagram of the fixation points of a typical reader.
R o a d s i d e  j o g g e r s  e n d n r e  s w e a t ,  p a i n  a n d  a n g r y  d r i v e r s  i n
Y \
th e  n a m e  o f  f i t n e s s .  A  h e a l t h y  b o d y  m a y  s e e m  r e w a r d .
Fig. 5.1 : The fixation point for a typical reader
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We propose using eye-tracking information to assess the performance of readability 
measures. To our knowledge, only one previous experiment has used eye-tracking 
information to validate a readability formula (Rello and Baeza-Yates, 2012). However, this 
experiment only validated their own readability formula; there has been no effort to assess the 
existing readability measures using this information. Therefore, we propose using reading 
speed information to validate our new readability measures and compare their performance to 
existing readability measures.
5.1.2 Experiment
We used the Dundee eye-tracking corpus (Kennedy and Pynte, 2005) to assess the 
performance of the readability measures. We decided to use this corpus as it has been used 
previously to evaluate predictions from theories of syntactic complexity (Demberg and 
Kellar, 2008). The Dundee corpus contains the eye-tracking record of 10 participants reading 
51,000 words of newspaper text. There were 20 texts containing approximately the same 
number of words, split into 40 five-line screens. Each participant was a native English 
speaker, who was required to read the whole corpus and answer a set of comprehension 
questions after each text. There is a distinct advantage to using the Dundee eye-tracking 
corpus to evaluate readability measures. In an experimental setting, tests will be created so 
that they are matched across conditions, for example the test will consist of sentences that are 
identical except for the criteria the experimenter wants to control. This is to reduce the 
number of confounding factors that have not been taken into account. However, these 
sentences might seem usual to a test participant and affect the result. The Dundee eye- 
tracking corpus consists only of naturally occurring sentences which have not been 
manipulated be the experimenter and therefore should not elicit any unusual responses from 
the participants.
There are also some issues with using this data for evaluating readability. Eye-tracking data is 
known to vary from reader to reader due to familiarity with the topic, readings skills and the 
strategy of the reader. The reader’s strategy refers to their motivation for reading the text such 
as whether they choose to read carefully or skim a passage for the main point. As there is no 
record of the reader’s knowledge, interest, motivation or reading skill in the experiment texts, 
we have no means to assess the impact of reader factors on the reading speeds. Some readers 
may have found a particular text easier because they were interested in the subject matter. 
Another issue with the eye-tracking data is that the texts used in the experiment were limited 
in their difficulty range. The existing readability measures of Flesch Kincaid, Fog Index, 
SMOG and ARI, all scored the texts in the American school grade range of 8 to 15 (Ages 15 
to 21). This means that none of the texts in the eye-tracking corpus are particularly easy to 
understand, limiting the range of texts we are evaluating. In addition, the Dundee Corpus 
consists of samples of newspaper articles limiting the technical level of the data. All the texts 
scored between 27 and 36 for propositional density making it difficult to assess the usefulness 
of this measure with such a small range. The test documents were also sourced from different
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articles, which prevented the cohesion measure from being able to detect any significant 
amount of text cohesion over the whole text.
5.1.3 Results
Initially, we performed a test using the total duration time each reader spent looking at a word 
to assess word difficulty. As the number of times a reader looked at a word can indicate that 
they had difficulty understanding it, we also examined the number of fixations. We totalled 
the durations and fixations for each word in the Dundee Corpus which was then divided by its 
frequency in the Dundee corpus to get average values. We compared the results with the 
word’s frequency from the BNC and the words length in syllables and characters. The results 
are shown in Table 5.2, showing that there was no significant correlation with any of the 
word properties.
Word property Average Word 
Duration
Average Word 
Fixations
BNC Frequency -0.10 -0.10
Length in Syllables 0.47 0.50
Length in Characters 0.57 0.62
Table 5.2: Correlation of word properties with Dundee Eye tracking data for average word duration and fixation
We concluded that the lack of correlation with reading durations and fixations was due to the 
extra processing that occurs when the word is either at the beginning or the end of a sentence. 
We decided to compare sentence reading duration time with the scores from readability 
formulas. Whilst the Dundee Corpus contains only naturally occurring sentences sourced 
from actual newspapers, it does contain some unusual and difficult sentences. We presume 
these sentences were chosen because they are long (some contain over 50 words) and contain 
considerable punctuation. Three example sentences follow, which demonstrate that the 
Dundee Corpus is appropriate for testing text difficulty.
‘There's this business of the 'Will's to begin with - when I tell her that both my parents are 
dead (hers are alive), her emotion swells and prolapses all over the table: 'Oh, Will, I am so 
sorry!', although she then qualifies this by conceding that it's my children and my parents that 
she's sorry for. ’
‘Asylum-seekers and economic migrants are desperate to get to these shores, not because of 
the cornucopia of state benefits which are available (they are not), nor because we are 
unusually soft when it comes to enforcing immigration laws (we are not), but because we 
speak English and have a strong, full-employment economy.’
‘After England's overwhelming defeat of the admired Ireland - how long ago it now seems - 
the London press, sober broadsheets as much as xenophobic tabloids, outdid even Welsh 
supporters of the 1970s in lack of realism and sheer conceit; which is saying something.’
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We totalled the duration and fixations each reader spent looking at each sentence in the 
Dundee corpus by summing the values for all the words in a sentence. We used these total 
duration times and number of fixations for each of the 20 texts fi-om the Dundee corpus to 
assess the performance of the familiarity measure and some of the current readability 
formulas. As the current readability formulas were devised to be run on text passages, with 
some specifying a minimum of 100 words, we compare their performance using their scores 
for documents rather than individual sentences. We determine document difficulty by using 
the average fixation and durations for each sentence (total fixations and durations for the 
whole document would be dependent on document size). We calculated five common 
readability measures along with our familiarity measure (fin) for each of the 20 texts in the 
Dundee eye-tracking corpus. Table 5.3 shows the results from each measure and their 
correlations with the average scores for sentence duration and fixations. We also calculated 
the average number of characters, syllables and words per sentence to assess the effect these 
text properties had on reading speed.
Text Measure Average Sentence 
Duration
Average Sentence 
Fixations
Flesch Reading Ease -0.564 -0.589
Flesch Kincaid 0.841 0.881
Fog Index 0.830 0.863
SMOG 0.643 0.660
ARI 0.858 0.895
Familiarity 0.884 0.910
Average Words/Sentence 0.870 0.914
Average Syllables/Sentence 0.893 0.936
Average Characters/Sentence 0.900 0.940
Table 5.3: Correlation of various readability measures with Dundee Eye tracking data for average sentence
duration and fixations for a document
The results show that the average word, syllables and characters per sentence more closely 
correlates with sentence duration and fixations than any of the existing readability formulas. 
This result suggests that using these sentence properties will provide a more accurate score 
than the current readability measures. The familiarity measure has a higher correlation than 
the other readability formulas, but still does not surpass the average characters, syllables and 
words per sentence scores. The result shows that word frequency does play a significant role 
in the reading process as word length is never used in the familiarity measure. The next best 
performing reading measure was ARI, which unlike the other measures calculates word 
difficulty using characters per word instead of syllables. This is significant because just using 
average characters per sentence achieved the highest correlation, clearly the number of 
characters in a word plays an important role in reading.
79
Evaluating the New Readability Measures Chapter 5
Eye-tracking research confirms that word length is related to the amount of fixations a reader 
makes on a word (Brysbaert and Vitu, 1998) with non-lexical words such as determiners, 
which are both short and frequent, being skipped altogether more than half the time 
(Carpenter and Just, 1983). Based on this information and the previous results, we decided to 
incorporate both word length and frequency into the familiarity measure. We revised the 
measure to use the number of characters in a sentence instead of the number of words. By 
counting characters in the entire sentence we are also incorporating the amount of 
punctuation in the sentence which can indicate sentence clauses that can also contribute to 
sentence difficulty. The revised formula for Familiarity (fcm) is shown in Equation 5.1.
where:
c is the number of characters in the sentence,
7  is word frequency,
^ is word count at sentence level (SL) or corpus level (GL).
We compared the revised familiarity measure with average sentence duration and fixations. It 
was found that against average sentence duration, the revised familiarity measure has a higher 
correlation (0.906) than all the other sentence assessments. This shows that the familiarity 
measure is the best measure for predicting reading time with a significant correlation. The 
correlation also increased against average sentence fixations (0.927), although it was still 
lower than the correlations against average syllables per sentence and average characters per 
sentence. Whilst we consider duration to be the more significant indicator of text difficulty, 
the results show that sentence length in characters is a strong indicator of text difficulty.
The Dundee corpus only consists of 20 documents, too few texts to determine a significant 
correlation. We repeated the analysis using scores for sentence difficulty instead of document 
difficulty. We used the total reading time and number of fixations to determine the difficulty 
of an individual sentence. We compared our new formulas with the existing measures and the 
sentence properties we used previously. Although the creators of the readability formulas 
state that they should not be used to calculate sentence difficulty, we needed more variables 
to determine a significant correlation. The result of the analysis is shown in Table 5.4. The 
results for the most of the existing measures remain roughly the same, with only the 
correlation for ARI improving by more than 0.04 for duration. This shows that despite their 
creator’s objections, the readability formulas will work just as well at a sentence level. The 
correlation for sentence length using words, syllables and characters all increase by 0.06 or 
more for duration and 0.03 for fixation. The familiarity measure correlations also increase by 
a similar amount to the sentence length properties; however it does not have a higher 
correlation than them. These results indicate that sentence length in characters might reflect 
sentence-level text difficulty rather more accurately than the familiarity measure; however it
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would be insufficient to offer targeted feedback. Using a character count will not detect any 
difference between a naturally occurring sentence and a sentence consisting of random 
letters, as long as both sentences are the same length. The familiarity measure is 
advantageous even with the cost of a slightly lowered correlation as it can determine the 
difficult words in the sentence to help authors improve their writing. In addition, the fact that 
average sentence length in characters has such a high correlation suggests that eye-tracking 
studies should he measuring the number of characters per minute instead of the number of 
words; as a words per minute measure does not incorporate the word complexity that is 
included in a characters per minute assessment.
Text Measure Sentence Duration Sentence Fixations
Flesch Reading Ease -0.599 -0.595
Flesch Kincaid 0.876 0.882
Fog Index 0.837 0.842
SMOG 0.630 0.628
ARI 0.906 0.914
Familiarity 0.941 0.944
Total Words/Sentence 0.945 0.961
Total Syllables/Sentence 0.955 0.965
Total Characters/Sentence 0.963 0.975
Table 5.4: Correlation of various readability measures with Dundee Eye tracking data for duration and fixation
at sentence level
The relationship between the familiarity measure and the total reading durations for each 
sentence is shown in Fig 5.2. From this figure, we derived Equation (5.2) using the linear 
regression line through each of the data points. The formula can determine how much reading 
time (rt) in milliseconds can be saved with a disparity of 0.181 milliseconds from an 
improvement in readability detected by the familiarity measure.
r^=1.84x + 601.I3 (5.2)
where:
^ is the result of the familiarity measure.
It was noted during the analysis that the correlation with the total duration and fixations was 
always lower when compared to one of the individual readers. The correlations with an 
individual reader varied from 0.82 to 0.92 for average duration and 0.83 to 0.92 to average 
fixations for each of the 10 readers. We believe that these variations are due to the reader’s 
familiarity with the topic, readings skills and the strategy of the reader as is commonly found 
in eye-tracking data. The fact that the text measures have a higher correlation with the 
average values than with any individual reader, demonstrates that by averaging the values we
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are removing the noise of individual reader properties such as background knowledge and 
reading ability, and therefore measuring the effect the text would have on a general audience.
Average Sentence 
Duration 
16.000
14.000
12.000
10.000
3.000
6.000
4.000
2.000
Familiarity
0 1000 2000 3000 4000 5000 6000 7000 3000
Fig. 5.2: The results for each sentence for the familiarity measure and total sentence reading duration with the
derived trendline
We performed a frequency distribution for each sentence in the Dundee Corpus for both 
reading time and the familiarity measure. We used 100 frequency bins and found that both 
distributions skewed to the left with a long tail in a similar pattern. The frequency distribution 
for reading time and the familiarity measures is shown in Fig 5.3 and 5.4 respectively.
Frequency
100
90
30
70
60
50
40
30
20
10
__________   *  0  Duration
1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 31 36 91 96
Fig. 5.3: Frequency distribution for the total sentence reading duration for each sentence in the Dundee Corpus
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The results indicates that the majority of the sentences in the Dundee Corpus are quite 
simplistic, verifying our earlier result found by the existing readability measures of Kincaid, 
Fog Index, SMOG and ARI, that all the texts are in the American school grade range of 9 to 
16. We used the 3-sigma rule to remove any outliers and found that the correlation for 
familiarity with duration decreased to 0.867 and the correlation with sentence length in 
characters reduced to 0.872. This implies that the outliers are important to the correlation; 
however, when we analysed just the outliers we found that the correlation was even lower, 
resulting in 0.439 and 0.757 for familiarity and average characters per sentence respectively.
Frequency
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Fig. 5.4: Frequency Distribution for the familiarity measure for each sentence in the Dundee Corpus
We examined the outliers and found that the two sentences with the highest duration were 
incorrectly annotated in the Dundee Corpus consisting of two sentences combined together 
shown next.
“(Watching John Ford's fine film of The Grapes of Wrath after 20 years, Steinbeck is 
galvanised when this 'lean, stringy, dark-faced piece of electricity walked out on the screen'). 
Even the 1966 text of a photo book on America and Americans, written when he had 
allegedly gone soft, is typically abrasive about his countrymen's taste for narcissism and 
racism: 'from the first we have treated our minorities abominably, the way the old boys do the 
new kids in school.'”
“Their complaint - that British schools are so uninterested in languages that European schools 
find it hard to arrange school exchanges - was nicely timed to catch the latest instalment of 
our continuing national debate about linguistic competence, which is conducted under the 
working title: 'Why are we so awful at languages?' With all due deference to Their 
Excellencies, and considerable trepidation, I would venture another view about the British 
and their linguistic abilities, and I do so from the rare - but thankfully not yet unique - 
position of being, by training, a British linguist.”
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Despite these sentences being annotated incorrectly, the rest of the outliers appeared to be 
appropriate sentences. Therefore the outliers are important to the correlation of the familiarity 
measure. To test whether the Dundee corpus has texts of varying difficulty, we compared the 
frequency distribution for the familiarity measure with the frequency distribution for another 
corpus. We used the English section of the MuchMore Corpus which consists of 7823 
medical abstracts obtained from the Springer Link web site. This corpus contains more 
technical and difficult texts than the Dundee Corpus. We performed a frequency distribution 
for each document in the MuchMore Corpus for the familiarity measure using a 100 
frequency bins. We used the 3-sigma rule to remove any outliers for both the MuchMore and 
Dundee corpora with and the results are shown in Fig 5.5.
Frequency
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300
250
200
150
100
50
71 81 9151 61413111 211
Dundee Corpus MuchMore Corpus
Fig. 5.5: Frequency Distribution for the familiarity measure for each document in the MuchMore Corpus
The results show that the MuchMore corpus has a similar distribution to the Dundee corpus 
with a skewed distribution to the left and a long tail, again indicating, that the majority of the 
documents are readable with relatively few difficult documents. However, the skew is not as 
far to the left indicating that the texts are more difficult. We determined the average, 
minimum and maximum values for familiarity, propositional density, Kincaid, Fog Index, 
SMOG and ARI for both the MuchMore and Dundee corpora with the results are shown in 
Table 5.5.
The results show that the MuchMore corpus has a wider range of readability than the Dundee 
corpus with the American school grade ranging from 3 to 44 in the MuchMore corpus 
compared to 9 to 16 in the Dundee corpus. The range for familiarity is also much larger in 
MuchMore with the minimum and maximum values far exceeding their respective values in 
the Dundee corpus. The propositional density measure shows that the MuchMore corpus is 
much more technical than the Dundee corpus with the minimum value in MuchMore 
approximately the same as the maximum in the maximum in the Dundee corpus. Therefore,
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the MuchMore corpus contains a wide range of text whereas the Dundee corpus contained 
mainly simple texts with a few more complicated sentences. This means that further work 
needs to be done with another eye-tracking corpus to assess the suitability of the new 
readability measures.
Text Measure Dundee Corpus Minimum Maximum Average
MuchMore Corpus 
Minimum Maximum Average
Flesch Kincaid 9.39 14.20 11.74 4.38 37.93 14.39
Fog Index 11.29 16.02 13.95 5.75 40.33 16.79
SMOG 10.36 13.64 12.42 6.94 30.38 14.70
ARI 9.49 15.08 12.27 3.56 43.17 13.91
Familiarity 1280 1935 1574 261 8344 1640
Propositional Density 27.72 35.52 31.58 35.41 90 55.69
Table 5.5: Comparison of readability measure scores for the Dundee and MuchMore corpora
5.2 Reader Assessments
5.2.1 Background
After the analysis with the eye-tracking data, we used another approach devised by Harrison 
and Bakker (1998) to further evaluate the readability measures. In this approach, two 
alternate versions of five sets of technical texts were created, with each version of the text 
having a different lexical density but with similar content and vocabulary. Fourteen 
university students, who were all native English speaking and aged between 18 and 40, were 
then asked which of the texts they found easier to understand. We used the results of this 
experiment to assess our familiarity and propositional density measures; however the texts 
were too short to evaluate the cohesion measure. We slightly revised the familiarity measure 
to give a percentage score by determining a maximum value. We used the maximum values 
of 50 words and 300 characters for a sentence. If  a tested sentence exceeded these values for 
words and characters, they were set to the maximum values. We also limited the number of 
words in the BNC frequency list based on Zipfs law (1949). Zipf theorised that the 
distribution of word use was due to a tendency to communicate efficiently with least effort. 
This means there are a few very common words, a middling number of medium frequency 
words, and many low frequency words. We can use Zipfs law as a rough description of the 
frequency distribution of words in human languages as Zipf proposed that 50% of words 
occur with frequency 1. We analysed the BNC and found that 52% of the words had a 
frequency of 1 and that by removing words with a frequency of less than 400, we could 
remove 98.35% of the corpus. Therefore, for the familiarity measure, we used a minimum 
BNC word frequency value of 400, when a tested word occurs in the BNC less than this 
value, or not at all, then its word frequency value was set to this minimum value. This means 
that each of our new measures of familiarity, propositional density and cohesion, all provide a 
percentage score which allows users to easily interpret the results.
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As our revised lexical density measure from Chapter 4 was based on the original lexical items 
per clause formula devised by Harrison and Baker in this experiment, we also included the 
results from that measure in our experiment. The results of the comparison of our revised 
familiarity measure (fcm), the propositional density measure (pd), the lexical cohesion 
measure (Ic) and three readability measures that were used in the original experiment, the Fog 
Index, SMOG and the Flesch Kincaid formula are found in Table 5.6. A high score from the 
reader score indicates that the text is easier, a high score from the other measures indicate that 
the text is harder. When a measure disagrees with the reading score or scores both texts 
identically, it is highlighted in bold and italic in the table. If a reader rated the two texts the 
same then their preference is omitted from the table.
Text Famil­
iarity
Prop­
ositional
Density
Lexical
Density
Kincaid Fog
Index
SMOG ARI Reader
Score
lA 2033 35.22 44.78 9.19 9.94 10.13 7.26 9
IB 19.20 50.00 47.22 9.11 9.8 10.13 8.37 4
2C 34.10 34.52 32.66 11.62 12.4 10.13 11.04 7
2D 62.61 39.53 34.88 19.33 18.7 11.21 21.21 2
3E 25.42 24.19 32.87 8.81 11.13 10.13 7.66 10
3F 22.05 35.06 35.06 9.14 10.00 10.13 7.26 4
4 0 34.74 32.52 34.81 12.58 15.64 14.19 12.29 7
4H 34.08 34.55 31.60 12.86 17.5 15.58 12.41 1
5J 27.62 22.53 35.44 10.76 14.97 13.82 9.02 14
5K 48.91 35.71 39.29 17.23 19.69 17.12 16.84 0
Table 5.6: Comparison of the results of various readability measures with the numbers of readers who found
which text in the pair easier
It was found that the propositional density was the only measures that matched the readers’ 
preferences. The two versions of text 4 scored very closely by propositional density and 
lexical density which was reflected by six people reporting that they were similar. Although 
there was a small difference, our revised lexical density measure predicted the second text as 
easier which disagreed with the reader selections. Test 2 also scored relatively close with the 
propositional density and lexical density measures which was reflected with five people 
stating that the versions of text 2 were the same. Despite the high correlation with eye- 
tracking reading times, it was found that the familiarity measure disagreed the most often 
with the reader preferences. However, it should be noted that this experiment consisted of 
technical texts and that there was no consistent agreement between the readers in any of the 
tests apart from test 5, therefore these differences are likely due to individual experience with 
the subject matter. When the familiarity measure was wrong there was only a small 
difference between scores indicating that, perhaps this measure alone is not enough to assess 
readability for these types of texts.
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5.2.2 Experiment
As these tests however still do not consider attributes of the reader such as their intelligence 
or existing knowledge of the texts, we devised our own readability test. This test would 
record not just the readers rating of the text, but also their interest and experience in the test 
samples. We gave subjects ten pairs of texts and asked them to complete a questionnaire after 
reading each pair. The subjects were asked on a four-point scale in relation to the test text: 
how often they read texts like it, how interested they were, how informative they found it and 
how well they understood it. Subjects were then asked which of the two texts in the pair they 
found easier and on a four-point scale, how much easier they found it. The two texts in each 
pair were ranged fi*om very similar with only a few minor changes to being entirely different 
texts. All the texts in the test were of varying complexity with some texts either being 
technical in nature, containing obscure words or struggling to stay on a particular topic. The 
two passages in each test (except test 3) always contained an almost identical amount of 
words but would vary on number of sentences, syllables and polysyllable words. A 
polysyllable word is defined as a word containing 3 or more syllables. The instructions for 
the experiment, all the tests passages and the reader questionnaire are shown in Appendix A.
In the experiment, test 1 contained two similar texts which had almost the same amount of 
sentences and syllables and the difficulty of the vocabulary was also similar. However, the 
first text could be considered rambling and barely managing to stay on topic, therefore this 
test would control for cohesion. Test 2 would control for vocabulary with two texts 
containing almost identical passages with some unusual words changed for more common 
alternatives. These two texts contained almost the same amount of words, sentences, syllables 
and polysyllable words. The passages fi-om test 3 were quite different with the first passage 
consisting of only five long sentences and 347 words and the second text containing 421 
words and 11 sentences. The first text could be considered humorous but consisted of long 
rambling sentences, whilst the second was more concise and about a technical topic. This test 
would control to see if long sentences could deter readers even if the passage had fewer 
words and was non-technical. Test 4 contained two almost identical passages but with 
changes for propositional density. For example, the compound noun ‘future interest rates’ 
was changed to ‘rates of future interest’ in the other passage. This test would control for the 
impact of un-bracketing compound nouns. The two texts in test 5 were chosen contained a 
similar amount of words, syllables and sentences, however the second test contained 29 
polysyllable words, significantly more than the 8 in the first text. This test would control for 
the effect these polysyllable words have on the reader.
The two passages in test 6 are almost identical with only two sentences altered, to change the 
implied meaning of the first text ftrom concerning price cuts of internet access, to public 
adoption of broadband internet. The substituted sentences contain the same amount of words, 
syllables, polysyllable words and sentences but have less cohesion with the rest of the text. 
This test will also control for cohesion, however the substituted sentences in the second text 
also have a slightly simpler vocabulary. Test 7 contains two passages containing four long 
sentences, whilst the number of words and syllables is similar. However the first text is a 
sample from a children’s book called ‘The End’ by Lemony Snicket. The author is known for
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his trademark wit and wordplay and the sample text contains extremely long sentences. 
However, the book has been given a reading level of ages 9 and up. A reading level is 
determined by the length of the book and the vocabulary level of the words used, however as 
the test is only using a sample from the book, the length of the book will not be a factor in 
this test. The book is easy to understand as it constantly refers to the same concepts, whereas 
the other text is a rambling text sourced from a magazine article barely containing a 
consistent theme. The test will control for cohesion as the number of sentences, words, 
syllables and polysyllable words are similar. The texts in test 8 are near identical with only 
the commas removed and replaced with full stops to create more, shorter sentences in the 
second text. This test will control for sentence length. The two test passages from test 9 have 
the exactly the same number of sentences, words, polysyllable words and syllables whilst the 
subject matter is entirely different. The first text discusses particle physics whilst the second 
is a fictional story. This test will control for word familiarity. Test 10 contains excerpts from 
two children’s books, ‘The Absolutely True Diary of a Part-Time Indian’ by Sherman Alexie 
which has reading level of 12 and ‘The Graveyard Book’ by Neil Gaiman which has a 
reading level of 9. The purpose of this test is to determine if the test participants and the 
readability measures agree with the books assigned reading levels.
5.2.3 Results
Between 25 and 45 school students aged 13-19 from the Frederick Irwin Anglican School in 
Mandurah, Australia participated in the experiment. The students responded on a four-point 
scale for how well they understood, how interesting, how informative and how often they 
read texts like the test text. The average score for each result is shown in Table 5.7 along with 
percentage of readers who preferred each text and the average value for much they preferred 
their chosen text, (Reading Score), also given on a four-point scale. It was found that on 
average, whichever text a reader found the most interesting always indicated their preferred 
text. In addition, whichever text the participants understood better, found informative or read 
similar texts the most often, strongly indicated which text they would find easier. Where this 
is not the case is highlighted in the table in bold and italic. Whenever the average scores 
disagreed with the reader preference, the difference between the scores was very small; 
perhaps these minor disagreements were due to the small sample size. For tests 4 and 5, the 
reading score disagreed with the preferred text chosen by the majority of participants, 
indicating that those who did not agree the consensus strongly preferred their choice on these 
tests. When examining the results individually, there was never more than 4 participants on 
each test who indicated that the text they found more interesting or read more often, was not 
the text they indicated to be easier. This indicates the significance of familiarity with the text 
and interest in the subject has on determining which text the participant found easier. 
Similarly, there were never more than 5 participants on each test who did not select the text 
they understood the most as their preferred text. When examining the text readers indicated 
as the most informative, no more than 7 participants indicated that the least informative text 
was not their preferred choice.
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Text How Well How How How Often % Reading
Understood Interested Informative Preferred Score
lA 2.38 1.91 2.33 1.78 13.33 2.50
IB 3.47 3.05 3.02 2.67 86.67 2.77
2A 1.93 1.60 2.27 1.50 13.33 1.25
2B 2.77 2.07 2.67 1.80 86.67 1.81
3A 2.44 2.00 2.47 1.91 31.25 2.20
3B 3.06 2.81 3.10 2.28 68.75 2.27
4A 2.26 1.85 2.56 1.67 40.74 1.82
4B 2.48 1.89 2.63 1.67 59.26 1.44
5A 2.69 2.24 2.45 2.14 75.86 2.05
5B 2.93 2.07 2.48 1.93 24.14 2.29
6A 2.16 1.96 2.48 1.88 48.00 1.27
6B 2.64 2.28 2.52 1.96 52.00 1.92
7A 3.36 2.88 2.76 2.64 88.00 2.36
7B 2.24 1.92 2.32 1.80 12.00 2.33
8A 2.68 2.56 2.60 2.60 36.00 1.33
8B 2.80 2.72 2.64 2.44 64.00 1.69
9A 2.04 2.09 2.61 1.83 34.78 1.63
9B 2.48 2.39 2.52 1.96 65.22 2.53
lOA 3.00 3.04 2.88 2.58 50.00 1.58
lOB 2.88 2.92 2.42 2.58 50.00 2.17
Table 5.7: Average scores and the reader preference score which text in the pair easier from subject responses
after each reading test
Table 5.8 shows each of the new measures alongside four common readability measures in 
comparison to the percentage of readers who preferred a text and their reading scores. We 
also devised a combined score, in an attempt to reflect reader preference more closely than 
any existing measure. This measure would be an average of the familiarity (fcm), 
propositional density (pd) and lexical cohesion (Ic) measures. As a high score from the 
cohesion measure indicates that the text is easier, we subtract the cohesion score from 100 to 
get a score for incohesion. This means that all three measures provide a score from 0 to 100 
with a high score indicating text difficulty. One measure can be given a higher weighting than 
the other measures based the intended readers of the text. Both the measures of propositional 
density and cohesion relate to the structure of the text and texts, which as we showed in our 
framework for readability analysis in chapter 4, will primarily affect readers with low 
intelligence. Therefore when writing for this audience, the weighting from these scores 
should be increased. The method for deriving the combined score is dependent on user 
preference with the weighting assigned to each measure variable depending on the abilities of
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the audience. For general purposes we propose deriving a combined score by giving the 
familiarity and propositional density measures twice the weighting of cohesion. This default 
method for determining the combined score was estimated based on the results from these 
experiments and our own approximation of their influence on readability. We used the 
incohesion score (instead of cohesion) in our experiment, so all the readability measures 
would score difficult texts with a higher number. It should be noted that a high score from the 
reading score indicates that a text is easier. When a measure disagrees with the reading score 
or scores both texts identically, it is highlighted in bold and italic in the table. Tests 2, 4, 6 
and 8 contained texts with only minor changes for vocabulary, propositional density, 
incohesion and sentence length respectively.
Text Kincaid Fog
Index
SMOG ARI Famil­
iarity
Prop
Density
In­
cohesion
Comb­
ined
%
Preferred
Reading
Score
lA 9.94 12.96 12.16 10.27 30.89 34.26 100 46.06 13.33 2.50
IB 9.80 11.54 10.58 10.75 32.46 38.03 88.89 45.97 86.67 2.77
2A 16.08 19.39 16.61 17.97 52.26 40.55 100 57.12 13.33 1.25
2B 15.68 18.42 15.72 17.14 49.31 39.70 100 55.60 86.67 1.81
3A 20.16 23.04 16.16 23.84 63.71 31.07 100 57.91 31.25 2.20
3B 14.22 16.54 14.94 13.78 36.74 42.08 100 51.53 68.75 2.27
4A 12.04 14.10 13.02 12.30 33.91 41.86 93.33 48.97 40.74 1.82
4B 12.06 14.17 13.02 12.25 34.25 40.96 93.33 48.75 59.26 1.44
5A 13.11 12.98 9.24 13.83 43.00 25.48 95.24 46.44 75.86 2.05
5B 11.54 14.59 13.38 11.87 35.37 34.52 100 47.96 24.14 2.29
6A 11.59 14.07 12.84 11.90 34.74 36.66 86.11 45.78 48.00 1.27
6B 11.59 14.07 12.84 11.59 33.53 33.69 94.44 45.78 52.00
1.92
7A 24.00 26.57 16.22 28.22 69.20 25.49 50 47.88 88.00
2.36
7B 23.64 26.75 16.83 26.91 73.39 27.60 100 60.40 12.00 2.33
8A 12.75 15.00 13.43 13.76 41.17 36.77 100 51.18 36.00
1.33
8B 9.65 11.81 11.54 9.78 27.26 38.56 100 46.33 64.00
1.69
9A 12.44 16.2 14.7 12.35 36.62 39.60 91.11 48.71 34.78
1.63
9B 12.44 16.2 14.7 12.76 34.23 33.66 91.11 45.38 65.22
2.53
lOA 6.72 8.19 7.55 6.53 23.76 30.30 99.05 41.43 50.00 1.58
lOB 6.72 8.33 7.01 6.82 24.31 30.13 98.72 41.52 50.00
2.17
Table 5.8: Comparison of the results of the new readability measures and their combined score against the total
reading score
For test 1, we controlled for cohesion and found that the majority of readers preferred the 
more cohesive text which was correctly predicted by the incohesion measure. The familiarity
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measure and prepositional density measure both indicated the wrong text as easier, but with a 
slight variance in their scores. All the other readability measures detected the more cohesive 
text as easier except for ARI. For test 2, the majority of subjects preferred the second text 
with simpler vocabulary which was correctly predicted for all measures. The results for test 3 
were surprising with the most subject preferring the second text which was more technical, 
over the more humorous text. The results show that subjects do not like long sentences, 
which was correctly predicted by all the measures except for propositional density. However, 
prepositional density measures technical content and it did assess the correct text as more 
technical. Test 4 contained two very similar texts with only minor propositional density 
changes due to the compound nouns being un-bracketed. The majority of subjects preferred 
the second text showing that the un-bracketing compound nouns improve readability. All of 
the measures only detected a slight change between the passages due to the minor changes. 
However, the decrease in propositional density did reflect reader preference, whilst the 
familiarity measure predicted incorrectly. For test 5, we controlled for polysyllable words 
with the second text containing considerably more of these types of words. Due to their 
prevalence for these types of words, the Fog index and SMOG formulas indicated this text as 
more difficult which agreed with the majority of readers. The propositional density measure 
indicated this text contained more technical content scoring a large difference in the scores 
for these passages. All the other measures disagreed with the readers and scored the first text 
as easier.
In test 6, there was not much agreement between readers as to which text was easier, which 
was reflected in similar scores across all the measures except for incohesion. The incohesion 
detected the more cohesive text as easier but some readers appeared to have responded to the 
implied difference in meaning or perhaps the slightly simpler vocabulary. The substituted 
sentences in the second text contained the same amount of words, syllables and polysyllable 
words which is why most of the existing formulas detected no difference. ARI detected a 
difference because this measure counts characters instead of syllables. In test 7, we again 
controlled for cohesion and found that the majority of readers did indeed prefer the book over 
the magazine article. All the formulas except for Kincaid and ARI correctly predicted the first 
passage as easier. The only measure to detect a significant difference between the texts was 
the incohesion measure which detected the reoccurring themes in the text which were missing 
from the other rambling passage. Test 8 controlled for sentence length over the same text, 
with the second passage altered for more, shorter sentences. It was found that subjects 
preferred the second text which was correctly predicted by all the readability measures except 
for propositional density, which detected a stronger density due to the shorter sentences. Test 
9 controlled for word familiarity due to both passages containing the same amount of 
sentences, words, polysyllable words and syllables. All of the existing readability measures 
failed to detect any differences between the two texts except for ARI. The ARI score counts 
characters instead of syllables which is why it detected a difference, albeit incorrectly due to 
longer words in the second text. The familiarity measure was the only measure to correctly 
predict the reader preferences and the propositional density measure scored the more 
technical text higher. Test 10 controlled for the children’s book reading level and we found 
that there was no majority of subjects who preferred a text. This result questions the
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significance of a book’s reading level for ages higher than the suggested reading age.
Interestingly, there was no significant difference between the scores for any of the measures, 
reflecting the indecisiveness of the participants.
The ARI measure was incorrect on four tests, with the Kincaid measure being incorrect on 
three tests and unable to detect a difference at all on another two tests. The Fog Index was 
incorrect on one test but failed to detect any differences between the passages on a further 
two tests. The SMOG formula was never incorrect but failed to detect a difference on three of 
the tests. Both the familiarity measure and propositional density were incorrect on three tests 
but detected a difference between the passages on all tests. The incohesion measure was only 
incorrect once but did not detect a difference on five of the tests. One of our three new 
readability measures always agreed with the reader preference on every test. When a text was 
significantly different (Not tests 2, 4, 6 and 8), the correct measure(s) detected a significant 
difference between the passages. Due on these results, the combined score was the only 
measure to be correct on every single test. However, the combined score detected no 
difference on test 6, but these texts were close in the number of readers who preferred them.
The test was subsequently performed on seven adult subjects who had experience reading 
technical texts. Again, it was found that whichever text a reader understood better, was 
interested in, found informative or read similar texts the most often, strongly indicated which 
text they would find easier. The order in which the passages were presented to the 
participants was varied but it was found that it had no effect on the reader’s choices. We 
changed the weighting of the combined score to reduce propositional density to reflect the 
reader’s experience. The new combined score gave the familiarity measure twice the 
weighting of both propositional density and incohesion. Table 5.9 shows each of the new 
measures, the combined score and four common readability measures compared to the 
percentage of readers who preferred a text and their reading scores. When a measure 
disagrees with the reading score or scores both texts identically, it is highlighted in bold and 
italic in the table.
The subjects in this test disagreed with the previous subjects on three tests. In test 4, which 
had minor changes for propositional density, it was found that the technical readers preferred 
the text with higher propositional density. This was likely due to the technical readers being 
familiar with the compounds nouns in the text such as ‘future interest rates’, and ‘bond fund 
investment’ which were un-bracketed in the second text. Subjects tended to prefer the first 
text probably due to their familiarity with the compound nouns and therefore did not find it 
easier rewritten in a longer form. In test 5, the school participants preferred the text with less 
polysyllable words and lower propositional density whilst the technical readers preferred the 
opposite, perhaps indicating that technical readers will prefer a more technical style of 
writing. Here, the technical readers preferred higher propositional density whereas school 
subjects favoured a lower score from this measure. For the school students, on tests 4 and 5, 
their reading score disagreed with the preferred text chosen by the majority of participants, 
indicating that those who did not agree with the consensus strongly preferred their choice on 
these tests. Again, this could indicate that those readers who did not agree, preferred technical 
writing.
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Text Kincaid Fog
Index
SMOG ARI Famil­
iarity
Prop
Density
In­
cohesion
Comb­
ined
%
Preferred
Reading
Score
lA 9.94 12.96 12.16 10.27 30.89 34.26 100 45.39 0 0
IB 9.80 11.54 10.58 10.75 32.46 38.03 88.89 44.86 100 3.00
2A 16.08 19.39 16.61 17.97 52.26 40.55 100 59.47 42.86 2.00
2B 15.68 18.42 15.72 17.14 49.31 39.70 100 57.53 57.14 2.75
3A 20.16 23.04 16.16 23.84 63.71 31.07 100 64.44 28.57 2.00
3B 14.22 16.54 14.94 13.78 36.74 42.08 100 50.46 71.43 2.80
4A 12.04 14.10 13.02 12.30 33.91 41.86 93.33 47.38 71.43 1.60
4B 12.06 14.17 13.02 12.25 34.25 40.96 93.33 47.41 28.57 2.50
5A 13.11 12.98 9.24 13.83 43.00 25.48 95.24 49.94 28.57 2.00
SB 11.54 14.59 13.38 11.87 35.37 34.52 100 48.13 71.43 2.80
6A 11.59 14.03 12.84 11.87 34.74 36.66 86.11 45.40 14.29 3.00
6B 11.59 14.03 12.84 11.56 33.53 33.69 94.44 45.74 85.71 1.83
7A 24.00 26.57 16.22 28.22 69.20 25.49 50 56.62 85.71 2.67
7B 23.64 26.75 16.83 26.91 73.39 27.60 100 69.55 14.29 1.00
8A 12.75 15.00 13.43 13.76 41.17 36.77 100 52.06 57.14 1.75
8B 9.65 11.81 11.54 9.78 27.26 38.56 100 44.07 42.86 1.33
9A 12.44 16.2 14.7 12.35 36.62 39.60 91.11 48.11 42.86 3.00
9B 12.44 16.2 14.7 12.76 34.23 33.66 91.11 45.49 57.14 3.25
lOA 6.72 8.19 7.55 6.53 23.76 30.30 99.05 40.13 28.57 2.00
lOB 6.72 8.33 7.01 6.82 24.31 30.13 98.72 40.36 71.43 2.00
Table 5.9: Comparison of the results of the new readability measures and their combined score against the total
reading score
In test 8, the technical readers preferred the passage with longer sentences, when the school 
participants preferred the shorter sentences. These texts were not technical but the subject 
matter was the same in both of them. The shorter sentences resulted in higher propositional 
density, which the technical readers usually preferred. Perhaps, technical readers favour long 
sentences because they are typical of technical writing so the technical readers are more used 
to reading them, even when the text is not technical. Unlike the school participants, the 
technical readers did show a majority preference on test 10 which was the text with the lower 
reading level. However, the size of the majority was not reflected by a significant difference 
in the scores from any of the readability measures. As the text is from fictional writing, 
perhaps this majority preference was due to individual personal opinions which were not 
filtered out due to the small sample size.
Using the technical reader choices, the current readability formulas were incorrect more times 
than previously. Now, the Kincaid, Fog Index and SMOG were either incorrect or detected
93
Evaluating the New Readability Measures _________Chgjpte^
no difference on five of the tests and ARI was incorrect on 6 tests. Both propositional density 
and cohesion were incorrect on an additional test each. Only the familiarity measure 
performance remained the same. As in the previous experiment, at least one of the new 
measures agreed with the reader preference on every test, however the combined score was 
incorrect on three of the tests. These were tests 6, 8 and 10 which all had a small majority of 
reader preferences with the school subjects and test 8 also had a small majority with the 
technical readers for the other text in the test. The small majorities show that there was not a 
clear preferred text in these tests and the discrepancy with the combined score might be due 
to the small sample size as previously mentioned. The alteration in weighting of the 
combined score changed which text was indicated as easier on tests 4 and 5. In test 4, text A 
was now indicated as easier whereas previously it was text B, similarly, for test 5 text B was 
now indicated as simpler instead of A. This change was reflected by the technical readers 
with a majority deciding that A and B were easier in tests 4 and 5 respectively. Previously, 
the school participants had indicated the opposite texts were easier in these tests.
For test 9, the majority for the second text was much smaller than with the school 
participants. We identified the three participants which preferred the more technical text and 
tested the effect of their interest on these scores by incorporating terminologies for the text 
the reader found the most interesting. The terminology used for test 9 is shown in Table 5.10. 
The revised scores for familiarity and propositional density using the terminology is shown in 
Table 5.11 alongside the selected subjects average ratings given on a four-point scale for how 
well they understood, how interesting, how informative and how often they read texts like the 
test text and their preferred text on the four-point scale totalled to get the reading score. It was 
found that for these readers, the familiarity and propositional density measures incorporating 
the terminology matched the reader’s preferred text.
Particle Physics Terminology
Antimuon Electromagnetic Mu meson(s)
Antiparticle Electron(s) Muon(s)
Cosmic Elementary particle(s) Neutrino(s)
Deceleration Emit Spin
Electric charge Lepton(s) Tau
Table 5.10; Terminology used for revising the familiarity and propositional density measures in the appropriate
test texts
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Text How Well How How How Famil­ Prop In­ % Reading
Under­ Inter­ Inform­ Often iarity Density cohesion Preferred Score
stood ested ative
9A 3.67 3.00 3.00 3.00 33.81 33.49 8.89 100.00 3.00
9B 3J3 1.67 2.00 2.67 34.50 34.23 8.89 0 0
Table 5.11: Comparison of the results of the revised through terminology readability measures and the subject’s
ratings for the test texts
5.3 SimpIeText Replacements
After the reader test, we performed an additional experiment to validate the ‘SimpIeText’ 
replacements we discussed in chapter 4 as a means for additional feedback. We used a current 
ISO standard, ISO/DIS 12620 and identified all the complex words and phrases in the 
document. The first 200 suggested replacements were analysed manually, with 33 individual 
replacements found to be suitable. Every further instance of these replacements was tested 
throughout the remainder of the document, 183 instances in total, to see if the replacements 
were appropriate in every instance. It was found that 65 of the potential 183 replacements 
were valid. Some replacements were appropriate in every further instance such as 
“comprises”, “in order to”, “permissible” and “thus”. However, some rarely had correct 
replacements and in particular ‘application’ and ‘component’ were never suitable again after 
their initial substitution. A large proportion of the proposed SimpIeText replacements were 
found not to be suitable within the contexts we encountered, however the potential remains 
for more in-depth analysis of these constructions. The suggestions, replacements evaluations 
are detailed in Table 5.12.
Having produced a limited number of effective substitutions, we calculated readability scores 
before and after the substitutions as shown in Table 5.13. Scores for all the readability 
formulas reduced slightly (Flesch Reading Ease is higher for an easier score). It should be 
noted that some substitutions, such as “important” for “essential” only affect the familiarity 
measure. As the number of syllables and characters are identical, this replacement will have 
no effect on the other readability scores. The results show that SimpIeText replacements can 
improve readability and can assist authors in ensuring their text can be understood by their 
readers.
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Phrase Replacement Occurs in Text Replaced % Correct
application use 17 1 6%
by means of by 2 2 100%
component part 68 1 2%
comprises is made up 4 4 100%
consequence result 1 1 100%
essential important 2 2 100%
frequently often 1 1 100%
in conjunction with with 2 2 100%
in order to to 4 4 100%
instances cases 3 3 100%
latest last 2 2 100%
nature type 1 1 100%
needed necessary 1 1 100%
permissible allowed 4 4 100%
provide give 19 3 16%
represent show 6 2 33%
requirements rules 4 2 50%
restrict limit 1 1 100%
revised changed 1 1 100%
specified given 5 4 80%
: 5.12: Replacements filtered from initial suggestions, with the number of times the replacement: 
correct throughout the rest of the document
Readability
Measure
Score Before 
Replacements
Score After 
Replacements
Fleseh Reading Ease 19.06 19.66
Kincaid 18.69 18.34
Fog Index 20.96 20.62
SMOG 17.64 17.49
ARI 18.51 18.11
Familiarity 46.73 46.05
Table 5.13: Readability seores before and after the SimpIeText substitutions
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5.4 Conclusion
In this chapter we evaluated the readability measures that we devised in the previous chapter. 
We used a series of methods to test the accuracy of the readability measures. Initially, we 
found that the familiarity measure has a high correlation with the existing readability 
measures showing that it is measuring aspects of text relating to difficulty. We then used eye- 
tracking information and found a high correlation for the familiarity measure with average 
sentence reading times for a document. This correlation was higher than those for the current 
readability formulas. We also found that simple document difficulty assessments of average 
word, syllables and characters per sentence had a high correlation with average sentence 
reading time, with characters per sentence having a higher correlation than any readability 
measures. Based on these results, we revised the familiarity measure to incorporate characters 
per sentence instead of words per sentence. This revised measure had the highest correlation 
with average sentence reading time for a doeument out of all the text measures. We then 
performed a sentence level analysis using the total reading time for a sentence to determine 
sentence difficulty. It was found that, whilst the familiarity measure had a high correlation 
with sentence reading time, it was slightly lower than sentence length. However the 
familiarity measure is still advantageous as it can determine the most difficult word in a 
sentence. Using the familiarity measure’s high correlation with reading duration, we devised 
a new formula for estimating the amount of time that can be saved with an improvement to a 
readability score. The benefit of this measure could be extremely beneficial for those sending 
written communication on mass. Corporations can determine how many man hours can be 
saved by their entire workforce reading an email with an improved readability score. 
Government bodies distributing information to the general public can increase the likelihood 
of their information being read by ensuring it is readable with a suitable reading time.
However, this measure is only a general estimate as readability is subjective and the ease at 
which a reader will understand text is dependent on their previous experience with that style 
of writing. People who only read technical texts will show a preference for that style of 
writing over children’s stories or simpler texts. Many students whose first language is not 
English will find scientific papers easier to understand than newspapers and magazines aimed 
at general audiences. By using test passages and questions for readers, we have shown that it 
is rarely unanimous which text people prefer, although we have shown that readers with 
similar interests and experience will prefer the same texts. By incorporating terminology that 
they are familiar into the readability measures with we are more likely to reflect their 
likelihood of understanding the text.
To further evaluate the readability measures, we collated ten pairs of texts for a reading 
experiment. The test participants were asked to read the texts and indicate which text they 
preferred, understood the most, found the most interesting, found the most informative and 
had the most experience with. The results show that in most cases the same text will be 
chosen for all of these questions. Surprisingly, the subjects did not choose the more technical
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text when the participants answered which text they found the most informative. Perhaps, 
some readers choose the text they gained the most information from and therefore the 
answered the text they understood the most. It was found that the text the reader found the 
most interesting, most strongly indicated which text they would find easier. However, this 
raises a question as to why the reader preferred their chosen text, did the reader find the text 
easier because it was more readable or did they find it easier because it was more interesting? 
It is difficult to answer this question. However, it is clear that the readability of a text is 
dependent on personal opinion with every text in the text being indicated as easier by some of 
the participants. There was no text in a pair that every participant agreed was easier. Further 
work needs to be done to determine if the same readers prefer the same types of texts. 
Additional texts are needed to establish a relationship between certain text properties and 
reader characteristics. Ideally there should be 10 texts based on each criterion to demonstrate 
that certain participants show a distinct preference for a particular text attribute. The need for 
a broader experiment is apparent but outside the scope of the current work.
We analysed the pairs of texts in our experiment using the readability formulas and found 
that the existing readability formulas failed to detect a difference between the measures or 
disagreed with the majority of readers on which text was easier on at least three tests. The 
new readability measures of familiarity, propositional density and cohesion detected a 
difference on all of texts, although they sometimes disagreed with the majority of readers. We 
devised a combined score of familiarity, propositional density and cohesion which 
consistently agreed with the text that was deemed easier by the majority of readers. This 
combined score was configurable depending on the target audience for the text. We repeated 
the experiment on a group of technical readers with a revised weighting to the combined 
score and found that, although the measure did not agree on three of the texts, the 
discrepancies in these instances could be due to the small sample size. However, further work 
needs to be done to assess the validity of the combined score.
We found that SimpIeText replacements can improve readability scores, showing that these 
substitutions can be used to provide feedback to users on how to unprove their text. In the 
next chapter, we will discuss practical uses for readability analysis and automated feedback 
such as SimpIeText. We identify the types of application that can help address the problems 
of message overload and message by incorporating a readability analysis. We implement our 
readability measures into a series of software prototypes which we believe can benefit users, 
by deploying the readability measures used in this chapter and providing the automated 
feedback discussed here and in the previous chapter. We explore the success of the 
implementing our readability methods and investigate whether the performance of the 
applications has been improved by using our analysis.
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6 Applications of the Readability Measures
In the previous chapter, we evaluated the performance of our new readability measures and 
found that they outperformed the existing readability measures based on eye-tracking data 
and test participant responses. Whilst the new measures seem to reflect reader responses more 
accurately than the existing measures, we want to encourage their uptake of these new 
measures. We decided to apply our measures to a series of applications to demonstrate the 
potential benefit to users if readability were more widely adopted. These applications would 
help reduce message overload and message complexity. Message overload can be reduced by 
finding appropriate reading material for the intended user. This is similar to the original aim 
of the first readability formulas which were devised to help educators select appropriate 
material for their students. The problem of message complexity can be addressed by 
providing authors with tools and assistance to help ensure that their documents will be 
understood by their intended audience. Over the years, readability formulas have been 
subsequently adopted by writers who use the formulas for improving and/or simplifying 
texts.
In this chapter, we discuss the two types of applications we implemented to tackle message 
overload and message complexity. We addressed message overload by implementing an 
information retrieval system which would remove unsuitable reading material for a particular 
audience. This system can help users find the information they are searching for by filtering 
or re-ranking search results based on the user’s reading ability. We addressed message 
complexity by implementing a word processing tool with added functionality for providing 
analysis and feedback on the writing quality. This application would implement readability 
analysis as an additional tool which could be used alongside the traditional spell and grammar 
checkers. In chapter 4, we discussed a framework for providing automated feedback which is 
shown again here in Fig 6.1. The framework describes how an application can assist users by 
providing additional information on writing quality using analysis from our new readability 
measures, terminology markup and SimpIeText replacements. Our new word processing tool 
would implement the processes described in this framework.
6.1 Information Retrieval
The first type of application we implemented was an information retrieval system which 
would use our readability approaches to find appropriate reading material for a user. The goal 
for information retrieval (IR) is retrieving doeuments relevant to a user’s information needs, 
however the Probability Ranking Principle (Robertson, 1977) states that descending 
probability of relevance to a query is the most effective way to present retrieved documents 
to the user. This generally appears to have been interpreted as generic relevance to a query on
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the basis o f  information in and across texts rather than relevance to the user. W e consider that 
the PRP should account for, am ongst other things, reading ability o f  the user, w hich  w ould  
provide for a ranking relating to the likelihood that a user w ould be able to understand 
content on any given  page. Currently, system s w ill largely produce the same results for 
experts in scientific fields as for novices, proficient readers, children, people w ith learning 
difficu lties, and so on. The W C AG  (W eb Content A ccessib ility  G uidelines) (C aldw ell et al, 
2 008) is trying to encourage w ebsites to be usable by people w ith  disabilities w hich  includes 
m aking content understandable through sim ple and clear language. I f  m echanism s can be 
produced to learn about the reading abilities o f  the user, system s can filter and/or re-rank 
results according to each reader.
/  Terminology
/ _______ Markup_______!
Discounted Difficulty
/
L
Familiarity
Measure
/  Propositional !  Density Measure
Cohesion
Measure
SimpIeText
User Selected Replacements
Terminology Extraction Feedback to User
-Recurring Themes
Fig. 6.1 : Framework for Generating Automated Feedback Using the New Readability Measures, Terminology
Markup and SimpIeText Replacements
U sing our approaches for measuring text readability, w e have undertaken experim ents to 
explore the relationship betw een readability and rank. W e retrieve search results from queries 
issued using the G oogle plug-in  for GATE (General Architecture for T ext Engineering) 
(Cunningham  et al., 2002). and apply our ow n im plem entations o f  a series o f  formulae to 
evaluate ranking. A  set o f  10 queries w as devised  to return a variety o f  results expected to be 
suited to different audiences. These audiences could consist o f  n ovices or experts in a 
particular subject matters or those w ith  reading disabilities. The queries included technical 
terms such as ‘m uon neutrino’ and ‘predicts u.s. inflation rate w hich  w ould  return texts
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presumably aimed at an advanced audience to schoolwork orientated queries such as ‘henry 
viii wives’ and ‘Stonehenge facts’. There were also queries covering technical subject matter 
that could potentially need to be understood by people with low reading skills or intelligence 
such as ‘mental health advice’ and ‘legal aid’.
As some of the existing readability formulas provide the reading age required to understand 
the text, we decided to use the average reading age from these formulas to assess the 
suitability of the search results. We used the formulas, Flesch Kincaid, Fog Index, SMOG, 
ARI to return the years of education required to understand each returned text. The first 100 
results for each query were re-ranked according to average reading age with the most 
readable documents ranking first. We then determined the number of results suitable for users 
with 10 years of education or fewer, and how many of the first 10 results would be suitable 
for the same assumed education level. As might be expected, we found that a large proportion 
of the returned search results would appear unsuitable for certain readers. We used 
Spearman's rank correlation coefficient to evaluate the impact of re-ranking in increasing 
order of readability (low to high) ranking and to show the small correlation between rank by 
reading age and search ranking (see Table 6.1).
Query Average
Readability
No. of Top 
100 suitable 
for Reading 
age 10
No. of Top 10 
suitable for 
Reading age 
10
Spearman’s
RHO
henry viii wives 8.85 76 9 0.049
pop music news 9.05 79 9 0.132
harry potter sales 9.29 77 10 0.078
stock market crash 9.84 79 9 -0.029
Stonehenge facts 10.22 65 4 -0.027
legal aid 10.49 56 6 0.115
mental health advice 10.63 65 8 0.063
children’s problems 10.95 54 7 -0.074
predicts u.s. inflation rate 12.15 30 4 0.108
muon neutrino 15.98 10 0 0.313
Table 6.2: The 10 search queries, with average readability for the first 100 results for these queries, the number 
of readable results if 10 years of education is assumed, and a correlation between readability ranked and original
ranking of the readability
For the most readable documents to be returned first, the rank by readability would need a -1 
correlation with the query ranking and none of our queries come close to that correlation. The 
‘muon neutrino’ query achieves the highest correlation coefficient of 0.313 indieating that the 
least readable results are returned higher than with other queries. This is probably due to sites 
about ‘muon neutrino’ containing a scientific style of writing generating high readability
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scores. Perhaps the majority of these websites readers prefer this style of writing more than 
the other queries.
For all of the queries, the eorrelation is very low indicating as we expeeted that readable 
results are not returned first. This low eorrelation indieates that the seareh ranking results are 
returning many unreadable results for users. In partieular, ‘stock market crash’, ‘Stonehenge 
facts’ and ‘henry xiii wives’ all achieved a very low correlation with rank by reading age 
which is troubling as out of all the queries, these queries were the most likely to be used by 
schoolchildren for their homework. Although the use of the page-rank algorithm and click­
through rate provide some measures of web site quality (users will avoid unreadable web 
sites), the use of readability analysis could provide an additional weighting to search ranking 
algorithms. Clearly, these existing algorithms for web site quality are not giving readable 
sites a high ranking.
We then applied our new readability measures of familiarity and propositional density to 
assess the readability and technieal level of the returned texts. The length of the returned texts 
was generally too short to apply the cohesion measure as this metric requires a signifieant 
number of sentences to deteet sentence bonds and most web pages did not contain enough 
text to determine a score. Table 6.2 shows the average familiarity and propositional density 
scores calculated by each measure, for the first 100 texts returned from eaeh query alongside 
the results from the Flesch Kincaid, Fog Index, SMOG and ARI formulas.
Query Familiarity Propositional
Density
Kincaid Fog
Index
SMOG ARI
legal aid 29.88 35.18 9.94 11.74 11.24 9.05
henry viii wives 30.52 29.19 8.19 9.96 9jW 7.26
stock market crash 30.64 29.96 9.01 11.01 10.78 8.56
mental health advice 30.76 29.64 10.05 11.39 11.02 10.05
Stonehenge facts 31.47 28.50 9.16 11.54 11.11 9.06
pop music news 31.83 32.97 8.53 10.17 9.81 7.70
children’s problems 31.90 30.06 10.22 12.05 11.47 10.08
harry potter sales 32.30 32.30 8^3 10.09 9.94 8.29
predicts u.s. inflation rate 35.56 33.31 11.34 13.64 12.60 11.01
muon neutrino 38.81 32.72 15.51 18.78 14.11 15.52
Table 6.2: The 10 search queries with familiarity, propositional density, Flesch Kincaid, Fog Index, SMOG and
API scores for the first 100 results
The results show that the query ‘legal aid’, whieh quite often needs to be understood by 
people with little technieal knowledge returned the most readable results aecording to our 
familiarity measure. However, the propositional density measure indicates that these texts 
eontained the most technieal content due to the consistent use of legal terminology, such as
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‘community legal adviee’ and ‘eonditional fee agreements’ which could deter some potential 
readers. Others queries whieh can affect those with little expertise, such as ‘children’s 
problems’ and ‘mental health advice’ managed to return texts amongst the lowest for 
propositional density. Documents returned by ‘pop music news’ tended to seore high for 
propositional density due to the amount of artist names and song titles, whieh are not treated 
speeially in our system yet. Results for ‘harry potter sales’ also scored highly due to sales- 
related descriptions - ‘Los Angeles-based Exhibitor relations’; ‘senior box-office analyst’ and 
with the actual book titles sueh as ‘Half-blood prinee’. The other readability measures rated 
the results from this query as among the simplest to understand, perhaps due to a number of 
short words such as ‘half ‘blood’ and ‘prince’. The documents returned by the queries, 
‘predict u.s. inflation rate’ and ‘muon neutrino’ were deemed the most difficult by all of the 
readability measures.
Our application of readability measures to IR demonstrates how they can impact ranking. 
Results can be filtered aceording to ability, or desire, of the user. If the user selects their 
reading age and interest/knowledge in a subject (or has it chosen for them) we can return 
doeuments that more elosely match their requests. Our results indicate that the most readable 
results are not ranked highest by IR systems, with the results of certain queries may even be 
unsuitable for as they can be beyond their reading ability. We suggest that the Probability 
Ranking Principle should account for the reading ability of the user to provide ranking 
relating to the likelihood that a user would be able to understand content. In addition, the use 
of readability analysis can provide an additional indication of web site quality alongside 
page-ranking and cliek-through rates to prevent poor quality website ranking amongst the 
top. However, further work is needed to ascertain whether users would find benefit in these 
re-rankings. User feedback is required on the results to determine the aetual benefit of re­
ranking results in this manner. Ideally, this would involve a prototype IR system 
ineorporating readability analysis whieh would allow for experiments where the users are 
able to enter whatever query they wish. The need for a broader experiment is apparent but 
outside the scope of the eurrent work.
6.2 Word Processing Tools
The seeond type of application we implemented was a series of word processing tools. 
Despite the many warnings about using readability formulas to improve writing, there is an 
inescapable temptation to use the formulas as a guide. Some writers have an obligation to 
deliver text to a specific readability level, such as those writing educational materials or 
health warnings to the public. However, clearly outputting a number is not enough to guide 
authors on how to improve their text. For a start, the author has to understand what the 
number means, for some readability formulas a higher number indieates the text is more 
difficult, for others it means it is easier. Some reeent readability analysis tools sueh as ‘Coh- 
Metrix’ (Graesser et al., 2004) deliver a substantial analysis but can leave easual users
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confused with the quantity of numerical data produced. This is because the tool is designed to 
be only used on academic texts making it un-eonfigurable and impractical for many authors. 
We devised a series of word processing tools that could assist authors when writing their 
documents. Each tool was prototype designed to implement our methods for readability 
analysis with the feedback from users used to improve the subsequent prototype. Three 
prototypes were created based on the processes for generating readability feedback described 
previously in Fig 6.1. The prototypes were implemented as software extensions to GATE, 
Open Office and Microsoft Word 2010 respectively with the processing elements employed 
by each prototype shown in Table 6.3.
The components of familiarity, propositional density and cohesion were implemented using 
their respective measures and reported the scores back to the user. SimpIeText replacements 
were implemented for each prototype by using the thesaurus containing words and phrases 
identified as verbose by either the Plain English Campaign or ASD Simplified Technical 
English. These phrases are identified within the text and any potential replacements for the 
expression for presented to the user. For example, by using SimpIeText feedback the author 
might decide to change the first sentence below into the seeond:
• ''According to our records, we must endeavour to maintain our objective''
• "Our records show, we must try to keep our goal."
Terminology markup and terminology extraction were also implemented in two of the 
prototypes. Any words or phrases identified as terminology using terminology markup would 
reduce scores for the familiarity and propositional density measures. Terminology extraction 
was used to provide suitable suggestions which could added to the terminology. Descriptions 
of each prototype are provided in the following sections.
Category Readability Component Implemented 
in GATE
Implemented 
in Open 
Office
Implemented 
in Microsoft 
Word
Language Familiarity / / /
Subject Terminology Markup / /
Structure
Propositional Density - / /
Cohesion - / /
Terminology Extraction / - /
Additional
Feedback
SimpIeText Replacements / / /
Table 6.3; Readability components implemented in each version of the Authoring Tool
104
Applications of the Readability Measures Chapter 6
6.2.1 GATE Document Authoring Tool
6.2.1.1 Design
For the first prototype, we combined our methods for measuring readability into a new tool to 
help authors of technical documents. The tool was primarily designed for authors of emerging 
ISO standards, although our approach is not limited to ISO standards alone. Based on our 
framework for readability analysis, we created new components for a Document Authoring 
Tool whieh was built into GATE (Cunningham et al., 2002). The GATE software allows for 
different processing resources to be run one after the other in a pipeline. A set of reusable 
processing resources for common NLP tasks is provided with GATE, which we used to lead 
into our newly devised processing resources. The pipeline for these resources is shown in Fig 
6.2, below, along with brief descriptions of each component to provide an indication of the 
approach. It should be noted that the readability analyser can be run at two separate points in 
the pipeline, the latter prior to committing changes.
1 Readability Anafyser
Readability Analyser
SimpIeText AnalyserTerminology Lookup
Annotation Controller
Linguistic Term Finder
ANNIE
Replacer
Keyword Extractor
Statistical Term Finder
Fig. 6.2: Pipeline for the prototype document content management system
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6.2.1.1.1 Terminology Lookup
To replicate the effect of expert knowledge in reducing text difficulty, we decided to annotate 
all the terminology in the document. The terminology for a domain can be provided by ISO 
who specify the valid terms in a field with their precise definitions to ensure the terminology 
is used correctly. ISO definitions follow the principle of substitutability which means that 
their definitions can replace the term in the text and still make sense in the context of the 
document. By annotating terminology and providing definitions, we can help authors to use 
the terminology correctly. In addition, novices in a subject field will also benefit from 
annotated terms and definitions as this action will help them to understand terms and 
comprehend the text. It is hoped this action will replicate expert knowledge and help make 
otherwise difficult text more readable to a novice.
The Terminology Lookup plug-in analyses documents and annotates term entries. The 
terminology annotations created by this plug-in are called ‘KnownTerm’. These annotations 
store the ID and the definition of their terms. The plug-in uses an ISO 16642 compatible 
XML-based terminological markup file containing a snapshot of the terminology collection. 
The terminology is available in both English and French, potentially providing some 
assistance for translators also. In this instance, extant terms are annotated using our own 
collection, though in future this could interoperate directly with an ISO Standards database.
6.2.1.1.2 Linguistic Term Finder
The propositional density measure uses the number of nouns in a sentence to determine the 
density of information in the text. Technical clauses are often expressed as compound nouns 
which can result in long and complex multi-word expressions and by using the linguistic 
techniques which inform the propositional density measure, we can detect these noun­
orientated forms of expression. These methods are a form of terminology extraction and they 
can help us identify potential new terms which might not be in the current terminology. An 
author can use this information to make their clauses or expressions less noun-orientated, or 
if the detected compound noun is appropriate, consider it as new terminology. The Linguistic 
Term Finder identifies candidate terms according to specified patterns of part of speech 
annotations (Jacquemin, 2001). Any sequence of consecutive nouns, or sequence of 
adjectives and nouns ending with a noun, is determined to be a compound noun and therefore 
considered as potential terminology. The process uses POS annotations created by the 
ANNIE POS tagger within GATE and therefore is run after the ANNIE tokeniser and 
sentence splitter. Multiword (noun) expressions which occur in the document with a greater 
frequency than the input parameter for the frequency threshold are annotated as 
‘LinguisticTerm’.
6.2.1.1.3 Keyword Extractor
The familiarity measure is also based on terminology extraction methods and by finding the 
most difficult words in the text, we can find terminology candidates. Like the familiarity 
measure, the Keyword Extractor calculates distributions of frequency and weirdness (Gillam, 
2010) and uses frequency information from the 100 million word tokens of the British 
National Corpus (BNC) to act as a reference corpus. The extent to which annotations are 
applied can be adjusted by modifying parameters for the distributions and their combinations.
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Frequently used words in the document which have a low frequency in the BNC, i.e. can be 
called “weird”, are annotated as ‘Keyword’. The extracted keywords may, in some cases, 
already be annotated as “KnownTerm”. This plugin only detects potential single word terms 
which are used as the basis for multi-word terms by the Statistical Term Finder (6.2.1.1.4).
6.2.1.1.4 Statistical Term Finder
The Statistical Term Finder takes input from the Keyword Extractor (6.2.1.1.3) and examines 
collocations of the keywords and identifies patterns occurring with statistical significance 
(Smadja 1993 and Gillam 2010). We use defined thresholds for identification: if a word
consistently appears in the user-defined neighbourhood size above the threshold value, it is
considered a potential new term. These new terms are annotated as ‘StatisticalTerm’. This 
can whole process can be undertaken iteratively (re-collocation).
6.2.1.1.5 SimpIeText Analyser
This plug-in identifies ‘SimpIeText’ phrases within the text and creates ‘SimpIeText’ 
annotations which contain information regarding the potential replacements for the 
expression. Up to five replacements can be stored within the annotation which also contains a 
“best replacement” feature which can be amended to contain the replacement the user 
considers the most suitable. If this feature is left blank, it signifies that none of the suggested 
replacements are suitable. This feature is used at a later stage by the Replacer (6.2.1.1.8) 
processing resource. The SimpIeText replacements were shown to be beneficial in the 
previous chapter.
6.2.1.1.6 Annotation Controller
The Annotation Controller is used to reduce the quantity of overlapping annotations being 
produeed by prioritising some annotations over others. It combines the ‘StatisticalTerm’ and 
‘LinguisticTerm’ annotations to create a ‘DiscoveredTerm’ annotation. These annotations 
contain information detailing whether the discovered term originated from linguistic or 
statistical analysis. This information is shown as ‘ValidLinguistic’ and ‘ValidStatistical’ 
accordingly. Any discovered term which is both linguistically and statistically valid is a 
strong case for addition to the terminology. The Annotation Controller is also used to reduee 
the quantity of overlapping annotations being produced by prioritising some annotations over 
others. If a term is already annotated as a known term, then that annotation takes priority over 
a discovered term annotation, which is excluded from consideration. A further consideration 
is that a diseovered term may contain a known term within it, in whieh case the discovered 
term annotation is retained. The annotation controller, by default, prioritises the SimpIeText 
annotations lowest, removing the SimpIeText annotations which overlap known term or 
discovered term annotations. This component was added after discovering that conflicting 
suggestions for improvements were being produced by the components operating in parallel. 
The priority of the annotations is set by the user, so for example discovered terms can be kept 
over known terms.
6.2.1.1.7 Readability Analyser
The Readability Analyser computes the number of words, syllables, sentences, eharacters and 
polysyllabic words contained within a document as required by current readability formulae.
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The formulae that are applied to the text are the Kincaid formula, Flesch Index, Fog Index, 
SMOG and ARI readability measurements as well as our new familiarity measure. The 
Readability Analyser can be run over the whole text after the tokeniser and sentence splitter. 
The readability analyser produces two annotations for users to examine called ‘Count’ and 
‘Readability’ which cover the whole text of a document. The ‘Count’ annotation stores the 
number of words, syllables, sentences, characters and polysyllabic words contained within a 
document. The ‘Readability’ annotation stores the results of the various readability 
measurement formulas. The analyser allows numerous readability annotations to be created 
and by preserving the scores over iterations of the document, the historic readability of the 
document can be values can be examined.
6.2.1.1.8 Replacer
The Replacer substitutes the text in a document with user-selected SimpIeText replacements 
(6.2.1.1.5). If no “best replacement” is selected, the text is left unchanged. In the process of 
replacing text, the replacer removes most of the existing annotations on a document. The only 
annotation left on a document by the replacer is the ‘Readability’ (6.2.2.1.7) annotation. This 
annotation is kept so that the user can compare the results of the readability analyser to 
previous executions. The replacer also creates a new annotation called ‘ReplacedText’ which 
covers the replaced text and stores the word or phrase originally in the document. Once the 
Replacer has finished, the whole procedure can be repeated. When the Readability Analyser 
is subsequently run, the effect the replacements had on the readability scores of the document 
are displayed and the user can decide whether any further replacements or additions to the 
subject terminology are appropriate.
6.2.1.2 Impact
To assess the performance of the Document Authoring Tool, two standards being developed 
at various stages of the ISO process, were analysed. The documents ‘Lexical markup 
framework (LMF)’ (at Draft International Standard stage) and ‘Syntactic Annotation 
Framework (SynAF)’ (at Working Draft stage) were chosen to show the output obtained from 
the various stages of the analysis. It was found that existing terms were used frequently 
throughout the text showing that, without definitions, the amount of terminology could 
confuse the reader. All known terms were annotated including those occurring with another 
term. For example, the known term ‘object language’ had another known term ‘object’ 
annotated within it. The annotation allows access to the definition for the term. An example 
of how the terms were annotated in the document ‘LMF’ is shown in Fig 6.3.
Using terminology extraction to identify new potential terminology, it was found that there 
were many additional possible terms. The numbers of known and discovered terms (total 
count) found in the two documents are detailed in Table 6.4. Similar to Terminology Lookup, 
a term annotated as a ‘DiscoveredTerm’ can have annotations within them. For example, in 
Fig 6.4, the potential term ‘annotation framework’ also contains the candidate term, 
‘annotation’. Discovered terms can also have known terms annotated within them. This new 
proposed term could then become an extension of the existing terminology. For example, in 
the same figure the discovered term ‘dependency information’ has the existing term
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‘information’ annotated within it. Similarly, the proposed new term ‘edge label’ incorporates 
the known term ‘label’. Decisions over the use of such relationships need to be considered. 
Examples of how the terms were annotated in the document ‘SynAF’ are shown in Fig 6.4.
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Fig. 6.3: A screenshot of the ‘LMF’ document in GATE displaying the ‘KnownTerm’ annotations
Document Known Terms Discovered Terms
Lexical markup framework (LMF) 466 3712
Syntactic Annotation Framework (SynAF) 96 1125
Table 6.4: The number of known and discovered terms in the standards
These experiments helped us to provide some additional commentary into ISO on several 
standards documents at various stages of the ISO process. There are a number of further 
evaluation efforts needed to assess the results being produced and to improve the formulation 
of feedback on the documents being analysed. The ideal outputs would be provided directly
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to standards authors prior to the submission of a document into the ISO processes, potentially 
leading to a reduction in the workload for the author and the reader.
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Fig. 6.4: A screenshot of the ‘SynAF’ document in GATE displaying the KnownTerm and DiscoveredTerm
annotations
6.2.2 Open Office Writer
6.2.2.1 Design
We decided to develop the prototype system from GATE into a word processor that could 
give authors a quick and clear assessment of their text and feedback on their work. Unlike the 
Document Authoring Tool, this software would be primarily aimed at authors writing general 
language texts but could be used for technical writing. The intention was that a more 
traditional document authoring tool would be more familiar to users and therefore 
demonstrate the usefiilness of the tool. We decided to develop an add-on to the Open Office 
word processor as OpenOffice.org 3 has an already established user base and allows add-ons 
to its software to be made available for any OpenOffice.org user. We created the readability 
report extension for ‘Writer’, the open office word processor, to implement our readability
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techniques. The extension incorporates components devised from our framework for 
readability and our new metrics for measuring word familiarity, propositional density and 
lexical cohesion. In this prototype, we did not implement any components for terminology 
analysis. The separate components, which consist of either a generated report or text 
annotation through SmartTags are detailed in the remainder of this section.
6.2.2.1.1 Familiarity Measure
The first generated report uses our new readability formula based on word familiarity which 
unlike the established readability formulas, can be applied to an individual sentence. This 
allows for the report to highlight the most and least readable sentences in the document. In 
addition, the report provides scores from the established readability formulas, ‘Flesch Easy 
Reading’, ‘Flesch Kincaid’, ‘Fog Index’, ‘SMOG’ and ‘ARI’. To help authors understand the 
signifieance of the readability values, a series of ratings were provided for each measure (inc. 
Familiarity), which grade a document as either ‘Simple’, Easy’, ‘Good’, ‘Challenging’ or 
‘Difficult’ using a series of threshold values. The threshold values set an equal distance apart 
and were devised using a series of test documents of varying difficulty to gauge an 
appropriate value. A screenshot of Open Offiee writer is shown in Fig 6.5 which displays the 
scores from each measure, their grading’s and the most and least readable sentences in the 
document. The menu for readability report plugin is also highlighted at the top right of the 
screenshot.
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Fig. 6.5: A screenshot of Open Office Writer report displaying the results of the readability analysis including 
the most and least readable sentences in the document
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6.2.2.1.2 SimpIeText SmartTags
SmartTags were developed in Open Office to highlight sections of documents and add 
contextual information. The readability report extension uses SmartTags to highlight difficult 
words and phrases in the text, similar to the SimpIeText Analyser in the GATE Document 
Authoring Tool. The user can click on the SmartTags and select a possible alternative from a 
list of suitable replacements.
6.2.2.1.3 Propositional Density Measure
To measure the structure of the text, we use our propositional density measure. This report 
analyses how many concepts and ideas are referred to in the text and was entitled the ‘Brain 
Overload Report’ to make it more accessible to the users. To help authors lower their scores, 
the report lists the most frequent multi-word expressions. Each expression is unpacked into 
its component expressions and a frequency count throughout the document is taken for each. 
The most frequent component expression is then used as a basis for unpacking the full 
expression. For example, ‘current account balance’ will be unpacked into either ‘balance of 
current account’ or ‘account balance which is current’, depending on which of the component 
expressions, ‘current account’ and ‘account balance’ are more frequent. If a suitable 
component expression is found, the full unpacked expression is suggested to the user as a 
possible way of rewriting the collocation. The separating glue words are selected depending 
on the Part-Of-Speech tagging of the concluding phrase in the rewritten expression. These 
rewrites increase the number of non-lexical words in the text and help lower the score. Texts 
intended for a general audience should score low on propositional density. As with the 
previous report, the resulting score is graded as either ‘General’, ‘Introductory’, ‘Scholarly’, 
‘Technical’ or ‘Specialised’ to help authors understand the impact their text will have on their 
intended audience. Fig 6.6 shows a screenshot from Open Office displaying the propositional 
density score, its grading and some alternative rephrases for frequent compound nouns in the 
document.
6.2.2.1.4 Cohesion Measure
The ‘Cohesion Report’ uses the cohesion measure to assess the quality of the text. The 
sentence with the highest score is highlighted in the report as the most representative of the 
document. For ftirther feedback, the report shows the words which are the strongest themes in 
the text. These are lexical words which were used the most often to create sentence bonds. By 
increasing the references to these themes the author can improve the cohesion of their text. 
Authors need to pay particular attention to sentences with no sentence bonds as these are 
adding nothing to the cohesion of the text. These can be seen by using the detailed report 
described in the next section. The cohesion measure is primarily useful for documents about a 
specific subject, fictional writing will often score low for cohesion. As with previous reports, 
a document will be graded as either ‘Creative’, ‘Meandering, ‘Consistent’, ‘Coherent’ or 
‘Fluent’.
6.2.2.1.5 Detailed Report
An option is provided for a detailed report which allows authors to view the readability score 
of each sentence in their document. The report is displayed in ‘Calc’, the Open Office 
spreadsheet application, and shows the results of each of the established readability measures
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and our new readability measures. The spreadsheet can be used to identify the most 
troublesome sentence in the document. This is particularly usefiil for examining the results of 
the cohesion measure, as sentences which are not adding to the cohesion of a document can 
be easily identified. Fig 6.7 shows a screenshot from ‘Calc’ displaying the resulting 
spreadsheet from the analysis.
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Fig. 6.6: A screenshot of Open Office Writer report displaying the propositional density score and some 
alternative re-writes for the frequent compound nouns occurring in the document
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Fig. 6.7: A screenshot of Open Office ‘Calc’ displaying the readability scores for each sentence in the document
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6.2.2.2 Impact
The add-on was made available on the Open Office website"  ^ in July 2009 and has since 
received over 12,000 downloads and positive user feedback from users, particularly those 
writing for a general audience. The plugin was also discussed favourably in numerous online 
journals and described as a useful addition to Open Office, such as Linux Planet^, Ostatic^ 
and The Lyceum^. The plugin has also been mentioned in blogs and forums where users have 
requested it as part of a ‘perfect writing environment’  ^ and as one of ‘Four Must Have 
Extensions for OpenOffice’ ,^ Developers of similar tools have also described ‘Some of the 
readability heuristics are incredible.’ ®^ It was not all positive, the plugin did receive some 
criticism from Linux Joumaf ^  who state that ‘in practice, readability depends heavily on 
context and the audience’. As we have discussed previously, readability is dependent on the 
reader which we have not addressed in this prototype. However, the large response to the 
plugin indicates that demand for word processors to go beyond simple spelling and grammar 
checking of text and provide more useful feedback is considerable. Screenshots from all of 
these links mentioned can be found in the Appendix B.
6.2.3 Microsoft Word 2010
6.2.3.1 Design
Based on the success of the Open Office plugin, we decided to implement our readability tool 
into Microsoft Word 2010 due to its large market share and extensibility through Microsoft 
Visual Studio. The tools expanded on the Open Office version by incorporating the 
terminology analysis from the GATE Document Authoring Tool. The aim was to create an 
all-purpose writing tool for both technical and non-technical writing. The Microsoft Word 
tool improves on some of the features of the Open Office plugin with a better GUI for all the 
reports. For example, instead of being shown in a separate report, the most and least readable 
sentences are now highlighted in the document. The tool also allows authors to import their 
own terminology, similar to the GATE tool or create their own terminology. These
http://extensions.services.openoffice.org/proiect/ReadabilitvReport. last accessed 30/06/12.
 ^http://www.linuxplanet.eom/linuxplanet/reviews/7066/l. last accessed 30/06/12.
 ^http://ostatic.com/blog/ten-productivitv-boosting-openoffice-org-extensions. last accessed 30/06/12.
 ^http://timelordz.eom/wiki/OpenOffice Tools and Tips, last accessed 30/06/12.
® http://user.services.openoffice.org/en/forum/viewtopic.php?f=30&t=48890. last accessed 30/06/12.
 ^http://mikeseidle.eom/tech/open-source/2011/03/fou-must-have-extensions-for-openoffice. last accessed 
30/06/12.
http://blog.afterthedeadline.com/2010/06/14/openoffice-org-grammar-checkers. last accessed 30/06/12.
" http://www.linuxioumal.com/content/openofficeorg-limits-readabilitv-and-grammar-extensions. last accessed 
30/06/12.
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terminologies can then be saved and re-loaded, allowing them to be used by other parties. 
The tool will automatically annotate the terminology in the text by inserting their definitions 
as footnotes. This allows readers to easily see the definitions for terms they might not be 
familiar with. Fig 6.8 shows a screenshot from the Microsoft Word tool where the most and 
least readable sentences have been highlighted in green and red respectively and the 
definitions for the terminology in the document is added through footnotes. The footnotes 
showing the definition for the annotated term can be automatically inserted or removed 
according to the user’s preference. The screenshot also show the layout of all the features 
along the ‘ribbon’ in Microsoft Office 2010. The readability ‘ribbon’ allows for each of the 
options to be easily accessible from a series of button along the top of Microsoft Word.
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worldwide, will recede. At some point, the flow of people into the 
workforce in developing countries such as China, which has seen a 
movement of workers from farms into factories, will slow, leading to | 
stronger wage pressures and prices, he says.
And the shift "may be upon us sooner rather than later," he says. 
Evidence: Prices of Chinese imports coming into the USA started rising 
earlier this year. That suggests that in the "next few years," 
inflation'"-*- will build unless action is taken.
Term : 'inflation ' - A rise in th e  general level of prices of goods and  services in an  econom y over a period of tim e.
’ Term : 'in te re s t r a te ' - An in te res t ra te  is the  ra te  a t which in te res t is paid by a borrow er for th e  use of m oney 
th a t they borrow  from  a lender.
* Term : 'in te re s t ra te ' - An in te res t ra te  is th e  ra te  a t  which in te rest is paid by a borrow er for th e  use of m oney 
th a t  they borrow  from  a lender.
"  T erm : 'globalization' - The increasingly global relationships of culture, people  and econom ic activity. M ost often, 
it refe rs  to  econom ics: the  global distribution of th e  production of goods and  services, through reduction of 
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Fig. 6.8; A screenshot of Microsoft Word 2010 plugin report highlighting most readable sentence in green and 
the most difficult in red, along with the terminology footnotes
The propositional density, cohesion and SimpIeText substitutions were also implemented 
with a better interface than in the Open Office version. These reports were shown in separate 
pop-up windows instead of being displayed in a new document. Fig 6.9 shows the window 
for the cohesion report showing the cohesion seore and grading for the doeument and the 
words which represent the most recurring themes in the text. The implementation of 
SimpIeText was also improved from the Open Office version by using a grammar checker 
style interface. The checker provides suitable alternatives for complex words and phrases, 
whieh if selected, can be inserted automatically into the text. Fig 6.10 shows a screenshot of 
the grammar checker style window showing a sentence from the doeument with a verbose
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word highlighted. The user can either select from one of the possible substitutions or choose 
to ignore all the alternatives and keep the text as it is.
Cohesion R eport
Measure
Low cohesion occurs when ne.v information is presented to the reader without making clear its 
correction  to v.hat has occurred pre'/iously. This score m easures how easy  your document is to follorw
Cohesion Score grades this text as FLUENT with a value of: 13 33 '
Improve Your Score
Low cohesion is caused by referrirg to many separate concepts and ideas Run a detailed report to 
see  w+iich sentences are scoring 0 and not adding to the cohesion of your document. You can raise 
your score by referring to these common themes in your document more often, particularly in those 
sentences scoring low on cohesion
Theme Cohesion ■*
n  11%
fed 6.67%
greenspan 6.67% _
year 667*/.
interest 4.44% 1
book 2 22%
chairman ,2.22%
come 2 22%
Done
Fig. 6.9: A screenshot of the Cohesion Report in Microsoft Word 2010 showing the cohesion measure score and 
grading for the document and the recurring themes which are adding to the document cohesion
SimpleText R eplacem ents
Suggestion:
Since late last summer, the financial markets in the United States 
and in a number of other industrialized countries have been 
under considerable strain
Replacements
Ignore
Replace
very much
important
great
Cancel
Fig. 6.10: A screenshot of SimpleText grammar checker style window in Microsoft Word 2010, showing the 
original sentence with the highlighted verbose word and four possible substitutions
As well as being highlighted through footnotes, terminology analysis was incorporated into 
the components. The use of terminology was tightly controlled with each new term needing 
to be added with its own specific definition. The author can create their own terms by 
entering their chosen words and phrases, or by using the automatically generated
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recommendations. A difficult word report is included to show authors the words which are 
the most likely to be unfamiliar to their audience. This report was akin to the Keyword 
Extractor in the GATE plugin. Potential multi-word terms were identified based on 
propositional density as described in the previous two prototypes. The Microsoft Word tool 
provides alternatives rephrases for the most frequent compound nouns in the document, 
similar to the Open Office version. However, the new tool allows these frequent phrases in 
the document to be added to the terminology. If  the user does not want to use the suggestion 
on how to rewrite the phrase, they can add the multi-word phrase to their terminology by 
entering a definition when prompted. In addition, words and phrase identified as terminology 
will also be considered as easier by the familiarity and propositional density measures. Any 
word identified as terminology will be given the average familiarity value for the document, 
to reflect its difficulty for an expert in the subject matter. Similarly, the propositional density 
measure will treat a long terminological phrase as one word, as in effect to an expert, the 
phrase is referring to one concept. This in effect serves to reduce the amount of technical 
information in the sentence. Incorporating terminology into the readability measures allows 
the author to tailor the calculations for their particular audience.
6.2.3.2 Impact
The word plugin was made available to download from the Microsoft pinpoint website. 
Since that time, it has received numerous positive feedback and reviews from journalists and 
school teachers and received a 4.5/5 rating. One of the reviews is shown in Fig 6.11. In 
future, we would like to ask users for more informed feedback by completing a questionnaire.
Pros
I love this plugin! It's very easy to get a quick view of the readability of the entire document, while also 
allowing you to zoom into the specific sentence readability. Especially like the syllables counting features, and 
the 6 grading scales. Right now. I'm using the "easiest/hardest sentence" tool to work my way through each 
paragraph until the final report is much easier to  read.
Cons
The only thing I would like to  see is the addition of a count of >3 Syllable words at the sentence level. 
Additional Comments
I'm currently using this tool to  study readability and improve an operations manual containing policies and 
procedures. The goal is to increase the compliance by making a manual that is easier to  read and understand. 
Great plugin and works perfectly for this task.
Fig. 6.11: Example review of the Microsoft Word plugin taken from the Microsoft pinpoint website
12 http://pinpoint.microsoft.com/en-gb/applications/readabilitv-plugin-for-microsoft-word-2010-12884923832. 
last accessed 30/06/12.
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6.3 Conclusion
The two biggest barriers to successful communication, message overload and message 
complexity can be reduced using applications which implement our approaches to readability. 
Current IR tools do little to reduce message overload by focusing on descending probability 
of relevance to a query without paying attention to the needs of the reader. Many experts see 
simplistic Wikipedia responses to their queries, which are aimed at a general audience and 
not able to answer their more specialized queries. Similarly, many novices have to wade 
through many search results beyond their expertise or reading ability. By re-ranking or 
filtering search results accordingly for a particular audience, we can help users find the 
information they are looking for more quickly. Readability can also be used to help filter 
substandard web sites by using a readability analysis of the text alongside other algorithms 
such as page-ranking and click through rate to indicate web site quality. Currently, readable 
web sites are not achieving high ranking in search results. However, by re-ranking according 
to readability, there is a loss of relevance to the original query. Care need to be taken to 
ensure that the ranking is not purely readability driven as no user needs results that are not 
relevant to their query no matter how readable they might be. We have taken the first steps 
towards this system by showing the potential results that can be achieved, however more 
work needs to be done to find the optimal balance between relevance to the query and 
relevance to the user. In addition, further work is needed to determine whether users find 
benefit in the re-rankings by collecting user feedback on the results.
The problem of message complexity can also be reduced using our approach to readability. 
Current word processors provide little feedback to authors on how to improve their writing, 
beyond the rudimentary spell and grammar checkers. We have implemented a series of tools 
to show authors to where their text is hard to understand and indicate how improve their 
readability scores and in turn their writing. These tools have been shown to be useful with 
reviews and feedback on the software being favourable with users appreciating the help that 
the automated feedback provides. Further work is needed to determine whether users find all 
the features of the tools useful, such as asking users to complete a questionnaire for feedback 
on the software. However, the positive response shows that there is demand for writing tools 
to deliver more feedback and offer more than just spell and grammar checking.
We have also implemented configurable readability measures, as the extent to which a reader 
will find a text difficult is dependent on the attributes of an individual reader. By using a 
personalised terminology, the user can choose which words they find easy which they want to 
be reflected in their readability scores. This ability to adapt the measures is useful for authors 
wanting to ensure that their writing will be understood by their intended audience. By 
incorporating the methods described here into IR systems and word processors, we believe 
we are finally providing a meaningful application of readability techniques which can reduce 
the problems of message overload and message complexity. Users of these systems currently 
would like to see these applications more closely tailored for their individual needs and by
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using the readability analysis techniques described in this chapter, we believe we can deliver 
the types of tools that users are looking for.
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7 Discussion and Outlook
In this thesis we have examined how to ensure successftil written communication. In any 
other form of communication, additional cues such as verbal, visual and vocal messages help 
communicators understand each other. The participants can also ask questions and provide 
feedback on the message. Written communication is limited with no means for immediate 
feedback and an inability to infer the intention of the message from pacing and tone of voice. 
When messages are misunderstood, it can waste time, money and damage the reputation of 
the sender. To help senders ensure successful communication, we have explored research 
from a number of different disciplines incorporating communication theory, readability 
analysis, NLP, psycholinguistics and corpus linguistics. We discussed how according to 
Shannon (1951), successful communication is dependent on the predictability of the message 
and so the likelihood of a message being understood is dependent on the reader’s experience. 
This includes the reader’s experience with the vocabulary and writing style or on a smaller 
level, it can mean that if a reader reads half of a document then their likelihood of 
understanding the rest of the document is based on how much of the document they have 
already understood. The difference between reader’s expectations for which words will occur 
next in the text and the actual word that occurs creates an information gap between the reader 
and text. The size of this information gap determines the likelihood of the text being 
understood.
The success of a written communication is therefore largely dependent on the reader’s ability 
to understand it. A four-year old will never understand Einstein’s theory of relativity, no 
matter how well it might be described. This means that any assessment of text quality needs 
to examine the intended reader. Message senders should be aware that some words can be 
misinterpreted or have a different meaning in different context. These problems can be 
avoided by using standardised terminologies were possible with clear definitions to avoid 
misinterpretations. The style of writing has an impact on whether the message is understood, 
more so for those not familiar with the subject matter. Message overload and message 
complexity can have a considerable effect on whether a message is understood. Message 
overload occurs when too much information is presented within a relatively small amount of 
text, giving the reader too much to process and causing them to get confused. Message 
complexity concerns the flow of information in the text and whether the information is easy 
to follow. These are aspects of text which relate to identified writing problems (Halliday and 
Martin, 1993) but have never been addressed by readability research. Current readability 
research mainly examines word and sentence length and led to the creation of readability 
formulas which aim to provide the percentage of the population that could comfortably 
understand a document. These measures are quick and easy to apply which has led them to 
become popular tools for assessing text difficulty. This popularity has come despite the 
limitations of the formulas, which can never attempted to assess the abilities of the reader or
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message overload and message complexity. Instead the formulas have focussed on easy to 
measure properties to determine the difficulty of writing.
These limitations have led to a substantial amount of criticism of the readability formulas. 
Once common criticism is that the formulas provide little feedback on writing quality, often 
leading to authors making changes to their text which despite resulting in a lower score, can 
in fact make the text more difficult to understand. Further problems arise if the user decides 
to use more than one measure as some changes to a text will score easier by some measures 
and more difficult by others. The formulas are also not much help if the author wants to know 
how well the target audience will understand their text. Some audiences will have more 
experience with subject matter than others and will be affected by the text differently. In 
addition, studies have shown that schoolchildren were not reading on the same level as they 
had been when the formulas were developed (Jacobson, Kirkland, and Selden, 1978). This 
means that the formulas are considerably out of date. There are many other aspects of text 
which are not addressed by the readability formulas such as the context, prior knowledge, 
interest level, difficulty of concept, and coherence. Clearly the readability formulas are not 
suitable for ensuring successful communication as the formulas do not provide the type of in 
depth analysis that users are looking for.
We devised our own readability analysis initially based on Oakland and Lane’s (2004) 
framework for text difficulty which incorporated text and reader factors. Their framework 
agrees with our analysis of text difficulty in that much of the criteria that causes text to be 
misunderstood are related to the reader expectations, which are based on their prior 
knowledge and interest level, and are not physical properties of the text itself. If the reader is 
already aware of the information in the text then the information gap is small, however if the 
reader knows little about the topic then the gap will be large and the important of the quality 
of the writing becomes more important. We matched Oakland and Lane’s reader factors to 
specific text qualities to show how different types of readers are affected by different 
properties of text. These connections were categorised as language, structure and subject and 
led to the development of our new readability measures. The first measure was the closest to 
the existing readability measures in that it used the number of words in a sentence to 
determine sentence difficulty, but instead of word length to determine word difficulty, we 
used word frequency. The other two measures were concerned with the structure of the text 
and related to information density and cohesion. The propositional density measure assessed 
the density of information in a text based on the amount of single and compound nouns in a 
sentence. The cohesion measure used theory from automatic summarisation to determine how 
easy the text was to follow. The familiarity and propositional density measures could also 
have their resulting scores influenced based on the amount o f terminology in the text. The use 
of terminology reflects the author’s assumed knowledge of the reader and as these words and 
phrases are more likely to be known to the reader their difficulty is reduced in the formula 
calculation.
We evaluated our readability measures using eye-tracking information and reader 
questionnaires over short passages. The results showed that the familiarity measure and 
simple measures of text properties such as average words, syllables and characters had a
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higher correlation with reading time than the current readability formulas. However, the 
familiarity measure had a lower correlation than the average number of characters per 
sentence which achieved the strongest correlation out of the text assessments. We decided to 
incorporate both length and frequency into the familiarity measure by counting the number of 
characters in a sentence instead of the number of words. This revised familiarity measure 
produced the highest correlation (0.906) with reading time. We repeated the experiment at 
sentence level and found that sentence length in characters, syllables and words had a higher 
correlation with reading time than the familiarity measure. However the familiarity measure 
can indicate the most difficult word in a sentence with only a slightly lower correlation. This 
strong relationship between the familiarity measure and reading time allowed us to create a 
new formula which can determine how much reading time can be saved with an improvement 
to readability using the familiarity measure. We also found that the new measures can be used 
in combination, to more closely reflect user preferences than the existing measures, when we 
performed our own reading experiment. In this experiment, the subject was given a set of 10 
tests, containing a pair of short texts and was asked which passage they found easier. The 
existing readability measures failed to correctly predict the reader preference or detect any 
difference between the passages on at least three of the tests. Our combined score from the 
measures successfrilly matched the reader’s choice in every instance and always gave a 
different score to each text. In addition, when targeting technical readers, we found that the 
weightings in the combined score can be altered to reflect their preferences. The technical 
reader’s preferred different texts on two tests with a strong majority that were different to the 
previous test participants. This change in preference was detected by the re-calibrated 
combined score, although further work needs to be done on a larger sample size. To reflect 
expert knowledge of readers, we showed how the scores for familiarity and propositional 
density could be reduced by using identified terminology in the text.
We incorporated our readability methods into two types of software application, one for 
information retrieval to address message overload and for document authoring to tackle 
message complexity. These applications were based on the two most common uses for 
readability analysis; selecting appropriate reading material and assisting authors with 
feedback on how to improve their writing. The IR application found that there were many 
results for some queries which could be beyond the understanding of those reasonably 
expected to read them, such as those for ‘legal aid’ and ‘mental health advice’. By re-ranking 
or filtering search results accordingly for a particular audience, we can help users find the 
information they are looking for more quickly and avoid unsuitable reading material. We also 
applied our readability analysis to a series of word processing tools. These tools provided 
users with a readability score, graded documents to help users understand the significance of 
the score and provided a range of feedback on how to improve the score. This feedback 
included suitable alternatives for verbose words, alternative rewrites for frequent compound 
nouns and recurring themes to help increase cohesion. The tools also allowed users to add 
their own terminological words and phrases. These terms could be presented to the user with 
definitions to help them to interpret them correctly and be used reduce scores for the 
familiarity and propositional density measures. The user could also identify difficult words 
and phrases in the document for possible inclusion into their terminology. The document
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authoring tools proved to be very successful when released to the public with positive 
feedback, recommendations on blogs and over 12,000 downloads. However, further feedback 
is needed through formal questionnaires to determine the full extent of how useful users find 
these tools.
7.1 Possible Impacts
The outcome of this work can benefit anyone wishing to communicate in writing, whether 
there are targeting a general or specialised readers. For those wishing to send information to 
the general public, the new measures and automated feedback can help ensure that the sent 
message will be understood by a mass audience. This is particularly useful for government 
departments wanting to distribute public information such as public safety announcements. 
The formula for determining reading speed based on a score from the familiarity measure can 
help ensure that a text will not take too long to read and prevent readers from abandoning 
important information. If the user wants to target a more technical audience, they can import 
their own terminologies to get a revised score for their particular audience. The research can 
also benefit corporations and businesses where internal communications can be improved and 
assessed for writing quality. The formula for assessing the amount of time saved through 
improved readability can assess the total time saved for a whole business workforce reading 
internal memos and emails. The use of terminology also encourages business to develop their 
own specific texts for managing knowledge and practices. The word processing tools we have 
developed have been successful and received positive feedback from the users. This 
demonstrates that there is demand for software that can accurately assess readability and 
advise users on how to improve their texts. This software can be used by anybody wishing to 
communication in writing and to any audience as long as they can obtain or produce a 
suitable terminology. These tools also help to encourage standardisation through the uptake 
of terminologies.
These methods for assessing readability can also be used as a form of search personalisation 
where only reading material suitable for the users will be returned from search queries. 
Returned texts can be re-ranked or removed altogether according to the reader’s ability and 
experience with the subject matter. There is already work on assessing the text quality of 
websites with Gelman and Barietta (2008) applying a spelling error rate as a metric to 
indicate the degree of quality of websites. There methods involve using a set of ten frequently 
misspelled words and hit counts from a search engine. With the prevalence of the internet for 
common household chores such as paying bills, there is increasing demand for measures of 
textual Web accessibility, particularly for those with language and visual disabilities. The use 
of readability measures can more reliably assess website quality and suitability for a 
particular user.
Readability can also be applied to fraud detection and deception. Subramanian, Insley and 
Blackwell (1993) tested the relationship between company performance and the readability of
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annual reports. They found that the annual reports of good performers were easier to read 
than those of poor performers. Li (2008) also established a link between readability and 
deception when measuring the readability of public company annual reports. It was found 
that the annual reports of firms with lower earnings were more difficult to read whilst the 
more successful firms had annual reports that are easier to read are more persistent. This 
implies that managers may be trying to obfiiscate adverse information from investors by 
deliberating making their documents difficult to read.
7.2 Future Work
We have discussed how the word expectancy of the reader plays a significant role in 
readability with the difference between the actual word in the text and the reader’s 
expectations affecting the likelihood that a reader will understand it. We can amend the 
familiarity measure to reflect an individual’s expectations by using a personalised word 
frequency list instead of using corpus frequency list such as the BNC. The BNC was created 
in 1993 rendering the list out of date with words such as ‘email’ occurring with a much lower 
frequency than they would today. There is already work collecting information about reading 
habits on e-books such as how far readers get in particular books, how quickly they read and 
how readers of particular genres engage with books^^. Further information such as the 
frequency of every word they read can be collected allowing for a personalised word 
frequency list. This would allow every reader to receive a readability seore for an article or 
book specifically for them. Whilst, we have shown a strong correlation between the 
familiarity measure and reading time, this correlation needs to be validated on a corpus 
containing more difficult texts. In addition, frirther work needs to be done on the combined 
score using other text corpora and reader assessments. We have shown how the measure can 
be calibrated for a small sample of technical readers but further verification is required for 
different readers and writing styles.
One of the problems with the current readability formulas is that they do not assess the 
semantic content of a sentence. All the readability measures will score a text the same with 
reversed word order than they would if it was assessed with the correct word order. This flaw 
also extends to our new readability measures as both familiarity and cohesion will score texts 
the same regardless of word order. The only measure that would be affected is the 
propositional density measure which considers adjectives followed by a noun. However, this 
will only create a slight change in the score. To correctly incorporate word order into a 
readability measure would require a more complex analysis involving some form of parse 
based measure involving the use of bigrams. The problem with these types of measures is that 
they are computationally expensive and the appeal of readability measures is that they are
http://online.wsi.eom/article/SB10001424052702304870304577490950051438304.html, last accessed 
30/06/12
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quick and easy to apply. Using parse based methods and bigrams (or ngrams) is too complex 
to allow for a quick assessment of readability. These methods require considerable processing 
and resources which could not be processed on local desktop computers and would require 
access to more powerful machines. There are large publicly available systems available for 
substantial processing known as cloud computing systems. Most cloud systems are used for 
storage, such as Google Docs which allow users to store their documents on a remote storage 
device. These systems could be used to perform an advanced analysis of text documents 
incorporating bigram information and parse based sentence complexity measures. However 
there are privacy and security issues with using these services. Some users may not want their 
confidential written documents to be sent over the internet. Any such analysis would need to 
make it security limitations clear or be run only on private networks.
We have applied our readability methods to information retrieval where we re-rank search 
results according to its readability. However, this re-ranking results in a loss of relevance to 
the original query. Further work needs to be done to find the optimal balance between 
relevance to the query and relevance to the user. There is already work on web accessibility 
and web personalisation and there is much potential for using readability analysis to assist 
work in these areas. Web personalisation in particular already provides different content 
based on previous purchases from web sites, this could be easily extended to displaying 
different texts to website users. For example, recent research suggest that many Wikipedia 
articles may be ‘too sophisticated’ for their readers (Lucassen, Dijkstra, and Schraagen, 
2012), therefore imagine a Wikipedia website where simple explanations were given to 
novices and the latest scientific developments were given to experts. The resulting webpage 
would be displayed for the same query but with additional information about the user, 
possibly gathered from a website cookie.
The need for readability and the personalisation of written information is becoming 
increasingly necessary in the digital age. As we have discussed readability research started 
over 100 years ago, by Thorndike who spent 10 years compiling a word frequency list. We 
can now compile substantially larger word frequency lists in a fraction of that time, due to 
advances in computing. The prevalence of frequency information has never been greater than 
it is now, due to amount of written information available. This surge of information has 
created an ever more urgent need to filter and personalise information according to quality 
and suitability for the user. Readability research may have started over a century ago but we 
now have the means to implement readability more successfully than ever before and apply it 
to an increasing interesting array of modern problems.
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Glossary
ANNIE A Nearly-New Information Extraction System is distributed as a component
of GATE and consists of a number of NLP tools such as POS Tagging and 
sentence splitting.
AFNOR Association Française de Normalisation is the French national organization
for standardization and its International Organization for Standardization 
member body.
ARI The Automated Readability Index is a readability test devised by Smith and
Senter (1967) which relied on characters per word, instead of the usual 
syllables per word.
ASD The Aerospace and Defence Industries Association of Europe, which
succeeded AECMA (European Association of Aerospace Industries) 
represents the aeronautics, space, defence and security industries in Europe in 
all matters of common interest.
BNC The British National Corpus is a 100 million word collection of samples of
written and spoken language from a wide range of sources, designed to 
represent a wide cross-section of current British English.
GATE General Architecture for Text Engineering is a commonly available, open
source NLP development framework.
GUI Graphical User Interface used in computing as a type of user interface that
allows users to interact with electronic devices using images rather than text 
commands.
IR Information Retrieval, the activity of obtaining information resources relevant
to an information need from a collection of information resources.
lEC The International Electrotechnical Commission is a non-profit, non­
governmental international standards organisation that prepares and publishes 
International Standards for all electrieal, electronic and related technologies -  
collectively known as "electrotechnology".
ISO The International Organisation for Standardisation, widely known as ISO, is
an international standard-setting body composed of representatives from 
various national standards organizations.
MCU Mean Clauses per Utterance, a syntactic complexity measure devised by
Kemper et al. (1989).
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MLU Mean Length per Utterance, a syntactic complexity measure devised by
Brown (1973), which stems from observations that most advances of 
morphological and syntactic skills result in longer utterances by children.
NLP Natural Language Processing is a field of computer science, artificial
intelligence, and linguistics concerned with the interactions between 
computers and human (natural) languages.
POS Part of Speech, used in linguistics as a category of words which include nouns
and verbs, among others.
SMOG Simple Measure of Gobbledygook was developed by G. Harry McLaughlin as
a measure of readability that estimates the years of education needed to 
understand a piece of writing.
SPLT Syntactic Prediction Locality Theory, a syntactic complexity measure devised
by Gibson (1998). SPLT conceptualizes syntactic complexity as comprising 
two distinct but related components: a memory cost and an integration cost.
STE Simplified Technical English is a controlled language originally developed for
aerospace industry maintenance manuals. It offers a carefully limited and 
standardized subset of English.
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Appendix A
Readability Workshop
U niversity o f  Surrey  
Introduction
T he re a d a b ility  w orksho p  run by th e  U n ivers ity  o f Surrey aim s to  d e m o n s tra te  w h a t is m e a n t by 
re ad ab ility  and h o w  to  he lp  p artic ip an ts  w r ite  d ocum en ts  w hich  w ill be und ersto od  by th e ir  ta rg e t  
au d ience. Readers are  m o re  likely to  gain in fo rm a tio n  fro m  te x t th a t  is w r itte n  a t th e ir  level o f 
u nd ers tan d in g  and in a m a n n e r th e y  w ill find  in teres ting . This w orksho p  w ill p e rfo rm  a read ing  tes t 
on partic ip an ts  w hich  w ill help  th e m  und erstan d  th e  d iffe ren ce  b e tw e e n  c lear and confusing tex t.
W e  w ill expla in  h o w  te x t can b eco m e co m p lex  and dense w ith  in fo rm a tio n  and h o w  th ese  aspects  
a ffe c t readers w ith  d iffe re n t characteristics. Finally, w e  w ill in trod u ce and d e m o n s tra te  a to o l 
in c o rp o ra ted  in to  M ic ro so ft W o rd  2 0 1 0  w hich  w ill help  d o c u m en t au th ors  p roduce te x t fo r th e ir  
in te n d ed  au d ience. The tools p erfo rm s a series o f repo rts  w hich  help  au th ors  id e n tify  w hich  parts o f 
th e ir  te x t are  d ifficu lt to  u nd erstan d . For au th ors  w ritin g  to  gen era l aud iences, th e  to o l can 
re co m m en d  a lte rn a tives  fo r  co m m o n  verb ose w o rd  and phrases. For th ose w ritin g  m o re  technical 
tex ts , th e  to o l gives th e  o ptio n  to  c rea te  a te rm in o lo g y  specific to  th e ir  to p ic  o f in te res t w hich  w ill 
lo w e r scores on th e  repo rts  and ensu re  co rrec t usage o f specific te rm s .
Readability Test Instructions
T h e  re a d a b ility  te s t consists o f 10 pairs o f te x t passages and corresponding  question n aires . Each te x t  
passage is arou n d  2 0 0 -2 5 0  w ords.
W h e n  g iven a pair o f tex ts  you m ust read  passage 'A ' firs t, fo ilo w e d  by passage You are  fre e  to  
read  th e  passages a t yo u r ow n  speed.
W h e n  you have fin ished  read ing  both  passages you w ill need  to  c o m p le te  a q u estio n n a ire . The  
q uestio n n a ires  are  th e  sam e fo r  each set o f passages and consist o f a series o f s im p le questions. 
O nce you have fin ished  th e  q u e stio n n a ire , m o ve o n to  th e  n ext p a ir o f passages.
T ry n o t to  o verth in k  yo u r answ ers and respond in tu itive ly .
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Test 1
Passage 1
I have a s ix -year-o ld  son w h o  know s th e  d iffe re n c e  b e tw e e n  a p ro to c era to p s  and a d ip lodocus like  
he know s th e  d iffe ren ce  b e tw e e n  baked  beans and s tra w b e rry  ja m . H o w eve r, he has b een  to  th e  
N atu ra l H isto ry M u seu m  dozens o f tim e s  and it no lon g er lights his fire . W h e n  I to ld  h im  ab o u t th e  
ich thyosaur p eb b le-d ash in g  parts o f C am b ridg esh ire  w ith  shellfish, h o w e v e r, he w as all ears. He w as  
pla in ly en th ra lle d  by th e  idea th a t  an yth ing  Jurassic m ig h t b eh ave  in th e  sam e w a y  as he did th e  
o th e r n igh t a fte r  a tu m m y  bug b ro u g h t up his sp ag h etti bolognese. M ig h t b eh av e , b e tte r  still, like  
Bart S im pson. W h a t  is n eed ed  n o w  is fo r  an en terp ris in g  ch ildren 's te lly  p ro du cer, perhaps th e  
person beh in d  th a t s ickeningiy cu te  d in o sau r B arney, to  m ake a show  a b o u t tw in  ichthyosaurs called  
Ralph and H uey. And th e  th o u g h t also occurs th a t  som e g rad u a te  s tu d en t m ig h t w a n t to  consider a 
thesis on th e  en th ra llin g  h is tory o f v o m it. I w as once show n round a v o m ito riu m , w h e re  m iddle-c lass  
Rom ans w e n t to  bring back th e ir  d inners . It w as fascinating . But I can 't fo r  th e  life  o f m e  re m e m b e r  
w h e re  it w as. For P e terb orou g h 's  sake, n o t th e re , I hope.
Passage 2
The fas t-fo o d  g ian t M cD on ald 's  w as tak en  to  co u rt yes te rd ay  by dozens o f p e o p le  w h o  cla im  to  have  
been  scalded by th e ir  h o t drinks. T he 3 6  vic tim s, m o st o f w h o m  are ch ild ren , c la im  th a t  th e  cups 
used by M cD on ald 's  w e re  n o t su itab le  and th a t  th e  te a  and co ffee  w as to o  h o t, th e  High C ourt 
h eard . T im o th y  H orlock QC, rep res en tin g  th e  g roup, said ch ild ren  w e re  p a rticu la rly  a t risk fro m  being  
scalded, w ith  a t least 16  c la im ants aged  fo u r o r u n d e r a t th e  t im e  o f th e  accident. 'This is n o t 
surprising since, according to  th e  d e fen d an t's  o w n  statistics, 60  p er cen t o f accidents to  th e ir  
custom ers h appen  to  ch ildren  u n d er 10 ,' M r  H orlock said. He said th e  com pany 's  m a rk e tin g  s tra teg y  
w as designed to  a ttra c t young  custom ers . He said m any p eo p le  did n o t realise  th e  drinks served  a t 
M cD on ald 's  w e re  o ften  fa r  h o tte r  th a n  a t h o m e. 'Th ere  w as no ex p e c ta tio n  on th e  p a rt o f th e  
g en era l public th a t  a burn fro m  one o f th ese  drinks could  resu lt in in juries n eed ing  skin g rafts ,' M r  
H orlock said. M r  H orlock to ld  th e  p re lim in a ry  hearing  th a t  M cD o n a ld 's  w as a w a re  o f th e  d an g e r and  
w as n eg lig en t in n o t tak in g  m easures to  p ro te c t its custom ers . M cD o n a ld 's  is co n testin g  th e  action . 
The h earing  continues to d ay .
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Test 2
Passage 1
Tod ay in th e  European P arliam en t's  ch am b e r in Brussels, m en  and w o m e n  fro m  n um erous European  
nations w ill g a th e r to  begin discussing a co n stitu tio na l s e tt le m e n t fo r Europe. Europe has a 
co n stitu tio n  n o w , o f course, b u t, in its various o ffic ia l languages, it runs in to  lite ra lly  m illions o f 
pages o f leg is la tion , council decisions and com m ission d irectives, know n co llective ly  as th e  'acquis' - 
not exactly  a household  te rm  in Europe's salons and saunas. This tan g le  o f law s and regu lations has 
long cried o u t to  be fo rm u la te d  in to  a fe w  s im p le rules, w ith  th e  p a ra m o u n t a im  o f bringing Europe  
closer to  its p eo p le , as th e  jarg o n  goes. T he question  is w h e th e r  th e  C o n stitu tion a l C o nvention , n o w  
assem bled  u n d er th e  leadersh ip  o f th e  fo rm e r  French p res id e n t V a lé ry  Giscard d'Estaing, is an  
a p p ro p ria te  veh ic le  to  d e liv e r a n ew  co n stitu tio na l s e ttle m e n t. C erta in ly  th e  choice o f M r  Giscard to  
run th ings d o esn 't inspire a g re a t deal o f co n fidence . T h e  fac t th a t  he is old should be no obstacle, 
alth ou g h  his slightly sleazy past detracts  a litt le  fro m  his d ign ity . T he  m o re  serious d raw b ack w ith  M r  
Giscard is sim ply th e  suspicion th a t he w ili guide th e  co n ven tio n  in a d irec tio n  th a t  re flects th e  
tra d itio n a l French approach  to  govern ance - n o t so m uch lib e rté , fra te rn ité , ég a lité  as é litism e , 
dirig ism e, tec h n o cra tie .
Passage 2
T o d ay in th e  European P arliam en t's  ch am b e r in Brussels, m en  and w o m e n  fro m  m an y  European  
nations w ill m e e t to  begin discussing a co n stitu tio na l s e tt le m e n t fo r Europe. Europe has a 
co n stitu tio n  n o w , o f course, but, in its d iffe re n t o ffic ia l languages, it runs in to  lite ra lly  m illions o f 
pages o f leg is lation , council decisions and com m ission d irectives, know n to g e th e r as th e  'acqu ired ' - 
n ot exactly  a household  n am e in Europe's salons and saunas. This tan g le  o f law s and regu lations has 
long cried o u t to  be tu rn e d  in to  a fe w  easy rules, w ith  th e  m ain  a im  o f bringing Europe closer to  its 
p eo p le , as th e  jarg o n  goes. T he question  is w h e th e r  th e  C o n stitu tion a l C o n ven tion , n o w  g ath ered  
u n d er th e  leadersh ip  o f th e  fo rm e r  French p res id en t V a lé ry  Giscard d'Estaing, is th e  right veh ic le  to  
d e liv e r a n e w  legal s e ttle m e n t. C erta in ly  th e  choice o f M r  Giscard to  run th ings d oesn 't inspire a 
g re a t deal o f co n fid en ce . The fa c t th a t  he is o ld should be no obstacle , a lth ou g h  his slightly sleazy  
past reduces a little  fro m  his d ign ity . The m o re  im p o rta n t d raw b ack w ith  M r  Giscard is s im p ly th e  
th o u g h t th a t  he w ill g u ide th e  a g re e m e n t in a d irec tio n  th a t  re flects th e  tra d itio n a l French approach  
to  p o w e r - n o t so m uch fre e d o m , co m m u n ity , fa irness as snobbery, m an ip u la tio n , pro fic iency.
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Test 3
Passage 1
A t p resen t I am  try in g  to  w r ite  m y firs t serious novel, a process th a t  seem s to  invo lve endless  
d isp lacem en t ac tiv ity , and I fin d  th a t  if I sw itch  The Bill on a t 9a m  on UK G old , I am  all to o  like ly  to  be  
still w atch in g  hours la te r  as th e  schedule swings its w ay  th ro u g h  hospital em erg e n c y  room s and  
A u stra lian  soaps th a t  w o u ld  have sen t m e  scream ing  fro m  th e  ro o m  w h e n  th e y  w e re  firs t screen ed  
b ut th a t  n o w  e x e rt a co m p ellin g  'm u st see w h a t happens next' fo rce  on m e . If you w a tch  to o  m uch  
d ay tim e  te lev is ion , you  soon b eco m e a w a re  th a t th e  co m m erc ia ls  in th e  ad vertis ing  breaks a re  
aim ed  ve ry  m uch a t p eo p le  w h o , to  say th e  least, a re  like ly  to  have tro u b le  w ith  th e ir  finances. T h e re  
are  ads fo r  p erso n a l-in ju ry  law yers encouraging  various m u g w u m p s to  try  and claim  co m p o  fo r  
'accidents' th a t  th e y 'v e  supposedly had. T h e re  are  loads o f  com p an ies  o ffe rin g  loans, en courag ing  
o th e r m u g w u m p s to  b o rro w  huge sums o f m o n ey  to  buy essentia l item s like co n serva tory  
extensions fo r  th e ir  lO th -f lo o r  council fla ts  or th e ir  o w n  ro cket o r tra m p o lin e  lessons fo r th e ir  cat. 
And fin a lly  in ev ery  b reak  th e re  are  several ad verts  fro m  com p an ies  th a t  o ffe r  to  co m b in e  all th e  
debts th a t  yo u 've  acqu ired  fro m  m aking  stupid  purchases and try in g  to  sue g rav ity  fo r  m akin g  you  
fall o ver, in to  one single loan th a t  you o w e  th e m  ra th e r  th an  y o u r several h un d red  cred ito rs .
Passage 2
A m erican  c o m p u te r g ia n t IB M  is so obsessed w ith  m in ia tu ris a tio n  th a t  it is d ivertin g  huge resources  
in to  build ing  m icroscopic co m p u ters . IB M  w ill be spending  a 's ign ificant p ro p o rtio n ' o f its research  
b ud g et on th e  science o f n an otech no log y , th e  process o f m aking  devices th e  size o f a single  
m o lecu le . Som e analysts b e lieve  th e  p ro jec t w ill run in to  billions o f dollars. T he  co m p an y  b elieves it 
w ill shortly  be possible to  string  m o lecu le -s ized  processors to g e th e r to  fo rm  a tin y  b u t en o rm o u s ly  
p o w erfu l co m p u te r, and th a t  it m ay  ev e n tu a lly  be possible to  shrink th e  su p erco m p u te rs  th a t  n o w  
fill room s to  th e  size o f a w ris tw a tc h . IB M  is investigating  m an y  p o te n tia l uses fo r  th e  n ew  
techno logy, including th e  design o f se lf-rep a irin g  m a teria ls  and m achines. A n o th e r use is producing  
sensors th a t can d e te c t in fin ites im al changes in a to m ic  s tru c tu re . This is expected  to  lead to  devices  
th a t  can ins tan tly  d e te c t b iological o r chem ical w eapo ns , an idea th a t  has caused g re a t in te re s t in 
th e  Pentagon. But IB M 's  ch ie f focus w ill be on th e  p o te n tia l co m p u tin g  p o w e r o f n an o tech n o lo g y . 
T he group has crea ted  a p ro to ty p e  o f a trans is to r th a t  uses carbon ra th e r  th a n  silicon. T he d iffe re n t  
m a teria l allow s its inven tors to  p ro du ce a trans is to r 5 0 ,0 0 0  tim e s  th in n e r th a n  a h u m an  h a ir. IB M  
researchers have even  sp ecu la ted  th a t  n an otech no log y could rep lace  silicon chips and hard  disks 
because in fo rm a tio n  w ill ev en tu a lly  be ab le  to  be s to red  a t th e  a to m ic  level.
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Test 4
Passage 1
M o s t investors care a b o u t fu tu re  in te res t rates, b u t non e m o re  th an  b o n d ho ld ers . If you are  
considering  a bond or bond fund  in v es tm en t, you m u st ask yo u rse lf w h e th e r  you th in k  in te res t rates  
w ill rise in th e  fu tu re . If  th e  an sw e r is yes th e n  you p ro b ab ly  w a n t to  avoid  lo n g -te rm  m a tu rity  bonds  
o r a t least sh o rten  th e  averag e d u ra tio n  o f yo u r bond holdings; o r p lan to  w e a th e r  th e  ensuing price  
d ecline by hold ing  yo u r bonds and co llecting th e  p ar va lu e  a t m a tu rity .
It Is so m etim es  assum ed th a t  a strong econ o m y w ill a u to m atica lly  p ro m p t th e  Fed to  raise short­
te rm  rates, b u t n o t necessarily. O nly w h e n  g ro w th  trans la tes  o r o verheats  in to  h ig h er prices is th e  
Fed likely to  raise rates.
In th e  global econom y. T reasu ry  bonds co m p ete  w ith  o th e r n ation 's  d eb t. On th e  global stage. 
Treasuries re p res en t an in v e s tm e n t in both  th e  U.S. real in te re s t rates and th e  d o lla r. T reasuries play  
a huge ro le in th e  hedging  activ ities  o f m a rk e t partic ipan ts . In en v iro n m e n ts  o f fa lling  in te res t rates, 
m any holders o f m o rtg ag e-b acked  securities, fo r instance, have been  hedging th e ir  p re p a y m e n t risk 
by purchasing lo n g -te rm  Treasuries . These hedging purchases can p lay a big ro le  in d em an d , helping  
to  keep  rates low , b u t th e  concern is th a t  th e y  m ay co n trib u te  to  ins tab ility .
Passage 2
M o s t investors care a b o u t rates o f fu tu re  in te res t, b u t none m o re  th an  b on d ho ld ers . If you are  
considering  a bond o r an in v e s tm e n t o f bond funds, you  m ust ask yo u rse lf w h e th e r  you th in k  
in te re s t rates w ill rise in th e  fu tu re . If th e  an sw er is yes th en  you p ro b ab ly  w a n t to  avoid bonds o f 
lo n g -te rm  m a tu rity  o r a t least sh o rten  th e  averag e d u ra tio n  o f y o u r bond holdings; o r plan to  
w e a th e r  th e  ensuing price d ecline by hold ing  yo u r bonds and co llecting  th e  par va lu e  a t m a tu rity .
It is so m e tim es  assum ed th a t  a strong econ o m y w ill a u to m atica lly  p ro m p t th e  Fed to  raise sh o rt­
te rm  rates, b u t n o t necessarily. O nly w h e n  g ro w th  trans la tes  o r o verheats  in to  h ig h er prices is th e  
Fed likely to  raise rates.
In th e  g lobal econom y. T reasu ry  bonds co m p ete  w ith  o th e r  nation 's  d eb t. On th e  global stage. 
T reasuries re p res en t an in v e s tm e n t in both  th e  U.S. rates o f real in te re s t and th e  do llar. T reasuries  
play a huge ro le in th e  hedging  activ ities o f m a rk e t p artic ipan ts . In en v iro n m e n ts  o f fa lling  in te res t 
ra tes , m an y  holders o f m o rtg ag e-b acked  securities, fo r  instance, have been  hedging th e ir  
p re p a y m e n t risk by purchasing lo n g -te rm  Treasuries. These hedging  purchases can play a big ro le  in 
d em a n d , h elp ing  to  keep  ra tes low , b u t th e  concern is th a t  th e y  m ay co n trib u te  to  instab ility .
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Test 5
Passage 1
The selling o f oranges, one w o u ld  assum e is fa ir ly  s tra igh t fo rw a rd . You buy y o u r oranges, you place  
yo u r oranges in a cart, you pull y o u r ca rt to  yo u r p re fe rre d  o ran g e re ta il o u tle t, o r if going fo r  th e  
m axim u m  p ro fit -  y o u r p re fe rre d  spot in th e  sun, you sell yo u r oranges on. As you m ay  have guessed  
- o u r oranges are  fa ir ly  involved, m an y  have personal issues, m an y  are  in th e  m id st o f ed u ca tio n  -  
h ere  try in g  to  b e tte r  th e ir  co lour, m any have fam ilies  o ften  requ iring  a tte n tio n  w ith  litt le  notice . All 
this and m o re  w e  a tte m p t to  w o rk  w ith  and so m e tim es  even  help  w ith . As w ith  o u r oranges  
th em selves  both  o u r carts and  re ta il o u tle ts  (o r y o u r and  o u r p re fe rre d  spots in th e  sun) are  also  
fa irly  involved  -  th e  la tte r  o ften  chopping  and changing w ith  regard  to  both  location  and size up to  
th e  last m in utes . W e  a lw ays try  to  g e t th e  best deal fo r o u r s tandard  oranges, and  it has also been  
know n fo r  us to  give bonuses to  o u r rea lly  fru ity  oranges. A lth ou gh , w ith  such a v o la tile  m a rk e t - 
w ith  so m an y  co m p etito rs  q u o tin g  to  th e  sam e grocers; fro m  tim e  to  t im e  w e  have to  lo w e r o ur  
prices to  keep  o u r ju ices flo w in g .
Passage 2
As ever, m a rk e t trend s  are  against th e  w a y  o f life  o f a m arg ina lised  co m m u n ity . T he  ev id e n c e  o f th e  
annual C aravan Show , w hich  o p en ed  in B irm in g ham  yesterd ay, is th a t  th e  tra d itio n a l caravan , th e  
w h e e le d  k itc h e n e tte  th a t  you  a ttach  to  th e  back o f a car, is being ousted  - m uch in th e  m a n n e r o f  
red squirre ls by g rey  - by th e  a ll-in -o n e  m o b ile  h o m e. C aravanners have been  a despised m in o rity  fo r  
to o  long. T hey m ay n o t have kn o w n  q u ite  h o w  m uch th e y  w e re  despised by th e  drivers  o f  
u n en cu m b ered  vehic les trave llin g  beh in d  th e ir  sw aying  boxes on a m o to rw a y , b u t th e y  sensed th a t  
th e y  w e re  d iscrim in ated  against by th e  m a in s trea m . And th e y  kn ew  th a t  th e y  w e re  u n d e r­
re p res en ted  in P arlia m en t, w ith  on ly  o ne o f th e ir  n u m b e r, M a rg a re t B eckett, in th e  C ab in et. M o b ile  
hom es, m e a n w h ile , have shaken o ff  th e ir  im ag e as o verg ro w n  c a m p er vans and b eco m e fash io n ab le , 
w ith  th e  help  o f a ir-co n d itio n in g , b u ilt-in  d ishw ashers and all m od  cons. Surely, ca ra van -o w n ers  
should reac t by going in th e  opp o site  d irec tio n , back to  th e  s im p le r ho liday  life  th a t  is tru e  to  th e ir  
origins. T hey could in v en t a m o re  basic and p o rta b le  fo rm  o f acco m m o d atio n . And call it a te n t .
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Test 6
Passage 1
The d iffe ren ce  b e tw e e n  d ia l-u p  in te rn e t access and a h igh -speed  service th a t  is p e rm a n e n tly  on is 
akin to  th a t  b e tw e e n  a h o rse-d raw n  cart and a car, w h ich  is w h y  th e re  is usually no going back fo r  
p eo p le  w h o  have g rad u ated  fro m  one to  th e  o th e r. So it w ou ld  be churlish n o t to  app laud  th e  severe  
price redu ctio n  annou n ced  yes te rd ay  by British T e leco m  fo r its b ro ad band  service. T he techn o lo g y  
allow s th e  sam e line to  be used fo r  In te rn e t access and te le p h o n e  calls w ith o u t e ith e r  capability  
blocking th e  o th e r. So w h y  has Britain  b een  so c o m p ara tive ly  slow  to  ad o p t th e  n ew  technology?
T he w id e ly -a cc ep ted  thesis is th a t  high prices are  th e  m ain  d e te rre n t. The price cuts announced  by 
British T e leco m  m ean  th a t  th e  th e o ry  o f price as th e  ch ie f obstacle to  w id e r  ta k e -u p  w ill n o w  be  
tes ted . In fac t, consum er resistance m ay lie e ls ew h e re . Even if th e  price o f fas t in te rn e t access is 
going d o w n , th e  price o f co m p u ters  rem ain s  static . If th e y  are  to  co n q u er th e  mass m a rk e t, British  
T e leco m  and th e  in te rn e t service p roviders  m ust w o rk  h ard er to  convince p eo p le  th a t  th e ir  m ost h i- 
tech  services are  n o t on ly  c o m p e titiv e ly  p riced , b u t re le v a n t to  th e ir  lives.
Passage 2
T he d iffe ren ce  b e tw e e n  d ia l-u p  in te rn e t access and a h igh -speed  service th a t  is p e rm a n e n tly  on is 
akin to  th a t  b e tw e e n  a h o rse -d raw n  cart and a car, w hich  is w h y  th e re  is usually no going back fo r  
p eo p le  w h o  have g rad u ated  fro m  one to  th e  o th e r. T h e  w o n d ers  o f th is tec h n o lo g y  are  n o t an issue, 
th e  on ly  p ro b lem  is th e  expla in ing  th e  ad vantages to  th e  gen era l public. The tech n o lo g y  allow s th e  
sam e line to  be used fo r  In te rn e t access and te le p h o n e  calls w ith o u t e ith e r  capab ility  blocking th e  
o th e r. So w h y  has Brita in  been  so c o m p ara tive ly  slow  to  ad o p t th e  n ew  techn o lo g y?  The w id e ly -  
accepted  thesis is th a t  high prices are  th e  m ain  d e te rre n t. T he  price cuts annou n ced  by British 
T e leco m  m ean  th a t th e  th e o ry  o f price as th e  ch ie f obstacle to  w id e r ta k e -u p  w ill n o w  be tes ted . In 
fac t, co n su m er resistance m ay lie e ls ew h e re . O ften  p eo p le  are  re lu c ta n t to  a lte r  th e ir  w ays and are  
hap py using w h a te v e r it is th e y  know . If th e y  are  to  co n q u er th e  mass m a rk e t, British T e lecom  and  
th e  in te rn e t service providers m ust w o rk  h ard er to  convince p eo p le  th a t  th e ir  m o st h i-tech  services  
are  n o t on ly  co m p e titiv e ly  priced, b u t re le v a n t to  th e ir  lives.
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Test 7
Passage 1
If you have e v e r p ee led  an o n io n , th en  you kn o w  th a t th e  firs t th in , p ap ery  layer reveals a n o th e r  
th in , p ap ery  layer, and th a t  lay er reveals an o th e r, and an o th e r, and  b e fo re  you  kn o w  it you have  
hundreds o f layers all o ver th e  kitchen  ta b le  and thou sand s o f tea rs  in yo u r eyes, sorry th a t  you ev er  
sta rted  pee ling  in th e  firs t p lace and w ish ing  th a t  you had le ft th e  onion  a lo ne to  w ith e r  aw a y  on th e  
sh elf o f th e  p an try  w h ile  you w e n t on w ith  y o u r life , even  if th a t  m e a n t n ever again  en joy ing  th e  
co m p licated  and o v e rw h e lm in g  tas te  o f th is strange and b itte r  v e g e ta b le . In th is w ay , th e  s to ry o f  
th e  B audela ire  orphans is like an on ion , and if you  insist on read ing  each and e v ery  th in , p ap ery  layer  
in A Series o f U n fo rtu n a te  Events, yo u r on ly  re w a rd  w ill be countless tea rs  in yo u r eyes. Even if you  
have read  th e  firs t tw e lv e  vo lu m es o f th e  B audela ires' story, it is n o t to o  la te  to  stop pee ling  aw a y  
th e  layers, and to  p u t th is book back on th e  sh elf to  w ith e r  aw a y  w h ile  you read  so m eth in g  less 
co m p licated  and o verw h e lm in g . The end  o f th is u n h ap p y  chron ic le  is like its bad beg inn ing , as each  
m isfo rtu n e  only reveals an o th e r, and a n o th e r, and an o th e r, and on ly  th ose w ith  th e  stom ach  fo r  th is  
strange and b itte r  ta le  should v e n tu re  any fa r th e r  in to  th e  B aud ela ire  on ion .
Passage 2
As w e  e n te r  th e  last th ird  o f th e  s u m m e r season, w e  are  faced  w ith  a p erio d  o f o p e ra tio n , w h ich  is 
historically  characterised  by p re -m a tu rity , both  in te rm s  o f psychological w in d -d o w n  and shedd ing  o f  
te m p o ra ry  sta ff, 'O nce b itte n , tw ic e  shy,' and h is tory shows th a t  o u r bridges can so easily be b u rn t  
and th e  s tren gth  o f c u rre n t position  lost, if  w e  a llo w  th is m alice to  g a th e r m o m e n tu m . The iro ny is 
th a t, it is in th e  la tte r  stages o f a race o r ch am pio nship  th a t  fo rtu n e s  are  m ad e  o r lost, and w h e re  
heroes are  born  o r d ie , and  w e  should be in no d o u b t th a t; 'it  a in 't o ver until th e  fa t  lady sings'. You'll 
fo rg ive  th e  p oetic  license o f m y  political incorrectness in using th is o ld adage, b u t it's a p o ig n an t 
re m in d e r to  be cautious, since th e re  is a real d an g er th a t  o u r lines o f d e fen ce  w ill w e a k e n , as o ur  
supply chain fades aw a y  w ith  a d ilu tio n  o f resources, v ig o u r and w ill. H o w e v e r, th e re  is a positive  
spin to  th is d ile m m a , fro m  w hich  all o f us can d ra w  stren gth  and insp ira tio n , th e  ap p ro ach , w h ich  I 
wish to  advocate  to  all o u r g round te a m , is to  look a t th e  last th ird  o f th e  season as a 'lig h t a t th e  end  
o f th e  tu n n e l,' th e  long so u g h t-a fte r je w e l in th e  crow n , re m a in in g  reso lu te  to  sp rin t to  v ic to ry .
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Tests
Passage 1
A re touris ts  en ticed  by th ese  a ttrac tio n s  th re a te n in g  th e ir  ve ry  existence? T he tw o  young sea-lions  
to o k  n o t th e  s lightest in te re s t in o u r arriva l. T hey w e re  p laying on th e  je tty , ro lling  o ver and tu m b lin g  
in to  th e  w a te r  to g e th e r, e n tire ly  ignoring th e  h u m an  beings edging aw k w a rd ly  round th e m . O ur 
party  th e n  had to  step  g ingerly  o ver hundreds o f m a rin e  iguanas basking on th e  rocks, strange  
crea tures  w ith  richly co loured  v e lv e t coats, looking like so m eth in g  b e tw e e n  a g ia n t lizard and a 
m in ia tu re  d inosaur, and fo un d  n o w h e re  else on ea rth  except h ere  in th e  G alapagos. A little  fu rth e r  
on w e re  th e  b lu e -fo o te d  boobies, birds w ith  b rillian t ch ina -b lu e  fe e t, again un iq ue . And th en  th e re  
w e re  th e  flightless co rm oran ts , birds w ith  vestig ia l w ings w h o , o ver th e  g en era tion s , have lost th e  
ab ility  to  fly  because th e  n u trien ts  a t th e  sh o re line  are  so rich th e y  have no n eed  to  leave. The island  
o f F ernand ina lies a t th e  fa r  w es te rn  edge o f th e  G alapagos arch ipe lago , d o m in a te d  by a vo lcano  
th a t last e ru p te d  on ly  six years  ago, and h o m e to  som e o f th e  m o st re m a rk a b le  w ild life  in th e  w o rld . 
T he crea tures  you see in th e  G alapagos are  re m a rka b le  in th e ir  ra rity .
Passage 2
A re touris ts  en ticed  by th ese  a ttrac tio n s  th re a te n in g  th e ir  ve ry  existence? The tw o  young sea-lions  
to o k  n o t th e  s lightest in te re s t in o ur arriva l. T hey w e re  p laying on th e  je tty , ro lling  o ver and tu m b lin g  
in to  th e  w a te r  to g e th e r. E n tire ly  ignoring th e  h um an  beings edging a w k w a rd ly  round th e m . O ur 
p arty  th en  had to  step  g ingerly  o ver hundreds o f m a rin e  iguanas basking on th e  rocks. S trange  
crea tures  w ith  richly co loured  v e lv e t coats. Looking like so m eth in g  b e tw e e n  a g ian t lizard and a 
m in ia tu re  d inosaur, and fo un d  n o w h e re  else on ea rth  except h e re  in th e  G alapagos. A little  fu rth e r  
on w e re  th e  b lu e -fo o te d  boobies, b irds w ith  b rillian t ch ina -b lu e  fe e t , again un iq ue . And th en  th e re  
w e re  th e  flightless co rm oran ts , b irds w ith  vestig ial w ings w h o , o ver th e  g en era tion s, have lost th e  
ab ility  to  fly  because th e  n u tr ie n ts  a t th e  sho re line  are  so rich th e y  have no need  to  leave . T he island  
o f Fern an d in a  lies a t th e  fa r  w es te rn  edge o f th e  G alapagos arch ipe lago . D o m in ated  by a vo lcano  
th a t  last e ru p te d  on ly  six years  ago, and h o m e to  som e o f th e  m o st re m a rk a b le  w ild life  in th e  w o rld . 
T he crea tures  you  see in th e  G alapagos are  rem a rka b le  in th e ir  ra rity .
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Test 9
Passage 1
The m u o n  is a p artic le  s im ila r to  th e  e lec tro n  w ith  n eg ative  e lectric  charge. T o g e th e r w ith  th e  
elec tro n , th e  tau , and th e  th re e  neu trino s, it is classified as a lep to n . Like all e le m e n ta ry  particles, 
th e  m u o n  has a corresponding  an tip a rtic le  o f opp o site  charge b u t eq ual mass and spin: th e  
a n tim u o n  (also called  a positive m u o n ). M u o n s  w e re  p rev iously called  m u m esons, b u t a re  n ot 
classified as m esons by m o d ern  p artic le  physicists. M u o n s  are  unstab le  e le m e n ta ry  partic les and are  
h eav ie r th an  e lectro n s and n eu trin o s  b u t lig h te r th an  all o th e r m a tte r  partic les. Since th e  m uon's  
in te rac tion s are  ve ry  s im ilar to  th ose o f th e  e le c tro n , a m uon  can be th o u g h t o f as a m uch  h eav ie r  
version o f th e  e lec tro n . Due to  th e ir  g re a te r  mass, m uons are  n o t as sharply acce le ra ted  w h e n  th e y  
en co u n te r e le c tro m a g n e tic  fie lds, and do n o t e m it as m uch b rem sstrah lun g  ra d ia tio n . Thus m uons o f 
a given en ergy  p e n e tra te  m a tte r  fa r  m o re  d eep ly  th an  e lectro n s, since th e  d e ce le ra tio n  o f e lectrons  
and m uons is p rim arily  due to  en erg y  loss by th is m ech an ism . So-called  "secondary m uons", 
g en era ted  by cosm ic rays h ittin g  th e  a tm o s p h ere , can p e n e tra te  to  th e  Earth's surface and  in to  d eep  
m ines. As w ith  th e  case o f th e  o th e r charged lep tons, th e  m uon  has an associated m u o n  n eu trin o .
Passage 2
T here  w as im p o rta n t in fo rm a tio n  th a t  led to  th e  decision to  close th e  business. W h ile  th e  
shareho lders w e re  em barrassed , it w as necessary to  stop  m o re  h arm  d o w n  th e  line. The la tes t 
statistics d em o n s tra te d  th a t  pro fits  w e re  decreasing  each s e m e ste r and th a t  if business co n tin u ed , it 
w o u ld  face  ab so lu te  b an kru p tcy  b e fo re  th e  decade's  en d . O ne by one and ho ld ing  th e ir  b re a th , th e  
shareho lders placed th e ir  vo tes and nervously  a w a ite d  th e  ten se  o u tc o m e . The an tic ip a tio n  b u ilt fo r  
an e te rn ity , until fina lly , th e  results o f th e  to p  secre t b a llo t w e re  co m p le te d  and  an n ou n ced . The  
v ic e -p res id en t stood up, th e  room  w e n t u tte rly  s ilen t, and it w as t im e  fo r  th e  s ta te m e n t, "W e  are  
u n ited , w e  w ill n o t sell to  anyb o dy". T he ro o m  w as tra u m a tis e d , th e  v ic e -p re s id e n t co n tin u ed , "This 
is o ur vision, o u r d rea m  co m p an y constructed  fro m  le fto vers  and w e  w ill resolve o u r d ifficu lties". 
O ne o f th e  d irecto rs stood up, "This is n o t h o w  w e  v o te d , th is scenario  has b een  e n tire ly  e n g in ee re d  
fro m  th e  beg inn ing  and contrad icts  th e  best financ ia l in te res ts  o f th e  sh areh o ld ers". The  
shareho lders w e re  in u proar, th e  d irec to r co n tin u ed , "The v ic e -p re s id e n t c learly  has an u lte r io r  
m o tive  and th is is c o m p le te  nonsense". The ro o m  w as livid and calling fo r  th e  res ig natio n  o f th e  n o w  
ve ry  g lum  v ice -p res id en t.
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Test 10
Passage 1
I w as born w ith  w a te r  on th e  brain .
O kay, so th a t's  not exactly tru e . I w as ac tua lly  born w ith  to o  m uch cerebral spinal flu id  inside m y  
skull. But cerebral spinal flu id  is ju s t th e  doctors' fan cy w a y  o f saying brain  grease. And brain grease  
w orks inside th e  lobes like car g rease w orks inside an eng ine. It keeps th ings running  sm ooth  and  
fast. But w e ird o  m e, I w as born w ith  to o  m uch grease inside m y skull, and it g o t all th ick and m uddy  
and disgusting, and it on ly  m ucked  up th e  w orks . M y  th in k in g  and b rea th in g  and living eng ine slow ed  
d o w n  and flo o d ed .
M y  brain  w as d ro w n in g  in grease.
But th a t  m akes th e  w h o le  th in g  sound w e ird o  and fu n n y , like m y brain  w as a g ian t French fry , so it 
seem s m o re  serious and p oetic  and accura te  to  say, "I w as born w ith  w a te r  on th e  bra in ."
Okay, so m ayb e th a t's  n o t a ve ry  serious w ay  to  say it, e ith e r. M a y b e  th e  w h o le  th in g  is w e ird  and  
fu n n y . But, jee z , did m y m o th e r and fa th e r  and big sister and g ran d m a and cousins and aunts and  
uncles th in k  it w as fu n n y  w h e n  th e  doctors cu t open  m y little  skull and sucked o u t all th a t extra  
w a te r  w ith  som e tin y  vacuum ? I w as only six m onths old and I w as supposed to  croak during  th e  
surgery. And even if I so m e h o w  survived th e  m in i-H o o ve r, I w as supposed to  su ffe r serious brain  
d am ag e  during  th e  p ro ced u re  and live th e  rest o f m y life  as a ve g e tab le .
Passage 2
T h e re  w as a hand in th e  darkness, and it held  a kn ife.
T he kn ife  had a h andle  o f polished  black bone, and a b lade f in e r  and sh arp er th an  any razor. If it 
sliced you , you m ig ht n o t even  kn o w  you had been  cu t, n o t im m e d ia te ly .
T he kn ife  had done a lm o st ev ery th in g  it w as b ro ug h t to  th a t  house to  do, and both  th e  b lade and  
th e  h an d le  w e re  w e t.
The s tre e t d o o r w as still o pen , ju s t a little , w h e re  th e  kn ife  and th e  m an w h o  held it had slipped in, 
and w isps o f n ight t im e  m ist s lith e red  and tw in e d  in to  th e  house th ro u g h  th e  open door.
T he m an  Jack paused on th e  landing. W ith  his le ft hand he pulled  a large w h ite  h an d kerch ie f fro m  
th e  p ocket o f his black coat, and w ith  it he w ip ed  o ff  th e  kn ife and his g loved  right hand w hich  had  
b een  hold ing  it; th e n  he p u t th e  h an d k erch ie f aw ay. The h u n t w as a lm o st over. He had le ft th e  
w o m a n  in h er bed , th e  m an  on th e  b ed ro o m  flo o r, th e  o ld e r child in h er b righ tly  co lored  b ed ro o m , 
su rrou n ded  by toys and h a lf-fin ish ed  m odels. T h a t on ly  le ft th e  little  o ne , a baby b are ly  a to d d le r, to  
ta k e  care of. O ne m o re  and his task  w o u ld  be done.
He flexed  his fingers. The m an Jack w as, above all th ings, a professional, o r so he to ld  h im self, and he  
w o u ld  n o t a llo w  h im se lf to  sm ile  until th e  jo b  w as co m p le te d .
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Readability Test Questionnaire
Q l .  H o w  w e ll did you u nd erstan d  th e  firs t passage?
•  Did n o t u nd erstan d  a t all
•  U n d ers to o d  it slightly
•  U n d ers too d  m o st o f it
•  U n d ers too d  it co m p le te ly
Q 2. H o w  w e ll did you u nd erstan d  th e  second passage?
•  Did n o t u nd erstan d  a t all
•  U n d ers too d  it s lightly
•  U n d ers too d  m o st o f it
•  U n d ers too d  it co m p le te ly
Q 3. H o w  in te res ted  w e re  you in th e  firs t passage?
•  N o t in te res ted  a t all
•  S lightly in te res ted
•  R easonably in te res ted
•  V ery  in te res ted
Q 4. H o w  in te res ted  w e re  you in th e  second passage?
•  N o t in te res ted  a t all
•  S lightly in te res ted
•  R easonably in te res ted
•  V ery  in te res ted
QS. H o w  in fo rm a tiv e  did you find  th e  firs t passage?
•  N o t in fo rm a tiv e  a t all
•  S lightly in fo rm a tiv e
•  Reasonably in fo rm a tiv e
•  V ery  in fo rm a tiv e
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Q 6. H o w  in fo rm a tiv e  did you  fin d  th e  second passage?  
•  N o t in fo rm a tiv e  a t all
•  S lightly in fo rm ative
•  Reasonably in fo rm a tiv e
•  V e ry  in fo rm a tiv e
Q 7. In yo u r everyd ay  life , w o u ld  you e v e r read  te x t like th a t  fo u n d  in th e  firs t passage?
•  N e v e r
•  O ccasionally
•  O ften
•  Regularly
0.8. In yo u r everyd ay  life , w o u ld  you ev er read te x t  like th a t  fo u n d  in th e  second passage? 
•  N e v e r
•  O ccasionally
•  O ften
•  Regularly
0 9 .  W h ich  o f th e  tw o  passages is th e  easiest to  understand?
•  T h e  firs t one
•  T he second one
O lO . H o w  m uch eas ier w as yo u r chosen passage o ver th e  o th e r one?  
V e ry  little  b e tw e e n  th e m•
•  Slightly easier
•  M u ch  easier
•  S ign ificantly  easier
O i l .  W h y  did you find  th e  passage you chose w as eas ier to  und erstan d  th an  th e  o th e r passage?
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Appendix B
Screenshots from various online journals, blog and forums discussing readability 
report. Also included are screenshots of the Open Offiee tool download page and the 
Microsoft Word 2010 pinpoint website.
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6 Advanced OpenOffice.org Extensions
Readability Report, Aiternative Find & Replace, Text Effects
May 17.2010 OpenOfflce.org (OOo for short) is a powerful open source and multi-platform
ByEiic Geiei Office suite, and is even  comparable to Microsoft Office. However, there's always
room-to-grow, features to Improve, and things to customize. Luckily, the open 
source community provides a great repository of extensions and add-ons. Today, we'li look at six of 
them. Now let's get started I
Readability Report by neiln
This extension can analyze your OOo Writer documents and score them for readability, cohesion, and 
information density. This helps you gage how understandable your writing will be for the intended 
audience. You might also find errors in the document not picked up by OOo, or even bad writing habits 
you can Improve upon.
Using several linguistic techniques, the extension gives you four different reports:
• R eadability  R eport: Gives you an overview of word and sen tence count compared to the 
syllable count, scores on many different metrics, average sen tence score, and your most and 
least readable sen ten ces. Examples of ratings include Simple, Easy, Good, Challenging, and 
Difficult.
• Brain O verload  R eport: Shows you a general score on document d en sen ess , or how much 
information you try to present within sen ten ces, it gives your least and most Informative 
sen ten ces and reports on phrase occurrences. Examples of ratings include Introductory,
Scholarly, Technical, and Specialized.
• C o h e r en c e  R eport: Reports on how well your document is to follow by analyzing the connection 
between information you present in the text.i\j,% Examples of ratings include Creative, Digressing, 
Consistent, Coherent, and Fluent.
•  D eta iled  Report: Displays the scores for each sen tence in a Caic worksheet, especially useful 
in finding sen ten ces that provide poor cohesion.
AltArnativA PinH ft, P A n l a ra f n r  W ri tA r  h\/ T n m a c  RIIaU
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More Automation With AiitoKey
Keyboard Driven Firefox
U nused LibreOffice Code 
Expunged
Apache Softw are Foundation 
Lays Out its  Plan for OpenOffice
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A b o u t C o n tact
Search 0  Static
by Lisa H oover - A ug. 0 4 . 2 0 0 9  C o m m e n ts  ( t )
— OpenOf f i ce. or g is a  terrific su # e  of office 
applications in its o w n  right, but it's out of 
th is w orld w h e n  paired with ex ten sio n s  that 
add  ex tra  functionality. There a re  plenty of 
ex ten sio n s  to  c h o o se  from, but let's take  a  look at a  f e w  that will really make 
your productivity soar.
w rite r 's  Tools - You don't h av e  to  be  a  p ro fessional w riter to  apprec iate  this 
ex tension  packed  with loads of handy utilities. In fac t, th e re  a re  too  m any to  
mention, but h e re 's  a  glimpse: Rem ote Backup lets  you quickly shoo t a  
backup copy  of a  working docum ent to  an  FTP se rv e r. Quick Converter 
helps you perform  metric-to-imperial sy stem  c o n v ers io n s  on th e  fly, and  the  
Lookup Tool c h e ck s  w o rd  definitions from multiple online so u rc e s  all at once.
Pagination - This handy tool h e lps u s e rs  easily insert p ag e  num bers in
d ocum ents. It's available in 19 languages and  is compatible with O penO ffice 2.3 and  S tarO ffice 8, u pdate  8 or higher.
Gallery for Danger S igns - This is one of th o se  odd ex ten sio n s  you n ev er realize h o w  m uch you'll u s e  until you h av e  it. 
U se th e s e  vector graphic im ages of fire, evacuation , w arning , and  first aid s ig n s  in ODF format to  d re s s  up 
p resen tatio n s, add to  docum ents, or print individually a s  s a fe ty  signs.
EuroOffice Online Clipart - S u re , surfing  Flickr for Creative Commons photos is fun, but shoehorning  them  into your 
docum ents is time consum ing. Instead, easily  add  f re e  im ages from th e  Wikimedia Commons collection with th is  su p e r 
ex tension  that automatically cap tions p ho tos w ith au thor credit and  a  link to  th e  original W eb page .
Alternative Dialog Find & Replace for W hter - The nam e of th is  ex tension  is a s  huge a s  its functionality. R eplace W hter's 
native Find and  R eplace tool with th is m acro that c a n  perform  multiple s e a rc h  and  rep lacem ents at o n ce , count found 
o c c u rre n c e s , s e a rc h  tab le s , and  more.
eFax for StarO ffice and  OpenO ffice.org, With th e  proliferation of s c a n n e rs  and  email, faxing d o esn 't get th e  attention it 
o n ce  did but it's not a ltogether obso lete . If you th e  online se rv ice  eF ax  to  se n d  and  rece ive  fa x e s  riglit from your 
com puter, th en  you n eed  th is  ex tension . It in teg rates directly into S tarO ffice or OpenO ffice.org to  convert fa x e s  into 
docum ent files that c an  be  s a v e d  locally or emailed to  o thers.
OpenO ffice.org2G oogleD ocs - In th e  a g e  of cloud computing, you probably bounce  back  and  forth b e tw e en  OpenO ffice, 
Zoho, and  Google D ocs, depending on w h a t you 're  working on. U se th is  ex tension  to  export, import, and  update  all your 
docum ents, sp re a d s h e e ts ,  an d  p resen tatio n s  s o  th ey 're  all right at your fingertips w h e n e v e r  you n eed  them .
Readability Report - kitake s u re  your docum ents m ake s e n s e  with th is  neat tool that an a ly z e s  w h a t you 've w ritten to  
e n s u re  it d o esn 't contain too  m any fan cy  or unusual w o rd s  that might confound re a d e rs .  U se it to  g en e ra te  an  
approxim ate reading a g e  required to  u n d e rs tan d  th e  tex t s o  you d o n t talk up or d o w n  to  rea d e rs . This tool a lso  provides 
an  optional detailed report that exam ines th e  readability of e a c h  se n te n c e  s o  w rite rs  c a n  learn h o w  to  fine-tune their 
writing for their intended au d ien ces .
Do you h a v e  a  favorite ex tension  for O penO ffice.org? Talk about it in th e  com m ents.
F O L L g  
E x p lo ie  Softv
F e n tii ie d  Met
Craig W 
U p  I'm a  tec  
Cambric
a! lam b 
I h av e  b 
field sin
Have a questior
Command Timei 
By Kyle Saxton - 1
W hich opensoui 
productivity  a s
By Kevin R yan  - f
Ÿ Kristin Klik a 
ex tra me i g ht
§  Ingrid rando i 
so lu tion  for <
152
http://timelordz.eom/wiki/OpenOfFice_Tools and Tips, last aecessed 30/06/12.
^    ^
< I a i  Ten Producti... | y ^ OpenOFFi... x  g g  [Issu e ] Tryin... | Four Must H a... j ®  OpenOFfice,... | tW  O penO ffice.... j | >  +  -
A O D © '4 “  +  Q  timelordz.com,i'wiki/OpenOffice_Tc
O penO ffice Tools and Tips
O penO ffice  is a  g r e a t  open  so u rc e  o ffice  su ite . I c o n s ta n tly  recom m end it  to  people as  a su b s ti tu te  
t o  com m ercial p ro d u c ts . Som etimes new u se rs  n eed  help g e t t in g  s ta r te d  w ith i t  th o u g h , and I've 
a lso com e a c ro s s  v arious plugins and  tip s  in using  it  irjhich o th e r s  may find helpful.
Contents
•  2 iViendelev
•  j  Readability
•  4 F o rm attin g . Layout, e t c .
•  5 Ave rV Labels
Tutoria ls
Plan B for O penO ffice has  some g r e a t  video tu to r ia ls  fo r beg in n ers ,
M endeley
T here  is an  Open O ffice  plugin fo r M endeley D esktop  which m akes in se r tin g  c ita tio n s  from  p a p e rs  in 
you Mendely collection  an  u t t e r  d ream . Tou can  learn  m ore a b o u t th is  plug in , and  Mendely, h e re
R eadability
R eadability  Analvseris a  plug in i,vihich will perform  a  readab ility  sc o rin g  analysis o f  s e le c te d  t e x t  and 
r e tu rn  Flesch-Kincaid and  Fog readab ility  s c o re s , as  y,.iell as o th e r  inform ation . To install, unzip and 
open  th e  R eadab ility_ lnsta lle r,sxc  file in O penO ffice. Enable m acro  ex e cu tio n  if p rom pted , I had  to  
install i t  as  an  "addon item " for th e  inst.aller to  w o rk , a f te r  wihich it shows up in "Tools - >  Add-Ons 
- >  Readability"
R eadability  R eport is an  e x te n s io n  which also does sco ring . This req u ire  ..lava e x te n s io n s  for Open 
O ffice, 'v'/hen I f ir s t  tr ie d  to  install i t  I s o t  th e  e rro r ;
In my c a se  I had  to  go to  Menu Tools -> O ptions -> ..lava and  actually  check  th e  d e te c te d  .Java 
Runtim e E nv ironm ent, similar to  th is  p o s t . Turns o u t it is n o t enab led  by defau lt (i.yho knew?)
Per th e  s i te ,  o nce  th e  e x te n s io n  is in sta lled , " ... a  tool b a r will a p p e a r  i.viith 4 b u tto n s  for 'Readability 
R ep o rt',  'Brain O verload R e p o rt',  'C ohesion R eport' and  'D etailed R eport'. If it  is n o t th e r e ,  se le c t 
View from  th e  m enu bar, th e n  Toolbars and  'Add-On V. ''.,iersion 2 req u ires  ar ound 1GB o f m em ory, if 
you do n 't h ave  th a t  t ry  th e  e a rlie r  v ersion  which d o e sn 't  include th e  Brain O verload and  C o h eren ce  
r e p o r ts  and  is run by se le c tin g  Readability ' from th e  mienu bar"
N ote; The comm and line tool 's ty le ' also give Flesch scor e s ,  and  a  h o s t o f o th e r  infor m ation  - though  
it  only w orks on ASCII files. 'D iction' is a n o th e r  in te r e s t in g  comm and line tool fo r w ritin g  analysis.
N ote2; These tools re tu rn  slightly d iffe re n t s c o re s  when run a g a in s t th e  sam e m ateria l. It a p p e a rs  
t h a t  may be  due to  b o th  sli;ghtly d iffe re n t s c o re  models and  term inology b e in g  used  as  well as  
v a ria tio n  in th e  algor ithrris applied.
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Hi,
1 know what I want. I want a book template that is set up to MY specifications. I also want a Master file.
I am not very technical, but definitely enjoy Open Office. I already produced some books, but want to get the 
formatting looking right and professional.
Right now I am struggling because although I can make a decent template and have decided that for the kind 
of book I want each page as a new style will work. A lot of work in one way, but I want different headers 
throughout. What I cannot seem to do is produce a M aster page that has everything that is in the template 
page.
M y m a in  tro u b le  is  w ith  t h e  a d d  ons. I w a n t p a g in a t io n , a d t  g r a m m a r  c h e c k e r ,  a n d  a b o v e  all th e  r e a d a b i l i ty  
r e p o r t  e x te n s io n . I also w a n t all th e  PDF e x p o r t s / i m p o r t / e d i t  ex te n s io n .
I am lost. I get SOME extensions. Others (which I may use less o ften ,) reappear. How do I import the 
extensions, given I already have them in the extension manager and why do some appear and others not?
I have searched all over, but the extensions above appear in my template and not in the master.
I assume that I can import the templates used for separate chapters and saved as files into the master 
document when a book is written. However, I would still like the readability function and I also assume that I 
cannot do the page numbering until the book is complete, otherwise the index would not correlate properly to 
the subject m atter?
Part of this is an effort to fully get to grips with what Open Office can do for me and to be able to format my 
books so they look as professional as I can.
For that reason, I would also like to know how to make the indent proportional to the height of the first letter. 
However, maybe that is a b it down the line.
Once I have the perfect set up I will share it with other w riters who are  trying to do their own self publishing. 
However, that is a long way off.
Thank you in advance to anyone who can answer any of these questions, and my apologies, if, being new to the 
forum, I have asked what is answered. In which case please signpost me.
Thank Tfou 
J
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0  Dipo r
I've b e e r  u s irg  0  p e r O ffice for a b o u t five years ro w . Say w b a t you ■a/IU, O penO ffice co es  nearly 
everything th a t  MS O ffice can co  a t  a much b e t te r  SO price. I've even fo u rc  t h a t  cocum er.t 
ccm patib iiity  b e tw e en  O penO ffice a r c  MS O ffice is n o t t h a t  bee  u r .e s s  you are  cealing  w ith  m acros 
or super-com p.ex  fo rm a ttin g . There a re  a few  f e a tu re s  I m iss from MS O ffice a r c  W orcP erfect 
b efo re  t h a t  (ok, w ell, m ainly from W orcPerfect.i. F o rtu n a te .v , th e re  are literally  th o u sa rc s  of 
a c c -c n s  for O penO ffice, a r c  here  a re  th re e  e x te n s io n s  t h a t  w ill m ake life w ith O penO ffice b e tte r :
LargoageTool Grairirar Checker
G ram m ar check is one of O penO ffice .org  s m o s t rec u e s te c  m issing fea tu re s . LanguageTooi, a free , 
open source g ram m ar check is easy  to  in sta ll, w orks weL, a rc  can help you improve your w riting. 
LanguageTooi is very sim i.ar in cap ab ilities  to  MS W ore, '/ou  can g e t  _ e rç -c ç e * :  : ;
Readabi I i tyRepor t
O ne of th e  fea tu re s  I realty  miss from w 'o rcP erfect .which hac an am azing g ram m ar checker caliec 
C ram m atik  bu ilt in.) is i t 's  ab ility  to  give you feecb ack  on reacab ility . The R eacab ilityR eport gives 
you F .esh-K inkaice, Brain O v en cac , FOG a rc  SIdOG rep o rts  t h a t  can he.p  you b e t t e r  tu n e  your 
w riting  to  your au c ie rce . G e t  Zea z a t  : 3 « c c r : l e r e .
Oracle PDF Import Extension
So. you w a n t to  e c i t  t h a t  PDF? As o r  g as i t 's  n o t a fancy brochure t h a t  w as ere a te c  with, a c e sk to p  
publishing application , chances a re  th e  O rac .e  PDF Im port Extension  c a r im port th e  PDF a r c  l e t  you 
e c i t  i t  in O penO ffice. G e t G rac e  <^0^ 'rrp c . c here.
Writer's Tools
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theAfter A Deadline
OpenOffice.org Grnmmni' Checkei-s
P o s te d  in Talking to m yself  by r sm u d g e
OpenOffice.org 3.2.1 was released a  few weeks ago. To commemorate this, I’d like to write about the different 
proofreading tools available for this platform. It’s a  common misconception that OpenOffioexsrg checks grammar out 
of the box. It doesn’t. OpenOffice/5rg does, however, have an API that lets developers add a grammar checker via an 
extension.
There are proofreading tools /  grammar checkers for OpenOfficexsrg. A few that you may want to look at include: 
Language Tool
Language Tool is a rule-based grammar checker with an impressive community developing rules for 18 languages. 
The inner-workings of this system were a heavy inspiration to At 0’s grammar checker implementation. We use 
Language Tool to check grammar for our French and German offerings of After the Deadline.
Readability' Reuort
I saw Neil Newbold of the University of Surrey, the scientist developer of Readability Report, speak recently. I felt like 
I was listening to my proofreading brother from another mother. After the Deadline started life as a style checker 
hosted at PolishMyWritingÆom. The AtD style checker uses best practices and suggestions from the Plain English 
movement to help you clean up your writing. Readability Report does the same thing for OpenOfficewrg. It’s a style 
checker (rooted in Plain English') AND it’s a readability checker.
Some of the readability heuristics are incredible. Neil does some neat NLP work to decide which sentence is your 
simplest sentence and which sentences are your weirdest sentences. If you want to leam more about how these work, 
I recommend reading Neil’s paper The Linguistics of Readabilitv: The Next Step for Word Processing that was 
presented at the NAACL Computational Linguistics and Writing Workshop in Los Angeles, CA.
Coming Soon: After the Deadline for OuenOffîce.org
Since you’re here, I presume you know about After the Deadline. IPs a  proofreading software service. After the 
Deadline uses statistical language models to offer smarter grammar and style recommendations. It also uses the same 
language models to detect over 1,500 misused words. If you write weather when you mean whether. After the
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and  see  if  you can g e t  into them . 
<G> 8 m onths ago 
Wb% th ere  a re  now AtD plugins 
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Readability Report
by oeilft
T h e  r e a d a b il ity  r e p o r t  s c o re s  y o u r d o c u m e n t fo r  re a d a b il ity , c o h e s io n  a n d  in fo rm a tio n  density .
T h e s e  s c o re s  p ro v id e  t h e  a u th o r  with a n  in d ic a t io n  o f  how well th e ir  in te n d e d  a u d ie n c e  will 
u n d e r s t a n d  th e ir  te x t .  T h e  s c o re s  u s e  a  v a rie ty  o f  c o m p u ta t io n a l  lingu istic  te c h n iq u e s  to  d e te r m in e  
th e  r e a d in g  le v e l o f  th e  t e x t ,  such  a s  how f re q u e n t ly  e a c h  word occu rs in e v e ry d a y  la n g u a g e .  O th e r  
r e a d a b il ity  m e a s u r e s ,  inc lud ing  th o s e  u s e d  in M icrosoft W ord , u s e  word le n g th  to  r a te  difficulty 
which r a n k s  w ords su c h  a s  'in fo r m a tio n ' a n d  'b u s in e s s '  a s  d ifficu lt e v e n  th o u g h  th e y  a re  in c o m m o n  
u s e .  T h e  r e p o r t  will g r a d e  y o u r  d o c u m e n t a s  e i th e r  'S im p le ',  E asy ', 'G o o d ', 'C h a l le n g in g ' o r 'D ifficult',
T h e  e x te n s io n  a ls o  u s e s  S m a r tT a g s  to  h ig h lig h t d ifficu lt w ords a n d  p h r a s e s  in y o u r te x t ,  a s
id e n tif ie d  by h ttp : //w w w .p la in e n g lis h .c o .u k /. T h e  'S im p le T e x t S m a r tT a g s ' p ro v id e  s u i ta b le  a l te r n a t iv e s  fo r  t h e s e  p h r a s e s  
which c an  b e  in s e r te d  a u to m a tic a lly  in to  t h e  te x t .
T h e  'B ra in  O v e r lo a d  R e p o r t ' m e a s u r e s  th e  in fo rm a tio n  d e n s ity  in t h e  te x t .  An e x p e r t  in a  p a rtic u la r  s u b je c t  will o f te n  u s e  
specific  te r m s  a n d  ja rg o n  r e su l tin g  in t o o  m u c h  in fo rm a tio n  b e in g  p r e s e n te d  to  t h e  r e a d e r  within a  s h o r t  sp a c e . T h is  can  
le a d  to  le a r n e r s  b e c o m e  f a t i g u e d  a n d  c o n fu se d . T h is  r e p o r t  a n a ly s e s  how m a n y  c o n c e p ts  a n d  I d e a s  a re  r e fe r re d  to o  in 
y o u r t e x t  a n d  r a te s  y o u r d o c u m e n t a s  e i th e r  'G e n e r a l ',  'I n tro d u c to ry ',  'S ch o la rly ', 'T e c h n ic a l ' o r  'S p e c ia lis e d '.
T h e  'C o h e s io n  R e p o r t ' u s e s  te c h n iq u e s  fo r  a u to m a t ic  s u m m a r is a t io n  to  m e a s u r e  how e a s y  y o u r  d o c u m e n t is  to  follow. I t  
h ig h lig h ts  t h e  s e n te n c e  which sh o u ld  b e  t h e  m o s t  r e p r e s e n ta t iv e  o f  y o u r d o c u m e n t a n d  show s th e  w ords which a re  th e  
s t r o n g e s t  th e m e s .  T h is  m e a s u r e  is fo r  d o c u m e n ts  a b o u t  a specific  su b je c t ,  f ic tional writing will o f te n  sc o re  low fo r  
c o h e s io n . A d o c u m e n t will b e  g r a d e d  a s  e i th e r  'C re a t iv e ',  'D ig re s s in g ',  'C o n s is te n t ' ,  'C o h e r e n t ' o r  'F lu e n t '.
An o p tio n  is p ro v id e d  fo r  a  d e ta i le d  r e p o r t  which allow s a u th o rs  to  view th e  re a d a b il ity  sc o re  o f  e a c h  s e n te n c e  in th e ir  
d o c u m e n t.  T h is  is p a rticu la rly  u s e fu l  f o r  s e e in g  which s e n te n c e s  a re  n o t  a d d in g  to  th e  c o h e s io n  o f  y o u r  d o c u m e n t  T h is 
e x te n s io n  a lso  p ro v id e s  r e s u l ts  f ro m  s o m e  o f  t h e  o ld e r  re a d a b il ity  m e a s u r e s ,  inc lud ing  th o s e  u s e d  in W ord , su c h  a s :
F lesch  E asy R e a d in g  F o rm u la  ( S e e  link: h ttp : //e n .w ik ip e d ia .o rg /w ik i/F le sc h -K jn c a id _ R e a d a b il ity _ T e s t)
F lesch  K incaid F o rm u la  (S e e  link : h t ^ ; / / e n . w ik ip e d ia .o rg /w ik i/F le5 c h -K in c a id _ R ea d ab llity _ T e s t)
FOG I n d e x  ( S e e  link : h ttp : //e n .w ik lp e d ia .o rg /w ik l/G u n n in g _ F o g )
S m o g  ( S e e  link : h t tp : //e n .w ik ip e d ia .o rg /w ik i/S M O G )
A u to m a te d  R e a d a b ili ty  In d e x  (S e e  link : h ttp : / /e n .w ik ip e d ia .o rg /w ik i /A u to m a te d _ R e a d a b il i ty _ In d e x )
A fter in s ta lla tio n , a  to o l b a r  will a p p e a r  with 4 b u t to n s  fo r  'R e a d a b ility  R e p o r t’, 'B ra in  O v e r lo a d  R e p o r t ',  'C o h e s io n  R e p o r t ' 
a n d  D e ta ile d  R e p o r t '. If  it is n o t  t h e r e ,  s e le c t  View fro m  th e  m e n u  b a r, th e n  T o o lb a rs  a n d  'A dd -O n  1 '. V ersio n  2 r e q u ire s  
a ro u n d  1GB o f  m e m o ry , if y ou  d o n ’t  h a v e  t h a t  b-y th e  e a r lie r  v e rs io n  which d o e s n 't  in c lu d e  th e  Brain O v er lo a d  a n d  
C o h e re n c e  r e p o r ts  a n d  is run  by s e le c tin g  "R eadability" f ro m  th e  m e n u  ba r. N .B . T h e  "D e ta iled  R eport" is d isp la y e d  a s  a 
s p r e a d s h e e t  in "Calc" a n d  will n o t  work u n le s s  "Calc" is in s ta lle d .
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Application Description
T h e  rea d ab il ity  plug in  fo r M ic ro so ft W ord 2 0 1 0  s c o re s  a 
d o c u m e n t fo r rea d ab ility , c o h e s io n  and  in fo rm ation  d e n s ity . 
T h e s e  s c o re s  p rov ide  th e  a u th o r  with an  in d ic a t io n  o f how 
well th e ir  In ten d e d  a u d ie n c e  will u n d e rs ta n d  th e ir  t e x t ,  T h e  
s c o re s  u s e  a  v a rie ty  of c o m p u ta t io n a l lin g u is tic  te c h n iq u e s  
to  d e te rm in e  th e  rea d in g  le v e l o f th e  te x t ,  su c h  a s  how 
fre q u e n tly  e a c h  word o c c u rs  in e v e ry d a y  la n g u a g e . O th e r  
r ea d ab il ity  m e a s u r e s ,  inc lud ing  th o s e  show n  by perform ing  
a g ra m m a r c h e c k  In M ic ro so ft W ord, u s e  word leng th  to  ra te  
difficulty. T h e  p rob lem  with u s in g  word le n g th  is  t h a t  w ords 
su c h  a s  'in fo rm a tio n ' and 'b u s in e s s ' b e ing  id en tif ied  a s  
d ifficu lt e v en  th o u g h  th e y  a re  in c o m m on  u s e . A dditionally , 
t h e s e  fo rm u las  only p ro v id e  a n u m b e r  w hich d o e s  n o t 
c lea rly  in d ic a te  th e  difficulty  o f th e  te x t  o r how b e s t  to  
im prove  it.
T h e  re a d a b il ity  plug in  u s e s  a v a rie ty  o f fo rm u las  to  g rade  
y o u r d o c u m e n t on i t s  sim p lic ity , te c h n ic a l  c o n te n t  and  
c o h e re n c e . I t  p ro v id e s  a s e r i e s  o f r a tin g s  to  g ive  a c le a r  
in d ic a tio n  of th e  qua lity  o f  th e  t e x t  and  h ig h lig h ts  th e  m o s t  
and l e a s t  r e a d a b le  s e n te n c e s  in th e  t e x t  to  he lp  th e  a u th o r  
u n d e rs ta n d  how to  Im prove th e ir  t e x t .  T h e  a u th o r  c an  a lso  
im p o rt t h e ir  own te rm in o lo g y  to  d is c o u n t  c e r ta in  w ords a s  
b e ing  d ifficult, w hich a re  u se d  f re q u e n tly  by th e i r  a u d ie n c e .
U sing  th e  te rm in o lo g y  allow s e x p e r t  a u th o rs  to  d e te rm in e  
th e  difficulty  o f th e ir  t e x t  to  o th e r  te c h n ic a l  e x p e r t s .T h e  
p lug in  a lso  a u to m a tic a lly  id e n tif ie s  w ords and  p h r a s e s  th a t  
th e  a u th o r  c an  e i th e r  c o n s id e r  a dd ing  to  th e ir  te rm in o lo g y  
o r  r e p la c e  with a s im p le r  a l te rn a t iv e  re c o m m e n d e d  by th e  
P la in  E ng lish  C a m p a ig n . By e n co u rag in g  th e  u s e  o f  a 
te rm in o lo g y  and  prov id ing  fe e d b a c k  on how to  im prove  te x t,  
th e  r ea d ab il ity  plug in  c an  help  a u th o rs  p ro v id e  u sefu l 
w ritten  c o n te n t  fo r t h e ir  in te n d e d  a u d ie n c e s .
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