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Recently, trapped-particle experiments have probed the instantaneous velocity of Brownian mo-
tion revealing that, at early times, hydrodynamic history forces dominate Stokes damping. In these
experiments, nonuniform particle motion is well described by the Basset-Boussinesq-Oseen (BBO)
equation, which captures the unsteady Basset history force at low Reynolds number. Building off of
these results, earlier we showed that, at low temperature, BBO particles could exploit fluid inertia in
order to overcome potential barriers (generically modeled as a tilted washboard) while its Langevin
counter-part could not. Here, we explore the behavior of BBO particles at finite temperature. Re-
markably, we find that the transport of particles injected into a bumpy potential with sufficiently
high barriers can be completely quenched at intermediate temperatures, whereas itinerancy may
be possible above and below that temperature window. This effect is present for both Langevin
and BBO dynamics, though these occur over drastically different temperature ranges. Furthermore,
hydrodynamic memory mitigates these effects by sustaining initial particle momentum, even in the
difficult intermediate temperature regime.
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Introduction. Across many disciplines, growing inter-
est in non-Markovian and general nonequilibrium phe-
nomena has kindled the demand for efficient multiscale
models such as generalized Langevin equations (GLEs)
[1–3]. The Basset-Boussinesq-Oseen (BBO) equation,
which can be expressed as a GLE, has been successfully
used to model hydrodynamic memory effects in Brown-
ian particles, capturing the hydrodynamic long-time tail
in the velocity autocorrelation that decays with the well-
known t−3/2 [4]. This non-exponential decay is a con-
sequence of viscous coupling between a particle and the
vorticity induced by its unsteady motion through the am-
bient fluid. More specifically, the momentum transferred
to the fluid remains in the particle’s vicinity for a short
time τν before being carried away through vorticity dif-
fusion [5–8]. However, if the particle moves substantially
in the time τν , a delayed self-interaction force arises due
to viscous feedback from the surrounding fluid. This hy-
drodynamic force—the Basset-Boussinesq history force—
acts back on the particle at later times. As a direct result
of this interaction, at finite temperature, thermal fluctu-
ations in the fluid—white Gaussian noise in the viscous
stresses [5, 9]—become time-correlated as they are en-
trained by the vorticity field about an accelerating par-
ticle and manifest as colored (Gaussian) noise [10–15].
Previously, we investigated the BBO particles in poten-
tials under time- and space-periodic forcing (generically
modeled using potentials such as the tilted washboard)
[16]. In that work, we excluded thermal noise and di-
rectly compared underdamped Langevin dynamics (i.e.,
pure Stokes drag and no thermal noise) to BBO dynamics
to elucidate the physical mechanism by which hydrody-
namic memory—present in the BBO equation—reduces
Stokes (i.e., heat) dissipation and, therefore, transport
friction. We found that the latent fluid momentum cap-
tured by the Basset history force in the BBO equation
was sufficient to allow BBO particles to reach itiner-
ant states while the particles modeled by underdamped
Langevin dynamics remained trapped. Indeed, in a re-
markable Letter by Goychuk [17], hydrodynamic memory
was seen to have a profound influence on nonlinear dif-
fusion in tilted washboard potentials that extends over
much longer timescales than the memoryless case.
Taking [17] and [16] together, it is reasonable to imag-
ine that any BBO particle that overcomes a fixed barrier
height and reaches an itinerant phase at low tempera-
ture should continue to do so at higher temperatures.
Somewhat counterintuitively, we find that this assertion
is not true not only for BBO particles but underdamped
Langevin dynamics as well, though the onset of trapping
occurs at temperatures differing by an order of magni-
tude. We elucidate the nontrivial interplay between ther-
mal fluctuations and the force derived from the wash-
board potential in both the BBO and Langevin equations
to explain the origin of trapping over a finite tempera-
ture regime from a physical standpoint. We also describe
how hydrodynamic memory fundamentally mitigates the
forces that lead to trapping not only promotes itinerancy
over a much larger temperature range but also over much
longer timescales.
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2Fluctuating Basset-Boussinesq-Oseen equation. Con-
sider a microsphere [18] of radius R, mass m, and density
ρs in an incompressible fluid of density ρ and dynamic
viscosity η, with no-slip boundary conditions. In the limit
of low Reynolds and Mach numbers, nonuniform particle
motion is described by a BBO equation [19–21]; when
such a particle is additionally subjected to thermal noise
ξ(t), we will refer to the resulting stochastic equation of
motion as the fluctuating BBO (FBBO) equation,
mev˙ + ζSv(t) + ζS
√
τν
pi
∫ t
t0
v˙(τ)√
t− τ dτ + ξ(t) = f(x), (1)
where f(x) = −∂xU(x) is a conservative external force.
In the first term, me = 23piR3(2ρs + ρ) is the effective
mass, which accounts for the displaced fluid’s inertia—
an inviscid-unsteady effect; the second term is the quasis-
teady (Stokes) drag with friction coefficient ζS = 6piηR,
while the third is the Basset history force—a consequence
of viscous-unsteady flow [22]. By the second fluctuation-
dissipation theorem (FDT) [1, 2], the history force im-
plies that ξ(t) is colored, containing an anticorrelated
Gaussian noise with zero mean and variance [11, 12]:
〈ξ(t)ξ(t′)〉 = kBTζS
(
δ(t− t′)−
√
τν
4pi
1
|t− t′|3/2
)
, (2)
for t ≥ t′. We refer to Eq. (1) along with the noise statis-
tics in Eq. (2) as the fluctuating BBO (FBBO) equation.
Two physical timescales appear in Eq. (1): the parti-
cle momentum relaxation time, τ
S
= me/ζS (sometimes
Brownian relaxation time), and the fluid kinematic time,
τν = ρR2/η. Note that in the limit of vanishing fluid
inertia (ρs  ρ), vorticity diffusion is effectively instan-
taneous (τν  τS ). Thus, the history force vanishes and
ξ(t) becomes a white noise process. Similarly, Eq. (1)
reduces to the conventional Langevin equation (LE) and
we obtain underdamped Langevin dynamics (LD).
Following [16], we nondimensionalize Eq. (1) by intro-
ducing the following dimensional scales (also cf. Armin-
ski and Weinbaum [7]):
tc = τS Ec = kBT0 vc = vth, (3)
where vth =
√
kBT0/me is the thermal speed, yielding
the dimensionless time t˜ = t/tc, velocity v˜ = v/vc, tem-
perature T˜ = T/T0, and so on. Accordingly, length
is scaled by Lc = vthτB , mass by Mc = me, force by
Fc = kBT0/vthτS , and friction by ζS. The dimension-
less parameter β relates the particle and fluid timescales
through β = 9ρ2ρs+ρ = τν/τS so that τS = ρR
2/βη [7, 10].
Redefining t˜ as t, v˜ as v, and so on, we finally have:
v˙ + v(t) +
√
β
pi
∫ t
t0
v˙(τ)√
t− τ dτ + ξ(t) = −
∂U
∂x
. (4)
Here we consider the tilted washboard potential as it
is a generic periodic potential with broad physical rele-
vance [23–29] that allows us to explore the concepts of
λ
x
U
(x
)
v(0) = F/ζ
0
0
Wavelength: λ
Driving force: F = Utilt/λ
Stokes friction: ζ
U
til
t
FIG. 1. Schematic of the numerical experiment. For x(t <
0) < 0, particles move at terminal velocity v = F/ζS under a
constant force F ; at x(t = 0) = 0, particles enter a tilted
washboard potential, U(x) = Uosc cos (2pix/λ) − Fx, with
wavelength λ, amplitude Uosc, and tilt force F = 2piUtilt/λ.
particle trapping (by virtue of this potential’s barriers)
and itinerancy (by virtue of its periodicity). The tilted
washboard potential with wavelength λ, amplitude U0,
and tilt F is given by U(x) = Uosc cos (2pix/λ) − Fx.
At the critical tilt, F = 2piUosc/λ, below which the po-
tential has alternating local minima and barriers; Fig. 1
schematically illustrates the washboard potential setup
and the initial conditions.
Problem Overview. We obtain numerical solutions to
Eq. (1) using an extended phase space method wherein
the memory kernel is approximated as an exponential
sum. This approach—sometimes called a Prony series
representation or Markovian embedding—has been ex-
tensively developed and deployed by Goychuk [17, 30–32]
and others [33–36]. In our previous study [16], we verified
the accuracy of this approach in the zero-temperature
case by comparison with known analytical solutions [7].
A distinct advantage of the embedding procedure is that
the correct thermal noise correlations from the FDT are
generated automatically as a weighted sum of Ornstein-
Uhlenbeck processes [36].
We assume neutrally buoyant particles (ρs = ρ) for
FBBO dynamics, which is pertinent to many processes
in liquid water. Since β = 3, the history term is of or-
der unity by Eq. (4) and can only be neglected when
v˙ ∼ 0, i.e., when f varies slowly such that the par-
ticle travels near terminal (i.e., quasisteady) velocity,
v(t) ∼ f [x(t)]/ζS.
At this point, it bears emphasizing a key difference
between the present study and previous studies focusing
on nonlinear diffusion enhancement, where it is typical
to set 〈v(0)〉 = 0 and place all particles near a local po-
tential minimum (usually near x(0) = 0). In particular,
it is typical to study the dynamics around the critical
washboard tilt using few select values of washboard am-
plitude and temperature [17, 26, 37–41]. As such, we fix
the tilt, vary both the temperature and washboard am-
plitude, and quantify transport behavior in terms of the
net velocity,
〈v(t)〉 = 1
t
∫ t
0
〈v(τ)〉 dτ = 1
t
〈∆x(t)〉 , (5)
3where ∆x(t) = x(t)−x(0) is the net displacement. In par-
ticular, for transport through a periodic potential, 〈v(t)〉
can be used as a proxy for the effective transport fric-
tion and efficiency [16]. The methodology in the present
article connects more straightforwardly to questions of
transport efficiency than the viewpoint of enhanced dif-
fusion, as well as revealing nontrivial transport behavior
that depends simultaneously on the temperature (noise
level), potential amplitude (barriers), and the dynamics
(e.g. LD, FBBO).
All particles are injected into the washboard potential
at x(0) = 0 with the aforementioned initial conditions.
One can imagine that for t < 0 a particle is in a qua-
sisteady state under the influence of a constant driving
force F with no potential oscillations (Uosc = 0); at t = 0,
the particle “goes off-road” as it enters the wasboard re-
gion (Uosc > 0). Because the driving force F is fixed, we
anticipate that net velocities will generally decline and
possibly drop to zero if barriers are sufficiently high. It
is then natural to ask how and to what degree hydro-
dynamic memory can mitigate the impact of a bumpy
landscape and thermal noise on microparticle transport.
Our numerical experiments are germane to the driven
transport of microparticles, revealing a remarkable in-
terplay between hydrodynamic memory, thermal fluctu-
ations, and barriers in a bumpy energy landscape. For in-
stance, if we have a particle in motion under the influence
of a driving force with hydrodynamic memory, how resis-
tant is the motion to disruption by thermal noise when
the amplitude of an oscillatory potential landscape is in-
creased? Does thermal noise help, hurt, or have no effect
on a driven particle when it traverses a bumpy poten-
tial? How do the underlying dynamics (e.g., overdamped
to underdamped, underdamped to hydrodynamic mem-
ory) impact the interplay of thermal noise and energy
barriers in a spatially periodic potential?
Results. Simulations were performed with the numer-
ical code used in [16] but with noise terms turned on, and
leverages the methodology developed by [Goychuk2019-
gl]. [42]. The numerical experiments are set up as fol-
lows. An ensemble of particles is taken to be in steady
state under tilt force F , which satisfies the force balance
condition, 〈F
S
(0) + F
B
(0)〉 = F , where F
S
and F
B
are the
Stokes and Basset forces, respectively. For underdamped
LD (F
B
≡ 0), the velocities are initialized with the mean
equal to the terminal velocity 〈v(0)〉 = F/ζS and the
dispersion given by a thermal distribution
〈
v2(0)
〉
=
kBT/me. In the case of BBO particles, the auxiliary
variables for the Markovian embedding must be initial-
ized appropriately. Force-balance in steady state requires
〈F
B
〉 = 0 such that the time derivatives of all auxiliary
variables vanish simultaneously and 〈sk(0)〉 = −γkF/ζS;
auxiliary variables are furthermore given a thermal dis-
tribution 〈s˙i(0)s˙j(0)〉 = νiγivthδij , which is required for
stationarity of the noise [31].
The washboard tilt force is set to F = 1 and the
F
osc 	=	πU
osc
A B
C D
FIG. 2. The sensitivity of the net velocity 〈v〉 of a particle
in transport to thermal noise depends on both barrier heights
(hue) and the underlying dynamics (FBBO dynamics—left,
Langevin dynamics—right). Early on (t = 2× 103, top row),
the dispersion in 〈v〉 is noticeable at higher temperatures. At
later times (t = 2× 105, bottom row), 〈v〉 curves relax as
transport is quenched for lower and lower temperatures.
wavelength to λ = 2; the washboard force amplitude
Fosc = 2piUosc/λ = piUosc is varied from 1.1 to 2 in steps of
0.1 so that the washboard is below the critical tilt (i.e.,
barriers are present) and we vary the temperature be-
tween T = 10−4 to 1. The constant force case (Uosc = 0)
serves as a reference point, where the net velocity 〈v〉 is
a maximum vqs = F/ζS = 1, which is simply the qua-
sisteady (i.e., terminal) velocity for both LD and BBO
particles, by construction. Fig. 2 shows, for two differ-
ent time points, the effect of thermal noise on 〈v〉 over a
range of washboard amplitudes. We examine amplitudes
larger than the critical value Uosc = 1.0/pi, the value at
which barriers vanish (i.e., critical tilt of the washboard).
At Uosc = 1.1/pi, there is already a significant dip in
〈v〉 for LD between T = 8× 10−3 to 8× 10−2, where
〈v〉 is suppressed up to 40% (Fig. 2B). At Uosc = 1.2/pi,
transport of LD particles is already greatly suppressed
between T = 2× 10−3 and T = 2× 10−2 by t = 103 in
spite of the fact that at zero temperature, LD particles
are itinerant with 〈v〉 ∼ 0.8. The same qualitative fea-
tures are evident at Uosc = 1.6, where the temperature
range of quenched dynamics spans an even wider temper-
ature range, for 4× 10−4 . T . 5× 10−2, with the zero-
temperature dynamics giving 〈v〉 ∼ 0.68. Once V ≥ 1.8,
the barrier are sufficiently high that LD particles are no
longer itinerant at zero temperature, so transport is pos-
sible only at high temperatures T & 5× 10−2.
The presence of hydrodynamic memory only slightly
modifies the qualitative features present in Fig. 2. For
instance, for both LD and BBO particles, 〈v〉 drops
sharply and has a large variance for temperatures just
below where quenching occurs. The quantitative differ-
4FIG. 3. Net velocity of FBBO (top row) and LD (bottom row) particles as a function of time across four different temperatures
(from left to right: T = 10−4, 3.2× 10−3, 3.2× 10−2, and 3.2× 10−1.
ences are, however, comparatively dramatic. For 1.1 <
piUosc < 1.4, 〈v〉 for BBO particles gradually decreases
across all temperatures for increasing Uosc with a widen-
ing dip in the curves just above T = 0.1 (Fig. 2A,C). For
barrier heights above Uosc = 1.5/pi, transport is quenched
in a narrow temperature range (around T ∼ 5× 10−2)
that widens dramatically as the amplitude is increased.
LD particles, however, exhibit quenched transport for all
but the lowest barrier by t = 2× 105 (Fig. 2D). More-
over, barriers as low as Uosc = 1.3/pi suppress LD particle
transport even by t = 2× 103. Fig. 3 clearly illustrates
the comparatively rapid relaxation of 〈v〉 for LD particles
at lower temperatures (bottom row, T < 0.32)
On the other hand, quenching takes place for BBO
particles when Uosc & 1.6/pi in a narrow temperature
band. Fig. 2C indicates that itinerancy is maintained
for barriers as high as Uosc = 1.5/pi, while Fig. 3 (top
row, T = 3.2× 10−2) clearly illustrates the protracted
relaxation of 〈v〉 due to hydrodynamic memory. At the
lower end of the temperature range (T . 10−2), 〈v〉 is
around 80% of vqs for T . 10−2 and, as long as the
temperature is low enough (T < 10−3), 〈v〉 is still nearly
70% of vqs. It is only at Uosc = 2.0/pi that BBO particles
can no longer sustain transport at any temperature below
T ∼ 10−1 (Fig. 3, top row, T = 10−4), at which point
zero-temperature transport is not possible, at least with
the present initial conditions.
Discussion. Intuitively, we expect there to be at least
two states of transport, namely itinerant and trapped
states [43][44]. For sufficiently high temperature and/or
vanishing potential barriers, we expect an itinerant state
regardless of the dynamics (FBBO or LD). For high barri-
ers and low temperatures, we expect particles to become
trapped in wells and overall transport to halt. In the
zero-temperature limit, it is known that there are situ-
ations where hydrodynamic memory enables itinerancy
whereas accounting solely for Stokes dissipation predicts
trapping [16].
As the temperature is gradually increased, this qual-
itative difference in transport behavior should persist
because we expect the zero-temperature dynamics to
smoothly transition into the finite-temperature dynam-
ics. As T is increased further, it becomes increasingly
likely that, upon entering the washboard, a particle’s mo-
tion will be arrested by unfavorable thermal fluctuations,
which rob it of the requisite momentum to surmount a
barrier and trap in a potential well. If itinerancy is pos-
sible for zero-temperature transport, then for small but
finite T , itinerancy can maintained for a considerable pe-
riod of time before substantial trapping occurs, though
there is a negligible probability of escape once trapped
at these temperatures.
Our results clearly demonstrate that hydrodynamic
memory not only dramatically delays the onset of trap-
ping but also makes transport more robust to larger bar-
riers. On the other hand, the probability that a trapped
particle will escape in a given interval of time (via for-
tuitous thermal fluctuations) grows with increasing T .
Concordantly, while BBO particles are more resistant to
trapping, they are also more difficult to untrap. This
is due to both the memory term as well as the anticor-
related hydrodynamic noise, the combination of which
extends the time it takes for thermal fluctuations to in-
duce a transition out of a well. In the high temperature
limit (kBT  Uosc), both FBBO and LD particles are in-
sensitive to the structure of the potential and the overall
transport speed is dictated by the tilt F .
One might imagine a situation in which the opposing
processes of trapping and untrapping are competitive in
that they act on roughly the same timescale. Such a situ-
ation gives rise the the phenomenon of bistability (i.e., bi-
modal distribution in the instantaneous velocity), which,
broadly speaking, is possible when the washboard poten-
tial is below the critical tilt and the Stokes friction is
sufficiently small (and inertia significant) [43]. Indeed,
this phenonmenon was examined in the recent Letter by
5Goychuk [17] for BBO particles in tilted washboard po-
tentials. In particular, it was shown that strong diffu-
sion enhancement emerges when particles—with varying
strength of hydrodynamic memory—actively transition
between itinerant and trapped metastable states. Hav-
ing been focused on the physically relevant case of neu-
trally buoyant (FBBO) particles, our simulations used a
relatively large Stokes friction, so little if any bistable be-
havior was to be expected. It would be fruitful to bridge
the present work with Goychuk [17] to further elucidate
the subtle interplay between hydrodynamic memory and
anticorrelated thermal noise with spatially periodic po-
tentials.
Does the temperature window where transport is
quenched extend to arbitrarily low T as t → ∞? We
do know that when barrier heights are small enough, the
zero-temperature dynamics in a tilted washboard will ad-
mit particle transport, implying that the quenched trans-
port window cannot contain T = 0. There is a “cor-
ner” in the 〈v〉 curves where transport drops from fi-
nite positive values to essentially zero over a very nar-
row temperature range. As time goes on, this corner
gradually shifts left (toward lower T ), which reflects the
fact that it takes longer to initiate trapping when the
thermal noise magnitude is lower. How long does it
take for this abrupt switching—from itinerant to trapped
dynamics—to take place at a given temperature, and how
does the typical quenching time of transport differ be-
tween BBO and Langevin dynamics? We reiterate that
the present work examined particle transport from the
perspective of injecting particles at speed into a bumpy
landscape, whereas most studies on nonlinear diffusion
consider what is effectively a trapped initial state. There-
fore, in light of the long-time influence of hydrodynamic
memory observed in the present work and by [17], how
do the differences themselves depend on (the choice of)
initial conditions?
It is not clear how to disentangle the effect of cor-
related hydrodynamic noise from the history term—by
fluctuation-dissipation, both terms arise simultaneously.
However, it seems reasonable to surmise that the anticor-
related noise component has a reduced tendency to in-
duce trapping of a particle already in motion, since this
would require a sequence of thermal fluctuations against
the motion of a BBO particle. On the other hand, the
anitcorrelated noise would make it more difficult for a
trapped BBO particle to escape. In the face of ther-
mal noise and a fluctuating potential, it can be seen that
there is a tradeoff between robustness of transport and
the ease of untrapping a trapped particle. In the case
of general space- and time-dependent driving, one might
consider an active transport situation where energy is
used to reinitiate transport once a particle is trapped.
The question of transport efficiency must then account
for the proportion of time a particle spends in the itiner-
ant state and the energy required to move it back to the
itinerant state once it is trapped.
Beyond regions of high fluctuations, our work identi-
fies other critical hallmarks of BBO dynamics that sug-
gest experiments to unravel the importance of hydrody-
namic memory effects on particle motion. Comparing
FBBO and LD particles after t = 2× 105, there is over
an order of magnitude difference in range of temperatures
where transport is quenched. Furthermore, the onset of
quenched transport takes place much later when hydro-
dynamic memory is present for all but the highest tem-
peratures (Fig. 3). In principle, such a difference in the
relaxation time of 〈v〉 should be experimentally observ-
able. In particular, experiments in sculpted potentials,
such as in Refs [40, 45–53], could begin to verify the pre-
dictions put forward here.
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