In this paper we consider the optimal transport approach for computing the model-free prices of a given path-dependent contingent claim in a two periods model. More precisely, we first specialize the optimal transport plan introduced in Beiglböck and Juillet [2012], following the construction of Henry-Labordère and Touzi [2013], as well as the one in Hobson and Klimmek [2013], to the case of positive martingales and a single maximizer for the difference between the c.d.f.'s of the two marginals. These characterizations allow us to study the effect of the change of numeraire on the corresponding super and subhedging model-free prices. It turns out that, for Henry-Labordère and Touzi [2013]'s construction, the change of numeraire can be viewed as a mirror coupling for positive martingales, while for Hobson and Klimmek [2013] it exchanges forward start straddles of type I and type
Let M(µ, ν) be the set of the laws of all such discrete martingales with marginals µ, ν.
For functions C : (R * + ) 2 → R with linear growth, Beiglböck and Juillet [2012] study the two-marginals martingale problem: P (µ, ν, C) = sup Q∈M(µ,ν) E Q C(X, Y ).
(1.1)
Similarly, the inf-problem can be defined by:
P (µ, ν, C) = inf Q∈M(µ,ν) E Q C(X, Y ).
(1.2)
Using these two bounds, we can define a range of price measure, we denote its width by R R(µ, ν, C) = P (µ, ν, C) − P (µ, ν, C).
( 1.3)
The primal problems (1.1) and (1.2) have the following dual formulation D(µ, ν, C) = inf Under suitable conditions, Beiglböck et al. [2013] show that there is no duality gap, i.e. P (µ, ν, C) = D(µ, ν, C), P (µ, ν, C) = D(µ, ν, C).
and that the primal problems (1.1) and (1.2) are attained. Beiglböck and Juillet [2012] prove that these optimal probabilities are of special type, called the left-monotone and rightmonotone transference plans which realize the extremum in (1.1) and (1.2), for a certain class of payoffs. On the other hand, Henry-Labordère and Touzi [2013] provide an explicit construction of the optimal transference plan for a more general class of payoffs C that satisfy the so-called Spence-Mirrlees condition:
C xyy > 0.
(1.6)
The construction is relatively easy when the difference of the cumulative distribution functions δF := F ν − F µ has a single maximizer, and much trickier otherwise. Finally, Hobson and Klimmek [2013] construct an optimal transference plan giving a model-free sub-replicating price of a forward start straddle of type II, whose payoff |X − Y | does not satisfy the Spence-Mirrlees condition above.
In this work, we want to study the effect of a change of numeraire on those optimal transference plans. To do so, we start with revisiting the construction of Henry-Labordère and Touzi [2013] and Hobson and Klimmek [2013] in a way which is more suited to our study.
Unlike these authors, we consider the case of positive martingales. Our motivation is to give a simple and instructive construction of the optimal transference plan, assuming additional properties on the marginals which considerably simplify the proofs without restricting too much the scope of the financial applications. In particular, we specialize both constructions to the case of a single maximiser for the difference between the two cumulative distributions functions δF . 1
We restate a characterization of the optimal two-point conditional distributions which reveals to be more suitable for studying the effect of a change of numeraire transformation, which associates to a positive martingale M the martingale 1 M under the change of probability with density M 2 . In particular, it turns out that, for Beiglböck and Juillet [2012] and Henry-Labordère and Touzi [2013] optimal transport plan the change of numeraire can be viewed as a mirror coupling for positive martingales, while, for Hobson and Klimmek [2013] , it exchanges forward start straddles of type I and type II giving also that the optimal transport plan in the subhedging problems is the same for two types of options.
The paper is organised as follows. In Section 2, we provide a self-contained explicit construction of the left-monotone transference plan for positive martingales in the single maximiser case. We define and study in Section 3 the change of numeraire and the transformation of the two-marginals problem by change of numeraire. In Section 4 we characterize the right-monotone transference plan and show that the change of numeraire operates like a mirror-coupling for positive martingales. We study in Section 5 the transference plan introduced by Hobson and Klimmek [2013] , we characterize its existence and uniqueness and give some symmetry properties. In the last Section 6, we study the symmetric case where µ and ν are invariant by change of numeraire. This covers the case of the Black-Scholes model and of the stochastic volatility models with no correlation between the volatility and the spot (c.f. Renault and Touzi [1996] ).
Notations.
1. Let P 1 = P(R * + ) denote the set of probability measures µ on R * + with a positive density p µ with respect to the Lebesgue measure, such that (1.7)
2. If µ, ν ∈ P 1 , then p µ , p ν will denote the densities of µ, ν, and F µ , F ν their cumulative distribution functions. We also introduce the function δF defined by
3. id will denote the identity function.
We will work under the following assumption in the rest of the paper.
Assumption 1.1. We suppose that the two measures µ and ν do not agree on any interval.
This assumption is fulfilled in most classical diffusions and stochastic volatility models.
Note however that this excludes the case of marginals with bounded support.
2 Basic left-monotone transference plan: existence and uniqueness In this section, we consider two measures µ, ν ∈ P 1 such that µ ν. The maximization problem (1.1) is strongly related to the concept of left and right monotone transference plans. The latter was introduced in Beiglböck and Juillet [2012] , who show its existence and uniqueness for convex ordered marginals and that it realises the optimum in the problem (1.1) for a specific set of payoffs. On the other hand, Henry-Labordère and Touzi [2013] extended these results to a wider set of payoffs, and more importantly give an explicit construction of the left-monotone transference plan. In this paper, we will use a more convenient notion that we call a basic left-monotone transference plan, motivated by the form of the optimal transference plan found by Henry-Labordère and Touzi [2013] , and we study its properties.
Definition 2.1 (Basic left-monotone transference plan). A basic left-monotone transference plan is a triplet (x , L d , L u ), where x ∈ R * + and L d , L u are positive continuous functions on ]0, ∞[, such that:
For the rest of the article, we will work under the following assumption:
Assumption 2.2. δF has a single maximizer m.
In order to prove the existence of the basic left-monotone transference plan, we first look for necessary conditions on (x , L d , L u ) which ensure that the resulting law is ν i.e. property (iv) . For convenience we shall denote 1 − q L by q L .
Necessary conditions
In this section, we give some necessary conditions for a given triplet (x , L d , L u ) to be a left-monotone transference plan. First, we show that it verifies an ODE.
is a basic left-monotone transference plan, then the pair (L d , L u ) verifies the following ODE:
(2.9)
Proof. C.f. Appendix A.
Using these ODEs, we get the following necessary conditions on the triplet (x , L d , L u ).
is a basic left-monotone transference plan, then we have the following properties:
1.
x must be the unique maximiser of δF ;
2. L d verifies the equation
(2.10)
3. L u is related to L d throughout the equation
(2.11)
Proof. We postpone a detailed proof of these three properties to Appendix B
Remark 2.5. Equation (2.10) defines L d (x), at least formally (the uniqueness will be proven in Lemma 2.6), for x > x , and L u (x) follows from Equation (2.11). This equation is well defined if it has a unique solution L d (x) for all x > x . This will be proved in the next section.
Sufficient conditions
Observe first that the single maximizer Assumption 2.2 implies, by item 1 in Proposition 2.4, that if (x , L d , L u ) is a basic left transference plan, one necessarily has x = m. Now, we want to prove that equation (2.10) has a unique solution L d (x) < m for any x > m.
We can state the following preliminary lemma:
Lemma 2.6. Given x > m, let t F (x) be defined by:
Then, Equation (2.10) has a unique solution, denoted L d (x), in the interval ]0, t F (x)[. Moreover, L u (x), given by Equation (2.11), is well defined.
Proof. C.f. Appendix C.
]0, m[ has a unique solution. This is due to the fact that µ ν and to Assumption 1.1.
To complete the construction, we will prove that the graphs of L d and L u , defined as solutions of (2.10) and (2.11) have the following properties:
Proposition 2.8 (Properties of L d and L u ). On (m, ∞), we have:
3. L d is decreasing and L u is increasing.
Proof.
1. It follows from the implicit function theorem.
we prove that L u (x) > x. Using the definition of L u , one has
Now, note that because of the convex ordering we know that δF has at least one zero, otherwise δF would have a constant sign, which contradicts the convex ordering. If it had one more zero, this last property would imply that δF has at least two local maximisers. We denote this unique zero by z δF . Let us distinguish two cases. If
x ≥ z δF , then δF (x) ≤ 0, and since δF (L d (x)) > 0, L u (x) > x follows. On the other hand, if x ≤ z δF , then by continuity, there exists x < m such that δF (x) = δF (x). We
Finally, since δF (y) > δF (x) for all y ∈ (x, x), we get Z x (x) > 0.
Therefore the zero of Z x , which is equal to L d (x), will be in (x, x), and we get our desired result δF (L d (x)) > δF (x).
3. If we differentiate the equation (2.10) with respect to x, we get δF
is well defined and positive, and δF (L d (x)) is also positive since the function δF is increasing on (0, m). This implies that L d is decreasing.
is well defined and positive. Now, we can give the main result of this section, stating the existence and uniqueness of the basic left-monotone transference plan.
Theorem 2.9. Assume that δF has a single maximiser m. Then there is a unique basic left-monotone transference plan (m, L d , L u ) where L d is the unique solution of (2.10) and L u is given by the relation (2.11).
Having proved the existence and uniqueness of the basic left-monotone transference plan, we can introduce similarly the basic right-monotone transference plan. Before that, let us introduce the change of numeraire transformation and study some symmetry properties of the maximisation problem (1.1).
Change of numeraire
Let X be a positive random variable with law µ. The change of numeraire with respect to X amounts to define a new probability measure Xdµ and to look at the law of 1 X under Xdµ. Its density q satisfies for any measurable bounded function f :
This motivates the introduction of a symmetry operator, denoted S.
The symmetry operator S
We associate to µ ∈ P 1 with density p µ a measure S(µ) with density p S(µ) defined by:
(3.12)
It is straightforward to verify that the function p S(µ) is indeed a density defining a measure in P 1 . Let us also observe that S is an involution, i.e. S • S = id. Indeed, we have
We summarise our findings in the following lemma.
Lemma 3.1. p S(µ) is the density of a measure S(µ) ∈ P 1 . Moreover the operator S is an involution, preserving the convex order in the set of measures P 1 , i.e. if µ, ν ∈ P 1 satisfy µ ν, then S(µ) S(ν).
Proof. Let µ, ν ∈ P 1 such that for any convex function f , f dµ ≤ f dν. Since S(µ) and S(ν) have the same (unit) mass and first moment, it is enough to show that for any positive constant K, L we have
It is easy to show the following properties for the image of µ by the operator S. Its proof is therefore omitted.
Proposition 3.2. If µ ∈ P 1 , then for all y > 0 we have
The symmetric two-marginals martingale problem
For µ, ν in P 1 , with µ ν, we recall that M(µ, ν) denotes the set of all discrete martingales with marginals µ, ν. We know that there exists a discrete martingale {M i : i = 0, 1, 2} with M 0 = 1 such that, if X := M 1 and Y = M 2 , then X ∼ µ and Y ∼ ν. We also recall the problem (1.1), for functions C(x, y) with linear growth:
Then, we introduce the symmetric two-marginals martingale problem, defined as C → P (S(µ), S(ν), C). We start a study of its properties with the following proposition: Proposition 3.3. Let S be the operator that to every Q ∈ M(µ, ν) associates a measure S(Q) defined by
Then, we have the following properties:
1. S(Q) defines a probability in M(S(µ), S(ν)), and the symmetry S is an involution, i.e.
2. S (M(µ, ν)) = M(S(µ), S(ν)).
3. Let us define the payoff S * (C)(x, y) := yC( 1 x , 1 y ) for x, y ≥ 0. Then P (S(µ), S(ν), S * (C)) = P (µ, ν, C).
(3.13)
1. First, let us prove that S(Q) ∈ M(S(µ), S(ν)) for Q ∈ M(S(µ), S(ν)). The fact that Y has law S(ν) under S(Q) amounts to the definition of S on P 1 . Regarding X, by the martingale property under Q, for functions f that depend only on the x-variable:
and we conclude since X has law µ under Q. It remains to show the martingale property:
Now by the martingale property under
2. In order to prove that S (M(µ, ν)) = M(S(µ), S(ν)), we note that one inclusion is implied by the property 1. in this proposition. The other inclusion is a consequence of the fact that the symmetry operator S is an involution.
3. It is an easy consequence of the previous property 2.
In the rest of this section, we will study the effect of change of numeraire on the Spence-Mirrless condition and how the symmetry operator S * introduced in Proposition 3.3 acts on the space of hedgeable claims.
Relation to the Spence-Mirrlees condition
The model-free bounds P and P are linked to the left and right monotone transference plans, under a Spence-Mirrlees type condition on C: C xyy > 0 (or C xyy < 0). In fact, Henry-Labordère and Touzi [2013] show that for payoffs C verifying this condition, the optimal problem (1.1) is attained by the left-monotone transference plan, extending the results of Beiglböck and Juillet [2012] .
Using the definition of S * (C), it is clear that Definition 3.4. We say that a payoff function C is symmetric if it satisfies S * (C) = C.
If the payoff C is symmetric and verifies the Spence-Mirrlees condition i.e. S * (C) = C and C xyy ≥ 0, then using (3.14), we have C xyy (x, y) = − 1 x 2 y 2 C xyy ( 1 x , 1 y ), hence C xyy = 0. Integrating with respect to y twice and with respect to x, we see that C is necessarily of the form C(x, y) = ϕ(x) + ψ(y) + h(x)(y − x), for some functions ϕ, ψ and h.
Remark 3.5. Since a symmetric payoff verifies C(x, y) = yC(1/x, 1/y), ∀x, y > 0, a way of constructing it could go as follows: it suffices to choose its value on
One may easily check that C satisfies the symmetry relation S * (C) = C.
Symmetry and model risk
The Proposition 3.6. Let C be a payoff such that R(C) = 0 and such that the dual problem D
Proof. Let C be a payoff such that R(C) = 0 and the dual problem D (c.f. the equation
The second condition means that there exist dual functions ϕ, ψ, h such that
Since all Q ∈ M(µ, ν) have marginals µ and ν and verify the martingale property, we have
Consequently, we have the two equations
.
We denote H(µ, ν) the set of payoffs that can be represented as in (3.15), i.e.
This set contains all the payoffs that can be replicated by investing in the stock and in European options. An interesting property of this set is that it is invariant by the symmetry operator S * .
where we define the functionsφ,ψ andh bỹ
i.e. S * (C) ∈ H(S(µ), S(ν)).
Construction of the basic right-monotone transference map via change of numeraire
The goal of this section is to use the symmetry operator and our previous results on the basic left-monotone transport plan to provide a simple construction of the basic right-monotone transport plan. We suppose given two measures µ and ν verifying the same conditions as in the previous section, i.e. µ, ν ∈ P 1 such that µ, ν are convex ordered (µ ν). 
As we have proved in the previous section, if µ, ν ∈ P 1 satisfy µ ν, then their images by the symmetry operator S verify the same conditions, i.e : S(µ), S(ν) ∈ P 1 such that S(µ) ≤ S(ν). We know from Theorem 2.9 that there exists a basic left-monotone transference
, under the condition that δF S admits a single maximizer. Note that
Hence, δF S has a single maximizer x S if and only if δF has a single minimizer x , such that
x S . Let us now proceed to the construction of a right-monotone transport plan based on the symmetric left-monotone transport plan (x S , L S d , L S u ). Denote
Then, by definition of the left-monotone transference plan, we have
At this point, it suffices to prove that (R d , R u ) transports µ to ν. To this end, we let
. Performing a change of variable, we get
We have just proved the following Theorem 4.2. Assume that δF has a single maximizer. Then there is a unique basic rightmonotone transference plan, which is defined in (4.17).
The left-monotone transference plan (x S , L S d , L S u ) verifies the equations
).
We substitute the following expressions in the two equations above:
and we get the following proposition.
Proposition 4.3. The basic right-monotone transference plan (x , R d , R u ) is characterized by the fact that x is the unique minimizer of δF , and by the two equations.
Moreover, the transition probabilities corresponding to the left and right transference plans are related by
Note that the equations (2.10) and (4.18) defining L d and R u are actually the same equation, but with different domains. This equation, where the unknown is denoted z, can be written as
Denote by m andm, respectively, the maximizer and the minimizer of δF , with m <m. Remark 4.4. Note that by construction of the right-monotone transference plan, we have the symmetry relation 20) i.e. the right-monotone transference plan is the symmetric of the left-monotone transference plan related to the symmetric of the marginals. One could use this equality to prove the optimality results in Henry-Labordère and Touzi [2013] when the marginals µ and ν have supports in R * + . Indeed, recall first that using Lagrangian techniques, Henry-Labordère and Touzi [2013] show that Q L (µ, ν) attains the upper bound (1.1) for payoffs verifying the Spence-Mirrlees condition (1.6) C xyy > 0. Now, assume that the payoff satisfies C xyy < 0 instead.
By item 3. of Proposition 3.3 and that C xyy < 0 if and only if S * (C) xyy > 0, we have P (µ, ν, C) = P (S(µ), S(ν), S * (C))
Hence, P (µ, ν, C) is attained by S (Q L (S(µ), S(ν))), which is equal to Q R (µ, ν), by the symmetry equation (4.20). One can prove in a similar way that if C xyy > 0 (resp. C xyy < 0), the lower bound (1.2) is attained by Q R (µ, ν) (resp. Q L (µ, ν)). Proof. Suppose that there exist two probabilities Q 1 and Q 2 and a real number 0 ≤ α ≤ 1
X)) = 1 for i = 1, 2. Hence, Q 1 and Q 2 are concentrated on the two graphs L u , L d . Since, the two measures (Q i ) i=1,2 preserve the marginals µ and ν, they are characterized by their transition probabilities q i (X) = Q i Y = L u (X) X . On the other
, which is equal to q L (x), the transition probability of Q L . In conclusion, Q 1 and Q 2 are equal to Q L . We get similarly that Q R is an extremal point of M(µ, ν). while the Type I forward start straddle is given by
c.f. Lucic [2003] and Jacquier and Roome [2012] . Hobson and Klimmek [2013] derive explicit expressions for the coupling which minimises the price of the at-the-money (ATM) Type II forward starting straddle C 1 II and for the form of the dual strategy. Note that this payoff does not satisfy the Spence-Mirrlees condition (1.6). Their main result is that an optimal martingale coupling for the forward starting straddle is concentrated on a three point transition {p(x), x, q(x)} where p and q are two decreasing functions.
This result was obtained under a dispersion assumption [Hobson and Klimmek, 2013, Assumption 2.1] on the supports of the marginal laws: assume that the support of (µ − ν) + is contained in a finite interval E and the support of (ν − µ) + is contained in E c . One Starting from the optimal coupling found in Hobson and Klimmek [2013] , we introduce the following transference plan definition. Note that contrary to the left and right-monotone transference plans which are concentrated on a two point band, the following definition have a 3-points structure. The condition that L transports µ into ν implies that for any bounded measurable function
Suppose moreover that p and q are differentiable, then a change of variables gives
On the other hand, the martingale condition gives
Consequently, we get for x ∈ (a, b)
Remark 5.3. Interestingly, a (resp. b) is necessarily a global maximum (resp. minimum) of
In conclusion, δF is increasing on (0, a), then decreases on (a, b) and finally increases on (b, ∞).
As a corollary, a (resp. b) is a global maximum (resp. minimum) of δF .
Rearranging the terms in the equations (5.25), we recover the equations (3.3) and (3.4)
in Hobson and Klimmek [2013] , ∀x ∈ (a, b)
Combining the first two equations above, we get for all x ∈ (a, b)
Integrating gives us the following relation between p and q, for all x ∈ (a, b), δF (q(x)) + δF (p(x)) = δF (x), δG(q(x)) + δG(p(x)) = δG(x).
(5.27)
This equations correspond to (6.1) to (6.2) in Hobson and Klimmek [2013] .
Sufficient conditions
Now, we prove the well-posedness of equations (5.27), under the single maximizer Assumption 2.2. Recall that Lemma 5.1 states that this is equivalent to Assumption 2.1 in Hobson and
Klimmek [2013] .
Lemma 5.4. Suppose that the single maximizer Assumption 2.2 is verified, so δF has a single maximizer a and a single minimizer b > a. For a given x ∈ (a, b) , let t 1 F (x) t 2 F (x) be defined by:
Then the equations (5.27) admit a unique solution p(
Proof. C.f. the proof in Appendix D.
Remark 5.5.
1. Note that t 1 F (x) and t 2 F (x) are well defined, by the intermediate values theorem and the continuity of δF .
2. Recall that, by the convex ordering of µ and ν, the single maximizer Assumption 2.2 implies that δF has a single minimizer b, such that a < b and also, δF (a) > 0, δF (b) < 0 and δF is increasing on (0, a), decreasing on (a, b) then increasing (b, ∞). Now, we prove that this unique pair (p, q) has the following properties: Proof.
2. Obvious since for x ∈ (a, b), p(x) < a and q(x) > b. ∈ (a, b) , then p(x) is the unique solution of δG δF −1 δF (x) − δF (p(x)) + δG(p(x)) − δG(x) = 0.
Let x

Differentiating this equation gives
(5.28) Since x ∈ (a, b) and p(x) ∈ (0, a), then
Hence, p (x) < 0, so that p is decreasing.
On the other hand q(x) is given by q(x) = δF −1 δF (x) − δF (p(x)) . Hence
Rewriting equation (5.28) gives p (x)δF (p(x)) = δF (x) x−q(x) p(x)−q(x) , consequently
Since x ∈ (a, b), p(x) ∈ (0, a) and q(x) ∈ (b, ∞), then
In conclusion q (x) < 0 and q is also decreasing.
We have for
Using the definition of t 1 F (x) and t 2 F (x) we obtain
On the other hand, q is defined by q(x) = δF −1 (δF (x) − δF (p(x))), for x ∈ (a, b).
Using the limits of p, we get
A direct consequence of Lemma 5.4 and Proposition 5.6 is the following existence and uniqueness theorem:
Theorem 5.7. Assume that δF has a single maximiser m. Then there is a unique basic 3-points band transference plan (a, b, p, q, l, u) where a (resp. b) is the global maximizer (resp. minimizer) of δF , (p, q) are given by Equations (5.27) and the transition probabilities (l, u) are given by
We conclude this section with a discussion on the extremality and symmetry properties of the Hobson-Klimmek measure denoted by Q HK (µ, ν) , which is the martingale measure in M(µ, ν) entailed by the pair (p, q) (c.f. the transition equation (5.20) ). In particular, using change of numeraire techniques we will show that Q HK (µ, ν) attains the lower bound price for the type I forward start straddle C 1 I . This result complement the result in Hobson and Klimmek [2013] about type II forward start straddle C 1 II .
Proposition 5.8. The measure Q HK (µ, ν) is an extremal point of M(µ, ν).
Proof. Suppose that there exist two probabilities Q 1 and Q 2 and a real number 0 ≤ α ≤ 1 such that Q HK (µ, ν) = αQ 1 + (1 − α)Q 2 . Since Q HK (µ, ν) Y = p(X), Y = q(X) or Y = X = 1, then Q i Y = p(X), Y = q(X) or Y = X = 1 for i = 1, 2. Hence, Q 1 and Q 2 are concentrated on the three band graph p(x), x, q(x) . Since, the two measures (Q i ) i=1,2 preserve the marginals µ and ν, they are characterized by their transition probabilities l i and u i :
The fact that (Q i ) i=1,2 are martingale measures and has marginals µ and ν implies that,
This has a unique solution given by
which are equal to the transition probabilities of Q HK (µ, ν). In conclusion, Q 1 and Q 2 are equal to Q HK (µ, ν), which is then an extremal point of M(µ, ν).
Proposition 5.9. The martingale measure Q HK (µ, ν) verifies the symmetry relation S Q HK (S(µ), S(ν)) = Q HK (µ, ν) (5.29)
where the symmetry operator S has been defined in Proposition 3.3.
Proof. Let the pair (p S , q S ) define the measure Q HK (S(µ), S(ν)).
Then, a simple computation shows that the symmetric of Q HK (S(µ), S(ν)) is concentrated on 1/p S (1/x), 1/x, 1/q S (1/x) . Let use write the equations satisfied by this three-band graph.
First, recall the symmetry relations δF S (y) = −δG(1/y), δG S (y) = −δF (1/y).
By definition, (p S , q S ) is characterized by the two equations
Hence δF (1/q S (1/x)) + δF (1/p S (1/x)) = δF (x), δG(1/q S (1/x)) + δG(1/p S (1/x)) = δG(x).
These two equations are the same as the ones that characterize the pair (p, q), and by uniqueness we get our desired result. Hobson and Klimmek [2013] prove that lower bound price of the type II forward start straddle paying C 1 II (x, y) = |y − x| is attained by Q HK (µ, ν), i.e.
Interestingly, there is a symmetry relation between Type I and Type II forward start straddles, which is given by
In particular, the ATM straddles are related by S * (C 1 II )(X, Y ) = C 1 I (X, Y ). This relation can be exploited to obtain the following proposition, that concludes this section. Its proof is straightforward.
Proposition 5.10. The lower bound price of the Type I forward start is also attained by a basic 3-points band transference plan, i.e. P (µ, ν, C 1
Using point 3. of Proposition 3.3 and Equation 5.31, we have
Applications
The symmetric case denotes the fact that S(µ) = µ and S(ν) = ν, we will say then that µ and ν are symmetric. Note that the use of the word 'symmetry' in this context comes from the fact that the corresponding volatility smiles at each maturity are symmetric in log-forward moneyness. Symmetric models have been further studied e.g. by Carr and Lee [2009] and Tehranchi [2009] . In Carr and Lee [2009] , this concept is called put-call symmetry (PCS).
They give many examples of symmetric models, c.f. [Carr and Lee, 2009 , Section 3 and 4].
The stochastic volatility models with zero correlation between the volatility and the spot is a classical example of symmetric model. If µ and ν are induced by a stochastic volatility model of the type dS t = S t V t dW 1 t , S 0 = 1 (6.33)
where W 1 and W 2 are two independent Brownian motions, then a simple application of Remark 6.1. The stochastic volatility model above verifies actually a seemingly "stronger" version of symmetry. By Girsanov's theorem, we know that there exists a martingale probability Q, which is symmetric, i.e.
S(Q) = Q.
Such a "stronger" notion of symmetry is actually equivalent to the weaker symmetry of the marginals µ and ν. To see this, let us consider an element P in M(µ, ν) and let us define the probability measure
Then, Q is clearly an element of M(µ, ν) and it is a symmetric measure, i.e. S(Q) = Q. Assumption 6.2. We suppose in the rest of this section that the marginals µ and ν are symmetric.
The symmetric models have some additional properties. For example:
Proposition 6.3. If δF has a single maximizer m, then its unique minimizerm satisfies m > m and is given bym = 1 m . As a consequence m < 1.
Proof. Let m be the single maximizer of δF µ,ν andm its minimizer, the existence of which is ensured by the convex order of µ and ν.
We know from the previous section (c.f. the equation (4.17)) that the minimizerm S of δF S(µ),S(ν) verifies the relation m = 1 m S . Since µ and ν are symmetric, then m = 1/m. Since µ ν, we know that m <m, and consequently we get m < 1.
Symmetrized payoffs have a lower model risk
We show in this subsection how the symmetry property can be used to reduce the model risk.
By Proposition 3.3, we have for any payoff C (with linear growth) and any symmetric model that P (µ, ν, C) = P (µ, ν, S * (C)), P (µ, ν, C) = P (µ, ν, S * (C)), implying R(µ, ν, C) = R(µ, ν, S * (C)).
We define the family of payoffs C α = αC + (1 − α)S * (C), for α ∈ [0, 1]. Then R(C α ) ≤ R(C).
In financial terms, this means that the new payoff C α reduces the model risk. Note that R(C 0 ) = R(C 1 ) = R(C). Moreover, we have R(S * (C α )) = R(C α ), and since S is an involution, we get R(C 1−α ) = R(C α ).
On the other hand, C 1/2 = (C + S * (C))/2 = (C α + C 1−α )/2, and because of the symmetry of R(C α ) around 1/2 we get
Hence, α = 1 2 realises the minimum model risk for the portfolio C α .
Example: the symmetric log normal case
We give an example of symmetric model, where the laws µ and ν are log-normal
Their probability densities and cumulative distribution functions are given by
where i = µ, ν and erf is the error function defined by erf(x) = 2 √ π
x 0 e − t 2 2 dt, ∀x ∈ R. In this case, the maximum m and minimumm of δF := F ν − F µ can be computed explicitly. They are solutions of:
Note that m < 1 <m. 
). Moreover, for y ∈ I, we have ∂Z ∂y (y; x) = δF (y) F −1 ν (F µ (x) + δF (y)) − y , which implies the following:
• L d (x) is defined, for x > m, as the zero of Z(.; x) on the interval (0, m);
• R u (x) is defined, for x <m, as the zero of Z(.; x) on the interval (m, ∞).
Moreover one can show that Z(.; x), for x ∈ (m,m), has three zeros x, L d (x) ∈ (0, m) and
We give a numerical example below, where we plot in Figure 1 the function δF with a special mention of the maximum and minimum m andm. Figure 2 represents the function Z(.; x) whose zeros yield the left and right-monotone transference plans.
The two figures 3 and 4 represent the basic left and right-monotone transference plans (L d , L u ) and (R d , L u ), and the basic H-K decreasing transference plan.
Conclusion
In this work we revisit the explicit construction of Henry-Labordère and Touzi [2013] of the optimal transference plan in the two-marginals martingale problem introduced by Beiglböck and Juillet [2012] , in the particular but important case of positive martingales and of a single maximizer for the difference between the two cumulative distribution functions.
We show that the change of numeraire transformation exchanges the left-and the rightmonotone transference plans, so that the change of numeraire may be viewed has a mirror coupling acting on positive martingales with pre-specified marginals. We repeat our analysis for another important transference plan, which has been introduced by Hobson and Klimmek [2013] . We study some of its symmetry properties and we show in particular that the change of numeraire exchanges type I with type II forward start straddle, so that the lower bound prices are attained for both options by the same probability measure, the one associated with the Hobson-Klimmek transference plan. Moreover, we show the extremality of these transference plans. We conclude this paper with some numerical illustrations. We leave the multi-maximizer case for further research.
Appendix A Proof of Lemma 2.3
First of all, notice that the third condition in the definition of a basic left-monotone transference plan is equivalent to the following equation, for any bounded measurable function g: Using (1.36), we get that:
• On y < x , p ν (y)dy = p µ (y)dy − q L (L −1 d (y))p µ (L −1 d (y))dL −1 d (y).
The two ODEs (2.8) and (2.9) follows by a change of variable x = L −1 u (y) in the two ODEs before stating the present Lemma, together with the observation that, L d being decreasing, the inequality y < x in the second ODE turns to y > x .
Appendix B Proof of Proposition 2.4
First, we show Equation (2.11). Subtracting the two relations (2.8) and (2.9), we get:
(2.37)
Integrating between x and some x ≥ x we get
which gives Equation (2.11).
Now we prove that x must be the unique maximiser of δF . Note that the equation (2.9) and the fact that L d is decreasing entail that p ν − p µ > 0 on the support of the image of L d , which is equal to ]0, x [, since we have L d (x) → 0 as x → ∞. This means that δF = p ν − p µ > 0 on ]0, x [. Hence, δF is increasing on ]0, x [. In other words, if x denotes any maximiser of δF , we have
x ≤ x .
On the other hand, using the equation (2.11) that relates L u and L d , one can show that the point x is necessarily a maximizer of δF . In fact, we have by definition, ∀x > x , L d (x) <
x < L u (x), which is equivalent to ∀x > x , F ν (L u (x)) > F ν (x). Hence, the equation (2.11) implies that
So, if x denotes any maximiser of δF , we have that
Otherwise, if x > x , then by (2.38), δF (L d (x )) > δF (x ), which contradicts the fact that x is a maximiser of δF . In conclusion, we get x = x .
Finally, we show that L d verifies Equation (2.10). For that, let us rewrite equation (2.8) above by replacing the explicit expression for q L :
so that eventually, after using equation (2.37), we obtain Integrating (2.39 ) between x and some x > x we get
so that, using (2.11), we have that L d (x) is solution to
Appendix C Proof of Lemma 2.6
Let f (t) = F −1 ν (F µ (x) + δF (t)) and g(t) = G −1 ν (G µ (x) + δG(t)). We already know from the previous section that L d (x) is solution to equation (2.10). Thus, it remains to show the uniqueness of the solution for the equation f (t) = g(t). Since G ν is strictly increasing and continuous, this equation is equivalent to G ν (g(t)) − G ν (f (t)) = 0. So let us introduce
which is defined on ]0, t F (x)[. We want to prove that Z x has a unique zero on the interval ]0, t F (x)[. We split the rest of the proof into three steps.
Step 1. First we prove that Z x is decreasing. Let t < t F (x). We have Z
The same equalities hold for the measure ν.
so that:
Now t < f (t) if and only if x > t, which holds on ]0, m[ since we assumed x > m.
Step 2. Now we prove that Z x (0+) > 0. Indeed, let:
Then z(0+) = 0 and z (x) = (x−F −1 ν (F µ (x)))p µ (x) is positive on the set {δF > 0}. Therefore z(x) = z(0+) + x 0 z (y)dy is positive on the set {δF > 0}. Now thanks to our assumption p µ > 0, we see that the extrema of z are the zeros of δF . Because of the convex ordering, we know that δF has at least one zero, otherwise δF would have a constant sign, which contradicts the convex ordering. If it had one more zero, this last property would imply that δF has at least two local maximisers.
Step 3. To end the proof, we show that Z x (t F (x)) < 0. This can be done by looking at possible values of t F (x). We distinguish between two cases. i) Z x (m) < 0 (case t F (x) = m). ii) Z x (t F (x)) < 0 (case t F (x) < m).
Let u(x) = Z x (t F (x)) = G µ (x) + δG(t F (x)) − 1. Note that t F (x) → 0 as x → ∞, so that u(x) → 1 + 0 − 1 = 0. Therefore it suffices to show that u is increasing. Now u (x) = xp µ (x) + t F (x)t F (x)(p ν (t F (x)) − p µ (t F (x))) and by the equation defining t F (x), p µ (x) + t F (x)(p ν (t F (x)) − p µ (t F (x))) = 0. Therefore u (x) = p µ (x)(x − t F (x)) with
x > m > t F (x).
Appendix D Proof of Lemma 5.4
Proof. First, we denote by δF −1 the function mapping y ∈ (δF (b), 0) to the unique z ∈ (b, ∞) solving δF (z) = y.
For each x ∈ (a, b) , we introduce the following continuous function Z x given by Z x (y) = δG δF −1 δF (x) − δF (y) + δG(y) − δG(x).
(4.40) Such a function is well defined on the interval [t 1 F (x), t 2 F (x)], since for any y in that interval we have δF (b) ≤ δF (x) − δF (y) ≤ 0.
Note that (p(x), q(x)) such that p(x) ∈ [0, a], q(x) ∈ [b, ∞) is a solution of (5.27) if and only if p(x) ∈ [t 1 F (x), t 2 F (x)], Z x (p(x)) = 0 and q(x) = δF −1 δF (x) − δF (p(x)) . We show now that for any x ∈ (a, b), Z x admits a unique zero on (t 1 F (x), t 2 F (x)). This will be done in three steps: first we show that Z x is decreasing in (t 1 F (x), t 2 F (x)), then prove that Z x (t 1 F (x)) > 0 and finally Z x (t 2 F (x)) < 0.
First, recall that for z ≥ 0, δG (z) = zδF (z), hence dδG δF −1 (z) dz = 1 δF (δF −1 (z)) δF −1 (z)δF (δF −1 (z))) = δF −1 (z), ∀z ∈ (δF (b), 0).
Then, for x ∈ (a, b) and y ∈ [t 1 F (x), t 2 F (x)] Z x (y) = −δF (y)δF −1 (δF (x) − δF (y)) + yδF (y) = δF (y) y − δF −1 (δF (x) − δF (y)) .
(4.41)
Since δF is increasing on (0, a) then δF (y) ≥ 0 for all y ∈ (t 1 F (x), t 2 F (x)) ⊂ (0, a). Also, by definition of δF −1 , δF −1 (δF (x) − δF (y)) ≥ b, so that y ≤ δF −1 (δF (x) − δF (y)) for all y ∈ (t 1 F (x), t 2 F (x)). Consequently, Z x is decreasing. In order to conclude, we need to show that Z x (t 1 F (x)) > 0 and Z x (t 2 F (x)) < 0.
Let x ∈ (a, b), we compute Z x (t 1 F (x)).
1. If δF (x) ≤ 0 then t 1 F (x) = 0. Let η(x) = δF −1 (δF (x)) ≥ b, i.e. δF (η(x)) = δF (x). Thus Since δF is decreasing on (x, b) and increasing on (b, η(x)) we have δF (x) ≥ δF (y) ∀y ∈ (x, η(x)). Consequently, Z x (0) > 0.
2. If δF (x) > 0, t 1 F (x) is the solution of δF (z) = δF (x) on (0, a). Then
(δF (y) − δF (x))dy.
Since δF is increasing on (t 1 F (x), a) and decreasing on (a, x) then δF (x) ≤ δF (y) ∀y ∈ (t 1 F (x), x). Consequently, Z x (t 1 F (x)+) > 0.
Finally, we show that Z x (t 2 F (x)) < 0. Let us denote by f : (a, b) → R defined by f (y) = δF (y) − δF (a) − δF (b). We have f (y) = δF (y) < 0, ∀y ∈ (a, b), f (a) = −δF (b) > 0 and f (b) = −δF (a) < 0. Hence, there exist a unique z * ∈ (a, b) such that f (z * ) = 0.
Hence ∀y ∈ (a, z * ], δF (y) − δF (a) ≥ δF (b) and ∀y ∈ (z * , b), δF (y) − δF (a) < δF (b).
1. If x ∈ (a, z * ], then δF (x) − δF (b) ≥ δF (a) and t 2 F (x) = a. We introduce the function z defined on (a, z * ). Hence z is decreasing on (a, z * ). Moreover, z(a+) = lim u → ∞δG(u) = 1 − 1 = 0, consequently, z(y) < z(a+) = 0, ∀y ∈ (a, z * ). In particular, Z x (a) = z(x) < 0.
2. The second case is x ∈ (z * , b). This implies that δF (x) − δF (b) < δF (a) and t 2 F (x) is solution of the equation δF (z) = δF (x) − δF (b) on (0, a). We evaluate Z x (t 2 F (x)). Z x (t 2 F (x)) = δG δF −1 δF (x) − δF (t 2 F (x)) + δG(t 2 F (x)) − δG(x) = δG(b) + δG(t 2 F (x)) − δG(x).
We consider the function z defined on (z * , b) as z(y) := Z y (t 2 F (y)) = δG(b) + δG(t 2 F (y)) − δG(y), ∀y ∈ (z * , b).
Similarly to the computation of the derivative in (4.41), we get for all y ∈ (z * , b) z (y) := δF (y) t 2 F (y) − y < 0, since δF is decreasing in (a, b) and by definition t 2 F (y) < a < y. On the other hand, t 2 F (b) = 0, so that z(b) = δG(b) + δG(0) − δG(b) = 0. Consequently, z(y) < 0, ∀y ∈ (z * , b) and in particular z(x) = Z x (t 2 F (x)) < 0.
