Abstract: Most multivariate measures of skewness in the literature measure the overall skewness of a distribution. These measures were designed for testing the hypothesis of distributional symmetry and their relevance for describing skewed distributions is less obvious. In this article, we consider the problem of characterising the skewness of multivariate distributions. We define directional skewness as the skewness along a direction and analyse two parametric classes of skewed distributions using measures based on directional skewness. The analysis brings further insight into the classes, allowing for a more informed selection of classes of distributions for particular applications. In the context of Bayesian linear regression under skewed error we use the concept of directional skewness twice. First in the elicitation of a prior on the parameters of the error distribution, and then in the analysis of the skewness of the posterior distribution of the regression residuals.
INTRODUCTION
Modelling skewness in the distribution of real phenomena is becoming common statistical practice, with recent years seeing the development of a number of classes of multivariate distributions designed for such tasks. However, the increased depth of the distributional toolbox available to the researcher was not complemented by tools that allow a characterisation of skewness. This article tries to fill part of this gap. We propose measures of multivariate skewness that are more informative for describing distributions than the traditional measures of overall or total skewness.
Quantifying multivariate skewness has been a perennial problem. Traditionally, the main objective of the measures was to provide statistics that could be used for testing the hypothesis that the distribution of the quantity of interest was symmetric (in the sense that random variable X − µ has the same distribution as µ − X, for some constant vector µ). Therefore, the measures of multivariate skewness were primarily, and often uniquely, developed for testing lack of symmetry (e.g. see Henze 2002 , Section 3 for a review of normality tests based on measures of skewness).
The measures of multivariate skewness in the literature can be broadly divided into three groups. The first group is made up of measures based on joint moments of the random variable (see i.a. Mardia 1970 and Móri, Rohatgi & Székely 1993) . A different approach was taken by Malkovich & Afifi (1973) who made use of projections of the random variable onto a line. It then selects the direction along which the projection maximises some value of univariate skewness, and sets the measure of multivariate skewness as the square of the skewness value along that direction. The third class of measures was suggested by Oja (1983) and uses volumes of simplexes. Even though these groups are intrinsically distinct, they all have a number of common characteristics: they take values on the non-negative real line, are zero for symmetric distributions and are invariant to affine linear transformations. However, they measure overall skewness, and are uninformative about how skewness varies with direction. This makes them of limited use for characterising skewed distributions. Nevertheless, the β 1,p measure suggested by Mardia (1970) has been applied in the characterisation of multivariate skewed distributions (i.a. Sahu, Dey & Branco 2003 and Ferreira and Steel 2004 ). Yet, in these studies the measure was mainly used to compare ranges of skewness values between different classes of distributions.
Our proposal is based on the key concept of directional skewness, i.e. the amount of skewness along a particular direction. Along any direction, the skewness of the distribution can be quantified using an univariate measure. In addition, several measures of univariate skewness are available, some of which are fairly interpretable. By associating a direction with an interpretable value of univariate skewness, we can gain greater insight into the properties of the multivariate distribution.
We present two alternatives for employing directional skewness. The first provides full information about the skewness of the multivariate distribution by quantifying skewness along every direction in the multivariate space. This is a feasible procedure if the distributions along the directions take a simple form. For more complicated setups, we suggest the use of partial information, consisting of measuring skewness along each one of a set of orthogonal directions, spanning the complete space. In particular, we suggest the use of a specific set of orthogonal directions, called principal axes of skewness, which are defined in Section 3.
We employ directional skewness to characterise two rather distinct classes of skewed distributions suggested in the literature: the skew-Normal of Azzalini & Dalla Valle (1996) and the skew-Normal of Ferreira and Steel (2004) , henceforth ADV-Normal and FS-Normal, respectively. A comprehensive comparison, in terms of skewness, between members of these two classes is then immediate.
We apply the concepts of directional skewness in the context of a Bayesian regression model, where the errors have a distribution of the form ADV-Normal or FS-Normal. First we use directional skewness to perform prior matching between the parameters of both classes. We then use directional skewness to characterise the predictive posterior distributions. We analyse a well-known set of biometrical measurements data. It is worth stressing that the main aim of the paper is not to point out the relative merits of these two classes, but rather to illustrate how the various concepts related to directional skewness can be applied to some classes of multivariate distributions that are used in the literature, and how directional skewness can help in characterising the differences between these distributions.
In Section 2 we provide a brief review of measures of univariate skewness. Section 3 introduces the concepts of directional skewness and of principal axes of skewness. In Section 4 we analyse two classes of distributions using full information on directional skewness. In Section 5, we study the application of directional skewness to a Bayesian regression model. The final section groups some further remarks. Proofs are deferred to the Appendix, without explicit mention in the body of the text.
MEASURES OF UNIVARIATE SKEWNESS
Several measures of univariate skewness have been proposed, and here we provide a brief summary. For a more complete review of the literature see e.g. Arnold & Groeneveld (1995) and references therein. Throughout the paper, upper case symbols will denote, interchangeably, distributions or distribution functions, with the corresponding lower case versions denoting densities. We always assume that the densities exist.
Let F and G denote two univariate distributions, and let X ∼ F . Following Oja (1981) , a measure of skewness Sk(·) should satisfy the following four properties:
A number of functionals that meet the properties above have been proposed. Let X denote the random variable with distribution F , while µ, µ + , µ * denote mean, median and mode, respectively. Further, let Q 1 , Q 3 denote the first and third quartiles of F and let σ denote the standard deviation. We mention three distinct measures:
, proposed by Edgeworth (1904) and Charlier (1905) . Bowley (1920) .
These measures are quite different, both in terms of how they quantify skewness and their applicability.
The CE measure has, perhaps, been the most widely used. As skewness is quantified by dividing the third central moment by the cubed standard deviation, it takes values on and its applicability is restricted to distributions for which the third moment exists. The second measure above is well defined for any distribution. It depends solely on the quartiles of F and takes values in (−1, 1). Despite the generality of the measure, it is somewhat hard to interpret its results. For unimodal distributions, the AG measure, in [−1, 1], is well defined. It quantifies skewness using the mass to the left of the mode. Like B, it makes no assumptions about the existence of moments of the distribution. The simplicity and interpretability make AG attractive for unimodal distributions.
CHARACTERISING MULTIVARIATE SKEWNESS
In this article, we restrict our attention to the characterisation of multivariate skewness for distributions that are unimodal. In fact, it is somewhat awkward to apply the concept of asymmetry to multimodal multivariate distributions.
The definition of directional skewness that will be introduced in Subsection 3.1 uses the concept of centre of a multivariate distribution. For unimodal skewed distributions, the unique mode is the obvious location for this centre and here we elaborate on directional skewness using the mode as the centre. However, other choices for the centre are possible, including the mean or some form of multivariate median. These locations would be suitable for examining asymmetry for multimodal distributions.
The quantification of directional skewness requires the use of a measure of univariate skewness, denoted by Sk, that follows properties 1-4 described in Section 2. 
Directional skewness
where y −1 denotes the last m − 1 components of Y and G y 1 |y −1 =0 stands for the distribution of y 1 conditional on y −1 = 0, the so-called directional distribution, henceforth denoted by F d .
Thus, directional skewness is obtained by centring the distribution on µ * and measuring the skewness of the distribution of a univariate variable along the direction d conditional on all other (orthogonal) components equal to zero. Due to the orthogonality of O d , the choice of its last m − 1 columns does not matter.
Characterising multivariate skewness using directional skewness makes skewness directionspecific. By analysing Sk m (F, d) for varying d, we can gain substantial knowledge about the asymmetry of F . Further, the dimension m is conceptually irrelevant, as skewness is always quantified through measures on univariate distributions.
In the context of applications it may be especially important to evaluate skewness along certain interesting directions. For such cases, measuring total skewness would be of limited relevance. In contrast, directional skewness provides a much more informative measure.
For the directional distribution we use the conditional distribution of y 1 . An obvious alternative would be to use the marginal distribution of y 1 , G y 1 . One advantage of this alternative definition would be that the concept of centre of the distribution would not be required, therefore naturally extending the scope of the measure to multimodal distributions. However, using marginal distributions would have two major disadvantages, one conceptual and one practical. The conceptual and most important one is lack of interpretability. While the skewness of F d has an immediate translation into the skewness of F along direction d, the same is not true for the skewness of G y 1 . It is not clear at all how Sk(G y1 ) would relate to F , especially for high dimensional distributions. See Arnold & Beaver (2002) for a general discussion of conditional modelling and its advantages for interpretation. The practical disadvantage is computational. To calculate the density f d we require a one-dimensional integral. In contrast, an (m − 1)-dimensional integral is necessary for calculating g y 1 . Apart from a few particular cases, the latter is much harder than the former, even for moderate m. The difficulties inherent in dealing with marginal distributions are well documented in the projection pursuit literature, such as discussed in Jones & Sibson (1987) .
We now study some properties of Sk m (F, d) .
Directional skewness preserves invariance to location-scale transformations. However, it is not invariant to multivariate linear transformations. We think that this is a desirable property of a measure meant to characterise multivariate asymmetry. Let us illustrate this with an example. Figure 1 presents contour plots for two bivariate skewed densities, which are linked by a linear transformation. In particular, both distributions displayed in Figure 1 are members of the FSNormal class explained later in Subsection 4.2 and described in (6) and (7). The choice of the skewness coefficient vector γ is (0.5, 1.5) and the left plot corresponds to A = A 1 = (1/ √ 2)I 2 while the right plot corresponds to A = A 2 × A 1 with A 2 = (−0.9458, 0.6211; 0.3247, −1.2705). Thus, the random variable plotted in the right-hand panel is a linear transformation (through A 2 ) of the one characterised by the left-hand panel. The contours, however, are quite different and we feel it is sensible for a measure of skewness to reflect that. In particular, the right plot corresponds to higher maximum values of directional skewness for all the univariate skewness measures described in Section 2. Note that this property is not shared by the existing multivariate skewness measures mentioned in the Introduction. Of course, the latter are measures of overall skewness, whereas here we focus on characterising skewness as a function of direction. 
Principal Axes of Skewness
A complete characterisation of skewness may be deemed infeasible, either because all that is needed is a simpler, but still informative, description of asymmetry, or because it would be too hard to compute. For these circumstances, we suggest the definition of principal axes of skewness.
Definition 2. Let F and Sk m be as above, and let
A reasonable choice for the norm F is the l ∞ norm. Then, the axis along which directional skewness is maximal (in absolute value) is a principal axis of skewness. The remaining axes are chosen sequentially following a similar argument. As skewness can be measured in either direction along the axes (which merely changes the sign), we shall always take directional skewness to be non-negative.
It is clear that any F has at least one set of principal axes of skewness. However, there could be several such sets. For example, if F is symmetric, then any orthogonal set of m vectors in S m−1 is a set of principal axes of skewness. For most interesting skewed distributions, the set will be unique.
The direction of the principal axes of skewness and the skewness values along these axes allow the identification of sectors of large directional skewness and its quantification. For most parametric classes of distributions, Sk m (F, d) will be a well-behaved function of d and therefore, the measures at the principal axes of skewness will provide a good indication of the shape of the distribution.
Functionals of directional skewness
Skewness can be summarised even further, and characterised by a single quantity. For this, the measures of multivariate skewness mentioned in the Introduction are already available. Here, we analyse how directional skewness can be used to define other univariate measures of total skewness.
The most obvious single quantity of multivariate skewness that can be defined using directional skewness is the integrated directional skewness, IDS, defined as
where q ∈ + . A measure closely related to the IDS is the mean directional skewness, M DS, defined as
with Γ(·) denoting the gamma function. MDS does not depend on the dimension of F and it takes values on the same space as |Sk|.
The information available to construct a single measure of multivariate skewness can be the one contained in the principal axes of skewness, and the correspondent skewness values, leading to obvious discrete counterparts of the two measures above. The l q norm of the vector It is immediate that all measures that we introduce here take non-negative values and are zero if and only if Sk m (F, d) is the constant null function of d. Also, as they are based on the concept of directional skewness, they inherit the properties in Theorem 2.
COMPLETE DESCRIPTION OF DIRECTIONAL SKEWNESS
In this section, we analyse in detail two classes of skewed distributions: the ADV-Normal class of Azzalini & Dalla Valle (1996) and the FS-Normal class introduced in Ferreira and Steel (2004) . These are not distributions that are totally comparable, as they introduce skewness in different ways: the ADV model introduces skewness in a single direction while the FS model induces skewness in m directions. However, the object is not to pit these distributions against one another, but rather to illustrate how the concept of directional skewness can be used to characterise the difference between these two distributions.
For these distributions we present analytical forms for the directional distributions along any direction. These enable a complete description of directional skewness.
Throughout, we do not consider location parameters which, due to Theorem 2, brings no loss of generality. Azzalini & Dalla Valle (1996) introduced a class of skewed normal distributions based on a conditioning argument. Let Σ be an m × m covariance matrix and α ∈ m . Then, X ∈ m has an ADV-Normal distribution with parameters Σ and α, denoted by ADV(Σ, α), if its density is of the form
The ADV-Normal class
where φ m (·|0, Σ) stands for the m-dimensional Normal density with mean zero and covariance Σ and Φ(·) denotes the standard univariate Normal distribution function. Azzalini & Dalla Valle (1996) note that not all (Σ, α) pairs lead to a valid probability distribution. We remind the reader that the directional distribution along d was defined in Definition 1 as the conditional distribution in the direction d given that all components corresponding to orthogonal directions are zero, and we can derive the following result:
where
The mode of ADV(Σ, α) is generally not available analytically. However, as (2) is well-behaved, it is easily found numerically, even in high dimensional spaces.
The density f ADV(Σ,α),d given in (3) coincides with (2.4) of Arnold & Beaver (2002) , which was proposed as a generalisation of the skew-Normal distribution of Azzalini (1985) . As the measures of univariate skewness that we employ are invariant to location and scale transformation, we have that Sk m [ADV(Σ, α), d] is equal to the skewness of the distribution with density
with δ i,d , i = 0, 1 as in (4). For the distribution generated by (5) the moment generating function is given by (2.5) of Arnold & Beaver (2002) . The maximum achievable skewness as measured by CE is the same as for the univariate skew-Normal of Azzalini (1985) , and, thus, CE ∈ (−0.99527, 0.99527), where the bounds correspond to the values for the half-Normal. Measures of skewness based solely on moment characteristics can then be calculated directly. For other measures, it is necessary to resort to numerical integration, which is quite feasible as (5) is simple to calculate. 
Special case Σ = σ 2 I
A particular case of special relevance for the ADV-Normal distribution is when Σ is given equal to a constant σ 2 times the identity matrix. By Theorem 2b, Sk m is invariant to scale transformations and, thus, here we restrict our attention to the case Σ = I.
By substituting Σ = I in (2), we observe that for fixed x , f ADV (Σ, α)(x) is maximised when α x is maximal. The latter happens when x has the same direction as α. Therefore, it follows that the mode µ * = k * α, for some positive constant k * . By replacing µ * = k * α in (4) we have that
As I − dd is non-negative definite, δ 0,d ≥ 0. Analytically, it is not possible to determine the directions that maximise directional skewness for any of the measures. This is due to the fact that k * is unknown. Also, both B and AG measures of skewness do not have an analytical form. Nevertheless, we can still resort to numerical computations to draw interesting conclusions. As expected, the modulus of directional skewness, quantified by any of the measures reviewed in Section 2, is maximal if d = ± 
The FS-Normal class
Ferreira and Steel (2004) introduced a class of skewed normal distributions based on linear transformations of univariate variables with independent, potentially skewed, distributions. The authors studied the case where the univariate skewed distributions are of the form discussed in Fernández and Steel (1998) . Here we analyse their skewed version of the Normal distribution.
Let A be an m × m non-singular matrix and γ = (γ 1 , . . . , γ m ) ∈ m + . Then, X ∈ m has an FS-Normal distribution, denoted by FS(A, γ), if its density is of the form
where A −1 ·j denotes the j-th column of A −1 , A denotes the absolute value of the determinant of A, and p(·) in (6) is given by
with I S (·) the indicator function on S. For any A and γ, the distribution FS(A, γ) is unimodal and the mode is at zero.
Theorem 4. Let X ∼ FS(A, γ) and d be a vector in S m−1 . Then, the density of the directional distribution of X along d is given by
with sign(·) denoting the usual sign function.
A closer look reveals that (8) reverts to (7) . Characterising univariate skewness of the distribution with density (8) using the measures introduced in Section 2 is straightforward. The moments of the distribution are given by
Calculating the CE measure is then immediate. For the B measure, only Φ(·) is necessary. Finally, the AG measure is given by
Invariance of the measures of univariate skewness to scale transformations implies that the skewness of the distributions with density as in (8) is equivalent to that of (7) with
. Thus, maximum values of directional CE skewness are the same as for the univariate skew-Normal of Fernández and Steel (1998) In Subsection 4.1.1 we analysed directional skewness for a bidimensional example of an ADVNormal distribution with maximum directional skewness fixed and AG skewness along that axis equal to 1 2 . With fixed Σ = I, there were no more free parameters. We now perform a similar analysis for the FS-Normal class. Fixing the axes of skewness is equivalent to fixing the matrix O, and for simplicity we fix O = I. Selecting the first row of O as defining the axis along which skewness is maximal and AG skewness is equal to 1 2 , implies that γ 1 = √ 3. Choosing | log(γ 2 )| < log(γ 1 ) ensures that the direction along which skewness is maximal is left unchanged. Using d = [cos(θ), sin(θ)] , directional skewness can then be examined as a function of both θ and γ 2 . Figure 5 (a) shows a greyscale plot of the AG directional skewness. Varying γ 2 has a large effect on directional skewness. When γ 2 = 1, corresponding to a similar case as the one studied in Subsection 4.1.1, skewness is concentrated on directions close to the one defined by the first row of O, corresponding to θ = 0. By increasing | log(γ 2 )| the colour tones in the plot are made more extreme, indicating that there are bigger regions with high directional skewness. This is also shown in Figure 5 (b), where MDS has minimum value when γ 2 = 0. In contrast with the ADV-Normal class, FS-Normal parameterises skewness using not one but m directions, given by the rows of O, and m scalars to model the amount of skewness, given by the elements of γ. This results in greater flexibility to describe phenomena in which skewness is not (mainly) manifested along one single direction. 
Special case

ILLUSTRATION
We use a dataset from the Australian Institute of Sport, measuring four biomedical variables: body mass index (BMI), percentage of body fat (PBF), sum of skin folds (SSF), and lean body mass (LBM). The data were collected for n =202 athletes at the Australian Institute of Sport and are described in Cook & Weisberg (1994) . The dataset also contains information on three covariates: red cell count (RCC), white cell count (WCC) and plasma ferritin concentration (PFC).
These data have been used previously for the illustration of the use of skewed distributions. Azzalini & Capitanio (1999) used them without covariates, while Ferreira & Steel (2004) used the complete data in a linear regression model. We will use three datasets, differing in the number of variables included. The first dataset, denoted 2D, contains the variables BMI and PBF. The 3D dataset contains BMI, PBF and SSF. Finally, 4D is the complete dataset. In all cases we use the covariates, normalised to have mean zero and variance one. A constant term is also included.
Regression models
We consider n observations, each of which is given as a pair (y i , x i ), i = 1, . . . , n. For each i, y i ∈ m represents the variable of interest and x i ∈ k is a vector of covariates. Thus, in the context of our application, y i will be (a subset of) the four biomedical variables with m ranging from 2 to 4, and x i will be the three-dimensional vector of covariates mentioned above. Throughout, we condition on x i without explicit mention in the text.
We assume that the process generating the variable of interest can be described by independent sampling for i = 1, . . . , n from the linear regression model
where B is a k × m matrix of real regression coefficients, and η i ∈ m has a distribution of one of three possible forms: Normal with mean zero and variance Σ, ADV(Σ,α) as in Subsection 4.1 or FS(A,γ) as in Subsection 4.2.
Prior distributions
For the Normal model, we adopt the usual matrix-variate Normal-inverted Wishart prior on B and Σ, with parameters B 0 ∈ k×m , M and Q covariance matrices with dimension k and m respectively, and v a positive constant, with density given by
and
where tr denotes the trace operation. The prior distributions on the parameters of the ADV-and FS-Normal models are defined taking two characteristics into consideration. The first is that they match the prior for the Normal case when α and γ have all components equal to zero and one, respectively, i.e. when the skewed models simplify to the symmetric distribution. The second assumption is that there is no prior information available on the direction of the distribution, i.e. the prior is invariant under orthogonal transformations.
In order to satisfy the first requirement we assume that P B,Σ,α = P α P B,Σ and P B,A,γ = P γ P B,A . For the ADV-Normal case, the prior of B and Σ is simply given by (10)-(11). Strictly speaking, the prior for the ADV case should take into account the fact that not all pairs (Σ, α) are allowed, which would imply prior dependence between Σ and α. However, in our empirical application, these restrictions are not of practical importance and, thus, will be ignored here. Imposing them can simply be done by an extra rejection condition in the sampler used for inference (see next subsection).
The second characteristic imposes that Q in (11) must be of the form qI, with q > 0. To set the prior of B and A for the FS-Normal model, Ferreira & Steel (2004) considered the decomposition A = OU , where O is an m-dimensional orthogonal matrix and U is an upper triangular matrix with positive diagonal elements u jj , j = 1, . . . , m, and defined Σ = A A = U U . The prior on B and A is then given by the prior on B as in (10), given Σ = U U , and a prior on O and U with density
where p(O) is the density on the set of m-dimensional orthogonal matrices invariant to linear orthogonal transformations (known as the Haar density). The second characteristic imposed on the prior also implies that the prior on α and γ must be exchangeable. The simplest way to achieve this is to have P α = m j=1 P αj , P γ = m j=1 P γj , with P α j and P γ j equal for all j = 1, . . . , m.
We select P α j and P γ j based on directional skewness arguments, quantified using the AG measure defined in Section 2. As the prior structure is invariant under orthogonal transformations, the prior on directional skewness is the same for any direction. Let this prior be denoted by P AG . We then choose P αj and P γj so as to induce a prior on directional skewness that is closest, with respect to some distance function, to P AG . We highlight the fact that both P Σ and P A have an effect on the prior of directional skewness. Therefore, we select P α j and P γ j conditional on P Σ and P A , respectively.
In this article, we assume that P AG is a unimodal symmetric distribution with mode at zero, corresponding to a prior that puts identical mass on left and right skewness, concentrating most of the prior mass around symmetric directional distributions. We suggest a Beta prior on AG with both parameters equal to a > 0, rescaled to the interval (-1,1). As the value of a increases, the mass assigned by P AG to heavily skewed distributions decreases.
Student-t priors with zero mean were chosen for α j and log(γ j ), with the respective variances and degrees of freedom determined as to best approximate P AG , using a Kullback-Leibler measure as suggested in Ferreira and Steel (to appear).
Inference
The hyperparameter B 0 is set to be the k × m zero matrix, M = 100I k , Q = I m and v = m + 2. These settings correspond to a rather vague prior.
Inference is conducted using Markov chain Monte Carlo methods (MCMC). For brevity, we omit the details of the samplers. These can be obtained from the authors, as well as a Matlab implementation. MCMC chains of 120,000 iterations were used, retaining every 10th sample after a burn-in period of 20,000 draws.
We make use of Bayes factors to assess the relative adequacy of each model. Estimates of marginal likelihood are obtained using the p 4 measure in Newton & Raftery (1994) , with their δ = 0.1.
Results
Bayes factors
We start the analysis of the different problems by comparing the models using Bayes factors. Table  1 presents the logarithm of the Bayes factors for the different models with respect to the Normal alternative. Each row corresponds to a particular dimension. In all three problems, the skewed models were shown to be far superior to the symmetric one, with the difference between them increasing with the dimensionality of the space. When comparing the two skewed models, FS always outperforms ADV. In the remaining part of this section, we analyse how information about directional skewness can help to explain the different performance of the models. We restrict our attention to AG directional skewness but a similar analysis can easily be performed using any of the other skewness measures. 
Skewness characterisations
For the two-dimensional problem, we can easily visualise the directional skewness for every direction. Figure 6 presents the mean posterior directional skewness as a function of θ, parameterising direction d = [cos(θ), sin(θ)] . The first conclusion that can be drawn is that, as expected from the Bayes factors in Table 1 , both skewed models lead to rather skewed distributions. The FS model puts a substantial amount of skewness, almost constant, in large intervals of θ, and makes a sharp transition between positive and negative skewness. The directional skewness for the ADV model increases more gradually and then decreases immediately. This shows that FS leads to an overall more skewed distribution than ADV. One interesting similarity between the models is that they both have maximum skewness, in absolute value, in similar directions. These findings are in close agreement with the characteristics of the two classes analysed in Section 4. The ADV model manages to capture adequately the most skewed part of the distribution, but in order to do so, employs all of its parameters, Σ and α (norm for amount and orientation for location of skewness). The FS model can induce skewness in a broader region. This greater flexibility is the result of employing two directions for the location of skewness besides two scalar parameters for the amount of skewness. For the higher dimensional problems, visualising directional skewness is not a simple task and we resort to summaries of directional skewness, namely to MDS and to DMDS. Similar results are provided by the amounts of AG skewness along each one of the principal axes of skewness, choosing the l ∞ norm for F in Definition 2. Table 2 presents characteristics for the posterior distribution of these values for all problems. Heading AG j stands for the amount of AG skewness along the j th principal axis of skewness, ordered so that AG i ≥AG j , if i < j. For the 2D problem, AG 1 has similar values for both skewed models, with differences appearing for AG 2 , where the statistics for FS have a larger value than for ADV. Inference for the 3D dataset exhibits differences for all three quantities. ADV leads to larger values than FS, with the difference being particularly evident for AG 2 and AG 3 . These differences are replicated in DMDS. Lastly, for the 4D problem, FS leads to larger values than ADV. In this case, we call attention to the fact that AG 1 , AG 2 and AG 3 have most mass close to one.
With the results on directional skewness that we have presented so far, it is possible to obtain a fairly comprehensive description of the skewed models. We now try to assess the reason for the differences between them. A useful tool is provided by plotting the residuals of the regression. Figure 8 presents the pairwise scatter plots for the residuals of the FS model corresponding to the modal values of the posterior. Plots obtained for the ADV models and/or for the more restricted datasets are similar.
The scatter plot between PBF and SSF provides the explanation for the low MDS and AG 2 and AG 3 values for the FS model in the 3D problem. As these two variables are very strongly correlated, they can both be captured by the same axis of skewness. As a consequence, the average skewness decreases when we go from the 2D to the 3D case. The ADV model does not seem to be able to account for this correlation in a fully adequate manner, as it basically induces skewness in a single direction. Thus, the ADV model focuses mainly on the most skewed direction of the distribution.
In the 4D dataset, the introduction of LBM brings additional skewness into the distribution, Figure 8 .
Predictive results
An important quality of a model is that it can provide useful forecasts. Thus, besides Bayes factors, predictive performance provides an additional benchmark for evaluating the model's adequacy. We consider predicting the observable y f given the corresponding values of the regressors, grouped in a k-dimensional vector x f . Prediction naturally fits in the Bayesian paradigm as all parameters can be integrated out, formally taking parameter uncertainty into account.
We partition the sample into n observations on which we base our posterior inference and q observations which we retain in order to check the predictive accuracy of the model. As a formal criterion, we use the log predictive score (LPS), introduced by Good (1952) . This is a strictly proper scoring rule, in the sense that it induces the forecaster to be honest in divulging her predictive distribution. For f = n + 1, . . . , n + q (i.e., for each observation in the prediction sample) we base our measure on the predictive density evaluated in these retained observations y n+1 , . . . , y n+q , namely:
where Y = (y 1 , . . . , y n ) denotes the inference sample. Smaller values of LPS correspond to better performance in forecasting the prediction sample. The interpretation of LPS can be facilitated by considering that in the case of i.i.d. sampling, LPS approximates the sum of the Kullback-Leibler divergence between the actual sampling density and the predictive density and the entropy of the sampling distribution (Fernández, Ley and Steel 2001) . So LPS captures uncertainty due to a lack of fit plus the inherent sampling uncertainty. Here we are faced with a different x f for every forecasted observation, so we are not strictly in the i.i.d. framework, but the above interpretation may still shed some light on the calibration and comparison of LPS values. Table 3 shows LPS values for our cross-validation analysis. It is based on five different partitions of the data leading to prediction sets of approximately the same size (three sets with q = 40 observations to predict and two with q = 41). The two skewed models under consideration were applied to each of these data sets. There are only marginal differences. Analysing the average LPS across the five cases, the ADV-Normal proved slightly more adequate for the 4D problem and the FS-Normal did slightly better for the 2D and 3D problems.
CONCLUSION
In this paper we introduce the concept of directional skewness, defined as the skewness along a particular direction, and study how this concept can facilitate the description and comparison of classes of multivariate skewed distributions. Focusing on a given direction d (through a conditional distribution) allows us to use univariate skewness measures to quantify directional skewness for any d. In contrast with existing measures of overall skewness, directional skewness will generally be affected by linear transformations. Whereas the latter single measures were primarily developed to test for symmetry, our directional skewness measure is intended to characterise the skewness properties of multivariate distributions. The full analysis of directional skewness completely describes the skewness of a distribution as a function of direction. We also suggest an alternative based on studying skewness along specific directions, given by the principal axes of skewness.
We analyse in detail two skewed classes of distributions based on the Normal distribution that Azzalini and Dalla Valle (1996) and the skewNormal of Ferreira and Steel (2004) . For these classes, it is possible to find simple forms for the directional distributions, which are shown to be slight generalisations of the univariate versions of these distributions. This allows for the complete analysis of directional skewness. A similar treatment is immediately applicable to classes of distributions that are generated as scale mixtures of either of these skew-Normal distributions.
We conduct Bayesian inference on regression problems of different dimension using the two classes of skewed distributions, along with a symmetric Normal model. Based on directional skewness arguments, we define prior distributions which are invariant under orthogonal transformations, representing prior ignorance about the direction of the skewness. In our application to biomedical variables we model distributions of dimensions 2,3 and 4, and find strong evidence for asymmetry, in line with earlier findings for these data. A complete and informative description of the skewness in terms of directional skewness is used to illustrate how the models differ in modelling skewness and is related to the specific properties of the data. We feel this leads to a better understanding of the reasons for the differences we find between models. Finally, we conduct a predictive analysis of the skewed models and find they are very similar in predictive performance.
The analysis of directional skewness also suggests a new approach to the definition of skewed distributions. One alternative that arises naturally is to model directional skewness explicitly through suitable functions of the direction. This is further developed in Ferreira and Steel (2005) and is the focus of current research. The proof follows by calculating the integral of f (y 1 |y −1 = 0) for y 1 ∈ .
Now
