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Abstract 
This study presents a way to represent galaxy images in a low-dimension space by compressing them 
into “latent variables” with Autoencoders and how this method can be used in a series of applications. 
To further measure the performance of the encoding, a pipeline is set up to take a list of measurements 
including MSE of the original data and the reconstruction from the latent variables, MSE of the original 
label data and the recovery from the latent variables. Next, we will demonstrate three applications of 
the latent variables: similarity search, outlier detection and unsupervised clustering. 
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1. Introduction 
1.1 Background 
 
Large astronomical studies such as the Dark Energy Survey (DES) generate a massive amount of catalog 
and image data. The nature of the studies calls for more efficient methods of storing, classifying and 
clustering of the data. The classic method depends on multiple manually defined measurements on 
galaxy images shown in Figure 1.1 such as Magnitude, Angle, Eccentricity, etc. These pre-defined 
measurements produce a set of labels for each galaxy image and form the catalog for the images. 
However, these measurements sometimes do not reflect the original image data very well. As a result, 
two different-looking galaxy images can have similar readings in some measurements and, vice versa, 
two intrinsically similar galaxies may give very different readings under this system. Image based 
analysis methods such as similarity search, anomaly detection and unsupervised clustering based on the 
label data thus can be inaccurate and inefficient. The image catalog data provides vital and basic 
information of each galaxy image, but further studies which require more detailed information of the 
original galaxy image are hindered.  
In the past, similar studies have been done in attempts to find an efficient representation of the galaxy 
images. Emir Uzeirbegovic et al. [1] created “Eigengalaxies” which are a set of weight matrices and can 
be superimposed with specific weights to recover galaxy images.  
 
…… 
Galaxy Catalog Data 
Figure (1.1) 
 
 
 
 
2 
 
1.2 Method 
 
To address this issue, we propose a supplement to the existing catalog data. In this study, we use 
Autoencoder model to compress original 228*228*3 RGB galaxy images into 500-dimentional vectors. 
The Decoder network in the Autoencoder is capable of performing lossy reconstruction of the original 
galaxy image from the encoded vector. While the encoded latent variables are much smaller in size 
comparing to the original image data, they preserve much detail of the original data, enabling quick 
analysis and efficient storage with the latent variables. 
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228 pixels 
2. Model Architecture 
2.1 Data 
 
The data used includes ~5700 galaxy images of size 228 pixels * 228 pixels * 3 channels and their 
corresponding catalog information. These images are selected with the condition of no extreme flux 
values. 
 
 
228 pixels 
 
A sample in the dataset  
2.2 Autoencoders 
 
Autoencoder is a neural network model which learns efficient encoding and decoding of a set of data 
and is often used for dimensionality reduction. The model consists of an encoder network and a decoder 
network: the encoder maps the input data 𝑥 to a space of lower dimension 𝑦 and the decoder learns to 
reconstruct from 𝑦 the original input data ?̃?. With a back propagation, both parts of the network are 
trained at the same time with the loss function of 𝐿 = |?̃? − 𝑥|, so it is trained in a “self-supervised” 
manner.  
Two specific architectures of Autoencoders are proposed and compared in this study. One is a CNN-
based Autoencoder (CAE) and the other one has a dense layer at the encoder and decoder network. 
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2.2.1 Convolution Autoencoder 
 
As a pre-processing, the images are zero-padded to 256 pixels in width and 256 pixels in height so that 
the down-sample layers work nicely on them. 
The encoder network, as shown in Figure 2.1, has three convolution layers and three max pooling layers; 
the decoder consists of three convolution layers and three up-sample layers. At the bottleneck of the 
network there is a latent vector of length 512.  
 
Encoder Network 
(Figure 2.1) 
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2.2.2 Dense Autoencoder 
 
The images are first flattened to 1-D arrays of length 155,952 in pre-processing. 
In this simple construction, the encoder is a simple 155,952 to 500 dense layer and the decoder is a 500 
to 155,952 dense layer. For the sake of the compatibility with other ongoing projects, the dense model 
is primarily used to illustrate the performance in the later part of this study.  
 
 
  
Input Layer ∈ [0,1]155952                  Latent Layer ∈ [0,1]500                  Reconstruction ∈ [0,1]155952 
Dense Autoencoder 
Figure (2.2) 
…… 
6 
 
3. Performance Analysis 
 
We set up a pipeline in Python to take multiple measurements of the performance of the model, in 
particular, how much information of the original image is captured by the model in the latent vectors. In 
addition to its ability to reconstruct the original input image, we are also interested in how well the 
model is able to preserve the detail of the images so that the label information can be recovered from 
the latent vectors.  
Before diving into the latent space, we first make sense of the latent space of the model by plotting the 
distributions of all latent variables over all galaxy image samples. By doing so, we see that 79% of the 
latent space is empty and not getting used by the model. Therefore, we can safely compress the latent 
space to 21% of its original size. The distribution of the non-empty 105 latent variables is shown in 
Figure 3.1. 
 
Non-empty latent variables distribution 
Figure (3.1) 
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3.1 Image Reconstruction 
 
One intuitive way to measure the performance of the model is simply by looking at the quality of the 
reconstruction. Since the reconstruction made by the decoder network is in the same loop with the 
encoder, the quality of the reconstruction well reflects the loss in information in the latent variables.  
Trained with ~4000 images, the CAE network is able to reconstruct the original input with an MSE of 0.2, 
when the input images are normalized to the interval of [0,1]. An instance of reconstruction is shown in 
Figure 3.2. 
 
 
 
Original Input ∈ [0,1]228∗228∗3 Latent Vector ∈ [0,1]500 Reconstruction ∈ [0,1]228∗228∗3 
 
 
Image Reconstruction 
Figure (3.2) 
 
 
 
3.2 Label Information Recovery 
 
To further understand the latent space of the model, we attempt to extract the label data from the 
latent vectors. Note that the image catalog data is invisible to the model during training, so this process 
is nontrivial. Furthermore, we look into the latent space of the model and attempt to find out the space 
efficiency, potential optimization on the structure of the model and the distribution of the label data in 
the latent space. 
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3.2.1 Information Extraction with Regression Models 
 
Due to the nature of the neural network, the latent space of the Autoencoder often appears to be 
convoluted and information entangled. In order to extract the label information of the galaxy images, 
we utilize regressor models which take the latent vectors as input and predicts their corresponding 
labels. In particular, we use Random Forrest [2] and Gradient Boosting Machine [3] regressors. Figure 
3.3 shows the Real vs Predicted plot and Q-Q plot for Random Forest Regressor, and Figure 3.4 shows 
the same plots for Gradient Boosting Regressor 
 
 
Real vs Predicted Plot, Random Forest Q-Q Plot, Random Forest 
Figure (3.3) 
 
 
 
 
Real vs Predicted Plot, Gradient Boosting Q-Q Plot, Gradient Boosting 
Figure (3.4) 
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3.2.2 Partial Dependence Analysis 
 
Partial Dependence Plots (PDP) [4] shows the marginal change of a function value with respect of a 
variable. The partial dependence function is defined as Equation 3.5, where xs denotes the chosen 
feature/variable, and xc denotes the complement set. PDPs can be naturally generated with Gradient 
Boosting Regressors (GBR).  
f̂x𝑠(x𝑠) = ExC[ f̂(x𝑠, xc) ] = ∫ f̂(𝑥𝑠, xc) dP(xc) (3.5) 
 
We can see from Figure 3.6 that for label “ANGLE” in the catalog data, a few latent variables dominate 
the GBR prediction and others have virtually no influence.  
However, PDP assumes no correlation in the input data, and therefore is not suitable in this situation. 
We take Accumulated Local Effects Analysis as a better option. 
 
Partial Dependence Plots reveals the influential ones among all latent variables 
Figure (3.6) 
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3.2.3 Accumulated Local Effects Analysis 
 
Accumulated Local Effects (ALE) [4] plots are similar to PDP in that they reflect the marginal change and 
thus the dependence of a function on some variables. While PDP takes the mean for all other variables 
when measuring one variable, ALE plots take care of correlations among the data by applying 
conditional mean value in the analysis, thus is works much better with correlated data. Figure 3.7 shows 
the ALE plots for a few latent variables. 
According to these analyses, we can find for each label the most important latent variables which 
dominate the prediction. Both regressors are able to predict the label “ANGEL” with only the 7 most 
contributing latent variables out of the 105 non-empty ones, almost as good as using all 105 non-empty 
latent variables. 
 
ALE plots for the first 20 latent variables with Gradient Boosting Regressor 
Figure (3.7) 
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4. Applications 
 
This chapter demonstrates a few applications of the latent representation of galaxy images. With a 
much lower dimension, these operations can be performed in the latent space much more efficiently. 
4.1 Similarity Search 
 
One simple way to find visually similar galaxies for a given one is to calculate the MSE of all non-empty 
latent variables for other galaxies with the chosen one being the reference point. The galaxies with the 
smallest MSE are the ones closest to the chosen image.  
Another way to do so is through clustering of the latent vectors. Neighbors in the same cluster have a 
similar appearance.  
 
Latent variables for 5 similar galaxies 
Figure (4.1) 
 
             
5 most similar galaxies to the given reference point 
Figure (4.2) 
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4.2 Anomaly Detection 
 
The extreme values or “outliers” come quite naturally with the latent vector representation of galaxy 
images. We can find the outliers of the galaxies by taking the ones that have the highest MSE with the 
mean. Moreover, the galaxies with extreme values on one or more latent variables tends to be very 
unique among the dataset. 
 
Latent variable vales for Top 5 outliers 
Figure (4.3) 
 
             
Top 5 outliers 
Figure (4.4) 
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4.3 Galaxy Clustering 
 
The abstraction in the latent space made unsupervised clustering possible with galaxy images. Ideally 
these clusters can categorize the galaxies based on their visual features. 
Unsupervised clustering algorithms in high-dimensional space is challenging due to the “Curse of 
dimensionality”, as the normal distribution in a Euclidean space becomes narrower as the 
dimensionality grow. Reducing the vector’s dimension to 2 also makes it easy to visualize the data 
distribution. Thus, we first reduce the 105-dimensional vector to 2-D with two algorithms: t-Distributed 
Stochastic Neighbor Embedding (t-SNE) [5] and Uniform Manifold Approximation and Projection for 
Dimension Reduction (UMAP) [6]. 
4.3.1 t-SNE 
 
t-SNE is a widely used statistical dimension reduction algorithm. It can preserve the spatial relationship 
among the samples pretty well. Figure 4.5 shows the distribution of the latent vectors of galaxies in a 2-
D space as a result of t-SNE dimension reduction. 
 
t-SNE 2-D projection of ~5700 latent vectors 
Figure (4.5) 
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4.3.1 UMAP 
 
In addition to TSNE, we also performed dimension reduction with UMAP. UMAP utilize manifold learning 
and topological relations of the data. The distribution of 2-D reduction of the latent vector is shown in 
Figure 4.6. 
 
UMAP 2-D projection of ~5700 latent vectors 
Figure (4.6) 
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4.3.3 DBSCAN Clustering 
 
After mapping the original 105-dimensional vector space to a 2 dimensional space with either TSNE or 
UMAP, we then perform clustering with Density-Based Spatial Clustering of Applications with Noise 
(DBSCAN) [7]. 
DBSCAN is a classic density-based clustering algorithm that finds dense clusters and not so dense gaps 
between them. It puts samples too far apart from any clusters into “noise” category. DBSCAN has two 
parameters epsilon and min-points which determine the margin width and density requirement of the 
clusters.  
We performed DBSCAN with the 2-D latent vectors with the following parameters: epsilon=0.15, min-
points=10; the result is shown in Figure 4.7. Each of these clusters share some common visual feature.  
 
 
 
Samples from cluster #4 
 
 
UMAP 2-D projection of ~5700 latent vectors 
With DBSCAN clustering, with different colors being 
different clusters and black being “outliers” 
Samples from cluster #12 
 
Figure (4.7) 
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5. Future Work 
 
So far, we have established a pipeline to analyze the performance of AE models on encoding galaxy 
images. Moving forward, we will primarily work on optimizing the base AE model with the ability to 
measure its quality. We would like to extend the work on understanding the latent space in terms of the 
label information as well as visual features of the galaxies and data compression capabilities. 
In addition, we realized a few things can be optimized in the testing framework. For example, more pre-
processing can be done to the original galaxy images to remove the bias introduced from artificial 
factors, such as the rotation of the image. It is also possible to split the shape and color during clustering 
so that we can better capture the morphological features of the galaxies in the clusters. 
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6. Conclusion 
 
With a particular instance of Autoencoder model, this study analyzed the possibility of representing 
galaxy images with Autoencoder encodings alongside its practical applications. Although the analysis 
shows that the current build is not perfect in terms of efficiently abstracting and compressing the galaxy 
images, we can see that the potential is there, and there is much room for optimizations. With the 
analyzing pipeline set up, we are looking forward to making better result in the future.  
  
18 
 
References 
 
[1] Emir Uzeirbegovic et al., “Eigengalaxies: Describing Galaxy Morphology Using Principal Components 
in Image Space”, April 2020. 
[2] Friedman, Jerome H. “Greedy Function Approximation: A Gradient Boosting Machine.” The Annals of 
Statistics, vol. 29, no. 5, 2001, pp. 1189–1232. JSTOR. 
[3] Breiman, L. “Random Forests”. Machine Learning 45, 5–32 (2001).  
[4] Molnar, Christoph. "Interpretable machine learning. A Guide for Making Black Box Models 
Explainable", 2019. https://christophm.github.io/interpretable-ml-book/. 
[5] van der Maaten, L.J.P. and Hinton, G.E. "Visualizing Data Using t-SNE" (PDF). Journal of Machine 
Learning Research. 9: 2579–2605. Nov 2008 
[6] McInnes, Leland et al., “UMAP: Uniform Manifold Approximation and Projection”. Journal of Open 
Source Software. 3. 861. 10.21105/joss.00861. 2018 
[7] Martin Ester et al., “A density-based algorithm for discovering clusters in large spatial databases with 
noise” in Proc. 2nd Int'l Conf. on Knowledge Discovery and Data Mining. pp. 226—231, 1996 
