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Abstract
In this thesis, we develop several theoretical methods for wave propagation in anisotropic
media. The objectives are to establish techniques to interpret multicomponent seismic
data in the presence of anisotropy. In this context, we provide new nonconventional
processing algorithms that improve the quality of seismic data.
First, we extend seismic source theory to general anisotropic media for the numer-
ical evaluation of spectral amplitudes for point sources in an anisotropic crust. We
obtain an explicit representation of the elastodynamic Green's tensor in general ho-
mogeneous anisotropic media as a sum of three integrals over the corresponding three
slowness surfaces. The multidimensional stationary phase principle is then applied to
derive an asymptotic approximation at the far field.
The availability of the Green's tensor in analytical form enables one to obtain nu-
merical solutions for sources in anisotropic media. First, we show that the radiation
field of an explosion has the following new features: (1) quasi-transverse waves are
created with four- and eight-lobe patterns; (2) quasi-longitudinal waves are generated
for the collatitudinal displacement with four-lobe patterns; (3) the energy ratio SV/P
may reach the value of 20 for more than 50% of the azimuths in crustal structures
such as tuff and shales; and (4) radiation patterns for vertical shear waves are created
that are indistinguishable from corresponding waves produced by earthquake faults.
For the special case of azimuthally isotropic media, we present an alternative repre-
sentation of the Green's tensor and the displacement fields in the form of an exact
Hankel transform over the horizontal wave number variable. The total field is speci-
fied in terms of two potentials: an SH potential and a mixed quasi-transverse/quasi-
longitudinal potential, both of which assume the role of two scalar Green's functions.
A Haskell-type matrix algorithm for a multilayered azimuthally isotropic half-space
can then be established, enabling us to calculate body waves and surface waves in
real-earth crustal models.
Next, we derive analytical expressions for the traveltime-offset curves for multi-
layered, weakly azimuthally isotropic and anisotropic media in terms of the elastic
properties of each layer. This method is based upon an approximate skewed hyper-
bolic moveout formula involving three measured bulk velocities for each reflector. The
primary benefits of this technique are: 1) it allows for fast traveltime computation;
2) it makes possible an extremely rapid estimation of the interval elastic parameters;
and 3) it provides physical insight into wave propagation in anisotropic media.
Based on the forward modeling discussed above, we develop a traveltime inversion
algorithm that estimates the five elastic constants together with the orientation of the
axis of symmetry for each layer. In the isotropic limit, this algorithm reduces to the
conventional one used for determining the interval velocities from stacking velocity
measurements. The inversion technique is applied to surface seismic measurements
and VSP field surveys. In both cases, the method provides very good estimates of
the six parameters. The results also show that the orientation of the horizontal axis
of symmetry, for a given azimuthally anisotropic layer at depth, can be obtained
using only quasi-P wave information. This technique can be easily incorporated into
conventional velocity analysis algorithms.
Finally, we combine the theoretical ray amplitudes together with the traveltime
equations to generate a suitable Green's tensor to perform Kirchhoff migration in
anisotropic media. This imaging scheme is applied to the case of azimuthal isotropy.
An anisotropic velocity analysis scheme is also established in order to generate an
appropriate velocity (elastic constant) model for migration in azimuthal isotropic
media for nonconverted and converted qP-qSV waves. Synthetic examples showing
migration of qP-qP and converted qP-qSV sections are presented. In both cases, the
method provides accurate images of the subsurface. In the quasi-compressional qP-
qP case, we show that, even with a weak to moderate percentage of anisotropy, an
isotropic migration algorithm cannot handle the anisotropy properly. In a real data
example from South Texas using converted qP-qSV waves, our anisotropic migration
scheme improves the delineation of a fault plane and the lateral continuity of the flat
reflectors. Furthermore, the anisotropic Kirchhoff migration algorithm enables us to
manipulate multicomponent data with an arbitrary geometry of sources and receivers.
In addition, the proper handling of anisotropy, together with the combination of
converted and nonconverted waves, provides more geological information about the
subsurface and better delineation of potential hydrocarbon reservoirs.
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Chapter 1
Introduction
1.1 Background
There is strong evidence of seismic anisotropy in the earth, especially in the shal-
low crust. Yet most seismic data analysis and interpretation are still based on the
assumption of isotropy. The objectives of this thesis are to extend seismic source the-
ory to anisotropic media, to derive the fundamental equations for the computation of
traveltimes and Kirchhoff migration, and to develop new techniques for the analysis
of multicomponent seismic data in the presence of anisotropy.
Measurements of seismic velocity anisotropy in exploration geophysics from trav-
eltimes of P, SV and SH waves have disclosed that many rocks in sedimentary basins
exhibit significant degrees of anisotropy (Weatherby et al., 1934; McCollum and Snell,
1944; Ricker, 1953; White and Sengbush, 1953; Cholet and Richards, 1954; Uhrig and
Van Melle, 1955; de Segonzac and Laherrere, 1959; Richards, 1960; Gretener, 1961;
Van der Stoep, 1966; Robertson and Corrigan, 1983; White et al., 1983; Helbig, 1984;
Banik, 1984; Leary and Henyey, 1985; Stephen, 1985; Winterstein, 1986; Kerner et
al., 1989). Similar results were obtained for the earth's crust and deep mantle via
earthquake seismology (Gupta, 1973; Crampin, 1985; Vinnik et al., 1986; Kafka and
Reiter, 1987) and laboratory ultrasonic velocity measurements (Giesel, 1963; Schock
et al., 1974; Levin, 1979; Jones and Wang, 1981; Carlson et al., 1984; Lo et al., 1986;
Thomsen, 1986; Rai and Hanson, 1988). The evidences in exploration seismology
(Corrigan, 1989) are:
* Azimuthal isotropy' is ubiquitous, being observed over a wide range of depths,
at many scales of length and in many basins of economic interest.
* Azimuthal anisotropy is present in some areas and can significantly impact the
quality of shear wave data (Alford, 1986; Wills et al., 1986). Its utility as a tool
for detecting fractural zones is still under active study.
* P-wave anisotropy is generally of the order 0-10 percent. Its effects may often
be masked by heterogeneity and noise.
* S-wave anisotropy is usually larger than P-wave anisotropy-it may easily reach
10-30 percent. Anisotropy must be taken into account for many applications of
S-wave seismology.
It is known that large volumes of inherently isotropic rock can be microfractured
by regional tectonic stresses, resulting in a system of oriented fractures along principal
axes, which in turn could lead to global anisotropy (Bamford and Nunn, 1979; Leary
et al., 1987). Mechanical anisotropy can also result from the presence of crystals
of particular symmetries or periodic thin lamination. These anisotropy types are
susceptible to shear wave splitting (birefringence) where the faster wave is polarized
parallel to the fracture system, while the slower is polarized perpendicular to the
fracture system.
The existing theoretical models lag far behind the observations. We can group
them in three categories:
'In exploration and earthquake seismology, the name transverse isotropy is usually associated
with a vertical axis of symmetry (horizontal isotropy plane) while azimuthal anisotropy is associated
with a vertical plane of symmetry (horizontal axis of symmetry).
1. Propagation of plane waves in homogeneous anisotropic structures (Musgrave,
1954, 1970; Fedorov, 1968).
2. Radiation from point forces with no explicit analytical results (Yeatts, 1984;
Hanyga, 1984; Tsvankin and Chesnokov, 1990).
3. Numerical evaluation of WKBJ seismograms (Garmany, 1988; Singh and Chap-
man, 1988).
A renewed interest in phenomena associated with wave propagation in azimuthally
isotropic and anisotropic media developed during the past decade due to seismolo-
gist's access to improved shear wave data. Thus, traveltime analyses and measured
velocities in both sedimentary rocks (Levin, 1980; Jones and Wang, 1981; Winter-
stein, 1986) and the deep earth's mantle (Crampin, 1985) were shown to be consistent
with elastic anisotropy.
Seismic anisotropy provides important information about the structure, lithology,
and possible deformation processes in sedimentary rocks. Anisotropy parameters were
measured by White et al. (1983) through phase-velocity analysis of vertical seismic
profile (VSP) data. Byun and Corrigan (1990) presented a numerical technique based
on semblance analysis to estimate iteratively the five elastic coefficients in a multi-
layered azimuthally isotropic medium. Levin (1979, 1980) and Radovich and Levin
(1982) compared traveltime-offset curves with anisotropy parameters for a single layer.
Hake et al. (1984) approximated the traveltime curves with a Taylor series expansion,
where the Taylor coefficients were related to the subsurface azimuthal isotropy. The
interpretation of traveltime curves over layered anisotropic media would give more
physical insight if analytical (although approximate) formulas for such traveltime
curves in terms of the subsurface anisotropy were available.
With the advent of multicomponent seismology, anisotropy measurements have be-
come more quantitative. However, the presence of anisotropy is commonly neglected
in the imaging of seismic data. A few attempts have been made to incorporate the
effects of anisotropy (VerWest, 1989; Meadows and Liu, 1989), but these have been
limited to the case of elliptical anisotropy. Recently, Kitchenside (1991) established
a phase shift based migration scheme for azimuthal isotropy with no explicit way to
obtain a velocity model. Gonzalez et al. (1991) used an F-K (frequency-wavenumber)
migration technique with an anelliptic dispersion relation. In order to image the sub-
surface, when a significant degree of anisotropy is present, the imaging procedures
must handle the anisotropy correctly. For this purpose, the development of a Kirch-
hoff migration scheme for anisotropic media will be useful, provided the appropriate
Green's tensor is available. In real applications the usage of general anisotropy in a
migration scheme will be limited by the reliability of the velocity (elastic constant)
model considered. Therefore, an anisotropic velocity analysis scheme that enables
one to generate realistic anisotropic models for migration is also necessary.
Almost all processing algorithms currently in use assume that the earth is ho-
mogeneous and isotropic. The results in this thesis provide physical insight in wave
propagation in anisotropic media. It also makes available new, nonconventional pro-
cessing algorithms that will improve the quality of multicomponent seismic data.
1.2 Outline
The purpose of this thesis is to extend source theory to general anisotropic multilay-
ered media and to develop the theoretical foundations for the computation of travel-
times and Kirchhoff migration in anisotropic media using analytical forms for the ray
amplitudes and traveltimes. The insight gained from the explicit analytical (although
approximate) results for ray amplitudes and traveltimes in layered anisotropic media
may ameliorate our understanding of the complexity of wave propagation in inhomo-
geneous anisotropic media. Our results are corroborated by synthetic and real data
examples.
Chapter 2 extends seismic source theory to general anisotropic media for the nu-
merical evaluation of spectral amplitudes of point sources in anisotropic models (Ben-
Menahem and Sena, 1990a). First, we obtain an explicit representation of the spectral
elastodynamic Green's tensor in general homogeneous anisotropic media as a sum of
three integrals over the corresponding three slowness surfaces. The multidimensional
stationary phase principle is then applied to derive an asymptotic approximation at
the far field. We emphasize explicit exact and approximate analytic evaluation of the
Green's tensor. The elastodynamic fields of various point sources are then systemat-
ically constructed from this tensor. The theory was applied to media with azimuthal
isotropy. The results for the displacement field due to a variety of dipolar sources in
a homogeneous layer are given.
It is shown, among other things, that the radiation field of an explosion has the fol-
lowing new features: (1) quasi-transverse waves are created with four- and eight-lobe
patterns; (2) quasi-longitudinal waves are generated for the collatitudinal displace-
ment with four lobe patterns; (3) the energy ratio SV/P may reach the value of 20
for more than 50% of the azimuths in crustal structures such as tuff and shales; and
(4) radiation patterns for vertical shear waves are created that are indistinguishable
from corresponding waves produced by earthquake faults.
Chapter 3 presents an alternative representation of the Green's tensor and its
ensuing displacements fields in the form of an exact Hankel transform over the hor-
izontal wave number variable in the case of azimuthally isotropic media. The total
field is specified in terms of two potentials: an SH potential and a mixed quasi-
transverse/quasi-longitudinal potential, both of which assume the role of two scalar
Green's functions. This formalism allows us to establish a Haskell-type matrix algo-
rithm for a multilayered azimuthally isotropic half-space, which enables us to calculate
body waves and surface waves in real-earth crustal models. The availability of the
Green's tensor in analytical form enables one to obtain readily numerical solutions
for a wide selection of media and sources.
We also study the effect of the free surface on waves from buried sources in an
elastic half-space with azimuthal isotropy (Ben-Menahem and Sena, 1990b). The
exact Green's tensor is obtained in the form of a Hankel transform over the horizontal
wave number. The integrals are then evaluated at the far field by means of the
stationary phase approximation.
The variation of the reflection coefficients as a function of the image source angle
is presented for various earth materials. It is shown that the effect of the anisotropy
at the source is more important than its effect on the reflected waves from the free
surface.
Chapter 4 derives analytical expressions giving traveltime-offset curves for mul-
tilayered, weakly azimuthally isotropic and anisotropic media in terms of the elastic
properties of each layer. This method is based upon an approximate skewed hyper-
bolic moveout formula involving three measurement bulk velocities for each reflector:
the average vertical velocity and horizontal and skew moveout velocities (Byun et
al., 1989; Sena, 1991). This technique allows for fast traveltime computation and
extremely rapid estimation of the interval elastic parameters.
An algorithm for traveltime inversion is established that estimates the five elastic
constants together with the orientation of the axis of symmetry for each layer. In the
isotropic limit, this algorithm reduces to the conventional one used for determining the
interval velocities from stacking velocity measurements in isotropic media (Dix, 1955;
Taner and Koehler, 1969; Al-Chalabi, 1974). This inversion technique can be applied
to surface seismic measurements as well as to VSP data. In both cases it is shown,
using synthetic and field examples, that the method provides very good estimates even
for highly anisotropic materials. The quantitative measure of anisotropy provided by
this technique is useful for lithology discrimination and is not easily obtained from
conventional methods. In the case of azimuthal anisotropy, we show that an estimate
of the orientation of the horizontal axis of symmetry for a given layer at depth can be
obtained from quasi-P information only. This technique can be easily incorporated
to conventional velocity analysis algorithms. Interval anisotropic properties can then
be estimated with little additional effort.
In Chapter 5, the analytical traveltime expressions presented in Chapter 4 to-
gether with the asymptotic ray amplitudes developed in Chapter 2, were combined
to generate a suitable Green's tensor to perform Kirchhoff migration in anisotropic
media (Sena and Toks~z, 1991).
Since in real applications the usage of general anisotropy in a migration scheme is
limited by the reliability of the velocity (elastic constant) model considered, we also
develop an anisotropic velocity analysis scheme that generates realistic anisotropic
models for migration in azimuthally isotropic media for converted and nonconverted
waves.
The Kirchhoff migration technique can be applied to nonconverted as well as to
converted waves provided a suitable velocity (elastic contant) model can be obtained.
First, we consider two synthetic examples: qP-qP and converted qP-qSV seismic sec-
tions. In this case, the method provides accurate images of the subsurface. In the
quasi-compressional qP-qP case, we showed that, even with a weak to moderate per-
centage of anisotropy, an isotropic migration algorithm cannot handle the anisotropy
properly. In a real data example from South Texas using converted qP-qSV waves, our
anisotropic migration scheme improved the delineation of a fault plane and also the
lateral continuity of the flat reflectors. The better delineation of the fault structure (a
target for oil exploration) and the sediments that surround it will allow hydrocarbons
in the area to be explored more effectively. Accurate imaging can be used to optimize
well locations and can also assist in determining the limits of possible reservoir sands.
The development of an anisotropic Kirchhoff migration algorithm allows the ma-
nipulation of multicomponent data with an arbitrary geometry of sources and re-
ceivers. In addition, the proper handling of anisotropy, together with the combina-
tion of converted and nonconverted waves, provides more geological information for
lithology discrimination than conventional migration algorithms.
Chapter 2
Seismic Source Theory in Elastic
Anisotropic Media
2.1 Introduction
Measurements of seismic velocity anisotropy in exploration geophysics from travel-
times of P, SV and SH waves (Weatherby et al., 1934; McCollum and Snell, 1944;
Ricker, 1953; White and Sengbush, 1953; Cholet and Richards, 1954; Uhrig and
Van Melle, 1955; de Segonzac and Laherrere, 1959; Richards, 1960; Gretener, 1961;
Van der Stoep, 1966; Robertson and Corrigan, 1983; White et al., 1983; Helbig, 1984;
Banik, 1984; Leary and Henyey, 1985; Stephen, 1985; Winterstein, 1986; Kerner et
al., 1989) have disclosed that many rocks in sedimentary basins exhibit significant
degrees of anisotropy. Similar results were obtained for the earth's crust and deep
mantle via earthquake seismology (Gupta, 1973; Crampin, 1985; Vinnik et al., 1986;
Kafka and Reiter, 1987), and laboratory ultrasonic velocity measurements (Giesel,
1963; Schock et al., 1974; Levin, 1979; Jones and Wang, 1981; Carlson et al., 1984;
Lo et al., 1986; Thomsen, 1986; Rai and Hanson, 1988).
The existing theoretical models lag far behind the observations. We can group
them in three categories:
1. Propagation of plane waves in homogeneous anisotropic structures (Musgrave,
1954, 1970; Fedorov, 1968).
2. Radiation from point forces with no explicit analytical results (Yeatts, 1984;
Hanyga, 1984; Tsvankin and Chesnokov, 1990).
3. Numerical evaluation of WKBJ seismograms (Garmany, 1988; Singh and Chap-
man, 1988).
Duff (1960) solved the Cauchy problem for elastic waves produced by a local initial
disturbance using Fourier transforms. Buchwald (1959) derived an integral represen-
tation of the field in terms of triple Fourier integrals. These were estimated asymp-
totically using the stationary phase approximation, following a method of Lighthill
(1960). Yeatts (1984) solved the same problem using the Radon transform. His re-
sults are presented in a form that is suited exclusively for asymptotic ray theory. It
is also suspected that his final formal solution in the frequency domain lacks that
part which arises from integration over imaginary plane wave angles [see his equation
(27)]. Far field Green's tensor and radiation patterns due to seismic dislocations in
anisotropic media were computed by Kosevich and Natsik (1964) and Kawasaki and
Tanimoto (1981).
In this Chapter we extend seismic source theory to general anisotropic media. We
put emphasis upon explicit exact and approximate analytic evaluation of the Green's
tensor. First, we obtain an explicit representation of the spectral elastodynamic
Green's tensor in general homogeneous anisotropic media as a sum of three integrals
over the corresponding three slowness surfaces. The multidimensional stationary
phase principle is then applied to derive an asymptotic approximation at the far field.
The elastodynamic fields of various point sources are then systematically constructed
from this tensor. In this sense, our results go beyond the works mentioned above,
since we equipped seismologists with a theoretical tool by which they can interpret
observations of amplitudes of seismic waves as well as traveltimes. The theory was
applied to media with azimuthal isotropy. The results for the displacement field due
to a variety of dipolar sources in a homogeneous layer are given.
2.2 Integral Representation of the Displacement
Field
We consider the equation of motion for an elastic homogeneous anisotropic medium
(Ben-Menahem and Singh, 1981)
a2 '9 Xa2 k1 (2.1)
P58t2 - cik =X a k 
where u; = u;(f, t) is the i-th component of the displacement, ft = f;(r, t) is the i-th
component of the applied body force per unit volume, p is the uniform mass density,
and Ci3 kl are the elements of the uniform elastic coefficient tensor which satisfy the
symmetry conditions
cijkt = Cjiki = Cijlk = Cklij, (2.2)
so that only 21 independent constants are involved. The suffixes can take the values
1,2, or 3, and the summation convention for repeated suffixes is assumed.
Let the applied body force be an arbitrary point force F(t) acting at the origin.
Then
f;(f, t) = F(t) (F) , (2.3)
where 6(f) is the three-dimensional Dirac delta function.
We assume that the force and the displacement can be represented by the Fourier
integrals
F(w) ...- dte-'tFi(t), (2.4)
and
ui(k, w) = dt J Jd3e-s(wt-k)u;(', t) . (2.5)
In (2.4) we have used the notation F to describe two different functions, emphasizing
with the arguments the corresponding domain. The same applies to ui in (2.5). Thus
F(t) = J dw e'Wt F(w) , (2.6)
and
u;(r, t) = doJ d3k es(t-kui(k,w) , (2.7)
where w is the angular frequency and z = /-1.
Taking the Fourier transform of (2.1), and using (2.4) and (2.5), we obtain the
matrix equation
(clijkkikk - pw2 6 1 )u(k,w) - Fi(w) . (2.8)2 r
Letting
k = kn^ (2.9)
where n is a unit vector in the direction of k, and
Aij = Clik n , (2.10)
P
Equation (2.8) takes the form
Mi u ( = ) F , (2.11)
where
M;; = pk2 A - . (2.12)
The formal solution to (2.11) is
U = M( -Fj . (2.13)
We may write (2.13) in an explicit way by means of the spectral resolution (oth-
erwise known as the "nonion form of a dyadic") of the matrix A = [A1 ] ; that is,
3
Aij = E C,2A,," , (2.14)
M=1
where C2 is the m-th eigenvalue of A and A(') is the m-th projection matrix. Since
A is real, symmetric, and positive definite, its eigenvalues are real and positive.
The eigenvalue equation for A is the Christoffel equation of plane wave theory
A; C T(M), (2.15)
wherein C, is the phase velocity of type-rn waves and f(") is the corresponding
displacement polarization vector (Fedorov, 1968).
The eigenvectors can be taken as orthonormal,
Ti -TiM = 6 pq , (2.16)
and the projection matrices, for symmetric A, can be expressed as
Aj(M) = T(M)T (M. (2.17)
Consequently, the eigenvalues (#m) of the matrix M are
O2 = pk C , m=1,2,3 (2.18)
and the eigenvectors of M are the same as those of A .
Therefore, we write for the inverse of the matrix M
3 1Mij-1 =E-A;|"(m. (2.19)
m=1 Om
The solution in the (k, w)-domain, (2.13), is then written explicitly as
F (w ) 3 A|" (MV)ui(k, w) = , E 2,_n ) (2.20)
8rn- 0= (n) {k2 - [W/Cm(n)]2}
where we have emphasized the dependence of A;(M) and of Cm on n-
2.3 The Spectral Green's Tensor and its Slowness
Surface Integral
Equation (2.20) can be transformed into the (F, w)-domain by standard procedures.
Skipping the details of this lengthy operation, the end result for the outgoing field is
(Appendix A)
u;(iw) = df A;/(m)C,;3 H(f-. n)e-sw"-i1Cm
M=1
(2.21)
where dG is the solid angle element and H is the Heaviside unit step function. We
write
u (f, w) = Gij(, w) Fj (w), (2.22)
where the Green's tensor Gj (f, w) is given explicitly by
Gi(r,)= 8 2 E (2.23)
If Q is chosen as the unit sphere, the representation (2.23) can be written in the
equivalent expression
-1W 3 27r _G w 2 d$ d# sin# A;") (n)C;3 (n)H(f- n)-8r 2p 0 C
exp { [sin #(x cos + y sin ) + zcos#]}
where C+ in (2.24) is the Weyl contour {0 < # < 7r} U {0 = 7r/2 ± %r,
(2.24)
(r > 0)}
specified in Figure 2-1.
In the particular case of an isotropic medium, the eigenvalues C(n) and the
projection operators A; ()(n) assume the form
2 A + 2p 2C1 = = a ,
P
A,)(n) = nin, A,)(n) = A,7(n) = 6;g - ninj,
(2.25)
(2.26)
where A and p are the usual Lam6 parameters. Then (2.24) renders
Gi,w) = 8 dq$Jd sin # H(r-n) (a-3 nine-t" + b-3 (Si
Since the direction of the polar axis is arbitrary and fc±
- ninj)e-twi''/b.
(2.27)
= r/2,oo, we can
omit the step function H(f - n). Thus
Gi (r,w) = 8 d45 d# sin { + ninj [(b/a) e ' - e- '!
(2.28)
dQ Aij m) C~,;3H(r-. n)e-1wr~L/cm
Equation (2.28) can be rewritten as
-uab- 3 r2i __
Gi (r ,w) = 8ir 2 3 1 d$ d6 sin e-' i
87x 0 c*
8 x 8 b32, 2 2C
±....[K. dq$J d~sin~e-''''/a"- E dk J dOsin be-'w''b] .
(2.29)
Using the Weyl's integral representation
12 d] d# sin e-''' =kr e-' , (2.30)0 c kr
we obtain from (2.29)
12 e-'su'/ b 2t -/
Gi(r', w) + ( , (2.31)47rp r W oxi 0xj r
which is the well known expression for the Green's tensor in an isotropic medium
(Ben-Menahem and Singh, 1981).
The Slowness Surface
The surface whose position vector has the magnitude 1/Cm is usually called the
slowness surface (Synge, 1957).
Let S be the position vector of a point on the slowness surface IFm of type-m waves,
then
nS= . (2.32)
Cm(A)~
A point P on the slowness surface with coordinates si represents a wave travelling
in the direction OP with velocity 1/Isl . The slowness surface is given by Cm(s) = 1,
m = 1,2, or 3, and for each m , Cm(s) represents a real sheet rm. Since Cm(s) > 0
depends continuously on h, where S E rm if S = nt/Cm, it follows that the Im are
three closed surfaces enclosing the origin.
Since the normal to the slowness surface coincides with the direction of the energy
flux, we can introduce the unit normal vector N (Musgrave, 1970),
w(m) = wmNi , (2.33)
where 13(m) is the group velocity vector
w") = c T nm)n=
PC k
Cijk 1(m)
P Ak sh, (2.34)
and wm is its magnitude.
Next, we express the Green's tensor in (2.23) as an integration over the slowness
surface. Using (2.32) we modify (2.23) as follows. First, from (2.10), we have on rm
= C; 2 A;(i). (2.35)
By comparing (2.35) with the eigenvalue equation (2.15), we find that on Jm the
eigenvalues are equal to unity.
The second change involves the surface element on FM
surface element = sjdo- ,j (2.36)
where doj is a component of the outwardly directed surface element of Pm and st is
as in (2.32). On the slowness surface
do-, = Nida . (2.37)
Then, using (2.32) and (2.33), we have
s1dor n , (i)_C w1 1 mWm
do
wm
(2.38)
where we have used the fact that (Lighthill, 1960),
n," = Cm ,I (2.39)
i.e., the velocity of energy propagation normal to the wave fronts is equal to the phase
velocity.
Using the above results in (2.23) we obtain for the Green's tensor
3
G;(r,w ) =8 do, w-,;(s')Ajj("G( s)H (r. -"""
P M=1
(2.40)
where the integration is now over the slowness surface IFm of type-m waves.
In this way, instead of specifying a wave normal n and a velocity Cm of the wave
parallel to n, we employ the slowness vector s = nf/Cm.
Equation (2.40) for the Green's tensor can be written as
Gi1(r ,w) = G.w)+G'v( +GSH (2.41)
m=1 m=2 m=3
This separation of the Green's tensor in three terms is merely mathematical and is
not necessarily associated with true P, SV, or SH motions. However, for instance,
in homogeneous media with hexagonal (azimuthal isotropy) and cubic symmetries,
it is easy to show that true SH motion (understood as divil = 0) is possible, and
consequently, the concept of SH waves can still be maintained.
In this case, the SH part of the total Green's tensor is
Gs w) = r- j dowil(s)A;,(s()H(f. -e"" (2.42)
2.3.1 Azimuthally Isotropic Media: SH Motion
In this section we apply the previously developed theory to the case of the azimuthally
isotropic medium, where we only have five independent elastic constants
C1111  C22 22 = C1 1
C3 333  C3 3
C112 2  C1 2  (2.43)
C1133  C2233  = C13
C13 13  C2323 2 C44
C1212 C66 = (C11 - C12)/2-
The remaining elastic constants are equal to zero if not related to the above by the
basic symmetry relations (2.2).
In an azimuthally isotropic medium we have for the displacement polarization
vector of SH waves
-s2
= (s 2 s)1/2 S (2.44)
Therefore, the corresponding projection operator takes the form
2s2 -S132 0
A(3)(s' = (s2 + s2)~1 -S1s2 si 0 (2.45)
0 0 0
For these purely transverse waves, the phase velocity (eigenvalue) can be calculated
from (2.15)
C3) = 1/2 (2.46)
P + (C66 -- c44 )s][1/
The group velocity vector for SH waves can be obtained from (2.34),
1( = (si + 8282) + C4 4 3 (2.47)
P p
We proceed to obtain the equation of the slowness surface. From (2.32) we can
write
si2 =s 2 + s2+s2 = C- 2 . (2.48)
Substituting (2.46) into (2.48) we find
(sl + s2) + s =1, (2.49)P p
which represents the equation of the slowness surface for SH waves. This surface is
an ellipsoid, and in the case of isotropy, (c44 = c66= p), reduces to a sphere of radius
To perform the integration in (2.42) over the slowness surface, we change to prolate
spheroidal coordinates ( , 0, 4), where
x = a sinhq sin0 cosq4
y = a sinhq sin 0 sinq4 (2.50)
z = a coshy cos0
with 0 < q < oo,0 < 0 < 7r, and 0 < 4 < 2r. The corresponding metric coefficients
are
gn = 900 = a2 (sinh y + sin 0)
. (2.51)
94 = a2 sinh2ti sin2 0
For q = constant we have the prolate spheroids
1 1 21 2
a2sinh2??(X ±Y )+ a2cosh 2  =l. (2.52)
Thus, with the use of prolate spheroidal coordinates, the integration over the slowness
surface is carried out at q = constant. From (2.49) and (2.52) we find that
a = )L (1 C44 (2.53)
lC44 \ C66/
and
7 = tgh_' C4 ) 1/ (2.54)
which is the equation of the slowness surface in prolate spheroidal coordinates.
For the area element on the slowness surface we have
do- = (goog4) 11 2dsd - sin Cos2 # + t sin 2  1 dOdk, (2.55)
C66  C44 )1
whereas the magnitude of the group velocity on the slowness surface is
( 4)1/2 2#+ 21/2
W3(0) = cos2 6+ sin2 )" . (2.56)
p C44
Also, the projection matrix takes the form
sin2 4 - sin 4 cos4 0
A )= -sin cosS cos2 0 . (2.57)
0 0 0,
Therefore, from (2.32), (2.55), and (2.56) we have for the SH part of the Green's
tensor
GijH ~, 1|2(2 d Ai()f d# sin O H(r-. s~e-"'. (2.58)
87r2 C66 C44 oC±
Equation (2.58) represents essentially an integration over the complex unit sphere
as we had in (2.24). Since the direction of the polar axis is arbitrary and fJ± =
f" 12,we can omit the step function H(f. 9). Consequently,
G-H(r- w) = -.' ( .) jdq$Aj(3) k)J d# sin# 1we ". (2.59)tj I 87r2 C66 C44 0 c
The projection operator in (2.57) can be rewritten as
cos 2  sin 4 cos4 0
A()( ) = .- sin cos sin 2  0 , (2.60)
0 0 1
where I is the unit matrix.
We recast the exponential in (2.59) in the form
p c6 6 1/2 1/2
e exp -zo - (Cos4+ y smn)smn + --6 zCoss =e-1 '"/
C66 . C4 4 (2.61)
where
= (x, y, z'), z' =z , (2.62)
and
= (cos sin #, sin q sin #, cosO). (2.63)
Inserting (2.61) into (2.59), one shows, after some straightforward steps, that
(2.60) can be put in the symbolic operational form
_ I -2 - , (2.64)
where
Vive 1
v2 g = eaeAg + (48 - eAeA) A Ag(z, A)dA , (2.65)
and (8, 8, 2) is the unit vector triad in cylindrical coordinates. Note that 2 g
means Vtit(Vt 2g) where the operation V72g precedes the operation VtV7. We then
obtain at once
GsH (rw )=(I --&22 - g(z, A) (2.66)
where
g Z'P)1/2 ZU; 21r d d i 
12i- - tW(p/c,66)1/2,fg( z, A ) = (-)12~ 2 bsn i-u(q/e ) fx
C4 4  8r 2 c660 c* 4J(c44c66)1/2R
(2.67)
and
S= (X2+ y2 + Z2)/ 2 = (A2 + Z2) . (2.68)
Explicitly,
GsH (F w) = &&8g(z, A) + (8&^& - 2o84) J Ag(z, A)dA , (2.69)
which agrees with the result obtained by Ben-Menahem (1990). We also note that
the integral in (2.69) renders
A g(z,A)dA = 1/2 e u-(P/c66)*. (2.70)4rw(pc44 1/
In Appendix B we give certain differential geometry results for the slowness surface
based upon a general parameterization. These results will be useful for the evaluation
of the Green's tensor in systems with lower symmetries.
2.4 Stationary Phase Approximation of the Green's
Tensor
We shall next derive the asymptotic Green's tensor for wr -+ oo. When wr is large,
the contributions from the integration over complex angles (inhomogeneous waves)
are negligible compared to the contributions from the homogeneous waves. Therefore,
the important contributions to the integral in (2.40) will arise from points on the real
surface (Buchwald, 1959; Lighthill, 1960).
To this end we use the method of stationary phase, which says that (2.40) is
asymptotic as wr -+ oo to a sum of contributions from points on the slowness surface
I', where F - s is stationary, namely, from points on the slowness surface where the
normal is parallel to F.
Denoting these points as
we obtain the asymptotic solution
G r 1 3 N p)-
Gy(, ) = - 1 zC(s) A 3(m)(s 1))H(i - ))e''' , (2.72)47rpr m=1 1=1 Wm(SN))tKm(SI'))'
where
C(sdo) = -z exp { [sgn (x1(s)) + sgn (, 2(s') } (2.73)
Here ,c1 (sV)) and K2(sV) are the principal curvatures of the slowness surface at S =
Sil, and
Cm(.)) = x1(S )2(S<) , (2.74)
is the Gaussian curvature of the slowness surface, assumed non-zero, evaluated at S =
sQ). The principal curvatures ri and r2 are positive if the surface is concave to the
direction f. The case of parabolic points of the slowness surface at which the Gaussian
curvature is zero can also be handled using the stationary phase approximation, but
will not be considered in this thesis.
We can see from (2.72) that the asymptotic expression of the Green's tensor
depends on the group velocity and the curvature of the slowness surface. Also, we
note that the amplitudes are inversely proportional to the distance from the source for
all waves corresponding to ordinary points of the slowness surface. The error in (2.72)
is O(1/r 2) . Besides, we have assumed that the integrand in (2.40) varies slowly near
the stationary points. The availability of the Green's tensor, in its exact (equation
(2.40)) and asymptotic form (equation (2.72)) enables one to obtain analytical and
numerical solutions for a wide range of media and sources. The differential geometry
results for the slowness surface given in Appendix B will be useful for the evaluation
of the Green's tensor in equation (2.72).
2.4.1 Location of Stationary Points
We now set to evaluate the stationary points. Let
r - n
pS) = C= r - s, (2.75)
in the argument of the exponential in (2.40), and let
1Fm(S) = 0 , (2.76)
be the slowness surface equation. Since the stationary points of the integral in (2.40)
must belong to the slowness surface, it follows that the stationary points satisfy
VA~p(s) - vIFm(s')] = 0 ,(
m(s) =0 ,
where v is a Lagrangian multiplier. Since
= ,
and
Vgrm(s) = q, (
.77)
.78)
2.79)
2.80)
where w is the group velocity and q is a scalar, (2.77) can be rewritten as
r - vqt = 0.
Taking the scalar product of (2.81) with S and using the fact that ' - S = 1
(2.81)
, which
follows from (2.32) and (2.39), we obtain
r - S= vq . (2.82)
Thus, (2.81) takes the form
F- (F -)(s) = 0. (2.83)
Therefore, the stationary points will be obtained by solving simultaneously (2.78) and
(2.83).
Considering F = rd, in (2.83), we obtain
1A =08,- - S =.
So, using (2.75) and (2.84), we find, at the stationary points, the result
r
pPs) = .r
2.4.2 Azimuthal Isotropy
SH case:
The slowness surface is
(2.84)
(2.85)
(2.86)
p p
with s = (s2 + s2)1/ 2.
Due to the azimuthal symmetry, we consider r= A&, + ze, and the stationary
points are obtained by solving the system
arm
aFm
z - y
8m3(3
0
- 0,
= 0.
(2.87)
Thus, we find
(p 1/2s = +1--C66
(p 1/2
s 3  ± --\C66
sin 9
(sin2 0 + 9 cos 2 9 1/2
C44
E91 cos 0
sin2 0 + C OS21/2
(2.88)
(2.89)
where 6 is the collatitudinal angle corresponding to the observation point.
P-SV case:
The slowness surface is
F(s) = m± ev'H - 2, ((2.90)
where e = 1 in the P case and e = -1 in the SV case, and
C1( + c44 2 +(C 33 + C4 4  (2.91)
M = ( P ) s - P3
M = [c - c44  2 + c33 - c44  2 ]4 cui - c44  (ca - c44  (c13 + C44 )] 2s2
P P . P P P3
(2.92)
The stationary points are obtained by solving the system (2.87) with F m(s) given
in (2.90). Eliminating v, we have the system[am + eT 6 M 1 [din _[am f M] 
a-+ -- -z - + a -0 (2.93)A 2v/7AI O8a3 Ls 2v/AI Os '
rm(s)= 0 .
The exact solution of (2.93) for the stationary points can only be achieved numeri-
cally. In order to obtain analytical solutions for the stationary points we consider an
approximate form of the slowness surface (or, equivalently, of the phase velocity), the
justification of which is stated in subsections 2.4.4 and 2.4.5. We assume
p(s'2- 1 , (2.94)
P \ 2, 3
in the P case and in the SV case
rsv (s =4 2 + si- 1 . (2.95)
P ( 8)
Here, 77, and q, are given later in (2.112) and (2.130) respectively. Using these forms
of the slowness surfaces, we find for the stationary points:
Quasi-longitudinal wave:
(p 1/2 sin9
s = t / i (2.96)
C11 (sin 2 0 + 72 cos2 0)1/2 (
p 1/2 772cos0
S3 = i P (2.97)Cn1 (sin2 0 + 72 cos 2 g)1/2
Quasi-transverse wave:
= (p 1/2  sin20 (2.98)
C44 ( sin 2 0 + 71 cos2 g)1/2
p\ 1/2  12cos033 k -a (2.99)S53 = C44 (sin 2 0 + q2 cos 2 9)1/2
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The particular case of ellipsoidal anisotropy (Gassman, 1964) can be easily obtained
from the previous results by setting
2 and 2 = 1, (2.100)C33
in (2.94)-(2.99).
2.4.3 SH Motion
We shall estimate the asymptotic SH Green's tensor, using the results previously
obtained. Since the slowness surface is an ellipsoid, there is only one point on it
where the normal is parallel to a given direction for outgoing waves. Therefore, if
(x, y, z) are the coordinates of a given observation point in space, there will be only
one kind of wave passing through it, corresponding to a point (s1), 4), (s1) on the
slowness surface. The coordinates of the stationary point that give rise to outgoing
waves are obtained from (2.88) and (2.89) by choosing the positive sign.
The evaluation of the Gaussian curvature is simplified when the slowness surface
is axially symmetric. It is sufficient to evaluate )C3 in the case s2 = 0, and owing to
the symmetry, the value thus obtained holds for all values of 82. We obtain
K3 = (Sj (s 2 .6 + (2.101)
+ AL +
Evaluating Eq. (2.101) at the stationary point P) we have
()= C4 sin 20 + f2 cos20 . (2.102)
k3p \S PC44
The magnitude of the group velocity at the stationary point can be obtained from
(2.47). We have
)1/2 -1/2
wa ) sin2o + cos2 ) . (2.103)(7 \c 44
The projection tensor A can be written conveniently in cylindrical coordinates
as
-(3)
A (s~) = 4 (2.104)
In this case both principal curvatures are negative so that C(s()) = 1. Therefore,
the asymptotic expression of the Green's tensor for SH waves becomes
.SH 1 exp [-zw(pIc66 )112 (sin 20'+ coS2) r
G (f~) =47r(c 44c66) 1/2  L sin2O + fcos26)1/ 2 r
(2.105)
or, since N = r (sin26 + co2)1, 7,2h = c66/c 44 , (see (2.68)), we can write
1SH I exp [-zwp c)1/662]
G (',w) = g(z,A;w)ee , (2.106)r, 47r (C44 C66)1/2 R o 91
where we have used the definition of g(z, A) given in (2.67).
Let us now consider a torque (center of rotation) with moment Mo. If the moment
of the torque is aligned with the z axis, we have for the displacements (Ben-Menahem
and Singh, 1981)
U = Moe, - curlr G . (2.107)
Then using (2.106) we have in homogeneous anisotropic media
-Mo e-uSW(P ) p/2 r,-'
Utorque = M grad, , x 2 . (2.108)
47r*44c66) r
Therefore, in the far field we have for the displacement field of SH waves
-Z w(p/c66 )/ 2 Mo sinO exp [-Zw(p/c6) 1 2 (sin29 + q2cos2)1/2 r
Utorque - 47r(c 44 c66)1/2  sin2 9 + ,2hCos20 r (1
(2.109)
in agreement with Ben-Menahemn (1990).
2.4.4 Quasi-Longitudinal Motion
The asymptotic expression corresponding to the P part of the total Green's tensor
(equation (2.41)) is
1 N C(3111) M(P)GP ( ) prA (s))H(f -s"V)e-"" . (2.110)
We have stated earlier that the analytic determination of the stationary points in the
case of azimuthally isotropic media is hampered by the special algebraic form of Cp.
We now consider an approximation of the phase velocity that enables us to find
closed form expressions for the stationary points. At this point we introduce the
notation
c1 C3 3  C1 3 + C4 4  C66  C4 4ai=-;a 2 - , as = , a4 = -, a = - (2.111)P P P P P
Assume that we can write the P phase velocity as
C = a1(sin 2 6 + - cos 2 ), (2.112)
where q, is still unknown. It then follows algebraically from (2.90)-(2.92) that
aa) sin2 2a 2 as cos 2 5. (2.113)
2-a2-(a-aa5(a2-a5
When we compare (2.113) with M in (2.92) without the last term (-4aa -(a -a s) cos4 6
the solution for the unknown q2 is
2 a1(a1 - a5 )
as(a1 - a5 ) + a(
We then conclude that our approximation is valid whenever the neglect of the above
term in the expression of the phase velocity is justified. For isotropic and ellipsoidally
anisotropic media, this term is identically zero. In Figure 2-2, we show the relative
error in the quasi-longitudinal phase velocity when using this approximation for some
earth materials considered by Thomsen (1986) (see Table 2.1). We can see that this
approximation is uniformly valid for a wide range of angles and the error increases as
we approach the axis 6 = 0.
From (2.112) we obtain the equation of the slowness surface for quasi-longitudinal
waves
1
a1(si + s2+ ~-s2) = 1 . (2.115)
7P
This surface is an ellipsoid, and in the case of isotropy (r, = 1), it reduces to a sphere
of radius =
The coordinates of the stationary point that correspond to outgoing waves, are
obtained from (2.96) and (2.97) by choosing the positive sign. In Figure 2-3, we show
the geometry of the slowness surface in a generic case for which q, > 1.
The magnitude of the group velocity is easily found by differentiation of the ex-
pression of the phase velocity
= a (s2 + 2) 1/2 (2.116)
Evaluating (2.116) at the stationary point, we obtain
1/2
,(.-1)) = n a s . (2.117)WP(-511) {sin 2 6 + 712 cos2 g )1/2
Next, we calculate the Gaussian curvature. The axial symmetry simplifies the evalu-
ation and we find
1 s2 +S /22
m (s')3=7-p . (2.118)
P (SI 2 (2 + / s 4)2
At the stationary point
k,(sP)) = a (sin2 9 + 2 cos 2 9)2 . (2.119)
We consider the eigenvector corresponding to quasi-longitudinal waves. For az-
imuthal isotropy, we can write, after some algebra, the displacement polarization
eigenvector at the stationary point as
jP) = sin api^ + cos o-,i, , (2.120)
where
sin o-,
Cos o-,
d1 (9)
d2(0)
D(O)
d1 (9)
= sin 6D(9)
2Cs0d2(0 )
= 
_ 
_os6 ( 6 ,
(a1 D(O)(,- a5) sin 2 09+ [a, _ q(a 2 - a 3 ) I'c 2 9,2
a3 sin2 9 + (a1 - a5 ,)t cos2 9
[d2(0) sin20 + d2(0)7'cos 2 g]1/ 2
(2.121)
(2.122)
(2.123)
(2.124)
(2.125)
In the isotropic limit o-, = 9, and we obtain the usual form of the displacement
polarization vector for P waves.
Using (2.120) we have for the projection operator
A = TP)T(P) sin 2 A A + sin o-, cos O-,(8 82 + 8&A) + cos2 -2 . (2.126)
Then, substituting (2.117), (2.119) and (2.126) into (2.110), and using the fact that
C(sP)) = 1, we obtain the asymptotic expression of the Green's tensor for quasi-
longitudinal waves
GP (j, ) = p47rpai
-(P) ()-w a /
A (9)
R=, Er(sin2 9 + q2 cos2 9)1/2
2.4.5 Quasi-Transverse Motion
In this case the asymptotic expression of the Green's tensor is
1 N cm) .-+(SV)
Gsv (F, w) = 1 E A47rpr = wsv(go)Esv (s1)|1/2 , (2.129)
and the corresponding phase velocity
Cs2 V (m - v1),2
where
(2.127)
(2.128)
(2.130)
with m and M given in (2.91) and (2.92) respectively.
At this point we follow the same arguments considered for approximating the
phase velocity in the quasi-longitudinal case. Assuming that we can write the SV
phase velocity as
c2 = a5(sin 2  + - cos 2 6) , (2.131)
with 72 still unknown, it follows algebraically from (2.130) that
2 a 5 (a1 - a5) (2.132)
* a2 (ai - a 5 )- a2 '
as long as the last term in M in (2.92) can be neglected. In Figure 2-2 we show
the relative error in phase velocity when using the approximate expression (2.131)
for some earth materials considered by Thomsen (1986) (see Table 2.1). Again, we
observe that the approximation is uniformly valid for a wide range of angles except
along the axis 6 = 0.
From (2.132) we know that this approximation for the quasi-transverse waves fails
whenever
2
a2(a1 - a5) <_ a3 , (2.133)
yielding unbounded or imaginary values of q, at those points. Although (2.133) is
not excluded by the physical realizability conditions,1 media of this type are rare in
earth sedimentary rocks (only 2 out of 58 cases; Thomsen, 1986).
The equation of the slowness surface is obtained from (2.131)
a5  + s + 4) = 1S , (2.134)
with the corresponding stationary point for outgoing waves given in (2.98) and (2.99),
choosing again the positive sign. The magnitude of the group velocity at the station-
ary point takes the form
1/2
sv(S) = n as /, (2.135)WSV (S (sin 20 + 772 cos2 0)1/2
CiiiC33 > C13 , Cii > C33, (cii + c12 )C3 3 > 2c13
C11 > 0, C33 > 0, C44 > 0, C66 > 0, C11 > Ic121
and the Gaussian curvature is
a- (sin 2 + r/ cos2 9)2 . (2.136)
Next, we consider the displacement polarization eigenvector for the quasi-transverse
waves at the stationary point. After some algebra, one obtains
f(sv) = cos USe - sin U,2 , (2.137)
where
sin o, = sin ,b(0) (2.138)
E(6)
COS U, = 7 2Cos b2(0) (2.139)
2
bi(0) (a1 - a5) sin 2 o+ a1 - / 2(a2 - a3) r/ cos2 0, (2.140)
b2(0) aa3 sin2 _)+ ai - a5r/, q. Cos2 (2.141)
E(9) [b (0) sin 2 9 + b (6)r cos 2 9 ]1/2 (2.142)
In the isotropic limit a, = 0 and the conventional expression of the displacement
polarization vector for SV waves follows.
From (2.137) the corresponding projector operator is
.(SV) = ( V ( V = S2OCO 
US ^, A, A,^) 2U AZ ZA (sv)f(sv) = cos2  A - sin o, cs e, + . (2.143)
Therefore, using (2.135), (2.136), (2.143) and (2.129), together with the fact that
Cqso)) = 1, the asymptotic Green's tensor for the quasi-transverse SV waves is
r/ +-+(SV) e-wRea
Gsv (F,)= " A (9) , (2.144)
4wr pa5 R
where
R, = r(sin 2 9 + r2 cos 2 6)1/2 . (2.145)
2.4.6 Divergence Coefficients and Wave Surfaces
We have noticed in (2.106), (2.127), and (2.144) a typical divergence coefficient for
the Green's tensor of the form
1 (2.146)
r(sin2 0 + q2 cos2O g)1/ 2  (
where 7 = r, n.,, or nh. In order to give a geometrical interpretation to the angular
dependence of (2.146), we consider the corresponding wave surface. Its equation can
be obtained by following waves for which the phase w(f. s- t) is zero. Then, at t = 1,
F -= 1. . (2.147)
The waves at point F in space are generated by a point S of the slowness surface,
satisfying 17m(s) = 0, at which the normal is parallel to the vector F, namely,
F = qVIm , (2.148)
q being a scalar. Taking the scalar product of (2.148) with S and using (2.147), we
obtain
q (2.149)
Therefore, the coordinates of a point of the wave surface, at t = 1, will be given by
Vr m = (2.150)
VFm-g *-
where 1' is the group velocity vector.
Since, under the approximations considered in this Chapter, the P, SV and SH
slowness surfaces are ellipsoids, it is sufficient to exhibit only one example. For the
P case it follows from (2.150) that the equation of the wave surface is
1(X2 + Y2 + 72 2 ) = 1 . (2.151)
a1
In Figure 2-4 we show the geometry of the wave surface in a generic case for which
i, > 1. We can easily see that
1/ 2  _ isotroptcl
ai 1W )I = (sin 2 0 + , cos2 0)1/2 - (2.152)
r-,,| I O(P) (S) r
Therefore, we find that the ratio position on isotropic wave surfacel or, equiva-
Iposition on anisotropic wave surfacel
lently, the ratio imagnitude of isotropic group velocityi along the direction of theimagnitude of anisotropic group velocityI'
observation point gives the angular dependence of the divergence coefficient (2.146).
2.5 Anisotropy Data
In order to apply our theory we consider an exhaustive listing of measurements of
anisotropy for 58 earth materials, including mostly sedimentary rocks, reported in
Thomsen (1986). These data were interpreted by the original investigators in terms
of the five elastic constants of azimuthal isotropy. About 70% of these models have a
maximum error below 30% at 0 = 0 and 1800 when we use the approximate expression
for the phase velocities given in (2.112) and (2.131). However, in the range 300 <
O < 1500, the error is approximately below 10% (see Figure 2-2). In Table 2.1 we
show a partial list of these models, including the elastic constants, ,, ,, r, Ysh, and
the anisotropy parameter c (percentage)
( = C1 1 - C3 3 x 100 , (2.153)2c33
as a measure of anisotropy.
As another indicator of the fit of the approximation of the phase velocities, we show
in Figure 2-5 the exact and approximate slowness surfaces for four selected models
(see Table 2.1). The good fit of the approximation for a wide range of angles centered
at 6 = 900 is again apparent. Besides, we can see that this approximation induces
ellipsoidal slowness surfaces, and therefore excludes the possibility of parabolic points.
In the next subsection we evaluate the displacement fields and radiation patterns
of some common seismic sources.
2.6 Radiation Patterns
2.6.1 Localized Force in the Direction of the Symmetry
Axis
This force does not excite SH waves. The displacement field can be given directly in
terms of the Green's tensor
U = F(w)[Gp + Gsv.z. (2.154)
Using the approximate asymptotic expressions in (2.127) and (2.144), we obtain the
results shown in Tables 2.2 and 2.3.
Radial and collatitudinal motions are obtained via the relations
URp = , cos + u, sin 9 ; un, = -u,, sin 9 + us, cos 9, (2.155)
with similar relations for the SV motion.
In Figure 2-6 we show the vertical radiation patterns of the amplitude spectrum,
namely, the dependence of the spectral displacement field of up and u., on 0 for fixed
azimuth and r. The isotropic limit is marked by a broken line. The deviation of the
results from the isotropic case demonstrates that these patterns can be used as diag-
nostic aids for the identification of anisotropic regions in the earth's crust and mantle.
2.6.2 Localized Force in the Isotropy Plane (x-direction)
Here, the displacement field is determined by
U = F(w)[Gp + Gsv] - 8, , (2.156)
and using (2.127) and (2.144) we obtain the results shown in Tables 2.2 and 2.3.
In Figure 2-7 we show the vertical radiation patterns corresponding to the ampli-
tude spectrum of uop and u,. These components are null in the isotropic limit, and
may thus be used to diagnose azimuthal isotropy provided a powerful enough source
is used and the collatitudinal coverage in the recordings is adequate.
2.6.3 Explosion (Center of Compression)
Since G is symmetric, the displacement field is given by (Ben-Menahem and Singh,
1981)
= -Modiv G (ryo; w), (2.157)
where Mo is the source's moment. Using the asymptotic expressions for the Green's
tensor in (2.127) and (2.144), we find the results indicated in Tables 2.2 and 2.3.
Contrary to the isotropic case, explosion sources in azimuthally isotropic media
also produce shear waves. In Figure 2-8 we show the vertical radiation patterns
corresponding to the u2, and u,,2, (not present in the isotropic case) components.
Using these two components, we can evaluate the SV/P ratio of the displacement
field. The results are shown in Figure 2-9. We observe that SV/P ratios as large
as 4.5 are predicted (Model 5, Robertson and Corrigan, 1983). Mandal and Toks6z
(1990, 1991) found similar results with a numerical solution based on reflectivity
theory and wavenumber integration. This indicates that explosion sources can be
used diagnostically to establish anisotropy provided that sufficiently strong quasi-
longitudinal waves are generated.
In Figures 2-10 and 2-11, we present the vertical radiation patterns correspond-
ing to the us,, uop, uo, and Ur, components. All these components are null in the
isotropic limit. For anisotropic media we have a variety of new radiation patterns in-
cluding an "eight lobe" pattern for Model 3 (Lin, 1985). This behavior can therefore
be used effectively in the identification of azimuthal isotropy.
2.6.4 Strike-slip Displacement Dislocation
The displacement field in this case has the form (Ben-Menahem and Singh, 1981)
a 4 
4-+
u = -Mo(w) ex -,- , (2.158)
where the slip is in the xz-plane with a normal in the y direction and a moment Mo(w).
Applying the operator (E + -  . -L) to the asymptotic expressions (2.127) and
(2.144), we derive the various field components. The corresponding results are given
in Tables 2.2 and 2.3.
In Figure 2-12 we compare the radiation patterns of u0, for two sources in tuff
(Model 7, Table 2.1). The analytic form of this pattern is listed in Table 2.3. The
sources are: a point strike-slip dislocation in the xz plane and a point-explosion. The
patterns are almost identical in shape.
In Figure 2-13 we compare the radiation patterns of the same sources in Mesaverde
clayshale (Model 1, Table 2). Here we display the u,, displacement component (Ta-
ble 2.1). Again, the patterns are indistinguishable.
These results show that even in weak anisotropic media, explosions can masquer-
ade for strike-slip earthquake faults.
Note that our radiation patterns were calculated for the case where both source
and receivers are in the same anisotropic medium. This may seem a rather specific
case. Nevertheless, the results are useful, among other applications, in geophysical
exploration for oil. For example, in the situation where the source is located in an
open hole section of a borehole.
2.7 Discussion and Conclusions
In this Chapter we have extended seismic source theory to general anisotropic media.
We have derived analytic approximations for the far field of point sources in az-
imuthally isotropic media. Our results exhibit the strong effects that anisotropy has
on the source's directional energy radiation and the partition of energy between the
longitudinal and shear components of the motion. We have shown that the radiation
field of an explosion has the following new features: (1) quasi-transverse waves are
created with four and eight lobe patterns; (2) quasi-longitudinal waves are generated
for the collatitudinal displacement with four lobe patterns; (3) the energy ratio SV/P
may reach the value of 20 for more than 50% of the azimuths in crustal structures
such as tuff and shales; and (4) radiation patterns for vertical shear waves are created
which are indistinguishable from corresponding waves produced by earthquake faults.
In our study we have employed the multidimensional stationary phase approx-
imation which limits the results to frequency and spatial domains such that wr is
large. Also, in the process of determining the stationary points we found it conve-
nient to approximate the phase velocities itself. The price paid for this artifice was
the lesser accuracy of the spectral amplitudes on and near the axis of symmetry, es-
pecially for the quasi-SV wave and the corresponding approximation of the Gaussian
curvature. This restriction can be removed by solving numerically for the stationary
points, or by exact computation of the far field radiation patterns. Note that by our
simultaneous use of the stationary phase approximation and the approximated phase
velocities we avoid the parabolic points on the slowness surface since these surfaces
are approximated by ellipsoids. Thus, the scope of our asymptotic solutions excludes
problems of non-convex slowness surfaces. In general, however, the stationary phase
approximation fails at parabolic points of the slowness surface and a higher order
approximation must be made at these points.
The availability of the Green's tensor in closed form enables one to extend the
results to anisotropic half-space configurations where the axis of symmetry is not nec-
essarily normal to the free surface. This will be used to model azimuthal anisotropy.
(1) (2) (3) (4) (5) (6) (7)
4 p.
50.78
36.85
21.49
14.87
11.01
32.50
2.56
51.77
48.29
-2.68
25.97
24.50
21.82
2.69
50.01
45.05
-8.60
26.59
24.57
15.97
2.87
10.20
7.02
4.95
2.31
1.37
6.32
2.00
3.52
2.02
2.03
0.42
0.27
2.30
1.80
11.81 56.91
9.68 54.72
7.11 36.99
2.26 9.71
1.70 8.03
8.81 45.02
2.25 2.33
7/sh 1.000 1.162 1.030 1.040 1.298 1.247 1.153 1.100
7, 1.000 1.034 0.891 0.838 0.741 0.829 0.921 0.779
7, 1.000 1.163 1.111 1.202 1.315 1.362 1.122 1.072
E (percent) 0 18.9 3.6 5.5 22.5 37.1 11.0 2.0
($) Crystalographer's notation
(t) Stoneley's notation
(*) Musgrave-Buchwald's notation
(**) Isotropic limit
Mesaverde clayshale (Thomsen, 1986)
Mesaverde sandstone (Lin, 1985)
Mesaverde sandstone (Lin, 1985)
Dog Creek shale (Robertson & Corrigan, 1983)
Eocene Wills Point shale (Robertson & Corrigan, 1983)
Pierre shale (White et aL, 1983)
Timber Mtn. tuff (Schock et aL., 1974)
Table 2.1: Structural constants of some azimuthally isotropic earth materials reported
by Thomsen (1986). Density in g . cm-; cij in units of dyn - cm-2
pal
pa2
pa4
pas
pa3
Ci A
C3 3  C
C1 3 F
C6 6  N
C4 4  L
C13 + C44
p -
A + 2p1
A + 2p
A
A +
p
(*) (**)($) (t)
Table 2.2: Cylindrical components of displacement field and radiation patterns of
point sources in unbounded azimuthally isotropic media.
A common frequency dependent factor ~1-'PP is suppressed in all quasi-longitudinal (P) displacements.
A common frequency dependent factor r~'' is suppressed in all quasi-transverse (S) displacements.
Ad-hoc notation:
A, = sin2G+ ,p cos 29 ; k 2= ; ksu = -
A, = sin2 j+ 7. cos 2 9 ; k 2=
Cylindrical components (A,#, z)
Source Z P AP Z S AS
Force in the direction of
symmetry axis (z), s(w) = F(w) 
-n
Force in the isotropy
plane (z), s(w) = F(w) 2' ",Cos # Cos #a*scos_#_cos04
Center of com-
pression, s(w) = iMo(w) a (.in sinui,+ " coso, +n c(Ps co. .(s APco., .e. sinc .i a co.u,- 2  co. u .) c
Torque parallel to
symmetry axis (z) A ks M fine c A.2 A
Dislocation in xz
plane, s(w) = iMo(w) '" C"''sin Bsin 22* "of """ sin cisin 24 a ""k'-a sin sin24
Table 2.3: Spherical components of displacement field and radiation patterns of point
sources in unbounded azimuthally isotropic media.
Spherical components (r,6,0)
Source RP 1 P RS eS
Force in the direction of
symmetry axis (z), a(w) = F(w) coo a 6 coo a sin a.-- sin a,
" Ag! A. -A.(B A.'
Force in the isotropy
3it~oe 2Z Bns(D)) 8 6IL Cos a coos coo(Y.Co
plane (x), s(w) = F(w) sin a, coo in o, co A co
Center of corn-
pression, a(w) = iMo(w) tf (sin9sin,+ qcoscos ,) Cosa(sin sin a, + 12 cos cos a ) La (sin 8 cos a, - icoo 9 sin o.) -L 2*(sin 8 cos a, - t1 cos 0 sin a.)
Torque parallel to
symmetry axis (z) u1 = - AL "C"
Dislocation in xz
plane, s(w) = WMo(w) U fi(l sina, sin9sin 24 fiBspsin , sin L&sin 24cooasin 6sin 24 ftL coo a, sine6 sin 2405 P
Ib11'(8) = cos coo a, + sin sin a,
I1cp(O)=cos0sina, 
- sin 0coo o,
Ilus(G) = cos 0 sin a, - sin 0coo a.
les(G) = cos 0 coo a, + sin 6 sin a,
Im 8
Z > 0
A
Ree
7r
2T
C
Z<o
Figure 2-1: Path of integration in the complex 6 plane of the Sommerfeld-Weyl inte-
gral for anisotropic media.
QUASI P-VELOCITY
0 30 60 90
ZENITHAL ANGLE
120
(degrees)
150 180
QUASI SV-VELOCITY
0 30 60 90 120
ZENITHAL ANGLE Cdegrees)
150 180
Figure 2-2: Relative error of phase velocities for five earth materials as a function of
the collatitudinal (zenithal) angle (see Table 2.1). Top: Quasi P velocity. Bottom:
Quasi SV velocity.
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Figure 2-3: Geometry of the slowness surface in a generic case for which r, > 1.
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Figure 2-4: Geometry of the wave surface in a generic case for which 7, > 1.
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Table 2.1).
2 3
MODEL 4
1.5
1
0.5
N
0
n
U,
z
::-0.
0,
-1
-1.5
-1.
-
5 1 1.5
I I
MODEL 3
90
PZ E x 371%
-90*
SZ ' ' 37.1%
Figure 2-6: Top: Vertical radiation patterns in the far-field for the vertical quasi-
longitudinal displacement due a vertical point force for two types of anisotropic me-
dia. Broken lines indicate isotropic limit. Force is directed from origin toward 0*
along the positive symmetry z-axis and 0 is measured in vertical plane positively
counterclockwise. Bottom: Same as above for the vertical quasi-transverse displace-
ment component. Patterns were obtained using approximate forms of phase velocity.
This also holds for all patterns of Figs. 2-7 to 2-13.
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Figure 2-7: Top: Vertical radiation patterns in the far-field for the collatitudinal
quasi-longitudinal displacement due a horizontal point force in the x direction. Dis-
placement field vanishes in the isotropic limit. Bottom: Vertical radiation patterns
for the radial quasi-transverse displacement due a horizontal point force in the x
direction. Displacement field vanishes in the isotropic limit.
.900
EXPLOSION
00 00
MODEL 3 MODE L 5 0
90* 90*
s z - 5.5% sZ - 37. %
Figure 2-8: Top: Vertical radiation patterns in the far-field for the vertical quasi-
longitudinal displacement due to an explosion point source. Broken lines indicate
isotropic limit. Bottom: Vertical radiation patterns for the vertical quasi-transverse
displacement due to an explosion point source. Displacement field vanishes in the
isotropic limit.
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Figure 2-9: Vertical radiation patterns in the far-field for the SV/P ratio of vertical
quasi-transverse to quasi-longitudinal components of displacement field due to an
explosion point source. SV/P ratio vanishes in the isotropic limit.
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Figure 2-10: Top: Vertical radiation patterns in the far-field for the horizontal-radial
quasi-transverse displacement due to an explosion point source. Displacement field
vanishes in the isotropic limit. Bottom: Vertical radiation patterns for the collatitu-
dinal quasi-longitudinal displacement due to an explosion point source. Displacement
field vanishes in the isotropic limit.
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Figure 2-11: Top: Vertical radiation patterns in the far-field for the collatitudinal
quasi-transverse displacement due to an explosion point source. Displacement field
vanishes in the isotropic limit. Bottom: Vertical radiation patterns for the radial
quasi-transverse displacement due to an explosion point source. Displacement field
vanishes in the isotropic limit.
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Figure 2-12: A comparison of uqp radiation patterns in the far-field due to two sources
in azimuthally isotropic Timber Mountain tuff. Left: Strike-slip dislocation in the xz
plane. Right: Explosion.
MODEL (
U -ZS(DISL)
00
U-ZS(EXPL)
00
MESAVERDE CLAYSHALE (20%)
Figure 2-13: A comparison of u, radiation patterns in the far-field due to two sources
in azimuthally isotropic Mesaverde clayshale. Left: Strike-slip dislocation in the xz
plane. Right: Explosion.
Chapter 3
The Method of Potentials for
Multilayered Azimuthally
Isotropic Media
3.1 Introduction
During the past decade there arose a renewed interest in phenomena associated with
wave propagation in azimuthally isotropic media. This was mainly due to the avail-
ability of improved shear wave data in the archives of exploration and earthquake
seismologists. Thus, traveltime analyses and measured velocities in both sedimentary
rocks (Levin, 1980; Jones and Wang, 1981; Winterstein, 1986) and the deep earth's
mantle (Crampin, 1985), were shown to be consistent with azimuthal isotropy.
Buchwald (1959) studied the effect of azimuthal anisotropy on the wavefronts and
rays from a localized horizontal point force. He used a multidimensional stationary
phase approximation devised by Lighthill (1960) to estimate the far-field dependence
of the strains au? and g + a on the range r. He did not evaluate: (1) the
displacement field and its dependence on polar angles; (2) the Green's tensor; (3) the
effect of a free-surface.
Recently, Garmany (1988), Chapman and Shearer (1989) and Gajewski and Psencik
(1987) developed ray-theoretic computational techniques to calculate theoretical seis-
mograms in anisotropic media with velocity gradients and turning points which in
turn cause shear wave frequency dependent coupling and polarization.
In this Chapter, we derive an alternative representation of the Green's tensor and
its ensuing displacements fields in the form of an exact Hankel transform over the
horizontal wave number variable in the case of azimuthally isotropic media. The to-
tal field is specified here in terms of two potentials: an SH potential and a mixed
quasi-transverse/quasi-longitudinal potential, both of which assume the role of two
scalar Green's functions. This formalism allows one to establish a Haskell-type matrix
algorithm for a multilayered azimuthally isotropic half-space, which enables one to
calculate body waves and surface waves in real-earth crustal models. The availabil-
ity of the Green's tensor in analytical form enables one to obtain readily numerical
solutions for a wide selection of media and sources.
We also study the effect of the free surface on waves from buried sources in an
elastic half space with azimuthal isotropy (Ben-Menahem and Sena, 1990b). The
exact Green's tensor is obtained in the form of a Hankel transform over the horizontal
wave number. The integrals are then evaluated at the far field by means of the
stationary phase approximation.
The variation of the reflection coefficients as a function of the image source angle is
presented for various earth materials and it is shown that the effect of the anisotropy
at the source is more important than its effect on the reflected waves from the free
surface.
3.2 Auxiliary Potentials for Azimuthally Isotropic
Media
The Fourier-transformed Cauchy equation of motion for an elastic solid under a body-
force distribution f(r?, W) is
div T +pw2 # = -f ; (3.1)
where p is the density, w is the angular frequency, u-(f, w) is the displacement at field
point r' and T is the dynamic stress-tensor. Choosing a cartesian coordinate system
with the z axis as the axis of symmetry, the stress-strain relations for an azimuthally
isotropic medium can be put in the convenient form:
T= [c13 I divl + c44(V + iZV)]+ Tani ,
Tan.,= (c 1 - c- 2ce(i -82&) -- + (3.2)
+ (c33 - c13- 2 c44) ezez
a9u 27 19Y X A u- auy Y+A X+ (c44 - C66) 2 dys, + 2 -e&e - + ( & , + )
Here (uX, u,, uz) are the cartesian displacement components and {c11, c13, c33, c44, c66 }
are the five elastic constants of the medium. The unit dyadic is I and {&, 2,, e2} are
the three cartesian unit vectors along the respective axes.
We now take the divergence of T in (3.2). Using some vector and tensor identities
(Ben-Menahem, 1987), we find that (3.1) can be recast in the form
(c1 3 + c44)grad div U + curl(& L)+ &zB+VtN + pw2 U = -f, (3.3)
where
L = -c66 A- c44O {Vt 2A} ,
B = (c33 - Cia - c44) 2r + c44 V2u , j(3.4)
N = (c - Ci3 - c44)O + c44az {Vt 2 E}
A= A5 - curliL= &x - '
S= a9 ,y
= ; =v2 -aa,
(3.5)
(3.6)
and V;-2 is the inverse transverse Laplace operator, to be given explicitly in (3.33).
We apply to (3.3) the linear operator {2-curl}. This yields a single wave equation
for A
c66V2A + C448 aA + pw2A -a ,x )8x x y (3.7)
where (X, Y, Z) are the cartesian components of f.
Next, we take the z-component of (3.3) and differentiate it with respect to z. The
result is a coupled wave equation in the potentials E and a
[c44V + c3383]P + (c13 + c44)aze + pw2 ' - .
A second equation is obtained from (3.3) by taking its transverse divergence
[c44a8 + c V) 0 + (C13 + c44)ViF + pw2E= - ( - .ax 19y
We shall obtain explicit solutions for the three potentials. Once these are kno
components of ul are expressible in terms of these functions:
uax=v)-2 u =V-2 -+ -) ; u,= fdz.( x By Ty B
(3.8)
(3.9)
wn, the
(3.10)
3.3 SH Motion
Equation (3.7) can readily be solved in closed-form. Let us specify the body force
distribution as a localized force of magnitude F(w) and fixed direction &, at r= o
f = F(w)&6(f - ro) (3.11)
where f is a force per unit volume, but F(w) is force proper. Assume
A = -Fe -curl(82g) ,( (3.12)
where g is an unknown function. A substitution of (3.12) in (3.7) renders at once the
equation for g
c Vg+ c4 4 a82 g + pw2 ( fo). (3.13)
Its exact solution is the scalar Green's function,
g(F,w) = C-*kSHR4,rRyh pa5 (3.14)
with
R = 2 72h(z - zo)2 , A2 (X _ XO)2 + ( y yo)2 ,
2 C6 6
71 sh = - ,
C4 4
(3.15)
An alternative way to derive (3.14) is instructive at this point. Assume a Fourier-
integral representation of the solution of (3.13)
8VW rp -oo I
and use the known identity
dad/dy e-i[a(X-XO)+#(Y-vo)+-Y(Z-zon
h (a,#0, ^;w) (3.16)
(3.17)
Inserting these into (3.13), yields
(3.18)h(c, y;w) = a4 (2+#02)+ -a4 72 _ W2
17sh
We make a change of variables from (a, #, 7) to spherical coordinates in wave-number
space (Figure 3-1)
a = - sin 0 cosC #3= -- sinO sin 0;C = cos 0
2
a2 + #2 + t2 = i a
The Jacobian of this transformation is J = _?sin#N and
(3.19)
2
(C/-1- c2) ,
(- o ) -OJ( JO)+O(Y-o)+ 2-zOn dad/d7.87r0 -oo
(3.20)h (a, #, -t) =
where
CSH = [a4 sin 2 # + a5 cos 2 #]1/2 (3.21)
is the plane wave phase velocity of the SH wave. Substituting (3.20) and (3.21) into
(3.16), the integral becomes
w [00 dC 2 sin #dbe~'TZ cosf 3 -,isine(xcos4+Y sino)d4
~67r3p 00 C2[C2 - CSH( 0 )] sc o
(3.22)
Since 2y = - (a 2 + #2), where (a 2 +#2) varies from zero to infinity, -y can take on
pure imaginary values. In isotropic media C is the Weyl contour (Fig. 2-1). However,
in our anisotropic medium, there are two branch points on C at ro = ± tan h-19sh.
One can see this as one puts 9 = + t zr into the expression for C2H(#) via Eq. (3.21).
At these branch points CSH vanishes. For this reason the integration along r on C
must stop at Z ± zro. As 77A -- 1 (isotropy) ro --+ ±oo and the Weyl contour is2
re-established. The variation of -y is then mapped onto a corresponding variation of
9 along either of the modified Weyl contours C+ or C- (Fig. 2-1), depending on the
sign of z, to secure finite values of e-'''z. The function CSH(O) is real for all complex
and real values of 0 along C1.
The integral over 0 is immediate and equals 2rJo ("-A sin 9), where Jo is the
Bessel function of the first kind and order zero. Then, the integral over C is evaluated
through the method of residues at the contributing pole C = CSH, yielding
Jd - -7 ( 0 A sinn2)/0dC e J[C e sn J) _,A sin#) (3.23)
-oo C2[C2 - C2H H \S
The net result of both integrations over k and C is
g -zo d6 sin Jo Asin ) e~'cst 
.C 8
41p Jc* CSH(9) CSH
In the isotropic limit CSH -+ b. Then the classical Sommerfeld- Weyl integral
e-tkR L ! o
e =k d5sin#Jo -Asin # e~,co Sb
-zkbR ic* b
(3.24)
(3.25)
secures the reduction of g to its isotropic limit. We effect another change of variable
sin u = sin 01CSH (Z:
CSH (#
CSH(
773h COS U = COS # -
CSH (0
sinu du - -- sin
77.9h [CSH(#)(3
(3.26)
where Ci2H(Z) = a4 and kSH = . One can easily show that this transformation
restores the modified Weyl contour into the standard Weyl contour C+ (Fig. 2-1).
Therefore, using (3.25)
g = ZWh sin u du Jo(kSHA sin u)e-skSHzhC U 1 e kSH 
R
4gpa7 P7sha5 4rR
in agreement with (3.14).
The ensuing displacements are obtained from (3.14) via (3.12) and (3.10)
F(w)
USH = pa5 curl( zX)
X = curl(dr) - 2 , r =V7 2S , S(ALz) =
e-kSHII
R
(3.27)
(3.28)
(3.29)
Next we use the tensor identities (Ben-Menahem, 1987)
curl(G -F)
curl[&2,curl(22r7)]
V2V,
1
~S(A, z)
(curl G).1
VtVt
- -
A dAS + (6&8 - iAA)j f 2AS(A, z)dA,
valid for a fixed vector F, a variable dyadic G and remembering that S is independent
of the azimuth angle <$. Here (84A ,, ,2) are the unit-vector triad of cylindrical polar
coordinates. We note that the integral in (3.32) renders
AS(A, z)dA 1 e-*SHA
I zksH
Using (3.32), one may rewrite (3.28) as
USH
F(w)
= F(w) GsH -0 ,
VtVt
- )
(3.34)
S - , (3.35)
(3.30)
(3.31)
(3.32)
(3.33)AS(A, z)dA ,
where
SH ( )1 4--
GSH (r 0'O w) = 47, a5(I -OzI^z~~ (3.36)
e-'kSHA
2 ^AI, R
is the SH part of the total Green's tensor. Note that since A = r sin 9, z - zo =
r cos 9 [0 is the spherical collatitude angle measured from the z axis], we have
Rt = r (sin2 9 + 066Co2- cos2
044
1/2
9) (3.37)
Also note that the frequency enters into the displacements only via the source function
F(w) and the phase e-'AR.
3.4 Quasi-Longitudinal and Quasi-Transverse Mo-
tions
We represent the explicit Green's tensor in terms of a single field potential for the
coupled P-SV field.
We proceed to solve the simultaneous equations (3.8) and (3.9). To this end, we
follow the same notation introduced in Chapter 2
Cll
ai = -I
P
C3 3
a2 =-
C1 3 + C4 4a3 =
C6 6
a4
P
C4 4
P
and put (3.8) and (3.9) in the form
(a5V + a2&, + w2 )F + a3O39 = - - { ( ) ,P
a3VF + (a1V2 + a5a + W2)0
(3.38)
(3.39)
(3.40)F- - V t b(F - Fo).
P
Denote
Li = a5V2 +a28Z2 + W2 ,
L2 = a1 V2 + a5 aZ + LO2 ,
(3.41)
(3.42)
and assume a representation of the auxiliary potentials E and F in terms of a single
fundamental field potential T
F2E = - - [&282a 3Vt - VtL 1]'' , (3.43)
p
FF = -e [-2282L 2 + a3 t 2]9z2 . (3.44)
p
A substitution of (3.43) and (3.44) into (3.39) and (3.40) reveals that T is the scalar
Green's function of the equation
(-L 1 L 2 + a3 t)i = -6(f- F) . (3.45)
In the derivation of (3.45), we were aided by the fact that the linear operations
L1 , L 2, 82, V2, and Vt, commute. Since 0 and I are expressible in terms of T, so
are the displacements. Indeed, using (3.10) we have
UP-Sv = t7- 2 0} + 0 r]dz =Gp-sv -Fe. (3.46)
We put here the expressions for 0, F from (3.43) and (3.44). Some rearrangements
are necessary in order to arrive at the explicit expression for the P-SV part of the
spectral Green's tensor
+-+ 1 -.
~ 
-. V3.47Gp-sv (FIo;w) = - a 3 VV - - 4 ,3
with
L3 = a 1 t+(a3 +a 5 )a+w 2 , (3.48)
L4 = (a3 + a5 )V + a2 8a2 + w2 ,(3.49)
+ z 2 + 2(3 .5 0 )
= , + AAA 0. Z6 + i8 8 +r e484 Da + (822A + 8A&Z)&9Z . (3.51)
We note that the differential operators act on the field coordinates and there is no de-
pendence on 4 due to the azimuthal symmetry. We must also note that the operators
L4 and Vi,(Vt-2) [see (3.32)] do not commute, i.e., Vtit(V-2 L4 ) : L4 VtV 2.
The total Green's tensor is the sum of the expressions in (3.47) and (3.36). Explicitly,
4irp G (iYo; w) = 4rp Giso -4rp Go
S S
- 2 [rc' + 4rLs{ll}] - & A 0 + 47rL 4 {1} , (3.52)
4rp GI.O= I S + 4ra3VVT, (3.53)
7ha5
^A1 ((.5z)
41rp Go= ( - ) A [S(A'z) + 47rL4{}] dA, (3.54)
2 sh a5
where S is defined in (3.29). The arbitrary partition of the total Green's tensor in
Eq. (3.52) is meaningful. In the isotropic limit (qh = 1, ai = a2 = -+--, a4 = a 5 =
a3 = L, one finds that Go= 0, G, 0 goes into the Green's tensor for unbounded
isotropic media and G=Go.
In (3.52), G is symmetric in its indices and also invariant to an exchange of f and
ro. We shall name Go the singularity tensor of the medium. We also show in the next
section that the potential T splits naturally into a quasi-longitudinal part W, and a
quasi-transverse part .,, such that
T = T, - T, (3.55)
Accordingly, we effect a sub-partitioning of the singularity tensor into three con-
stituents
SH -SV ~P
Go=Go + Go - Go , (3.56)
where
.SH ie-tkSH R
p Go = (84A4 - ) 2 ,(3.57)
p Go= (2484 - ibAe^)- AL 4 {'1F(A,z)}dA. (3.58)
(j = P,SV)
We shall find it useful for a later development of the theory to recast (3.52) as
G=GSH + GSV - GP (3.59)
= -a 1 azze2 + Ap2 ^, ++A a3 Aez2 + z PL,,, I al , P e
+ ai dd a , 'n, -a3 + a V2 +a, 
a2 +k2]T
a, .+kPIP
'O a,& Ioat+ p- P
as
+ aqadaa3
a5
+ as + k,] I + a,
5 
+
as a5
(&.3e + eAeZ )a2zT,
a5
+ k 2 T
+ a3e de 0AA 4 s -pGo (3.61)
with k2 = W2/ai and k2 = W2
It can be shown that the singularity tensor has the following properties:
1. In the absolute far-field (A -+ oo, z -+ oo)
(3.62)
2. In the axial far-field (A = 0, z -+ oo)
(-9SH / (x
Go0= 0 (exactly) Go= 0 (') (non-singular), j = P, SV
3. In the isotropic limit
Go= 0 (Go M 0, .SH -SV)Go = - Go ) . (3.64)
Developing the operators in (3.60) and (3.61), we find a simplified form of the P-SV
Green's tensor (3.47)
GP.-sv (Fio; w) = -{-3[aV2172+a,28+2
p
+a3(Cz3A + 33z)a.Azl
- 224 [as ai + (a289 +a, 2) A WdA
where
p GP
and
P Gsv
(3.60)
(3.63)
00).
- e28 asOUI' + (a2a2 + w2) ( - 12JAIdA). (3.
Thus, in the absolute far-field, we have the approximation
p+ e-a 1&2&2 (a + as a +
a1
a- 18 ^aL a'2
\a1,
k) X, + a3( A&ZA +
+2 + kL) a2 2 ,,
a1 / P) P
AA8)A 2',
(3.66)
p G sv - A Z,3 ["' 2 + az2+ k ] TI, + a3 (8AZ A + 8A 8Z)a2 ',
P sO - leas J
- aseA (a2 + a2
as
+ k , .T
/
(3.67)
From (3.66) and (3.67) we may derive in a straightforward manner, the P-SV
far-field of point forces in terms of the yet undetermined potentials T, and T,:
I. Force in the z-direction (axis of symmetry)
U = F(w) G -e-,
upz
UPA
= -F(w) Gp: 828z = (a1 (2
p + a,2a1
= -F(w) GP: Ez A = -F(w)a30A29,,
F(w) (a1 a2
uZ = F(w) Gsv: 328.= - as Ap a5
USA (3.68)= F(w) Gsv: 3= Fw) a3a, T,.p
II. Force in the x-direction (plane of isotropy; i. - dA = cos
U = F(w) G -8-,
u,, = F(w) GP: s2=-Fwa3 COS 48A2, X ,,
-F(w) GP: AeA = F(w)La cosa
p a1
+ a2
a1
F(w)2
= F(w) Gsv: .rz = F ascosq481,i,,
F(w) [02
F(w) Gsv: eA=- as cos e L +-
p as
+ k 2 ,,
+ k 2 X (3.69)
Expressions (3.66)-(3.69) can also be used in the axial far-field with insignificant error
for most crustal models.
UPA
Usz
(3.65)
+82+& k ,,I
+ k' ) ,,
3.5 The Fundamental Field Potential
In the previous section, the non-SH field was found to depend on a single potential.
Consequently, we have given the curvilinear components of the Green's tensor in
terms of this potential. It remains, therefore, to solve (3.45). This is accomplished
by means of the three-dimensional spatial Fourier integral. Assume the feasibility of
the representation
T 1 e -:(crx+ly+Yz) dadfdy,
87r3 Y (3.70)
and the known identity
(3.71)6(r) = J e-'(ax+0Y+-z) dad#dy.
Inserting these in Eq. (3.45) it is found that
Y(a, 3, t; w) = [aay 2 a1 (a 2 +0 2)_W 2][as(a2+0 2)+a27-2 W2] -a 2y2 (a 2 +0 2 ) . (3.72)
We assume here without loss of generality that Fo = 0, since it can be reinstalled in
the final result. We make a change of variable from (a, #, ^/) to spherical coordinates
in wave-number space
a =- sin cos; = -sinOsino; -y = cos 0,C C
2
a2 + o2 +,Y2 = -.
The Jacobian of this transformation is J = sin.
show that Y in (3.72) is indeed factorable
_ 
C P)C m+_A C2w4
where
(3.73)
Some algebra is required to
(3.74)
C 2 m+ VIM- C 2  s- n2
m = as + a2 COS 2 # + a1 sin 2 # ,I (3.75)
V ) ,I
.2 2a! 2 2 as - (a1 - a5) (a2 - a5) 4-M = (a as)s2+( +asa 2)cos2#]-4a[ 2 Cos 4[(, a)sn ai a a5 -2 (a1 - a5)2
= [(a1 - a)sin2 - (a2 -a 5 ) cos2 ]2 + a2 sin2 2#.
Note that Cp and Csv are the plane wave phase velocities of the respective quasi-
longitudinal and quasi-transverse waves (e.g., Fedorov, 1968; Musgrave, 1970). Only
in the isotropic limit do these velocities signify true longitudinal and transverse mo-
tions, respectively.
It is apparent from (3.75) that for media in which
a = (a1 - a5 )(a 2 - as) , (3.76)
the phase velocities assume the simpler form
C2 = (ai sin 2 # + a2cos2 ) ; C2V = a. (3.77)
Such media are known as ellipsoidally-anisotropic (Gassman, 1964). The P-wave
fronts are ellipsoids of revolution. Thomsen (1986) showed that it is a special case of
weak anisotropy, obtained by a Taylor series expansion of the phase velocity functions
in (3.75) and (3.21). Keeping the first few terms therein, one obtains:
Cp = fis[1 + 6 sin2 # cos 2 # + f sin4 #]+ O(C2 ; 62 ), (3.78)
S+ ( - ) sin 2 6cos 2 ] + 0 [(e - 6)2; 2 , (3.79)
CsH = a, I + '(,2 - 1) sin2] + 0 , (3.80)
where
a, -a 2  a 2  - a 5 ) 2  a2 1a -aai--a2 6= a3 - (a2 - s2 a2e-6) = --- 1ai - a5 (3.81)2a 2  2a 2 (a 2 - a5 ) 'a 2 r/2 a2 - a (
The case c = 6 corresponds to ellipsoidal anisotropy.
Inserting (3.73) and (3.74) into (3.70), the fundamental integral becomes
1 I dO f"
167rW -o [C2 - Cj2(#)][C 2 _ C2v()] c*dsin9 Tz
e~j 2 s1 rcos +y sa d . (3.82)
Since y = - (a2 + #2), where (a 2 + #2) vary from zero to infinity, -y can obtain
pure imaginary values. The variation of -1 is then mapped onto a corresponding varia-
tion of 6 along either C+ or C- (Fig. 2-1), depending on the sign of z, to secure finite
values of e-"-,. For all values of #, C,(0) and C sV( 0 ) are real. In (3.82), C+ is the
modified Weyl contour. The integral over is immediate and equals 2rJo (A sin
Then, the integral over C is evaluated through the method of residues at the con-
tributing poles C = Cp and C = Csv. Using
e-'tWZCOSJo ( A sin #) 2rz 1 cosV Z O La AsindC e sv JCI = sn
- C (C2_C)(C2 C2v) C -Cy Csv
1e- 7 Jo ( C Asin ) . (3.83)
CP
The net result of the two integrations is
d6 sin ( Jo (c-;A sin ) J, _ - A sin) _ c
4= w Jc* C() - Cv(O) Csv(#) Cp(#)
= '. - , . (3.84)
In the isotropic limit Cp -+ a, Csv -+ b and the classical Sommerfeld- Weyl integral
(- = a or b)
e-kR / dsin#Jo (Asin e-, ~cos , (3.85)
-zkR = Jc*
secures the reduction of T to the isotropic limit. Note that the first integral on the
right hand side of (3.84) represents the quasi-transverse part of the field while the
second integral is due to the quasi-longitudinal motion. The explicit evaluation of
T, and T, via (3.84) can be facilitated by reducing it to a single integral. Indeed,
starting from (3.70) and changing variables and coordinates to (Fig. 3-1).
a =kcos 4, # =ksin$, x=Acos4, y=Asin4; y =s, (3.86)
one arrives at the representation
9I =fdse-1-z J kdk f7 dqe-kAb S(O4- )
LI Jo(kA)kdkl4Tr2 Q _ dse-"" Y-1(k
2
,2) ,
Y- 1(k2,S 2 )
(3.87)
Y = d4 s4 - d2s 2 + do,
d4 = a2a5,
d2 = a2a1(k 2 - k 2)+a 2(k 2 _ k 2) -a a2 , (3.88)
do = a5ai(k 2 - k )(k2 - k2)
The integral over s is evaluated by taking the residues at its s-poles. The final result
has the form of a Hankel transform
1 a 00
8,ra2a5 Jo
T, - T,,
J0 (kA)kdk
VAk4+Bk2+E2
e-|ziS2(k) e-Izsi(k)1
S2(k) S1(k) I
(3.89)
S2= k2 W
2
Cl,(k) _ a+a 5 2
S2= k2 _ w2  (a2+as h 2
'2 CSyV(k) \ 2a2asJ
E = "-as w2, B2 -4AE2 > 0
M = ;-- n =l -a12- +a2
a2 2a2a5
The representation of the Green's tensor as a Hankel transform can be straightfor-
wardly obtained by substituting T from (3.89) into (3.65).
In the isotropic limit
m = n = 1 , A = B = 0 , S1 -= k2 - k,E = I (k 2 - k2) S2 = k2  kb ,
(3.91)
where
with
+nk 2 + /Ak +Bk 2 +E 2 ,
+ nk2 - VAk 4+ Bk 2 + E2 ,
A =n 
- n ,
B = [(a+as)-n(a2+a5)] . 2
a25 JS
(3.90)
and the Sommerfeld integral
-tkaR 00 kdk
R , Jo~kA)e -2 (3.92)
guarantees that (3.89) falls back on the isotropic limit. Otherwise, the integral in
(3.89) cannot be evaluated in closed analytical form except for special cases. The
integral representation of the potential in (3.89) is valid for all values of the elastic
parameters. Another advantage of (3.89) is its suitability for the numerical calculation
of displacement fields of sources in multilayered azimuthally isotropic media, using
the known Haskell-Thomson matrix algorithm.
3.6 Fields of Point Forces
3.6.1 Localized Force in the Direction of the Symmetry
Axis
This force does not excite SH waves. The displacements are given by U' = F() G -2.
Starting from (3.66) and (3.67), we obtain for a force in the z-direction
,# F (w ) -. 2
-= )a3'Vz - 82(w 2 + a1 V2 + (a3 + a5)8,)] T . (3.93)
The error term in all expressions is 0 1 2. Radial and collatitudinal motions
are obtained via the relations
URp = U2, cos 0 + us, sinO ; uo, = -u2, sin 0 + uA, cos 0, (3.94)
with similar relations for the SV motion. In the isotropic limit uR, -- + 0 ; uO, -+ 0.
Consequently,
F(w) e-kbR F(w e-'asR(
U -+ - sin6 - u -+ cos CS (3.95)47rp R ' 41r(A + 2p) R
3.6.2 Localized Force in the Isotropy Plane (x-direction)
In this case, the displacement field becomes more complicated due to the presence
of SH waves, in addition to the usual quasi-transverse and quasi-longitudinal waves.
These are obtained directly from (3.35):
SH zF(w) cos e (3.96)
4 rpM.,xa kS .47pH ~ a ksstf?
USH _ 47ha5 sin +s ] e~s , (3.97)
4x y~as R ksH A2
where kSH is defined in (3.15). Note the line-source singularity at A = 0. [This
singularity arises from the incongruency of the axial symmetry of the medium and
the geometry of the localized source. It is already inherent in the operator Vt-2 in
Eq. (3.32).] The P-SV part of the field is evaluated from (3.66) and (3.67) under the
conditions (kR) > 1.
3.6.3 Explosion (Center of Compression)
Since G is symmetric, displacements are given by (Ben-Menahem and Singh, 1981)
i = -Modio, G (ro; w), (3.98)
where MO is the source's moment. Applying the operator div, to (3.52), we obtain
U = ( {r[W2 + (a 2 - a3 )8 ,2+ aVf]I + 8282[(a 3 + a5 - a2)O2 + (a1 - as - a5)Vi)] .
(3.99)
In the isotropic limit, the right hand side of (3.99) goes to
,,isotropic = V(w 2 + #l2 V2 ) . (3.100)
The two fields differ in two respects:
1. In azimuthally isotropic media the explosion sources produce also shear waves.
2. The field is no more a gradient of a potential.
82
In the isotropic limit u,, -- 0 u2, -+ -e 2o (~''), as it should.
no0 . -+ 0, uR, -+ 0, and u9 p -+ 0. In the far-field, one obtains from (3.99):
= MoaiUPZ~ =
a3)
a1)
a 2 + k 2
a1 P z,
uPA
Moa1
p
Moa5
p
= Moa5 .2
p l
[a +a2- 3a2 +k2 P
a1  a1  J L\
ai-a3a2+9 k2 ] k2 s
a5 a I az
a2 - as O2
a5
+ k
J1
at
where k= w2/ai ; k= w2/as.
3.6.4 Torque (Center of Rotation)
Let the moment of the torque align with the z-axis. The displacements are then given
by (Ben-Menahem and Singh, 1981)
u =M curl, G . (3.102)
Using the tensor identity [for a fixed vector M' and variable symmetric dyadic G with
trace p]
? -curl G= curl( ' . G) - 51 x div(G -p 1), (3.103)
one obtains the displacement
= kSM [grad h (k (kS X 0,4 7rPh a5 ga
which renders SH waves only.
The radiation pattern in the absolute far-field is
(3-104)
-zksHMo
4lrpyha5 [
sin 0
sin 2 9 + T sh2 cos2 0
Also,
(3.101)
e-tksHR
R
(3.105)
3.6.5 Strike-slip Displacement Dislocation
The displacement field is of the explicit form (Ben-Menahem and Singh, 1981)
U = -MO(W) 8Z -y -- + ax - (3.106)
where the slip is in the xz-plane with a normal in the y direction and a moment Mo(w).
Applying the operator ( + 80 to the explicit expression of G in (3.66)-(3.67),
we can derive the various field components.
Note that in all expressions for the displacements we have not included the con-
tribution of the singularity tensors Go and Go . Although these terms are of order }
in the axial far-field, their values relative to the absolute far-field are less than a few
percent for all the crustal models listed in Thomsen (1986). The use of the integral
representation (3.89) enables one to represent the displacement fields in a form of
a Hankel transform. The kernels of these integrals for different seismic sources are
shown in Table 3.1.
3.7 The Exact Total Displacement Field
In Table 3.1, we have considered the far-field displacements for several seismic sources.
In this subsection we show the exact total displacement field. In the case of a center
of compression (explosion), we obtain, for the z component
uz = MOw) j dkho(z; k)Jo(kA), (3.107)
87rpa 2a5
where
ho(z; k) = ksgn(z) ([(a 1 - a3 )k 2 - aS(k) - w 2 ],-iziS2(k)
v/( A + B k 2+ E2 a( - 3)( - (318
{(ai - a3)k 2 - a S2 (k) - w2],-121s1(k)) (3.108)
For a horizontal force in the x-direction we find for the A component of the P-SV
displacement field,
-F(w) cosq [4kA 1nA = F(w)cosf dkhi(z; k) Jo(kA) - -J1 (dA)8x pa2a5 J kA
_ F(w) cos a co d hi(z; k)J(kA) (3.109)
8irpa2a5  OA Jo k
where
hi(z; k) = [ask2 - )- 2 _ZS2(k)
vAk 4 + Bk 2 + Ea2 ISa S2(k)
eizis1 (k)
[a5k2 - a2S2(k) - w 2] . (3.110)
The expression for uA in (3.109) must be supplemented by the corresponding SH
counterpart (3.96).
The fields of other sources can be represented in a similar way. When this source
representation is coupled to a multilayered structure by means of Haskell-type al-
gorithms, one can compute the fields of point sources in inhomogeneous anisotropic
media.
3.8 Extension of the Theory to Sources in Mul-
tilayered Media
In multilayered isotropic media, the spectral response to point sources is constructed
from the known solution of a homogeneous layer and the source integral representation
in a boundless domain [e.g., Haskell, 1964]. We wish to apply this matrix algorithm to
azimuthally isotropic media in which the axis of symmetry coincides with the vertical
axis. Let us therefore write the fundamental potential of the l-th layer in its Hankel
transform representation
11( =00 h(')(z; k)Jo(kA)kdk , (3.111)
87ra(Ia9l 0
where h0)(z, k) is given explicitly in (3.89). We then substitute (3.111), together with
the known representation
(F- f b) = 6(z - zo) Jo(kA)kdk, (3.112)
in (3.45). The resulting equation for h(')(z; k) is then
di d4 h(')(z; k) - d() d 2 h(1)(z; k) + do0h(l)(z; k) = 81r6(z - zo) , (3.113)dZ4  2 dZ2
where the {do1, d), d(')} are defined, for each layer, in (3.88). To obtain the surface
displacements for either surface waves or body waves on the surface of a multilayered
half-space, one follows the procedure outlined in Haskell (1964) and Ben-Menahem
and Harkrider (1964). To this end, we need the explicit general solution to (3.113)
at z # zo in the form of a sum of four wave-types corresponding to upgoing and
downgoing quasi-longitudinal and quasi-transverse plane-waves. To these we add the
source representation in the source layer given via (3.111) for the particular source
in question. One can then calculate the fields of point sources in a multilayered
anisotropic media.
3.9 The Elastodynamic Green's Tensor in an Anisotropic
Half-Space
In this section we study the effect of the free surface on waves from buried sources in
an elastic half space with azimuthal isotropy. The exact Green's tensor is obtained
in the form of a Hankel transform over the horizontal wave number. The integrals
are then evaluated at the far field by means of the stationary phase approximation.
The variation of the reflection coefficients as a function of the image source angle is
presented for various earth materials and it is shown that the effect of the anisotropy
at the source is more important than its effect on the reflected waves from the free
surface.
We consider a semi-infinite medium in the region z > 0, as indicated in Figure 3-2.
The plane z = 0 is taken as a traction-free boundary and the axis of symmetry of the
azimuthal isotropy is the z-axis. The source is located on the symmetry axis at the
position z = zo > 0.
3.9.1 Quasi P-SV Green's Tensor
In the half space z > 0, we can write for the fundamental potential T
1 foo
= 1 h(z; k)Jo(kA)kdk, (3.114)
87ra 2a5 J
where
h(z; k) = (Ak 4 + Bk 2 + E 2)- 1 / 2 e-z IS2 - _______
+ Ale-slz + Ble-S2Z) , (3.115)
and A1 , B1 are constants to be determined by fulfilling the boundary conditions.
At the free surface z = 0, we have the boundary condition
T (i) - 82 = 0, (3.116)
where T (U') is the stress tensor. From (3.116) we obtain, at z = 0,
8uA + &Au, = 0 (3.117)
c1 3 aua + + c33 8zUz = 0. (3.118)
Since the potential T does not depend on the source, we can evaluate it using an
arbitrary source. In particular, we choose the source to be a vertical force, because
it does not generate SH waves and therefore we can obtain separately the P-SV part
of the Green's tensor.
For the vertical force we have the spectral displacements (Ben-Menahem and Sena,
1990b)
u2 F(w) [a1i +2 + WW , (3.119)
- F(w) a2 , (3.120)
P
where F(w) is the Fourier transform of the time function of the applied point force.
In terms of the potential I, the boundary conditions (3.117) and (3.118) assume
the form
[a1V2 + (a5 - a 3 )09 + w2]XI = 0, (3.121)
{[aia 2 - a3(a3 - as)]V2 + a 2a5s8 + a2W2 }OZ' = 0. (3.122)
(z = 0)
Using (3.114), expressions (3.121) and (3.122) become
[aik2 + (a3 - a5 )a - W 2]h(z = 0;k) = 0, (3.123)
{[aia 2 - a3 (a3 - as)]k2 - a 2 a 5 a2 - a2W2 }O2h(z = 0; k) = 0 . (3.124)
By considering (3.115) and letting
2 2 2
a 2 - aik2 - (a3 - as)S , (3.125)
b 2 ak 2 - (a3- a)S 2 , (3.126)
d a2w 2 - [aia 2 - a3(a3 - a5)]k2 + a 2 a5 S12, (3.127)
f a2w2 - [aia 2 - a3(a3 - a5)]k2 + a2a5S2, (3.128)
-SIzo -S2zo
qi a - - b , (3.129)S S2
q2 f e-S2zo - de-s1z , (3.130)
we obtain the system of equations for A1 and B1 :
aA1 + bB1 = q,
dS 1 A1 + fS 2 B1 = q2. (3.131)
The immediate solution of (3.131) is
A1 = [(af S2 + bdS1)e-S1zo - 2bfSie-s2 o] , (3.132)K(k)S1
1
B 1 = K [-2adS2e-S1zO + (afS2 + bdS 1 )es2zo] , (3.133)
K (k)S2
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where
In the isotropic limit (3.134) reduces to
K(k) = /2(a 2_/2) (k2 W2)1/2 [4k2
_ 
k2
2 W2 1 2 W2 )1/2k2 -k - -(2k2 _2)2]
(3.135)
where a and 3 are the P and SV wave velocities in isotropic media, respectively.
We identify the last factor in (3.135) as the corresponding to the period equation of
Rayleigh waves (Stoneley, 1949).
Substituting (3.132) and (3.133) into (3.115) we find for h(z; k)[e-z-zis2 e-Iz-oi i
h(z, k) = (Ak 4 + Bk 2 + E 2 )-1/ 2  - _________
I S2 S1
af S2 + bdS, e-(z+zo)s1
K( k ) 5, _2bf -ZS1 -Z 0 S 2
-K( k )
+ afS2 + bdS, -(z+zo)s2 _ 2ad -ZS2 -Z 0 S 1K(k)S 2 K(k) (z, zo > 0).
Thus, from (3.114) and (3.136), the fundamental potential T(A, z) is defined for
z, zo >_ 0.
Having obtained the fundamental potential for the half space, the P-SV part of the
Green's tensor for the half space can be obtained from (3.65). Denoting the integrals
Im(A, Z) f h(z; k)Jm(kA)kdk, (3.137)
the P-SV Green's tensor for the half space assumes the form
Gp-sv (ro; w) = ( 2 { 82z(W2 + a5s22) + 8&8(L 2 + a2 8 )]Ioi(A, z)
+ (a18282 + a,&A^A)Io3(A,z) - (80^4 - 8 + a20z
- [as(B2 + 8283)49 - a5 (84,8 - 2&A)(w) I12(A, z) I . (3.138)
The evaluation of the integrals given in (3.137), either numerically or asymptotically,
will render the explicit form of the Green's tensor.
K(k) = afS2 - bdS, . (3.134)
(3.136)
In the next subsection we will approximate the Green's tensor through the appli-
cation of the stationary phase approximation to the integrals Imi(A, z).
3.9.2 Asymptotic Evaluation of Integrals
The integral in (3.137), to be evaluated asymptotically, can be rewritten as
Z) 1 1-2
Im(A,z) =2 J 00 (2)h(z; s)H )(wsA)s'ds
-00
where we have made the change of variable
and introduced the Hankel function H2)(kA). The function h(z; s) is related to
h(z; k) via
h(z; ws) = w~3 h(z; s) , (3.141)
so that h(z; s) is independent of the frequency w.
Considering the asymptotic form of the Hankel function for high frequencies, we
have (Watson, 1966)
H2)(wsA) = ei(w-Arm/2-7/4) (3.142)
7rOSA
Then, (3.139) becomes
wl-5/2
Imi(A, Z) =- ei(m+1/2) h(z; s)e-iw*AsA-1/ 2ds .
From (3.136) we identify all the phases (P, S, PP, SS, PS, SP) that contribute to
the Green's tensor. We can write
h(z; s)e-"A = hp(z; s) + hs(z; s) + hpp(z; s) + hss(z; s) + hps(z; s) + hsp(z; s) ,
(3.144)
where
= Ap(s)e-iWOP(")
(3.139)
k = ws , (3.140)
(3.143)
hp(z; s) (3.145)
hs(z; s) = As(s)e-i4s(s) (3.146)
hpp(z; s) = App(s)ei'wtPP() , (3.147)
hss(z; s) = Ass(s)e~ "s(s) , (3.148)
hps(z; s) = Aps(s)e-i4Ps(S) (3.149)
hsp(z; s) = Asp(s)e~wP0 (3.150)
with
Ap(s) = iq(s) Cds -2 ] (3.151)
As(s) = -iq(s) C2ys) _ 2] (3.152)
App(s) = -Ap(s)Ro(s) , (3.153)
Ass(s) = As(s)Ro(s), (3.154)
Aps(s) = iq(s) 2d , (3.155)
Aas(s) = q(s) 2S2] , (3.156)
af c (s) _ 3262
q(s) = (As 4 + Bs 2 + E 2 )-/ 2 , (3.157)
f ()- s21 1/2 + 6s2 1/2
Ro(s) = LSV - + - (3.158)
f 1 s 2 - s2]
and the phase functions
4P(s) = As + Iz -zol C,(s) 2] (3.159)
#s(s) = As + Iz - zol [01(s) 2 , (3.160)
Opp(s) = As + (z + zo) [l2 5] 1 (3.161)
1 PS
Oss(s) = As + (z + zo) Csy(s) s2] , (3.162)
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= As + Zo -[C2] 2 + Z 2] -11/2
Cj(s) Cs v(s)
= A s+ Z 2 - /2 + Z 0 22 _ 
2
1CP2(s} s (
We have also used
B=
s t ti ;
such that the amplitude factors in(
(3.165)
41= areLide
3.151)-(3.156) are independent of the frequency
In this form, we will obtain the solution corresponding to high frequencies. To
this end we make use of the stationary phase approximation. In using this technique
we assume that the stationary phase integral is not significantly perturbed by the
presence of the branch points and the path of integration does not intersect the
branch cuts. In this way we consider only the effect of body waves and do not include
other kinds of waves (evanescent waves, etc.).
Approximation of Phase Velocities
In order to obtain closed form analytical expressions, we consider an approximate
form of the phase velocities based on weak anisotropy.
In the isotropic case, A = 0 and B = 0 in the expressions (3.90) for the phase
velocities. For weak anisotropy we assume A ~ 0 and B ~ 0. Therefore, under this
approximation we can write for the quasi-P and quasi-SV phase velocities
C, (s) = a21 + a2 (1- n)s2
1 + a5CSv(.s) I +±a5 (1- n)S 2
(3.166)
(3.167)
where n is given in (3.90).
Since A and B are the coefficients of k4 and k2 respectively in (3.90), where k is
the horizontal wave number
k = -sino#
C
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(3.168)
;PS(s)
OSP(3
(3.163)
(3.164)
we can see that the approximation used is more accurate near the axis of symmetry
0 = 0, and the error increases as we move away from it.
Reflected PP Wave
In this case, we find from (3.161) that the stationary points (so) satisfy
dpp =0 => A = (z + zo)so d -I (so). (3.169)ds - A [1/2 d(s2 ) C
IcP(So) ~0"
Equation (3.169) shows that we obtain the range equation of a ray (Ben-Menahem
and Singh, 1981, p. 506) if
d 1) Sl<d(S2 ) (so) «1. (3.170)
Therefore, if (3.170) is satisfied, ray theory will hold and the stationary point will
stand for
so = ray parameter ,
which is Snell's law. This means that, under ray theory, the value of the integral
(3.143) at high frequencies yields the amplitude of the seismic ray. Thus, we can
introduce the real angle e via
SO = sine (3.171)Cp(e)
Using the approximate form of the phase velocity given in (3.166), we find from
(3.169)
tge = -tgo', (3.172)
n
where
Ag =, (3.173)
z + zo
as indicated in Figure 3-3.
The stationary point which gives rise to outgoing waves can be easily obtained
using the approximate form (3.166)
1 A
SO= (3.174)
,A2+n z+ zo)2
Using (3.166) and (3.174), condition (3.170) can be recast as
«/sin2 0' + n cos 2 0'
2 sin2 '+ n2cos2 /
(3.175)
Here |z| is the magnitude of the group velocity and we have used the fact that
(3.176)S -
' Cp(ni)
n; being the components of the unit vector in the wavenumber space, and s; are the
components of the slowness vector.
We turn now to the calculation of the PP part of the amplitude integral according
to the separation given in (3.144). We obtain
IP' (A,z) = -eOm / askop
3
(a 2 - as)n3/2 [Rp(A,[A2 + n(z + zo)2]1/2
z) e-ikop /+ n(2+2)2
(3.177)
where
ko p E W -a,2 (3.178)
and the reflection coefficient
P+z
Rpp(A,z)= P +P Pz2 - I1
with
z, = [(na 2 - a1) sin 2 9' + n2 (a2 + a3 - a5 ) cos2 0'][(a 2
x [a2 (nas - a1 ) + a 3(a 3 - as)]Vas'sin2 9' ,
- a5 ) sin 2 0' + na2 cos 2 6']1/2
(3.180)
z {[a5 (na5 - a1 ) + na 3(a2 - a5 )] sin2 9' + na 2a3 cos2 0'}
x {[a2(na2 - ai) + a3 (a 3 - as)]sin29' + n 2a2 (a 2 - as) cos 2 0'}v '-cos 0(3.181)
The angle 9' is specified in Figure 3-3 and given in (3.173).
In the isotropic limit, (3.179) has the form
[ ( x20 2 -2 sin 2 g
2
0'
- 2 sin 0' sin 29' r00) 2- sin 2 ]1
[(70) - 2 sin 2 + 2 sin 0' sin29' (3.182)
(3.179)
Rpp(0') =
- sin 2 g,
Equation (3.182) agrees with the isotropic reflection coefficient for plane waves given
by Ben-Menahem and Singh (1981, p. 94), with the image source angle 0' equal to the
angle of incidence of the plane P wave. This tells us that the high frequency isotropic
reflection coefficient in the presence of a free surface for a point source is equivalent
to the reflection coefficient for a plane wave with an angle of incidence on the free
surface equal to the angle of the image source-receiver line with the vertical axis.
In order to apply these results we consider a group of measurements of anisotropy
for some earth materials reported by Thomsen (1986). These data were interpreted by
the original investigators in terms of the five elastic constants of azimuthal isotropy.
A partial list of these models is shown in Table 2.1.
In Figure 3-4a we show the PP isotropic and azimuthally isotropic reflection coeffi-
cients (energy ratios) for two selected earth materials (see Table 2.1). The percentage
of P wave anisotropy
(%) = C11 - C33 X 100, (3.183)2c33
is 5.5% for model 3 and 37.1% for model 5. The figure then indicates that the effect
of the anisotropy on the PP reflection coefficient is not important for all angles except
possible near 0' = 90 This point lies at infinity on the A axis and is irrelevant. There-
fore, as was shown by Ben-Menahem and Sena (1990b), the effect of the anisotropy
at the source is more important than its effect on the reflected waves from the free
surface.
Reflected SS Wave
For this phase, the stationary point is
1 A
so = . (3.184)
=,, 5 x/ A2 + n(z + z0)2
The SS contribution to the integral in (3.139) then assumes the form
2 -l3 A 1
IsS(A, z) = -eif 2a2 osRss(,ze-_kos_+ +2)(a2 - a5)n3 /2 [A 2 + n(z + zo)2]/'
(3.185)
where
kos .(3.186)
The reflection coefficient is
Rss(A,z) = s , (3.187)
z2 - ZS
with
z {[a2(na - a1 ) +n(a3 - a5 )(a5 - a2)] sin 2 0'+ n2as(a 2 + a3 - as) cos 2 o'}
x [a2(na5 - ai) + a3 (a3 - as)]v/n sin2 0' cos' , (3.188)
and
2z a{[na 5 (2a 2 - a 5) - a 1 a 2 + a 3 (a 3 - a5 )] sin2 9' + n2 a5 (a2 - a5 ) cos 2 9'}
x [(nas - ai) sin 2 0' + n2a3 cos2 0'][(as - a2 ) sin2 0' + na5 cos2 ']1/2 89)
In the isotropic limit, the reflection coefficient (3.187) is
cos 2 20' - 2 sin 9' sin 20 sin 2 o'1
Rss(0') = [)1/2 , (3.190)
220' + 2 sin 0'sin20' [ - sin2 0]
which agrees with Ben-Menahem and Singh (1981, p. 95), considering again that the
image source angle 0' equals the angle of incidence of the plane SV wave.
In Figure 3-4b we present the SS isotropic and azimuthally isotropic reflection
coefficients (energy ratios) for two models selected from Table 2.1. As we had in
the PP case, we can see that the variation of the SS reflection coefficient from the
isotropic limit is not a relevant effect. Consequently, we conclude again that the effect
of the anisotropy at the source is more important that its effect on the reflected waves
from the free surface.
Reflected PS/SP Waves
In the PS case, the equation for the stationary points is more complicated than in
the former cases. It is given by
__ _ _ __ 
_ _ __ 
_ _ 
[>o2)1/2 + 1 82 1/2
(A=S)zo) 2  ( nsk o + - n0} , (3.191)
ns2 ) (y -- ns)]aa
or, equivalently, as a root of the polynomial
C4X 4 + C3X3 + C2X 2 + C1X + Co = 0. (3.192)
Here, X = s2 and
C4 n4 {[A 2 + n(z 2 + z2) 2 - 4z 2 z 2n 2 } , (3.193)
C3  2n3 {2z2z2n2 -+ -
a2 as
- (A2 + nz2) + (A2 + nz)] A2 + n(z2 + z)]} , (3.194)
C2 2 2A 2 [A2 +n(z2 + z 2)] + (A2 + nz2) + 1 (A2 + nz2)]
a2 a,5 1 2 a5
4z 2 z 2n2
- }(3.195)
a2as5
C1 2nA 2  (A2 Z2) + -(A2 2)nz , (3.196)
a2a5 a2 a5
A4
Co 2 2 .(3.197)
The corresponding expressions for the SP case are obtained from the above equations
by interchanging z and zo.
The real and positive root of (3.192) corresponds to the stationary point so. This
solution can be achieved numerically. Once the solution so(A, z) is obtained, the PS
contribution to the integral (3.139) is evaluated via
v A |s(so)|
with a similar expression for the SP contribution.
3.9.3 Fields and Radiation Patterns of Point Forces. Re-
flected Waves
Localized Force in the Direction of the Symmetry Axis
This force does not excite SH waves. The displacements are given by
U = F(w) Gp-sv (r o; w) ' , (3-99)
where F(w) is the Fourier transform of the time function of the applied point force.
Using the expression (3.138) for the Green's tensor, we find
F(w) 2eU = Fr) {[-(w2 + a5i2)Ioi(A,z) + a1Io3 (A, z)]ez87r pa2a5
- a 38Il12 (A, z)e} . (3.200)
Considering the contributions to II(A, z) for each different phase obtained for-
merly, we shall evaluate the displacement fields. For the reflected PP waves we have
from (3.177)
2a2a5  ikoP A2+n(z+zo)2
IO (A Z) = - /(a 2 - a5 )w2 RppA 2 + n(z + z) 2  (3.201)
2a 5  e-ikop vA
2 +n(z+zo) 2
I03P (Az) = - A2 Rpp(A, z) , (3.202)
n3/2 (a2 - a 5) A2 + n(z + z) 2
Thus, the vertical displacement at the far-field is
P _ F(w) (na2 - a ) sin 2  ' + n 2 (a2 - as) cos
2  g R-ikoR'
- 47rpa2 (a2 - a5)n3 /2  (sin2 0' + n cos 2 0')3/2 rR'(01)] /
(3.203)
where, as shown in Figure 3-3,
R' = A 2 + n(z + zo) 2 = r' sin 2 0 '+ n cos20', (3.204)
and Rpp(0') stands for Rpp(A, z). Note also that
R
sin 6' = -sinO6, (3.205)
with (see Figure 3-3)
R = A2+ n(z - zo)2 =r sin2 0 + ncos2 . (3.206)
In the same way we can obtain from (3.185) the displacements corresponding to
the reflected SS waves. For instance, the vertical component is
u9S -F(w)(a1 - na5 )
* 47r pa5 (a2 - as)n/2 ' (3.207)
sin 2 0' e-ikos'
(sin20,' + n cos2 6')3/2Rs0) r'/
with Rss(O') standing for Rss(A, z).
In a similar way we can evaluate the remaining field components straightforwardly.
Localized Force in the Isotropy Plane (x-direction)
In this case, the displacement field is determined by
U = F(w) Gp-sv (rfo; w) - 8, (3.208)
From (3.138) we obtain (8A - 8x = cos 4):
_0F(xu) cos 4 )1eU= { cos a [(w2 + a2 22)Io1(A,z) + asIo3 (A, z)]8a87rpa2a5
- a3 02I12 (A,z)8,} . (3.209)
For the reflected PP and SS waves we find, from (3.177) and (3.185), at the far-field,
sin 0' cos 0' 1 e -ikoPR'
(sin 2 0'+ n cos 2 0')3/2 R (r'
sinG' cos 0' Rss(') eikosR'
(sin 2 0' + n cos 2 91)3/2 J r'
(3.210)
(3.211)
for the vertical components. Direct calculations, using (3.177) and (3.185), allows
one to obtain the other field components.
and
uPP = FwaCO
2 41rpa2(a2 
- as,5 V
Uss = F(w)a3 COS 4 T
" 47r pas(a2 
- a5)v/
3.9.4 SH Green's Tensor
In the half space we assume in this case the potential g(A, z) indicated in Section 3.3.
For z, zo > 0, we have
1 roc
g(A, z) = m(z; k)Jo(kA)kdk , (3.212)
4 7rl/shC44 0
with
m(z; k) = (k2 - k' H)1/2[, Iz-zos k2kS + Die-z 2_shV2 _.2SH , (3.213)
Here, D1 is a constant to be obtained by imposing the boundary condition at the free
surface z = 0, namely
T () .z = 0. (3.214)
The potential g(A, z) is independent of the source. Therefore, it is sufficient to
consider a point torque (center of rotation), which generates SH waves only. In this
way, we can derive separately the SH part of the Green's tensor for the half space.
For a point torque of moment Mo(w) and an axis aligned along the z coordinate,
we have the displacement field (Ben-Menahem and Singh, 1981)
= Mo(w)(sz x Vg) . (3.215)
Therefore,
Mo(w) 00
U= -C 1 m(z; k)J1(kA)k 2 dk. (3.216)
The boundary condition (3.214) is reduced in this case to
U 0 ,z- 0. (3.217)
eaz
This leads to
(z = 0; k) = 0 => Di = e-zo1saA/V2k2SH. (3.218)
Equation (3.213) then becomes
m(z, k) = (k2 - k'H)1/2[e-zzonshVk2-kH +- (z]zo)n1hV'2_ (3.219)
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Using the Somrnerfeld integral
eokR 
_ (3.220)
R =k2_k
we find for the potential g(A, z)
1 [e-ikSHR1 -iksHR21g(A, z) = [ R 1  + ,R2  (3.221)
47r?18hC44 R1 R2
(z, zo 0)
where
R1 =VA2 + 712h(Z - zo) 2 ; R 2 = A2 + T,2(z + zo)2 . (3222)
In order to obtain the final form of the SH part of the Green's tensor, using (2.70),
we evaluate the integral
SAg(A, z)dA = [e-iksHR1 + eikSHR2 1 (3.223)4 IU1shC44kSH
The SH part of the Green's tensor for the half space is then given by
G'SH 1? 004 [e-iksHR1OsH (T w.) = 47rnhc44 { R1  kSHA2
+ e-ikSHR2  - e) -)]kSH + e1iksHR2 (3.224)(R2 kSH A2 )]+- SHA2(e)
The availability of the Green's tensor in (3.138) (P-SV) and (3.224) (SH) for the
half space in analytical form, enables one to obtain readily numerical solutions for a
wide selection of media and sources.
The less symmetric case of a half space in y 0, in which the axis of symmetry
lies parallel to the free surface is presented in Appendix C.
3.10 Discussion and Conclusions
In this Chapter, we have derived an alternative representation of the Green's tensor
and its ensuing displacements fields in the form of an exact Hankel transform over
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the horizontal wave number variable in the case of azimuthally isotropic media. This
formalism allows one to establish a Haskell-type matrix algorithm for a multilayered
azimuthally isotropic half-space, which enables one to calculate body waves and sur-
face waves in real-earth crustal models. The availability of the Green's tensor in
analytical form enables one to obtain readily numerical solutions for a wide selection
of media and sources.
We have also developed explicit formulas and numerical results for the source ex-
citation functions needed to generate synthetic seismograms in azimuthally isotropic
half space configurations. Analytical expressions for the surface reflections can be
obtained for weak anisotropy through an approximation of the phase velocities, but
this practice is not mandatory if one develops a code for numerical evaluation of the
fundamental Hankel transform integrals. Furthermore, the availability of the Green's
tensor for the anisotropic half space makes it possible to calculate the field due to a
variety of unipolar and dipolar sources.
The variation of the reflection coefficients as a function of the image source angle is
presented for various earth materials and it is shown that the effect of the anisotropy
at the source is more important than its effect on the reflected waves from the free
surface.
The analysis for the case of a horizontal axis of symmetry (Appendix C) requires
the evaluation of double integrals, which means that the numerical calculations will
be more time consuming. For this case we presented a far field Green's tensor.
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Table 3.1: Kernels of the Hankel-Transform representation of displacement fields of
various sources in unbounded azimuthally isotropic media.
u,(A, z;w) =Spa fo dk [Qo(k;ci,)Jo(kA) + Qi(k; c,,)J,(kA)]; j =(P), 2(SV)
Cylindrical corn ponents (A, #, z)
Source ZP A P ZS AS
Force in the direction of Qo = -F(w)[alk 2 - asSi(k) - akj] Qo = 0 Qo = F(-)[ak2 - a5 S2(k) - askj Qo = 0
symmetry axis (z) Q1 = 0 Q, = -F(w)aasgn(z)kSj(k) Q,= 0 Q1 = F(-)a3agn(z)kS2(k)
Force in the isotropy Qo = 0 Qo = - F(w) cos 4[ask 2 - a 2 S1(k) - aikj] Qo = 0 Qo = F(w)cos4[ask2 - a2S2(k) - askJ]
plane (x) Q, = -F(w)aagn(z) cos OkS,(k) Q, = 0 QI = F(w)a.3 gn(z) cos 4kS 2 (k) Q1= 0
Center of Qo = Mosgn(z)[(a3 - a1 )k 2 + asS2 (k)+ Qo = 0 Qo = - Mosgn(z)[(a3 - ai )k 2 + asS 2 (k)+ Qo = 0
compression + ak \1S,(k) Q1 = -Mok[ask 2 _(a2 - a3)SI(k)-- + ask.IS 2 (k) Q, = Aok[ak - (a2 - a3 )S2(k) - ask.j
Q1 = 0 
-aik2] Q1 = 0
Dislocation in Qo = Moa3sgn(z) sin 240k 2 S,(k) Qo = 0 Qo = -Moaasgn(z)sin24k 2S 2(k) Qo = 0
zz in plane Q= 0 Q,= -Mok sin24[ask2 - a2S2(k) - alk2 Q, =0 , = Mok sin 24[ask 2 - a2S2(k) - askJ
z ,y
KC
R
R 
\
A k
Figure 3-1: Cartesian (a,#, -y) vs. spherical (C,0, 4) coordinates in wave-number
space. On the same axes we also show cartesian (x, y, z) vs. spherical (r, 9, 4) in real
space.
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X
Figure 3-2: Geometry of the azimuthally-isotropic half-space (z > 0). The medium's
axis of symmetry (z) is normal to the free surface (z = 0).
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Figure 3-3: A source configuration that creates the reflected wave. The image of the
source (z = zo) is located at z = -zo.
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Chapter 4
Seismic Traveltime Equations for
Azimuthally Anisotropic and
Isotropic Media: Estimation of
Interval Elastic Properties
4.1 Introduction
In many seismological applications to problems in exploration geophysics, the elas-
tic medium is assumed to be isotropic. However, measurements of seismic velocity
anisotropy from traveltimes of P, SV and SH waves (Robertson and Corrigan, 1983;
White et al., 1983; Helbig, 1984; Banik, 1984; Leary and Henyey, 1985; Stephen,
1985; Winterstein, 1986; Kerner et al., 1989; Gaiser, 1990) have shown that many
sedimentary rocks are anisotropic. Anisotropic behaviour of earth materials may be
intrinsic; that is, due to the anisotropy of the forming crystals, or may be induced by
thin layers, fractures, or cracks. Seismic anisotropy can provide important quantita-
tive information about structure and lithology of sedimentary rocks (Crampin et al.,
1980; Jones and Wang, 1981).
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Recently, with the increased use of multicomponent seismology, anisotropy mea-
surements have become more quantitative. Anisotropy parameters have been mea-
sured by White et al. (1983) through phase-velocity analysis of Vertical Seismic Profile
(VSP) data. Byun and Corrigan (1990) presented a numerical technique based on
semblance analysis to estimate iteratively the five elastic coefficients in a multilayered
azimuthally isotropic medium. Levin (1979, 1980) and Radovich and Levin (1982)
compared traveltime-offset curves with anisotropy parameters for a single layer. Hake
et al. (1984) approximated the traveltime curves with a Taylor series expansion, where
the Taylor coefficients were related to the subsurface azimuthal isotropy.
The interpretation of traveltime curves over layered anisotropic media would give
more physical insight if analytical (although approximate) formulas for such travel-
time curves in terms of the subsurface anisotropy were available. In this Chapter, we
derive analytical expressions giving traveltime-offset curves for multilayered weakly
azimuthally isotropic and anisotropic media in terms of the elastic properties of each
layer. This method is based upon an approximate skewed hyperbolic moveout formula
involving three measurement bulk velocities for each reflector: the average vertical
velocity and horizontal and skew moveout velocities (Byun et al., 1989; Sena, 1991).
This technique allows for fast traveltime computation and extremely rapid estimation
of the interval elastic parameters.
An algorithm for traveltime inversion is established, which allows the estimation
of the five elastic constants together with the orientation of the axis of symmetry
for each layer. In the isotropic limit, this algorithm reduces to the conventional one
used for determining the interval velocities from stacking velocity measurements in
isotropic media (Dix, 1955; Taner and Koehler, 1969; Al-Chalabi, 1974). This inver-
sion technique can be applied to surface seismic measurements as well as to VSP data.
In both cases, it is shown, using synthetic and field examples, that the method pro-
vides very good estimates even for highly anisotropic materials. This method can be
easily incorporated to conventional velocity analysis algorithms. Interval anisotropic
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properties can then be estimated with little additional effort.
The analytical traveltime expressions presented are particularly useful when com-
bined with migration and inversion algorithms, where intensive computations are
required. A migration technique based upon these results has been developed and
the results are shown in Chapter 5.
4.2 Fundamental Single-Layer Theory
We will consider the case of media for which the anisotropy exhibits hexagonal sym-
metry. Two situations of relevance in exploration geophysics are treated: vertical
axis of symmetry (azimuthal isotropy) and horizontal axis of symmetry (azimuthal
anisotropy). For this type of media, we need to specify the five elastic constants
c1 , c33, c13, c44, c66 and the orientation of the axis of symmetry.
At this point we introduce the notation suggested by Thomsen (1986)
0o = c33/p (4.1)
go = C44 (4.2)
C1 1 - C3 3  (4.3)
2c33
C6 6 - C4 4
2c44
(c13 + c44)2 - (c33 - c44)2  (4.5)
2c33(c 33 - c44)
where p is the density.
Next, we give the necessary expressions for phase velocity, group velocity and
traveltime under the approximation of weak anisotropy. This approximation assumes
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that the parameters e, y and 6 are much smaller than unity. Thomsen (1986) reported
an exhaustive list of anisotropy parameters for a number of sedimentary rocks. That
list indicated that most of those rocks had anisotropy in the weak-to-moderate range
(less than 20%).
4.2.1 Azimuthal Isotropy
Expressions for the phase velocity have been obtained by Thomsen (1986) under the
weak anisotropy approximation
Cp(0') = ao(1 + 6 sin 2 0' cos 2 9' + 6 sin4 9'), (4.6)
Csv(9') = 00[i + () 2 (e6) sin2 6 cos2 '], (4.7)
CsH (9') = /o3(1 + y sin2 9'). (4.8)
Equations (4.6), (4.7), and (4.8) for the quasi-longitudinal, the quasi-transverse
and the pure shear motions respectively, are obtained by expanding the exact expres-
sions of the phase velocities in a Taylor series in the small parameters e, 6 and -y at
fixed 9', retaining only linear terms in these small parameters. The phase angle 9' is
the angle between the wavefront normal and the vertical axis of symmetry (Figure
4-1).
The group velocity expressions, V(9), are obtained from (Thomsen, 1986; Ben-
Menahem and Sena, 1990a)
(dC12
V 2 (9) = C2(1) + ' , (4.9)
where 9 is the ray angle from the source point to the wavefront (Figure 4-1),
which gives the direction of energy propagation. Under the weak anisotropy (linear)
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approximation, the relationship between the ray angle 0 and the phase angle 0' is
given by (Thomsen, 1986)
tan 0 = tan 0' 1 + 1 d ] (4.10)
sin 9 cos 0' C(9') dO'
For quasi-P waves this becomes
tan Op = tan ', [I + 26 + 4(6 - 6) sin2',]. (4.11)
Analogously, for quasi-SV waves we obtain
tan Osv = tan Ot'v 1 + 2 ( )(6-6)(1 -2sin206sv)] , (4.12)
and, for SH waves,
tan OSH = tan OSH( + 2 ). (4.13)
Expression (4.9), together with equations (4.6)-(4.8) and (4.10)-(4.13), define the
group velocity, at any ray angle, for each wave motion. Thus, substituting equations
(4.6)-(4.8) and (4.10)-(4.13) into (4.9) and retaining only linear terms in the small
parameters e, 6 and -y one finds
V- 2 (0) = co + ci sin 2 0 + c 2 sin4 0, (4.14)
where the coefficients co, ci and c2 have the form
a) quasi-P case:
co = ao-2 , c1 = -26a-2 , C2 =2(6 - c)ao 2 (4.15)
b) quasi-SV case:
CO= # -2 , ci = 202 ()2 (6 - C) , C2= -2, 2 ()2 (6 - e), (4.16))2 20
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b) SH case:
co = S(-2 , ci = -2^/#- 2 , c2 = 0. (4.17)
The general linearized expression for the group velocity indicated in (4.14), is
similar to the proposed truncated Fourier-type expansion used by Byun et al. (1989)
and Byun and Corrigan (1990). They showed that, even for highly anisotropic media,
a three-term approximation to the group velocity gives an excellent fit to quasi-P wave
group velocity for a wide range of ray angles.
As we can see from expressions (4.15) and (4.17), a complete description of an
azimuthally isotropic medium can be obtained with five parameters related to the
quasi-P and SH ray surfaces. The quasi-P ray surface gives the three coefficients
indicated in (4.15) and the SH ray surface provides the two additional coefficients
shown in (4.17). Therefore, it is feasible to estimate approximately the five elastic
constants of azimuthal isotropy from the five measurement parameters given above.
4.2.2 Azimuthal Anisotropy
In the case of azimuthal anisotropy, an expression similar to Equation (4.14) can be
obtained for the group velocity. We consider that (4.14) is given in the natural coor-
dinate frame F', where the axis of symmetry is horizontal with respect to the survey
frame F (Figure 4-2), making and angle 4 with the X-axis. This natural coordinate
frame is related to the survey frame by two sequential rotations: a clockwise rota-
tion by 4 about the X'-axis, followed by a clockwise rotation by 7r/2 about the new
Y-axis. The resulting rotation matrix is
0 - sin 0 cosq4
= 0 cos4 sin4 . (4.18)
-1 0 0
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Any vector W' expressed in the natural coordinate frame can be transformed to
the survey frame via the operation
W = RG'. (4.19)
Thus, performing this operation upon the ray vector in the natural coordinate
frame and keeping linear terms in the anisotropy parameters, we obtain for the mag-
nitude of the group velocity in the survey frame the same expression (4.14). However,
the coefficients co, ci and c2 are now given as
a) quasi-P case:
co = ao 2 (1 - 2,)
ci a 2 (2e - 6) cos 2 (p -
C2 = 2a-2 (6 - C) cos(c -4)
b) quasi-SV case:
co = S3-2,
C1 = 20~2 (6 - C) cos 2 (p - 4),
#0) 2
C2 =-20-2 2 ( - IE) COS'( - ),
0)2
b) SH case:
Co = #3-2(1 
-27),
C1 = 20f- 2 f cos2 (W - 4),
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(4.20)
(4.21)
(4.22)
C2 = 0.
where <p and 4 are the azimuths of the observation point and of the horizontal
axis of symmetry, respectively, with respect to the X-axis in the survey frame. It
is worth mentioning that the extension of these results to the case of an arbitrary
orientation of the axis of symmetry (i.e., not necessarily horizontal), can be obtain
straightforwardly by including an additional rotation in (4.18). Then the resulting
rotation matrix would have an additional angle corresponding to the collatitudinal
(zenithal) angle of the axis of symmetry. However, we will limit ourselves in this
Chapter to the case of horizontal axis of symmetry.
In this case of azimuthal anisotropy, an additional parameter is involved in the
group velocity equations: the azimuth of the horizontal axis of symmetry. Therefore,
unlike the case of azimuthal isotropy, for a complete description of this type of medium
we need more than five measurement parameters. As we will see later, if we do not
have at our disposal quasi-SV data, we could use only quasi-P information from two
different seismic lines to estimate the orientation of the axis of symmetry.
4.2.3 Traveltime-Offset Relationship
We now develop a traveltime-distance formula for the ray geometry depicted in Figure
4-3. In this Figure we have a homogeneous anisotropic layer through which a conven-
tional reflection survey is performed. In using this geometry for azimuthal anisotropy,
we are assuming that the deviation of rays from the sagittal plane is negligible. This
assumption is justified in the weak anisotropy limit, and, as we will see later in the
numerical examples, it gives good results even for large azimuth angles of the axis of
symmetry with respect to the survey azimuth.
The time required for a wave to travel from the source at the surface to the surface
receivers is
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2Z
t= .(2Z (4.23)
V(0) Cos 0
Using the expression (4.14) for the group velocity V(9), which is valid for az-
imuthally isotropic and anisotropic media, we can write for the traveltime equation
t2 + (Z)2 + (-)2-- X2 (4.24)
V, V 2VhZ2+ (X/2)2)
where V, is the average vertical velocity and Vh and Vt are defined as the horizontal
and skew moveout velocities (Byun et al., 1989). In terms of the coefficients cO, Ci
and c2 , these velocities are given as
1V 2 -
V2= 1,
coc 1
-Y co + ci,
(4.25)
(4.26)
Equation (4.24) is
ation of V, from Vh.
to a hyperbola when
traveltime
1
V 2 - (4.27)Co + C1 + C2
a skewed hyperbola, where the skewness is given by the devi-
It is an extension of the Dix hyperbolic formula and reduces
V, = Vh. The first term in (4.24) gives the two-way vertical
2Z
To - . (4.28)
Equation (4.24) can be easily extended to VSP geometries. As can be deduced
from Figure 4-3, we only have to halve the traveltime t and the offset distance X.
For a single, azimuthally isotropic or anisotropic layer, the velocities V,, VY, and V
are given in Appendix D for each wave type under the weak anisotropy approximation.
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and
In the next section we will extend the traveltime-offset formula to the case of a
horizontally layered azimuthally anisotropic and isotropic medium.
4.3 Multilayered Azimuthally Anisotropic and Isotropic
Media
For multilayered media, the velocities V,, V, and Vh express cumulative average
properties induced by the velocity heterogeneity and anisotropy of the media. In
Appendix E we quantify this statement by obtaining analytical expressions of these
velocities in terms of the elastic parameters of the medium using Fermat's principle
of least time.
Let us consider an n-layered azimuthally anisotropic and isotropic medium. Each
layer is specified by its thickness dk, and its velocities V,,, Vy,,, and Vh, for each wave
type (k = 1,2,...,n).
We assume that the traveltime can be expressed by
t2 = C1 + C2X 2 + C3X 4 + C4X 6 ±.- , (4.29)
where the right hand side is an infinite series with coefficients C, which depend on
the elastic constants and thicknesses. In Appendix C we give full details to compute
these coefficients. We will use only the first three here
n 2
C1 = (2 E tk T0, (4.30)
k=1
CZ--1 tk _ 1C2Z- EnVk=1 V2  (4.31)
k=1 tk- y2RMS
and
1 1 1 1 (413
C3- tkV [4 --k - -( TVy4.32)
Toa8 yY Y
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where
i4 = , '(4.33)
is the one-way vertical traveltime in the kth layer, To is the total two-way vertical
traveltime through the stack of n layers
n
TO = 2E tk, (4.34)
k=1
and we have introduced the velocity VmMS as the root mean square skew velocity.
In the particular case of elliptical anisotropy we have that V, = Vhk, and the
expressions (4.30)-(4.32) reduce to those given by Banik (1984).
In order to find the relationship between the bulk velocities V,, Vy, and Vh for each
reflector and the interval properties V,,, V,,, and V, for every layer k above such
reflector, we obtain the corresponding Taylor series expansion of the traveltime-offset
equation given in (4.24) as
2 2Z 2 X2 (X 4  (4.35)
t+ -2 +-+ X+--- (4.35V V , 4Z h y
Direct comparison of (4.29) and (4.35), and the use of equations (4.30)-(4.32),
gives, for each reflector,
V =(4.36)yV=T-tkVvk I
O k=1
v 2 t V, (4.37)
TOk=1
and
1 V1 2 i y 4 4
Tk 14+ -T + . (4.38)
'YkV2 V2V2 -1It- V2To 0Vl k L k Th yI JL}JV
Equations (4.36)-(4.38) are the key expressions that will enable one to compute
the interval properties from the bulk velocities measured from the traveltime curves.
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4.4 Inversion: Estimation of Interval Anisotropic
Properties
The technique presented requires surface reflection survey traveltimes to known re-
flector depths or multiple-offset VSP data for both quasi-P and SH waves, together
with a density log for a complete inversion.
The first step in the inversion procedure is to estimate the bulk velocities V(Z),
V,(Z), and Vh(Z) for each reflector depth Z. The average vertical velocity V,(Z) down
to depth Z can be obtained from zero-offset information of the traveltime curve.
The horizontal moveout velocity Vh(Z) and the skew moveout velocity V(Z) can
be obtained from coherency analysis along the skewed hyperbolic traveltime curves
(Byun and Corrigan, 1990), or, if the traveltime-offset curves are available, through
nonlinear fitting of equation (4.24) to the observed curves. When this step is applied
to the quasi-P and SH traveltime curves for a given seismic line, five bulk velocities
are measured at each reflector depth. Then, the interval velocities are computed
according to the following steps.
(1) Vertical interval velocities V,,:
From Equation (4.36) we have
V To(Zk)V(Zk) - To(Zk-l)VV(Zk-1) (4.39)Vvk - TO(Zk) - TO(Zk1) (.9
where Zk, k = 1,n...,n are the reflector depths. As we can see the estimation
of this interval vertical velocity depends only upon the zero-offset information. From
(4.39) we obtain V, for the quasi-P and the SH cases.
(2) Skew moveout interval velocities V,:
From Equation (4.37) we have
119
2 To(Zk ) (Zk) - To(Zk-1 (Z_1) (440)
v -To(Zk) 
- TO(Zk-1.) 
.(.0
From (4.40) we obtain the skew moveout velocities for quasi-P and SH waves. In
the SH case, this velocity is equal to the horizontal moveout velocity Vh,.
(3) Horizontal moveout interval velocities Vhk:
From Equation (4.38) we can write
1 - 1 fI + -- 1 (4.41)
Vh2,k y Sk
where
To(Zk)V,(Zk) 4V4 (Zk) 1 1 1 k 4fA =V-1( -1 t7,tmVn (4.42)
8 V (Zk) V2(Zk) V,2 (Z ) 1] 1t
and
V8
Sk = tk '. (4.43)
Vk
Thus, from (4.41) we obtain the remaining interval velocity for quasi-P waves.
Having computed the five interval velocities from measurements on a single seis-
mic line, Equations (D-1)-(D-3) and (D-7)-(D-8) allow us to estimate the five ve-
locities Vcn/p, Vc 33 /p, c1 3i/p, c44 /p, and Vc 6 /p, in the case of a multilayered
azimuthally isotropic media.
In the case of layers exhibiting azimuthal anisotropy, an additional parameter has
to be computed: the orientation of the horizontal axis of symmetry with respect to
the direction of the seismic line. One way to estimate this parameter is by computing
the coefficient c(), given in (4.20), for two different seismic lines from quasi-P data
only. From (4.25) and (4.26), we have that
(k) 1.1Cl V2  V2  (.4
YIk Vk
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In Figure 4-4 we show a plan view of a surface seismic survey. Seismic lines
1 and 2 make an angle o and p + A with respect to the X-axis, respectively. The
horizontal axis of symmetry indicated in the Figure corresponds to a given azimuthally
anisotropic layer (say layer k) at depth. If we denote c(k)(cp) and c(k)(o + A) as the
estimated coefficients for the seismic lines 1 and 2 respectively, then from Equation
(4.20) it follows immediately that the azimuthal angle between the seismic line 1 and
the horizontal axis of symmetry is given by
o - zarctan .A cos 'A - .(p) (4.45)
Once the orientation of the horizontal axis of symmetry has been obtained, the
estimation of the five interval velocities for the corresponding azimuthally anisotropic
layer can be carried out using Equations (D-9)-(D-11) and (D-15)-(D-16). In this
way we can perform the inversion for an arbitrary layered medium with azimuthally
isotropic and anisotropic layers. This approach also shows that, if we were interested
in estimating only the orientation of the horizontal axis of symmetry for a given layer
at depth, we would only need to use the quasi-P traveltime information from two
non-parallel seismic lines to perform such estimate.
4.5 Numerical Results
In this section we present the results obtained for synthetic examples and for a
multiple-offset field VSP example (Byun and Corrigan, 1990).
4.5.1 Azimuthal Isotropy Inversion: Synthetic Example
We consider a model consisting of five azimuthally isotropic layers of equal thickness.
The elastic constants (velocities) for this model are taken from Levin (1979) and
are indicated in Table 4.1. This model was also used by Byun et al. (1989) and
Byun and Corrigan (1990). The first layer is an anisotropic shale. The other four
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layers exhibit layer-induced azimuthal isotropy, produced by thinly stratified, cyclic
layering of two different components. The top four layers present weak to moderate
anisotropy, but the bottom one is an artificially highly anisotropic layer. This will
also test the performance of our technique in presence of strong anisotropy.
For a source located on the surface, synthetic traveltime-offset curves for each re-
flector were generated using a paraxial ray tracing code for anisotropic media (Gibson
et al., 1991). From vertical incidence ray tracing, the two-way vertical traveltime To
was obtained for quasi-P and SH waves. For the quasi-P wave case, the horizontal
moveout velocity Vh and the skew moveout velocity V, were obtained by a Levenberg-
Marquardt nonlinear fit to the t 2 _ X2 curves (Gill et al., 1988). For SH waves, the
horizontal moveout velocity Vh (= V,) was measured by linear least squares fit to the
t2 - X2 curves. The five parameters measured in this way for each reflector are shown
in Table 4.2.
The traveltime inversion algorithm given in last section was applied to this syn-
thetic model. The reconstructed values of the five velocities are indicated in Table
4.3. In Table 4.4 we show the relative error in percentage for the estimated values as
compared with the exact values given in Table 4.1.
We can see from Table 4.4 that the estimates of vertical velocities for quasi-P
and SH waves (Vc33/p and c44 /p, respectively) are in very good agreement with
the exact values for all layers. This was to be expected because these velocities were
obtained from the two-way vertical traveltimes and known depths of each reflector.
The remaining velocities show a slight increase in the relative error at depth. How-
ever, such errors do not exceed 3.7% in the worst case, except in the artificially highly
anisotropic layer 5. In this layer, the relative error for cu/p reaches 14.4%. How-
ever, taking into account that this layer has an extremely high percentage of P-wave
anisotropy (c(%) = 116%), the estimate of cu/p using an algorithm based on weak
anisotropy is quite satisfactory.
These results show that our technique can provide an accurate and quantitative
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description of the anisotropy parameters in a multilayered azimuthally isotropic me-
dia.
4.5.2 Azimuthal Isotropy Inversion: VSP Field Example
The second example is a multiple-offset field VSP from the ARCO test site in Sulphur
Springs, Texas, reported by Byun et al. (1989) and Byun and Corrigan (1990). For
this example, zero-offset SH and quasi-P data were used but only multiple offset
quasi-P data were available. Therefore, SH-wave horizontal moveout velocities were
not obtained because of the absence of offset SH data.
From zero-offset information the vertical traveltimes for quasi-P and SH waves
were obtained by Byun and Corrigan (1990). From semblance analysis along the
skewed hyperbolic traveltime curves for quasi-P waves, they also found the horizontal
moveout velocity Vh and the skew moveout velocity V, at the bottom of each layer.
Table 4.5 shows the measurement parameters for the layered model.
Using the measured parameters as input in our inversion technique we find the
velocity estimates shown in Table 4.6. These results agree extremely well with a
previous model estimated by Byun and Corrigan (1990) using a lengthy technique
based solely on semblance analysis and ray tracing. As they reported, these velocity
estimates were very useful as lithology indicators to discriminate sands from shales.
4.5.3 Azimuthal Anisotropy Inversion: Synthetic Example
As a last example, we consider a model consisting of three anisotropic layers of equal
thickness. The first and third layers posses azimuthal isotropy while the second one
exhibits azimuthal anisotropy, with the corresponding horizontal axis of symmetry
making an angle of 450 with respect to the seismic line 1. In Figure 4-5 we show
a plan view of the surface seismic survey, showing the seismic line 1 together with
the auxiliary seismic line 2. We refer to this second line as auxiliary because it will
be used only to estimate the direction of the horizontal axis of symmetry through
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the evaluation of the coefficient ci, as indicated in last section, but the five velocities
will be estimated from the measurements on seismic line 1. In Table 4.7 we give the
velocities and depths used for this model.
As in the first synthetic example, the traveltime curves were generated for a surface
survey using a paraxial ray tracing code. The two-way vertical traveltime To was
obtained from vertical incidence ray tracing. The horizontal moveout velocity Vh
and skew moveout velocity V, were computed for the seismic line 1 by the same
fitting procedures indicated in the first example. By calculating the coefficient c1
for the seismic line 1 and the auxiliary line 2, the direction of the horizontal axis
of symmetry with respect to the seismic line 1 was obtained from Equation (4.45).
Using this angular value together with the bulk velocities for each reflector computed
from seismic line 1 we can estimate the interval velocities of the model.
In Table 4.8 we present the relative error in percentage of the velocity estimates
along with the estimated direction of the horizontal axis of symmetry with respect to
the seismic line 1 for the second layer. We can see again that the vertical velocities
for quasi-P and SH waves (Ic/p and css/p for the azimuthally anisotropic case,
respectively) agree very well with the exact values for all layers. The direction of the
axis of symmetry is also estimated accurately; only 20 off the correct value of 45*.
In this example, since the axis of symmetry makes an angle of 450 with the seismic
line 1, we expect a deviation of rays from the sagittal plane. However, the estimated
velocities for layer 2 show a good fit to the correct values, the largest error being only
of 4.3% for the velocity c13/p. In general, the computation of c13/p depends upon
the estimation of c33/p and c44/p, and therefore the former will accumulate the
errors of the latter two velocities.
If we now interchange the roles of the seismic lines 1 and 2 by letting the previous
seismic line 1 be the auxiliary line and compute the interval velocities from the bulk
velocities measured for seismic line 2, we find the results given in Table 4.9. Again,
the direction of the axis of symmetry is estimated accurately; only 20 off the new exact
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value of 250. Regarding the reconstructed velocities, we can see that now the largest
error is only of 1.7% for the velocity c13 /p in layer 2. The reduction in errors was
to be expected because the velocities were estimated from the seismic line 2, which
is closer to the direction of the horizontal axis of symmetry (25*) than seismic line 1,
and therefore the deviation of rays from the sagittal plane is less.
This example has shown the feasibility of reconstructing with this technique the
elastic constants and the orientation of axes of symmetry for a multilayered media
consisting of azimuthally isotropic and anisotropic layers.
4.6 Discussion and Conclusions
Seismic traveltime-offset equations for multilayered azimuthally isotropic and anisotropic
media in terms of the elastic properties of each layer have been derived. This method
is based upon an approximate skewed hyperbolic moveout formula involving three
measurement bulk velocities for each reflector: the average vertical velocity and hor-
izontal and skew moveout velocities (Byun et al., 1989; Sena, 1991). This technique
allows for fast traveltime computation and extremely rapid estimation of the interval
elastic parameters.
An algorithm for traveltime inversion has been established, which allows the esti-
mation of the five elastic constants together with the orientation of the axis of sym-
metry for each layer. In the isotropic limit, this algorithm reduces to the conventional
one used for determining the interval velocities from stacking velocity measurements
in isotropic media. The method is based on the weak anisotropy approximation and
its accuracy relies on the measurements of moveout velocities from the traveltime
curves. Additionally, this technique has the intrinsic limitations of ray theory, and
is expected to have limited use in the presence of strongly dipping layers and lateral
heterogeneities.
The inversion technique can be applied to surface seismic measurements as well as
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to VSP data. In both cases, the method provides very good parameter estimates even
in highly anisotropic materials. The quantitative measure of anisotropy provided by
this technique is very useful for lithology discrimination and is not easily obt ained
from conventional methods. In the case of azimuthal anisotropy, we showed that
an estimate of the orientation of the horizontal axis of symmetry for a given layer
at depth can be obtained from quasi-P information only. This technique can be
easily incorporated to conventional velocity analysis algorithms. Interval anisotropic
properties can then be estimated with little additional effort.
The analytical traveltime expressions presented are particularly useful when com-
bined with migration and inversion algorithms, where intensive computations are
required. A migration technique based upon these results has been developed and is
presented in the following Chapter.
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Layer
1
2
3
4
5
Material
Anisotropic shale
Limestone/shale
Sand/ anis. shale
Sand/shale
Gypsum/soil
Depth
610
1220
1830
2440
:3050
C 1 /p
3016
3824
3048
2545
3484
2745
3306
3009
2407
1911
C1 / p
1724
2074
1890
1512
1351
V'C44 / P
1508
1819
1654
1323
795
0C66 / P
1962
2259
1682
1524
2037
Table 4.1: Azimuthally isotropic layer model. Depth in meters and elastic constants
(velocities) in m/s.
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quasi-P wave SH wave
Layer Depth(m) To(s) Vh(m/s) V,(m/s) To(s) Vh(m/s)
1 610 0.4408 :3014 2744 0.8026 1962
2 1220 0.8098 3494 3008 1.4735 2115
3 1830 1.2153 3369 3008 2.2111 2006
4 2440 1.7220 3197 2843 3.1343 1887
5 3050 2.3603 3214 2576 4.6715 1927
Table 4.2: Traveltime parameters for the azimuthally isotropic layer model.
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Layer
1
2
3
4
5
Material
Anisotropic shale
Limestone/shale
Sand/ anis. shale
Sand/shale
Gypsum/soil
Depth
610
1220
1830
2440
3050
Ci/P
3014
3742
3142
2583
3987
C33/p
2768
3306
3009
2408
1911
VC13/p
1724
2070
1891
1513
1305
C44 / p
1520
1818
1654
1321
794
VC66/P
1962
2285
1744
1566
1960
Table 4.3: Inverted anisotropy parameters for azimuthally isotropic layer model.
Depth in meters and elastic constants (velocities) in m/s.
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Layer
1
2
3
4
5
Material
Anisotropic shale
Limestone/shale
Sand/ anis. shale
Sand/shale
Gypsum/soil
Depth(m)
610
1220
1830
2440
3050
Ei I(%)
-0.080
-2.156
3.089
1.475
14.433
E33(%)
0.827
0.007
-0.012
0.031
0.017
E13(%)
-0.011
-0.194
0.059
0.065
-3.375
E44(%)
0.800
-0.030
0.001
-0.114
-0.170
E66(%)
0.005
1.156
3.694
2.732
-3.765
Table 4.4: Relative error (percentage), Ei,-, for inverted anisotropy parameters for the
azimuthally isotropic layer model.
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quasi-P wave SH wave
Layer Depth(m) T,(s) %(m/s) V,(m/s) To(s) Vh(m/s)
1 320 0.3352 2243 1975 0.9722
2 381 0.3856 2292 2036 1.1090 -
3 442 0.4370 2304 2109 1.2340
4 518 0.5048 2341 2134 1.4200
5 594 0.5730 2377 2170 1.6156 -
6 655 0.6138 2560 2256 1.7020 -
Table 4.5: Traveltime parameters for the Sulphur Springs test site data. Modified
from Byun and Corrigan (1990).
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Layer
1
2
3
4
5
6
NIaterial
Shaly soil
Sands and limestone
Sands and shale
Shale
Shale
Chalk
Depth
:320
3S1
442
518
594
655
Cin/ P
2243
2561
2546
2485
2510
3493
1909
2421
2374
2242
2229
2990
C13 Ip
1702
2055
2040
1947
2030
2377
VC44|p
658
892
976
817
777
1397
VC66/P
Table 4.6: Reconstructed model for the Sulphur Springs test site. Depth in meters
and elastic constants (velocities) in m/s.
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Layer Material Depth Cn/P C33/P C13/P C44/p C66/P
1 Anisotropic shale 610 3016 2745 1724 1508 1962
2 Limestone/shale 1220 3824 3306 2074 1819 2259
3 Sand/ anis. shale 1830 3048 3009 1890 1654 1682
Table 4.7: Azimuthally anisotropic/isotropic layer model. Second layer is azimuthally
anisotropic with a horizontal axis of symmetry at 45* from the X-axis. Depth in
meters and elastic constants (velocities) in m/s.
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Angle (deg) of symm. axis
Layer Depth(m) E11(%) E33 (%) E13(%) E 4 4 (%) E6 6 (%) from seismic line 1
1 610 -0.106 0.827 0.124 0.812 0.005
2 1220 0.012 4.290 -4.393 1.026 0.011 47.
3 1830 1.007 -0.012 0.638 -0.026 2.424
Table 4.8: Relative error (percentage), E, for inverted anisotropy parameters for
the azimuthally anisotropic/isotropic layer model. Second layer has a true horizontal
axis of symmetry at 450 from seismic line 1.
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Angle (deg) of symm. axis
Layer Depth(m) EII(%) E33(%) E13(%) E44 (%) E66 (%) from seismic line 1
1 610 -0.106 0.827 0.221 0.750 0.025
2 1220 0.012 1.006 -1.722 0.613 0.104 27.
3 1830 1.468 -0.012 -0.326 -0.026 1.737
Table 4.9: Relative error (percentage), Ei1, for inverted anisotropy parameters for
the azimuthally anisotropic/isotropic layer model. Second layer has a true horizontal
axis of symmetry at 25* from seismic line 1.
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RAY
WAVE VECTOR
WAVEFRONT
Figure 4-1: Geometry of a generic wavefront showing the phase angle (0') and the
ray angle (0).
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xY' NATURAL COORDINATE
Y FRAME (F')
SURVEY FRAME (F)
z
Figure 4-2: Relationship between natural coordinate frame (F') and survey frame
(F). F' is related to F by two sequential rotations: a clockwise rotation by 4 about
the X'-axis, followed by a clockwise rotation by r/2 about the new Y-axis.
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Ix
z 6 RAY
Z
Figure 4-3: Ray geometry for a surface reflection survey. The layer can be considered
as azimuthally isotropic or anisotropic.
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AXIS OF SYMMETRY
SEISMIC LINE 1
SEISMIC LINE 2
Y
Figure 4-4: Plan view of a surface reflection survey. The horizontal axis of symmetry
corresponds to a given azimuthally anisotropic layer at depth. Traveltime data from
seismic lines 1 and 2 are used to obtain the anisotropy parameters of the multilayered
anisotropic medium.
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AXIS OF SYMMETRY
SEISMIC LINE 2
25'
20'
4A5' SEISMIC LINE 1
SY
Figure 4-5: Plan view of the surface reflection survey for the synthetic model of Table
4.7. The horizontal axis of symmetry shown corresponds to the second laver.
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Chapter 5
Kirchhoff Migration and Velocity
Analysis for Converted and
Non-Converted Waves in
Anisotropic Media
5.1 Introduction
The presence of anisotropy is commonly neglected in the imaging of seismic data.
Few attempts have been made to incorporate the effects of anisotropy (VerWest,
1989; Meadows and Liu, 1989), but these have been limited to the case of elliptical
anisotropy. Recently, Kitchenside (1991) established a phase shift based migration
scheme for azimuthal isotropy with no explicit way to obtain a velocity model. Gon-
zalez et al. (1991) used an F-K migration technique with an anelliptic dispersion
relation.
In order to image the subsurface properly, when a significant degree of anisotropy
is present, the imaging procedures must handle the anisotropy correctly. In this Chap-
ter, we develop the necessary expressions and outline a procedure to perform Kirchhoff
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migration in anisotropic media using the analytical forms for the ray amplitudes and
traveltimes derived in Chapters 2 and 4 respectively.
Since in real applications the usage of general anisotropy in a migration scheme will
be limited by the reliability of the velocity (elastic constant) model considered, we also
develop an anisotropic velocity analysis scheme that enables one to generate realistic
anisotropic models for migration in azimuthally isotropic media for non-converted
and converted qP-qSV waves (Sena and Toks6z, 1991).
Using synthetic qP-qP and qP-qSV examples, the method provided accurate im-
ages of the subsurface. In the quasi compressional qP-qP case, we showed that, even
with a weak to moderate percentage of anisotropy, an isotropic migration algorithm
cannot handle the anisotropy properly. In a real data example from South Texas using
converted qP-qSV waves, our anisotropic migration scheme improved the delineation
of a fault plane and also the lateral continuity of the flat reflectors.
With the advent of multicomponent seismology, anisotropy measurements have
become more quantitative. The development of an anisotropic Kirchhoff migration
algorithm allows the manipulation of multicomponent data with an arbitrary geome-
try of sources and receivers. Additionally, the proper handling of anisotropy, together
with the combination of converted and non-converted waves, provides more geolog-
ical information for lithology discrimination as compared to conventional migration
algorithms.
5.2 The Kirchhoff-Helmholtz Integral
The implementation of a migration scheme for surface seismic involves two major
steps: 1) a wave-extrapolation technique to downward continue the seismic data
observed on the surface, and 2) an imaging condition. The Kirchhoff-Helmholtz
integral for elastic waves in inhomogeneous, anisotropic media is capable of downward
continuing the total displacement wavefield.
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The Kirchhoff-Helmholtz integral for elastic waves in inhomogeneous, anisotropic
media can be obtained by considering a closed semispherical surface S + S' that
encloses a volume V. A cross-section of this model is depicted in Figure 5-1. The total
displacement vector field, i, inside or on the surface S + S' enclosing the volume V
can be expressed, in the frequency domain, as (eg., Pao and Varatharajulu, 1976)
ub(i) = ) n cikl(r)[Gim (; r) -- t(r)-u(r ) r' ; r-)]dS', r E V,(= +s+s x' /ax
(5.1)
where u'(r) is the incident (primary) field and the unit vector n' is the outward
normal to S+S' at iF, as indicated in Figure 5-1. Gim(r'; F1 ) is the Green's displacement
tensor and Cikl is the fourth rank elastic stiffness tensor. The summation convention
over repeated subindices is implied.
Introducing the traction t and the Green's traction F as
t= nik a-t (5.2)
OXk
and
= nCi aci ' , (5.3)Elm axk
equation (5.1) can be rewritten as
u = Js[ti(i)Gm(r; -) - ut(4)Z (f F')]dS', f E V, (5.4)
where usm(r) is the scattered displacement field emitted by the secondary sources
inside the volume V,
u" (M = ut (M - U, (0) (5.5)
We now assume that the surface S' extends to infinity, where the radiation condi-
tions are imposed on the far field behavior of the displacement and traction vectors.
In doing so, the contribution to the displacement field due to the integration over S'
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is zero. In addition, if the measurements are made over a free-surface S, the following
traction-free boundary condition is satisfied
OE = 0 r E S. (5.6)
The previous boundary conditions allow us to write the surface integral represen-
tation of the displacement field in the form
u'(r) = - j u()Z (f; Fv)dS', z > 0. (5.7)
The Kirchhoff-Helmholtz integral in equation (5.7) allows the computation of the
displacement field anywhere inside the earth (i.e.; the region z > 0) from the mea-
surements of the displacement field on the free surface (z = 0), provided a suitable
expression of the Green's tensor is available. In the next section we will consider the
high frequency asymptotic form of the Green's tensor and obtain explicit formulas in
anisotropic media.
5.3 Asymptotic Representation for Kirchhoff Mi-
gration
Equation (5.7) allows us to forward extrapolate the displacement field when measure-
ments of it have been made on the free surface S. In the process of migration we
need to backward extrapolate the wavefield into the medium where it will focus at the
scatterers and consequently form an image of the subsurface. This scheme assumes
that the point scatterers in the medium are excited at the arrival time of the incident
wave from the source (Chang and McMechan, 1986).
In order to change equation (5.7) from forward propagation to backward propaga-
tion we replace the Green's tensor in the Kirchhoff-Helmholtz integral by its complex
conjugate (Keho and Beydoun, 1988). We obtain
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U ()= - u(r)*(r-; F4)dS', z > 0, (5.8)
where * denotes complex conjugation. Since the conjugate operator was used instead
of the inverse operator, the backpropagated field in equation (5.8) is not the true
backpropagated displacement field, therefore, this field will be referred to as the
backpropagated Kirchhoff field. In the isotropic limit, equation (5.8) reduces to the
one given by Kuo and Dai (1984).
A fast migration scheme can be implemented by using an asymptotic high fre-
quency representation of the Green's tensor in elastic anisotropic media as indicated
in Chapter 2 (Ben-Menahern and Sena, 1990a). We consider the Green's tensor in its
high frequency form
3
Gim(; F) = Z A..(r; )e""() , (5.9)
L=1
where A (r'; F) and TL(r; iF) are the ray amplitude and traveltime for mode L, re-
spectively, and we have included all possible modes (qP, qS1, qS2). From equations
(5.3) and (5.9) we can write the far-field expression for the Green's traction
3
r,(; r) zw r-4gl~)A (r; r)p (r; r~'" n'/ (5.10)
L=1
where
Pk(r; ) = (; r) (5.11)
is the k-component of the slowness vector corresponding to mode L. Substituting
equation (5.10) into equation (5.8), we obtain for the backpropagated Kirchhoff field
3
un (r, w) = zw ut( i, w)ciklr()A*(F; r)pr(F; f)e-''"( En'-dS'. (5.12)
L=1
In order to generate an image or pseudo-reflectivity function of the subsurface,
we will obtain a pseudo-reflection coefficient from the backpropagated Kirchhoff field
145
given in equation (5.12). The term pseudo is used since the angular dependence of
the reflection is not explicitly taken into account. We define the function R(?,w)
as the ratio of the backpropagated field from the receivers, us(F, w), to the forward
propagated field from the source, u' (r, w) (e.g., Claerbout, 1970). We consider
R1 1(F,w) R12(, w) R13(F', w)
R(Fo) = R21 (iIw) R 2 2 (F, w) R 23 (Lw)
R31 (, ) R32(F, w) R33(fw)
where we have the correspondence 1 - qP, 2 <-+ qS1, 3
instance, the qP to qP pseudo-reflection coefficient is
, (5.13)
qS 2. Then, for
itqP(r , w)
In computing the incident field, we also assume its high frequency form
(5.14)
z([:o) = Z B~f(; ro)e'rM('o) , (5.15)
M=1
where we have considered that the incident field is generated by a point force in
the q-direction at the position r~. Therefore, the general expression for the M to L
pseudo-reflection coefficient takes the form
RM(r; r-o) s
(5.16)
where
3
E AL( r~' 2 ;
m=1
(5.17)
and
(5.18)BM(r; r~) 1B,^(r; r~)
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Next, we transform equation (5.16) into the time domain via the Fourier transform
RAL(r,t) = -F dwe-RML(', w), (5.19)
and obtain
RML(I,t) - -1 a
_.3 _ -u ,{[ t+rT (6 f')+ rM (' to))cijkl(f)A(T ;r-')pf(i; j*n'.dS'
2rB(r;r-o) s a(.0
(5.20)
Finally, we obtain the image IML(V) of the medium by setting t = 0 in equation
(5.20); i.e., by applying the imaging condition. We have
image = IML(r) = RML(',t = 0). (5.21)
Further simplification to equation (5.21) can be achieved by assuming that the
recording surface is the plane z = 0, and that the top layer is isotropic. Then, we
have
n' =(0, 0, -1) (5.22)
and
Cijkl(X, y, z = 0 ) = 6ij k1 A(x, y) + (&ik jl + Sil kj)ft(X, y) , (5.23)
where A(x, y) and p (x, y) are the Lame parameters at the free surface. Using equations
(5.21)-(5.23), the image or pseudo-reflectivity function of the subsurface takes the
form
IML (r) = . 00 0: dx'dy'-
27rI3M(r; ro) -oo f-
{ [A (', y') + a y')) u :(, I + -r + r ( )p (.-L)+2 y (x', y' + at(1 iUt +; rM( ro)A r; r~k r;r)
p(/x', y') [ U L [i,, t + rL(r; -' ) + r(; ][ A (; F')pfF; F') + A(-; )p(* F)]+
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t[~t + T~r;F') + TMu(; -0)] [Af( i)p(f F') + A (r; r)p( )
8t j ;( + 7M ; YtO
(5.24)
where k = x, y, or z.
Equation (5.24) shows that the subsurface image will be created by stacking the
observed data along the diffraction curves defined by t = L(r; F') + TM(P' To). The
remaining factors are weighting functions which depend on the elastic properties of
the medium.
5.4 Green's Tensor Representation for Azimuthally
Isotropic Media
5.4.1 Ray Amplitudes
In this section we will apply the previous results to the case of azimuthally isotropic
media, where we only have five independent elastic constants
C1111 C2 2 2 2  C1 1
C3 3 3 3  C3 3
C1 1 2 2  C1 2  (5.25)
C1 1 3 3  C2 23 3  C13
C1313 C2 3 2 3  C4 4
C1212 C6 6  (C 1 1 - C12)2
The remaining elastic constants are equal to zero if not related to the above by the
basic symmetry relations
Ci3kl = C = Cklij. (5.26)
Analytical approximations for the high frequency Green's tensor in azimuthally
isotropic media have been derived in Chapter 2 (Ben-Menahem and Sena, 1990a).
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Using these results, the ray amplitudes in equations (5.17) and (5.18) can be expressed
in closed form. Considering the same notation as in Chapter 2
Ca = C3 3a =- a 2 = -
C13 + C44a3 =
C6 6a4 = - a = 
C4 4
p
the amplitude terms for the quasi-P motion are:
A(; ) = p sin o, cos4,47rpa1 Rp
AP (;)= PR sin a, sin 4,V 4rpa1 R,
(; ) cos O,,4xpa1R,
where
R, = r(sin2 6 + i cos2 6)1/2
2 a(a1 - as)
= a5(a1 - a5) + a 2
For the quasi-SV motion the amplitudes are given by
Asv(p. .) _ 4p" cos a, cos 4,
47xpa5R,v
Asv (r- = ? _ " cos a. sin 4,4xpasR,
Asv(r-; r-) _ " sina,,4wpa5 R,
where
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(5.27)
(5.28)
(5.29)
(5.30)
with
(5.31)
(5.32)
(5.33)
(5.34)
(5.35)
RSV = r(sin 2 9 + q2 cos 2 9)1/2 (5.36)
with
2 a5(a1 - a5) (5.37)
= a2(a1 - a5 ) - a3 (
In the isotropic limit u = o,= 0 and the above expressions reduce to isotropic
ray amplitudes.
In the case of SH waves we found in Chapter 2
A- (: )= 1 sin4, (5.38)
,47rpyJasJ'Rsh
1
A "(; 4)p cos 4, (5.39)Y ~47r pnsasR,h
ASH (F; i) = 0, (5.40)
where
RA =h r(sin 2 o + 2 cos 2 )1/2 (5.41)
with
2 a4  (5.42)%ih = 
- *as
In the previous expressions, the spherical coordinates (r, 0, 4) are referred to the
vector F- F, as indicated in the argument of A in equation (5.17). In the case of the
amplitude factors B in equation (5.18), the same results for the ray amplitudes are
used, the only difference being that the spherical coordinates will be referred to the
vector F - F0, where Fo is the source position vector.
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5.4.2 Traveltime Expressions
Non-Converted Waves
In order to carry out the imaging we will need the traveltime expressions for anisotropic
media. A traveltime formula for multilayered azimuthally anisotropic and isotropic
media has been developed in Chapter 4 (Sena, 1991). We started with the skewed
hyperbolic expression, Byun et al. (1989),
t2 (Z) 2 + + ( X )2 X2 (5.43)
V + V, 2V Z2+ (X/2)2'
where X is offset, Z is reflector depth, V, is average vertical velocity, and Vh and V,
are defined as the horizontal and skew moveout velocities, respectively.
For a single azimuthally anisotropic or isotropic layer, the velocities V,, V and
V, in terms of the elastic constants have been obtained and are given in Appendix D
for each wave type under the weak anisotropy approximation.
For multilayered media, the velocities V,, Vh and V, express cumulative average
properties induced by the velocity heterogeneity and anisotropy of the media. For an
n-layered azimuthally anisotropic and isotropic media, the relations between the bulk
velocities V, V and V, and the interval properties V,,, Vh, and Vy, (k = 1,2,...,n)
are given in section 4.3.
Introducing To as the total two-way vertical traveltime, we can rewrite Equation
(5.43) as
+ ( + Z + X X2
t2 0 + 2 V 2 - X (5.44)
Equation (5.44) is very useful to perform velocity analysis in anisotropic media (Byun
et al., 1989). Given To, 2D semblance analysis can be carried out along the traveltime-
offset curves over the two parameters V, and V. From these parameters and their
relationship to the elastic constants given in Appendix D, we can obtain estimates of
"stacking" elastic constants that can be used together with the analytical represen-
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tation of the Green's tensor given here to apply our Kirchhoff migration scheme in
anisotropic media.
Converted qP-qSV Waves
In three-component surface reflection data, in general, the converted waves are ob-
served. With the advent of multicomponent seismology, converted wave processing
has become popular in recent years. In this subsection we will consider the traveltime
expression for converted qP-qSV waves in azimuthally isotropic media. In Figure
5-2 we show a homogeneous azimuthally isotropic media through which a reflection
survey is performed.
The time required for the converted qP-qSV wave to travel from the source at the
surface to the surface receivers is
t = Z + (5.45)(V (OP) Cos OP VV (030) Cos OS
where V, and V,, are the group velocities for quasi-P and quasi-SV waves, respectively.
The general form of these expressions is
V(O) = c? + c' sin 2 O + ci sin4 4; i = p,s, sh , (5.46)
where the coefficients c's have been derived in Chapter 4, Section 4.2, for each wave
type, in terms of the five elastic constants that represent hexagonal symmetry.
Substituting (5.46) into (5.45) we find for the traveltime equation
t = (Z2 + X2) (c5 + cID + c;D 2 ) + [Z2 + (X - X1)2] (c2 + ci"D+ ci"D 2 ),
(5.47)
where
X2D = 1 (5.48)
Z2 +X1
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and
-- (X - X 1)2
Z2 + ( X - X1)2 - (5.49)
X is the receiver offset, Z is the reflector depth and X1 is the horizontal distance of
the conversion point from the source point, as indicated in Figure 5-2.
According to Fermat's principle of least time we impose in equation (5.47)
- - = 0,
aX1 (5.50)
together with the constraint
X1< X . (5.51)
In the regime of seismic reflection profiling we have that
D < 1 ; D< 1. (5.52)
Using (5.47), together with (5.50), (5.51) and (5.52) we find the following expres-
sion for the conversion point offset X1
X1 
= X irciw 
v
In the isotropic limit, we have
T4(cSv + c"")
v 1
c0" -2,
*.
where v, and v, are the isotropic P and S wave velocities. Thus, equation (5.53)
reduces to
X1 = X ^ ,1 + vo/v,
in agreement with Fromm et al. (1985)
(5.55)
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(5.53)
= c= 0, (5.54)
P
Equation (5.53) together with the traveltime expression (5.47) enables one to com-
pute the traveltime for converted qP-qSV waves for a single anisotropic layer. For
our purposes, it will be very useful to perform velocity analysis over the converted
qP-qSV seismic wave sections. In the case of multilayered media, the elastic constants
involved in the previous equations for a single layer, express cumulative average prop-
erties induced by the velocity heterogeneity and anisotropy of the media.
Expression (5.53) for the conversion point offset is also useful to gather seismic
traces in common conversion point records in azimuthally isotropic media.
5.5 Velocity Analysis -in Anisotropic Media
5.5.1 Non-Converted Waves: qP-qP Seismic Sections.
Equation (5.44) is the traveltime-offset formula for non-converted waves that describes
a skewed hyperbola, where the skewness is determined by the deviation of V, from
Vh. In principle, the three velocity parameters V, V(, and Vh can be estimated by
coherence analysis along the skewed hyperbolic t - x curves. If the average vertical
velocity V, is known, as is often the case from VSP or check-shot data, then the con-
ventional two-dimensional semblance analysis (e.g., Taner and Koehler, 1969; Byun
et al., 1989) can be performed over ranges of only two parameters: the horizontal
moveout velocity Vh and the skew moveout velocity V,.
In order to obtain an elastic constant model to be used for Kirchhoff migration
on qP-qP seismic sections the technique requires surface reflection or VSP data for
both quasi-P and SH waves.
The first step is to estimate the bulk velocities V(Z), V,(Z), and Vh(Z) for each
reflector depth Z. The average vertical velocity V(Z) down to depth Z can be
obtained from zero-offset information of the traveltime curve. The horizontal moveout
velocity Vh(Z) and the skew moveout velocity Vy(Z) can be obtained from coherency
analysis along the skewed hyperbolic traveltime curves (Byun and Corrigan, 1990),
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or, if the traveltime-offset curves are available, through nonlinear fitting of equation
(5.44) to the observed curves (Sena, 1991). When this step is applied to the quasi-P
and SH traveltime curves for a given seismic line, five bulk velocities are measured
at each reflector depth. Then, using the expressions in Appendix D relating the bulk
velocities to the five elastic constants, one can obtain the required velocity model to
be used in the anisotropic migration scheme. Since for migration of qP-qP seismic
sections we only need four elastic constants (or velocities Vcu/p, Vc 33 /p, c13/p, and
c4 4/p), the offset SH data will not be necessary for the generation of the velocity
model (offset SH data gives ca/p).
5.5.2 Converted Waves: qP-qSV Seismic Sections.
The traveltime-offset equation (5.47) for converted qP-qSV waves is the key formula
to perform anisotropic velocity analysis over the converted wave seismic sections. The
generate the corresponding velocity model to perform anisotropic Kirchhoff migration
over the qP-qSV sections we need qP-qP and qP-qSV data from seismic reflection
surveys.
Starting with zero-offset qP-qP data, we obtain the velocity c33/p. Then, from
zero-offset qP-qSV data, together with the already obtained velocity c33 /p, we ob-
tain the velocity c44/p. Finally, we use these two velocities along with the traveltime
equation (5.47) to perform two-dimensional semblance analysis on the qP-qSV con-
verted wave seismic section over ranges of the two remaining velocities c11 /p and
C13/p-
As in the previous case of migration of qP-qP seismic sections, here we only need
four velocities to have a complete anisotropic velocity model to be used as input in
our Kirchhoff migration algorithm.
Having determined an anisotropic velocity model, the corresponding Green's ten-
sor can be estimated using the formulas presented in previous sections for the ray
amplitudes and traveltimes. In the next section we will present some numerical ex-
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amples showing the performance of this algorithm.
5.6 Numerical Examples
In this section we illustrate our Kirchhoff migration technique for anisotropic media
with two synthetic examples and a field data case from South Texas using multicom-
ponent data courtesy of ARCO Oil and Gas Company.
First we consider the synthetic examples. For a source located on the surface,
synthetic seismograms were generated using a paraxial ray tracing code for anisotropic
media (Gibson et al., 1991). The model consists of flat and dipping interfaces, as
indicated in Figure 5-3. The first layer is isotropic. The second layer is an anisotropic
shale. The remaining layers exhibit layer-induced azimuthal isotropy, produced by
thinly stratified, cyclic layering of two different components. These layers present
weak to moderate anisotropy. The corresponding elastic constants (velocities) for
this model are taken from Levin (1979) and are listed in Table 5.1.
5.6.1 qP-qP Seismic Section Migration
In Figure 5-3 we show the image area to be reconstructed with the anisotropic mi-
gration algorithm. We also depict, for illustration purposes, the raypaths for the
reflected qP-qP waves from the dipping interface. The shot gather obtained with the
paraxial ray tracing code is displayed in Figures 5-4a (X component of displacement
field) ) and 5-4b (Z component of displacement field). Here we only show the primary
reflections from the interfaces included in the image area.
In order to obtain the elastic constant model for anisotropic migration over the
qP-qP section, we follow the technique indicated in the previous section. From every
reflector we find the average vertical velocities for qP and SH waves using the zero-
offset information. This will give us the velocities Vc 33/p and Vc 44 /p respectively.
Then, by performing two-dimensional semblance analysis over the qP-qP seismic sec-
156
tions, we estimate the velocities Vh and V,; from which we obtain the velocities c11/p
and 'c 3/p. In Figure 5-5, we show the semblance analysis as a function of horizon-
tal velocity Vh and skew velocity V, corresponding to the reflector at 4 km depth.
The basic criteria for picking the velocities are good semblance peak and moderate
to strong reflection. Applying this velocity analysis technique for different gathers
across the image area, we can generate an elastic constant model to be used as input
to our anisotropic migration scheme. The results are shown in Table 5.2.
Using this velocity model, together with the two components of the displacement
field indicated in Figures 5-4a and 5-4b, we obtain the migrated image displayed
in Figure 5-6. It shows that the actual positions of the reflectors are accurately
delineated.
Next, we perform conventional isotropic velocity analysis over the seismic section
and then we use, incorrectly, an isotropic migration scheme. We obtain the image
shown in Figure 5-7. We can see that the isotropic migration does not position
correctly the reflectors at depth. The percentage of P wave anisotropy in layers 2 and
3 is 10.4 % and 1.3 % respectively. Even with this weak to moderate percentage of
anisotropy, the isotropic migration algorithm cannot handle the anisotropy properly.
5.6.2 qP-qSV Seismic Section Migration
In Figure 5-8 we show the image area to be reconstructed with the anisotropic mi-
gration algorithm for the converted qP-qSV waves. This image area is narrower than
the one used for qP-qP migration in order to avoid the post-critical reflection region.
The shot gather obtained with the paraxial ray tracing code is displayed in Figures
5-9a (X component of displacement field) ) and 5-9b (Z component of displacement
field). Here, again, we only show the primary reflections from the interfaces included
in the image area.
The elastic constant model for anisotropic migration over the qP-qSV section
was obtained according to the scheme indicated in the previous section for converted
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waves. From zero-offset qP-qP data we obtain the velocity c33 /p. Then, from zero-
offset qP-qSV data we get the velocity c44/p. Next, by performing two-dimensional
semblance analysis over the qP-qSV seismic sections, we estimate the two remaining
velocities c 11/p and c13/p. In Figure 5-10, we show the semblance analysis as a
function of Vcu/p and c13 /p corresponding to the reflector at 4 km depth. Re-
peating the velocity analysis for different gathers across the image area, we generate
an elastic constant model for converted qP-qSV waves to be used as input in our
anisotropic migration scheme. The model obtained is shown in Table 5.3.
We use this velocity model, along with the two components of the qP-qSV dis-
placement field indicated in Figures 5-9a and 5-9b to obtain the migrated image
displayed in Figure 5-11. Here, we can see that the images are accurately formed at
the actual reflector depths.
This example shows the feasibility of exploiting converted shear qP-qSV waves for
migration purposes in anisotropic media using our technique.
5.6.3 qP-qSV Seismic Section Migration: ARCO Field Ex-
ample
In this subsection we will apply the anisotropic migration scheme to map sedimentary
formations in South Texas using multicomponent data from ARCO Oil and Gas
Company. In this area, a major growth fault cuts across the section and is a target
for oil exploration.
A previous study in the area (Spies et al., 1989) showed that stacking velocities for
shear and converted waves were substantially higher than vertical RMS (Root Mean
Square) velocities, implying that azimuthal isotropy plays an important role in the
multicomponent data set. It was found that, in average up to a depth of 6095 feet,
the compressional wave anisotropy is 10.1 % and the shear wave anisotropy is 16.2 %.
The anisotropy in the area was caused, mainly, by alternating sand/shale sequences
with layer thicknesses that are much less than a seismic wavelength.
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The data to be used consist of a group of CDP (Common Depth Point) stacks
corresponding to qP-qSV converted waves. In Figure 5-12 we show a CDP stacked
section obtained using conventional isotropic algorithms for converted waves. Here, by
using the new anisotropic scheme developed in the previous sections, we will obtain a
prestack time migration image to be compared qualitatively to the conventional stack
in Figure 5-12. The image area to be reconstructed is also indicated in this figure.
Velocity Analysis and Imaging
In order to generate an elastic constant model we consider the scheme developed for
converted waves. We performed velocity analysis on 10 CDP groups such that the
image area was covered.
From compressional qP-qP data we obtain the velocity V, as a function of the
total two-way vertical traveltime (Top). According to equation (D.2), the difference
between V, and Vc 33/p is given by the parameter 6, indicated in equation (4.5).
This parameter controls near-vertical anisotropic effects for qP and qSV waves at
small offsets. In this area, the average value of 6 was found to be 0.022 (Spies et
al. (1989). This value tells us that the difference between V, and c33/p is of about
2.2%. Therefore, the values of V, obtained from velocity analysis can be used as
c33 /p values with little error. This will be very valuable for us in this case, since
depth information was not available throughout the section.
From converted qP-qSV data we obtain the velocities cu/p and Vc 13/p as a
function of the vertical qP-qSV traveltime (Tops). In order to find the correspondence
between the vertical traveltimes qP-qP and qP-qSV well information was used (Spies
et al., 1989). In Table 5.4 we show the values of Top as a function of Tops.
Combining all this information we find the velocity model indicated in Table 5.5.
The omitted values of c,4 /p are easily obtained from Top, Tops and c33/p.
Using the velocity model together with the horizontal component of the qP-qSV
data we perform an anisotropic prestack time migration to find the image indicated
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in Figure 5-13b.
As compared qualitatively to the conventional stack in Figure 5-13a (image area
extracted from Figure 5-12), we can see that, with our scheme, the fault plane is
better defined and also we have an improved lateral continuity of the flat reflectors.
The better delineation of the fault structure and the sediments that surround it will
allow a more effective exploration for hydrocarbons in the area. Accurate imaging
can be used to optimize well locations and can also assist in determining the limits
of possible reservoir sands.
5.7 Discussion and Conclusions
In order to image the subsurface properly, when a significant degree of anisotropy
is present, the imaging procedures must handle the anisotropy correctly. In this
Chapter, we developed the necessary expressions and outlined a procedure to per-
form Kirchhoff migration in anisotropic media using the analytical forms for the ray
amplitudes and traveltimes derived in Chapters 2 and 4, respectively.
In real applications, the usage of general anisotropy in a migration scheme will
be limited by the reliability of the velocity (elastic constant) model considered. Con-
sequently, an anisotropic velocity analysis scheme was presented that enables one to
generate realistic anisotropic models for migration in azimuthally isotropic media for
non-converted and converted qP-qSV waves. The technique has the intrinsic limi-
tations of ray theory, and is expected to have limited use in the presence of strong
lateral heterogeneities.
The Kirchhoff migration technique can be applied to non-converted as well as to
converted waves provided a suitable velocity (elastic contant) model can be obtained.
For the qP-qP and converted qP-qSV seismic sections, the method provided accurate
images of the subsurface. In the quasi compressional qP-qP case, we showed that,
even with a weak to moderate percentage of anisotropy, an isotropic migration al-
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gorithm cannot handle the anisotropy properly. In a real data example from South
Texas using converted qP-qSV waves, our anisotropic migration scheme improved the
delineation of a fault plane and also the lateral continuity of the flat reflectors. The
better delineation of the fault structure (a target for oil exploration) and the sedi-
ments that surround it will allow a more effective exploration for hydrocarbons in the
area. Accurate imaging can be used to optimize well locations and can also assist in
determining the limits of possible reservoir sands.
With the advent of multicomponent seismology, anisotropy measurements have
become more quantitative. The development of an anisotropic Kirchhoff migration
algorithm allows the manipulation of multicomponent data with an arbitrary geome-
try of sources and receivers. Additionally, the proper handling of anisotropy, together
with the combination of converted and non-converted waves, provides more geolog-
ical information for lithology discrimination as compared to conventional migration
algorithms.
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Layer
1
2
3
4
Material
Isotropic layer
Anisotropic shale
Sand/ anis. shale
Limestone/shale
2000
3016
3048
3824
VC 331p
2000
2745
3009
3306
C13IP
1154
1724
1890
2074
1155
1508
1654
1819
C66/P
1155
1962
1682
2259
Table 5.1: Azimuthally isotropic layer model. Elastic constants (velocities) in m/s.
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Offset Depth Cn/p VC 33/p C13/P C44/P
900
900
900
900
1500
1500
1500
1500
2100
2100
2100
2100
2700
2700
2700
2700
3100
3100
3100
3100
500
3215
4000
6000
500
3125
4000
6000
500
3035
4000
6000
500
2945
4000
6000
500
2885
4000
6000
2000
2938
2961
3148
2000
2945
2963
3106
2000
2960
2965
3039
2000
2912
2968
2951
2000
2921
2970
2872
2000
2621
2667
2850
2000
2617
2672
2854
2000
2612
2677
2858
2000
2608
2683
2862
2000
2604
2686
2865
1154
1708
1689
1928
1154
1683
1692
1937
1154
1654
1695
1950
1154
1716
1700
1964
1154
1695
1702
1975
1155
1458
1477
1576
1155
1456
1480
1578
1155
1454
1483
1580
1155
1451
1484
1583
1155
1450
1486
1584
Table 5.2: Velocity (elastic constant) model for anisotropic qP-qP migration. Dis-
tances in meters and elastic constants (velocities) in m/s.
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Offset Depth Cn/p 0Ca/fp VC 13/p C44/p
900
900
900
900
1200
1200
1200
1200
1500
1500
1500
1500
1800
1800
1800
1800
2100
2100
2100
2100
500
3215
4000
6000
500
3170
4000
6000
500
3125
4000
6000
500
3080
4000
6000
500
3035
4000
6000
2000
3407
3025
3304
2000
3404
3026
3305
2000
3401
3026
3303
2000
3400
3026
3301
2000
3394
3026
3297
2000
2621
2667
2850
2000
2619
2670
2852
2000
2617
2672
2854
2000
2615
2675
2856
2000
2612
2677
2858
1154
1611
1659
1777
1154
1610
1661
1779
1154
1608
1662
1780
1154
1607
1664
1781
1154
1605
1665
1782
1155
1462
1477
1576
1155
1461
1478
1577
1155
1460
1480
1578
1155
1459
1481
1579
1155
1458
1483
1580
Table 5.3: Velocity (elastic constant) model for anisotropic qP-qSV migration. Dis-
tances in meters and elastic constants (velocities) in m/s.
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Top Tops
0.372 0.770
0.607 1.167
0.900 1.676
0.972 1.810
1.482 2.636
1.587 2.801
1.971 3.389
1.999 3.426
2.040 3.493
2.144 3.676
Table 5.4: Two-way vertical (Top and Tops) traveltimes in seconds for various horizons
at CDP 607. (Courtesy of ARCO Oil and Gas Company).
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CDP Tops V Cu/p 0C13/P T0P
445 2.000 8155. 8225. 7500. 1.089
445 2.600 8701. 8788. 8250. 1.460
445 3.200 9035. 9229. 8743. 1.848
445 3.800 9706. 10133. 9472. 2.214
445 4.400 10477. 11133. 10389. 2.555
485
485
485
485
485
525
525
525
525
525
565
565
565
565
565
605
605
605
605
605
2.000
2.600
3.200
3.800
4.400
2.000
2.600
3.200
3.800
4.400
2.000
2.600
3.200
3.800
4.400
2.000
2.600
3.200
3.800
4.400
8362.
8805.
9201.
10045.
11189.
8249.
8830.
9337.
10014.
10837.
7853.
8571.
9224.
10071.
11209.
8010.
8453.
9204.
10154.
11231.
8080.
8700.
9621.
10450.
11200.
7980.
8637.
8748.
9800.
11950.
5300.
8960.
9547.
10365.
10718.
8300.
9050.
9895.
10357.
10464.
7500.
8725.
8800.
9194.
9850.
7520.
8656.
8822.
9233.
9813.
6800.
8900.
8900.
9329.
10035.
7500.
8563.
8900.
9243.
9886.
1.089
1.460
1.848
2.214
2.555
1.089
1.460
1.848
2.214
2.555
1.089
1.460
1.848
2.214
2.555
1.089
1.460
1.848
2.214
2.555
Table 5.5: Velocity (elastic constant) model for anisotropic qP-qSV migration of the
ARCO field data. Time in seconds and elastic constants (velocities) in m/s.
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CDP Tops ( Cl/P C31P T0P
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645
645
645
645
645
685
685
685
685
685
765
765
765
765
765
805
805
805
805
805
845
845
845
845
845
2.000
2.600
3.200
3.800
4.400
2.000
2.600
3.200
3.800
4.400
2.000
2.600
3.200
3.800
4.400
2.000
2.600
3.200
3.800
4.400
2.000
2.600
3.200
3.800
4.400
8316.
8946.
9296.
9878.
11465.
8043.
8864.
9219.
9783.
11082.
7549.
8334.
9143.
9745.
9832.
7959.
8437.
9112.
9602.
10035.
7792.
8291.
8780.
9113.
9423.
7911.
8943.
9845.
10625.
11750.
7575.
9090.
9567.
10714.
11125.
7900.
8813.
9486.
10100.
10743.
8200.
8800.
9378.
9667.
12033.
9259.
9435.
9650.
10100.
11100.
7556.
8286.
8725.
9350.
10100.
7438.
8560.
8700.
9457.
9600.
7133.
9188.
9778.
10300.
10943.
7600.
9100.
9614.
10129.
10643.
8737.
8816.
8895.
10809.
12855.
1.089
1.460
1.848
2.214
2.555
1.089
1.460
1.848
2.214
2.555
1.089
1.460
1.848
2.214
2.555
1.089
1.460
1.848
2.214
2.555
1.089
1.460
1.848
2.214
2.555
source V S
* X#
Si*7 VxS'
00 00
Figure 5-1: Geometrical configuration of the closed surface used to derive the
Kirchhoff-Helmholtz integral.
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I
z
I
[4- x ~
Figure 5-2: Ray geometry for a surface reflection survey. The layer is considered as
azimuthally isotropic.
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0.8
2.00
4.00 -
6.88
8.00
0.00 2.00 4.00 6.88 8.00
HORIZONTAL DISTANCE (km)
Figure 5-3: Azimuthally isotropic layer model. The elastic constants are indicated in
Table 5.1. The raypaths correspond to the reflected qP-qP waves from the dipping
interface. The image area is enclosed by the rectangle.
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(B)
Offset (km)
1 2 3 4 5 6 7
CD3
.4..~
Offset (km)
2 3 4 58>
CA
0
(0
x
0
0
Figure 5-4: Synthetic shot gather for qP-qP waves generated using the elastic constant
model in Table 5.1. Only the primary reflections from the two interfaces in the image
area are included. Source location is marked by an * on the surface. (a) X component
of displacement field. (b) Z component of displacement field.
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Figure 5-5: Semblance analysis for qP-qP waves for the shot gather of Figure 5-4
showing signal coherence along the traveltime-offset curves. The analysis corresponds
to the reflector at 4 km depth.
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Figure 5-6: Image created by migrating the qP-qP reflected wave field data in Figure
5-4 using the anisotropic Kirchhoff migration technique.
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Horizontal distance (km)
2.5
7D
3.5
Figure 5-7: Migrated image created by using the qP-qP reflected wave field data in
Figure 5-4 using an isotropic Kirchhoff migration scheme.
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4.00
image area
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I I I I
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HORIZONTAL DISTANCE (km)
Figure 5-8: Image area considered for the migration of converted qP-qSV waves. The
image area is narrower than the one used for qP-qP migration in order to avoid the
post-critical reflection region.
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Offset (km)
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Offset
o 0.5 1 1.5 2
(km)
2.5 3 3.5 4
Figure 5-9: Synthetic shot gather for qP-qSV waves generated using the elastic con-
stant model in Table 5.1. Only the primary reflections from the two interfaces in the
image area are included. Source location is marked by an * on the surface. (a) X
component of displacement field. (b) Z component of displacement field.
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Figure 5-10: Semblance analysis for qP-qSV waves for the shot gather of Figure 5-9
showing signal coherence along the traveltime-offset curves. The analysis corresponds
to the reflector at 4 km depth.
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Figure 5-11: Image created by migrating the qP-qSV reflected wave field data in
Figure 5-9 using the anisotropic Kirchhoff migration technique.
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Figure 5-13: (a) Image area indicated in the CDP stacked section (extracted from
Figure 5-12). (b) Prestack time migration of the image area indicated in Figure 5-13a
obtained using the anisotropic Kirchhoff migration technique.
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Chapter 6
Conclusions
This thesis extends seismic source theory to anisotropic media and generates new
nonconventional techniques to analyze multicomponent seismic data in the presence
of anisotropy.
In Chapter 2, we extended seismic source theory to general anisotropic media
and derived analytic approximations for the far field of point sources in azimuthally
isotropic media. The results exhibit the strong effect that anisotropy has on the seis-
mic energy radiation pattern and the partition of energy between the longitudinal and
shear components of the motion. The radiation field of an explosion in anisotropic
media has the following features: (1) quasi-transverse waves are created with four-
and eight-lobe patterns; (2) quasi-longitudinal waves are generated for the collatitu-
dinal displacement with four-lobe patterns; (3) the energy ratio SV/P may reach the
value of 20 for some azimuths in highly anisotropic media such as tuff and shales;
and (4) radiation patterns for vertical shear waves that are indistinguishable from
corresponding waves produced by earthquakes.
We employed the multidimensional stationary phase approximation, which limits
the results to high frequency and/or far distances (i.e., wr is large). Also, in the
process of determining the stationary points, we found it convenient to approximate
the phase velocities. As a result, the spectral amplitudes were less accurate on and
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near the axis of symmetry, especially for the quasi-SV wave and the corresponding
approximation of the Gaussian curvature. This restriction can be removed by either
obtaining numerically the stationary points or by exact computation of the far field
radiation patterns. Note that by our simultaneous use of the stationary phase ap-
proximation and the approximated phase velocities we avoid the parabolic points on
the slowness surfaces since these surfaces are approximated by ellipsoids. Thus, the
scope of our asymptotic solutions excludes problems of nonconvex slowness surfaces.
In general, however, the stationary phase approximation fails at parabolic points of
the slowness surface and a higher order approximation must be made at these points.
The availability of the Green's tensor in closed form enables one to extend the
results to anisotropic half-space configurations where the axis of symmetry is not
necessarily normal to the free surface.
In Chapter 3, we formulated an alternative representation of the Green's tensor
and its ensuing displacements fields in the form of an exact Hankel transform over
the horizontal wave number variable in the case of azimuthally isotropic media. This
formalism allows one to establish a Haskell-type matrix algorithm for a multilayered,
azimuthally isotropic half-space, thus enabling us to calculate body waves and surface
waves in real-earth crustal models. The availability of the Green's tensor in analyt-
ical form enables one to obtain readily numerical solutions for a wide selection of
media and sources. We also developed explicit formulas and numerical results for the
source excitation functions needed to generate synthetic seismograms in azimuthally
isotropic half-space configurations. Analytical expressions for the surface reflections
can be obtained for weak anisotropy through an approximation of the phase veloci-
ties. However, this practice is not mandatory if a code for numerical evaluation of the
fundamental Hankel transform integral is developed. Furthermore, the availability of
the Green's tensor for the anisotropic half-space makes it possible to calculate the
field due to a variety of monopole and dipole sources. The variation of the reflection
coefficients as a function of the image source angle was presented for various earth
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materials. We show that the effect of the anisotropy at the source is more important
than its effect on the reflected waves from the free surface.
A significant portion of this thesis was directed to the study of seismic travel-
times, inversion and migration in anisotropic media. To improve the interpretation
of traveltime curves in the presence of anisotropy, we derived, in Chapter 4, seismic
traveltime-distance equations for multilayered azimuthally isotropic and anisotropic
media in terms of the elastic properties of each layer. This method is based upon
an approximate skewed hyperbolic moveout formula involving three measurement
bulk velocities for each reflector: the average vertical velocity and horizontal and
skew moveout velocities. This technique allows for fast traveltime computation and
extremely rapid estimation of the interval elastic parameters.
An algorithm for traveltime inversion was established, that estimates the five elas-
tic constants together with the orientation of the axis of symmetry for each layer. In
the isotropic limit, this algorithm reduces to the conventional one used for determin-
ing the interval velocities from stacking velocity measurements in isotropic media.
The method is based on the weak anisotropy approximation and its accuracy relies
on the measurements of moveout velocities from the traveltime curves. Addition-
ally, this technique has the intrinsic limitations of ray theory. The determination of
anisotropy parameters suffers in the presence of strongly dipping layers and lateral
heterogeneities.
The inversion technique can be applied to surface seismic measurements as well as
to VSP data. In both cases, the method provides very good parameter estimates even
in highly anisotropic materials. The quantitative measure of anisotropy provided by
this technique is useful for lithology discrimination and is not easily obtained from
conventional methods. In the case of azimuthal anisotropy, we showed that an esti-
mate of the orientation of the horizontal axis of symmetry for a given layer at depth
can be obtained from quasi-P information only. This technique can be easily incor-
porated to conventional velocity analysis algorithms. Interval anisotropic properties
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can then be estimated with little additional effort. The analytical traveltime expres-
sions presented are particularly useful when combined with migration and inversion
algorithms.
In order to image the subsurface properly when anisotropy is present, the imag-
ing procedures must handle the anisotropy correctly. In Chapter 5, we developed
the necessary expressions and outlined a procedure to perform Kirchhoff migration
in anisotropic media. An anisotropic velocity analysis scheme was developed to de-
termine accurate velocities (elastic constants) for migration in azimuthally isotropic
media for nonconverted qP-qP and converted qP-qSV waves. The Kirchhoff migra-
tion technique can be applied to nonconverted as well as to converted waves provided
a suitable velocity (elastic contant) model is obtained. For the qP-qP and converted
qP-qSV seismic sections, the method provided accurate images of the subsurface.
In the quasi compressional qP-qP case, we showed that, even with a weak to mod-
erate percentage of anisotropy, an isotropic migration algorithm cannot handle the
anisotropy properly. In a real data example from South Texas using converted qP-
qSV waves, our anisotropic migration scheme improved the delineation of a fault
plane and also the lateral continuity of the flat reflectors. The better delineation of
the fault structure (a target for oil exploration) and the sediments that surround it
will allow for a more effective exploration for hydrocarbons in the area. Accurate
imaging can be used to optimize well locations and can also assist in determining the
limits of possible reservoir sands.
With the advent of multicomponent seismology, anisotropy measurements have
become more quantitative. The development of an anisotropic Kirchhoff migration
algorithm allows for the processing of multicomponent data with an arbitrary geome-
try of sources and receivers. In addition, the proper handling of anisotropy, together
with the combination of converted and nonconverted waves, provides more geologi-
cal information for lithology discrimination as compared to conventional migration
algorithms. Mode converted P-SV reflections are easily detected with the normal
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offsets used in reflection seismology. Simultaneous acquisition of compressional and
shear seismic data is the primary advantage of P-SV reflection analysis. In addition,
compressional-wave sources are much more efficient than shear-wave sources, since it
is easier to vibrate the earth vertically than to shear the surface. Many shear sources
are difficult to couple with the surface. The shear-source problem is particularly
bad in regions of soft ground. Compressional sources are more readily available and
usually less damaging on the surface. Converted P-SV waves can be used to esti-
mate changes in lithology, porosity, pore fluid content, depth of burial and to detect
the presence of anisotropy. P-SV reflection velocity measurements have been used
to estimate lateral changes in the anisotropy of a formation that can be related to
changes in lithology (Justice et al., 1988). Anisotropy has little effect on P-wave data,
but strongly influences velocity estimates of shear and converted-wave data. While
the converted waves in the anisotropic Kirchhoff migration are considered to be sig-
nals resulting in enhanced migrated images, these waves in the conventional acoustic
Kirchhoff migration are treated as noise resulting in poorer migrated images subject
to misinterpretation.
In the case of complex geological situations, a more accurate Green's tensor will
be necessary. One promising technique is the paraxial Ray-Kirchhoff migration (Sena
and Toks6z, 1990). In this method, the Green's tensor can be computed accurately
by shooting a sufficiently dense fan of rays to cover the image area. This algorithm
combines the computational efficiency of the paraxial ray method with the general
handling of anisotropy. The usage of the paraxial ray tracing technique can also be
improved by using the radiation patterns for anisotropic media derived in Chapter 2
to take into account the source's directional radiation.
Currently, almost all processing techniques used to manipulate multicomponent
seismic data assume that the earth is isotropic. However, the earth is anisotropic
to some degree almost everywhere. Then, the question is how important will it be
to consider nonconventional anisotropic algorithms to handle the data. The effect
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of neglecting anisotropy on the processing of seismic data will depend on the type
and strength of the anisotropy. The extent to which data quality will improve by
considering anisotropic effects is difficult to quantify. Nevertheless, there are clues
to identify the importance of anisotropy in seismic data, such as: (1) the differences
between stacking velocities and vertical rms velocities as an implication of azimuthal
isotropy; and (2) nonhyperbolic moveout of a reflection event in a seismic section.
Determining the magnitude and type of anisotropy from multicomponent reflec-
tion data is still a complicated task. With this thesis I have given some steps to
understand the seismic behavior of anisotropic elastic materiales and the combined
effect of heterogeneity and anisotropy.
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Appendix A
Inversion of the
Wavenumber-Frequency Integral
We start with an inversion of the (k, w) integral of (2.20) into a corresponding ex-
pression in the (k, t) - domain.
In order to perform the inverse Fourier transform in w, we consider the integration
over the complex w - plane as indicated in Figure A-1, closing the contour in the
upper half-plane for t > 0.
From (2.20) we have in the (k, t) - domain
u(k,t) = - 8 m(n) dw e't J2(w) , (A.1)
873P m=1 
-00 w2 - [k Cm()] 2
where we have used the notation ui to denote different functions; emphasizing with
the arguments the corresponding domain.
Let I1 indicate the Principal Value of the integral over w. Using the contour shown
in Figure A-1 and the residue theorem we have
I1 = 2 Fj(-kC)e-'kcmt - F(kCm)e kCt] , (A.2)
2kC m
where we have assumed that F(w) is such that the integral around the semicircle in
the upper half-plane is zero as its radius approaches infinity.
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The displacement in the (k, t) - domain is then
S z 3 Ai ("kC.tA
ui(k,t) 6r 2 pk C Fj(-kCm)e-komt Fj(kCm)e . (A 3 )
In order to obtain the displacement in the space domain we perform the inverse
Fourier transform in k using spherical polar coordinates for the variables in k- space.
We have
u;,) 16 2 rn-i dQ j dk ke-'kif (Fj(-kCm)e-kCmt - Fj(kC)e'kcm
(A.4)
where dQ is the element of solid angle.
In performing the integration over the radial variable k let
j dk ke fl j(-kC)e-'kmt - Fj(kCm)elkCmt _
=j dk ke-'kCm(t+nf/Cm)Fj(-kCm) - f dk ke'kC(t-if/Cm)Fi(kCm) . (A.5)
12 EI3
Letting
s = Cmk, t' = t -Y -" n|/Cm ( A.6)
we can write for 13
I3 = C-2j ds s e"'Fj(s) = C-2 ds sH(s)e't'F (s) , (A.7)
where H(s) is the Heaviside step function.
Since (Ben-Menahem and Singh, 1981, p. 241)
] ds sH(s)e"' = , (A.8)
and
J ds ett'Fj(s) = F(t') , (A.9)
we may use the convolution theorem and obtain for 13
1 2 FLi r 100 00 Fj (r)I3 = f d (r ) dr . (A. 10)2,r C2 -x (t' - r )2 - 2C t' - t' I
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In order to solve the last integral we use the Cauchy's integral theorem. We
assume that F(r) is an analytical function on the complex r - plane and it is such
that the integral around a semicircular arc joining the real axis is zero as its radius
goes to infinity. Thus we can write
dr ,j" = 27rzFj(t'), (A.11)
-oo0 P - T-
and we obtain for 13
13 = -C F'(t) = zC; 2 Fj'(t - F -A/Cm) , (A.12)
where the prime on Fj' denotes the derivative of F with respect to its argument
evaluated at the retarded time t - F - /Cm.
In the same way we obtain for I2
I2 = -C; 2 Fj'(t + F /Cm). (A.13)
Therefore, we can write for the total displacement field in the (F, t) - domain
1 3
u;( F,t ) = 16r2 p j dQ A(m)C; 3 [F '(t + F -/Cm) - Fj'(t - F -/Cm)]
(A.14)
In order to separate the contributions of the outgoing and incoming waves we
write
u (r, t) = 1,2 [dG AjmC; 3 [H(f. A) + H(-F. )].
167r2p 10
[F '(t + F A/CM) - F'(t - F / A Cm)] , (A.15)
where we have used the fact that
H(F - A) + H(-F - A) = 1. (A.16)
Thus the total field can be written as
62 df2( 3 { [-H('- A)F'(t - F /OCm)+
189
+H(-i- A)Fj'(t + F. A/C.)] + [H( .h)F'(t + F - /M) - H(-- .)Fj'(t - . /C.)]}
(A.17)
Clearly, the contribution to the displacement field due to the outgoing waves is
1 r
16ir P rn-i
df Aj/"CC, [-H(F- A)F'(t - - /CM)+
+H(-fr -)Fj'(t + F. A/Cm)] . (A.18)
If we let in the second term of (A.18)
n - -n =
we obtain
I dQ A; "(A)C- 3()H(--. A)F'(t + F. A/CM) =
= - J dQ A/"(rn()C-;3 ( )H(- A)F(t - F A/Cm), (A.19)
where we have used the fact that A1/"n(A) is second order homogeneous in the mag-
nitude of n [Equation (2.10)].
Therefore, the final expression for the displacement for the outgoing waves is
u( ,t ) = - 8 2 Pm- dJ QA/"C, 3 H(F- A)F'(t - A/C) . (A.20)
The passage to the frequency domain is obtained via the inverse transform
This leads to
dt e-" Fj'(t - F - A/Cm) = 2nwFj(w)e-t ''1G"
u(F,w) = u4wFj(W)
87rp PM=1
d (m A") C- 3 H(F -A )e-''''f/1"'
Homogeneous and Inhomogeneous Waves
Let us consider the integration over the unit sphere in (A.22). Writing such integration
in cartesian coordinates we have
I = j di AC; ()C, 3 ()H(F. A)e-wi-fl/cm(fl)
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(A.21)
(A.22)
o - A;5m("0()C;3(^) ( -. A)-z
=J dn, dn A n f)H(f n exp { [xn, + yn, + z(1 - n - n2)1/2
-o -oo (1 n2 - n2)1/ Cm( )
(A.23)
In order to give Equation (A.23) a clearer meaning as a superposition of homoge-
neous and inhomogeneous waves we change the cartesian coordinates n,, ny to polar
coordinates A', 4 '
n. = A'COSO' A' > 0
n, = A'sin4', 0 0' < 2r, (A.24)
so that
, d' a' 2, ()^C;I = 10,02(1 1/2 J d'A((i)C-,;3()H(?. -)-
exp A'(xcos4' + ysin') + z(1 - A12)1/2} . (A.25)
C.(6
We now break the integration over A' into two parts, 0 < A' < 1 and A' > 1. In
the first part we let
A' = sinO' 0 < 0' < 7r/2, (A.26)
and
(1 - A'2)1/ 2 = cosO' , (A.27)
while in the second we set
A'= coshr, r > 0 forz > 0
r < 0 forz < 0, (A.28)
so that
(1- A' 2 )1/2 = -z sgn(z) sinhr . (A.29)
Therefore, we can write
= r/2 2rC
I = j sin0' d'] d4'Ajj(m()C; 3(n)H (? -)-
-exp Cr(6) [sin0'(xcos4' + ysin4') + zcos0'] +
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oo 2r+zsgn(z) 0cos hr- dr-1 d4'A;/")A)C;;()H(r. n)
exp - )sinhr exp [C(A) coshr(xcosb'+ ysin')] . (A.30)
ICm (h) Cm(n
The first term in (A.30) can be interpreted as a surface integral
L d'A;)()C- 3()H(in)exp { CA)[sin'(xcos4'+ ysin4') + zcos0']}
(A.31)
where S is the upper hemisphere of the unit sphere and df' = sinO'dO'd' (0 <
<'  2i, 0 < 0' < 7r/2) is the element of solid angle. Therefore, this term can be
thought of as a superposition of homogeneous plane waves propagating with velocity
CM(A), in directions ii = (cos .i + sinq' y)sin0' + cosO' s.
The second term in (A.30) can be interpreted as a superposition of inhomogeneous
plane waves propagating horizontally with velocity Cm(n)/coshr, in directions n =
cosq' X + sinq'# (0 < 0' < 27r), and with exponentially decaying amplitudes in the
z direction. The integrals in (A.30) can be rewritten in a more compact form by
introducing the complex angles 0' = r/2 ± zr (r > 0) for the inhomogeneous plane
waves.
If we denote
c [ /2± (A.32)
to be the integral on the contour
C+ = {0 < 0' < r/2} U {0' = r/2 ± zr, (r > 0)}, (A.33)
we can write for the Green's tensor the equivalent expression
Gi (r',w) = 8x d4'J d0'sin0' A;") A)C;;()H(r-- 6 ).87r P 2 r= C
exp [sin0'(xcos4'+ ysinO') + zcos0'] . (A.34)
Note that the contour specified in (A.33) is equivalent to the Weyl contour {0 <
0' < r/2} U {0' = 7r/2 ± zr, (r > 0)} specified in Figure 2-1.
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(wO) a-plane
+kCm Re (co)
Figure A-1: Path of integration in the complex w plane used to perform the inverse
Fourier transform of the displacement field.
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Appendix B
Differential Geometry of the
Slowness Surface
Some differentio-geometrical properties of the slowness surface are needed for the
evaluation of the Green's tensor. Let the position vector of a point on the slowness
surface be parameterized as
si = R(O, )sin 0 cos ,
32 = R(O, 4)sin 0 sin 4, (B.1)
S3 = R(O,4)cos0
with 0 < 0 < r, 0 < < 27r.
From (2.32) we have
1
I31 Cm (B.2)
where Cm is the phase velocity of type-m waves. It then follows from (B.1) and (B.2)
that
R(, (B.3)
We shall omit the subscript m in R(O, 4) for convenience but it is understood that
the function R(O, 4) will be different depending on the sheet of the slowness surface
under discussion.
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We now evaluate the two vectors L and -L which lie in the tangent plane. We
obtain
a- , OR+
ao Toer+ Re-o
and
- , + Rsin68^.
o edr
The slowness surface normal is then obtained from (Struik, 1961)
(B.4)
(B.5)
- asN = x OR.-R R sin&,. - -sin(ft 09
From (B.6), the surface element on the slowness surface can be easily evaluated (see
(2.37))
do- = INIdd =>
=>, do- = 2 sin 20 1+( I R 2 1 R )2 1/2R 8 (R 84 I ddo . (B.7)
Another important quantity in evaluating the Green's tensor is the group velocity.
We obtain it by differentiation of the phase velocity of type-m waves
Cm 1 0Cm
m .+ o sin 4 (B.8)
Its magnitude takes the form
Wm(0, 4) = C 2 + 50 +
sin2 9
SCm 21 (B.9)
or, in terms of R(0, 4),
Wm(, 4) = 1 R2 + OR 
2
-
1
+ s 2 o
sin~g
( OR 2
00) (B.10)
From (B.6) and (B.8), we also find
sin = (M) (B.11)
as expected, since the group velocity vector is normal to the slowness surface.
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(B.6)OR0 o - 70 eq
Finally, we give the necessary expressions for the evaluation of the Gaussian cur-
vature. We start with the first and second fundamental forms of the slowness surface
(Struik, 1961)
I = E(d6) 2 +2Fd~d4 +G(d4) 2 =ds-ds,
II = e(d) 2 +2fd~d4+g(d )2=--ds-.N,
(B.12)
(B.13)
where
E = -,
Og og
F = -s,
G - s a -
f = . #
a 2g -
__NOO0 2
a2g -#
g=- .g=-aN2
(B.14)
(B.15)
(B.16)
(B.17)
(B.18)
(B.19)
The Gaussian curvature is then given by
K= _eg f 2
EG-F 2
(B.20)
The second derivatives needed in (B.17)-(B.19) can be evaluated using our general
parameterization
OR .
+ 2- e,
a
2 R OR,0 (R.
-a 0 &r+- &o+ e (sin9+
R sin2 ) ,
Rc o,) A
- R sin 0 cos OiO4 OR+ 2 sin &4 ,.
0q
Thus, we have
E= R 2E - o
(92 R
-90
a2 g
02g
82g
a02 (02R
(B.21)
(B.22)
(B.23)
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(B.24)
RA,
DR 8R
RsinO
F = AI
G e- 
-
Rsin 0
R sin 0f= -g|N\
Rsin6
g = -
|N|
+ R2 sin 2 0 ,
a 2 R(82R
(2R
~ R)
- ctgo )
- Rsin2 9+
-2 ,
'99 0q0
-sin 0 cos0gg -2 -194
R
IR
R
Substituting (B.24)-(B.29) into (B.20), the Gaussian curvature of the slowness surface
can be evaluated for the general case.
The results in this appendix can be used to evaluate the Green's tensor in the case
of general anisotropy provided a suitable expression of the phase velocity is obtained.
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(B.25)
(B.26)
(B.27)
(B.28)
(B.29)
-2 (OR\2-
- 2
Appendix C
Green's Tensor in an Anisotropic
Half-Space: Horizontal Axis of
Symmetry
In this case the normal to the free boundary is perpendicular to the axis of symmetry
(z-direction). We assume without loss of generality that the medium occupies the
region y > 0. The configuration is shown in Figure C-1.
Due to the lack of azimuthal symmetry, we consider the representation of the
potentials T and g as Fourier integrals instead of Hankel transforms. It was shown
by Ben-Menahem and Sena (1990a) that
g(x,y,z) = 1 dadf3d? e-i[aX+O(y-o)+jZ] , (C.1)87r3  i-oo h(a, #, y; w)
where the source is located on the y-axis at y = yo > 0 and
h(a, , -y; w) = a4(a + o2) + a5 2 _ W2 . (C.2)
Similarly, for the potential T:
T(x, y, z) = 1 3 dadd? e-[lx+(yyo)+,z), (C.3)87rs 
_oo Y(a, , -y; w)
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with
Y(c, /, y; w) = [a5 2+a1 (a2 +2) _W2][a5(a 2+#' 2)+a272 _W2] -a2y 2(a 2+02) . (C.4)
Next, we reduce by one dimension the integrals in (C.1) and (C.3), using a contour
in the complex #-plane consisting of the real axis together with a large semicircle in
the lower half-plane. The contributions from this semicircle are vanishingly small by
Jordan's lemma.
Let / = tir(a, 7) be the two roots of h(a, /, -y; w) = 0 and / = tiS 1 (ar), ±iS2(a, ^)
be the four roots of Y(a,3, y; w) = 0. We assume that r(a, 7), Si(a,f) and S2(a,7)
are the real and negative roots or complex with negative real part of the equations
a4 r2 = a4a2 + a5 -2 _ W2 , (C.5)
and
a1 a5 (S 2 _ a2) 2 - H(S2 - a 2 ) + (a 27 2 _ w2 )(a5 ,Y2 - W2 ) = 0 , (C.6)
with
H= a5 (asy 2 _ O2 ) + a1 (a27_2 _ W2 ) - a2y 2 . (C.7)
Replacing the integration with respect to # in (C.1) and (C.3) by the contributions
from the appropriate poles, the particular solution for T and g can be written as
9,(xI y, z)
IP (,(y, z)
= dad7o +-yaz+)+rdy-yo) ,
4r2 
_oo (aOhjO=i,.)
- 2 'J dad7 ---i() X+,z)+S(Y-Yo)47r - - (Ba Yle=isj) )
(C.8)
(C.9)
To the particular solutions (C.8) and (C.9) we must add the corresponding homoge-
neous solutions
9h(x, y, z)
Th(Xz, z)
-
f JJ A(a, y)e-i(CX+z)+-(Y-YO)
2 J (
= r 0 Bj(a, J) e-i(aX+,Yz)+sj(Y-YO)j=1
(C.10)
(C.11)
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where A(a, -f), Bi(a,y) and B 2(a, y) are such that the boundary conditions are met.
These are given by
+_+ U (C. 12)T ( I) . 4, = 0 ,(.2
on the free surface, y = 0. For a force in the y-direction (normal to the free surface)
we can write the boundary conditions (C.12) in terms of the potentials T = Th + T,
and g = gp + gh as
a2 0"2 _ q2.13)
-22L1T + 8g-8g = 0 ,(C.3
- 9[a1 L1 + a3(a3 - a5)4 ]x + a3 0g = 0 , (C.14)
- 2a2&(L 1 + a3a,) T + ag= 0, (C.15)
where L1 is the operator given in (3.41).
Letting
d 3  [as(Sj - a2 ) - a2 7y2 + w2 ]S2 , (C.16)
ej = a3(as- a , (C.17)
f = a3 S , (C.18)
-2 di )+ 
(0Y I=Zs1) (OPYlP=is2)]
aid1 - ei aid2 - 2
q2 - (aI&=is) + (aYlp=iS2)]
q3 -2 di + fi d2 +f2
aOpYIO=is,) '(a,3YIO=is2 )
a2 + r 2
(aphlo=i,.)'
a3a2
(aghIo=ir) '
a 2
(aOhj=i.r)
(C.19)
(C.20)
(C.21)
the system of equations derived from (C.13)-(C.15) can be cast in the form
2d1B1 + 2d2B2 + (a2 + r2 )A = q1 ,
(aidi - ei)B1 + (aid2 - e2)B 2 + a3a 2A = q2
2(di + fi)B1 + 2(d2 + f 2 )B2 + a2 A = q3 -
(C.22)
From (C.22) we obtain the required coefficients A(a, y), Bi(a,7) and B 2(a,7). This
system of equations cannot be simplified any further and its solutions must be ob-
tained numerically.
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The resulting double integrals can be evaluated asymptotically, for instance, using
the stationary phase approximation (Lighthill, 1960; Buchwald, 1961). Then, by
considering the expressions (3.65) and (2.69) for the P-SV and SH parts of the Green's
tensor respectively, we can estimate it at the far-field:
1Gp.-sv~~ -- 25[a1 + as5a + w2], + a3 (ed 2 + e28A)ci2I
P
- dA &A[asOA + a2Of + W2]1} , (C.23)
and
GSH~- 4Zcg. (C.24)
Additionally, by performing a simple rotation of 90 about the x-axis such that the
new axes (x', y', z') are
y= -z, (C.25)
zI =y,
with the corresponding changes in the elastic constants, we can see that the new
system of reference is compatible with the one indicated in Figure 3-2. In the new
system, the axis of symmetry is horizontal and is parallel to the free surface; this
configuration enables one to model azimuthal anisotropy.
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FREE SURFACE
(Y=O)
HALF-SPACE ( Y >- 0)
Figure C-1: Geometry of the azimuthally-isotropic half-space (y > 0). The medium's
axis of symmetry (z = 0) is parallel to the free surface (y = 0).
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Appendix D
Velocities Ve, V and Vh for a Single
Anisotropic Layer
From the expressions of the coefficients co, ci and c2 of the group velocity equations,
we can write the explicit formulas for the vertical velocity V,, the skew moveout
velocity Vy and the horizontal moveout velocity Vh for a single azimuthally isotropic
and anisotropic layer via the relations (4.25)-(4.27).
D.1 Azimuthal Isotropy
Quasi-P Motion:
V2  2 (D.1)
p
V2 =a2(1 +26), (D.2)
V 2 =21( + 2E) - c".(D.3)P
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Quasi-SV Motion:
V2 = #2 C44P
V =# 1+
2
2 a
(- 3)],
(D.4)
(D.5)
(D.6)v-C 44
SH Motion:
(D.7)
V 2 2 C44v P
V/2V2 ~66
h P
D.2 Azimuthal Anisotropy
Quasi-P Motion:
V2 = ,
P
(D.8)
(D.9)
V_ = a 1 + 2
V2 =2 a1 + 2 sin2( p
c sin 2 (<p -- ) - 2(e
- 4) e sin2(< 
-0)
(D.10)
(D.11)
- 6) cos2( - )
+ 6 Cos2p 
-%)0.
Quasi-SV Motion:
V 2 = ,2 j44
i\2
(c - 6) cos 2(p 
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(D.12)
(D.13)V 0 # 1 + 2
2V = [02 1+2 e - 6) sin 2 ( - ) cos 2 (p -) (D.14)
#0
SH Motion:
V2 = , (D.15)
P
V2 = V = 02 [1 + 2- sin 2 (< - (D.16)
The above expressions will be used as the interval velocities in the inversion proce-
dure and will enable us to estimate the five elastic constants along with the orientation
of the horizontal axis of symmetry in the case of azimuthal anisotropy.
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Appendix E
Traveltime-Offset Relation for
Multilayered Azimuthally
Anisotropic and Isotropic Media
For multilayered media, the velocitiesV, V, and Vh describe cumulative average
properties induced by the velocity heterogeneity and anisotropy of the media. We
now quantify this statement by obtaining analytical expressions of these velocities in
terms of the elastic parameters of the medium.
In Figure E-1 we show a coordinate system with the Z-axis vertically down-
ward and a horizontal X-axis. By geometrical construction of the raypaths, we can
compute the traveltime for a given ray traversing n horizontal layers, from source to
receiver, by using Snell's law. Here we use an alternative method based on Fermat's
principle of least time.
Let the thicknesses of the n layers be di, d2 ,..., d,. In Figure E-2 we show the
downward traveling ray segment in the kth layer. We assume that its length is Pk, with
horizontal component Xk, and angle to the vertical 0 k. The total two-way traveltime
is
206
nt = 2 k
k=1 Vk
where
p2 =d + X,
and the group velocity Vk(Ok) for the kth layer is, from (4.14),
VC;2(0k) = C (k) + (k) sin 2 Ok + C(k) sin 0Gk.
The total offset is given by
n
X = 2 ZxXk.
k=1
From Figure E-2 we can see that
Xk
sin~s= .
Pk
Thus, the traveltime equation can be written as
n
k=1
( 2(k) Xk +
Pk
4
(k) Xk 
.C2  k
\Pk/
According to Fermat's principle, we impose that the traveltime expression (E.6) be
a minimum, subject to the constraint given in (E.4). Thus, the minimum traveltime
in (E.6) subject to (E.4) is given by the system
a (t - AX) = 0
axm
2Z xk = X,
k=1
(E.7)
(E.8)
where A is a Lagrangian multiplier.
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(E.1)
(E.2)
(E.3)
(E.4)
(E.5)
(E.6)
In the regime of seismic reflection profiling we can assume that d L pk, k =
1,... , n (i.e., for offsets smaller than the depth of the reflector under consideration).
Thus, in this regime we obtain from equations (E.6)-(E.8)
1Y = [ dk (E.9)
and
X =2 YkX = 2ZE lY k (E.10)
where
Yk= 2A2(k) {[c() (k)1 2  2k) + (A2c) [4 +k c 2
Expressions (E.9) and (E.10) are the parametric equations of
offset with A as parameter, respectively. In the isotropic case they
given by Taner and Koehler (1969).
Now we assume that a traveltime-offset expansion of the form
2 - 4 A4c k).}
(E.11)
the traveltime and
reduce to the form
(E.12)
exists, where the right hand side is an infinite series with coefficients C, which
depend on the elastic constants and thicknesses. In order to obtain these coefficients,
we follow Taner and Koehler (1969). The idea is to express t2, X 2, X 4, X 6 ,..., as
a power series in A2 from expressions (E.9) and (E.10). Then substitute these series
into (E.12) and equate the coefficients of like powers of A, thus getting a system of
equations that can be solved iteratively for C1, C2, C3,.... In doing so, we find for
the traveltime expansion, after some lengthy but straightforward algebra,
t = E 7mA 2m-2
m=1
(E.13)
with
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t2 = C1 +C2X2 + CX4 +C4X6 +---.
yi=2Z (k)d71 = 2 E 1 dk,
k=-1
Y2 =V o (k) dk (k),
k=1 Ck +Cl
kd4c (k)(k) + 3 [(k) + 2
4 [ +k) (
etc.
For the offset expansion we obtain
X = E bmA
2 m-1
m=1
.() dkb 1 = 2 d (k)
k=1 CO + C1
(k) dkb2 = q C
k=1 C1 +
4c (k)(k) +3 2[k) + k) 2
4 [(k) + (k)
etc.
From (E.13) we obtain (Gradshteyn and Ryzhik, 1980)
00
2 = E AmA2m-2,
m=1
with
Am = 717m + 727m-1 + - - - + 7Ym71; m = 1, 2,3, ---
209
n
73 = E
k=1
(E.14)
with
(E.15)
n
b3= (k)d
k=1
(E.16)
(E.17)
(E.18)
and from (E.15)
oo
X21= A 21 Z BmiA2m- 2;
m=1
Bmi = bibm + b2 bm-1 +- + bmbi;
1, 2 3,. .. ,
m = 1, 2,3, .--
Bm = B.,i_1 Bu+Bm-1 ,l-B 21+ - -+B1,_1Bmi; m = 1, 2, 3,... =2, 3,4, ...
(E.21)
Substituting (E.17) and (E.19) into equation (E.12) and equating coefficients we
obtain recursively
C1= 7 ,
C2 = 27
(E.22)
(E.23)
C3 = 27173 + 72 - 4717 2b2/b1 (E.24)
etc.
From (E.14), (E.16), and (4.25)-(4.27) we can finally write the coefficients C, in
terms of the interval parameters. We find for the first three coefficients
n 2
C1 2 E it
k=1
=T2, (E.25)
and
1
C3 = T 3V8
0 .YRMS
C2 = 1 tk 
1
k=1 tkV2 VRMS
t kVk 4 (- (1 1±
Vv~ Th -k +
210
where
(E.19)
(E.20)
(E.26)
1
-TOVyR (E.27)
where
tk dk (E.28)
Vk
is the one-way vertical traveltime in the kth layer, To is the total two-way vertical
traveltime through the stack of n layers
TO = 2 E tk, (E.29)
k=1
and we have introduced the velocity V-YRMS as the root mean square skew velocity.
In the particularly simple case of elliptical anisotropy we have that Vyk = V,, and
the expressions (E.25)-(E.27) reduce to those given by Banik (1984).
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Z1
Z2
Figure E-1: Cross-section of the multilayered azimuthally anisotropic and isotropic
medium.
212
dk
'% Z=Zk
Xk "00]
Figure E-2: Diagram of the downward traveling ray segment in the kth layer of a
multilayered azimuthally anisotropic and isotropic medium.
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