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UN SCINDAGE DU MORPHISME DE FROBENIUS QUANTIQUE*
MICHEL GROS ET MASAHARU KANEDA
Re´sume´. Nous montrons que le morphisme de Frobenius quantique construit par Lusztig dans
le cadre des alge`bres enveloppantes quantiques UB spe´cialise´es en une racine de l’unite´ admet un
scindage multiplicatif (non unitaire). Nous utilisons pour ce faire une base de la partie torique de
la petite alge`bre quantique constitue´e d’idempotents orthogonaux deux a` deux et de somme 1 et
faisons de meˆme dans le cas “modulaire” pour l’alge`bre des distributions d’un groupe alge´brique
semi-simple.
We show that the quantum Frobenius morphism constructed by Lusztig in the setting of the
quantum enveloping algebra UB specialized at a root of unity admits a multiplicative splitting
(non unital). We construct the splitting using a basis of the toral part of the small quantum
algebra consisting of pairwise orthogonal idempotents summing up to 1, and likewise in the
modular case of the algebra of distributions for a semisimple algebraic group.
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1. Introduction
1.1. Soient A une matrice de Cartan ℓ× ℓ de type fini, A = Z[v, v−1] l’anneau des polynoˆmes de
Laurent en l’inde´termine´e v, et U la A-forme (i.e. avec “puissances divise´es”) de l’alge`bre quantique
associe´e a` A. Soit maintenant l > 1 un entier premier avec tous les coefficients de A. Soient B le
quotient de Z[ 12 ][v] par l’ide´al engendre´ par le l-ie`me polynoˆme cyclotomique Φl, q l’image de v dans
B, et UB = U ⊗A B. Soient enfin U la Z-forme de Kostant de l’alge`bre enveloppante universelle
associe´e a` A, et UB = U ⊗Z B. Lusztig a e´tabli dans [15, 8.10] l’existence d’un morphisme de
Frobenius quantique Fr : UB → UB, qui, lorsque l est premier et note´ alors p, est un rele`vement du
morphisme de Frobenius usuel sur l’alge`bre des distributions correspondante sur le corps premier
Fp a` p e´le´ments. Nous construisons dans cet article un homomorphisme non unife`re d’alge`bres ([4,
III. §1, 1]) φ : UB → UB scindant (cf. 1.5) le morphisme Fr et relevant, en un sens qu’on pre´cisera
(4.7), le scindage du Frobenius usuel construit dans [6, Thm. 1.3].
* supported in part by JSPS Grants in Aid for Scientific Research 23540023.
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1.2. Dans une situation similaire mais avec toutefois des hypothe`ses diffe´rentes sur l (cf. [12, §2
]), adaptant donc en conse´quence les notations pre´ce´dentes, rappelons que Littelmann a de´fini
a` l’aide de [12, Thm 1] la contraction d’un UB-module de Weyl dans le but de comple´ter son
programme visant a` e´tablir une the´orie de “monoˆmes standards” pour les UB-modules de Weyl
duaux. Il utilise simplement pour ce faire un certain scindage sur la seule partie nilpotente de UB.
Le prolongement na¨ıf de son scindage a` tout UB s’ave`re ne pas eˆtre multiplicatif. Ne´anmmoins,
revenant a` nos hypothe`ses 1.1, reprenant sa construction et faisant intervenir en plus une mesure
involutive invariante de la partie torique de la sous-alge`bre infinite´simale de UB, un miracle analogue
a` celui du cas modulaire [6] nous permet de construire un prolongement multiplicatif . On est
alors en mesure de contracter n’importe quel UB-module pour en faire un UB-module. Si bien
suˆr on ne s’inte´resse qu’aux UB-modules ayant une de´composition suivant leurs poids, on dispose
[18, Prop. 3.4] de´ja` d’une fac¸on de les contracter : il suffit d’interpre´ter ces modules comme des
modules unitaires (“unital modules”) sur l’alge`bre quantique modifie´e pour laquelle un scindage
du Frobenius est de´fini dans loc. cit. (et ce, sans meˆme la restriction sur l ci-dessus).
1.3. Pour e´noncer plus pre´cise´ment notre re´sultat principal, notons Q(v) (resp. Q(q)) le corps
de fractions de A (resp. B) et UQ(v) l’alge`bre quantique associe´e a` A = [(aij)] sur Q(v) avec ses
ge´ne´rateurs standards Ei,Ki, Fi, i ∈ [1, ℓ]. Soient di ∈ {1, 2, 3}, i ∈ [1, ℓ], tels que la matrice [(diaij)]
soit syme´trique, et vi = v
di . Pour tous i ∈ [1, ℓ] et n ∈ N posons [n]!i =
vni −v
n
i
vi−v
−1
i
, E
(n)
i =
Eni
[n]!i
, F
(n)
i =
Fni
[n]!i
. Alors, U est simplement la A-sous-alge`bre de UQ(v) engendre´e par les E
(n)
i , F
(n)
i ,Ki,K
−1
i , i ∈
[1, ℓ], n ∈ N. Soient e´galement Xi, Yi, i ∈ [1, ℓ], les ge´ne´rateurs standards de l’alge`bre enveloppante
universelle UQ(q) associe´e a` A sur Q(q). Si X
(n)
i =
Xni
n! et Y
(n)
i =
Y ni
n! , i ∈ [1, ℓ], n ∈ N, UB est la
B-sous-alge`bre de UQ(q) engendre´e par les X
(n)
i et Y
(n)
i , pour i ∈ [1, ℓ] et n ∈ N. Le morphisme
de Frobenius introduit par Lusztig (strictement dit, Lusztig travaille dans [15] au-dessus de Z[v]
modulo l’ide´al engendre´ par Φl)
(1.3.1) Fr : UB → UB
est alors de´fini, pour tous i ∈ [1, ℓ], n ∈ N, par
(1.3.2) E
(n)
i 7→
{
X
(n
l
)
i si l|n
0 sinon
, F
(n)
i 7→
{
Y
(n
l
)
i si l|n
0 sinon
, K±1i 7→ 1.
1.4. Si U±B de´signe la B-sous-alge`bre de UB engendre´e par les X
(n)
i (resp. Y
(n)
i ), pour i ∈ [1, ℓ] et
n ∈ N, Lusztig de´finit [15, 8.6] un scindage Fr′± de Fr |U±B par X
(n)
i 7→ E
(nl)
i (resp. Y
(n)
i 7→ F
(nl)
i )
pour tous i ∈ [1, ℓ] et n ∈ N. Si U≥0B (resp. U
≤0
B ) de´signe la B-sous-alge`bre de UQ(q) engendre´e par
U±B et par les
(
Hi
n
)
= Hi(Hi−1)...(Hi−n+1)
n! , i ∈ [1, ℓ], n ∈ N, Kumar et Littelmann [11, Thm. 1.2]
prolongent ensuite Fr′± a`U≥0B etU
≤0
B , mais au prix du passage au quotient (lequel est indispensable
pour conserver la multiplicativite´) par l’ide´al (K li − 1 | i ∈ [1, ℓ]). Si l’on introduit maintenant pour
i ∈ [1, ℓ]
(1.4.1) κi0 =
1
2l
2l−1∑
j=0
Kji ∈ UQ(v) ; κ = κ10 . . . κℓ0,
il s’ave`re que κ appartient en fait a` UB et est l’unique idempotent non trivial de la B-sous-alge`bre
u0B de UB engendre´e par lesKi, i ∈ [1, ℓ], a` eˆtre invariant sous l’action naturelle a` gauche, autrement
dit : κ ∈ {x ∈ u0B | yx = ε(y)x pour tout y ∈ u
0
B} (avec ε la cou¨nite´ de u
0
B). Cet e´le´ment κ apparait
donc comme la variante quantique de la mesure invariante µ0, introduite dans [6, 1.3], sur le noyau
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de Frobenius d’un tore maximal du groupe alge´brique semi-simple G sur Fp correspondant. On
peut alors e´noncer le
The´ore`me 1.5. (i) Il existe un unique homomorphisme (non unife`re) de B-alge`bres
(1.5.1) φ : UB → UB
tel que X
(n)
i 7→ E
(nl)
i κ, Y
(n)
i 7→ F
(nl)
i κ pour tous i ∈ [1, ℓ] et n ∈ N.
(ii) L’application φ se factorise a` travers le facteur direct κUBκ de UB en un homomorphisme
unife`re de B-alge`bres. On a Fr ◦ φ = idUB .
La de´monstration dont nous disposons est tout a` fait terre-a`-terre. Elle nous a semble´ ne´anmmoins
me´rite´e d’eˆtre donne´e, le re´sultat sugge´rant par exemple une alternative a` l’emploi des alge`bres
quantiques modife´es pour certaines applications. L’article est structure´ en trois grandes parties.
Nous traitons tout d’abord en de´tail (§2 et §3) le cas de l’alge`bre sl2 en montrant l’inte´gralite´ de
κ = κ10 ainsi que de quelques autres idempotents utiles pour la suite et en e´tablissant l’existence
du scindage φ. Nous en de´duisons l’existence de de´compositions associe´es de UB. La seconde partie
(section 4) est d’un inte´reˆt assez largement inde´pendant. Les idempotents qui sont naturellement
apparus lors la de´monstration de 1.5 invitent a` revenir sur leurs analogues modulaires et leurs
ge´ne´ralisations (lesquelles sont spe´cifiques la caracte´ristique p > 0). Nous montrons comment ils
permettent de de´crire pre´cise´ment (cf. Prop. 2.13, Prop. 4.16) plusieurs des alge`bres apparaissant
dans ce travail et aussi, comment dans le cas modulaire on peut obtenir une nouvelle preuve de
l’existence (cf. Thm 4.22) d’un scindage du morphisme de Frobenius obtenu pre´ce´demment dans
[5]. Enfin, dans la dernie`re partie (§5 et §6), nous expliquons les ame´nagements, essentiellement
typographiques, a` apporter pour traiter le cas ge´ne´ral du the´ore`me 1.5 et terminons par quelques
corollaires laissant d’autres applications pour un travail ulte´rieur.
Le premier auteur (M.G.) remercie tre`s since`rement le second (M.K.) pour son ge´ne´reux accueil
lors de son se´jour en mai 2012 a` l’Universite´ de la Ville d’Osaka (OCU) ayant rendu possible ce
travail ainsi que le de´partement de mathe´matiques pour l’atmosphe`re stimulante dans laquelle il a
e´te´ effectue´. Apre`s une premie`re re´daction de ce travail, nous avons pu be´ne´ficier d’un commentaire
lumineux de Yoshihisa Saito sur celle-ci nous conduisant a` repenser et simplifier conside´rablement
certaines de´monstrations des §2 et §3 : nous lui adressons nos remerciements les plus chaleureux.
Nous remercions e´galement H.H. Andersen d’avoir attire´ notre attention sur [19].
2. Le cas sl2 : sur l’inte´gralite´ de quelques idempotents
2.1. On se place ici dans le cas ℓ = 1,A = (2) et l est par conse´quent un nombre impair quelconque.
Rappelons qu’on a (avec un alle`gement de notations e´vident) dans UB les relations
(2.1.1) KE = q2EK ; KF = q−2FK ; [E,F ] =
K −K−1
q − q−1
.
et qu’on note, pour c ∈ Z, m ∈ N
(2.1.2)
[
K; c
m
]
=
m∏
h=1
Kvc−h+1 −K−1v−(c−h+1)
vh − v−h
∈ UQ(v).
Cet e´le´ment appartient en fait a` U et nous noterons par le meˆme symbole son image dans UB.
Nous poserons aussi simplement
(2.1.3)
[
K
m
]
=
[
K; 0
m
]
∈ UB.
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Notons
(2.1.4) Uq = UB ⊗B Q(q) ; u0q = u
0
B ⊗B Q(q) = Q(q)[K].
Pour toute la suite de ce travail, nous noterons q
1
2 = −q−
l−1
2 ∈ B qui est une une racine primitive
2l-ie`me de 1.
Posons, pour n ∈ Z,
(2.1.5) κn =
1
2l
2l−1∑
i=0
q
−ni
2 Ki ∈ Uq
On a de manie`re e´vidente κ0 = κ (1.4.1) et κn = κm si n ≡ m mod 2l.
On ve´rifie imme´diatement a` l’aide de la relation K2l = 1 que
(2.1.6) Kκn = q
n
2 κn.
Il s’ensuit que les κn pour n ∈ [0, 2l[, appartenant a` des sous-espaces propres deux-a`-deux distincts
pour l’action de K, forment une base du Q(q)-espace vectoriel, u0q. De plus, comme les Q(q)κn
pour n ∈ [0, 2l[ sont des ide´aux deux-a`-deux distincts de u0q, les κn doivent eˆtre orthogonaux entre
eux lorsqu’ils sont distincts :
(2.1.7) κiκj = 0
pour tout i 6= j.
Enfin, utilisant de nouveau que K2l = 1, on ve´rifie que chaque κn est un idempotent et que l’on
a donc
(2.1.8) 1 =
2l−1∑
n=0
κn.
Lemme 2.2. On a
(2.2.1) κ0 =
1
2
.{
l−1∑
i=0
(−1)i
[
K
i
]
(qi + q−iK)} ∈ u0B.
Rappelons (cf. par exemple [14], preuve de Prop. 2.14 ) d’abord qu’on a, pour tout i ≥ 0, la
relation
(2.2.2) K2
[
K
i
]
= qi(qi+1 − q−i−1)K
[
K
i+ 1
]
+ q2i
[
K
i
]
.
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On en de´duit que
K(
1
2
.{
l−1∑
i=0
(−1)i
[
K
i
]
(qi + q−iK)}) =
1
2
.{
l−1∑
i=0
(−1)i
[
K
i
]
(qiK + q−iK2)}(2.2.3)
=
1
2
l−1∑
i=0
(−1)i{
[
K
i
]
qiK + q−i(qi(qi+1 − q−i−1)K
[
K
i+ 1
]
+ q2i
[
K
i
]
)} par (2.2.2)
=
1
2
l−1∑
i=0
(−1)i(
[
K
i
]
qiK + (qi+1 − q−i−1)K
[
K
i+ 1
]
+ qi
[
K
i
]
)
=
1
2
{
l−1∑
i=0
(−1)i
[
K
i
]
(qi + q−iK)}+ (ql − q−l)K
[
K
l
]
=
1
2
l−1∑
i=0
(−1)i
[
K
i
]
(qi + q−iK).
Graˆce a` (2.1.6), on obtient donc que 12
∑l−1
i=0(−1)
i
[
K
i
]
(qi + q−iK) ∈ Q(q)×κ0. Posons main-
tenant κ = κ0 et κ
′ = 12
∑l−1
i=0(−1)
i
[
K
i
]
(qi + q−iK). Pour voir que κ′ = κ, il suffit, puisque
κ′ ∈ Q(q)κ, de voir que κ′κ = κ. Si l’on e´crit κ′ = λκ, on a κ′κ = λκ. Mais l’on sait que Kκ = κ.
Comme (2.1.2)
[
K
i
]
=
∏i
s=1
Kq−s+1−K−1qs−1
qs−q−s , on a donc
κ′κ =
1
2
l−1∑
i=0
(−1)i
[
K
i
]
(qi + q−iK)κ =
1
2
l−1∑
i=0
(−1)i
[
K
i
]
(qi + q−i)κ(2.2.4)
=
1
2
l−1∑
i=0
(−1)i(qi + q−i)
i∏
s=1
Kq−s+1 −K−1qs−1
qs − q−s
κ
=
1
2
l−1∑
i=0
(−1)i(qi + q−i)
i∏
s=1
q−s+1 − qs−1
qs − q−s
κ = κ,
comme voulu.
2.3. Pour la suite, il est commode d’introduire, pour n ∈ Z,
(2.3.1) κ′n = κ2n =
1
2l
2l−1∑
i=0
q−niKi ∈ Uq.
On a clairement κ′n = κ
′
m si n ≡ m mod l et l’on e´tend donc la notation κ
′
n au cas ou` n ∈ Z/l.
Proposition 2.4. On a, pour tout n ∈ Z,
(2.4.1) κ2n = κ
′
n =
1
2
l−1∑
i=0
(−1)i
[
K;−n
i
]
(qi + q−i−nK) ∈ u0B.
Comme κ′n ne de´pend que de la re´duction modulo l de n, on peut se limiter a` e´tablir la formule
lorsque n est pair. Tout d’abord, on de´duit imme´diatement de la relation KF = q−2FK (2.1.1) la
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relation de commutation
(2.4.2) F (n).κ′2n = κ.F
(n).
On e´crit alors
F (n).κ′2n = κ.F
(n) = (
1
2
.{
l−1∑
i=0
(−1)i
[
K
i
]
(qi + q−iK)}).F (n)
=
1
2
{
l−1∑
i=0
(−1)i
[
K
i
]
F (n)(qi + q−iq−2nK)} en utilisant (2.1.1)
= F (n)
1
2
{
l−1∑
i=0
(−1)i
[
K;−2n
i
]
(qi + q−i−2nK)} par [13, 4.1.c],
(2.4.3)
on doit donc avoir κ′2n =
1
2{
∑l−1
i=0(−1)
i
[
K;−2n
i
]
(qi + q−i−2nK)}.
2.5. On va aussi e´tablir l’inte´gralite´ de κn lorsque n est impair. Pour cela, soit ˜ l’automorphisme
de U ([13, 4.6]) tel que E 7→ −E,F 7→ F and K 7→ −K.
Lemme 2.6. Pour tout n ∈ Z, on a
(2.6.1) κ˜′n =
1
2
l−1∑
i=0
[
K;−n
i
]
(qi − q−i−nK) ∈ u0B.
Il suffit d’appliquer la transformation de K en −K dans (2.4.1) et de remarquer que celle-ci
transforme
[
K;−n
i
]
en
[
K;−n
i
]
pour i pair et en −
[
K;−n
i
]
pour i impair.
2.7. Dans la proposition suivante, n2 de´signe l’unique e´le´ment de Z/l dont le double est la classe
de n dans Z/l.
Proposition 2.8. (i) On a
(2.8.1) κn =
{
κ′n
2
si n est pair
κ˜′n
2
si n est impair.
et par conse´quent κn ∈ u
0
B pour tout n ∈ Z (ou tout n ∈ Z/l).
(ii) On a
(2.8.2) κ˜n = κn+l.
Pour (i), c’est une conse´quence imme´diate des de´finitions de κ′n (2.3.1) et de κn (2.1.5). Pour
(ii), si n est pair,
κ˜n = κ˜′n
2
par (i)
=
1
2
l−1∑
i=0
(−1)i
[
−K;−n2
i
]
(qi − q−i−
n
2 K) graˆce a` (2.4.1)
=
1
2
l−1∑
i=0
[
K;−n2
i
]
(qi − q−i−
n
2 K) = κ˜′n
2
= κn+l.
(2.8.3)
Le cas n impair se traite par un argument analogue.
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Corollaire 2.9. (i) L’alge`bre UB admet une de´composition en somme directe
(2.9.1) UB =
2l−1∐
n,m=0
κnUBκm
telle que Fr(κnUBκm) 6= 0 si et seulement si n = m = 0 et telle que φ : UB → UB se factorise
a` travers κ0UBκ0 = κUBκ.
(ii) Posons κ+ =
∑
m∈[0,l[ κ2m et κ
− =
∑
m∈[0,l[ κ2m+1. Les e´le´ments κ
+ et κ− sont des idem-
potents centraux de UB tels que κ˜+ = κ
−. La B-alge`bre UB admet une de´composition en
somme d’ide´aux UB = (κ
+UBκ
+)⊕ (κ−UBκ
−) = (UBκ
+) ⊕ (UBκ
−) = (UBκ
+) ⊕ U˜Bκ+ Tout
Uq-module M se de´compose en une somme directe M = (κ
+M)⊕ (κ−M) telle que K l agisse
sur κ+M (resp. κ−M) par 1 (resp. −1).
Pour (ii), on remarquera simplement que pour tout r ∈ N on a
E(r)κn = E
(r) 1
2l
2l−1∑
i=0
q
−ni
2 Ki =
1
2l
2l−1∑
i=0
q
−ni
2 −2riKiE(r)(2.9.2)
=
1
2l
2l−1∑
i=0
q
−(n+4r)i
2 KiE(r) = κn+4rE
(r).
De meˆme, on prouve que
(2.9.3) F (r)κn = κn−4rF
(r).
On a
(2.9.4) Kκn =
1
2l
2l−1∑
i=0
q
−ni
2 Ki+1 = q
n
2 κn = (−1)
nq
(1−l)n
2 κn,
et en particulier, K lκn = (−1)
nκn.
2.10. Soit uq la Q(q)-sous-alge`bre de Uq (2.1.4) engendre´e par E,F,K. Tout uq-module M de
dimension finie admet une de´composition en sous-espaces propres relativement a` l’action de K
avec des valeurs propres des puissances de q
1
2 .
De´finition 2.11. On dit qu’un uq-module de dimension finie M est de type 1 (resp. -1) si et
seulement si M = κ+M (resp. M = κ−M) .
Cette de´finition est cohe´rente avec celle donne´e dans [13, 4.6] et un uq-module de dimension finie
de type 1 n’est pas autre chose qu’un κ+uqκ
+-module de dimension finie. Si M est un uq-module
de type −1, on remarquera qu’en tordant l’action de uq par l’automorphisme ,˜ on obtient un
uq-module de type 1 qu’on notera M˜ .
2.12. Tout uq-module inde´composable injectif/projectif est facteur direct d’un uqκn avec n ∈
[0, 2l[. Rappelons ([2]) maintenant quelques ge´ne´ralite´s sur les uq-modules de type 1. Soit u
≥0
q la
sous-alge`bre de uq engendre´e par E et K. Pour m ∈ Z, de´signons encore par m le u≥0q -module Q(q)
tel que K · 1 = qm et E · 1 = 0, et conside´rons le uq-module ∆¯q(m) = uq ⊗u≥0q m. Le uq-module
simple de plus haut poids m (qui est aussi le module de teˆte de ∆¯q(m)) sera note´ L¯q(m). On a
L¯q(m) = L¯q(m
′) si et seulement si m ≡ m′ mod l. On note Qq(m) la couverture projective (qui
est aussi l’enveloppe injective) de L¯q(m). On a alors Qq(l − 1) = L¯q(l − 1) = ∆¯q(l − 1) qui n’est
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autre que le module de Steinberg que nous noterons en abre´ge´ Stq. Chaque Qq(m) (resp. ∆¯q(m))
pour m ∈ [0, l−1[ est, quant a` lui, une extension non scinde´e de ∆¯q(l−m−2) (resp. L¯q(l−m−2))
par ∆¯q(m) (resp. L¯q(m)).
Proposition 2.13. Soit n ∈ [0, 2l[.
(i) Si n = 2m est pair, on a
(2.13.1)
uqκn =
∐
r∈Z∩([0,m2 [∪[m,
l+m−1
2 ])
Qq(2r−m) avec Qq(2r −m) = Stq pour r =
{
l+m−1
2 si m pair
m−1
2 si m impair
.
(ii) Si n est impair, on a
(2.13.2) u˜qκn = uqκn+l.
Pour (i), nous aurons a` utiliser l’involution Ω de B-alge`bre de´finie par
(2.13.3) Ω(E) = F, Ω(F ) = E, Ω(K) = K−1.
Examinons l’action de F (l−1) sur les vecteurs primitifs E(l−1)F (r)κn de poids 2(l− 1− r) +m. On
a
F (l−1)E(l−1)F (r)κn =
l−1∑
i=0
E(l−1−i)(−1)i
[
K;−i+ 2(l− 1)− 1
i
]
F (l−1−i)F (r)κn
(2.13.4)
en appliquant Ω (2.13.3) a` [13, 4.1.a]
=
l−1∑
i=0
E(l−1−i)(−1)i
[
K;−i+ 2l− 3
i
] [
l − 1− i+ r
r
]
F (l−1−i+r)κn
=
l−1∑
i=0
E(l−1−i)(−1)i
[
l− 1− i+ r
r
]
F (l−1−i+r)
[
K;−i+ 2l− 3− 2(l − 1− i+ r)
i
]
κn
graˆce a` [13, 4.1.c]
=
l−1∑
i=0
E(l−1−i)F (l−1−i+r)(−1)i
[
l − 1− i+ r
r
] [
K; i− 2r − 1
i
]
κn
=
l−1∑
i=0
E(l−1−i)F (l−1−i+r)(−1)i
[
l − 1− i+ r
r
] [
m+ i− 2r − 1
i
]
κn
=
l−1∑
i=0
E(l−1−i)F (l−1−i+r)
[
l− 1− i+ r
r
] [
2r −m
i
]
κn.
Si 0 ≤ r < m2 ou sim ≤ r ≤
l+m−1
2 , avec i = r on a
[
l − 1− i+ r
r
] [
2r −m
i
]
=
[
l− 1
r
] [
2r −m
r
]
6=
0, et donc
∐
r∈Z∩([0,m2 [∪[m,
l+m−1
2 ])
∆¯q(m−2−2r) ⊆ uqκn. Alors uqκn =
∐
r∈Z∩([0,m2 [∪[m,
l+m−1
2 ])
Qq(2r−
m) pour des raisons de dimension avec Qq(2r −m) = Stq pour r =
l+m−1
2 (resp. r =
m−1
2 ) si m
est pair (resp. si m est impair).
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3. Le cas sl2 : scindage du Frobenius
Proposition 3.1. Posons, pour alle´ger, κ = κ0. L’application B-line´aire
(3.1.1) φ : UB → UB
induite par multiplicativite´ par,
(3.1.2) φ(X(i)) = E(li).κ ; φ(Y (i)) = F (li).κ ; φ(
(
H
i
)
) =
[
K
li
]
.κ
pour tout i ≥ 0 est un homomorphisme (non-unife`re) d’alge`bres qui scinde l’application de Frobe-
nius Fr (1.3.2).
Remarquons les e´galite´s e´videntes κ.E(li) = E(li).κ ; κ.F (li) = F (li).κ ;
[
K
li
]
.κ = κ.
[
K
li
]
pour
tout i ≥ 0 : dans la de´finition de φ (3.1.2), on pourrait donc tout aussi bien multiplier par κ a`
gauche.
3.2. Si l’on veut formuler l’existence de cet homomorphisme en terme d’homomorphisme unife`re
d’alge`bres comme dans Thm. 1.5 (ii), on peut proce´der comme suit. On remarque que l’on a une
de´composition UB =
∐2l−1
i,j=0 κiUBκj de UB en B-sous-modules (2.9.1). Comme Fr(κn) = δn0 pour
tout n ∈ [0, 2l[, on obtient un diagramme commutatif d’homomorphismes de B-alge`bres
(3.2.1) UB
Fr //

UB
UB/ ker(Fr)
∼
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
κUBκ/{(κUBκ) ∩ ker(Fr)}
∼
OO
κUBκoo
Fr|κUBκ
OO
L’application φ va alors eˆtre un scindage (comme homomorphisme unife`re de B-alge`bres) de
Fr|κUBκ.
3.3. Soit, comme dans l’introduction, U≥0B (resp. U
≤0
B ) la B-sous-alge`bre de UB engendre´e par
les {E(i), i ∈ N} et les {K±1,
[
K; c
m
]
, c ∈ Z,m ∈ N} (resp. les F (i) et les {K±1,
[
K; c
m
]
, c ∈
Z,m ∈ N}) et U≥0B (resp. U
≤0
B ) la B-sous-alge`bre de UB engendre´e par les {X
(i), i ∈ N} et les
{
(
H
m
)
,m ∈ N} (resp. les {Y (i), i ∈ N} et les {
(
H
m
)
,m ∈ N}). Avec ces notations, il re´sulte
alors de [11, Thm. 1.2] que l’application (rappelons ici que K l est central dans UB)
(3.3.1) Fr′ : U≥0B → U
≥0
B /{(K
l − 1)(U≥0B ⊗B Q(q)) ∩ U
≥0
B }
de´finie par
(3.3.2) Fr′(X(i)) = E(li) , Fr′(
(
H
i
)
) =
[
K; 0
li
]
=
[
K
li
]
.
et son analogue e´vident U≤0B → U
≤0
B /{(K
l − 1)(U≤0B ⊗B Q(q)) ∩ U
≤0
B } sont des homomorphismes
d’alge`bres.
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Comme la restriction de φ a` U≥0B et U
≤0
B se factorise par Fr
′, on voit donc, compte tenu de la
remarque suivant la prop. 3.1, que cette restriction est un homomorphisme d’alge`bres. On utilise
maintenant la relation ([7, 26.2])
(3.3.3) X(b)Y (a) − Y (a)X(b) =
min(a,b)∑
r=1
Y
(a−r)
(
H − a− b+ 2r
r
)
X
(b−r)
,
pour tous a ∈ N et b ∈ N. Il suffit donc pour prouver la prop. 3.1, de montrer qu’on a l’e´galite´
suivante dans UB
(3.3.4) φ(X(b))φ(Y (a))− φ(Y (a))φ(X(b)) =
min(a,b)∑
r=1
φ(Y (a−r))φ(
(
H − a− b+ 2r
r
)
)φ(X(b−r)).
D’apre`s ([15], 6.5. (a2)), on a
(3.3.5) E(lb)F (la) − F (la)E(lb) =
min(la,lb)∑
s=1
F
(la−s)
[
K;−la− lb+ 2s
s
]
E
(lb−s)
.
Utilisant la relation (2.4.2), on voit imme´diatement que la ve´rification de (3.3.4) revient a` e´tablir
que pour tout s tel que min(la, lb) ≥ s ≥ 1 et ne divisant pas l, on a
(3.3.6) κ′2(la+lb−s)
[
K;−la− lb+ 2s
s
]
= κ′−2s
[
K; 2s− la− lb
s
]
= 0.
On conclut en utilisant le
Lemme 3.4. Pour tous n,m ∈ Z et tout t ∈ N non divisible par l, on a
(3.4.1) κ′n
[
K;−n+ lm
t
]
= 0.
Supposons tout d’abord t < l et posons, pour a ∈ Z,
[
a
t
]
=
∏t
s=1
qa−s+1−q−a+s−1
qs−q−s ∈ B. Cet
e´le´ment est nul si a est un multiple de l. On a alors
κ′n
[
K;−n+ lm
t
]
= κn
t∏
s=1
Kq−n+lm−s+1 −K−1qn−lm+s−1
qs − q−s
=
t∏
s=1
qlm−s+1 − q−lm+s−1
qs − q−s
graˆce a` 2.1.6
=
[
lm
t
]
= 0.
(3.4.2)
Plus ge´ne´ralement, e´crivons t = t0 + t1l avec t0 ∈ [0, l[ et t1 ∈ Z. On remarque alors qu’on dispose
d’un analogue de [14, g3], a` savoir que pour tous k, k′ ∈ N, on a
(3.4.3)
[
K;m
k
] [
K;m− k
k′
]
=
[
k + k′
k
] [
K;m
k + k′
]
.
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Faute de re´fe´rence pour cette e´galite´, signalons qu’il suffit de la ve´rifier dans UQ(v) :[
K;m
k
] [
K;m− k
k′
]
=
k∏
s=1
Kvm−s+1 −K−1v−m+s−1
vs − v−s
k′∏
s=1
Kvm−k−s+1 −K−1v−m+k+s−1
vs − v−s
=
k+k′∏
s=1
Kvm−s+1 −K−1v−m+s−1
vs − v−s
∏k+k′
s=1 (v
s − v−s)∏k
s=1(v
s − v−s)
∏k′
s=1(v
s − v−s)
=
[
K;m
k + k′
] [
k + k′
k
]
.
(3.4.4)
On en de´duit alors
κ′n
[
K;−n+ lm
t
]
= κ′n
[
t
t1l
] [
K;−n+ lm
t
]
=
[
K;−n+ lm
t1l
]
κ′n
[
K;−n+ lm− lt1
t0
]
= 0 graˆce a` (3.4.2).
(3.4.5)
Remarque 3.5. Si l’on utilise le lemme 3.4, on peut se dispenser d’invoquer [11, Thm. 1.2] pour
voir que Fr′ s’e´tend en une application multiplicative φ : U≥0B → U
≤0
B and φ : U
≤0
B → U
≤0
B .
4. Retour sur la the´orie modulaire
4.1. Soit p un nombre premier impair. La the´orie que nous qualifions ici en abre´ge´ de modulaire
re´fe`re toujours au cas ou` l = p et ou`, e´ventuellement, l’on “re´duit” modulo p la the´orie quantique
en un sens qu’on va pre´ciser tout de suite (4.5). Soient alors G le Fp-groupe alge´brique SL2 des
matrices carre´s d’ordre 2 et de de´terminant 1 et T le tore maximal forme´ des matrices diagonales.
Pour r ∈ N+, soient Gr (resp. Tr) le r-ie`me noyau de Frobenius de G (resp. T ) et Dist(G) (resp.
Dist(Gr), Dist(T ), Dist(Tr)) l’alge`bre des distributions de G (resp. Gr, T , Tr). On a, dans Dist(G),
les relations suivantes pour tous a, a′, b, c, c′ ∈ N,
(4.1.1) X(a)X(a
′) =
(
a+ a′
a
)
X(a+a
′), Y (c)Y (c
′) =
(
c+ c′
c
)
Y (c+c
′),
(4.1.2) X(a)
(
H
b
)
=
(
H − 2a
b
)
X(a), Y (c)
(
H
b
)
=
(
H + 2c
b
)
Y (c) [7, Lem. 26.3.D],
(4.1.3) X(a)Y (c) =
min{a,c}∑
i=0
Y (c−i)
(
H + 2i− a− c
i
)
X(a−i) [7, Lem. 26.2].
4.2. Conservons les notations de 4.1. On dispose sur Dist(T ) de l’endomorphisme (dit de Frobe-
nius) note´ Dist(Fr) (ou parfois simplement Fr) de Fp-alge`bres tel que pour tout m ∈ N
(4.2.1)
(
H
m
)
7→
{(
H
m
p
)
si p|m
0 sinon.
et de son scindage e´vident Fr′ de´fini par
(4.2.2) Fr′(
(
H
m
)
) =
(
H
pm
)
qui est un endomorphisme de Fp-alge`bres comme on le ve´rifie aise´ment. Il re´sulte des proprie´te´s
de l’application Fr′± mentionne´e en 1.3 que cette notation est cohe´rente avec (3.3.2).
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4.3. Nous aurons besoin plus bas (4.5), pour n ∈ Z, de
(4.3.1) µn =
p−1∑
i=0
(−1)i
(
H − n
i
)
∈ Dist(T1).
Ces e´le´ments sont ceux qui e´taient note´s ∆T,n dans [5, 3.1]. Mentionnons a` cette occasion que [5,
Prop. 3.1.6] contient (au moins) une erreur typographique : avec les notations adopte´es ici, c’est
X(n)µm = µm+2nX
(n) et Y (n)µm = µm−2nY
(n) qu’il faut lire. Rappelons aussi ([5, 3.1.5]) que
µn = µm si et seulement si n ≡ m mod p.
4.4. La relation avec les κ′n ∈ Uq, n ∈ Z conside´re´s en (2.3.1) est donne´e par la
Proposition 4.5. Si l = p est premier, via l’homomorphisme canonique
(4.5.1) UB → Dist(G)
induit par la projection canonique B → Fp, (q 7→ 1) et tel que K 7→ 1, l’image de κ′n est e´gale a`
µn.
Cela de´coule aussi de (2.4.2) jointe a` [5, Prop. 3.1.6].
4.6. On avait introduit dans la the´orie modulaire [6, Thm. 1.3] un scindage (non unife`re) note´
aussi (le contexte enlevant tout risque de confusion avec (1.5.1) dans les notations)
(4.6.1) φ : Dist(G)→ Dist(G)
de l’application canonique de Frobenius
(4.6.2) Dist(Fr) = Fr : Dist(G)→ Dist(G).
Rappelons que cet endomorphisme φ, restreint a` Dist(T ) s’obtient simplement en composant Fr′
(4.2.2) et la multiplication par µ0 (4.3.1). Il re´sulte imme´diatement de (4.5) spe´cialise´ au cas n = 0
qu’on a
Corollaire 4.7. Pour l = p, l’application φ quantique (1.5.1) rele`ve, via (4.5.1), l’application φ
modulaire (4.6.1).
4.8. On revient a` la situation de 4.1-4.3.
Proposition 4.9. On a
(4.9.1)
p−1∑
n=0
µn = 1 ∈ Dist(T1)
et cette de´composition est une de´composition en idempotents deux a` deux orthogonaux. Les µn,
n ∈ [0, p[, forment une base orthogonale de Dist(T1). Par rapport a` la base standard de Dist(T1)
forme´e des
(
H
i
)
, i ∈ [0, p[, on a les formules de changement de base pour tout n ∈ [0, p[
(4.9.2) µn =
p−1∑
i=0
(
p− 1− n
p− 1− i
)(
H
i
)
,
(4.9.3)
(
H
n
)
=
p−1∑
i=n
(
i
n
)
µi.
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Le fait que chaque µn soit un idempotent re´sulte de [5, 3.1.4] et de [5, 3.1.3] qu’on ait
µn =
(
H − n− 1
p− 1
)
=
(H − n− 1)(H − n− 2) . . . (H − n− p+ 1)
(p− 1)!
= −(H − n− 1)(H − n− 2) . . . (H − n− p+ 1).
(4.9.4)
Soient n < m, (n,m) ∈ [0, p[2. Pour ve´rifier que µmµn = 0, il suffit de voir dans Dist(T1) que
(4.9.5) (H −m− 1)(H −m− 2) . . . (H −m− p+ 1)
(H − n− 1)(H − n− 2) . . . (H − n− p+ 1) = 0.
Comme −m − p + 1 ≤ −n, on remarque alors que le membre de gauche de (4.9.5) contient le
produit H(H − 1) . . . (H − p+ 1) =
(
H
p
)
p! = 0.
D’autre part, d’apre`s [5, Cor. 3.1.5, Cor. 3.1.3 et Prop. 3.1.1] on a µn = µn−p =
(
H+p−n−1
p−1
)
=∑p−1
i=0
(
p−n−1
p−i−1
)(
H
i
)
. Comme la matrice [(
(
p−n−1
p−i−1
)
)](n,i)∈[0,p[2 est unipotente, les µn, n ∈ [0, p[, forment
une base de Dist(T1). Ecrivant
(
H
n
)
=
∑p−1
i=0 ciµi =
∑p−1
i=0 ci
(
H−i−1
p−1
)
et appliquant aux deux coˆte´s
les caracte`res χ¯j , j ∈ Z, de´finis pour tout i ∈ N par
(4.9.6) χ¯j(
(
H
i
)
) =
(
j
i
)
,
on obtient [(
(
p−n−1
p−i−1
)
)]−1 = [(
(
i
n
)
)]. En particulier, 1 =
∑p−1
i=0 µi.
4.10. Nous e´tablirons plus loin (4.16) l’analogue modulaire de 2.13 mais l’on va tout d’abord
introduire la ge´ne´ralisation suivante de (4.9) qui nous sera utile plus bas. Posons, pour tous r ∈ N+
et n ∈ Z,
(4.10.1) µ(r)n =
pr−1∑
i=0
(−1)i
(
H − n
i
)
∈ Dist(Tr),
si bien que µ
(1)
n de´signe le µn introduit en (4.3.1).
Proposition 4.11. Soit r ∈ N+.
(i) Pour tout n ∈ Z, on a µ(r)n =
(
H−n−1
pr−1
)
=
∑pr−1
i=0
(
−1
pr−1−i
)(
H−n
i
)
∈ Dist(Tr).
(ii) Pour tous n,m ∈ Z, on a µ(r)n = µ
(r)
m si et seulement si n ≡ m mod pr.
(iii) Soient φ le scindage de Frobenius modulaire (4.6.1) et Fr′ l’homomorphisme (4.2.2). Pour
tous m ∈ [0, p[ et n ∈ Z, µ(r+1)m+np = µmFr
′(µ
(r)
n ), et donc φ(µ
(r)
n ) = µ
(r+1)
np .
(iv) Les µ
(r)
n pour n ∈ [0, pr[, fournissent une de´composition de 1 en idempotents orthogonaux
deux a` deux. En particulier, µ
(r)
0 est l’unique mesure involutive invariante de Dist(Tr), i.e.,
pour tout µ ∈ Dist(Tr), µµ
(r)
0 = ε(µ)µ
(r)
0 avec ε = χ¯0 (4.9.6) la cou¨nite´ de Dist(Tr).
(v) Les µ
(r)
n , pour n ∈ [0, pr[, forment une base orthogonale de Dist(Tr). Par rapport a` la base
standard de Dist(Tr) forme´e des
(
H
i
)
, i ∈ [0, pr[, on a les formules de changement de base
pour tout n ∈ [0, pr[ :
(4.11.1) µ(r)n = µ
(r)
n−pr =
pr−1∑
i=0
(
pr − 1− n
pr − 1− i
)(
H
i
)
,
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(4.11.2)
(
H
n
)
=
pr−1∑
i=0
(
i
n
)
µ
(r)
i =
pr−1∑
i=n
(
i
n
)
µ
(r)
i .
Plus ge´ne´ralement, pour tous m ∈ Z et n ∈ [0, pr[,
(4.11.3)
(
H −m
n
)
=
pr−1∑
i=0
(
i−m
n
)
µ
(r)
i
(vi) Pour tout n ∈ [0, pr[, on a Dist(Frr)(µ
(r)
n ) = Dist(Fr)r(µ
(r)
n ) = δn0.
Pour (i), la seconde e´galite´ re´sulte de [5, Cor. 3.1.2]. Comme on a aussi
(4.11.4)(
−1
pr − 1− i
)
=
(−1)(−2) . . . (−1− (pr − 1− i) + 1)
(pr − 1− i)!
= (−1)p
r−1−i (p
r − 1− i)!
(pr − 1− i)!
= (−1)i,
l’assertion en de´coule. Pour (ii), on prouve d’abord le sens “si” pour lequel il suffit de montrer que
µ
(r)
n−pr = µ
(r)
n . Or,
µ
(r)
n−pr =
(
H + pr − n− 1
pr − 1
)
par (i)
=
pr−1∑
i=0
(
pr
pr − 1− i
)(
H − n− 1
i
)
graˆce a` [5, Cor. 3.1.2] de nouveau
=
(
H − n− 1
pr − 1
)
= µ(r)n par (i).
(4.11.5)
Pour (iii), soientm ∈ [0, p[ et n ∈ Z. Graˆce a` ce qu’on vient juste de de´montrer, on peut supposer
n ∈ [0, pr[. On a
µ
(r+1)
m+np = µ
(r+1)
m+np−pr+1 partie “si” de (ii)
=
(
H + pr+1 −m− np− 1
pr+1 − 1
)
par (i)
=
pr+1−1∑
i=0
(
pr+1 −m− np− 1
pr+1 − 1− i
)(
H
i
)
par [5, Prop. 3.1.1]
=
pr+1−1∑
i=0
(
p(pr − n− 1) + p−m− 1
p(pr − i1 − 1) + p− i0 − 1
)(
H
i0 + i1p
)
si l’on e´crit i = i0 + i1p
avec i0 ∈ [0, p[ et i1 ∈ N
=
pr+1−1∑
i=0
(
pr − n− 1
pr − i1 − 1
)(
p−m− 1
p− i0 − 1
)(
H
i0
)(
H
i1p
)
= µmFr
′(µ(r)n ).
(4.11.6)
La premie`re assertion de (iv) de´coule maintenant de (4.9) graˆce a` (iii) car Fr′ est un homomor-
phisme de Fp-alge`bres. La partie “seulement si ” de (ii) en de´coule e´galement. Quant aux formules
de changement de base (v), elles se prouvent comme dans la proposition (4.9) a` l’aide des χ¯j.
L’assertion (vi) de´coule imme´diatement de (v).
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4.12. A l’aide de cette base orthogonale de Dist(Tr) forme´e par les µ
(r)
n (4.10.1), on peut voir que
les X(a)µ
(r)
b Y
(c) forment, pour a, b, c ∈ [0, pr[, une base de Dist(Gr). Outre (4.1.1), les relations
entre ces e´le´ments (correspondantes a` (4.1.2)-(4.1.3)) de´finissant Dist(Gr) s’expriment comme suit.
Proposition 4.13. Soient a, b, c ∈ [0, pr[.
(i) X(a)µ
(r)
b = µ
(r)
b+2aX
(a), Y (c)µ
(r)
b = µ
(r)
b−2cY
(c).
(ii) X(a)Y (c) =
∑min{a,c}
i=0
∑pr−1
j=0
(
j−a−c+2i
i
)
Y (c−i)µ
(r)
j X
(a−i).
(i) Combinant (4.11.1) et (4.1.2), on a en effet pour tout n ∈ Z
X(a)µ(r)n = X
(a)
(
H − n− 1
pr − 1
)
par 4.11 (i)
=
(
H − 2a− n− 1
pr − 1
)
X(a) par (4.1.2)
= µ
(r)
n+2aX
(a) par 4.11 (i).
(4.13.1)
Par un calcul analogue (ou en utilisant l’involution de Chevalley),
(4.13.2) Y (c)µ(r)n = µ
(r)
n−2cY
(c).
(ii) de´coule de (4.1.3) et de la formule de changement de base (4.11.1).
Corollaire 4.14. Soit r ∈ N+.
(i) Si 1 ≤ s ≤ r, Dist(Gr) admet une de´composition en somme directe
(4.14.1) Dist(Gr) =
ps−1∐
n,m=0
µ(s)n Dist(Gr)µ
(s)
m
et chaque µ
(s)
n Dist(Gr)µ
(s)
m est un Fp-espace vectoriel de base X(a)Y (c)µ
(r)
kps+m avec k ∈
[0, pr−s[, a, c ∈ [0, pr[ tels que n+ 2c ≡ m+ 2a mod ps.
(ii) Dist(G) admet une de´composition en somme directe
(4.14.2) Dist(G) =
pr−1∐
n,m=0
µ(r)n Dist(G)µ
(r)
m
et chaque µ
(r)
n Dist(Gr+s)µ
(r)
m , s ∈ N+, est un Fp-espace vectoriel de base X(a)Y (c)µ
(r+s)
kpr+m,
avec k ∈ [0, ps[, a, c ∈ [0, pr+s[ tels que n+ 2c ≡ m+ 2a mod pr.
La proposition 4.11 (iv) permet d’e´crire
Dist(Tr)µ
(s)
m =
pr−1∐
k=0
Fpµ
(r)
k µ
(s)
m
=
pr−1∐
k=0
Fpµ
(s)
k0
(Fr′)s(µ
(r−s)
k1
)µ(s)m avec k = k0 + k1p
s et k0 ∈ [0, p
s[, k1 ∈ N
=
pr−s−1∐
k=0
Fpµ(s)m (Fr
′)s(µ
(r−s)
k ) =
pr−s−1∐
k=0
Fpµ
(r)
m+kps .
(4.14.3)
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Et donc
µ(s)n X
(a)Y (c)µ
(r)
m+kps = X
(a)Y (c)µ
(s)
n−2a+2cµ
(r)
m+kps par 4.13
=
{
X(a)Y (c)µ
(r)
m+kps si n− 2a+ 2c ≡ m mod p
s
0 sinon.
(4.14.4)
4.15. Les arguments utilise´s pour prouver le corollaire 4.14, spe´cialise´s au cas r = 1, donne
l’existence d’une de´composition Dist(G1) =
∐p−1
n=0Dist(G1)µn de Dist(G1) en somme de Dist(G1)-
modules a` la fois projectifs et injectifs que nous allons maintenant identifier. Notons L¯(m), m ∈ Z
les Dist(G1)-modules simples de plus haut poids m avec L¯(m) = L¯(m
′) si et seulement si m ≡ m′
mod p. Soit Q(m) la couverture projective (qui est aussi l’enveloppe injective) de L¯(m). Soit
Dist(B+1 ) la sous-alge`bre de Dist(G1) engendre´e par X et H . Pourm ∈ Fp, de´signons encore par m
le Dist(B+1 )-module Fp tel que H ·1 = m et X ·1 = 0, et posons alors ∆¯(m) = Dist(G1)⊗Dist(B+1 )m.
On a Q(p− 1) = L¯(p− 1) = ∆¯(p− 1) qui n’est autre que le module de Steinberg que nous noterons
en abre´ge´ St. Chaque Q(m) pour m ∈ [0, p − 1[ est, quant a` lui, une extension non scinde´e de
∆¯(p −m − 2) par ∆¯(m). Le meˆme argument que dans la proposition 2.13 fournit la proposition
suivante.
Proposition 4.16. (i) Si p = 2, Dist(G1)µ0 = Q(0) alors que Dist(G1)µ1 = St⊕ St.
(ii) Si p est impair, on a, pour tout n ∈ [0, p[ pair
Dist(G1)µn =
∐
m∈Z∩([0,n−22 ]∪[n,
p+n−1
2 ])
Q(2m− n) avec Q(2m− n) = St pour m =
p+ n− 1
2
.
(iii) Si p est impair, on a, pour tout n ∈ [0, p[ impair,
Dist(G1)µn =
∐
m∈Z∩([0,n−12 ]∪[n,
p+n−2
2 ])
Q(2m− n) avec Q(2m− n) = St pour m =
n− 1
2
.
4.17. Il re´sulte de 4.16 qu’aucun des Dist(G1)µn, n ∈ Z n’est un proge´ne´rateur pour Dist(G1).
Il en va de meˆme avec Dist(G2)µ0 pour Dist(G2) comme l’on peut de´ja` le ve´rifier pour p =
2. En effet, dans le cas contraire, St2 = ∆¯2(p
2 − 1) = ∆¯2(3) = Dist(G2) ⊗Dist(B+2 )
3 devrait
apparaˆıtre dans une de´composition de Dist(G2)µ0. Raisonnons alors dans la base de Dist(G2)µ0
fournie par les {X(a)Y (b)µ
(2)
cp | a, b ∈ [0, p2[, c ∈ [0, p[} avec X(a)Y (b)µ
(2)
cp de poids 2(a − b) + pc.
Si HomDist(G2)(St2,Dist(G2)µ0) 6= 0, l’image de 1 ⊗ 1 dans Dist(G2)µ0 doit eˆtre annule´e par
Dist+(U+2 ) =
∐
n∈]0,p2[ FpX
(n). Cette image est une combinaison line´aire de X(a)Y (b)µ
(2)
cp comme
ci-dessus avec a = p2−1 ; or le poids de X(p
2−1)Y (b)µ
(2)
cp est 2(p2−1−b)+pc qui n’est certainement
pas e´gal a` 3, le poids de 1⊗ 1 ; d’ou` la contradiction.
4.18. Pour tout nombre premier l = p impair, notons B̂ le comple´te´ de B relativement a` l’ide´al
(q−1). Tout Dist(G1)-module inde´composable injectif/projectif est facteur direct d’un Dist(G1)µn
avec n ∈ [0, p[. Si maintenant uB de´signe la sous-alge`bre de UB engendre´e par E,F,K et si l’on
pose uB̂ = uB ⊗B B̂, alors uB̂κ
′
2n est un rele`vement de Dist(G1)µn. Il re´sulte de [2, 5.4] que les
Dist(G1)-modules inde´composables injectifs/projectifs se rele`vent en un facteur de uB̂κ
′
2n pour n
convenable (cf. [2, 5.6]). En sens inverse, tout uq ⊗B Frac(B̂)-module inte´grable inde´composable
projectif est facteur direct d’un uqκ
′
n ⊗B Frac(B̂). Ces arguments s’e´tendent au cadre plus ge´ne´ral
dans lequel on de´montrera le the´ore`me 1.5 plus bas.
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4.19. On peut aussi de´duire de la simple existence des idempotents (4.10.1) et de leurs proprie´te´s
une nouvelle preuve de l’existence du scindage de Dist(Fr) sur Dist(G) de [5]. Commenc¸ons par le
Lemme 4.20. L’ensemble
∑
a,b,c∈N
∑
n∈[0,pb[ FpX
(pa)Y (pc)µ
(1+b)
npb
est une sous-Fp-alge`bre de µ0Dist(G)µ0.
Par 4.14, chaque X(pa)Y (pc)µ
(1+b)
npb
, a, b, c ∈ N, n ∈ [0, pb[, appartient a` µ0Dist(G)µ0. Pour tous
r, s, t ∈ N, m ∈ [0, ps[, prenant d > max{b, s} tel que pd > max{pc, pr}, on a, par 4.13
X(pa)Y (pc)µ
(1+b)
npb
X(pr)Y (pt)µ
(1+s)
mps = X
(pa)Y (pc)X(pr)Y (pt)µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
(4.20.1)
= X(pa){
min{pc,pr}∑
i=0
pd−1∑
j=0
(
j − pr − pc+ 2i
i
)
X(pr−i)µ
(d)
j Y
(pc−i)}Y (pt)µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
=
min{pc,pr}∑
i=0
pd−1∑
j=0
(
j − pr − pc+ 2i
i
)
X(pa)X(pr−i)Y (pc−i)Y (pt)µ
(d)
j+2(pc−i+pt)µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
=
min{pc,pr}∑
i=0
pd−1∑
j=0
(
j − pr − pc+ 2i
i
)(
pa+ pr − i
pa
)
X(pa+pr−i)
(
pc+ pt− i
pt
)
Y (pc−i+pt)
µ
(d)
j+2(pc−i+pt)µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
=
min{c,r}∑
i=0
pd−1∑
j=0
(
j − pr − pc+ 2ip
ip
)(
pa+ pr − ip
pa
)
X(pa+pr−ip)
(
pc+ pt− ip
pt
)
Y (pc−ip+pt)
µ
(d)
j+2(pc−ip+pt)µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
=
min{c,r}∑
i=0
pd−1−1∑
j=0
(
jp− pr − pc+ 2ip
ip
)(
a+ r − i
a
)
X(p(a+r−i))
(
c+ t− i
t
)
Y (p(c−i+t))
µ
(d)
jp+2p(c−i+t)µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
=
min{c,r}∑
i=0
pd−1−1∑
j=0
(
j − a− c+ 2i
i
)(
a+ r − i
a
)(
c+ t− i
t
)
X(p(a+r−i))Y (p(c−i+t))
µ
(d)
p(j+2(c−i+t))µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
avec
µ
(d)
p(j+2(c−i+t))µ
(1+b)
npb−2pr+2pt
µ
(1+s)
mps
=

µ
(d)
p(j+2(c−i+t)) si b = s = 0, ou bien si b > 0 et s = 0 avec
j + 2(c− i+ t) ≡ npb−1 − 2r + 2t mod pb, ou bien si b = 0 et s > 0 avec
j + 2(c− i+ t) ≡ npb−1 − 2r + 2t mod ps ou bien finalement si b, s > 0 avec a` la fois
j + 2(c− i+ t) ≡ npb−1 − 2r + 2t mod pb et
j + 2(c− i+ t) ≡ npb−1 − 2r + 2t mod ps
0 sinon.
(4.20.2)
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4.21. E´tendons maintenant line´airement a` Dist(G) l’endomorphisme Fr′ (4.2.2) de Dist(T ) par
(4.21.1) X(a)µ(1+b)n Y
(c) 7→ X(ap)Fr′(µ(1+b)n )Y
(cp)
pour tous a, b, c ∈ N et n ∈ Z. Alors
The´ore`me 4.22. L’application
(4.22.1) φ : Dist(G)→
∑
a,b,c∈N
∑
n∈[0,pb[
FpX(pa)Y (pc)µ
(1+b)
npb
de´finie par
(4.22.2) φ(µ) = µ0Fr
′(µ)µ0 = Fr
′(µ)µ0 pour tout µ ∈ Dist(G)
est un isomorphisme de Fp-alge`bres tel que Dist(Fr) ◦ φ = idDist(G).
Comme le lecteur s’en assurera, l’utilisation de la lettre φ pour de´signer (4.22.1) n’entraˆıne pas
de confusion. Reprenons les notations de la preuve de 4.20 et supposons tout d’abord b = s = 0.
On a
φ(X(a)Y (c))φ(X(r)Y (t)) = X(ap)Y (cp)µ0X
(rp)Y (tp)µ0
=
min{c,r}∑
i=0
pl−1−1∑
j=0
(
j − r − c+ 2i
i
)(
a+ r − i
a
)(
c+ t− i
t
)
X(p(a+r−i))Y (p(c−i+t))µ
(l)
p(j+2(c−i+t))
(4.22.3)
alors que
φ(X(a)Y (c)X(r)Y (t))
= φ(
min{c,r}∑
i=0
pl−1−1∑
j=0
(
j − r − c+ 2i
i
)(
a+ r − i
a
)(
c+ t− i
t
)
X(a+r−i)Y (c−i+t)µ
(l−1)
j+2(c−i+t))
=
min{c,r}∑
i=0
pl−1−1∑
j=0
(
j − r − c+ 2i
i
)(
a+ r − i
a
)(
c+ t− i
t
)
Xp(a+r−i)Y p(c−i+t)µ0Fr
′(µ
(l−1)
j+2(c−i+t))
=
min{c,r}∑
i=0
pl−1−1∑
j=0
(
j − a− c+ 2i
i
)(
a+ r − i
a
)(
c+ t− i
t
)
Xp(a+r−i)Y p(c−i+t)µ
(l)
p(j+2(c−i+t)).
(4.22.4)
Il s’ensuit bien que
(4.22.5) φ(X(a)Y (c))φ(X(r)Y (t)) = φ(X(a)Y (c)X(r)Y (t)).
Si maintenant b > 0 et s = 0,
φ(X(a)Y (c)µ
(b)
nbb−1
)φ(X(r)Y (t)) = X(ap)Y (cp)µ
(1+b)
npb
X(rp)Y (tp)µ0
=

∑min{c,r}
i=0
∑pl−1−1
j=0
(
j−r−c+2i
i
)(
a+r−i
a
)(
c+t−i
t
)
X(p(a+r−i))Y (p(c−i+t))µ
(l)
p(j+2(c−i+t))
si j + 2(c− i+ t) ≡ npb−1 − 2r + 2t mod pb
0 sinon
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alors que
φ(X(a)Y (c)µ
(b)
npb−1
X(r)Y (t))
= φ(
min{c,r}∑
i=0
pl−1−1∑
j=0
(
j − r − c+ 2i
i
)(
a+ r − i
a
)(
c+ t− i
t
)
X(a+r−i)Y (c−i+t)µ
(l−1)
j+2(c−i+t)µ
(b)
npb−1−2r+2t
)
=

∑min{c,r}
i=0
∑pl−1−1
j=0
(
j−r−c+2i
i
)(
a+r−i
a
)(
c+t−i
t
)
Xp(a+r−i)Y p(c−i+t)µ0Fr
′(µ
(l−1)
j+2(c−i+t))
si j + 2(c− i+ t) ≡ npb−1 − 2r + 2t mod pb
0 sinon
=

∑min{c,r}
i=0
∑pl−1−1
j=0
(
j−a−c+2i
i
)(
a+r−i
a
)(
c+t−i
t
)
Xp(a+r−i)Y p(c−i+t)µ
(l)
p(j+2(c−i+t))
si j + 2(c− i+ t) ≡ npb−1 − 2r + 2t mod pb
0 sinon,
(4.22.6)
et donc
(4.22.7) φ(X(a)Y (c)µ
(b)
nbb−1
)φ(X(r)Y (t)) = φ(X(a)Y (c)µ
(b)
nbb−1
X(r)Y (t)).
On traite de la meˆme fac¸on les cas restants.
4.23. On laisse au lecteur le soin de ve´rifier qu’un raffinement des arguments donne´s ci-dessus per-
met de voir d’une part que pour tout r > 0, l’ensemble
∑
a,b,c∈[0,pr[
∑
n∈[0,pb[ FpX
(pa)Y (pc)µ
(1+b)
npb
est une sous-Fp-alge`bre de µ0Dist(Gr+1)µ0 et d’autre part que l’application φ : Dist(Gr) →∑
a,b,c∈[0,pr[
∑
n∈[0,pb[ FpX
(pa)Y (pc)µ
(1+b)
npb
analogue a` (4.22.1) est un isomorphisme. Le lemme 4.20
et le the´ore`me 4.22 se de´duisent alors de ces re´sultats par passage a` la limite inductive suivant r.
5. Le cas ge´ne´ral
5.1. Les notations et hypothe`ses ge´ne´rales de l’introduction 1.1 et 1.3 sont de´sormais en vigueur.
On remarquera que celles sur l implique que les ordres des q2i ∈ B sont tous e´gaux a` l. Rappelons
que
[
Ki
t
]
=
∏t
s=1
Kiv
−s+1
i −K
−1
i v
s−1
i
vsi−v
−s
i
∈ UQ(v), i ∈ [1, ℓ], t ∈ N, appartient a` U . Comme nous l’avons
de´ja` sous-entendu plus haut (2.1.3), nous noterons
[
Ki
t
]
⊗ 1 ∈ U ⊗A B simplement par le symbole[
Ki
t
]
.
5.2. Posons, pour i ∈ [1, ℓ], j ∈ [0, 2l[
(5.2.1) κij =
1
2l
2l−1∑
r=0
q
−jr
2 Kri ∈ Uq ; κ =
ℓ∏
i=1
κi0.
Lorsque ℓ = 1, ces e´le´ments correspondent donc a` ceux conside´re´s dans (2.1.5).
Lemme 5.3. (i) L’e´le´ment κ est l’unique idempotent non nul de la sous-alge`bre u0B de UB
engendre´e par les Ki, 1 ≤ i ≤ ℓ, tel que Kiκ = κ pour tout i ∈ [1, ℓ].
(ii) Pout tous i, j ∈ [1, ℓ] et r ∈ Z, on a
(5.3.1) E
(lr)
i κj0 = κj0E
(lr)
i et F
(lr)
i κj0 = κj0F
(lr)
i .
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(iii) Chaque κij , avec i ∈ [1, ℓ], j ∈ [1, 2l[, est un idempotent, et les
∏ℓ
i=1 κij, j ∈ [0, 2l[, forment
une de´composition de 1 en idempotents orthogonaux deux a` deux.
Les assertions (i) et (ii) de´coulent du cas ℓ = 1 car les Ki, i ∈ [1, ℓ] commutent entre eux.
L’assertion (iii) de´coule de 2.1
5.4. Soient U+B = B[X
(r)
i | i ∈ I, r ∈ N] et U
−
B = B[Y
(r)
i | i ∈ I, r ∈ N] comme en 1.4. Rappelons
que siHi = [Xi, Yi], chaque
(
Hi
r
)
= Hi(Hi−1)...(Hi−r+1)
r! , pour i ∈ I, r ∈ N, est un e´le´ment deU⊗ZQ,
qui appartient en fait a` U et que l’on de´signera abusivement par le meˆme symbole, de meˆme que
ses images canoniques dans UA = U ⊗Z A, UB = U ⊗Z B, · · · . Si U
0
B = B[
(
Hi
r
)
| i ∈ I, r ∈ N],
on dispose d’un isomorphisme B-line´aire U−B ⊗B U
0
B ⊗B U
+
B → UB donne´ par la multiplication.
Soit U≥0B (resp. U
≤0
B ) l’image de U
0
B ⊗B U
+
B (resp. U
−
B ⊗B U
0
B) par cette application. C’est une
sous-B-alge`bre de UB.
Lemme 5.5. Il existe des applications multiplicatives B-line´aires φ≥0 : U≥0B → U
≥0
B et φ
≤0 :
U≤0B → U
≤0
B telles que pour tous i ∈ I et r ∈ N,
(5.5.1) φ≥0(X
(r)
i ) = E
(rl)
i κ, φ
≥0(
(
Hi
r
)
) =
[
Ki
rl
]
κ = φ≤0(
(
Hi
r
)
), φ≤0(Y
(r)
i ) = F
(rl)
i κ.
En effet, il existe d’apre`s [11, Th.1.2] des homomorphismes de B-alge`bres ′φ
≥0
: U≥0B → U
≥0
B et
′φ
≤0
: U≤0B → U
≤0
B modulo (K
l
i − 1 | i ∈ I) tels que pour tous i ∈ I, et r ∈ N, on ait
(5.5.2) ′φ≥0(X
(r)
i ) = E
(rl)
i ,
′φ≥0(
(
Hi
r
)
) =
[
Ki
rl
]
= ′φ
≤0
(
(
Hi
r
)
), ′φ≤0(Y
(r)
i ) = F
(rl)
i .
Comme K li est un e´le´ment central ([13, Lem.4.4]) dans UB et comme κi0(K
l
i − 1) = 0 pour tout i
graˆce a` 5.3 (iii), l’assertion en de´coule.
5.6. Avec ces notations, le meˆme argument que celui utilise´ dans [6, Th.1.4] prouve la
Proposition 5.7. Il existe une application B-line´aire multiplicative φ : UB → UB prolongeant φ
≥0
et φ≤0, qui, de plus, scinde l’homomorphisme de Frobenius quantique (1.3.1) Fr : UB → UB.
Le the´ore`me (1.5) est ainsi de´montre´.
5.8. L’application de Frobenius quantique (1.3.1) Fr est en re´alite´ un homomorphisme de B-
alge`bres de Hopf [15, 1.1, 1.3] ve´rifiant quelques compatibilite´s supple´mentaires. La comultiplication
sur U ve´rifie
(5.8.1)
∆(E
(n)
i ) =
n∑
j=0
v
j(n−j)
i E
(n−j)
i K
j
i ⊗E
(j)
i ,∆(F
(n)
i ) =
n∑
j=0
v
−j(n−j)
i F
(j)
i ⊗K
−j
i F
(n−j)
i ,∆(Ki) = Ki⊗Ki
pour tous i ∈ [1, ℓ] et n ∈ N. On a donc (Fr ⊗ Fr) ◦∆(E(n)i ) =
∑n
j=0X
(n−j
l
)
i ⊗X
( j
l
)
i , quantite´
qui s’annule sauf si l|n, auquel cas
(5.8.2) (Fr⊗ Fr) ◦∆(E
(nl)
i ) =
n∑
j=0
X
(n−j)
i ⊗X
(j)
i = ∆ ◦ Fr(E
(nl)
i )
pout tous n ∈ N et i ∈ [1, ℓ]. De meˆme (Fr ⊗ Fr) ◦ ∆(F (n)i ) = ∆ ◦ Fr(F
(n)
i ). On a e´galement
(Fr ⊗ Fr) ◦∆(Ki) = (Fr⊗ Fr)(Ki ⊗Ki) = 1⊗ 1 = ∆ ◦ Fr(Ki).
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Comme U = A[E
(n)
i , F
(n)
i ,K
±1
i | i ∈ [1, ℓ], n ∈ N], on en de´duit donc que
(5.8.3) (Fr⊗ Fr) ◦∆ = ∆ ◦ Fr.
La cou¨nite´ ε sur U annule tous les E
(n)
i et F
(n)
i , n > 0, et envoie Ki to 1. On a donc
(5.8.4) Fr ◦ ε = ε ◦ Fr.
Finalement, l’antipode S sur U est donne´e par S(E
(n)
i ) = (−1)v
n(n−1)
i K
−n
i E
(n)
i , S(F
(n)
i ) =
(−1)v
−n(n−1)
i F
(n)
i K
n
i , et S(Ki) = K
−1
i . On a donc
(5.8.5) (Fr⊗ Fr) ◦ S = ∆ ◦ S.
Pour le scindage φ (1.5.1) la situation est toute autre. On a ε ◦ φ = φ ◦ ε, et S(κ) = κ car
K2li = 1. Comme Kiκ = κ pour tout i ∈ [1, ℓ] graˆce a` 5.3 (i), on a donc aussi
(5.8.6) S ◦ φ = φ ◦ S.
L’application φ ne commute ne´anmmoins pas avec les comultiplications : (φ⊗φ) ◦∆(1) = κ⊗ κ 6=
∆(κ) = ∆ ◦ φ(1). Cependant,
∆(κ)(κ⊗ κ) = (κ⊗ κ)
ℓ∏
i=1
{
1
2l
2l−1∑
j=0
Kji ⊗K
j
i } en calculant apre`s extension des scalaires a` Q[q]
= κ⊗ κ car κ est une mesure invariante.
(5.8.7)
Rappelons aussi [15, 1.1], [16, 3.1.3] qu’il existe une involution Ω et une anti-involution Ψ de U
de´finies par
(5.8.8) Ω(Ei) = Fi, Ω(Fi) = Ei, Ω(Ki) = K
−1
i , Ω(v) = v
(5.8.9) Ψ(Ei) = Ei, Ψ(Fi) = Fi, Ψ(Ki) = K
−1
i , Ψ(v) = v
telles que l’anti-morphisme Ψ ◦ Ω = Ω ◦ Ψ e´change E
(n)
i et F
(n)
i et fixe Ki pour tout i ∈ [1, ℓ].
Abre´geant (Ω ◦Ψ)⊗A IdB en Ω ◦Ψ, on a
(5.8.10) Ω ◦Ψ(κ) = κ.
Si maintenant τ de´signe l’anti-involution de Chevalley de UQ e´changeant chaque Xi avec Yi, on a
(5.8.11) Ω ◦Ψ ◦ φ = φ ◦ τ.
5.9. Nous renvoyons ici le lecteur a` [16, §23] pour tout ce que nous utiliserons concernant la Q(v)-
alge`bre quantique modifie´e associe´e aux donne´es de 1.1. La A-forme de cette alge`bre quantique
modifie´e peut s’e´crire U˙ =
∐
λ∈Λ U
+1λU
− =
∐
λ∈Λ U
−1λU
+ avec la structure de U -bimodule
donne´e dans [16, 23.1.3]. On a en particulier Ki1λ = v
〈λ,α∨i 〉
i 1λ pour tous i ∈ [1, ℓ] et λ ∈ Λ.
Soit
(5.9.1) ψ : U → U˙ ; x 7→ x10
l’application A-line´aire donne´e par l’action a` gauche. On a ψ(κ) = 10.
Posons A¯ = A/(v − 1) ≃ Z et soit
(5.9.2) η : U ⊗A A¯ → U
le morphisme de passage au quotient U ⊗A A¯ → (U ⊗A A¯)/(Ki − 1 | i ∈ [1, ℓ]) ≃ U.
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McGerty a construit dans [18, Prop. 3.4] un scindage du morphisme de Frobenius qui, dans
notre situation, s’interpreˆte comme une application
(5.9.3) c : U˙ ⊗A A¯ → U˙ ⊗A (A/(Φl)).
Il re´sulte alors imme´diatement des de´finitions qu’on a un diagramme commutatif
(5.9.4) U˙ ⊗A A¯
c // U˙ ⊗A (A/(Φl))

 // U˙ ⊗A B
U ⊗A A¯
ψ⊗AA¯
OO
η
// U 
 // UB
φ
// UB.
ψ⊗AB
OO
6. Contraction
6.1. Comme dans le cas modulaire [6] on peut contracter tout UB-module en utilisant le scindage
φ. Comme κ est un idempotent, tout UB-moduleM admet une de´compositionM = κM⊕(1−κ)M .
Voyant κM comme un κUBκ-module, on peut de´finir, via l’homomorphisme de B-alge`bres (1.5.1)
φ : UB → κUBκ, une structure de UB-module sur κM annulant ainsi (1− κ)M . On notera parfois
Mφ cette nouvelle structure sur κM et on l’appellera la contraction par Frobenius de M . On e´crira
x •m = φ(x)m pour tous x ∈ UB et m ∈ κM .
6.2. Soit Λ comme ci-dessus le re´seau des poids de A. Pour tout λ ∈ Λ on de´finit un homomor-
phisme de A-alge`bres
(6.2.1) χλ : U
0 → A
par
(6.2.2) Ki 7→ v
〈λ,α∨i 〉
i ;
[
Ki
r
]
7→
[
〈λ, α∨i 〉
r
]
i
=
r∏
s=1
v
〈λ,α∨i 〉−s+1
i − v
−〈λ,α∨i 〉+s−1
i
vsi − v
−s
i
pour tout i et r ∈ N [1, 1.1]. On notera encore simplement χλ ⊗A IdB par χλ : U0B → B.
Pour tout λ ∈ Λ, on de´finit de meˆme un homomorphisme de B-alge`bres
(6.2.3) χ¯λ : U
0
B → B
par
(6.2.4)
(
Hi
n
)
7→
(
〈λ, α∨i 〉
n
)
pour tous i et n ∈ N. Le lecteur remarquera que cette notation est compatible, en un sens e´vident,
avec celle de (4.9.6). On a
(6.2.5) χ¯λ ◦ Fr|U0B = χlλ.
6.3. Soient {αi | i ∈ [1, ℓ]} l’ensemble des racines simples correspondant aux Ei, et α
∨
i les co-
racines correspondantes. Soit Λ1 = {λ ∈ Λ | 〈λ, α
∨
i 〉 ∈ [0, l[ pour tout i}. Pour tout λ ∈ Λ, nous
e´crirons λ = λ0 + lλ1 avec λ0 ∈ Λ1 et λ
1 ∈ Λ.
Notons CB la cate´gorie des UB-modules inte´grables de type 1 [1, 1.6]. On dira qu’un objet
M de CB se de´compose suivant ses poids si M =
∐
λ∈ΛMλ avec Mλ = {m ∈ M | xm =
χλ(x)m pour toutx ∈ U
0
B}.
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Proposition 6.4. Pour tout λ ∈ Λ, on a
(6.4.1) χλ ◦ φ|U0B =
{
χ¯λ1 si λ ∈ lΛ,
0 sinon.
En particulier, pour tout M ∈ CB se de´composant suivant ses poids, on a
(6.4.2) Mφ =
∐
λ∈Λ
Mlλ,
avec U0B agissant sur Mlλ par χ¯λ.
En effet, on a (qi de´signant l’image de vidans B)
χλ(κ) = χλ(
ℓ∏
i=1
κi0) =
ℓ∏
i=1
χλ(κi0) =
ℓ∏
i=1
{
1
2
l−1∑
j=0
(−1)j
[
〈λ, α∨i 〉
j
]
i
(qji + q
−j+〈λ,α∨i 〉
i )}
=
{
1 si l|〈λ, α∨i 〉 pour tout i
0 sinon.
(6.4.3)
Il s’ensuit que pour tout m ∈ N
χλ ◦ φ
(
Hi
m
)
= χλ(
[
Ki
ml
]
)χλ(κ) =

[
〈λ, α∨i 〉
ml
]
i
=
[
l〈λ1, α∨i 〉
ml
]
i
=
(
〈λ1,α∨i 〉
m
)
si λ ∈ lΛ
0 sinon.
(6.4.4)
Comme χ¯λ1
(
Hi
m
)
=
(
〈λ1,α∨i 〉
m
)
, la proposition s’ensuit.
6.5. Pour un Uq-module de dimension finie M de´signons par M
ΩΨ son Q(q)-dual M∗ equipe´ de
la structure de Uq-module de´finie par xf = f((Ω ◦ Ψ)(x) ?), pour x ∈ Uq et f ∈M
∗. Posons enfin
Uq = UB ⊗B Q(q).
Proposition 6.6. Pour tout Uq-module de dimension finie M , il existe un isomorphisme de Uq-
modules
(6.6.1) (Mφ)τ ≃ (MΩΨ)φ.
Conside´rons l’application de restriction MΩΨ → (κM)∗, qui est Q(q)-line´aire et surjective.
Comme Ω ◦ Ψ(κ) = κ, on a κf = f(κ ?) pour tout f ∈ MΩΨ. Comme κ annule (1 − κ)M ,
l’application de restriction induit la bijection voulue (MΩΨ)φ ≃ (Mφ)τ graˆce a` (5.8.11).
6.7. Si M est un UB-module, on notera M
Fr le UB-module dont l’espace sous-jacent est celui
de M et la structure de UB-module est celle donne´e compose´e avec Fr : UB → UB. On a donc
(MFr)φ = M .
Lemme 6.8. Soit V un UB-module inte´grable de type 1 et M un UB-module de type fini sur B
admettant une de´composition suivant ses poids. On a des isomorphismes de UB-modules
(6.8.1) (V ⊗MFr)φ ≃ V φ ⊗M ≃ (MFr ⊗ V )φ.
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Soient z ∈ V et m ∈MFr. Pour tous i ∈ [1, ℓ] et r ∈ N, on a, dans (V ⊗MFr)φ,
X
(r)
i • (κz ⊗m) = φ(X
(r)
i )(κz ⊗m) = φ(X
(r)
i )(κz ⊗ κm) car κm = m
= ∆(E
(rl)
i )∆(κ)(κz ⊗ κm)
= ∆(E
(rl)
i )(κz ⊗ κm) par (5.8.7)
=
rl∑
j=0
(q
j(rl−j)
i E
(rl−j)
i ⊗ E
(j)
i )(κz ⊗m) avec qi = q
di
=
r∑
j=0
(E
((r−j)l)
i κz)⊗ (X
(j)
i m) car m ∈M
Fr
(6.8.2)
alors que, regardant κz ⊗m dans V φ ⊗M , on a
X
(r)
i • (κz ⊗m) = ∆(X
(r)
i )(κz ⊗m) =
r∑
j=0
(X
(r−j)
i ⊗X
(j)
i )(κz ⊗m)
=
r∑
j=0
(X
((r−j)l)
i κz)⊗ (X
(j)
i m).
(6.8.3)
De meˆme pour l’action de Y
(r)
i , si bien que le premier isomorphisme de (6.8.1) s’ensuit. Le second
isomorphisme se traite de manie`re analogue.
6.9. Revenons a` la situation modulaire et rappelons qu’alors qu’en caracte´ristique nulle tous les
UQ-modules de dimension finie sont semi-simples [8, Th. II.8], tel n’est pas le cas pour les G-
modules.
Soient Λ+ l’ensemble des poids dominants, ∇(λ) le G-module induit standard construit a` partir
de λ ∈ Λ+ (ceux-ci sont de´finis sur Z et fournissent les UQ-modules simples par changement de
base) et L(ν) le G-module simple de plus haut poids ν ∈ Λ+. Soit Λ1 comme dans 6.3 mais avec l
remplace´ par p.
On dit qu’un G-module M de dimension finie admet une bonne filtration (resp. une bonne p-
filtration) si et seulement s’il admet une filtration par des G-sous-modules dont les gradue´s associe´s
sont de la forme ∇(λ) avec λ ∈ Λ+ (resp. L(ν)⊗∇(µ)Fr avec ν ∈ Λ1, µ ∈ Λ
+).
Soit h le nombre de Coxeter de G.
Proposition 6.10. Supposons p ≥ 2(h− 1) et soit M un G-module M de dimension finie. Toute
bonne p-filtration sur M induit une bonne filtration sur Mφ.
Comme le foncteur V → V φ est exact, on peut supposer que M = L(ν)⊗∇(λ)Fr pour certains
ν ∈ Λ1 et λ ∈ Λ
+. On a alors (L(ν)⊗∇(λ)Fr)φ ≃ L(ν)φ⊗∇(λ) graˆce au lemme 6.8. Si L(ν)φ admet
une bonne filtration avec des sous-quotients ∇(η), alors L(ν)φ⊗∇(λ) admettra une filtration avec
des sous-quotients ∇(η)⊗∇(λ), lesquels admettent une bonne filtration graˆce a` [17, Thm 1.-1].
Encore graˆce au lemme 6.8, on peut meˆme supposer M = L(ν) pour un certain ν ∈ Λ1.
Ne´anmmoins, si pη est un poids de L(ν), et si α∨0 est la plus haute coracine de G et ρ la demi-
somme des racines positives, on a p〈η + ρ, α∨0 〉 = 〈pη, α
∨
0 〉 + p(h − 1) ≤ 〈ν, α
∨
0 〉 + p(h − 1) ≤
〈(p− 1)ρ, α∨0 〉+ p(h− 1) = (2p− 1)(h− 1), et donc 〈η + ρ, α
∨
0 〉 ≤ (h− 1)(2−
1
p
) < 2(h− 1) ≤ p.
Il de´coule alors du linkage principle fort que L(ν)φ est une somme directe de ∇(η) avec des
η ∈ Λ+.
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6.11. Supposant e´tablie la conjecture de Lusztig concernant les caracte`res irre´ductibles de G,
laquelle est un the´ore`me pour p suffisamment grand, Parshall et Scott [19, Th. 5.1] montrent que
pour p ≥ 2(h − 1) tout ∇(λ) avec λ ∈ Λ+, admet une bonne p-filtration. On de´duit donc de la
proposition 6.10 le
Corollaire 6.12. Supposons e´tablie la conjecture de Lusztig et p ≥ 2(h− 1). Soit M un G-module
M de dimension finie. Toute bonne filtration sur M en induit une sur Mφ.
6.13. Terminons par un re´sultat ge´ome´trique concernant la the´orie modulaire et re´pondant a` la
question laisse´e ouverte a` la fin de [5]. Notons ici X = G/B la varie´te´ des drapeaux de G, OX
son faisceau structural et F l’homomorphisme de Frobenius absolu sur X . Le fait que OX soit
un facteur direct de F∗OX est bien connu et est central dans l’e´tude de la ge´ome´trie de X . Nous
de´terminons un autre facteur direct de F∗OX .
The´ore`me 6.14. Supposons p ≥ h. Le faisceau inversible LX(−ρ) associe´ au B-module k de
dimension 1 de´fini par −ρ est un facteur direct de F∗OX .
Posons X¯ = G/G1B et q : X → X¯ l’homomorphisme canonique. On va montrer, de manie`re
e´quivalente que le faisceau inversible LX¯(−pρ) sur X¯ associe´ au G1B-module de dimension 1 de´fini
par −pρ est un facteur direct de q∗OX . Plus pre´cise´ment encore, soit L((p − 2)ρ) le G-module
simple de plus haut poids (p− 2)ρ. On va alors montrer que L((p− 2)ρ)⊗LX¯(−pρ) est un facteur
direct de q∗OX .
On a q∗OX ≃ LX¯(∇ˆ(k)) avec ∇ˆ(k) le G1B-module induit a` partir du B-module trivial k.
Comme ∇ˆ(k) a pour module de teˆte simple L((p − 2)ρ) ⊗ p(−ρ) [9, II.9.6], posons π : ∇ˆ(k) →
L((p− 2)ρ)⊗ p(−ρ) l’homomorphisme de passage au quotient. Ainsi
(6.14.1) LX¯(π) : q∗OX → LX¯(L((p− 2)ρ)⊗ p(−ρ)) ≃ L((p− 2)ρ)⊗ LX¯(−pρ)
est un e´pimorphisme. On va montrer, en suivant la strate´gie de [10], qu’il est scinde´.
De´signons par indGG1B le foncteur d’induction de G1B a` G de la cate´gorie des G1B-modules vers
celle des G-modules. On remarque tout d’abord qu’on a un diagramme commutatif
(6.14.2)
HomO
X¯
(LX¯(L((p − 2)ρ)⊗ p(−ρ)), q∗OX )
∼ //
HomO
X¯
(L
X¯
(L((p−2)ρ)⊗p(−ρ)),L
X¯
(pi))

indGG1B
(L((p − 2)ρ)∗ ⊗ pρ⊗ ∇ˆ(k))
indGG1B
(L((p−2)ρ)∗⊗pρ⊗pi)

HomO
X¯
(LX¯(L((p− 2)ρ)⊗ p(−ρ)),LX¯(L((p− 2)ρ) ⊗ p(−ρ)))
∼ // indGG1B(L((p− 2)ρ)
∗ ⊗ pρ⊗ L((p− 2)ρ) ⊗ p(−ρ)).
D’autre part, on a des isomorphismes canoniques
(6.14.3) indGG1B(L((p−2)ρ)
∗⊗pρ⊗∇ˆ(k)) ≃ L((p−2)ρ)∗⊗ indGG1B(∇ˆ(pρ)) ≃ L((p−2)ρ)
∗⊗∇(pρ)
et
(6.14.4) indGG1B(L((p− 2)ρ)
∗ ⊗ pρ⊗ L((p− 2)ρ)⊗ p(−ρ)) ≃ L((p− 2)ρ)∗ ⊗ L((p− 2)ρ).
Posons maintenant π′ = ρ ⊗ π : ∇ˆ(pρ) → L((p − 2)ρ). On est alors ramene´ a` montrer que
indGG1B(π
′) 6= 0 car L((p− 2)ρ) est simple. Pour ce faire, il suffit de montrer que indGG1B(kerπ
′) $
∇(pρ). Mais le seul facteur de composition de ∇ˆ(pρ), comme G1B-module, qui pourrait contribuer
a` produire L((p− 2)ρ) une fois applique´ R•indGG1B est de la forme L((p− 2)ρ)⊗pµ, µ ∈ Λ. D’autre
part [∇ˆ(pρ) : L((p − 2)ρ) ⊗ pµ] 6= 0 si et seulement si µ = 0, auquel cas [∇ˆ(pρ) : L((p− 2)ρ)] = 1
[9, II,9.16]. Il s’ensuit que indGG1B(kerπ
′) $ ∇(pρ).
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Corollaire 6.15. Supposons p ≥ h.
(i) La multiplicite´ de L((p − 2)ρ) dans ∇(pρ) est e´gale a` 1 et celui-ci apparait comme module
de teˆte dans ∇(pρ).
(ii) Pour tout i > 0, on a Hi(X¯,LX¯(kerπ
′)) = 0.
(iii) Pour tout r > 0, LX(−ρ) est un facteur direct de F
r
∗OX .
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