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1. Introduction
It is well known that trade on stock market can take place, when market par-
ticipants assign different values to equity. Relations on stock market become more 
complex, when there is a number of assets and a number of diverse traders. It is 
necessary to take into account not only heterogeneity of traders but also changing 
environment. A good understanding of trading volume is very important for both 
traders and researchers. Usually at least 3 reasons are cited for the importance of 
trading volume. The ﬁrst one is that there is a contradiction between the homog-
enous trader assumption and positive trading volume. In this model it is assumed 
that trade without new information is possible. The only reason for trading is the 
motive to speculate. It is very common that volume data are reported together 
with ﬁnancial data, especially with price data. In the literature it is not clear what 
kind of information is reﬂected in volume data. Some researchers express doubt 
about any link between prices, trading volume and volatility. The reason may be 
the fact that volume increase can be caused by different interpretations of the 
same information by investors, or even by identical interpretation by investors 
who nevertheless behave differently because of differing initial expectations.
A third reason is the impact of market imperfection on trading volume. In 
this context the effect of the institutional form of the market on trading volume 
may be not correctly understood. The widespread view is that trading volume 
on imperfect market is lower that in a perfect market. This view is conﬁrmed by 
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results of empirical investigations. These results imply that new information does 
not always cause immediately clearing of the markets. The second explanation is 
that investors frequently make mistakes, which can be corrected in following sub-
periods. This increases trading activity in the whole period under consideration.
Since investors are heterogeneous in their interpretations of new information, 
prices may remain unchanged even though new information is revealed to the 
market. This will be the case if some investors interpret the news as good whereas 
others ﬁnd it to be bad. Another situation in which relevant new information 
may leave stock prices unchanged can be when, although investors interpret the 
information identically, they start with diverse prior expectations. From this it 
follows that changes in stock prices reﬂect an aggregation or averaging of inves-
tors’ adapted beliefs.
On the other hand, stock prices may only change if there is positive trading 
volume. One important question arising from this is whether volume data are 
simply a descriptive parameter of the trading process, or whether they contain 
unique information that can be exploited for modelling stock returns or return 
volatilities. As with prices, trading volume and volume changes mainly reﬂect the 
available set of relevant information on the market. Unlike stock prices, however, 
a revision in investors’ expectations always leads to an increase in trading vol-
ume, which therefore reﬂects the sum of investors’ reactions to news. Because 
this process leads to higher trading volume, it preserves the differences between 
investors’ reactions to the arrival of new information, differences that may get lost 
in the averaging process that ﬁxes prices. Studying the joint dynamics of stock 
prices and trading volume therefore improves our understanding of the dynamic 
properties of stock markets.
Trading volume is not examined in the literature as often as prices behaviour 
over time. Although there is no consistent theory of volume, there are some im-
portant contributions to this subject, which will be reviewed in next section.
The rest of this paper proceeds as follows. The main ideas in the context of 
important volume contribution are reviewed in the next section. The third section 
describes the basic properties of the distributions examined. A short description of 
the data and their statistical properties are given in the fourth and ﬁfth sections, 
respectively. The sixth section summarizes the empirical results of distribution 
ﬁtting and goodness-of-ﬁt tests. A ﬁnal section concludes the paper.
2. Previous contributions to trading volume
While investigations of the distributions of stock return data started very early 
[23, 35], the ﬁrst contributions to volume distribution appeared considerably later 
145
Distribution of Volume on the American Stock Market
[1]. Trading volume appears in the literature in at least three settings: its relation 
to the bid-ask spread, its relation to price changes, and its relation to information. 
Previous contributions uniformly indicate that volume is negatively related to the 
bid-ask spread. This ﬁnding is consistent with some theoretical models [17, 21].
Several theoretical models consider the relation of trading volume to price 
changes. T.W. Epps [20] formulated a model where the volume on transactions 
in which the price ticks up is greater than the volume on downticks.
T. Copeland [16] derived a model of the sequential arrival of information to 
investors. By mean of simulation he demonstrated that after new information, 
volume is positively related to price changes. Copeland’s theory suggests that 
where new information is disseminated sequentially, rather than simultaneously, 
to investors, there is a sequence of transitional price equilibria that are accompa-
nied by persisting high trading volume. One important implication of this model 
is the existence of positive contemporaneous as well as causal relations between 
price volatilities and trading activities.
The widely reported fat-tailed return distributions are mainly explained by 
the Clark hypothesis [14]. According to this hypothesis the distribution of prices 
and volume is jointly exposed to an unobservable directing process. Clark’s model 
was extended by T.W. Epps and M.L. Epps [22], G. Tauchen and M. Pitts [44] 
and T.G. Andersen [2]. The underlying hypothesis of Clark’s model is known in 
the literature as the mixture of distribution hypothesis (MDH). The MDH implies 
strong positive contemporaneous linkages, but no causal ones between volume and 
return volatility data, whereas return levels and volume data display no interac-
tions [30]. C.G. Lamoureux and W.D. Lastrapes [31] examined Clark’s hypothesis 
using the GARCH model extended by a volume variable. The authors by means of 
the time series of single U.S. stocks demonstrated that volume explains GARCH 
effect. T.W. Epps and M.L. Epps [22] have suggested that volume moves with 
measures of within-day price variability because the distribution of transaction 
price change is a function of volume. Andersen [2] uses in his contribution a ra-
tional expectation model, and assumes non-informational trading and common 
information arrivals. He demonstrates that this improves the empirical ﬁt of the 
implemented moment restrictions. The dynamic version of his model reduces the 
estimated volatility persistence of U.S. stocks.
In a framework where stock prices are assumed to be noisy, some recent 
studies by L. Blume et al. [9] and M. Suominen [42] argue that trading volume 
conveys unique information to the market, which is not contained in prices. The 
former model assumes that informed traders reveal their private information to 
the market through trades, and that uninformed traders learn from volume data 
about the precision and dispersion of an informational signal. This model implies 
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that return volatility and trading volume exhibit time persistence even when in-
formation arrivals do not.
R. Gallant et al. [24] in their extensive study estimated joint conditional re-
turn-volume density for the U.S. market using time series over 57 years. To make 
the time series stationary they detrended return series and volume series as well. 
Moreover they apply seasonal adjustments of both time series. The contributors 
found a positive (but non-linear) dependence between return volatility and volume. 
This relation is almost constant for negative standardized volume data, and has a 
tendency to increase for positive standardized volume realizations. C.G. Lamoureux 
and W.D. Lastrapes [32], by means of the bivariate mixture model, ﬁnd no support 
for the idea that volume data has explanatory power for volatility persistence.
In the light of the reviewed contributions, large volumes and large price 
changes (positive or negative) can be attributed to information ﬂows (the se-
quential information arrival model), or to a common directing process that can 
be interpreted as the ﬂow of information (MDH). The large cost of taking a short 
position gives an explanation for the observation that, in stock markets, the vol-
ume connected with a price increase usually exceeds that connected with an equal 
price decrease, since costly short sales restrict some investors to trading on the 
basis of new information.
A common conclusion from these models is that trading volume not only 
describes market behaviour but actually affects it since it directly enters into the 
decision process of market participants. In this sense a strong relationship (contem-
poraneous as well as causal) between volume and return volatility is suggested.
In addition to the theoretical approaches described above, some empirical 
studies have been performed which deal with volume-price relations on capital 
markets. The relationship between trading volume and price changes per se was 
investigated by C. Hiemstra and J.D. Jones [29], T.J. Brailsford [10] and B.S Lee 
and O.M. Rui [33], mainly using index data. The results of these studies differ in 
detail, but on the whole they deliver evidence to support a positive volume-price 
relationship. A few studies also use the returns and volume of individual stocks e.g. 
R.L. Antoniewicz [3] who ﬁnds that the returns of individual stocks on high-volume 
days are more sustainable than are returns on low-volume days. S.E. Stickel and 
R.E. Verrechia [43] ﬁnd that when earnings announcements are accompanied by 
higher volume, returns are more sustainable over the following days. In the model 
of G.O. Orosel [39], high stock returns lead investors who do not participate in 
the stock market to increase their estimate of the proﬁtability of stock market 
participation. Results by T. Odean and S. Gervais [37] imply that a positive market 
return should lead to greater volume. T. Chordia and B. Swaminathan [12] inves-
tigate the role of trading volume in the cross-autocorrelation patterns observed in 
stock returns. The authors observe that returns of stocks with high trading volume 
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precede returns of stocks with lower trading volume. This is seen to conﬁrm the 
speed of adjustment hypothesis, which suggests that high volume stocks adjust 
quicker to new information than low volume stocks. T. Chordia et al. [13] report 
a negative cross-sectional relationship between expected stock returns and both 
the level and the changes of trading volume.
In a more recent contribution by M.D. McKenzie and R.W. Faff [36] the 
authors analyze the relations between trading volume and the autocorrelation 
properties of daily stock returns. They notice the signiﬁcant impact of trading 
volume on time varying autocorrelations in stock returns. In this study the authors 
report that higher trading volume is mostly accompanied by a drop in return au-
tocorrelation. Recently, R. Connolly and C. Stivers [15] investigated the autocor-
relation properties of stock returns in relation to abnormal turnover on a weekly 
basis. They found momentum in stock returns in the case of contemporaneous, 
abnormally high trading volume, and averse in returns in the case of abnormally 
low trading volume.
The relation between stock return volatility and trading volume has been 
analyzed in a more recent contribution by H. Bessembinder and P.J. Seguin [7], 
W.A. Brock and B.D. LeBaron [11], S. Avouyi-Dovi and E. Jondeau [4], B.S. Lee 
and O.M. Rui [33], H. Gurgul et al. [27] and [28]. These contributors uniformly 
conﬁrm a strong relationship (contemporaneous as well as dynamic) between 
return volatility and trading volume. However, the investigations conducted by 
A.F. Darrat et al. [18], based on intraday data from DJIA stocks, only provide 
evidence of signiﬁcant lead/lag relations, but do not conﬁrm a contemporaneous 
correlation between return volatility and trading volume.
C.G. Lamoureux and W.D. Lastrapes [31], mentioned above, were the ﬁrst 
to apply stochastic time series models of conditional heteroscedasticity (GARCH-
type) to explore the contemporaneous relationship between volatility and volume 
data. The authors found that persistence in stock return variance vanishes for the 
most part when trading volume is included in the conditional variance equation. 
If trading volume is considered to be an appropriate measure for the ﬂow of infor-
mation into the market, then this ﬁnding is consistent with the MDH. However, 
one has to realize that the observation by C.G. Lamoureux and W.D. Lastrapes 
[31] is mainly proof of the fact that trading volume and return volatility are driven 
by identical factors, leaving the question of the source of the joint process largely 
unresolved. This GARCH cum volume approach has been applied and extended 
in several subsequent studies, such as [26, 32, 2, 10, 38]. M. Glaser and M. Weber 
[25] ﬁnd that investors who think that they have above average investment skills 
(but who do not have above average returns) trade signiﬁcantly more.
An extensive study of stock return distribution for some stock markets is 
presented by A. Peiro [40] and E. Eberlein and U. Keller [19].
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This contribution investigates the statistical properties of trading volume, es-
pecially distribution ﬁt. Unlike most other studies on this issue, we use individual 
stock data instead of index data. Empirical distributions of common stock returns 
and abnormal returns have been studied extensively. Analogous information on 
trading volume is very sparse. Speciﬁcation of empirical distributions is important 
because they enable researchers to:
- identify measures for which the distributions of abnormal trading volume 
approximate normality,
- deﬁne the level of misstatements in achieved signiﬁcance levels when per-
forming typical statistical tests based on the t-distribution in trading volume 
studies,
- ﬁnd out how statistical tests are affected by the length of the estimation pe-
riod, the length of prediction interval, clustering of events and the size of the 
ﬁrm.
In practice [34] there are some several measures of trading activities for 
individual stocks:
1) number of trades per period,
2) share volume Xj , t ,
3) dollar volume Pj , t Xj , t ,
4) relative dollar volume P X P Xj t j t j t j tj, , , ,? ,
5) share turnover (turnover ratio) ? j t j t j tX N, , ,? ,
6) dollar turnover ? ?j t j t j t j t j t j tP X P N, , , , , ,? ? .
One can see that the last two measures are equal. The most common measures 
used in empirical investigations are given by 2, 3 and 5. To measure aggregate 
trading activity similar measures can be deﬁned. Although the deﬁnition of dollar 
turnover may seem redundant since it is equivalent to share turnover, it becomes 
more relevant in the portfolio case.
It is well known in the literature that return data and especially volume data 
exhibit clustering, autocorrelation (long memory), fat tails, leptokurtosis and are 
positively skewed; i.e. they are highly non-normal.
According to A. Timmermann and C.W.J. Granger [45] the most promising 
direction for investigations of stock market quality in the context of the efﬁcient 
market hypothesis (EMH) is not just modelling the ﬁrst conditional moment of 
returns or volume data, but an estimation of the full conditional distribution of 
returns or volume dependent on the given information in the last time period.
According to the authors, the EMH does not imply that all changes in this 
density are unpredictable. It does, however, require that certain functions of the 
probability distribution are not predictable. As a concrete example, there is now 
substantial evidence that volatility of asset returns varies over time in a way that 
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can be partially predicted. For this reason there has been considerable interest 
in improved volatility forecasting models in the context of option pricing. Does 
this violate market efﬁciency?
Clearly the answer is no unless a trading strategy could be designed that would 
use this information in the options market to identify under- and over-valued op-
tions. If options markets are efﬁcient, option prices should incorporate the best 
volatility forecasts at all points in time. To the knowledge of A. Timmermann and 
C.W.J. Granger [45] no similar results exist yet for the full predictive density of 
asset returns and volume. However according to those authors it is likely that 
methods now being developed for predicting the conditional skew, kurtosis and 
higher order moments of asset returns will also ﬁnd some use in tests of market 
efﬁciency. From this point of view a ﬁrst, very important step towards developing 
such a theory is proper distribution ﬁtting to returns and volume data.
While B. Ajinkya and P. Jain [1] found non-normality in raw volume index 
data, according to these authors the log-volume of index data converges to a normal 
distribution as the number of securities per portfolio increases. They suggest log-
volume as the most proper measure of trading activity also for individual stocks. 
Therefore, the main task of our paper is to perform a distribution ﬁt to the return 
and log-volume data of companies listed in DJIA as well. We extract 23 companies 
and test the log-volume distribution of each of them in the whole period from Au-
gust 1997 to October 2004, and in two subperiods (August 1997−February2001; 
March 2001−October 2004).
In the next section we review brieﬂy the properties of potential distributions 
and their suitability to ﬁt empirical return and volume distribution
3. Distributions
In order to ﬁnd the best ﬁt several distributions are considered: scaled Student 
t distribution, exponential power distribution, logistic distribution, hyperbolic 
distribution, normal inverse Gaussian distribution and α-stable distribution. These 
distributions have been chosen because they are extensively used in the analysis 
of the unconditional distribution of stock returns.
Scaled Student t distribution has a density function:
 f x
x
( ) ?
??
??
?
??
?
??
?
??
? ?? ??
?
??
?
?
??
? ??
?
?
? ???
?
??
?1
2
2
1
2
2
2
1
2
,
where Γ denotes the gamma function, μ is a location parameter, σ > 0 is a scale 
parameter, and ν > 0 is a shape parameter usually referred to as degrees of free-
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dom. A scaled Student t distribution is a generalisation of Student t distribution 
in the sense that if X follows a scaled Student t distribution, then μ and σ are 
the mean and standard deviation respectively, and (X−μ)/σ follows a Student t 
distribution with ν degrees of freedom. Scaled Student t distribution was pro-
posed in the analysis of stock returns by P.D. Praetz [41] and R. Blattberg and 
N. Gonedes [8].
The exponential power distribution has a density function:
 f x
x
( )
exp
?
? ?
?
?
???
?
?
???
??
??
?
??
?
?
1
2
2
3
2
2
1
3
2
?
?
? ?
?
?
?
,
where μ, α > 0 and –1 < β ≤ 1 are location, dispersion and shape parameters, 
respectively. The latter can be seen as a measure of “non-normality” distribution. 
If β > 0, the distribution is leptokurtic and if β < 0, it is platykurtic. When β = 0 
distribution is equal to normal and when β tends to –1 the distribution converges 
to uniform distribution. If X follows an exponential distribution, then E X? ? ? ?  
and var ( )
( )
X ? ????
?
??
??
??
?
???
? ?2 3 1
2
1
2
? ? .
Logistic distribution has a density function
 f x
x
x
( )
exp
exp
?
??
??
?
??
? ????
?
??
?
??
?
??
?
?
? ??1
2
,
where μ is mean and α > 0 is a scale parameter. If X follows a logistic distribution, 
then E X? ? ? ?  and var( )X ? ? ?2 2
3
.
One possible parameterisation of the PDF of the hyperbolic distribution 
can be written in the form:
f x
K
x x( ) exp? ?
?? ? ?? ?? ? ?? ???? ???? ??? ? ? ? ? ? ? ? ?
2 2
1
2 2
2 2
2
,
where K1 is a modiﬁed Bessel function of the third kind with a parameter 1, μ is 
a location parameter, δ > 0 is a scale parameter and 0 ≤ |β| < α are shape pa-
rameters. α is responsible for the steepness, and β for skewness. The hyperbolic 
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distribution was introduced by Barndorff-Nielsen [5]. In [19] this distribution ﬁts 
well to German return data.
The density of NIG (the Normal Inverse Gaussian) is given by:
f x
K x
x
x( ) exp?
? ?? ???? ???
? ?? ? ?? ?? ?? ?
?? ? ? ?
? ? ?
? ? ? ? ?
1
2 2
2 2
2 2
The interpretation of the parameters of the NIG is identical with those of 
the hyperbolic distribution. The NIG distribution is able to model symmetric and 
asymmetric distribution with possibly heavy tails. Its tails are often classiﬁed as 
“semi-heavy”. If α tends to zero, the NIG distribution converges to a heavy-tailed 
Cauchy distribution with location parameter μ and scale parameter δ. Normal 
inverse Gaussian distributions were introduced by Barndorff-Nielsen [6] as a 
subclass of generalised hyperbolic laws with parameter λ= –1/2.
The class of α-stable distributions introduced by Lévy (1924) has no closed 
formula of density for all but three values of the parameter α: α = 1/2 (Lévy dis-
tribution), α = 1 (Cauchy distribution) and α = 2 (Gaussian distribution). Hence, 
stable distributions are deﬁned instead in terms of their characteristic functions. 
The most often used parametrisation of the characteristic function of an α-stable 
distribution is:
?( )
exp sgn( )
exp
t
t i t tg i t
t i
?
? ????
?
?? ?
???
???
?
? ?
? ? ?? ? ?
?
? ?
?
1
2
1
1
1
? ? ? ?
2
11sgn( )ln( )t t i t
?
??
?
?? ?
???
???
?
?
?
??
?
??
where 0 < α ≤ 2 is an index of stability, –1 ≤ β ≤ 1 is a skewness parameter, γ > 
0 is a scale parameter and δ1 is a location parameter. As mentioned above, for α 
= 2, the distribution is Gaussian. While if 0 < α < 2, the distribution has a fatter 
tail than in the Gaussian. If X follows an α-stable distribution with α > 1, then 
E X? ? ? ?1.
A parameterisation of the characteristic function which is more useful in 
applications, is given by:
?( )
exp sgn( ) ( )
t
t i t tg t i t
?
? ? ?? ???? ??? ????
???
??? ? ?? ? ? ?? ? ?1
2
11 0 1
1
2
10exp sgn( ) ln ln
.
? ? ?? ???? ??? ????
???
?
?
?
??
?
?? ? ? ? ? ? ?t i t t i t
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The value of this representation is that characteristics (and densities) are 
jointly continuous in all four parameters. The parameters α, β and γ have the 
same meaning for the two parameterisations, while the location parameters are 
related by:
? ? ?? ??1 0
2
? ? tg ,
if  α ≠ 1
and
? ? ?? ?1 0
2? ? ,
when α = 1. 
It is worth noting that unlike all the distributions described above, members 
of the class of α-stable distributions, except the Gaussian distribution, have 
inﬁnite variance. From the empirical investigations of E. Eberlein and U. Keller 
[19] it follows that this kind of distribution applies to returns on the American 
stock market.
4. Data
Our data set (supplied by Reuters Austria and Deutsche Börse, controlled 
by us for mistakes and adjusted for dividends and stock splits) comprises the 
daily percentage rates of return and the natural logarithms of trading volume 
series for 23 companies listed in the DJIA in the whole period from August 1997 
to October 2004. For each company calculations exclusively concentrate on the 
period of its DJIA membership. Therefore it was possible to extract 23 companies 
over the whole above-mentioned period. Continuously compounded stock returns 
are calculated from daily stock prices at close, adjusted for dividend payouts and 
stock splits. In order to check the robustness of our results in respect to sample 
size, the whole period has been divided into two sub periods: from August 1997 
to February 2001 and from March 2001 to October 2004.
5. Descriptive statistics
We start our investigations with some basic descriptive analysis of the time 
series under study. As can be seen from Panel A of Table 1 the mean of daily 
percentage stock returns over the whole period ranges from −0.035% (HP) to 
+0.058% (WalMart) with a median of 0.016% (Procter & Gamble).
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Table 1
Aggregated summary statistics for stock market data of DIJA companies
Panel A: Daily percentage stock returns
Mean Std.dev. Skewness Kurtosis
Min −0.034549 1.6457 −3.8872 5.0711
1. Quartile −0.015194 2.0112 −0.36585 5.6813
Median 0.01629 2.2308 −0.12103 7.4464
3. Quartile 0.028528 2.4299 0.068617 10.591
Max 0.057856 3.119 0.2241 74.44
Panel B: Daily log-volume
Mean Std.dev. Skewness Kurtosis
Min 14.2 0.36 −0.28 3.56
1. Quartile 14.8 0.41 0.09 3.91
Median 15.4 0.44 0.25 4.18
3. Quartile 15.6 0.46 0.37 4.64
Max 16.5 0.63 0.77 6.26
The well-known fact of a “fat-tailed and highly-peaked” distribution of return 
series is mostly present in our data. The smallest kurtosis of stock returns is equal 
to 5.07 (Caterpillar) while the largest is 74.44 (Procter & Gamble). Furthermore, a 
negative median of skewness (−0.12 for McDonald’s) means that majority of the 
examined stock returns are left-skewed.
Despite lower values of kurtosis, log-volume series as well as returns show 
fat tails. On the other hand, skewness of log-volume shows the opposite pattern 
–the majority of samples are right-skewed (lower quartile equals 0.09).
Observed values of skewness and kurtosis are the main reason for the non-
normal distribution of both returns and log-volume series. In fact, the Jarque-Bera 
test rejects normality in all cases except one (log-volume of AmEx from August 
1997 to February 2001).
6. Empirical results
The parameters of the considered distributions have been estimated by the 
maximum likelihood method.
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All necessary computations have been carried out in Matlab, however the 
parameters of α-stable distribution have been estimated following the method 
of Nolan (1997) in his program STABLE [46]. The results of these estimations 
are summarised in table 2, which contains the main descriptive statistics for all 
estimated distribution parameters (including cases where the distribution was 
rejected by goodness-of-ﬁt tests). (Detailed results are not presented here because 
of the lack of space. They are available upon request).
With regard to the estimation of the parameters, some facts should be pointed 
out. The computed estimates of shape parameter β in the power exponential dis-
tribution are greater than zero. In the case of returns series they are, in fact, in 
the whole period greater than 0.5. This means highly leptokurtic distributions. In 
comparison to the return series, estimates of β for log-volume series are smaller 
but still positive. In the whole period they range from 0.14 to 0.57, which indicates 
semi-heavy tails.
A similar conclusion can be deduced from the estimated values of shape pa-
rameter α of hyperbolic and NIG distributions: for returns they are close to zero, 
whereas for log-volumes they are more distant. This once again conﬁrms the fat-
tailednes of stock returns, and the semi-heavy tails of log-volume distributions. 
Moreover, estimated degrees of freedom in Student t distribution, ranging in the 
main period from 3.28 to 6.14, and from 5.44 to 16.3 for return and log-volume 
series respectively conﬁrm nonnormality of examined data.
In order to clarify the properties of data series over time, we compare the 
values of estimated parameters in each of the subperiods. If we consider daily 
returns, visible differences between descriptive statistics can be observed for 
Student’s t, exponential and hyperbolic distribution. The values of degrees of 
freedom in Student t distribution are signiﬁcantly greater in the ﬁrst subperiod 
(August 1997−February 2001) than in the other considered period. Moreover, in 
the same period, shape parameter β in the power exponential distribution has its 
lowest values. On the other hand, hyperbolic distribution has signiﬁcantly greater 
estimated values from March 2001 to October 2004.
If we take into account the interpretation and role of individual distribution 
parameters, it will be clear that all the differences mentioned above indicate that 
daily returns in the subperiod from August 1997 to February 2001 are closer to 
normality, than returns in the whole period or in the second subperiod. An analo-
gous conclusion can be drawn from estimated parameter values of log-volume 
distributions. The values of degrees of freedom in Student t distribution, and of 
β of power exponential distribution in the second subperiod in connection with 
higher values of α in NIG distribution in the ﬁrst one suggest that the log-volume 
data are much more leptokurtic in the second subperiod from March 2001 to 
October 2004 than in the earlier one.
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Table 2
Aggregated summary statistics for estimated distributions parameters.
Panel A: Daily percentage stock returns
08.97−10.04
max
0.06
1.62
0.06
2.22
6.14
0.05
1.50
1.00
1.11
0.08
1.94
0.13
0.82
0.07
3.18
0.13
1.86
0.34
1.78
0.07
Panel B: Daily log-volume
08.97−10.04
max
16.5
0.35
16.5
0.55
16.3
16.5
0.46
0.57
6.34
1.84
1.22
16.3
mean
0.00
1.16
0.00
1.66
4.68
−0.01
1.10
0.70
0.76
0.02
1.14
−0.7
0.50
0.01
2.30
−0.06
1.77
0.10
1.31
−0.02
mean
15.3
0.24
15.3
0.38
8.73
15.3
0.32
0.34
5.04
0.63
0.59
15.2
me-
dian
0.00
1.18
0.00
1.66
4.57
0.00
1.08
0.69
0.76
0.02
1.22
−0.05
0.51
0.02
2.38
−0.06
1.76
0.09
1.32
−0.02
me-
dian
15.4
0.24
15.4
0.38
8.61
15.4
0.30
0.33
5.03
0.71
0.54
15.2
min
−0.07
0.89
−0.08
1.23
3.28
−0.11
0.64
0.47
0.50
−0.04
0.43
−0.41
0.30
−0.04
1.46
−0.38
1.63
−0.16
1.00
−0.14
min
14.2
0.20
14.2
0.31
5.44
14.2
0.25
0.14
3.43
−0.97
0.29
14.3
08.97−02.01
max
0.09
1.74
0.09
2.49
10.17
0.1
1.87
0.86
1.32
0.15
3.21
0.25
1.12
0.14
4.25
0.20
1.91
0.52
1.97
0.08
08.97−02.01
max
16.3
0.36
16.3
0.59
20.0
16.3
0.55
0.59
10.9
3.72
2.12
16.4
mean
0.01
1.29
0.01
1.93
6.22
0.00
1.44
0.52
0.79
0.04
2.02
−0.16
0.58
0.03
3.12
−0.14
1.83
0.14
1.49
−0.01
mean
15.2
0.25
15.2
0.39
10.1
15.2
0.34
0.30
5.65
1.12
0.70
15.0
me-
dian
0.00
1.30
0.00
1.89
6.00
0.00
1.49
0.49
0.72
0.03
1.95
−0.11
0.54
0.02
3.08
−0.09
1.85
0.11
1.47
0.00
me-
dian
15.3
0.24
15.3
0.38
9.35
15.3
0.34
0.28
5.31
1.04
0.59
15.0
min
−0.10
0.99
−0.10
1.55
4.06
−0.14
0.97
0.27
0.49
−0.05
1.09
−0.64
0.33
−0.04
2.26
−0.59
1.73
−0.15
1.19
−0.16
min
14.0
0.20
14.0
0.31
4.82
14.0
0.25
0.01
3.91
−1.01
0.30
13.4
03.01−10.04
max
0.06
1.49
0.06
1.99
7.39
0.07
1.53
1.00
1.26
0.09
2.31
0.24
0.92
0.09
3.47
0.21
1.87
0.35
1.61
0.09
03.01−10.04
max
16.6
0.26
16.6
0.43
12.8
16.6
0.38
0.84
6.71
2.08
0.83
16.4
mean
0.00
1.03
0.00
1.43
4.36
−0.01
0.91
0.76
0.85
0.00
0.85
−0.02
0.53
0.00
1.93
−0.02
1.73
0.05
1.14
−0.01
mean
15.4
0.21
15.4
0.32
6.77
15.4
0.25
0.46
5.23
0.97
0.38
15.2
me-
dian
−0.01
1.05
−0.01
1.43
4.02
−0.01
0.87
0.83
0.80
0.00
0.73
−0.02
0.49
0.00
1.81
−0.02
1.71
0.07
1.15
−0.01
me-
dian
15.4
0.21
15.4
0.32
6.00
15.4
0.25
0.48
5.24
0.93
0.36
15.2
min
−0.06
0.66
−0.07
0.92
2.78
−0.09
0.59
0.38
0.53
−0.11
0.00
−0.25
0.28
−0.09
1.23
−0.24
1.55
−0.29
0.73
−0.11
min
14.4
0.14
14.4
0.21
3.68
14.4
0.16
0.21
4.07
0.18
0.19
14.4
µ
α
µ
σ
υ
µ
α
β
α
β
δ
µ
α
β
δ
µ
α
β
γ
δ
µ
α
µ
σ
υ
µ
α
β
α
β
δ
µ
logistic
Student’s t
exponen-
tial
hyperbo-
lic
NIG
α-stable
logistic
Student’s t
exponen-
tial
hyperbo-
lic
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The adequacy of the estimated distribution is examined with Kolmogo-
rov–Smirnov (KS) and chi-square goodness-of-ﬁt tests. These tests were chosen 
because they are commonly used in distribution ﬁtting and their critical values 
are known and tabulated. Values of the cumulative distribution functions, needed 
in testing procedures, are estimated via numerical integration. In order to com-
pute chi-square goodness-of-ﬁt statistics, the real line has been partitioned into 
disjointed intervals of equal probability. The numbers of intervals were propor-
tional to the sample length and were equal to 38 for whole period, and 28 for sub 
periods. In both tests a 5% signiﬁcance level was considered. The detailed results 
of goodness-of-ﬁt tests are not presented here.
However, some remarks about them should be noted. All considered distribu-
tions were rejected by one of the goodness-of-ﬁt tests in four return samples of 
returns (Alcoa and IBM in period 08.97−10.04, Honeywell and Johnson&Johnson 
in 08.97−02.01), and in the case of ﬁve samples of log-volume (Honeywell in 
period 08.97−10.04; Honeywell and HP in 08.97−02.01; Citigroup and GE in 
03.01−10.04).
For the majority of samples, more than one distribution is ﬁtted. In such a 
situation a criterion for choosing the best distribution is needed. As is well known, 
the Kolmogorov−Smirnov statistic is equal to the greatest distance between the 
empirical and the theoretical cumulative distribution functions.
Thus, it could be said that the distribution that has the smallest value of KS 
statistics describes the sample in the best way. This can be true only in the central 
part of the sample. But if the tails are of interest, the Anderson−Darling statistic 
should be considered instead of the Kolmogorov−Smirnov, because it better de-
scribes behaviour of the distribution on tails. Hence the Anderson−Darling statistic 
should be also taken into account in describing the best ﬁt.
Table 3 reports the best ﬁts based on Kolmogorov−Smirnov and Ander-
son−Darling statistics respectively. Dashes indicate rejection of all examined 
distributions.
5.82
1.88
1.34
16.3
1.99
1.00
0.44
16.4
4.19
0.62
0.76
15.2
1.88
0.36
0.29
15.3
4.24
0.69
0.71
15.2
1.87
0.44
0.29
15.4
2.52
−0.95
0.53
14.3
1.84
−0.82
0.23
14.2
10.7
4.25
2.21
16.4
2.00
1.00
0.42
16.3
4.90
1.11
0.88
15.0
1.86
0.50
0.29
15.1
4.60
0.97
0.76
15.0
1.86
0.61
0.28
15.2
2.82
−1.03
0.52
13.3
1.68
−0.93
0.23
14.0
5.29
2.00
1.00
16.4
2.00
0.86
0.32
16.5
4.08
0.92
0.55
15.2
1.85
0.33
0.25
15.4
3.98
0.88
0.53
15.2
1.86
0.54
0.25
15.4
2.79
0.17
0.31
14.4
1.62
−1.00
0.16
14.4
α
β
δ
µ
α
β
γ
δ
NIG
α-stable
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For the majority of return and log-volume samples, the hyperbolic or NIG 
distribution have the smallest values of both the KS and AD statistics. It should 
be noted that in majority of samples the values of Kolmogorov−Smirnov sta-
tistics for hyperbolic and NIG distribution were very close. The same is true of 
Anderson−Darling statistics. If we take this into account, it turns out that NIG 
and hyperbolic distributions describe the log-volume and stock returns in the 
best way, in the case of stock returns, this is in accordance with mentioned results 
from the literature.
Table 3
The best ﬁts based on Kolmogorov−Smirnov and Anderson−Darling statistics.
Panel A: Daily percentage stock returns
KS statistic AD statistic
08.97–
−10.04
08.97–
−02.01
03.01–
−10.04
08.97–
−10.04
08.97–
−02.01
03.01–
−10.04
Alcoa − NIG Student’s t − hyperbolic NIG
Altria stable hyperbolic Student’s t stable hyperbolic Student’s t
AmEx hyperbolic Student’s t hyperbolic hyperbolic hyperbolic NIG
Boeing Student’s t hyperbolic stable Student’s t stable Student’s t
Caterpillar hyperbolic hyperbolic NIG hyperbolic hyperbolic NIG
Citigroup Student’s t stable stable Student’s t stable Student’s t
CocaCola hyperbolic hyperbolic NIG NIG stable NIG
Disney Student’s t hyperbolic Student’s t Student’s t stable Student’s t
DuPont hyperbolic hyperbolic hyperbolic hyperbolic hyperbolic hyperbolic
Exxon hyperbolic stable stable Student’s t stable stable
GE Student’s t stable NIG NIG stable NIG
GM NIG hyperbolic NIG NIG stable NIG
Honeywell NIG − NIG Student’s t − Student’s t
HP NIG Student’s t Student’s t Student’s t Student’s t Student’s t
IBM − stable NIG − stable NIG
Johnson & 
Johnson
hyperbolic − hyperbolic hyperbolic − hyperbolic
JPMorgan 
chase
exponen-
tial
hyperbolic
exponen-
tial
hyperbolic hyperbolic
exponen-
tial
McDo-
nald’s
NIG NIG hyperbolic NIG NIG Student’s t
3M NIG hyperbolic Student’s t NIG NIG stable
Merck Student’s t stable Student’s t Student’s t stable Student’s t
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Procter & 
Gamble
Student’s t stable Student’s t Student’s t stable Student’s t
UnitTech hyperbolic logistic hyperbolic hyperbolic
exponen-
tial
Student’s t
WalMart NIG Student’s t NIG NIG NIG stable
Panel B: Daily log-volume
KS statistic AD statistic
08.97–
−10.04
08.97–
−02.01
03.01–
−10.04
08.97–
−10.04
08.97–
−02.01
03.01–
−10.04
Alcoa NIG NIG NIG hyperbolic hyperbolic NIG
Altria hyperbolic hyperbolic NIG hyperbolic hyperbolic NIG
AmEx hyperbolic hyperbolic hyperbolic hyperbolic hyperbolic stable
Boeing hyperbolic NIG hyperbolic NIG NIG hyperbolic
Caterpillar hyperbolic Student’s t stable hyperbolic NIG stable
Citigroup hyperbolic NIG − hyperbolic NIG −
CocaCola hyperbolic hyperbolic hyperbolic hyperbolic hyperbolic hyperbolic
Disney stable hyperbolic NIG stable hyperbolic NIG
DuPont hyperbolic hyperbolic
exponen-
tial
hyperbolic hyperbolic hyperbolic
Exxon hyperbolic hyperbolic stable hyperbolic hyperbolic stable
GE hyperbolic hyperbolic − hyperbolic hyperbolic −
GM hyperbolic hyperbolic hyperbolic hyperbolic stable hyperbolic
Honeywell − − stable − − stable
HP hyperbolic − NIG hyperbolic − NIG
IBM NIG NIG hyperbolic NIG NIG hyperbolic
Johnson & 
Johnson
NIG NIG hyperbolic NIG hyperbolic hyperbolic
JPMorgan 
chase
stable hyperbolic hyperbolic hyperbolic hyperbolic hyperbolic
McDo-
nald’s
hyperbolic hyperbolic stable stable hyperbolic stable
3M hyperbolic NIG hyperbolic NIG hyperbolic hyperbolic
Merck stable stable stable NIG hyperbolic NIG
Procter & 
Gamble
stable NIG NIG stable NIG hyperbolic
UnitTech Student’s t hyperbolic stable Student’s t NIG stable
WalMart NIG NIG hyperbolic hyperbolic hyperbolic hyperbolic
Table 3 cont.
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7. Conclusions
While distributions of stock returns on an index and company basis are well 
documented in the literature, there are only a few contributions that relate to 
volume distribution ﬁt. Although there is up to now no general theory of trad-
ing activity, especially with respect to returns and volatility, the most frequently 
used volume proxy is the logarithm of the number of shares traded (log-volume). 
Therefore this proxy of trading activity was the subject of our investigations. We 
performed our computations using the relatively short time series of volume, which 
were available to us after removing errors, stock split and dividend adjustments. 
For the sake of comparability we chose return data from the same time period.
In the light of our computations, in most cases the best ﬁt to returns can be 
reached by normal inverse and hyperbolic distributions. This is in line with the 
results from the literature presented above. Volume data exhibit more autocor-
relation than return data, especially long memory property. Therefore, a normal 
distribution (except in the case of index data) does not ﬁt volume data. Most dis-
tributions that ﬁt pretty well to return data ﬁt much worse to volume data. How-
ever it follows from our investigations that those distributions which ﬁt relatively 
well to return data are also likely to ﬁt to the log-volume data of the considered 
companies, although the quality of ﬁt is in the latter case worse.
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Appendix
List of companies included in the sample
Company Name ISIN code
Alcoa Alcoa Inc. US0138171014
Altria Altria Group Inc. US02209S1033
AmEx American Express Co. US0258161092
Boeing Boeing Co. US0970231058
Caterpillar Caterpillar Inc. US1491231015
Citigroup Citigroup Inc. US1729671016
CocaCola Coca-Cola Co. US1912161007
Disney Walt Disney Co. US2546871060
DuPont E.I. DuPont de Nemours & Co. US2635341090
Exxon Exxon Mobil Corp. US30231G1022
GE General Electric Co. US3696041033
GM General Motors Corp. US3704421052
Honeywell Honeywell International Inc. US4385161066
HP Hewlett-Packard Co. US4282361033
IBM International Business Machines Corp. US4592001014
Johnson&Johnson Johnson & Johnson US4781601046
JPMorganChase JPMorgan Chase & Co. US46625H1005
McDonald’s McDonald’s Corp. US5801351017
3M 3M Co. US88579Y1010
Merck Merck & Co. Inc. US5893311077
Pro&Gamble Procter & Gamble Co. US7427181091
UnitTech United Technologies Corp. US9130171096
WalMart Wal-Mart Stores Inc. US9311421039
