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Abstract
We present an alternative formalism of quantum mechanics tailored to statistical ensemble in phase space. The pur-
pose of our work is to show that it is possible to establish an alternative autonomous formalism of quantum mechanics
in phase space using statistical methodology. The adopted perspective leads to obtaining within the framework of its
theory the master quantum-mechanical equation without recourse to the other formulations of quantum mechanics,
and gives the idea for operators pertaining to dynamical quantities. The derivation of this equation starts with the
ensemble in phase space and, as a result, reproduces Liouville’s theorem and virial theorem for quantum mechanics.
We have explained with the help of this equation the structure of quantum mechanics in phase space and the approx-
imation to the Schro¨dinger equation. Furthermore, we have shown that this formalism provides reasonable results of
quantization by dealing with some simple cases such as the quantization of harmonic oscillation, the two-slit interfer-
ence and the uncertainty relation, which confirm the validity of this formalism. In particular, we have demonstrated
that this formalism can easily give the relativistic wave equation without treating the problem of linearizing the Hamil-
tonian operator by making the most of the point that the master equation is a first-order partial differential equation
with respect to time, position and momentum variables, and makes use of the phase velocity. The ultimate outcome
this formalism produces is that primary and general matters of quantum mechanics can be studied reasonably within
the framework of statistical mechanics.
Keywords: Statistical ensemble, Liouville’s theorem, Virial theorem, Quantum mechanics in phase space, Quantum
tomography, Schro¨dinger equation
1. Introduction
One of the key questions of quantum mechanics is
whether quantum mechanics is able to be established in
phase space. Different opinions about this question gave
rise to distinguished formalisms of quantummechanics.
It is known that there exist three self-standing formu-
lations for quantum mechanics, which involve the con-
ventional Hilbert space, path integral and phase space
formalism [1, 2, 3, 4, 5].
The standard formalism of quantum mechanics, i.e.
the Hilbert-space formalism as developed by Heisen-
berg, Dirac and von Neumann yielded the successful
mathematical framework for describing the microworld
of atoms and subatomic objects. This formalism in-
troduces Hermitian operators to be able to replace the
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phase space functions of classical mechanics by mathe-
matical representations in configuration space.
On the other hand, since the advent of quantum me-
chanics, some attempts have been made to modify the
standard interpretations and mathematical formalism of
quantum mechanics or to replace them by any other
theories. From the point of view of interpretation, the
causal theory of quantum mechanics should be noted.
The causal theory of quantum mechanics aims to clar-
ify the dynamical causes of quantum-mechanicalmove-
ments. It furnishes the methods of analysis and in-
terpretation for solving quantum dynamical problems,
reproducing the concepts of classical mechanics even
for quantum mechanics [6, 7, 8, 9, 10]. De Broglie,
Madelung, Bohm and others representative of Bohmian
mechanics, and Groenewold, Moyal, Takabayasi and
others representative of quantum mechanics in phase
space (abbreviated as QMPS) had established the foun-
dations of the causal theory of quantum mechanics
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[2, 11, 12, 13, 14, 15]. Unlike the standard theory of
quantummechanics, it indispensably adopts the concept
of trajectory available even for quantum-mechanical
particles [16]. Of course, the trajectory at issue has a
definite probability and is by no means the same as the
counterpart in classical mechanics.
Quantum mechanics with trajectories bifurcates ac-
cording to whether it makes use of the quantum distri-
bution function defined in phase space or it utilizes the
wave function represented in configuration space. The
hydrodynamic equation of quantummechanics obtained
by Madelung reveals the dynamical characteristics of
quantum mechanics [15, 17, 18]. This equation can be
readily derived by inserting into the Schro¨dinger equa-
tion the wave function in the polar form represented by
the action.
This formalism was greatly extended by D. Bohm,
who showed how the quantal effect originating from
quantum potential affects the movements of micropar-
ticles [13]. Bohmian mechanics works on the basis of
three fundamental assumptions, viz. the assumption
about wave field satisfying the Schro¨dinger equation,
form of wave function and statistical ensemble [13, 14].
Bohmian mechanics claims that all the results ob-
tained by the standard theory of quantummechanics can
be derived on the basis of these assumptions and can be
deeply interpreted with a natural epistemology. It def-
initely determines the momentum of a particle via the
wave function. As a result, the basic system of equa-
tions in Bohmian mechanics should be considered as
framing a phase-space ensemble, according to the fol-
lowing diagram:
q → ψ (q) → pˆψ (q) → p .
The curvature obtained by integrating the equation
for velocity determines the trajectories of particles. Es-
sentially, Bohmian mechanics is a deterministic quan-
tum theory for point-like particles since it is based on
the concepts pertaining to ensemble and trajectory. This
formalism employs the Schro¨dinger equation, but pro-
vides alternative conceptions and methods of dynamical
interpretation of quantummechanics distinguished from
those of the standard theory of quantum mechanics.
The novel quantum-trajectory method is finding a
broad range of application to such dynamical prob-
lems as mixed quantum-classical dynamics, density ma-
trix evolution in dissipative systems and electronic non-
adiabatic dynamics [10, 19, 20, 21, 22].
From the point of view of mathematical formalism,
it should be noted that as an autonomous formalism
of quantum mechanics, QMPS has received consider-
able attention [3, 23]. This formalism of quantum me-
chanics is distinguished from the conventional opera-
tor theory in Hilbert space. For this self-standing for-
mulation, there is no need to choose sides between
position and momentum space [3]. It is based on
Wigner’s quasi-distribution function and Weyl’s cor-
respondence between quantum-mechanical operators
in Hilbert space and ordinary complex-valued func-
tions in phase space [24, 25, 26]. The structure of
Wigner’s quasi-distribution function was fully inter-
preted by Groenewold and Moyal, and insights into in-
terpretation and an appreciation of its conceptual auton-
omy were developed by Takabayasi, Baker, Fairlie and
others [2, 11, 12, 25, 27]. It works in full phase space,
satisfying the uncertainty principle [12], and provides
real insights into several problems in quantum mechan-
ics including quantum transport process and transition
to classical statistical mechanics.
Mapping from a wave function to a distribution func-
tion in phase space is not unique. An alternative form
of distribution function in phase space [10] can be eas-
ily given provided it is considered that the wave function
in momentum space, φ (p) is obtained by means of the
Fourier transformation of the wave function in position
space, ψ (q), and the wave function in phase space is the
multiplication of the two wave function, i.e. ψ (q) and
φ (p). The equation of motion for the probability density
is obtained by differentiating both sides of the definition
expression for probability density with respect to time,
and then by taking into consideration the Schro¨dinger
equation [3]. Thus, QMPS starts with the distribution
function in phase space and develops its theory [10, 27].
There have been several investigations for system-
atic developments of theories and remarkable contri-
butions to applications in this field [5, 27, 28, 29, 30].
Iafrate et al and Gardner developed the equation of mo-
tion for the momentummoments of the Wigner function
[31, 32]. Gasser and Markowich studied semi-classical
and classical limits of quantum transport equations de-
rived from the momentummoments of the Wigner func-
tion [33]. Moreover, Muga carried out an investigation
on the connection betweenmoments and quantum phase
space distributions [34].
This formalism of quantummechanics is useful to de-
scribe quantum transport processes, which are of im-
portance in several fields including quantum optics,
condensed matter physics, the semi-classical limits of
mesoscopic systems, and the transition to classical sta-
tistical mechanics [33, 35]. In this regard, numerous in-
vestigations for extending applications of quantum me-
chanics in phase space have received a growing interest.
[36, 37, 38, 39, 40].
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On the other hand, the tomographic formulation of
quantum mechanics [41, 42, 43] has received consid-
erable attention in recent years. For this approach, the
dynamical variables of the theory are a set of probabil-
ity distributions, which has truly classical-like charac-
teristics such as non-negative, normalized and, in prin-
ciple, all measurable. Symplectic tomograms can be
obtained by an integral transform of ψ (x) describing a
quantum normalized state. These tomograms are used
to reconstruct the density matrix as a complex function
by means of inverse transform. All other characteris-
tics, such as the Wigner function, can be also expressed
in terms of the symplectic tomogram. Thus, the theory
of quantum tomography treats the mapping of the quan-
tum states in position space to ones in phase space.
An attracting question of quantum mechanics in
phase space is whether it is possible to establish the
formalism as a self-standing. In this connection, it is
Moyal’s equation that is extremely unusual among sev-
eral versions of QMPS [11]. Moyal’s equation is ob-
tained by introducing probability density in terms of
the statistical ensemble in phase space, and by taking
into consideration the requirement that the equation of
movement represented by means of the big star opera-
tor [11] should coincide with Liouville’s theoremwithin
classical limits. It is possible to completely interpret a
series of quantum-mechanical problemswith the help of
Moyal’s equation [3, 44].
The resolution of the problem of whether quantum
mechanics in phase space is able to become another au-
tonomous formalism may lead to the formation of more
general formalism of quantum mechanics. In this con-
nection, it is noticeable that Moyal’s method does not
employ the Schro¨dinger equation and assumes an au-
tonomous formalism of quantum mechanics [11, 44].
Moyal’s equation shows that there may be other ways
capable of describing quantal phenomena without re-
course to the Schro¨dinger equation.
Meanwhile, It is generally seen that the idea of quan-
tum mechanics with trajectories is identified with that
of the path integral formulation which was conceived
by Dirac and then was constructed by Feynman [45].
This status of quantum mechanics implies that quan-
tummechanics still has not been satisfactorily framed in
the aspect of formalism and for this reason there may be
distinct self-standing formalisms in future. A newly es-
tablished formalism should illuminate inconsistent as-
pects of the present theories of quantum mechanics,
thus giving a better foundation and interpretation to the
quantum theory. The theory of quantum mechanics in
phase space offers the prospect of improving the formal-
ism, since it works in phase space representing complete
information on dynamical movement. With such an un-
derstanding, we aim to present an alternative formalism
of quantization in terms of statistical ensemble in phase
space demonstrating the probabilistic and mechanical
structure of quantum mechanics, or wave-particle prop-
erties of quantum systems. To be an autonomous for-
malism, it must yield its master equation independently
of other formalisms. To achieve the goal to formulate an
autonomous formalism, our work starts with the statisti-
cal ensemble in phase space. Our work shows that quan-
tum mechanics can accept the phase-space formalism as
providing a generalized theory of quantum mechanics
in a consistent manner. In fact, manipulating in phase
space, our methodology makes a comprehensible, nat-
ural inference from the probability wave to produce an
alternative master quantum-mechanical equation with-
out recourse to the other formulations of quantization,
thereby explaining a series of quantization problems.
In conclusion, we have grounds to conclude that there
is a possibility of providing a new route to quantumme-
chanics.
2. Strategy for obtaining master equation of QMPS
An autonomous formalism indispensably requires its
independent master equation. The Schro¨dinger equa-
tion, which furnishes the quantum-mechanical state
function for microparticles, i.e. the wave function, em-
bodies the fundamental concepts and methodologies of
quantum mechanics.
The Schro¨dinger equation can be guessed at in sev-
eral ways [46, 47]. Fermi showed in his book “Notes
on Quantum Mechanics” that the ordinary wave equa-
tion can be transformed into the Schro¨dinger equation
in view of de Broglie’s relation. Without some assump-
tions, it is impossible to achieve the goal for obtaining
the Schro¨dinger equation.
After the discovery of the Schro¨dinger equation, the
Klein-Gordon equation and Dirac’s equation were pro-
posed as relativistic wave equations. These equations
cannot be derived from a certain generalized basic equa-
tion of quantummechanics and should be made with the
help of the operators corresponding to physical quanti-
ties, inferred from the Schro¨dinger equation.
Consequently, the Schro¨dinger equation amounts to
the basic premise for quantum mechanics in all respects
and the operators, rather than the equation, have gen-
eral meaning. Therefore it is hardly too much to say
that in practice quantum mechanics is based on the
Schro¨dinger equation. The powerful argument demon-
strating the validity of the Schro¨dinger equation is the
fact that the results obtained by solving this equation
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for quantum objects are in good agreement with a wide
range of experiments.
For this reason, there have not been so many disputes
as to whether or not the Schro¨dinger equation is ex-
act. So several schools, which take different conceptual
and philosophical interpretations in quantum mechan-
ics, commonly adopted the Schro¨dinger equation and
have been developing their theories using it. By and
large, the Schro¨dinger equation is exact.
However it is necessary to note that there is no need
to disregard the possibilities of adopting any other for-
malism independent of the Schro¨dinger equation, since
it could elucidate incomplete aspects of quantum me-
chanics and resolve some knotty problems. In this sense
we seek a novel master equation of quantum mechanics
in phase space inferred from the probability wave.
Our strategy for obtaining an alternative master equa-
tion of QMPS is based on the conceptions of the wave
field and statistical ensemble in phase space. Our for-
malism works in phase space, based on the views on the
statistical structure of quantum mechanics. Without us-
ing the Schro¨dinger equation, we obtain a new master
equation in phase space from the picture of statistical
ensemble representing the wave field.
We aim to develop an alternative formalism of
QMPS by rationally inheriting the theoretical successes
achieved by both the standard and the causal theory of
quantum mechanics. The proposed master equation of
QMPS is represented in phase space and contains both
the probability continuity equation and the dynamical
relation of particles, and in addition explains an idea of
why to introduce operators.
3. Wave function defined in phase space and master
equation of QMPS
3.1. Basic assumptions
This formalism uses the wave function and probabil-
ity density in phase space. Starting with statistical en-
semble in phase space, it yields its autonomous master
equation in phase space.
To frame another formalism of quantummechanics in
phase space, we form a set of assumptions as follows.
Assumption I: The phase space specifies states of
microparticles and the uncertainty of microparticles is
expressed as the statistical ensemble in phase space.
Essentially, the statistical ensemble demonstrates the
wave field as a physical reality, thus exhibiting the dy-
namical causality in the microworld. In this formal-
ism, both position and momentum are basic variables of
quantum-mechanical state functions. Introducing both
positions and momenta as dynamical variables enables
us to make quantum mechanics resemble statistical me-
chanics in respect of methodologies, thereby developing
perspectives on quantum mechanics.
The problem is whether the position and momentum
variables of a particles can be utilized together to repre-
sent states of microparticles. Taking both position and
momentum variable as basic variables of a quantum-
mechanical state does not violate the uncertainty prin-
ciple. In quantum mechanics, positions of particles are
used to indicate the probability of finding particles in a
volume element of configuration space. From the point
of view of statistical interpretation, it is obvious that the
Schro¨dinger equation deals with ensembles in configu-
ration space for positions of particles.
It is conceivable that a distribution in position space
naturally yields a definite distribution in momentum
space, provided that a position corresponds to a momen-
tum. On the one hand, it is possible to determine the
wave function in momentum space by performing the
Fourier transform of a wave function in position space.
Obviously, it denies one-to-one correspondence of po-
sition and momentum. On the other hand, it is neces-
sary to deliberate on the fact that the application of the
momentum operator to a wave function definitely deter-
mines particles’ momenta. In doing so, a momentum
operator makes a position uniquely correspond to a def-
inite momentum through a wave function. This relation
can be schematically represented as
q → ψ (q) → pˆiψ (q) → p , (1)
where pˆi is the momentum operator for the ith particle, q
the whole of coordinates of particles and p the whole of
momentum components of particles. As a consequence,
q → p. Thus, we are in a position to imagine a defi-
nite set of a position and the corresponding momentum.
In this context, an ensemble in position space definitely
corresponds to that in momentum space. In the end, it is
concluded that joining these spaces gives a phase space.
The point is how these two distributions correlate. Of
course, this relation may be rigorously proved, thereby
showing that the uncertainty relation is derived by treat-
ing the statistical ensemble.
The quantal ensemble essentially differs from the
classical one. The classical ensemble is given by phys-
ical objects that obey the very same physical law, but
are distinguished only by initial conditions with ran-
domness. For a classical ensemble, the correlation be-
tween phase trajectories does not exist. For this rea-
son, the probabilistic characteristics are exhibited due
to the randomness of initial conditions. On the other
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hand, the quantal ensemble displays probabilistic char-
acteristic which characterizes the wave field expressed
as the correlation between phase trajectories, i.e. self-
interference. Then the phase points in the quantal en-
semble are governed by the correlation according to de
Broglie’s relation, i.e. the wave-like property. Therefore
the quantal ensemble should assume both the dynamical
laws for particles and the wave-like property character-
izing the wave field.
In the first place, we define the density of phase points
given by a statistical ensemble in phase space which
represents the probability of finding particles in the vol-
ume element centered on a phase point (q, p) as
ρ = ρ (q, p, t) . (2)
In fact, such a definition is natural in statistical mechan-
ics.
In the second place, we assume that the probability
density is given by the square of modulus of the wave
function in phase space.
Thus, we have
ρ = ψ∗ (q, p, t)ψ (q, p, t) . (3)
According to this definition, the requirement is im-
plemented that the probability density should always be
real-valued and positive, and the wave function should
be tailored so as to describe the coherence of the wave
field.
It is necessary to note that early in 1950s Wigner,
Moyal, Groenewold and Takabayasi constructed QMPS
on the basis of the probability density defined in phase
space. In spite of all detailed differences from the other
phase-space formulations, our formalism is akin to them
in that it starts with the probability density defined in
phase space.
Obviously, the wave function should satisfy the fol-
lowing normalization condition:
∫ ∫
ψ∗ (q, p, t)ψ (q, p, t) dqdp = 1 . (4)
By definition, the probability density in configuration
space is determined by
ρq(q) =
∫
ρ(q, p)dp ,
again, the probability density in momentum space, by
ρp(p) =
∫
ρ(q, p)dq .
Furthermore, the mean value of a physical quantity is
defined as
F¯ =
∫ ∫
ψ∗(q, p)F(q, p)ψ(q, p)dqdp . (5)
Assumption II: De Broglie’s relation specifies the
correlation between particles and the wave field which
encompasses the particles and is inseparable from them.
In essence, it is merely the introduction of de
Broglie’s relation to this formalism, but emphasis is
placed on the wave field. Note that the Schro¨dinger
equation is obtained by finding the operator equation
suggesting the energy relation of classical mechanics,
starting with the wave function of a free particle. In
fact, without de Broglie’s relation it is impossible to
imagine the wave function of a free particle. Evidently,
de Broglie’s relation characterizes the wave field which
yields a statistical ensemble.
Assumption III: A wave function is expressed as the
product of an amplitude part and a phase one described
by the action.
Thus for a many-particle system, we writes wave
functions as
ψ(q, p, t) = ψ0(q, p, t) exp(iS/~) , (6)
where ψ0 is a real-valued function and S , the action as
S =
∫
p dq −
∫
Hdt , (7)
where q designates the whole of coordinates, p that of
momentum components of the system under considera-
tion. The action which reflects the ensemble of trajec-
tories of a given system can be considered as a char-
acteristic integral in the context of the Poincare´-Cartan
integral invariant.
This assumption implies that the wave field has the
phase determined by the action, and h is the quantum of
the action. Comparing de Broglie’ relation with Eq. 7
naturally leads to grasping sound meanings of the du-
alism. Also, this assumption is not regarded to be new,
since such a form of wave function has already been
used in the preceding formalisms [48]. It is necessary
to recall the fact that the the Schro¨dinger equation was
obtained, implicitly employing this assumption. In fact,
for the Schro¨dinger equation the phase part of the wave
function assumed for a free particle agrees with this as-
sumption. The subject relevant to the phase part will
be concretely discussed in Summary and Discussion.
These three assumptions about the wave field serve as
the basis for establishing the present formalism of quan-
tum mechanics in phase space.
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3.2. Master equation of quantum mechanics in phase
space
To obtain the master equation of quantum mechan-
ics in phase space, we start from statistical ensemble in
phase space.
According to Liouville’s theorem, we have the fol-
lowing equation of motion for the density of phase
points:
dρ
dt
=
∂ρ
∂t
+
f∑
i=1
[
q˙i
∂ρ
∂qi
+ p˙i
∂ρ
∂pi
]
= 0 , (8)
where f is the number of degrees of freedom, qi and pi
are the generalized coordinates and momenta.
Therefore we have
∂ρ
∂t
= −
f∑
i=1
[
q˙i
∂ρ
∂qi
+ p˙i
∂ρ
∂pi
]
. (9)
The above equation is a wave equation in the form of
first-order partial differential equation. Since the prob-
ability density behaves like a wave, the derivative of
position with respect to time and the derivative of mo-
mentum with respect to time in the above equation are
considered as quantities pertaining to a wave, and come
to have no longer the meanings of particle-like quanti-
ties. When taking into account that
dρ
dt
is constant on the
wave front of ρ, we can easily understand Eq. 8.
The quantal ensemble exhibits wave-like properties.
Therefore the quantal causality of microparticles should
be taken into account by replacing wave-like quantities
by the corresponding particle-like ones. On the other
hand, it is impossible to consider a change in the den-
sity, following a phase point determined by particles in
such a way as done when deducing Liouville’s theorem.
The meaningful velocity for such a consideration for a
wave is the phase velocity. Accordingly, it is necessary
to consider a change in probability density in a system
moving at the phase velocity of probability wave, since
it propagates at the phase velocity. In this case, we
should express the phase velocities as the corresponding
group velocities with the help of the relation between
phase and group velocity. De Broglie’s relation gives
the following relation between phase and group veloc-
ity:
vphase =
ω
k
=
E
p
,
vphase · vgroup =
E
m
. (10)
Considering only the kinetic energy of a particle as
the energy fulfilling de Broglie’s relation leads to the
general relation between phase and group velocity,
vphase =
vgroup
2
. (11)
It is obvious that for non-relativistic case, as the rela-
tion between phase and group velocity is linear, so the
relation between phase and group acceleration.
Then we have
vphase =
vgroup
2
,
dvphase
dt
=
1
2
dvgroup
dt
. (12)
Note that for a particle in a potential field, de
Broglie’s relation should be extended. For a particle in
a potential field the phase velocity should be written as
vphase =
E − U√
2m(E − U) . (13)
Unless such a generalized concept is accepted, the
de Broglie relation does not assume generality and it is
inevitable that the quantum theory will be faced with
many of intractable problems. Holland already dis-
cussed this problem and gave the same idea [49]. This
matter will be discussed in detail later. It is concluded
that only kinetic energy is related to the wave-like char-
acteristics. For the Schro¨dinger equation, use was al-
ready made of such a relation to make the equation for
free particles available even for the case of the particles
in a potential field.
Our consideration starts with the probability conti-
nuity equation. For a probability wave, the probability
continuity equation should hold since the probability is
conserved.
Then we have
∂ρ
∂t
+ ∇
(
ρVphase
)
= 0 , (14)
and in a further step,
∂ρ
∂t
+ ρ∇Vphase + Vphase∇ρ = 0 .
Taking into consideration the linear relation between
phase and group velocity, we get the following results:
∇Vphase = 0 . (15)
Consequently, it is obvious that the probability be-
haves like an incompressible fluid. Hence the probabil-
ity continuity equation is represented as
∂ρ
∂t
+ Vphase∇ρ = 0 . (16)
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Consequently, for a quantal ensemble behaving like a
wave, the probability continuity equation,
dρ
dt
= 0 (17)
holds, which we may as well refer to as Liouville’s theo-
rem for quantal ensemble. We adopt Eq. 17 as one valid
for both relativistic and non-relativistic case. After in-
serting Eq. 3 into Eq. 16 to obtain the wave equation,
we go through the following steps:
∂ (ψ∗ψ)
∂t
+
f∑
i=1
[
q˙i
∂ (ψ∗ψ)
∂qi
+ p˙i
∂ (ψ∗ψ)
∂pi
]
= 0 ,
ψ
∂ψ∗
∂t
+
f∑
i=1
ψ
[
q˙i
∂ψ∗
∂qi
+ p˙i
∂ψ∗
∂pi
]
+ ψ∗
∂ψ
∂t
+
f∑
i=1
ψ∗
[
q˙i
∂ψ
∂qi
+ p˙i
∂ψ
∂pi
]
= 0 , (18)
ψ∗
∂ψ
∂t
+
f∑
i=1
ψ∗
[
q˙i
∂ψ
∂qi
+ p˙i
∂ψ
∂pi
]
+complex conjugate = 0 , (19)
where q˙i and p˙i are velocity components in phase space.
Dividing both sides of the above equation by ψ∗ψ
gives
1
ψ
∂ψ
∂t
+
1
ψ
f∑
i=1
[
q˙i
∂ψ
∂qi
+ p˙i
∂ψ
∂pi
]
+complex conjugate = 0 . (20)
The left side of Eq. 20 is real-valued. From this, it
follows that only the real part of the expression,
1
ψ
∂ψ
∂t
+
1
ψ
f∑
i=1
[
q˙i
∂ψ
∂qi
+ p˙i
∂ψ
∂pi
]
is significant.
Finally, we get the wave equation,
∂ψ
∂t
= −
f∑
i=1
[
q˙i
∂ψ
∂qi
+ p˙i
∂ψ
∂pi
]
. (21)
Generally, the solution to Eq. 21, ψ is a complex-
valued function. Obviously, Eq. 21 is the wave equation
in phase space that is represented as a first-order differ-
ential equation. For this reason, ψ can be referred to as
the wave function.
In the next place, we substitute particle-like quanti-
ties for wave-like quantities. q˙i issuing from the wave
function must be considered as the phase velocity of a
wave, since Eq. 21 is a wave equation. Now, it is possi-
ble to introduce instead of the phase velocities in Eq. 21
the group velocities represented by means of the Hamil-
tonian function,
q˙group =
∂H
∂p
,
since using de Broglie’s relation, we can express the
phase velocities by means of the group velocities. For
p˙i, we can also do one and the same. It is obvious that
q˙i is the phase velocity in configuration space, while p˙i
is the phase velocity in momentum space. With the help
of the relationship between phase and group velocity,
we get the wave equation written by means of group ve-
locities,
∂ψ
∂t
= −1
2
f∑
i=1
[
∂H
∂pi
∂ψ
∂qi
− ∂H
∂qi
∂ψ
∂pi
]
. (22)
Next, we manipulate and scrutinize the above equa-
tion to conceive the notion of operator. For the purpose
of searching for operators, multiplying both sides of this
equation by i~, we have in the purely heuristic form
i~
∂ψ
∂t
= − i~
2
f∑
i=1
[
∂H
∂pi
∂ψ
∂qi
− ∂H
∂qi
∂ψ
∂pi
]
. (23)
Of course, such an operation does not endow the
equation with any new meaning from the point of view
of mathematics. However, it enables us to perceive
operators as the tool for deriving dynamical quantities
from the wave function. The application of a differential
operator to wave function should yield a corresponding
dynamical quantity. After due consideration, we arrive
at finding the operator relations equal or analogous to
ones in the Schro¨dinger equation.
The explanation runs as follows. What should be
stressed is that the results are due to the assumed form of
wave function. To begin with, we calculate the deriva-
tives of the action in the extended phase space,
S (q, p, t) =
∫ q
0
p dq′ −
∫ t
0
Hdt′ (24)
with respect to q, p, t.
The results are as follows.
∂S (q, p, t)
∂qi
= pi, (25)
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∂S (q, p, t)
∂pi
= qi, (26)
∂S (q, p, t)
∂t
= −H. (27)
Next, let us review i~
∂ψ
∂t
. Recall the following assumed
form of wave function:
ψ (q, p, t) = ϕ (q, p, t) exp
{
iS (q, p, t)
~
}
(28)
where ϕ (q, p, t) is a real-valued function. The applica-
tion of i~
∂
∂t
to the wave function yields
i~
∂ψ
∂t
= i~
i
~
∂S
∂t
ψ + i~
1
ϕ
∂ϕ
∂t
ψ = Hψ + i~
1
ϕ
∂ϕ
∂t
ψ .
(29)
From the above expression, we can interpret i~
∂
∂t
as the
operator relative to total energy, since it makes H be
derived from the wave function.
Furthermore, let us examine −i~ ∂ψ
∂pi
. The application
of this operator to the wave function produces
−i~ ∂ψ
∂pi
= −i~ i
~
∂S
∂pi
ψ − i~ 1
ϕ
∂ϕ
∂pi
ψ = qiψ − i~
1
ϕ
∂ϕ
∂pi
ψ .
(30)
Since this operation gives qi, we can regard −i~
∂
∂pi
as
the position operator.
Similarly, we have
−i~ ∂ψ
∂qi
= −i~ i
~
∂S
∂qi
ψ − i~ 1
ϕ
∂ϕ
∂qi
ψ = piψ − i~
1
ϕ
∂ϕ
∂qi
ψ .
(31)
As a consequence, −i~ ∂
∂qi
is adopted as the momentum
operator. The obtained results naturally bring the idea
of operator to us. From Eqs. 29-31, we can interpret the
meaning of the relation between an observable, L and
the corresponding operator, Lˆ as
L = Re
(
1
ψ
Lˆψ
)
. (32)
As a matter of fact, this relation naturally comes from
the difinition of mean value. By difinition, the mean
value with respect to Lˆ is written as
L¯ =
∫
ψ∗Lˆψdτ =
∫
ψ∗ψ
Lˆψ
ψ
dτ =
∫
|ψ|2 Lˆψ
ψ
dτ .
(33)
Accordingly, Re
(
1
ψ
Lˆψ
)
should be regarded as the ob-
servable with respect to operator Lˆ.
By inference, we find the operators corresponding
to kinetic energy and potential. Altogether, the opera-
tors corresponding to fundamental observables are rep-
resented as
Eˆ = i~
∂
∂t
, (34a)
pˆi = −i~
∂
∂qi
, (34b)
qˆi = −i~
∂
∂pi
, (34c)
Uˆ = − i~
2
f∑
i=1
−∂H
∂qi
∂
∂pi
=
1
2
f∑
i=1
p˙i qˆi, (34d)
Tˆ = − i~
2
f∑
i=1
∂H
∂pi
∂
∂qi
=
1
2
f∑
i=1
q˙i pˆi . (34e)
The successive three operators correspond to energy,
momentum and position respectively, which become ba-
sic dynamical quantities. The fourth operator should be
considered as the potential energy operator since it cor-
responds to a potential energy function. This operator
suggests nothing other than the virial theorem of statis-
tical mechanics. Thus, we can arrive at the important
conclusion that in quantum mechanics the potential en-
ergy should be represented as the virial of the system
under consideration.
Meanwhile, the fifth operator should be considered
as the kinetic energy operator, since it corresponds to
kinetic energy.
The difference of the operators from ones in the
Schro¨dinger equation consists in the fact that the wave
functions applied by them are defined in phase space.
For the Schro¨dinger equation, the wave function is the
state function defined in configuration space, whereas
for the master equation of QMPS the wave function is
the state function defined in phase space.
Thus, the multiplication by i~ helps us to conceive
the conception of operators as the tools for determin-
ing physical quantities in the quantum world in terms
of the wave function. It is emphasized that the dynam-
ical quantities obtained with the help of operators and
wave function are not the same as classical ones, and
get quantal.
Such an interpretation on quantum observables natu-
rally leads to formulating time as an ordinary quantum
observable. If extending the phase space furthermore,
8
we take the action as
S (q, p,H, t) =
∫ q
0
p dq′ −
∫ t
0
Hdt′ , (35)
then we get
∂S (q, p,H, t)
∂H
= −t. (36)
Therefore the time operator becomes
tˆ = i~
∂
∂H
. (37)
Thus, the special status of time as an observable comes
to be lost.
The introduction of these operators helps to clarify
the relations of this formalism with the others. Using
the above operators, we can write Eq. 23 as
Eˆψ =
1
2

f∑
i=1
(q˙i pˆi + p˙iqˆi)
ψ , (38)
in more compact form,
Eˆψ = Hˆψ ,
where the Hamiltonian operator takes the following
form:
Hˆ = Tˆ + Uˆ . (39)
Although trivial and even meaningless in the mathemat-
ical aspect, in order both to put special emphasis on op-
erator and to make it heuristic, we adopt Eq. 23 as the
master equation of QMPS. Of course, Eq. 22 is identical
to Eq. 23. The master equation of this formalism is dis-
tinguished from the Schro¨dinger equation because the
wave function is defined not in configuration space but
in phase space. This formalism is expected to be use-
ful to elucidate the relations to the other formulations of
quantum mechanics.
3.3. Time-independent equation
We shall deduce time-independent wave equation
from Eq. 23 on the basis of the assumption on the form
of wave function.
Recall the assumption about the form of wave func-
tion,
ψ (q, p, t) = φ (q, p, t) exp
(
i
~
S
)
= φ (q, p, t) exp
{
i
~
(∫
pdq −
∫
Hdt
)}
= ϕ (q, p, t) exp
(
− i
~
∫
Hdt
)
, (40)
where φ (q, p, t) is a real-valued function.
In the time-independent case, since the Hamiltonian
function explicitly does not involve time variable, it be-
comes the integration of motion. Accordingly,
H (q, p) = E = const .
Therefore the wave function is of the following form:
ψ (q, p, t) = ϕ (q, p, t) exp
(
− i
~
Et
)
. (41)
Inserting Eq. 41 into the time-dependent wave equation
yields
i~
{
ϕ (q, p, t)
(
− i
~
E
)
+
∂
∂t
ϕ (q, p, t)
}
exp
(
− i
~
Et
)
= − i~
2
f∑
i=1
[
∂H
∂pi
∂ϕ
∂qi
− ∂H
∂qi
∂ϕ
∂pi
]
· exp
(
− i
~
Et
)
,
then we have
Eϕ (q, p, t) + i~
∂
∂t
ϕ (q, p, t)
= − i~
2
f∑
i=1
[
∂H
∂pi
∂ϕ
∂qi
− ∂H
∂qi
∂ϕ
∂pi
]
. (42)
From the above equation, we obtain the time-
independent equation. The second term in the left side
of Eq. 42 vanishes due to the time-independence of the
amplitude function, φ (q, p, t).
The explanation runs as follows. If the probability
density is time-independent, then the equation of move-
ment for the probability density is represented as
f∑
i=1
(
q˙i
∂ρ
∂qi
+ p˙i
∂ρ
∂pi
)
= 0 . (43)
The generalized solution to this equation takes the
form of an arbitrary function with respect to the Hamil-
tonian function, i.e.
ρ = ρ
{
f
[
H (q, p)
]}
, (44)
where f is an arbitrary function.
Without loss of generality, it can be concluded that if
the Hamiltonian function of a system under considera-
tion is time-independent, then its probability density is
given as a definite function dependent on the Hamilto-
nian function. Therefore the time-independence of the
Hamiltonian function indicates that of the probability
density. From this it follows that the amplitude func-
tion, φ (q, p, t) is time-independent and accordingly, the
second term in the left side of Eq. 42 vanishes.
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Therefore we obtain the following time-independent
equation:
− i~
2
f∑
i=1
[
∂H
∂pi
∂ϕ (q, p)
∂qi
− ∂H
∂qi
∂ϕ (q, p)
∂pi
]
= Eϕ (q, p) .
(45)
On the other hand, it can be also shown that the time-
independent wave equation is easily obtained by using
the variable separation method. By separating the time
variable, the wave function is written as
ψ (q, p, t) = ϕ (q, p) f (t) . (46)
Inserting this function into the time-dependent wave
equation
i~
∂ψ
∂t
= − i~
2
f∑
i=1
[
∂H
∂pi
∂ψ
∂qi
− ∂H
∂qi
∂ψ
∂pi
]
, (47)
we obtain
i~ϕ (q, p)
∂ f (t)
∂t
= − i~
2
f (t)
f∑
i=1
[
∂H
∂pi
∂ϕ (q, p)
∂qi
− ∂H
∂qi
∂ϕ (q, p)
∂pi
]
. (48)
Since for stationary states the Hamiltonian function is
independent of time, dividing the both sides of the above
equation by ϕ (q, p) f (t) leads to variable separation.
Thus, we have
i~
1
f (t)
∂ f (t)
∂t
= − i~
2
1
ϕ (q, p)
f∑
i=1
[
∂H
∂pi
∂ϕ (q, p)
∂qi
− ∂H
∂qi
∂ϕ (q, p)
∂pi
]
.
(49)
As a consequence, we obtain the wave equation with
respect to time,
i~
∂ f (t)
∂t
= E f (t) . (50)
This time-dependent wave equation easily yields the so-
lution
f (t) = c exp
(
− i
~
Et
)
. (51)
From Eq. 49, we get the time-independent equation
− i~
2
f∑
i=1
[
∂H
∂pi
∂ϕ (q, p)
∂qi
− ∂H
∂qi
∂ϕ (q, p)
∂pi
]
= Eϕ (q, p) .
(52)
Thus, the concrete forms of both time-dependent and
time-independent equation have been reviewed.
4. Relation between formalism of QMPS and the
Schro¨dinger equation, probabilistic and mechan-
ical structure of formalism
4.1. Relation between master equation of QMPS and
the Schro¨dinger equation
Introducing the conception of operators into the equa-
tion of QMPS enables us to easily interpret the rela-
tion between the master equation of QMPS and the
Schro¨dinger equation. We start with the momentum op-
erator. For a given wave function, ψ = ψo exp
i
~
S , the
momentum operator, pˆ should satisfy the following op-
erator equation:
pˆψ = pψ +
1
ψo
pˆψo · ψ =
(
p +
1
ψo
pˆψo
)
ψ = p˜ψ ,
where ψo is a real-valued function and in general, p˜, a
complex-valued function. In the above equation we take
into consideration pˆ
(
exp
i
~
S
)
= p · exp i
~
S .
Therefore we can imagine the following correspon-
dence:
pR = Re
(
1
ψ
pˆψ
)
= p ,
pI = Im
(
1
ψ
pˆψ
)
=
−i
ψo
pˆψo .
Without loss of generality, we have p˜ = p +
1
ψo
pˆψo =
pR + ipI .
The above operator equation shows how the opera-
tor corresponding to a given dynamical quantity should
yield the corresponding dynamical quantity as a result
of its application to the wave function. In general,
dynamical quantities in quantum mechanics are repre-
sented not by an eigenvalue, but by a function. In the
above expression, p generally is not an eigenvalue but a
function pertaining to observables. Therefore the func-
tion, p can be referred to as the function on momentum.
On the other hand, pI can be considered to be relevant
to the wave-like characteristics.
Now, we consider the approximation of the master
equation to the Schro¨dinger equation. Introducing the
momentum instead of the phase velocity in Eq. 23 gives
− i~
2
f∑
i=1
[
pi
m(pi)
∂Φ (q, p, t)
∂qi
− ∂H
∂qi
∂Φ (q, p, t)
∂pi
]
= i~
∂
∂t
Φ (q, p, t) . (53)
Here, Φ is the wave function and m(pi) denotes the mass
of a particle having the momentum component, pi.
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Corresponding −i~ ∂
∂qi
to the momentum operator, pˆi
to leads to
1
2
f∑
i=1
[
pi
m(pi)
pˆi + i~
∂H
∂qi
∂
∂pi
]
Φ (q, p, t)
= i~
∂
∂t
Φ (q, p, t) . (54)
By assumption, we write Φ (q, p, t) = Φo (q, p, t) ·
exp
i
~
S . Here Φo (q, p, t) is a real-valued function.
Taking into account the commutation relation between
momentum and momentum operator, and the operator
equation,
pˆiΦ (q, p, t) = piΦ (q, p, t) +
1
Φo
pˆiΦo · Φ ,
we get the following equation:
12
f∑
i=1
pˆ2
i
m(pi)
− 1
2
f∑
i=1
1
m(pi)
pˆi
(
1
Φo
pˆiΦo
)
+ Uˆ
Φ (q, p, t)
= i~
∂
∂t
Φ (q, p, t) .
(55)
For the sake of convenience, we introduce following
notation:
Uˆo = −
1
2
∑
i
1
m(pi)
pˆi
(
1
Φo
pˆiΦo
)
+ Uˆ (56)
To transform Eq. 55 into Schro¨dinger equation, it is
necessary to perform the following variables separation:
Φ (q, p, t) = ψ (q, t) φ (p) . (57)
Inserting the above function into Eq. 55, we get

f∑
i=1
pˆ2
i
2m(pi)
+ Uˆo
 [ψ (q, t)φ (p)] = i~ ∂∂t
[
ψ (q, t)φ (p)
]
.
Multiplying both sides of the above equation by φ∗ (p)
and integrating it over p, we obtain the following equa-
tion: 
f∑
i=1
pˆ2
i
2m(pi)
+
∫
φ∗Uˆoφdp
ψ (q, t) = i~ ∂∂tψ (q, t) . (58)
In the above calculation, we made use of the follow-
ing normalization condition:
∫
φ∗φ dp = 1 .
The approximation of the integral expression rele-
vant to the potential operator,
∫
φ∗Uˆoφdp to the poten-
tial function, ∫
φ∗Uˆoφ dp = U
yields the Schro¨dinger equation in configuration space,

f∑
i=1
pˆ2
i
2m(pi)
+ U
ψ (q, t) = i~ ∂∂tψ (q, t) . (59)
Thus, we explain that the master equation of QMPS
approximates to the Schro¨dinger equation as a special
case.
4.2. Probabilistic and mechanical structure of formal-
ism
In order to demonstrate the mechanical structure of
QMPS, it is enough to show that the master equation of
QMPS contains such an energy relation of particles as
one in classical mechanics.
Starting with the form of wave function, we review
the structure of the master equation of QMPS.
Substituting the wave function,
ψ (q, p, t) = ψ0 (q, p, t) · exp
(
iS
~
)
(60)
into the master equation of QMPS and separating the
equation into real and imaginary part, we get
f∑
i=1
q˙i ∂ψ
2
0
∂qi
+ p˙i
∂ψ2
0
∂pi
 = ∂ψ
2
0
∂t
, (61)
i.e.
f∑
i=1
(
q˙i
∂ρ
∂qi
+ p˙i
∂ρ
∂pi
)
=
∂ρ
∂t
, (62)
and
f∑
i=1
(
q˙i
∂S
∂qi
+ p˙i
∂S
∂pi
)
+
∂S
∂t
= 0 , (63)
i.e.
f∑
i=1
 p
2
i
2m(pi)
− 1
2
qi
∂H
∂qi
 = H . (64)
Here ψ0 is a real-valued function.
Eq. 62 is the probability continuity equation, whereas
Eq. 64 represents the energy relation of particles. Eq.
63 pertaining to the phase relation implies that there is
no change in phase of probability wave with respect to a
systemmoving at the phase velocity. The wave equation
thus involves the duality, i.e. the particle-like and wave-
like property. Exactly, the wave equation contains the
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relations of not only energy of particles but also proba-
bility wave.
The second term of Eq. 64,
Uquant = −
1
2
f∑
i=1
qi
∂H
∂qi
(65)
means that the potential of a quantal entity is differ-
ent from the classical potential. It is a matter of course
that the quantal potential should be represented as other
than the classical potential. In fact, if the quantal po-
tential were the same as classical one, one could not
find any other behaviors of microparticles than classi-
cal ones. The quantum potential is represented by the
product of the force acting on particles and the position
vector determined in terms of the action.
It is possible to explain the quantumpotential in terms
of QMPS as in Bohmian mechanics [50]. For the mas-
ter equation of QMPS, the potential operator becomes
a composite operator composed of differentiation and
multiplicand. This composite operator should be con-
sidered as the potential operator that reflects both clas-
sical and quantal causality. Therefore the potential dis-
playing the pure quantal causality can be denoted by
Uq =
f∑
i=1
Re
(
i~
2ψ
∂H
∂qi
∂
∂pi
ψ
)
− U
=
f∑
i=1
Re
(
i~
2
∂H
∂qi
∂
∂pi
lnψ
)
− U . (66)
Hence, the quantal force can be determined by
Fq = −∇Uq .
It is conceivable that this quantal force causes some
quantal fluctuation in the classical paths of microparti-
cles.
For example, We consider the problem for a free par-
ticle. A free particle is considered to move along a clas-
sical trajectory even though it is a quantum-mechanical
particle. According to the standard interpretation of
quantum mechanics, the wave function for a free par-
ticle is interpreted to be distributed over whole space.
This interpretation is not compatible with physical re-
ality. The case shows that the wave function cannot
provide the complete information of a quantal system.
The view of standard theory of quantum mechanics is
that the wave function provides complete information
of a quantum system. In contrast, the causal theory of
quantum mechanics claims that the wave function can-
not provide complete information, but amounts to the
tools for obtaining complete dynamical information on
a quantum system. Obviously, the quantum force affect-
ing a free particle in terms of QMPS is zero. Therefore
a free particle, though it is a quantum object, behaves
like a classical particle without undergoing any quantal
fluctuations.
Furthermore, we shall consider the case when the po-
tential of a given field is homogeneous in some direc-
tions. For example, let the potential be U = U (x, t).
Consequently, the potential is independent of y and z.
Then the wave equation is written as
3∑
i=1
pi pˆi
2m
− 1
2
∂
∂qi
U (x, t) qˆi
ψ (q, p, t)
= i~
∂
∂t
ψ (q, p, t) . (67)
In this case, the above equation is separated with respect
to variables as
px pˆx
2m
ψx (x, px, t) −
1
2
∂
∂x
U (x, t) xˆψx (x, px, t)
= i~
∂
∂t
ψx (x, px, t) , (68a)
py pˆy
2m
ψy
(
y, py, t
)
= i~
∂
∂t
ψy
(
y, py, t
)
, (68b)
pz pˆz
2m
ψz (z, pz, t) = i~
∂
∂t
ψz (z, pz, t) , (68c)
where
ψ
(
x, y, z, px, py, pz, t
)
= ψx (x, px, t)ψy
(
y, py, t
)
ψz (z, pz, t) . (69)
Equations 68b and 68c are identical to the wave equa-
tion for a free particle. In this case, the quantal forces
via Eq.66 equal zero. Therefore the particle does not
undergo any fluctuation in both y and z directions, and
as a result, there is no spread of its trajectory.
5. Application to some simple cases: verification of
validity
5.1. Free particle problem
We consider the solutions to wave equations for sim-
ple cases with the help of the master equation of QMPS.
The application examples will be an important test for
verifying validity of the formalism. For the sake of sim-
plicity, we shall consider the problem for a free particle
in one-dimensional case.
In this case, the master equation of QMPS repre-
sented with respect to phase velocity is
∂ψ
∂t
+ vx
∂ψ
∂x
= 0 . (70)
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The solution to this equation is
ψ = Φ (x − vxt) , (71)
where Φ designates an arbitrary function.
If a certain number k is introduced, then it turns into
ψ = Φ (kx − kvxt) . (72)
Setting kvx = ω, we have
k =
ω
vx
.
Obviously, it indicates the wave vector. Introducing
this relation yields the following wave function:
ψ = Φ (kx − ωt) .
In view of de Broglie’s relation, we get
ψ = Φ (px − Et) .
Recall that we already assumed
ψ1 = ψ0 (q, p, t) exp
(
iS
~
)
for the form of wave function.
From this assumption, the concrete form of the wave
function for a free particle can be represented as
ψ = A exp
{
i
~
(px − Et)
}
. (73)
The above expression shows that the new equation
exactly describes free particles. Inserting the wave func-
tion into Eq. 70 proves the energy relation for a free
particle. Thus, it can be seen that the wave function for
a free particle is represented by a harmonic function.
5.2. Harmonic oscillator problem
The harmonic oscillator plays a prominent role in
physics, in particular, in quantum mechanics. Since it
can be solved exactly, it may provide the clue to valid-
ity of an alternative formalism. We treat the problem of
harmonic oscillator to validate this formalism. We start
from the equation for one-dimensional harmonic oscil-
lator,
− i~
2
[
∂ψ
∂x
∂H
∂px
− ∂ψ
∂px
∂H
∂x
]
= Eψ ,
1
2
[
∂ψ
∂x
∂H
∂px
− ∂ψ
∂px
∂H
∂x
]
=
iE
~
ψ .
Inserting the Hamiltonian function of harmonic oscilla-
tor,
H =
p2x
2m
+
mω2
2
x2
into the time-independent wave equation gives the fol-
lowing result:
∂H
∂px
=
px
m
,
∂H
∂x
= mω2x ,
px
m
∂ψ
∂x
− mω2x ∂ψ
∂px
=
2iE
~
ψ . (74)
Dividing both sides of Eq. 74 by ω, we have the follow-
ing equation:
∂ψ
∂x
px
mω
− mωx ∂ψ
∂px
=
2iE
~ω
ψ .
Instead of mωx introducing ξ gives the following equa-
tion:
px
∂ψ
∂ξ
− ξ ∂ψ
∂px
=
2iE
~ω
ψ .
From the characteristic equation for first-order partial
differential equations, we get the following equality:
dξ
px
= −dpx
ξ
=
dψ
2iE
~ω
ψ
. (75)
For the sake of simplicity, we introduce the notation,
2E
~ω
= n¯ .
It is possible to prove that n¯, initially assumed as an
arbitrary number, should by all means be an integer.
From the successive two expressions of Eq. 75, we
have
dξ
px
= −dpx
ξ
,
d
(
ξ2 + p2x
2
)
= 0 ,
ξ2 + p2x = c1 ,
px = ±
√
c1 − ξ2 .
On the other hand, from the first expression and the
last one of Eq. 75, we get
lnψ = ±in¯
∫
1√
c1
dξ√
1 −
(
ξ√
c1
)2 .
Hence, we obtain
lnψ = ±in¯ arcsin ξ√
c1
+ c2 .
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Since the generalized solution to a first-order partial dif-
ferential equation is obtained as an arbitrary function of
the constants given through the solutions to characteris-
tic equations, a generalized solution to the equation is
ψ = c exp
±in¯ arcsin mωx√
m2ω2x2 + p2x
 ·
exp
{
Φ
(
m2ω2x2 + p2x
2
)}
, (76)
where Φ is an arbitrary function. Therefore a possible
solution satisfying the finiteness of wave function can
be chosen as
ψ = c exp

±in¯ arcsin mωx
√
2m
√
mω2x2
2
+
p2x
2m

·
exp
[
− 1
2β
(
mω2x2 +
p2x
m
)]
, (77)
where β is a constant.
It is possible to derive the quantization results by im-
posing appropriate boundary conditions. For standard
theory of quantum mechanics, the concept of the con-
version point of harmonic oscillators is meaningless.
That is because overall-space distribution of quantum
entity is assumed. In the case of harmonic oscillator,
the problem arises from assuming only infinite ampli-
tude. For the standard theory of quantum mechanics
the quantization results are obtained from the finiteness
condition for a wave function. Therefore we cannot but
admit the wave function to extend beyond the classi-
cal limit of values of coordinates [51]. We conceive
the conversion point even for quantum-mechanical har-
monic oscillators. This point determines the limitation
of distribution. In this case, px should vanish at the con-
version point, a.
Hence we get
ψ|x=a = c exp (±in¯ arcsin 1) · exp
(
−mω
2a2
2β
)
.
There are two possible cases. For the first case, we
have
ψ|x=a = A cos
(
n¯
pi
2
)
· exp
(
−mω
2a2
2β
)
.
Then the boundary condition should be
ψ|x=a = 0 .
From this condition, it follows that
n¯
pi
2
= (n + 1/2)pi .
Therefore we obtain the quantized energy of a harmonic
oscillator,
En =
(
n +
1
2
)
~ω .
For the second case, we have
ψ|x=a = B sin
(
n¯
pi
2
)
· exp
(
−mω
2a2
2β
)
.
Then we have
n¯
pi
2
= npi .
From this, the quantized energy is denoted by
En = n~ω ,
where n is a positive integer.
As a result, the energy of a harmonic oscillator is
En =
(
n +
1
2
)
~ω (78)
or
En = n~ω . (79)
It is noteworthy that such quantization results do not
depend upon the conversion point, or the amplitude of
a harmonic oscillator. The solution to the equation of
QMPS for a harmonic oscillator shows the same result
as the Schro¨dinger equation produces, since the eigen-
values of energy are quantized by ~ω. As a result, we
can verify that the master equation of QMPS gives rea-
sonable results for harmonic oscillator.
5.3. Explanation of two-slit interference
The two-slit experiment is at the core of the mys-
teries surrounding quantum mechanics. Our view on
this phenomenon is that since the wave field surround-
ing a particle is non-local, it passes through two slits
and then the field disturbed by the two slits affects the
movement of the particle afterward. All told, the par-
ticle passes through either of the two slits, while the
wave field passes through both of the slits. Naturally,
particles are self-interferential because particle and field
are inseparably unified. In essence, the diffraction of a
particle through two slits is identified with the scatter-
ing problem. Since microparticle is non-local, two slits
can be regarded as a single unified object scattering an
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incoming particle. In this case, the wave equation for
explaining two-slit experiment writes as follows.
∂ψ
∂t
= −1
2
3∑
i=1
[
∂H
∂pi
∂ψ
∂qi
− ∂H
∂qi
∂ψ
∂pi
]
. (80)
Inserting the Hamiltonian into the above equation, we
have
∂ψ
∂t
= −1
2
3∑
i=1
[
pi
m
∂ψ
∂qi
− ∂U
∂qi
∂ψ
∂pi
]
, (81)
where U is the potential organized by two slits. To un-
ravel the two-slit diffraction in a fundamental way, it is
necessary to find the sophisticated technique for deter-
mining U.
Figure 1: Two-slit experiment: ψinc denotes the wave function of an
incoming particle. ψ1 is the wave function of the particle scattered by
the potential U1 and ψ2, that by the potential U2. The superposition of
ψ1 and ψ2 furnishes the wave function of the scattered particle, ψsub .
Nevertheless it is possible to treat U in a simple way.
It is justifiable to consider that U approximates to U1
or U2 associated only with either of the two slits in the
vicinity of it, respectively. Therefore, solving eq. 81 we
obtain two solutions, ψ1 and ψ2 for U1 and U2, respec-
tively. Since these are the solutions of eq. 81, we can
apply the principle of superposition. Thus the scattered
wave can be represented as the linear combination of ψ1
and ψ2.
Namely,
ψsup (q, p, t) = ψ1 (q, p, t) + ψ2 (q, p, t) . (82)
The probability density is represented as
ρ (q, p, t) =
∣∣∣ψsup (q, p, t)∣∣∣2
= |ψ1 (q, p, t) + ψ2 (q, p, t)|2
= |ψ1 (q, p, t)|2 + |ψ2 (q, p, t)|2
+ ψ∗1 (q, p, t)ψ2 (q, p, t) + ψ
∗
2 (q, p, t)ψ1 (q, p, t)
= |ψ1 (q, p, t)|2 + |ψ2 (q, p, t)|2
+ 2Re
[
ψ∗1 (q, p, t)ψ2 (q, p, t)
]
. (83)
The term, 2Re
[
ψ∗
1
(q, p, t)ψ2 (q, p, t)
]
represents the in-
terference via the two slits. The spatial distribution is
determined by integration of ρ (q, p, t) with respect to
momentum p.
Namely,
ρq (q, t) =
∫
p
ρ (q, p, t) dp. (84)
Here, we merely showed essentials for dealing with the
two-slit interference. One can obtain particular results,
presupposing the initial wave function resulting from
the effect of diffracting single slit on some incoming
wave function[16, 52]. The superposition of the two
waves coming from each slit gives rise to an interfer-
ence pattern, which is modulated by the diffraction pat-
tern associated with these slits.
5.4. Explanation of uncertainty relation
The perspective of this formalism leads to under-
standing why the uncertainty relation exists. The con-
sideration of the density of phase points forming a sta-
tistical ensemble along a phase trajectory indicates that
phase volume occupied by it remains unchanged. For
this reason, it turns out that the volume in configuration
space occupied by a statistical ensemble of microparti-
cles and that in momentum space are inversely propor-
tional to each other. As a result, it follows that the higher
the accuracy of position measurement is, the lower that
of momentum measurement. This argument can be re-
garded as an account of the uncertainty relation which
issues from the point of view of statistical mechanics.
Meanwhile, it is possible to consider the uncertainty
relation from the commutation relation. The momen-
tum operator assumed in this formalism, which applies
to the wave function in phase space, is in exact accord
with that in the standard theory of quantum mechan-
ics. Therefore it is concluded that for the two cases the
commutation relation between position and momentum
operator is identical. Therefore the uncertainty relation
can be similarly proved for the two case.
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Now, we prove the uncertainty relation with regard to
the wave function in phase space.
With the help of the commutation relation between
position and momentum operator,
(xpˆ − pˆx) = −i~
(
x
∂
∂x
− ∂
∂x
x
)
= i~ ,
we calculate∫ ∞
−∞
dp
∫ ∞
−∞
dx
∣∣∣∣∣αxψ + ∂ψ∂x
∣∣∣∣∣
2
=
∫ ∞
−∞
dp
∫ ∞
−∞
dx
(
αxψ∗ +
∂ψ∗
∂x
) (
αxψ +
∂ψ
∂x
)
= Aα2 + Bα +C ≥ 0 . (85)
Hence we find
B2 − 4AC < 0 → B
2
4
≤ AC .
Then the calculated A, B and C are as follows:
A =
∫ ∞
−∞
dp
∫ ∞
−∞
dxα2x2 |ψ|2 , (86)
B =
∫ ∞
−∞
dp
∫ ∞
−∞
dx
(
ψx
∂
∂x
ψ∗ + αψ∗x
∂
∂x
ψ
)
=
∫ ∞
−∞
dp
∫ ∞
−∞
dxψ∗
(
x
∂
∂x
− ∂
∂x
x
)
ψ
=
−1
i~
∫ ∞
−∞
dp
∫ ∞
−∞
dxψ∗ (xpˆ − pˆx)ψ = −1 . (87)
C =
∫ ∞
−∞
dp
∫ ∞
−∞
dx
∂ψ
∂x
∂ψ∗
∂x
= −
∫ ∞
−∞
dp
∫ ∞
−∞
dxψ∗
∂2ψ
∂x2
=
〈
p2
〉
~2
. (88)
Hence it follows that the following relation:
1
4
≤
〈
x2
〉 〈
p2
〉
~2
⇒
√〈
x2
〉 ·
√〈
p2
〉 ≥ ~
2
(89)
should hold.
Thus, the uncertainty relation has been generally
proved by means of the momentum operator in the
present formalism.
6. Relativistic wave equation: generalization and
advance
For this formalism, the phase velocity is considered
as having real physical meaning.
Since the phase velocity plays an important role in
the master equation of this formalism, it should be ex-
actly explained whether or not it has physical meaning.
It is currently accepted that the phase velocity has not
physical meaning for no other reason than for the rela-
tivistic case the phase velocity determined by definition
exceeds the speed of light. Meanwhile, it is inconsis-
tent with our common sense in physics to accept the
very fact that although the phase velocity is an impor-
tant concept which characterizes the probability wave,
it has no physical meaning. However such an inconsis-
tency can be successfully resolved by proving that for
the relativistic case the phase velocity cannot exceed the
speed of light, provided that the rest energy of particle
is considered as the origin of energy. In relativistic me-
chanics, we define as the kinetic energy the part of the
particle’s energy that turns into zero as its velocity van-
ishes.
Thus, we take the kinetic energy of a particle for
K =
m0c
2√
1 − v
2
c2
− m0c2 . (90)
Then the phase velocity is determined by
vphase =
K
p
=
m0c
2√
1 − v
2
c2
− m0c2
p
=
m0c
2 − m0c2
√
1 − v
2
c2√
1 − v
2
c2
m0v√
1 − v
2
c2
=
c2
1 −
√
1 − v
2
c2

v
.
(91)
From this, it follows that as v ≪ c, vphase ≈ 12vgroup,
while as v → c, vphase → c. Meanwhile, as v → 0,
vphase → 0 according to L’ Hospital rule. Therefore it is
no wonder to consider the phase velocity as a physically
meaningful quantity.
Now, we can go over to the problem of obtaining
a relativistic wave equation. To obtain the relativistic
wave equation, we should replace q˙i in Eq. 21 with the
relativistic relation. Following the preceding argument
about the phase velocity, we adopt Eq. 91 as the rela-
tivistic phase velocity.
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Then for a particle, we have
vphase =
K
p
=
√
c2p2 − m2
0
c4 − m0c2
p
. (92)
Expression 92 can be represented in the vectorial form
as
vphase =
√
c2p2 − m2
0
c4 − mc2
0
p2
p .
Accordingly, the ith component of the phase velocity is
written as
(
vphase
)
i
=
√
c2p2 − m2
0
c4 − m0c2
p2
(pi)curv , (93)
where (pi)curv is the momentum component in a curvi-
linear coordinate system. Note the relation between a
generalized velocity q˙i and the corresponding momen-
tum component (pi)curv in a curvilinear coordinate sys-
tem,
(pi)curv = m gi q˙i = m gi
∂H
∂pi
, (94)
and the relation between the generalized momentum
component pi and momentum component (pi)curv in a
curvilinear coordinate system,
pi = gi · (pi)curv = m g2i q˙i , (95)
where gi is Lame’s coefficient.
Accordingly, by use of the generalized momentum,
we can write a component of generalized phase velocity
as
(
vphase
)(gen)
i
=
(
vphase
)
i
gi
=
√
c2p2
(pi)
− m2
0(pi)
c4 − m0(pi)c2
p2
(pi)
(pi)curv
gi
=
√
c2p2
(pi)
− m2
0(pi)
c4 − m0(pi)c2
p2
(pi)
pi
g2
i
, (96)
where the term ’generalized’ is abbreviated as gen, p(pi)
is the magnitude of the momentum whose one compo-
nent corresponds to pi, and m0(pi) is the rest mass of the
particle corresponding to pi.
By substituting the expression 96 into Eq. 21, we
obtain
∂ψ
∂t
= −
f∑
i=1

√
c2p2
(pi)
− m2
0(pi)
c4 − m0(pi)c2
p2
(pi)
pi
g2
i
∂ψ
∂qi
−1
2
∂H
∂qi
∂ψ
∂pi
]
.
(97)
Since the virial theorem is valid also for the relativis-
tic case, the potential operator remains unchanged. To
represent the wave equation in terms of operators, we
multiply the both sides of Eq. 97 by i~. Then the wave
equation is written as
i~
∂ψ
∂t
= −i~
f∑
i=1

√
c2p2
(pi)
− m2
0(pi)
c4 − m0(pi)c2
p2
(pi)
pi
g2
i
∂ψ
∂qi
−1
2
∂H
∂qi
∂ψ
∂pi
]
,
(98)
Eˆψ =
f∑
i=1

√
c2p2
(pi)
− m2
0(pi)
c4 − m0(pi)c2
p2
(pi)
pi
g2
i
pˆiψ
−1
2
∂H
∂qi
qˆiψ
]
. (99)
Since for the relativistic case the negative energy is pos-
sible, the wave equation is finally represented as
Eˆψ =
f∑
i=1
±
√
c2p2
(pi)
− m2
0(pi)
c4 − m0(pi)c2
p2
(pi)
pi
g2
i
pˆiψ
−1
2
∂H
∂qi
qˆiψ
]
.
(100)
It is straightforward that for c ≫ v, the relativistic
wave equation 97 turns into the non-relativistic wave
equation 22. Therefore the present relativistic equation
becomes the generalized wave equation of quantumme-
chanics in phase space. It implies an advance in com-
bining the quantum theory with the relativity theory.
7. Interpretation on assumption III
It is possible to explain how the third assumption of
the formalism of QMPS issues from the master equa-
tion. The master equation of QMPS in terms of the
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Hamiltonian operator takes the following form:
Hˆψ = i~
∂ψ
∂t
.
The application of the Hamiltonian operator to a wave
function, ψ = ψ0 · e i~ S yields the following expression:
Hˆψ =
(
H +
1
ψ0
Hˆψ0
)
ψ . (101)
where ψ0 is a real-valued function. For convenience, we
shall introduce the following complex-valued quantity:
H˜ = H +
1
ψ0
Hˆψ0 ,
and refer to it as the function on observable of the
Hamiltonian.
Accordingly, the wave equation with respect to the
function on observable of the Hamiltonian can be repre-
sented as
H˜ψ = i~
∂ψ
∂t
. (102)
Dividing both sides of Eq. 101 by ψ and arranging it
yields
H˜ = i~
1
ψ
∂ψ
∂t
,
H˜ = i~
∂ lnψ
∂t
. (103)
Now, we introduce S˜ satisfying the following relation
with a wave function, ψ:
−i~ ln {ψ (q, p, t)} = S˜ ,
where S˜ is a complex-valued function dependent on po-
sitions, momenta and time. Arranging the above equa-
tion gives
lnψ =
iS˜
~
.
Putting S˜ = S + iS 0, we have
ψ = exp
(
−S 0
~
)
exp
(
iS
~
)
= ψ0 exp
(
iS
~
)
,
where S o and S are real-valued.
Consequently, Eq. 103 can be rewritten as
H˜ = −∂S˜
∂t
.
The real part of the above equation written as
H +
∂S
∂t
= 0 (104)
is nothing but the Hamilton-Jacobi equation. Then the
action, S , should be represented as
S =
∫
L (q, p, t) dt .
In this way, we have accounted for the reason why
wave functions should have a definite form related to the
dynamical quantity of particles, the very action. Obvi-
ously, this outcome results from the requirement that the
wave equation should describe not only the probability
wave but also mechanical relation of particles. There-
fore the third assumption of this formalism is identical
to the requirement that the wave equation should de-
scribe both wave and particle
The core of dissenting arguments about quantum me-
chanics in phase space lies in what the utility and ad-
vantages of this formalism are. The answer to it is that
phase space contains configuration space, and therefore
quantum mechanics in phase space amounts to gen-
eral formalism. Moreover, mechanics in phase space
gives the possibility of delving in depth into the essence
of quantum mechanics. The relation between quan-
tum mechanics in configuration space and that in phase
space should be considered to be similar to the relation
between the Lagrangian and Hamiltonian formalism in
classical mechanics. In fact, were it not for the Hamil-
tonian formalism of mechanics, it would not be possible
to develop coherent and complete presentation of classi-
cal mechanics of many-particle system. If it is possible
to use phase space for quantummechanics, surely quan-
tum mechanics in phase space acquires the status within
quantum mechanics which corresponds to the Hamilto-
nian formalism of classical mechanics.
Indeed many physicists appear even to doubt the very
existence of a true ’reality’ at quantum scales and, in-
stead, rely merely upon the quantum-mechanicalmathe-
matical formalism to obtain answers to conceptual prob-
lems of quantum mechanics [54]. However, despite all
this, it is very remarkable that the Hamiltonian pro-
cedures provide the essential background to quantum-
mechanical theory. The present phase-space formalism
of quantum mechanics has potential for applying the
symplectic geometry to quantum mechanics to describe
the probabilistic behavior of microparticle.
Fig.2 shows a family of classical trajectories (black
line) belonging to a statistical ensemble in the extended
phase space and the vortex lines (green line) traversing
them. Then the classical trajectories constitute a tube in
the extended phase space. On the other hand, the vortex
lines represent the phase flow which entails the transi-
tion between the classical trajectories. In microworld,
the wave field affects a particle so that it deviates from
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Figure 2: Classical trajectories (black lines) and vortex lines in ex-
tended phase space: Ensemble of classical trajectories produces a
quantum trajectory represented by the phase flow(red line). The green
line, ν2 denotes the vortex line traversing the ensemble of classical
trajectories. The red line and blue line constitute a vortex line, too.
a definite classical trajectory. As a result, the particle
moves along the fluctuating trajectory which covers a
ensemble of classical trajectories. In this case, the fluc-
tuating trajectory assumes a vortex line. Then the inte-
grals of the form pdq − Hdt along vortex lines are the
same, since they are the Poincare´-Cartan integral invari-
ant. In particular, the red line and blue one form a mean-
ingful vortex line. The red line expresses the positively
temporal process and the blue line does the negatively
temporal one. Hereafter, we shall refer to this trajec-
tory expressed by red line enveloping the ensemble of
the classical trajectories as the phase trajectory. It is ob-
vious that this phase trajectory amounts to a quantum
trajectory cycling the ensemble of classical trajectories.
The invariance of the Poincare´-Cartan integral along the
vortex line on the same tube of trajectories enables us to
quantify a quantum trajectories expressed by this vortex
line. In this case, the Poincare´-Cartan integral is written
as
∮
ν1
(pdq − Hdt)
=
∫
A→C→B
(pdq − Hdt) +
∫
B→A
(pdq − Hdt) = h,
(105)
where h is the constant associated only with the en-
semble of classical trajectories. The phase trajectory
Figure 3: Ensemble of classical trajectories (black lines) and two
phase cycles (red lines: A1 → B1 → A2 and A2 → B2 → A3)
A → C → B covers the ensemble of trajectories, while
B → A is a single classical trajectory which can be de-
termined previously with the help of classical mechan-
ics. From Eq. 105 we get
∫
A→C→B
(pdq − Hdt) = h +
∫
A→B
(pdq − Hdt) . (106)
Eq. 106 shows that for a given classical trajectory as a
part of vortex, the integral of pdq − Hdt along an arbi-
trary phase trajectories is constant.
For further advance, we examine Fig.3, where A1 →
A2 → A3 expresses a classical trajectory, and A1 →
B1 → A2 and A2 → B2 → A3 are phase trajectories
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crossing the classical trajectories, respectively. Namely,
a piece of a given classical trajectory corresponds to
two phase trajectories succeeding temporally. There-
fore this phase flow represents a temporal evolution of
the ensemble of trajectories. In this case, the sum of the
Poincare´-Cartan integrals for the two vortices is repre-
sented as∫
γ
(pdq − Hdt) = 2h +
∫
A1→A3
(pdq − Hdt) , (107)
where γp expresses the phase trajectory, A1 → B1 →
A2 → B2 → A3. Generally, for N phase trajectories the
following relation holds:∫
γp
(pdq − Hdt) = Nh +
∫
γc
(pdq − Hdt) , (108)
where γp denotes the phase trajectory and γc, the clas-
sical trajectory. For a given system,
∫
γc
(pdq − Hdt) is
definitely determined. Therefore
∫
γp
(pdq − Hdt) rep-
resents the phase cycles of trajectory ensemble. The
cyclic property of phase-trajectory integral does not de-
pend on the choice of a particular classical trajectory.
In fact, a given classical trajectory only determines the
initial phase of the ensemble of trajectories. Thus, the
action functional can be considered as the phase of
quntum-mechanical system. If h is accepted as the uni-
versal constant indicative of the quantum of phase space
for arbitrary ensemble of trajectories, then it is nothing
but the Plank constant. Then the quantum phase is rep-
resented as
2pi
∫
γp
(pdq − Hdt)
h
=
∫
γp
(pdq − Hdt)
~
=
∫
γp
(k dq − ωdt) .
(109)
Evidently. the above expression indicative of the de
Broglie relation implies that the existence of h gives rise
to the space-time quantization. In the end, we reach the
conclusion that the wave function should be represented
as a function with the phase part,
exp
i
∫
γp
(pdq − Hdt)
~
 = exp
{
i
S
~
}
. (110)
This is the explanation for the assumption III from
the viewpoint of symplectic geometry, which makes the
assumptions of this formalism reasonable and unifies
them.
In conclusion, this perspective on quantum dynamics
brings to a successful conclusion that helps to resolve
the conceptual problems of quantum mechanics.
The essentials are summarized as follows.
a : The quantum of action, h gives rise to the ensem-
ble of discontinuous classical trajectories.
b : The wave field causes the cycling of phase trajec-
tories. This means the probabilistic occupation of clas-
sical trajectories and entanglement of the trajectories.
The non-locality is due to it.
c : The density of the phase points is determined by
the phase trajectories traversing the ensemble of dis-
continuous classical trajectories. Then the density of
the phase points gives the probability density.
d : A particular event depends on a definite phase of
phase flow. On the other hand, the phase is not deter-
ministic at the moment of measurement, and thus the
results are to obey the probabilistic law associated with
the phase trajectories. We consider that this view gives
the key to the mystery of quantum mechanics involving
the problems with the locality, determinism, measure-
ment and otherwise.
Thus, this formalism whittles down the significance
of the assumptions considerably and provides the pos-
sibility of resolving the conceptual and philosophical
problems with a natural epistemology.
8. Summary and discussion
We summarize the main results.
First, we have obtained an alternative master equation
of QMPS, which may newly interpret the foundation of
quantum mechanics and may help to formulate a more
generalized theory of quantummechanics. Our research
shows that the wave equation for microparticles can be
readily obtained without a jump of logic, provided that
the wave field is regarded as corresponding to a statis-
tical ensemble in phase space. It is important to note
that the conceived equation is derived independently of
the Schro¨dinger equation. On the other hand, this equa-
tion yields the schro¨dinger equation by admitting a def-
inite approximation. For further development of quan-
tum mechanics, it is desirable to establish more natural,
more essential epistemology. Our purpose is to show
that such a clue can be found from the consideration of
the statistical ensemble in phase space embodying the
wave field as a physical reality.
Second, we have shown how the master equation of
QMPS can be applied to some simple cases to obtain
reasonable results of quantization. The obtained results
illustrate that the view is understandable that in some
sense, quantum mechanics becomes a part of statistical
mechanics [10, 53].
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Third, we have interpreted approximation of the for-
malism of QMPS to the Schro¨dinger equation and prob-
abilistic and mechanical structure of the present formal-
ism. For this formalism, it is indispensable to introduce
the notion of operators inasmuch as with the help of the
operators, the relations of this formalism with the other
formulations of quantum mechanics are elucidated and
the wave-particle constitution of quantum mechanics is
to be revealed. With the aid of operators, this formal-
ism explains how the master equation of QMPS approx-
imates to the Schro¨dinger equation, and how it contains
the mechanical relation of particles. Especially, QMPS
is the formalism capable of using at once the phase-
space variables and the corresponding operators.
Fourth, we have shown that this formalism provides
the possibility of resolving the relativistic problems. It
is possible to obtain the relativistic wave equation by
simply inserting the relativistic phase velocity into the
master equation. Therefore this formalism shuns the
hardships faced by the relativistic quantum theory as
in Dirac and Klein-Gordon’s equations. As to form of
equation, the master equation of QMPS is identical with
Dirac’s equation in that it is represented as a first-order
partial differential equation. Such characteristics have
us avoid the serious problems concerning the negative
energy in the relativistic case, and offer convenience for
mathematical treatment.
Themaster equation is distinguished from other kinds
of the causal theory of quantum mechanics since it is
directly obtained by considering the statistical ensem-
ble in phase space, without recourse to the Schro¨dinger
equation.
We summarize the main differences of this formalism
from the others.
First, unlike the phase-space formalisms using the
Wigner function and the Weyl map, this formalism is
not a theory dealing with the map of the wave func-
tions in configuration space to the probability density
in phase space. The phase-space formalism using the
Wigner functions and the Weyl correspondence merely
addresses the transformation of representation between
phase space and Hilbert space. Evidently, the phase-
space formalism clarifies the equivalence of phase-
space quantization to the conventional formulation of
quantum mechanics in Hilbert space. In essence, it is
a theory studying the mapping of the wave function in
configuration space to phase-space function. In this re-
spect, the present formalism is also different from the
tomography theory. The theory of quantum tomogra-
phy leads the Hilbert-space quantum mechanics to the
phase-space quantum mechanics by treating the map-
ping of quantum states in position space to ones in
phase space. This theory is also a kind of the mapping
theories relevant to quantum states. Without adopting
the Schro¨dinger equation and its solution, the tomog-
raphy theory cannot work. On the contrary, our for-
malism does not address mapping. Instead of map, it
determines the self-reliance wave function by means of
self-standing equation of quantum mechanics in phase
space. Therefore the differences are due largely to the
autonomy of formalism.
Second, unlike the Hilbert-space formalism, this for-
malism starts with the wave function and probability
density in phase space, which represent the wave field
considered as a physical reality. The wave field is con-
sidered to produce the statistical ensemble for micropar-
ticles. The main difference is that the two formulations
use different spaces.
In spite of all the differences, this formalism is closely
related to the causal theories of quantum mechanics,
since the master equation is described in phase space
which entails the trajectory with a definite probability.
On the other hand, our formalism can be regarded as
forming a bridge between the standard theory of quan-
tum mechanics and the causal theories of quantum me-
chanics. This is because our formalism is transformed
into quantum mechanics in configuration space by in-
tegrating over phase space under definite assumptions,
and provides detailed accounts of why the operators
should be introduced into quantum mechanics.
Within the framework of this formalism, we have ob-
tained an alternative master equation for microparticles,
by beginning with statistical ensemble in phase space
due to the wave field. The wave equation involves both
the probability continuity equation and the energy rela-
tion for particles. Essentially, the probability continu-
ity equation is a quantal version of Liouville’s equation
taking into account the quantal correlation between tra-
jectories via the wave field represented in phase space.
This correlation exhibits the wave-like property of mi-
croparticles.
This formalism uses the potential operator instead of
the potential function. It can be regarded as a novel, rea-
sonable result obtained by this formalism. In fact, since
the classical potential is to be determined by force and
path, it is impossible to take the classical potential for
the quantal potential without admitting some approx-
imation. As a classical path loses its meaning in the
quantumworld, also so does the classical potential. The
master equation of QMPS evidently explains this mat-
ter. This formalism adopts the potential in the statisti-
cal way, thus reproducing the virial theorem in quan-
tum mechanics. It is possible to explain with the aid
of this formalism what approximation the Schro¨dinger
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equation makes. According to the interpretation of this
formalism, a definite probability corresponds to a given
trajectory. In connection with this fact, it is reasonable
to consider the master equation of QMPS as the quantal
version of Liouville’s equation.
It is necessary to review the uncertainty relation. The
below argument, in fact, is the summarized citation of
Home and Whitaker’s description [8].
It is interesting to note that the derivation of the un-
certainty principle uses no input from quantum dynam-
ics. Even if one uses a wave-function having the wrong
symmetry and violating the Schro¨dinger equation, the
uncertainty relation will not necessarily be violated.
The uncertainty principle is thus insensitive to any mod-
ification of the Schro¨dinger equation. The interpreta-
tional significance of the uncertainty principle may be
stated in one of the two following ways. The first cor-
responds to Heisenberg’s gedanken experiments. This
approach to the Heisenberg principle has been quite
widely held right up to the present day. The second
approach to interpreting the uncertainty principle recog-
nizes that uncertainty in the value of a dynamical vari-
able refers to the statistical spread over the measured
values for the various identical members of the ensem-
ble of systems. The operational significance of the two
approaches is totally different. In the second, there is no
question of simultaneousmeasurement of the dynamical
variables related to a single particle, while this concept
forms the essence of the first approach, where the un-
certainty in a single measurement is interpreted as the
estimate of imprecision in the measured value of a dy-
namical variable for a single particle. It is obvious that
Heisenberg’ s thought experiments in the original form
should certainly not be regarded as providing a proof of
the uncertainty principle. In fact, the uncertainty rela-
tion is a natural consequence quantummechanics yields
[8].
Our approach can adduce adequate reasons in sup-
port of the second approach. The master equation is the
quantal version of Liouville’s equation, and therefore
the uncertainty principle becomes an inevitable corol-
lary of the present equation. In this connection, what
is most important for quantization is the existence of
the quantum of phase space, i.e. ~ rather than the un-
certainty relation adopted by Heisenberg. In fact, the
Schro¨dinger equation does not involve the first approach
to interpreting the uncertainty principle. Should we not
introduce the one-to-one correspondence between po-
sition and momentum according to the scheme, 1, we
would not obtain the Schro¨dinger equation. All these
arguments conclude that the uncertainty relation em-
bodies the statistical spread of ensemble in phase space
which is ruled by quantum laws.
It is necessary to review the problem of whether the
Schro¨dinger equation is mathematically rigorous. Start-
ing from the definition of mean value, we can explicitly
demonstrate that the Schro¨dinger equation cannot avoid
some approximations besides non-relativistic one. For
convenience, we consider the Schro¨dinger equation for
one particle. By definition, the mean value of momen-
tum component px reads
〈px〉 =
∫
ψ∗ pˆxψdv =
∫
ψ∗
(
pˆxψ
ψ
)
ψdv. (111)
Obviously, the real part of
pˆxψ
ψ
is x−component of mo-
mentum. Therefore we can write
pˆxψ
ψ
as
pˆxψ
ψ
= p˜x = px−real + ipx−imag, (112)
where px−real and px−imag are the real and imaginary part
of
pˆxψ
ψ
, respectively. Generally, p˜x =
pˆxψ
ψ
is a complex
function dependent on coordinates, since ψ is not the
eigen function of pˆx. As a result, we easily arrive at
pˆ2xψ = pˆx pˆxψ = pˆx (p˜xψ) = p˜x pˆxψ + ψpˆx p˜x
= p˜x
2ψ + ψpˆx p˜x , (Re p˜x)
2 ψ = p2x−realψ, (113)
where Re denotes the real part of complex number. On
the other hand, the Schro¨dinger equation is obtained in
terms of the energy relation
E =
p2
2m
+ U. (114)
The operator corresponding to Eq. 114 reads
Eˆ =
pˆ2
2m
+ U. (115)
Consequently, the wave equation for this operator is
written as
Eˆψ =
(
pˆ2
2m
+ U
)
ψ. (116)
It is this equation that is the Schro¨dinger equation. Ac-
cording to Eq. 113, it is well-grounded that Eq. 116,
i. e. the Schro¨dinger equation is assessed as neglecting
some terms. It is obvious that only when these terms
are negligible, the Schro¨dinger equation gives reason-
able solutions. Consequently, the requirement for ap-
proximation to the Schro¨dinger equation is that p˜x can
approximate to a real constant. From the above argu-
ment, it follows that the double application of differen-
tial operator such as the momentum operator to wave
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function violates the exact correspondence relation be-
tween the operator and dynamical quantity. Especially,
for the case of real-valued wave function we encounter
an intractable problem. In this case,
pˆxψ
ψ
via a single ap-
plication of pˆx to the wave equation becomes a purely
imaginary number. This indicates that the momentum
vanishes. On the other hand, the calculation of
1
2m
pˆ2xψ
ψ
via a double application of pˆx to the wave function gives
a purely real number which means nonzero kinetic en-
ergy. This result shows that despite zero momentum the
corresponding kinetic energymay have a nonzero value.
It is this fact that demonstrates the approximate aspect
of Schro¨dinger equation. Such a situation significantly
emphasizes the necessity of accepting the phase-space
formalism not involving the abovementioned inconsis-
tency.
The present theory is based on phase space, and there-
fore the concept of trajectory is naturally accepted. In
general, the purpose of quantum trajectory theory is to
in-depth understand the nature of quantum mechanics
and to provide classical-like insight into the dynamics
and physics of the quantum processes [48]. However,
it should be emphasized that this theory is not a return
to classical mechanics, since it uses the wave function
which determines the quantum trajectory distinguished
from the classical one, reflecting the quantum nature.
The present formalism is expected to provide a new pos-
sibility of shedding light on the foundation of quantum
mechanics in terms of a theory free of paradoxes and
to promote an understanding as clear as that of classi-
cal mechanics, as it is a version of the quantum trajec-
tory theory orienting itself to a realistic description of
microparticles’ motion by virtue of primordial intuition
about mechanics. In fact, it is natural for this phase-
space formalism to introduce the interpretation achieved
by the quantum trajectory theory, since it is identified
with other quantum trajectory theories in the sense of
trajectory [55, 56, 57, 58].
We still have not succeeded in obtaining the analyti-
cal solution to the problem of hydrogen atom within the
framework of the present theory. It may be that it is im-
possible to get the desired analytical solution. However,
the failure does not devalue the present theory because
while it involves the Schro¨dinger equation as its special
case, the Schro¨dinger equation gives the analytical so-
lution to the problem of hydrogen atom.
9. Conclusion
In this work, we have investigated an alternative for-
malism of quantization in terms of statistical ensemble
in phase space, keeping the statistical perspective on
quantum mechanics.
Our work has shown that it is possible to establish
an alternative autonomous formalism of quantum me-
chanics in phase space, starting from statistical ensem-
ble in phase space. This formalism produces within its
framework the master equation without recourse to the
other formulations of quantum mechanics. Manipulat-
ing within the framework of its theory, this formalism
provides a series of the calculations and interpretations
of quantization in phase space. With the help of the
master equation of this formalism have been explained
the structure of quantum mechanics in phase space and
the approximation to the Schro¨dinger equation.
Up to now, the standard formulation of quantum me-
chanics has been certainly the most successful, so it still
keeps its dominant position in developing the science
for microworld, pursuing essentially different picture
from that of classical mechanics. Nevertheless, there
exist different formulations of quantum mechanics in-
cluding QMPS. This fact means that individual formal-
ism of quantum mechanics has its inherent merits irre-
placeable by the others. Of course, the present formal-
ism of quantum mechanics may not be superior to the
standard theory of quantum mechanics in some prob-
lems of calculation. However this fact does not lead
the argument to indicating that this formalism is infe-
rior to the standard formalism. To understand such a
context, it is enough to recall that the present formalism
includes the configuration-space formalism as its spe-
cial case. The two formulations distinguish themselves
regarding whether to use phase space or position space.
It should be noted that if the phase-space formalism is
possible, it become a generalized theory comprising the
configuration-space formalism. The present formalism
brings benefits to revealing with a natural epistemology
the nature of quantum mechanics and the relations be-
tween several formulations of quantum mechanics.
Especially, it is expected that the present phase-space
formalism provides the potential to resolve open prob-
lems including the relativistic quantum theory and the
connection between classical and quantum mechanics,
and to lay the foundation for constructing quantum me-
chanics in phase space as an autonomous formalism.
Obviously, the relativistic wave equation of the present
theory is a generalized equation which yields the non-
relativistic equation within the limit of c ≫ v . It is
straightforward that since wave functions are defined in
23
phase space, this formalism is able to offer a new possi-
bility of improving mathematical foundations and inter-
pretations of quantum mechanics.
In conclusion, our work confirms that the formalism
of quantization in terms of statistical ensemble in phase
space is consistent with the fundamentals of quantum
mechanics, and offers a possibility of resolving some
intractable problems arising from other formulations of
quantum mechanics.
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