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ON THE JOINT DISTRIBUTION OF Selφ(E/Q) AND Selφˆ(E
′/Q) IN
QUADRATIC TWIST FAMILIES
DANIEL KANE AND ZEV KLAGSBRUN
Abstract. If E is an elliptic curve with a point of order two, then work of Klagsbrun and
Lemke Oliver shows that the distribution of dimF2Selφ(E
d/Q) − dimF2Selφˆ(E′d/Q) within
the quadratic twist family tends to the discrete normal distribution N (0, 1
2
log logX) as
X →∞.
We consider the distribution of dimF2Selφ(E
d/Q) within such a quadratic twist family
when dimF2Selφ(E
d/Q)− dimF2Selφˆ(E′d/Q) has a fixed value u. Specifically, we show that
for every r, the limiting probability that dimF2Selφ(E
d/Q) = r is given by an explicit
constant αr,u. The constants αr,u are closely related to the u-probabilities introduced in
Cohen and Lenstra’s work on the distribution of class groups, and thus provide a connection
between the distribution of Selmer groups of elliptic curves and random abelian groups.
Our analysis of this problem has two steps. The first step uses algebraic and combinatorial
methods to directly relate the ranks of the Selmer groups in question to the dimensions of
the kernels of random F2-matrices. This proves that the density of twists with a given
φ-Selmer rank r is given by αr,u for an unusual notion of density. The second step of the
analysis utilizes techniques from analytic number theory to show that this result implies the
correct asymptotics in terms of the natural notion of density.
1. Introduction
Recently, there has a lot of interest in the arithmetic statistics related to the quadratic twist
family of a given elliptic curve E/Q. Much progress has been made towards understanding
how 2-Selmer ranks are distributed in these families when either E(Q)[2] ≃ Z/2Z × Z/2Z
or E[2] has an S3 Galois action. In both of these cases, there are explicit constants αr
summing to one such that the proportion of twists with 2-Selmer rank r is given by αr
[Kan13], [KMR14].
Strikingly, this is not true when E has a single rational point of order two. In this case
E has a degree two isogeny φ : E → E ′ and an associated Selmer group Selφ(E/Q). Work
of Xiong shows that if E does not have a cyclic 4-isogeny defined over Q(E[2]), then the
distribution of the ranks of Selφ(E
d/Q) as d varies among the squarefree integers less than
X tends to the distribution Max
(
0,N (0, 1
2
log logX)
)
as X → ∞, where N (µ, σ2) is the
discrete normal distribution with mean µ and variance σ2 [Xio13]. In this case, Selφ(E/Q)
maps 2− to− 1 into Sel2(E/Q), showing that for any fixed r, at least half of the quadratic
twists of E have 2-Selmer rank greater than r.
This same result can be deduced by studying how dimF2Selφ(E/Q) − dimF2Selφˆ(E ′/Q)
varies under quadratic twist, where Selφˆ(E
′/Q) is the Selmer group associated to the dual
isogeny φˆ of φ. In [KLO13], Lemke Oliver and the second author shows that as d varies among
the squarefree integers less than X, the distribution of dimF2Selφ(E
d/Q)−dimF2Selφˆ(E ′d/Q)
tends to N (0, 1
2
log logX) as X →∞.
This article studies the joint distribution of Selφ(E
d/K) and Selφˆ(E
′d/K) conditional on a
fixed value of dimF2Selφ(E
d/K)− dimF2Selφˆ(E ′d/K). In particular, we prove the following:
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Theorem 1. Suppose E/Q is an elliptic curve with E(Q)[2] ≃ Z/2Z that does not have a
cyclic 4-isogeny defined over Q(E[2]) and u ∈ Z. Define
S(X, u) = {d squarefree , |d| ≤ X, dimF2Selφ(Ed/Q)− dimF2Selφˆ(E ′d/Q) = u}.
Then for any r ≥ Max(1, u+ 1),
lim
X→∞
|{d ∈ S(X, u) : (dimF2Selφ(Ed/Q), dimF2Selφˆ(E ′d/Q)) = (r, r − u)}|
|S(X, u)| = αr,u,
where
αr,u =
2−(r−1)(r−u−1)
∏∞
s=1(1− 2−s)∏r−1
s=1(1− 2−s)
∏r−u−1
s=1 (1− 2−s)
.
Theorem 1 is similar to the results of Thorne and the first author regarding the distribution
of φ-Selmer groups in the j = 1728 family of elliptic curves [KT13].
1.1. Connections With the Cohen-Lenstra Heuristics. In 1984, Cohen and Lenstra
conjectured that if K is an imaginary quadratic field, then the probability that Cl(K)[p∞]
is isomorphic to a fixed finite abelian p-group G should be proportional to 1|Aut(G)| . This
conjecture infers a distribution on the p-rank of Cl(K) and Washington observed that this
distribution is identical to one appearing in random matrix theory [Was86]. Assuming the
Cohen-Lenstra heuristic, the probability that Cl(K)[p∞] has p-rank r is the same as the
probability that a random n× n matrix over F2 has nullity r as n→∞ [FG15].
In their original paper, Cohen and Lenstra also defined a notion of the u-probability of a
group G. Let H be a random p-group H chosen with probability proportional to 1|Aut(H)| and
h1, h2, . . . , hu be elements of H chosen uniformly at random. The u-probability of G is the
probability that H/〈h1, h2, . . . , hu〉 ≃ G. There is a similar notion for p-ranks and Cohen
and Lenstra obtain the following result.
Theorem 1.1 (Theorem 6.3 in [CL84]). Define the u-probability that H has rank r as the
probability that rankp(H/〈h1, h2, . . . , hu〉) = r. The u-probability that a p-group H has rank
r is given by
(1) α′p,u,r =
p−r(r+u)
∏∞
s=1(1− p−s)∏r
s=1(1− p−s)
∏r+u
s=1(1− p−s)
While the notion of u-probability is only sensible for u ≥ 0, we may nonetheless extend
the definition to include u ≤ 0 by defining it to be α′p,u,r as in (1) if r ≥ u and zero otherwise.
As can be seen, the contants αr,u in Theorem 1 are given by αr,u = α
′
2,r+1,−u. That is, if
u = dimF2Selφ(E
d/Q) − dimF2Selφˆ(E ′d/Q), then for any r ≥ Max(1, u+ 1), the probability
that dimF2Selφ(E
d/Q) = r is equal to the −u probability that a random 2-group H has rank
r+1. Other than the related results in [KT13], this is the only instance in which these α′p,u,r
have been provably shown to arise in the context of arithmetic statistics.
1.2. Methods and Organization. The constants α′p,u,r in Theorem 1.1 appear in the fol-
lowing well-known theorem from random matrix theory.
Theorem 1.2. Let M be a randomly chosen n× n+ u matrix over Fp. Then the probabilty
that the left nullspace of M has dimension r tends to α′p,r,u exponentially quickly as n→∞.
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Proof. This limiting behavior was known at least as far back as [KLS86]. The fact that this
convergence is exponential in n follows from Theorem 1.1 in [FG15], for example. 
We obtain Theorem 1 by relating the problem to a question about random matrices over
F2 and then applying Theorem 1.2. Our proof proceeds as follows:
As described in Sections 2-4, we equate the dimension of a co-dimension one subgroup of
Selφ(E/Q) with the dimension of the left-nullspace of an n×n−u matrix M̂ with entries in
F2. If the entries of M̂ were independent and random, then we would be done. Unsurprisingly
however, there are dependencies between the entries in M̂. Nonetheless, in Section 5, we
show that under some mild assumptions regarding the values of certain characters involving
d, M̂ is equivalent to a block diagonal matrix
[
I 0
0 A
]
with high probability, where I is an
n0×n0 identity matrix and A is an n−n0×n−n0−u matrix with independent random entries.
Section 6 then uses techniques from analytic number theory to show that the assumptions
we made regarding the characters involving d are satisfied with sufficiently high probability.
As a result, we obtain Theorem 1.
1.3. Acknowledgements. We would like to thank Benedek Valko for explaing to us how
a result similar to Theorem 5.1 may be obtained via a generalization of the Markov chain
approach developed in [KMR14]. We would also like to thank Jordan Ellenberg for pointing
out the relationship between the constants αr,u and the notion of u-probabilities in the work
of Cohen and Lenstra.
2. φ-Descent
We begin by defining the Selmer groups Selφ(E/Q) and Selφˆ(E
′/Q) and then giving an
explicit description of the Selmer groups Selφ(E
d/Q) and Selφˆ(E
′d/Q) associated to the
quadratic twist of an elliptic curve by a squarefree integer d.
Let E be an elliptic curve with a single point of order two defined by
y2 = x3 + Ax2 +Bx.
and set C = E(Q)[2] = 〈(0, 0)〉. There is an isogenous curve E ′ given by a model
y2 = x3 − 2Ax2 + (A2 − 4B)x
and an isogeny φ : E → E ′ with kernel C. There is a Kummer map
κ : E ′(Q)/φ(E(Q))
∼−→ Q×/(Q×)2
given by
κ((x, y)) =
{
∆ if (x, y) = (0, 0)
x if (x, y) 6= (0, 0)
where ∆ is the discriminant of E.
We have similarly defined local Kummer maps
κv : E
′(Qv)/φ(E(Qv))
∼−→ Q×v /(Q×v )2
for every completion Qv of Q which give a commutative diagram for every place v of Q,
where the restriction map resv is the natural map Q×/(Q×)2 → Q×v /(Q×v )2.
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E ′(Q)/φ(E(Q))

κ
// Q×/(Q×)2
resv

E ′(Qv)/φ(E(Qv))
κv
// Q×v /(Q
×
v )
2
The φ-Selmer group Selφ(E/Q) is defined as
Selφ(E/Q) =
{
c ∈ Q×/(Q×)2 : resv(c) ∈ κv(E ′(Qv)/φ(E(Qv))) for all places v of Q
}
If p is a prime away from 2 where E has good reduction, the image of κp is equal to the
unramified subgroup of Q×p /(Q
×
p )
2 generated by the image of Z×p . This allows us to decribe
the Selφ(E/Q) as the intersection of two finite dimensional F2 vector spaces.
Let T be the set of places of Q dividing 2∆∞ and define
V =
⊕
v∈T
Q×v /(Q
×
v )
2.
Define a subspace U ⊂ V as the image of the T -units Z×T in V . Next, for each place v ∈ T ,
define Wv as
Wv = κv(E
′(Qv)/φ(E(Qv)))
and set
W =
⊕
v∈T
Wv ⊂ V
It then follows that Selφ(E/Q) ≃ U ∩W .
Exchanging the roles of E and φ for those of E ′ and the dual isogeny φˆ : E ′ → E yields a
φˆ-Selmer group Selφˆ(E
′/Q) via the same construction.
2.1. Tamagawa Ratios. Standard descent technology tells us that the images of the local
connecting maps κp and κ
′
p in Q
×
p /(Q
×
p )
2 are dual to each other via the Hilbert symbol
pairing. It follows that the Selmer groups Selφ(E/Q) and Selφˆ(E
′/Q) are orthogonal under
the sum of the Hilbert symbol pairings over the places in T . This duality gives us a way to
compare the sizes of Selφ(E/Q) and Selφˆ(E
′/Q).
Definition 2.1. The ratio
T (E/E ′) =
∣∣Selφ(E/Q)∣∣∣∣Selφˆ(E ′/Q)∣∣
is called the Tamagawa ratio of E.
The Tamagawa ratio can be computed using a local product formula.
Theorem 2.2 (Cassels). The Tamagawa ratio T (E/E ′) is given by
T (E/E ′) =
∏
v of Q
|Wv|
2
.
Proof. This is a combination of Theorem 1.1 and equations (1.22) and (3.4) in [Cas65].
Alternatively, this follows from combining Theorem 2 in [Was97] with the fact that the
images of κv and κ
′
v are dual to each other. 
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3. Twisting
Let d be a squarefree integer and set Td = T ∪{p | d}. The set Td contains all of the places
of Q above 2∞ and the places at which Ed has bad reduction. We define
V d =
⊕
v∈Td
Q×v /(Q
×
v )
2
and define Ud ⊂ V d as the image of Z×Td in V d. For each place in v ∈ Td, we define
W dv = κv(E
′d(Qv)/φ(Ed(Qv)))
and set
W d =
⊕
v∈Td
W dv ⊂ V d.
We then get that Selφ(E
d/Q) ≃ Ud ∩W d.
3.1. Local Conditions at Twisted Primes. If p | d and (p, 2∆) = 1, we can explicitly
describe the subspace W dp of Q
×
p /(Q
×
p )
2.
Lemma 3.1. If p | d and (p, 2∆) = 1, then
W dp =
 〈∆〉 if
(
∆′
p
)
= −1
〈∆, d(A+ 2√B)〉 if
(
∆′
p
)
= 1
,
where ∆′ is the discriminant of E ′.
Proof. By Lemma 6.7 in [Kla15], the image of κp is given by κp(E
′d(Qp)[2]). The result then
follows from symbolically computing the coordinates of E ′d[2]. 
Remark 3.2. Up to squares, we have ∆ = (A2 − 4B)(Q×)2 and ∆′ = B(Q×)2.
We may be even more explicit aboutW dp if we characterize the primes p | d with (p, 2∆) = 1
by the values of the Legendre symbols
(
∆
p
)
and
(
∆′
p
)
.
Definition 3.3. Suppose that (p, 2∆) = 1.
We say that p is type 1 if
(
∆
p
)
= 1 and
(
∆′
p
)
= 1.
We say that p is type 2 if
(
∆
p
)
= 1 and
(
∆′
p
)
= −1.
We say that p is type 3 if
(
∆
p
)
= −1 and
(
∆′
p
)
= 1.
We say that p is type 4 if
(
∆
p
)
= −1 and
(
∆′
p
)
= −1.
We now note that W dp is dependent on the type of p.
Corollary 3.4. If p | d and (p, 2∆) = 1, then
W dp =

〈d(A+ 2√B)〉 if p is of type 1
1 if p is of type 2
Q×p /(Q
×
p )
2 if p is of type 3
Z×p /(Z
×
p )
2 if p is of type 4
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Proof. This follows from Lemma 3.1 and the isomorphism Q×p /(Q
×
p )
2 ∼−→ Z×p /(Z×p )2×〈p〉/〈p2〉.

Corollary 3.5. The valuation of 2 in the Tamagawa ratio T (Ed/E ′d) is given by
ord2T (Ed/E ′d) =
∑
v|2∆∞
(dimF2W
d
v − 1) + |T 3d | − |T 2d |,
where T id = {p | d : (p, 2∆) = 1 and p is over type i }.
Proof. This follows from Theorem 2.2 combined with Corollary 3.5. 
Proposition 3.6. The subspaceW dv is determined by the image of d ∈ Q×v /(Q×v )2. Therefore,
ord2T (Ed/E ′d) = cd + |T 3d | − |T 2d |
where cd is determined entirely by the image of d in
∏
v|2∆∞Q
×
v /(Q
×
v )
2.
Proof. The image of κv in Q×v /(Q
×
v )
2 is dependent only on the isomorphism class of Ed over
Qv. As a result, this image is the same for all d with a given image in Q×v /(Q
×
v )
2. The result
then follows from Corollary 3.5. 
4. Selmer Groups as Cokernels
Let Ed be the quadratic twist of a fixed elliptic curve E by d. The point (0, 0) ∈ E ′d(Q)
maps to∆ ∈ Selφ(E/Q) ⊂ Q×/(Q×)2. Since E is assumed to have a single point of order two,
we find that ∆ is not a square in Q×. Let Selφ(Ed/Q)0 be any co-dimension one subspace of
Selφ(E
d/Q) not containing ∆. We then have Selφ(Ed/Q) = Selφ(Ed/Q)0 ⊕ ∆Selφ(Ed/Q)0.
The goal of this section is produce a matrix M such that one such Selφ(Ed/Q)0 may be
identified with the left-nullspace of M.
Having producedM, we will describe a process called surgery to deformM into a matrix
M̂ such that the left nullspaces of M and M̂ have the same dimension. The entries of M̂
will be easier to describe that those of M and its dimension will be easier to model.
For this section, we will assume that d is squarefree and (d, 2∆) = 1. We will also adopt
the notation
(
·
p
)
a
to refer to the additive Legendre character taking values in F2.
4.1. An Easy Presentation. As described in Section 3, Selφ(E/Q) is given by the inter-
section Selφ(E
d/Q) = Ud ∩W d ⊂ V d. If Ud0 is any co-dimension one subspace of Ud that
does not contain ∆, then we may take Selφ(E
d/Q)0 to be Ud0 ∩W d.
A natural presentation for Selφ(E
d/Q)0 would then be the left-nullspace of a matrix whose
rows correspond to a basis of Ud0 and whose columns correspond to characters on V
d whose
simultaneous vanishing defines W d.
Constructing such characters directly can be difficult, so we choose an alternative presen-
tation. The columns of the matrix M will correspond to a set of characters on V d whose
simultaneous vanishing defines the zero subspace. Then, in addition to rows corresponding
to a basis for Ud0 , we also include rows corresponding to a basis of W
d.
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4.1.1. Characters on V d. We recall that V d is given by the direct sum ⊕v∈TdQ×v /(Q×v )2. Our
characters will respect this decomposition.
For a place p ∤ 2∞, we will define a pair of characters χp, ordp : Q×p /(Q×p )2 → F2 via
ordp(α) = ordp(α) (mod 2) and χp(α) =
(
α′
p
)
where α′ = α
pordpα
.
For v =∞, we define a single character ord∞(α) : R×/(R×)2 → F2 by
ord∞(α) =
{
0 if α > 0
1 if α < 0
For v = 2, we define a valuation character ord2 as for other primes p and a pair of characters
χ2, χ
′
2 : Q
×
2 /(Q
×
2 )
2 → F2 via
χ2(α) =
{
0 if α′ ≡ 5 (mod 8)
1 if α′ 6≡ 5 (mod 8) and χ
′
2(α) =
{
0 if α′ ≡ 3 (mod 8)
1 if α′ 6≡ 3 (mod 8) ,
where α′ = α
2ord2α
.
These characters all extend to characters of V d given by first projecting V d onto Q×v /(Q
×
v )
2
and then applying the character on Q×v /(Q
×
v )
2. We will let Ψ denote the union of these
characters over all v ∈ Td and ΨOrig denote the subset coming from v | 2∆∞.
4.2. The Rows of M. The rows of M will be of two types. The first type are dense rows
corresponding to an F2-basis BU for Ud0 . Since ∆ is non-square and Td contains all places
dividing ∆, there is at least one v ∈ T such that ordv∆ 6= 0. Fix one such v. If v ∤∞, then
we may take BU = {−1} ∪ {p|2d∆E : p ∤ v}. If v | ∞, then we take BU = {p|2d∆E}. This
choice of BU fixes the subspace U
d
0 and therefore the choice of Selφ(E
d/Q)0 being presented.
We denote the set of p ∈ BU such that p | 2∆∞ by BU,Orig.
The second type of rows will be those corresponding to the basis of BW of W
d. The
subspace W d decomposes as a direct sum W d = ⊕v∈TdW dv and we choose BW to respect this
decomposition; that is we start with a basis for each W dv and lift these to a basis of BW of
W d such that each b ∈ BW projects non-trivially into exactly one W dv . For convenience, we
choose a basis for W dv such that ordv is non-trivial on at most one basis element. If p | d is a
prime of type 3, we explicitly choose our basis for W dp = Q
×
p /(Q
×
p )
2 to be {∆, d(A+ 2√B)}
as in Lemma 3.1.
For each b ∈ BU ∪BW , the corresponding row inM is given by (ψ(b))ψ∈Ψ. For notational
convenience, we will sometimes refer to a row of M as an element of BU or BW and we will
similarly refer to columns by the character in Ψ associated to them.
Proposition 4.1. Selφ(E
d/Q)0 is given by the left nullspace of M.
Proof. It is easy to see that the sets BU and BW are each linearly independent. Suppose that
some non-trivial linear combination of rows in BU ∪ BW sums to zero. We then have some
s ∈ Q×/(Q×)2 that can be expressed as both a non-trivial linear combination of rows in BU
and as a non-trivial linear combination of rows in BW . As a result, we find that s ∈ Ud0 and
s ∈ W d, and therefore that s ∈ Selφ(Ed/Q)0.
Now suppose that s ∈ Selφ(Ed/Q)0. Since s ∈ Ud0 ∩W d, s may therefore be expressed
both as a unique linear combination of elements in BU and as a unique linear combination
of elements of BW . As a result, s gives rise to a unique left-nullvector of C. 
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The matrix M has a structural nullvector arising from the duality between Selφ(Ed/Q)
and Selφˆ(E
′d/Q). Let (·, ·)v be the (additive) Hilbert symbol on Q×v /(Q×v )2 and define a
character χ : V d → F2 as χ(x) =
∑
v∈Td(x,∆
′)v.
Proposition 4.2. The character χ gives rise to a right nullvector of M.
Proof. We consider the value of χ on the elements of BU and BW separately. We begin by
noting that ∆′ ∈ Selφˆ(E ′d/Q) ⊂ Q×/(Q×)2 is the image of (0, 0) ∈ Ed(Q) under the map κ′v.
If w ∈ BW , then w projects non-trivially into exactly one W dv , so χ(w) = (wv,∆′)v, where
wv is the image of w in W
d
v . By design, wv is in the image of κv and ∆
′ is in the image of
κ′v. Since the images of κv and κ
′
v are dual to each other via the Hilbert symbol pairing, we
find that χ(w) = (wv,∆
′)v = 0.
If u ∈ BU , then the product formula for Hilbert symbols tells us that
∑
v of Q(u,∆
′)v = 0.
Since ∆′ and u have trivial valuation for v 6∈ Td, we have (u,∆′)v = 0 for v 6∈ Td. As a result,
we have χ(u) =
∑
v∈Td(u,∆
′)v = 0.
Finally, we note that we are able to write χ as a sum of characters in Ψ and as a result,
χ gives rise to a dependency among the columns of M. 
We conclude this section by analyzing the dimensions of M.
Lemma 4.3. The matrix M has 2|Td|+ ord2T (Ed/E ′d)− 1 rows and 2|Td| columns.
Proof. We first count columns. Each place v ∈ Td with v ∤ 2∞ gives rise to two columns,
v =∞ gives a single column, and v = 2 yields three columns for a total of 2|Td|.
To count rows, we see that |BU | = |Td| − 1 and that |BW | =
∑
v∈Td dimF2W
d
v . We then
have
|BU |+ |BW | = |Td| − 1 +
∑
v∈Td
dimF2W
d
v = 2|Td| − 1 +
∑
v∈Td
(
dimF2W
d
v − 1
)
.
The result then follows from Theorem 2.2. 
4.3. Surgery. We would like to shrink M by removing some rows and columns while mod-
ifying others in a way that does not alter the dimension of the nullspace. After surgery, we
will be able to explicity describe most of the entries of the resulting matrix M̂. We will
describe four different types of removals. The first removal method relies on the observation
that if some column c is dependent on the other columns of M, then we may remove the
column c without affecting the dimension of the nullspace. The other three methods are
premised on the observation that if a column c has weight one, supported only on a row r,
then any left nullvector ofM must not contain r. We are therefore able to remove both the
row r and column c from M without affecting the dimension of the nullspace.
4.3.1. Dependent Column Removal.
Lemma 4.4. There is a column ordv for some v | 2∆∞ with ordv(∆) = 0 such that ordv is
dependent on the other elements on Ψ.
Proof. By Lemma 4.2 in [Kla15], the assumption that E does not have a cyclic 4-isogeny
defined over Q(E[2]) ensures that neither ∆′ nor ∆∆′ is a square in Q×. As a result, there
exists some v | 2∆∞ such that ordv(∆′) = 1 and ordv(∆) = 0.
By Proposition 4.2, the character χ(x) =
∑
v∈Td(x,∆
′)v yields a dependency among the
characters in Ψ. Since ordv(∆) = 1, any attempt to write (·,∆′)v as a combination of
elements of Ψ must contain ordv. As a result, the dependency includes ordv. 
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Since the column ordv is dependent on the other columns ofM, we may remove it without
affecting the dimension of the nullspace.
4.3.2. Special Column Removal. Our choice of BU ensures that there is some v ∈ T such
that ordv(BU) = 0. In this instance, we have ordv(∆) = 1 and the column ordv therefore
has weight one supported on wv for some wv ∈ BW . We may therefore remove the column
ordv and the row wv from M without affecting the dimension of the nullspace or any other
entry in M.
4.3.3. Removal of Valuation Columns. We assume that have already performed the special
removal described in Section 4.3.2. For any place v, we observe that the column ordv in M
has weight one or two. In the event that ordv has weight one, the only row incident on ordv
is the row rv ∈ BU coming from v ∈ Td. We are therfore able to remove both the column
ordv and the row rv without affecting the dimension of the nullspace.
In the event that the column ordv has weight two, we observe that one of the rows is
rv ∈ BU and the other row is some wv ∈ BW that restricts to a non-trivial basis element in
W dv . If we add wv to rv, then the column ordv will have weight one, supported only on wv.
We are then able remove the row wv and the column ordv as in the previous paragraph.
The result of this surgery is summarized by the following lemma.
Lemma 4.5.
(i) If ordv is trivial on W
d
v , then surgery to remove the column ordv removes the column
ordv and the row rv ∈ BU , but does not otherwise alter M.
(ii) If ordv is non-trivial on W
d
v , then surgery to remove the column ordv removes the
column ordv and a row wv ∈ BW with ordv(wv) 6= 0. It also replaces the row rv ∈ BU
with the row rv + wv. If v ∤ ∞, this may change the value of rv in the column χv (or
χ′2 if p = 2) but does not otherwise alter rv.
Remark 4.6. In the event that ordp is non-trivial on W
d
p and p | d, then the value χp(p) in
the column χp of the row rp is replaced by χp(p) + χp
(
d(A+ 2
√
B)
)
=
(
d
p
(A+2
√
B)
p
)
a
.
4.3.4. Removal of Rows From BW . We are also able to remove any row w ∈ BW from M.
Suppose that wp is a row ofM corresponding to an element of BW that projects non-trivially
into W dp . For simplicity, assume that ordp(wp) = 0. If p 6= 2, this means that wp will be
incident only on the column χp. If p = 2, wp may only be incident on χ2 and χ
′
2. We treat
these two cases separately.
Suppose that p 6= 2. While the column χp is trivial on all w ∈ BW that project trivially
into W dp , unlike the column ordp, χp may have entries on multiple rows in BU . In the event
that χp has weight one, then we may simply remove the row wp and the column χp without
changing the dimension of the nullspace. Otherwise, we first need to add wp to each row
r ∈ BU for which χp(r) 6= 0 before we may remove the row wp and the column χp. However,
the row wp is supported entirely on the column χp, so removing the row wp and column χp
does not alter M beyond the removal of this row and column.
The story is similar if p = 2. If wp is supported on at most one of χ2 and χ
′
2, then we
proceed exactly as in the case of p 6= 2 with the same results. Otherwise, we first need to
choose which column to eliminate. For concreteness, we choose to eliminate χ′2. To do so,
we need to add wp to each row r ∈ BU for which χ′2(r) 6= 0. Unlike the case where p 6= 2,
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the row wp has entries in two different columns. This results in altering the entry in column
χ2 for each r ∈ BU for which χ′2(r) 6= 0.
The result of this surgery is summarized by the following lemma.
Lemma 4.7.
(i) If p 6= 2 and wp is supported entirely on χp, then surgery to remove wp removes the row
wp and the column χp but does not otherwise alter M.
(ii) If p = 2 and the support of wp is contained in {χ2, χ′2}, then surgery to remove wp
removes the row wp, one of χ2 and χ
′
2, and does not otherwise alter the matrix outside
of whichever of the columns χ2 and χ
′
2 was not removed.
4.4. The Matrix M̂. We now use surgery to remove a subset of the rows and columns of
M. We first perform the dependent column removal described in Section 4.3.1 and then
proceed with the special column removal described in Section 4.3.2. We next remove the
column ordv for each v ∈ Td that was not affected by special removal or dependent column
removal as described in Section 4.3.3. Finally, we remove all rows in BW as described in
Section 4.3.4. We call the resulting matrix M̂.
Proposition 4.8. The number of rows of M̂ minus the number of columns of M̂ is equal
to ord2T (E
d/E ′d).
Proof. With the exception of dependent column removal which only removes a column, the
surgery process removes a row from M any time it removes a column and vice-versa. The
result then follows from Lemma 4.3. 
Every row in the matrix M̂ comes from some p ∈ BU . We denote the set of p ∈ BU which
have an associated row in M̂ by B̂U and let B̂U,Orig = B̂U ∩ BU,Orig. Every column in M̂
comes from a character χp for p ∈ Td (to include χ′2). We denote the set of characters χp
which have an associated row in M̂ by Ψ̂ and let Ψ̂Orig = Ψ̂ ∩ΨOrig. We now analyze when
there is a row or column in M̂ associated with a prime p | d and what the values in that
row or column are.
Proposition 4.9. Suppose that p | d.
(i) If
(
∆
p
)
=
(
∆′
p
)
= 1 (i.e. p is of type 1), then p ∈ B̂U and χp ∈ Ψ̂.
(ii) If
(
∆
p
)
= 1 and
(
∆′
p
)
= −1 (i.e. p is of type 2), then p 6∈ B̂U and χp ∈ Ψ̂.
(iii) If
(
∆
p
)
= −1 and
(
∆′
p
)
= 1 (i.e. p is of type 3), then p ∈ B̂U and χp 6∈ Ψ̂.
(iv) If
(
∆
p
)
=
(
∆′
p
)
= −1 (i.e. p is of type 4), then p 6∈ B̂U and χp 6∈ Ψ̂.
In the event that χp ∈ Ψ̂, then for q ∈ B̂U , the value of M̂q,χp is given by
M̂q,χp =

(
q
p
)
a
if p 6= q(
d
p
(A+2
√
B)
p
)
a
if p = q
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In the event that p ∈ B̂U , then for ψ ∈ Ψ̂, the value of M̂p,ψ is given by
M̂p,ψ =

ψ(p) if ψ ∈ Ψ̂Orig(
p
q
)
a
if ψ = χq for q | with q 6= p(
d
p
(A+2
√
B)
p
)
a
if ψ = χp
Proof. By Lemma 4.7, the column χp will be removed from M during surgery if and only if
there is some wp ∈ BW supported entirely on χp. By our choice of basis for W dp in Section
4.2, we see that this occurs precisely when p is of type 3 or 4. We therefore have χp ∈ Ψ̂
when p is of types 1 or 2.
Suppose that q ∈ B̂U . If the entry Mq,χp was not altered via surgery, then we have
M̂q,χp =
(
q
p
)
a
. By Lemmas 4.7 and 4.5, we see that only instance in which the entry Mq,χp
is altered is when q = p, in which case M̂p,χp =
(
d
p
(A+2
√
B)
p
)
a
as noted in Remark 4.6.
We next consider the rows. By Lemma 4.5, a row rp coming from p ∈ BU will be removed
from M during surgery exactly when ordp is trivial on a basis for W dp . By Corollary 3.4, rp
will not be removed – and we therefore have p ∈ B̂U – if p is of type 1 or type 3.
Now suppose that ψ ∈ Ψ̂. If the entry Mp,ψ was not altered via surgery, then we have
M̂p,ψ = ψ(p), which if ψ = χq for q | d with p 6= q is equal to
(
q
p
)
a
. As above, the entry
Mp,ψ is only altered when q = p, in which case M̂p,χp =
(
d
p
(A+2
√
B)
p
)
a
. 
We now sort the columns of M̂ so that the columns in Ψ̂Orig are on the left and the
columns in Ψ̂ \ Ψ̂Orig are on the right. We further sort the columns of Ψ̂ \ Ψ̂Orig to separate
the primes of type 1 from those of type 2. We also sort the rows of M̂ so that the rows in
B̂U,Orig are on top and the rows in B̂U \ B̂U,Orig are on the bottom. We further sort the rows
in B̂U \ B̂U,Orig to separate the primes of type 1 from those of type 3. The resulting matrix
is shown in Figure 1
We now use Proposition 4.9 to analyze the entries in each block of M̂.
Lemma 4.10.
(i) The entries in A1,2 (respectively A1,3) are given by Legendre symbols
(
u
p
)
a
, where u ∈
B̂U,Orig and p is a prime dividing d of type 1 (resp. type 2).
(ii) The entries A2,1 (respectively A3,1) are given by characters ψ(p), where p is a prime
of type 1 (resp. type 3) dividing d and ψ is either χ2, χ
′
2, or a Legendre symbol
(
·
q
)
a
,
where q is a prime dividing ∆.
(iii) The entries in A2,3 (respectively A3,2, A3,3) are of the form
(
q
p
)
a
where p is a prime of
type 2 (type 1, type 2) dividing d and q is a prime of type 1 (resp. type 3, type 3).
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̂BU,Orig

̂BU,Type 1

̂BU,Type 3

Ψ̂Orig︷ ︸︸ ︷ Ψ̂Type 1︷ ︸︸ ︷ Ψ̂Type 2︷ ︸︸ ︷
A1,1 A1,2 A1,3
A2,1 A2,2 A2,3
A3,1 A3,2 A3,3

Figure 1: The matrix M̂
(iv) The off-diagonal entries of the square matrix A2,2 are of the form
(
q
p
)
a
where p 6= q
are primes of type 1 dividing d and the diagonal entries are of the form
(
d
p
(A+2
√
B)
p
)
a
where p is a prime of type 1 dividing d.
Proof. This is an immediate consequence of Proposition 4.9. 
Lemma 4.11. The entries in A1,1 are dependent solely on the class of d in
∏
v|2∆∞Q
×
v /(Q
×
v )
2.
Proof. For a place v ∈ Td, define BW,v to be the subset of BW that projects non-trivially into
W dv and set BW,Orig = ∪v|2∆∞BW,v. Let M′ be the submatrix ofM whose rows are given by
the union BU,Orig∪BW,Orig and whose columns are given by the characters in ΨOrig. We note
that the matrix A1,1 is obtained by performing surgery (as described in Sections 4.3 and 4.4)
to the matrix M′ rather than the matrix M.
We observe that the matrixM′ is dependent only on E and the subspacesW dv for v | 2∆∞.
By Proposition 3.6, eachW dv is dependent only on the class of d in Q
×
v /(Q
×
v )
2, and as a result,
the dependence ofM′ on d is entirely dictated by the image of d in∏v|2∆∞Q×v /(Q×v )2. Since
the outcome of surgery is determined solely by the input matrix, we therefore find that A1,1
is dependent solely on the class of d in
∏
v|2∆∞Q
×
v /(Q
×
v )
2. 
We then get the following result.
Corollary 4.12. If d = p1p2 · · · pn, then the rank of Selφ(Ed/Q) depends only on
• The values of the pi (mod 8∆),
• The Legendre symbols
(
pi
pj
)
for those pi, pj of types 1, 2, and 3, and
• The Legendre symbols
(
A+2
√
B
pi
)
for those pi of type 1.
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Proof. This follows from Lemma 4.10 and Lemma 4.11 combined with quadratic reciprocity.

5. A Probabilistic Approach
For this section, we will assume that d is squarefree and that (d, 2∆) = 1. For each i, we
will let ni denote the number of prime factors of d of type i.
Let n = ω(d) and suppose that d = p1p2 · · · pn. By Corollary 4.12, we know that
dimF2Selφ(E
d/Q) can be computed from an explicit matrix M̂ = M̂d whose entries only
depend on the values of the pi (mod 8∆), the Legendre symbols
(
pi
pj
)
for those pi, pj of
types 1, 2, and 3 , and the Legendre symbols
(
A+2
√
B
pi
)
for those pi of type 1.
There is a natural probability distribution P over possible combinations of such values.
Namely, the pi take random, independent congruence classes in (Z/(8∆Z))×, the Legendre
symbols
(
pi
pj
)
are random and independent up to the constraints imposed by quadratic
reciprocity, and the Legendre symbols
(
A+2
√
B
pi
)
for pi of type 1 are randomly +1 or −1,
each with probability 1
2
.
We may analyze the distribution of nullities of the matrices M̂d – and therefore of
dimF2Selφ(E
d/Q) – as d varies subject to the probability distribution P. For the remainder
of this section, we will therefore undertand the term probability to be speaking solely in
terms of the probability distribution P and not with respect to any natural ordering on d.
We begin by defining a pair of probability distributions αr,u(n) and α
′
r,u(n).
αr,u(n) := P
(
dimF2Selφ(E
d) = r|d = p1 · · ·pn, dimF2Selφ(Ed)− dimF2Selφ(E ′d) = u
)
and
α′r,u(n) := P
(
dimF2Selφ(E
d) = r|d = p1 · · · pn, dimF2Selφ(Ed)− dimF2Selφ(E ′d) = u,
and there are at least n/10 pi of type i for each i
)
.
The goal is then to prove the following theorem.
Theorem 5.1. For all r, u we have
lim
n→∞
αr,u(n) = lim
n→∞
α′r,u(n) = αr,u.
Theorem 5.1 will be proved by studying the distribution of nullities of M̂d. We begin by
noting that limn→∞ αr,u(n) = limn→∞ α′r,u(n).
Proposition 5.2. The probability that d has at least n
10
prime factors of type i for each i
tends exponentially quickly to 1 as n→∞.
Proof. By Lemma 4.2 in [Kla15], the assumption that E does not have a cyclic 4-isogeny
defined over Q(E[2]) ensures that none of ∆, ∆′, and ∆∆′ is a square in Q×. As a result, the
equidistribution of primes of each type follows from the assumption that the images of the
primes pi are uniform and independent in (Z/(8∆Z))×. The proposition then follows from
the Chernoff bounds. 
Lemma 5.3. Let M̂′d be the submatrix of M̂d given by
[
A1,1 A1,2 A1,3
A2,1 A2,2 A2,3.
]
Then M̂′d has
trivial left nullspace with probability 1− O(2−n2).
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Proof. Let M̂′′d be the submatrix of M̂′d given by
[
A1,2 A1,3
A2,2 A2,3.
]
and note that the nullspace
of M̂′d is trivial if the nullspace of M̂′′d is trivial. We will show that the expected number of
non-trivial left nullvectors of M̂′′d is OE(2−n2).
Suppose that w is a linear combination of rows in the submatrix
[
A1,2 A1,3
]
of M̂′′d. The
entries of w are given by
(
u
pi
)
, where u is some element in Z×T and pi is a prime of type 1 or
2. Assuming the distribution P, these entries are uniformly and independently distributed
in {0, 1} and the probability that w is trivial is therefore equal to 2−(n1+n2).
Now suppose that w is a linear combination of rows of M̂′′d containing at least one row
r of the submatrix
[
A2,2 A2,3
]
. By design, r = rp for some prime p of type 1 dividing d
and M̂′′d therefore has a column cp corresponding to χp. Let M̂′′′d be the submatrix of M̂′′d
obtained by removing the column cp and let r
′ and w′ be the result of removing the column
cp from r and w. The entries in the row r
′ of M̂′′′d are independent of all the other entries
in M̂′′′d . Therefore the likelihood that w′ is trivial is equal to 2−c, where c = n1 + n2 − 1 is
the number of columns of M̂′′′d . As w′ must be trivial for w to be trivial, we find that w is
trivial with probability at most 2−(n1+n2)+1.
Finally, we observe that M̂′′d contains n1+OE(1) rows. There are therefore OE(2n1) linear
combinations of rows of M̂′′d, each of which is trivial with probability at most 2−(n1+n2)+1.
The expected number of nullvectors of M̂′′d is therefore bounded by OE(2−n2). 
We are now ready to prove Theorem 5.1.
Proof of Theorem 5.1. By Proposition 5.2, we are content to limit ourselves to proving
limn→∞ α′r,u(n) = αr,u.
Assuming distribution P, the dimension of dimF2Sel2(Ed/Q)0 is distributed like the nullity
of M̂d, and as a result, the dimension of dimF2Sel2(Ed/Q) is distributed like one plus the
nullity of M̂d. We therefore wish to study this latter distribution.
Let r be the number of rows and c be the number of columns of of M̂d. By Proposition
4.8, we have u = r − c = ord2T (Ed/E ′d).
Let M̂′d and A3 be the submatrices of M̂d given by M̂′d =
[
A1,1 A1,2 A1,3
A2,1 A2,2 A2,3
]
and A3 =[
A3,1 A3,2 A3,3
]
. Assuming distribution P, we find that the entries of A3 are independently
and uniformly distributed in F2 and we observe that this will remain the case if we perform
standard column operations on A3.
Since d has at least n
10
prime factors of type n2, Lemma 5.3 tells us that M̂′d has full
rank with exponentially high probability as n → ∞. Conditioning on this event, we may
therefore apply column operations to transform M̂′d into the matrix
[
I 0
]
, where I is an
m×m identity matrix with m = r − n3 rows and columns.
We may apply these same column operations to M̂d to obtain
[
I 0
A′3
]
and then use row
operations to zero out the leftmost m columns of A′3 yielding
[
I 0
0 A′′3
]
, where A′′3 is an
n3 × c − m matrix with entries independently and uniformly distributed in F2. We also
observe that the dimension of the left nullspace of M̂d is equal to that of A′′3.
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As m = r − n3, we find that A′′3 has c−m = c− r + n3 = n3 − u columns. Theorem 1.2
then tells us that the probability that A′′3 – and therefore M̂d – has nullity equal to r − 1
tends to αr,u exponentially quickly as n3 → ∞. Since we assumed that d had at least n10
prime factors of type 3, we get the same result as n→∞.
As mentioned above, the dimension of dimF2Sel2(E
d/Q) is one greater than the nullity of
M̂d. As a result, the probability that dimF2Sel2(Ed/Q) is equal to r tends exponentially
quickly to αr,u. 
6. Natural Density
While Theorem 5.1 proves a limiting result along the lines of [SD08], it would be convenient
to have a result in terms of natural density such as Theorem 1 above. We proceed in a manner
analogous to that in [Kan13] with a few added complications due to our slightly different
context. In particular, we attempt to get at the densities of ranks via moments of the actual
sizes of the Selmer groups in question on a large subset. In particular, letting ω(n) denote
the number of distinct primes dividing n, we define:
Definition 2. Let S ′(X, u) be the set of d satisfying the following properties:
(1) 0 < d ≤ X
(2) d is squarefree
(3) d is relatively prime to 2∆∆′
(4) dimF2Selφ(E
d)− dimF2Selφ(E ′d) = u
(5) |ω(d)− log log(X)| < log log(X)5/8
(6) d has more than ω(d)/10 prime factors of each type (ie. type 1 through type 4).
Let S ′′(X, u) be the set of d satisfying only the first four of these properties.
We note that S ′(X, u) is a proper subset of S ′′(X, u), but that the density of one within
the other approaches 1 as X →∞
Lemma 6.1. For any E and u we have that
lim
X→∞
|S ′(X, u)|
|S ′′(X, u)| = 1.
In order to prove this, we will need the following slight strengthening of [Kan13] Proposi-
tion 10:
Proposition 6.2. Let n,N,D be integers with log logN > 1, and (log logN)/2 < n <
2 log logN . Let G = ((Z/DZ)∗)n. Let f : G→ C be a function. Let f¯ = 1|G|
∑
g∈G f(g). Let
|f |2 =
√
1
|G|
∑
g∈G |f(g)|2. Then
1
n!
∑
p1···pn≤N
pi distinct primes
(pi,D)=1
f(p1, . . . , pn) = f¯
 1n!
∑
p1···pn≤N
pi distinct primes
(pi,D)=1
1
+OD
( |f |2N log log logN
log logN
)
.
Proof. The result follows from the proof of [Kan13] Proposition 10. 
There is a particularly, nice version of this result when f is symmetric.
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Corollary 3. Let n,N,D be integers with log logN > 1, and (log logN)/2 < n < 2 log logN .
Let G = ((Z/DZ)∗)n. Let f : G→ C be a function symmetric in its inputs. For d relatively
prime to D with ω(d) = n, let f(d) = f(p1, . . . , pn), where pi are the prime factors of d. Let
f¯ = 1|G|
∑
g∈G f(g). Let |f |2 =
√
1
|G|
∑
g∈G |f(g)|2. Then
∑
d≤N
d squarefree
(d,D)=1
f(p1, . . . , pn) = f¯

∑
d≤N
d squarefree
(d,D)=1
1
+OD
( |f |2N log log logN
log logN
)
.
Proof. This follows immediately from Proposition 6.2 upon noting that each such d can be
written as a product p1, . . . , pn in exactly n! ways. 
We can now prove Lemma 6.1.
Proof. We begin by showing that S ′′(X, u) is reasonably big, in particular, that |S ′′(X, u)| =
Ω(X log log(X)−1/2). Pick an LmoduloD = 4∆∆′ so that it is possible to have dimF2Selφ(E
d)−
dimF2Selφ(E
′d) = u for some d ≡ L (mod D). By Proposition 3.6, this will happen whenever
d ≡ L and n3 − n2 is equal to some particular constant, U . In particular, this implies that(
∆∆′
L
)
= (−1)U .
Consider the number d ≤ X with d squarefree and ω(d) = n for some |n − log logX| <
log log(X)5/8 with d ≡ L (mod D) and n3−n2 = U . Note that whether or not this holds for
such a d depends only on the congruence classes of the primes dividing d modulo D. Thus,
if we define f(p1, . . . , pn) to be 1 if it holds and 0 otherwise, we may apply Corollary 3.
We note that if the pi are picked randomly modulo D with probability Θu(log log(X)
−1/2)
that n3 − n2 = U and that at least one prime is not of type 2 or 3. We note furthermore
that upon fixing the values of all of the pi modulo D except for one of type 1 or 4, there
is a unique setting of the last prime modulo D so that d ≡ L (mod D). This setting is
of type 1 or 4, since if d′ is the product of the other primes dividing d, then
(
∆∆′
d′
)
=
(−1)n2+n3 = (−1)U = (∆∆′
L
)
, and thus
(
∆∆′
L/d′
)
= 1. Therefore f¯ = ΘD,u(log log(X)
−1/2),
and thus |f |2 = ΘD,u(log log(X)−1/4). Hence, applying Corollary 3 for each n with |n −
log log(X)| < log log(X)5/8 we find that letting S(X) be the set of d satisfying Properties
(1),(2) and (3) above that
|S ′′(X, u)| = ΘD,u(log log(X)−1/2)|S(X)|+OD,u
(
X log log logX
(log logX)5/8
)
.
We note that by a slight modification of [Kan13] Corollary 8, we can show that the number
of d ≤ X with |d − log log(X)| > log log(X)5/8 = exp(−Ω(log log(X)1/4)). Thus, |S(X)| =
ΩD(X), and thus
|S ′′(X, u)| = ΩD,u(X log log(X)−1/2).
We have yet to show that |S ′′(X, u) − S ′(X, u)| is small. In particular, by the above,
o(X log log(X)−1/2) of integers less than X fail to satisfy property (5). Of the numbers
satisfying the Properties (1),(2),(3) and (5), and ω(d) = n, we can apply Corollary 3 to
count the number that fail to satisfy Property (6) since it is clear that this property depends
only on the prime factors modulo D. It is also clear that f¯ = e−Ω(n) and that |f |2 =
√
f¯ .
Therefore, we have that the number of d failing Property (6) is OD(Xe
−Ω(n)). Summing over
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all n with |n − log log(X)| < log log(X)5/8 tells us that the number of d satisfying the first
five properties but not the sixth is OD(X log(X)
−ΩD(1)), which is also much smaller than
|S ′′(X, u)|. This completes the proof. 
Having restricted ourselves, to S ′(X, u), we may now consider the average moments of
twists of E by elements of this set. In particular, the bulk of our work will be to prove the
following proposition:
Proposition 6.3. Let k be a non-negative integer, and u be an integer. Then
lim
X→∞
∑
d∈S′(X,u) |Selφ(Ed)|k
|S ′(X, u)| =
∞∑
r=0
2krαr,u.
Note that the limit above is exactly what you would expect if an αr,u-fraction of the
d ∈ S ′(X, u) had dimF2Selφ(Ed) = r. Before proceeding with the proof, we show how
Proposition 6.3 can be used to prove Theorem 1.
Proof of Theorem 1 assuming Proposition 6.3. We proceed along the same lines as [Kan13],
Section 5 to show that for any u, r
lim
X→∞
#{d ∈ S ′(X, u) : dimF2Selφ(Ed) = r}
|S ′(X, u)| = αr,u.
Let
βr,u(X) =
#{d ∈ S ′(X, u) : dimF2Selφ(Ed) = r}
|S ′(X, u)| .
We have that
(2) lim
X→∞
∑
r
2rkβr,u(X) =
∑
r
2rkαr,u =
∑
r
2rk2−r
2+Ou(r) = 2k
2/4+Ou(k)
for all integers k ≥ 0.
Suppose that for some sequence of integers X1, X2, X3, . . . that βr,u(Xi) → βr,u for all r
and some βr,u ∈ [0, 1]. We claim that βr,u = αr,u for all r, u and note that this would complete
our proof.
First note that for any k ≥ 0 that by Equation (2) that ∑r 2(k+1)rβr,u(X) is bounded
by some Cr,u,k depending on r, u, k, but not X. This allows us to apply the dominated
convergence theorem to Equation (2) along the sequence X = Xi to conclude that for any
k ≥ 0 that ∑
r
2rkβr,u =
∑
r
2rkαr,u = 2
k2/4+Ou(k).
Applying this with k = r, we find that
(3) βr,u ≤ 2−r2+Ou(r).
Define the analytic functions F (z) =
∑
r z
rαr,u, G(z) =
∑
r z
rαr,u. Note that by Equation
(3) that both are entire functions. Furthermore, it is easy to show that for |z| ≤ 2a that
|F (z)|, |G(z)| ≤ 2a2/4+Ou(a). By Equation (2), F (z) = G(z) when z is a power of 2. However
Jensen’s Theorem tells us that unless F = G that the average value of log2(|F (z)− G(z)|)
over |z| = 2a is
O(1) +
∑
ρ root of F (z)−G(z),|ρ|<2a
log2(2
a/|ρ|) ≥ O(1) +
⌊a⌋∑
k=0
a− k ≥ a2/2 +O(1).
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This contradicts our bounds on |F | and |G|. Therefore F = G identically, and by comparing
coefficients αr,u = βr,u for all r. Since this holds for taking βr,u to be the limits of βr,u(Xi)
along any subsequence, it implies that
lim
X→∞
#{d ∈ S ′(X, u) : dimF2Selφ(Ed) = r}
|S ′(X, u)| = αr,u
for all r, u.
By Lemma 6.1, it immediately follows that
lim
X→∞
#{d ∈ S ′′(X, u) : dimF2Selφ(Ed) = r}
|S ′′(X, u)| = αr,u.
Writing S ′′(F,X, u) to denote the version of S ′′ associated to a perhaps different elliptic
curve, F , we note that
S(X, u) =
⋃
m|2∆∆′
mS ′′(Em, X/m, u).
Therefore, the set of twists of the form
{Ed : d ∈ S(X, u)}
can be written as a union ⋃
m|2∆∆′
{(Em)d : d ∈ S(Em, X, u)}.
Since an αr,u-fraction of the twists in each of these sets have Selmer groups of rank r, the
same holds for the union. This completes the proof. 
The rest of this section will be devoted to proving Proposition 6.3. We begin by further
partitioning S ′(X, u) further. In particular let S ′(X, u, n) be the subset of d ∈ S ′(X, u)
so that ω(d) = n. We note that (as long as |n − log log(X)| < log log(X)5/8) that each
d ∈ S ′(X, u) can be written in exactly n! ways as d = p1 · · · pn where pi are distinct primes,
relatively prime to 2∆∆′, so that if ni of them are of type i, then ni > n/10 and n3 − n2 =
Ud := u− cL, where cL is as given in Proposition 3.6 for d ≡ L (mod 2∆∆′). Thus we have,
letting D = 8∆∆′, that∑
d∈S′(X,u,n)
|Selφ(Ed)|k = 1
n!
∑
p1,...,pn distinct primes
d=p1···pn≤X,(pi,D)=1
ni of type i,n3−n2=Ud
ni>n/10
|Selφ(Ed)|k.
We subdivide this sum further by conditioning on the values of each of the pi modulo D. In
particular, we let C(u, n) be the set of elements (c1, . . . , cn) ∈ ((Z/DZ)∗)n so that if there
are ni c’s of type i, then ni > n/10 for all i and n3 − n2 = Ud. It is easy to verify that so
long as n > 10U that |C(u, n)| = Θ(φ(D)nn−1/2). In any case, we can now rewrite the above
equation as
(4)
∑
d∈S′(X,u,n)
|Selφ(Ed)|k =
∑
(c1,...,cn)∈C(u,n)
1
n!
∑
p1,...,pn distinct primes
d=p1···pn≤X
pi≡ci (mod D)
|Selφ(Ed)|k.
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We need to better understand |Selφ(Ep1···pn)| when pi ≡ ci (mod D). If d = p1 · · · pn, this
is the number of x ∈ U ′d so that x ∈ W d. For each i, let t(i, 1), . . . , t(i, ni) be the distinct
indices so ct(i,j) of type i. We note that any such x can be written uniquely as
x = y
n1∏
i=1
puit(1,i)
n3∏
i=1
p
un1+i
t(3,i) ,
where y is squarefree and divides D and u = (u1, . . . , un1+n3) ∈ Fn1+n32 . We abbreviate the
above as x = ypu.
In order for x to be inW d it must be the case that x ∈ W dq for q|D∞ and for q = pi for each
i. We note that whether or not x ∈ W dq for q|D∞ depends only on the congruence classes
of pi modulo D. Thus, if c = (c1, . . . , cn), we let U(c) denote the set of pairs (y, u) as above
so that ypu is in W dq for all q|D∞. It should also be noted that such x are automatically
in W dpi for i or type 3 or 4. For pi of type 1, x ∈ W dpi if and only if the Hilbert symbol
(x, d(A + 2
√
B))pi equals 1. For pi of type 2, x ∈ W dpi if and only if the Hilbert symbol
(x, pi)pi equals 1. Therefore, we have that if x = yp
u for (y, u) ∈ U(c) then if pi ≡ ci
(mod D) then∑
w∈Fn1+n22
n1∏
i=1
(x, d(A+ 2
√
B))wipt(1,i)
n2∏
i=1
(x, pt(2,i))
wn1+i
pt(2,i) =
{
2n1+n2 if x ∈ W d
0 else
.
Therefore we have that if d = p1 · · ·pn with pi ≡ ci (mod D),
|Selφ(Ed)| = 1
2n1+n2
∑
(y,u)∈U(c)
w∈Fn1+n22
n1∏
i=1
(ypu, d(A+ 2
√
B))wipt(1,i)
n2∏
i=1
(ypu, pt(2,i))
wn1+i
pt(2,i) .
Taking a kth power yields
(5)
|Selφ(Ed)|k = 1
2k(n1+n2)
∑
(yℓ,uℓ)∈U(c)
wℓ∈Fn1+n22
1≤ℓ≤k
k∏
ℓ=1
(
n1∏
i=1
(yℓp
uℓ , d(A+ 2
√
B))
wi,ℓ
pt(1,i)
n2∏
i=1
(yℓp
uℓ , pt(2,i))
wn1+i,ℓ
pt(2,i)
)
.
Substituting this in to Equation (4), and interchanging the order of summation, we get that∑
d∈S′(X,u,n)
|Selφ(Ed)|k =
∑
(c1,...,cn)∈C(u,n)
1
2k(n1+n2)
∑
(yℓ,uℓ)∈U(c)
wℓ∈Fn1+n22
1≤ℓ≤k
1
n!
∑
d=p1···pn≤X
pi distinct primes
pi≡ci (mod D)
k∏
ℓ=1
(
n1∏
i=1
(yℓp
uℓ , d(A+ 2
√
B))
wi,ℓ
pt(1,i)
n2∏
i=1
(yℓp
uℓ , pt(2,i))
wn1+i,ℓ
pt(2,i)
)
.(6)
Define λ(p) to be the function on primes p relatively prime to D so that
λ(p) =
{(
A+2
√
B
p
)
if
(
∆
p
)
=
(
∆′
p
)
= 1
0 otherwise.
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We note that by quadratic reciprocity and our knowledge of the pi modulo D, we can rewrite
the inner summand as
z(yℓ, uℓ, wℓ)
∏
1≤i<j≤n
(
pi
pj
)ei,j(yℓ,uℓ,wℓ) ∏
i∈T (yℓ,uℓ,wℓ)
λ(pi).
For some |z(yℓ, uℓ, wℓ)| = 1, ei,j(yℓ, uℓ, wℓ) = ej,i(yℓ, uℓ, wℓ) ∈ F2, and T (yℓ, uℓ, wℓ) ⊂ {1, . . . , n}
so that i ∈ T (yℓ, uℓ, wℓ) only if ci is of type 1 and ei,j or ej,i is 1 for all j of type 2.
We can now remove the conditioning on the congruence classes of the pi with an appro-
priate character sum. Namely, we have that:∑
d∈S′(X,u,n)
|Selφ(Ed)|k = 1
φ(D)n
∑
(c1,...,cn)∈C(u,n)
1
2k(n1+n2)
∑
(yℓ,uℓ)∈U(c)
wℓ∈Fn1+n22
∑
χi (mod D)
1
n!
∑
d=p1···pn≤X
pi distinct primes
z(yℓ, uℓ, wℓ)
n∏
i=1
χi(pi/ci)
∏
1≤i<j≤n
(
pi
pj
)ei,j(yℓ,uℓ,wℓ) ∏
i∈T (yℓ,uℓ,wℓ)
λ(pi).(7)
The inner summand is now a constant of norm 1 times a product of χi(pi) where the χi
are characters of modulus dividing D, times a product of Legendre symbols
(
pi
pj
)
for i < j,
times a product of terms of the form λ(pi)
(
pi
pj
)
where j = t(2, 1). Note that this sum is
very similar to the sum consider in [Kan13] Proposition 9, and can be bounded by similar
means. In particular, we have
Lemma 6.4. Let χi, z = z(yℓ, uℓ, wℓ), ei,j = ei,j(yℓ, uℓ, wℓ) and T = T (yℓ, uℓ, wℓ) be as above.
Let m be the number of indices 1 ≤ i ≤ n so that at least one of the following holds:
• χi 6= 1
• ei,j = 1 for some j 6= i
Then ∣∣∣∣∣∣∣∣
1
n!
∑
d=p1···pn≤X
pi distinct primes
z
n∏
i=1
χi(pi/ci)
∏
1≤i<j≤n
(
pi
pj
)ei,j ∏
i∈T
λ(pi)
∣∣∣∣∣∣∣∣ = Oc,D(Xc
m).
Proof. We may assume without loss of generality that cn is of type 2. Thus, we may merge
terms to replace the λ(pi) terms with terms of the form λ(pi)
(
pi
pn
)
. The remainder of the
proof is now completely analogous to the proof of Proposition 9 in [Kan13] after noting that
[Kan13] Lemma 15 also implies that∣∣∣∣∣∣∣∣
∑
A≤p1,p2
p1p2≤X
a(p1)b(p2)λ(p1)
(
p1
p2
)∣∣∣∣∣∣∣∣ = O(X log(X)A
−1/8).

For given values of χi,yℓ, uℓ, wℓ, let m be as given in Lemma 6.4, and let m
′ be the number
of indices i so that ei,j = 1 for some j 6= i. We would like to show the contribution to the
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sum in Equation (7) with m > 0 is negligible. We begin by showing that the sum over terms
with m′ > 0 is negligible. In particular, we show that
Lemma 6.5.
1
φ(D)n
∑
(c1,...,cn)∈C(u,n)
1
2k(n1+n2)
∑
(yℓ,uℓ)∈U(c)
wℓ∈Fn1+n22
m′>0
∑
χi (mod D)
∣∣∣∣∣∣∣∣
1
n!
∑
d=p1···pn≤X
pi distinct primes
z(yℓ, uℓ, wℓ)
n∏
i=1
χi(pi/ci)
∏
1≤i<j≤n
(
pi
pj
)ei,j(yℓ,uℓ,wℓ) ∏
i∈T (yℓ,uℓ,wℓ)
λ(pi)
∣∣∣∣∣∣∣∣
= OD,k,U
(
X log(X)−2
−k−1
)
.
Furthermore, for fixed c, the number of collections of uℓ, vℓ so that m
′ = 0 is Ok,u(2k(n1+n2)).
Proof. To understand the size of this sum, we must better understand the number of uℓ, wℓ
with a given value of m′. In order to do this, we must better understand the terms ei,j. We
begin with the following definitions:
• For 1 ≤ i ≤ n1, let v1,i ∈ F2k2 be given by (wi,1, . . . , wi,ℓ, ui,1, . . . , uiℓ).
• For 1 ≤ i ≤ n2, let v2,i ∈ Fk2 be given by (wn1+i,1, . . . , wn1+i,ℓ).
• For 1 ≤ i ≤ n3, let v3,i ∈ Fk2 be given by (un1+i,1, . . . , un1+i,ℓ).
It is now easy to verify that:
et(2,i),t(3,j) = 〈v2,i, v3,j〉,
and
et(1,i),t(1,j) = φ(t(1, i) + t(1, j))
where φ is the non-degenerate quadratic form φ(x1, . . . , xk, y1, . . . , yk) =
∑k
i=1 xiyi.
Call an index, i between 1 and n active if ei,j = 1 for any j 6= i. Let S1 ⊂ F2k2 be the set
of elements of the form v1,i for i so that t(1, i) is not active. Let mi be the number of active
indices of type i. Define S2, S3 ⊂ Fk2 similarly. We make the following claim:
Claim 1.
|S1| ≤ 2k, |S2||S3| ≤ 2k
Furthermore, the first inequality is strict if m1 > 0 and the second inequality is strict if m2
or m3 is bigger than 0. Finally m4 > 0 only if m1 > 0.
Proof. The first inequality follows from noting that for any v1, v2 ∈ S1 that φ(v1 + v2) = 0,
and thus that S1 is contained in a translation of a Lagrangian subspace of φ. If m1 > 0 then
there is some t(1, i) which is active, and thus v1,i 6∈ S1. On the other hand, by the above
reasoning S1 ∪ {v1,i} is contained in a translate of a Lagrangian subspace for φ, implying
that the inequality is strict.
The second inequality follows from the observation that S2 is contained in the orthogonal
compliment of the span of S3. If et(2,i),t(3,j) = 1 for some i, j, then S2 is also orthogonal
to v3,j 6∈ S3, from which we infer that either S3 is strictly contained in it’s span, or that
S2 is strictly contained in the orthogonal complement of S3, either of which imply that
|S2||S3| < 2k.
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Finally, note that et(4,i),t(4,j) is always 0, and thus if m4 > 0 then some other mi must also
be positive. 
Note that this claim immediately implies the second part of the Lemma.
We are now ready to prove our Proposition. We write the sum over uℓ, wℓ in a particular
way. First we produce an outer sum over the values of m1, m2, m3, m. Next we sum over
possible choices of the sets S1, S2, S3 consistent with the above claim. We note that there are
only Ok(1) many possibilities. Then we count the number of choices of uℓ, wℓ, yℓ consistent
with these choices. We note that for each choice of uℓ, wℓ there are Ok,D(1) possible valid
choices for yℓ. We note that making choices of uℓ and wℓ is equivalent to picking values for
the vi,j. To do this we first decide which of the indices contribute to m, which can be done in
at most
(
n
m
)
many ways. Next, we pick the values of the vi,j consistently with our choices of
Si, which can be done in at most |S1|n1|S2|n2 |S3|n32km′ many ways. Finally, we note that By
Lemma 6.4, the inner sum is then Ok,c,D(Xc
m′). Finally, we choose the values of χi, noting
that χi = 1 unless i contributes to m. Thus, the χ s can be picked in at most φ(D)
m ways.
Thus the sum in question is at most
1
φ(D)n
∑
c∈C(n,u)
1
2k(n1+n2)
∑
0<m1+m2+m3≤m
Ok,D,c(X(2
kφ(D)c)m)
(
n
m
)
|S1|n1|S2|n2|S3|n3
≤
∑
0<m1+m2+m3≤m
Ok,D,c,U(X(2
kφ(D)c)m)
(
n
m
)( |S1|
2k
)n1 ( |S2||S3|
2k
)n2
≤(1− 2−k)min(n1,n2)
∑
m
Ok,D,c,U(X(c)
m)
(
n
m
)
m3
≤(1− 2−k)n/10Oc,k,D,U(X(1 + c)3n)
≤(1− 2−k)n/10Ok,D,U(X(1 + 2−k−7)n)
≤Ok,d,U(X log(X)−2−k−5).
This completes our proof. 
Now that we have shown that the contribution from terms with m′ > 0, we can deal with
the sum in question.
Lemma 6.6. For |n− log log(X)| < log log(X)5/8,∑
d∈S′(X,u,n)
|Selφ(Ed)|k = |S ′(X, u, n)|
∑
r
2krαr,u(n) +OD,k,U
(
X log log log(X)
log log(X)5/4
)
.
Furthermore, ∑
r
2krαr,u(n) = OD,k,U(1).
Proof. By Lemma 6.5, we know that we can already safely ignore the terms with m′ > 0.
Also by Lemma 6.5, the number of such terms in the sum over yℓ, uℓ, vℓ is Ok,D(2
k(n1+n2)).
Thus, up to negligible error the sum in question without the m > 0 restriction is
(8)
1
n!
∑
d=p1···pn≤X
pi distinct primes
f(p1, . . . , pn),
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where f : ((Z/DZ)∗)n → C is some function with |f |∞ ≤ Ok,D(1) and f supported on
C(u, n). By Proposition 6.2, this is 1
φ(D)n
∑
g∈((Z/DZ)∗)n
f(g)

 1n! ∑
d=p1···pn≤X
pi distinct primes
1
+OD
(
X log log log(X)|f |∞
log log(X)
√
|supp(f)|
φ(D)n
)
.
The error term here is clearly seen to be
OD,k,U
(
X log log log(X)
log log(X)5/4
)
.
First we note that
∑
r 2
krαr,u(n) is the expectation over pi as described in Theorem 5.1
of the kth moment of the size of the Selmer group times the indicator function of the event
that there are more than n/10 primes of each type, given that n3 − n2 = U . This is the
expectation of the kth power of Selmer times the indicator function that all ni are more than
n/10 and that n3 − n2 = U , divided by the probability that n3 − n2 = U .
The former expectation can be computed via a formula similar to Equation (6) in which
the inner sum and the 1
n!
is replaced by an expectation. In this case, the sum over terms
with m′ > 0 is exactly 0, and thus is equal to an expression analogous to that in Equation
(8). Thus, it is easy to see that this sum is exactly 1
φ(D)n
∑
g∈((Z/DZ)∗)n
f(g)
 .
Thus, we have that ∑
r
2krαr,u(n) =
 1
C ′(n, u)
∑
g∈((Z/DZ)∗)n
f(g)

Where C ′(n, u) is the set of congruence classes with n3 − n2 = U . This is clearly OD,k,U(1).
By Proposition 6.2 with f the indicator function of C(u, n), we find that that |S ′(X, u, n)|
is
#{d ≤ X squarefree , (d,D) = 1, ω(d) = n}|C(u, n)|
φ(D)n
+OD,k,U
(
X log log log(X)
log log(X)5/4
)
.
Combining these last two lines with Equation (8) yields the desired result. 
We are almost ready to prove Proposition 6.3. First we need one more Lemma.
Lemma 6.7. For any k, u
lim
n→∞
∑
r
2krαr,u(n) =
∑
r
2krαr,u.
Proof. Applying the second part of Lemma 6.6, with one higher k, we find that∑
r
2kr+rαr,u(n) = Ok,D,U(1)
and thus
2krαr,u(n) = OD,k,U(2
−r).
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Theorem 5.1 tells us that 2krαr,u(n) converge to 2
krαr,u pointwise. Our result now follows
from the Dominated Convergence Theorem. 
We are now ready to prove Proposition 6.3.
Proof. By Lemma 6.7, for any ǫ > 0 there is an N so that whenever n > N , |∑r 2krαr,u(n)−∑
r 2
krαr,u| < ǫ. Take X so that log log(X) > 2N . Then∑
d∈S′(X,u)
|Selφ(Ed)|k
=
∑
|n−log log(X)|<log log(X)5/8
∑
d∈S′(X,u,n)
|Selφ(Ed)|k
=
∑
|n−log log(X)|<log log(X)5/8
(
|S ′(X, u, n)|
∑
r
2krαr,u(n) +OD,k,U
(
X log log log(X)
log log(X)5/4
))
=
∑
|n−log log(X)|<log log(X)5/8
(
|S ′(X, u, n)|
∑
r
2krαr,u +O(ǫ)
)
+OD,k,U
(
X log log log(X)
log log(X)5/8
)
=|S ′(X, u)|
∑
r
2krαr,u +O(ǫ|S ′(X, u)|) +OD,k,U(|S ′(X, u)| log log(X)−1/10).
Thus for X sufficiently large, ∑
d∈S′(X,u) |Selφ(Ed)|k
|S ′(X, u)| = O(ǫ).
This completes the proof. 
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