We prove that Ext 
Introduction
The motivation of this paper is to prove that H • GS (H, H) has a structure of a G-algebra. We prove this result when H is a finite dimensional Hopf algebra (see Theorem 2.1 and Corollary 2.3). H
• GS is the cohomology theory for Hopf algebras defined by Gerstenhaber and Schack in [G-S1] .
In order to obtain commutativity of the cup product we prove a general statement on Ext groups over Hopf algebras (without any finiteness assumption). When H is finite dimensional, the category of Hopf bimodules is isomorphic to a module category, over an algebra X (also finite dimensional) defined by C. Cibils and M. Rosso (see [C-R]), and this category is also equivalent to the category of Yetter-Drinfeld modules, which is isomorphic to the category of modules over the Hopf algebra D(H) (the Drinfeld double of H). In [Ta2] , R. Taillefer has defined a natural cup product in H , and using this isomorphism she showed that it is (graded) commutative. In a later work [Ta3] she extended the result of commutativity of the cup product to arbitrary dimensional Hopf algebras and she conjectured the existence (and a formula) of a Gerstenhaber bracket.
Our method for giving a Gerstenhaber bracket is the following: under the equivalence of categories Xmod ∼ = D(H) -mod, the object H corresponds to H coH = k, so Ext
In Theorem 1.5 we prove that, if A is an arbitrary Hopf algebra, then H
• (A, k) is isomorphic to a subalgebra of H • (A, A) (in particular it is graded commutative) and in Theorem 2.1 we prove that the image of
is stable under the brace operation, in particular it is closed under the Gerstenhaber bracket of H ( A, A). So, the existence of the Gerstenhaber bracket on H • GS (H, H) follows, at least in the finite dimensional case, taking A = D(H). We don't know if this bracket coincides with the formula proposed in [Ta3] .
We also provide a proof that the algebra Ext
is graded commutative when C is a braided monoidal category satisfying certain homological hypothesis (see Theorem 1.3). This gives an alternative proof of the commutativity result in the arbitrary dimensional case taking C = H H YD, the Yetter-Drinfeld modules. In this paper, the letter A will denote a Hopf algebra over a field k.
Cup products
This section has two parts. First we prove a generalization of the fact that the cup product on H
• (G, k) is graded commutative. The general abstract setting is that of a braided (abelian) category with enough injectives satisfying a Künneth formula (see definitions below). The other part will concern the relation between self extensions of k and Hochschild cohomology of A with coefficients in k.
Let us recall the definition of a braided category: 
For all pair of objects
If one doesn't have the data c, and axioms 1 and 2 are satisfied, we say that (C, ⊗, k) is a monoidal category.
Definition 1.2. We will say that a monoidal category (C, ⊗, k) satisfies the Künneth formula if and only if there are natural isomorphisms
H * (X * , d X ) ⊗ H * (Y * , d Y ) ∼ = H * (X * ⊗ Y * , d X⊗Y ) for all pair of complexes in C. Theorem 1.3. Let (C, ⊗, k, c
) be a braided category with enough injectives satisfying the Künneth formula, then Ext
We proceed as in the proof that H
• (G, k) is graded commutative (see for example [Be] , page 51, Vol I). The proof is based on two points: firstly a definition of a cup product using ⊗, secondly a Lemma relating this construction and the Yoneda product of extensions.
Let
are two complexes, quasi-isomorphic to N and N ′ respectively. By the Künneth formula N * ⊗ N ′ * is a complex quasi-isomorphic to N ⊗ N ′ , so "completing" this complex with N ⊗ N ′ (more precisely considering the mapping cone of the chain map N * ⊗ N ′ * → N ⊗ N ′ ) one has an extension in C, beginning with M ⊗ M ′ and ending with N ⊗ N ′ . So, we have defined a cup product:
We will denote this product by a dot, and the Yoneda product by ⌣. The Lemma relating this product and the Yoneda one is the following:
Proof of the Lemma: Interpreting the elements f and g as extensions, it is clear how to define a morphism of complexes (f ⊗ id N ′ ) ⌣ (id M ⊗ g) → f ⌣ g, and by the Künneth formula, it is a quasi-isomorphism.
In the particular case M = M ′ = N = N ′ = k, the Lemma implies that f.g = f ⌣ g for all f and g in Ext
valid for every pair of complexes in C, defined by:
Proof. After D. Ştefan [Şt] , since A is an A-Hopf Galois extension of k, H
But one can give, for this particular case, an explicit morphism at the complex level. In order to do this, we will choose a particular resolution of k as left A-module.
Let C * (A, b ′ ) be the standard resolution of A as A-bimodule, namely C n (A,
. This resolution splits on the right, so
. Under this isomorphism, the differential ∂ is given by (∂f )(a 1 ⊗ . . . ⊗ a n ) = ǫ(a 1 )f (a 2 ⊗ . . . ⊗ a n )+
And this is precisely the formula of the differential of the standard Hochschild complex computing H • (A, k).
One can easily check that the cup product on Ext
• A (k, k) (which equals the Yoneda product in this case) corresponds to the cup product on H
• (A, k), so this isomorphism is an algebra isomorphism. Now we will give two multiplicative maps
. Consider the counit ǫ : A → k, it is an algebra map, so the induced map ǫ * :
is multiplicative. We will define a multiplicative section of this map.
Let f : A ⊗p → k be a Hochschild cocycle, define F : A ⊗p → A by the formula:
Where we have used the Sweedler-type notation with summation symbol omitted:
Let us check that F is a Hochschild cocycle with values in A.
Using that f is a Hochschild cocycle with values in k, we know that
So, the summation term in ∂(F ) can be replaced using the equality
and this finishes the computation of ∂F . Clearly ǫF = f , so ǫ * is a split epimorphism. To check that f → F is multiplicative is straightforward: Let us denote f := F , and if g : A ⊗q → k, g : A ⊗q → A the cocycle corresponding to g.
Brace operations
In this section we prove our main theorem, stating that the map
is "compatible" with the brace operations, and as a consequence with the Gerstenhaber bracket. 
Proof. Let us recall the definition of the brace operations (see [Ge] ). If F : A ⊗p → H and G :
Asume now that f : A ⊗p → k, g : A ⊗q → k and F = f and G = g, namely
2 ) and similarly for G and g. Then
Recall that the brace operations define a "composition" operation Consider H a finite dimensional Hopf algebra and X = X(H) the algebra defined by C. Cibils and M. Rosso (see [C-R]). We can prove, at least in the finite dimensional case, the conjecture of [Ta3] 
