Technologies that aim to achieve intelligent automation in smart homes typically involve either trigger-action pairs or machine learning. These, however, are often complex to configure or hard to comprehend for the user. To maximize automation efficiency while keeping the configuration simple and the effects comprehensible, we thus explore an alternative agent-based approach. With the help of a survey, we put together a set of intelligent agents that act autonomously in the environment. Conflicts between behaviors, identified with a secondary study, are thereby resolved with a competitive combination of agents. We finally present the draft of a user interface that allows for individual configuration of all agents.
INTRODUCTION
Recently, smart environments are receiving a growing amount of interest in research, and computer science in particular [18] . Especially assistance systems, e.g., for elderly people and those who need a constant monitoring, play a significant role [2, 14] . As functionality becomes more sophisticated and the number of devices increases, a key challenge lies in the reduction of complexity for the naive user. Thereby, interfaces must be designed that make efficient use of all available functionalities while simultaneously being simple to control. As a possible approach, we are investigating the use of simple autonomous agents that control the smart environment.
Nowadays, functionality in smart environments is primarily configured manually and knowledge of available features of the environment is needed. Commonly available systems, such Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. as openHAB 1 (cf. Figure 1 ), provide the user with a comprehensive interface that can configure and control the majority of devices on the market. At the same time, such interfaces are still complex to handle [17] and imply an effortful configuration of static rules by the user. Due to an increasing density of smart features, this complexity is also rising rapidly. Concerning this, expert knowledge of the underlying system is mandatory to efficiently exploit the capabilities of a smart home. Therefore, the aim of this work is to dramatically reduce the user's required knowledge about technical details and to simultaneously increase the effectiveness of smart features.
Smart technologies, e.g., energy saving mechanisms, often come with a reduction of comfort for their users and vice versa [6] . A key question is how to individually determine the (perceived) level of control that each occupant has over the functionality [3] : Allowing the user to configure each device or function is overly complex and possibly leads to a leverage of the intelligent automation idea. Fully autonomous systems on the other hand often only have very limited configuration possibilities or lack them completely. Learning-based approaches, for example [13] , might provide an effective use of smart features but actions might be neither easily configurable nor fully explainable to the inhabitant anymore. In order to find a compromise between feature effectiveness and configuration comfort, we propose an intelligent home control system based on goal-driven competitive agent behaviors.
Similar to systems like MavHome [9] , the overall system is composed by a set of agents that try to reach a simple goal while they are active. By allowing users to toggle and configure each agent, functionalities remain transparent while the autonomous agent can still exploit the whole bandwidth of configuration possibilities. In consequence, occupants can use a simple interface to configure high-level goals that are active for a certain amount of time instead of simple triggerbased actions. Agents are thereby competing for interactive resources that are provided by a domotic abstraction in order to minimize agent interdependencies and required knowledge about the environment.
In the following section, we will put our contribution into context by describing the current situation as well as alternative approaches aiming to provide convenient home automation techniques. We then present our concept of competitive agents for intelligent home control. Firstly, we describe the acquisition of a reasonable set of intelligent behaviors and functionality categories with the help of an online survey. Afterwards, we discuss the combination of agents by assigning them categories and identifying possible conflicts and priorities with a second user study. The final part introduces our draft of an interface that enables users to easily enable intelligent behaviors and assign them to locations inside the environment.
ALTERNATIVE APPROACHES
In the following, a brief overview of related work in the area of smart home automation techniques is presented. Different approaches to an increased effectiveness of a smart environment are discussed and decisions that lead to our agent system are pointed out. A common way to introduce smart behaviors to an interactive environment is by adopting a rule-based approach as it was done by [12] and [5] , for example. As stated by Ur et al [16] , most use cases can be covered by such trigger-action rules. But as complexity rises, configuration and customization of these rules are also getting more difficult. Since in most cases hardware devices must be configured directly, such systems require prior knowledge to create automation rules that effectively exploit features of the environment. Especially for users without a deep technical understanding, manual configuration of such rules often is overly complex [17] and conflicts with daily activities, for example family life [1] .
In order to simplify the configuration problem, there are approaches to home automation that incorporate the learning of actions based on triggers or certain conditions inside the environment. In this context, for example, artificial neural networks (ANNs) have the potential to provide excellent support especially regarding monitoring and controlling aspects of a smart home [4] . Sági et al also use a neuronal network to reduce the energy consumption of a smart environment by optimally scheduling device activities [15] without interrupting the inhabitants. Meng and Lu for example, generate customized services by learning rules depending on the current context in order to satisfy the users' expectations [13] .
Multi-agent based systems aim to reduce the workload for users by abstracting from device and rule configuration to more general goals [7] . In C@sa, an interactor agent serves as a natural interface for inhabitants and dispatches tasks to device agents that control the environment [10] . In the MavHome project [8] , a set of agents with a specific goal acts collaboratively to compile an intelligent behavior of the smart home. Again, machine learning techniques are applied for decision making inside each agent and prediction of activities.
COMPETITIVE AGENTS FOR INTELLIGENT CONTROL
In this work, we present our own agent system for the intelligent control of a smart home that aims to increase the inhabitants' living conditions on several dimensions. For our approach, we make use of a research environment that resembles a common home, the Cognitive Service Robotics Apartment (CSRA), as a reference system [19] . It provides a high density of sensors and actuators to perceive the users and modify their surroundings. With a homogeneous serviceoriented software architecture and abstraction, it enables the agents to explore and modify the available components of the environment. Thus, it facilitates abstract services, which are independent of the actual device that is offering a service [11] .
As Wolter et al. point out that it is important that system actions are explainable to the user, especially in case of a nontrivial decision [18] . Following this line of argumentation, we refrain from learning techniques for decision making in order to not lose transparency regarding activation and deactivation of agents. Therefore, we use explicit initiators of agents, called triggers which are enabling a certain goal that is understandable for the inhabitants. In the rare case of confusing actions, the possibility remains to identify the intended goal and possibly disable the responsible agent. In order to reduce the amount of relations between single agents and thus modeling effort, agents in our system independently try to fulfill their own goal. A scheduling component thereby resolves possible conflicts externally, allowing for new agents to be integrated seamlessly.
In the following, we will first point out how we determine a first set of agent functionalities that aims towards supporting occupants in everyday situations. Furthermore, these functionalities are assigned to functional categories. Afterwards, a way to detect and resolve conflicts of agents is discussed, before the resulting architecture and the user interface of the system are presented.
Agent Functions and their Categories
As the first step of our work, we wanted to figure out in which aspects potential for automated functions is considered. One of the main aspects of smart homes is to increase the comfort for inhabitants, as pointed out in [9, 18] . On the other hand, automated behavior can benefit the energy efficiency to reduce the power consumption [15] . Additional, assistance, safety and security are widely discussed in research as well [6, 7, 20] . With our work, we are focusing on a common smart home and want to enhance aspects in the everyday life. Therefore, our interest is set to the question, what potential residents think should be increased by automated behaviors. The categories of main interest are forming the dimensions of our system, in which the automated behaviors are interacting. Thus, the agent goals, or functions, that should benefit these aspects, are closely coupled to these dimensions. To determine the categories and to generate a set of functions for our agents, we conducted a first online survey with 52 participants. Our approach for the survey was to have an initial educated guess of the categories and a small set of agent functions. We wanted to have our initial guess approved and afterwards extend it with the survey's result. Based on the categories mentioned above, our initial assumption of the main dimensions is set to comfort, assistance, energy saving, safety and security. Participants of the survey were first asked to name categories without knowing our initial guess and afterwards, to rate the importance of each of the initial categories. The result shows that the initial categories were all rated important for improvement and no other category, that was not a sub-category, was identified.
The second aspect of the study was to identify new agent functions. An initial set of 12 agent goals with respect to our initial categories was created. The participants were asked to think of automated functions that would be an improvement, without being primed by our ideas. Afterwards they had to rate the impact of randomly chosen functions of our set to our initial categories. Due to this, they got an idea of how we think a function might look like and we gave them the chance to name further ideas. With the survey, 18 new agent goals were created, adding up to a total set of 30 goals. With respect to the CSRA the set was reduced to 19 agent goals that can be realized within the environment. These distinct functions were presumed to be distributed among the five categories. In the following, two simple agent functions are presented that will be used as an illustration example in the next sections:
A) Keep lights turned off, if no one is present B) Generate a random light pattern, if no one is home

Conflicting Agents and Categories
The complex behavior of the smart home control is emerged from the combination of several agent behaviors. Since a competitive approach of a multi agent system is used, conflicts between agents might occur. A conflict appears, if at least two agents that are following partly or generally excluding goals are triggered at the same time. In order to combine agents in an expectable way, conflicts have to be identified and resolved.
This was the major aspect of the second conducted survey, which has 126 submissions. For investigation, a pair-wise comparison of 19 agent goals was made and the participants had to identify whether two of them might be conflicting. In case of a conflict, they additionally had to point out which one is more important to them and shortly describe how they, as a human, would handle the conflicting situation. With the user preferences, we wanted to figure out a priority scale of the agents to resolve conflicts in a way inhabitants would resolve them on their own. Another aspect of the second survey was to find out which agent goal is assigned to which category of enhancement. We assumed, it is possible to find priorities between the major categories in a large scale. So, the participants were asked to assign every agent goal to one of the categories. As seen in Figure 2 it is observable that assistance is not an independent category on its own, but always seen in combination with a second one, like for example comfort-assistance. Due to this result, the dimensions of the system were reduced to comfort, energy saving, safety and security. The result of the survey confirms a large-scale priority between the different categories and additionally a small-scale priority between the different agent functions of a category. The importance of the categories was rated as follows: safety > security > energy saving > comfort. This means, that every agent of the safety category should have a higher priority in case of a conflict than any agent of the other categories. Also, the category internal conflicts were resolved to a priority scale. In conclusion, a priority was assigned to every agent.
In our architecture agents do not know about other agents that might be activated and triggered at the same time. Therefore, conflicts are arising if two initiators are trying to modify the same resource. Initiators are system components like an agent or an inhabitant itself. Hence, a scheduling and arbitration mechanism for resources modification that resolves conflicts by priorities was integrated into the system. The system resolves conflicts with rejecting and canceling actions of lower prioritized initiators to allow higher prioritized ones to apply their actions to the resource. Not only agent conflicts are handled, but also conflicts with other initiators. To ensure that the inhabitant will never lose control of the environment, a human initiator will always have a higher priority than a system component. Depending on the strategy of an agent, the whole action is canceled or subgoals with less devices are achieved, if it gets rejected or canceled.
As an example, the two agent goals mentioned in the previous section will end up in a conflict, if all inhabitants are leaving the home. Agent A would already be active in locations where no inhabitant is present. As soon as everyone leaves the environment, it would be triggered in every location and agent B would be triggered as well. Agent A tries to keep all lights turned off to save energy, as B wants to turn some of them on to scare off burglars. Since agent B is part of the security category which is prioritized higher than the energy saving category of agent A, it will get the right to modify the lights of the environment.
Resulting Architecture
As we are using the CSRA as a reference, our concept was integrated in its software architecture. The main aspects of the architectural concept are visualized in Figure 3 and will be shortly described in the following. On one hand, we have the environment with all its devices building up the actual state of the smart home. The domotic abstraction layer 3 is the interface to the smart home platform 4 through which the current state of the environment is automatically discovered, represented and manipulated. Updates of states are also stored with corresponding time information in an ontology 5 . Agent functions can be triggered by current states represented by the domotic abstraction as well as from time dependent events of the ontology. For manipulations of the environment the domotic abstraction is providing services. The resource manager 6 is tightly coupled to these manipulation services as a resource must be allocated in order to get the right for manipulation.
With this architecture, a simple workflow example of the above mentioned agent A can be described as follows: The domotic abstraction is continuously updated with the current state of the environment with all its devices and other entities. A provider service is representing if a human is present in the given location the agent is assigned to. At a certain point, this state might change to absence as no resident is present in this location anymore. The trigger that is observing this state, is triggering the agent as the condition is valid for its execution. Then, the agent will generate the action to keep all the lights turned off in the location, using an operation service of the domotic abstraction. Resource allocation is requested at the resource manager and approved if feasible. Afterwards the action is applied to the devices of the environment. As long as the current state of the environment does not validate an agent's trigger condition, the agent is not allowed to manipulate any entities anymore. Accordingly, possibly allocated resources are released to be used again by other initiators.
By now, the agent goals are described as a permanent and non-flexible behavior. Since this might not satisfy the users' needs, a way to adjust these agents is introduced with respect to the dimensions of our system. Even though the category of an agent is fixed by its main intention, the emphasis of how to reach its goal can be adjusted. For every agent, it is identified in which dimensions it is interacting and how a change of the emphasis will influence the agent's behavior. To give an example, agent A's main intention is to turn off the lights, if no person is present, to save energy. The identified dimensions are therefore energy saving, but also comfort, as the reaction time of the agent is influencing the comfort aspect. Thus, a change of the agent's emphasis on a scale between energy saving and comfort will change its reaction time. Completely set to energy saving, it will turn off the lights immediately, but will wait for an increasing number of seconds, the more the emphasis is set to comfort. 
User Interface
The configuration of the agent system and the used agents should not require expert knowledge of the environment. Therefore, an intuitive user interface is introduced to provide a simple way to easily modify the smart home control. Users should be able to select which agent functions they want to integrate at a certain location of their environment. Also, they should be able to adjust the emphasis of an agent's dimensions.
A new agent control section is integrated into the existing user interface 7 of our smart home platform, as seen in Figure 4 . It consists of a dynamic visualization of the environment with all its devices, services and control functions for modification. The main aspect is to simply display the environment on an interactive map based on the floor plan of the smart home. A menu tab is designed for agent configuration. To assign an agent to a location, a user must select this location on the interactive map by clicking on it. As a feedback, it gets highlighted and the agent configuration tab is showing a list of agents that are available on this location. The user can choose from this list which of the agents should be activated. Additionally, clicking on the agent will extend the menu for configuration of the agent dimension emphasis. A metric that combines knowledge of all assigned agents and their emphases, can be later employed to give feedback to the user of the estimated overall emphasis of the agent system. As a result, the user gets an idea how modifications of a single agent's properties also affect the overall emphasis.
CONCLUSION
In this ongoing work, we present the acquisition, categorization, and implementation of a set of intelligent agents that control a smart home in a competitive fashion. The emerging complex behavior aims to increase the inhabitants' living conditions while being also easily comprehensible and configurable with the help of a simple user interface.
