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Abstract
The overwhelming popularity of social media has re-
sulted in bulk amounts of personal photos being uploaded
to the internet every day. Since these photos are taken in
unconstrained settings, recognizing the identities of people
among the photos remains a challenge. Studies have in-
dicated that utilizing evidence other than face appearance
improves the performance of person recognition systems. In
this work, we aim to take advantage of additional cues ob-
tained from different body regions in a zooming in fashion
for person recognition. Hence, we present Zoom-RNN, a
novel method based on recurrent neural networks for com-
bining evidence extracted from the whole body, upper body,
and head regions. Our model is evaluated on a challenging
dataset, namely People In Photo Albums (PIPA), and we
demonstrate that employing our system improves the per-
formance of conventional fusion methods by a noticeable
margin.
1. Introduction
During the past decades, taking personal photos in daily
life has become easier and more common with the advent
of smartphones and digital cameras. Massive amounts of
these personal images are uploaded to the internet, mostly
through social media. Given that most of the times these
images contain people, smart platforms are interested in the
organization of identities in these photos. To perform the
person recognition task, the question of ”what is the identity
of this person?” should be answered [20].
The first person recognition models were developed
based on hand-crafted features and were tested on con-
strained tiny datasets [8, 6, 30]. But, these models cannot
be easily applied to the problem of person recognition in
photo album settings due to various challenges like occlu-
sion, viewpoint changes, pose variance and low resolution
represented by People in Photo Album (PIPA) [29]. Sample
images of PIPA are shown in Figure 1.
There have been numerous studies like [2, 24, 20, 19, 14]
on person recognition in photo albums. The main ideas
are to extract more sophisticated features from or about the
input image and to employ more advanced classification
methods for learning the relations between the features and
identities.
Regarding the information sources used in the literature
of person recognition task, some studies focus on relational
nature of photos in an album belonging to an identity. Per-
haps the most obvious way to capture this relation is to
extract additional information from the photo. Contextual
cues such as clothes, glasses, and surrounding objects, or
even metadata like photo location and social relationship of
identities, can drastically help the inference about an iden-
tity present in a photo album. Extraction, exploitation, and
fusion of such information are extensively studied in previ-
ous works [12, 2, 14]. Moreover, current person recognition
methods, like many other image processing techniques, en-
joy the informative representations of the input images pro-
vided by the convolutional neural networks (CNNs).
Human body parts, other than the face, are another
source of information beneficial for identifying a person.
As discussed in studies like [29, 17], we have observed
that relying on facial features in person recognition have
shortcomings, specifically in dealing with non-frontal views
or cluttered faces, which frequently happens in personal
photos.
head, upper body and whole body are the main body re-
gions used in many person recognition models. However,
the models differ in the way they aggregate the information
extracted from these regions. In the early fusion approach
[17], the feature vectors extracted from different parts are
combined to form the final descriptor used for the classi-
fication while in the late fusion [12], each feature vector
is separately classified to form a probability vector on dif-
1
ar
X
iv
:1
80
9.
09
18
9v
2 
 [c
s.C
V]
  2
6 S
ep
 20
18
ferent identities and these initial decision vectors are then
aggregated.
In this paper, we propose a novel fusion method, called
zooming RNN, for combining the evidence extracted from
main human body parts; head, upper body, and whole body.
The proposed model incorporates both approaches of early-
stage decision making based on the evidence obtained from
each part and the late identification based on the final ag-
gregated feature vector. To do so, a two-part recurrent neu-
ral network is applied to the feature and probability vec-
tors extracted by convolutional neural networks from dif-
ferent regions of the human body. Experimental results on
PIPA dataset show the superiority of the proposed model
over other fusion mechanisms. The proposed model can be
easily generalized to include more contextual information
in recognition.
The rest of this paper proceeds as follows. After an
overview of related works in Section 2, we describe and for-
mulate our approach in Section 3. In Section 4, the evalua-
tion benchmark, implementation details, experimental pro-
cedures and results are presented and compared to other
methods. We provide visualizations of our predictions in
Section 5, and conclude our work in Section 6.
2. Related Works
Since this paper proposes a person recognition model
evaluated on PIPA dataset, the previous works related to the
proposed model are reviewed in the following three subsec-
tions: (1) person recognition in photo album, (2) the person
recognition models on PIPA, and (3) dependency modeling
with RNNs.
2.1. Person Recognition in Photo Album
Person recognition in photo album is the task of iden-
tifying people in daily life photos such as social media or
private photo collections [15]. Recognition in photo al-
bum setting includes challenges like cluttered background,
pose variance, age gap, and diverse clothing [17, 15]. The
success of traditional face recognition algorithms was lim-
ited when applied on personal photos that are usually taken
under uncontrolled conditions with significant variations in
pose, expression, and illumination [2].
Anguelov et al. [2] used additional cues present in photo
collections such as clothing and album metadata to provide
context, employing a Markov Random Field (MRF) with
similarity potentials, and tested the system on a relatively
small dataset. OFLHare et al. [19] conducted a compre-
hensive empirical study using the real private photo collec-
tions of a number of users and proposed language model-
ing and nearest neighbor approaches to context-based per-
son identification. Lin et al. [14] presented a probabilistic
framework in which the relations between different domains
(people, events, and locations) are estimated based on the
co-occurrence information of the instances of two domains.
The tagged objects of two other domains are used as the
context for identification of an unknown object in the third
domain.
Recent advances in processing power[5] alongside the
immense availability of large labeled datasets, e.g. La-
beled Faces in the Wild (LFW) dataset [8] with various
challenges due to pose invariance, motion blur, and de-
formation, resulted in a need for scaling up learning tech-
niques. Recently, deep neural networks have shown great
performance in many computer vision tasks including per-
son recognition. Taigman et al. [24] trained their model
on a large dataset and achieved accuracies around 97.45%
on LFW. Schroff et al. [20] employed a data-driven method
based on learning a Euclidean embedding per image using a
deep convolutional network and achieved 99.63% on LFW
dataset. Sun et al. [28] achieved new state-of-the-art results
on LFW [8] and YouTube Faces [27] benchmarks by de-
signing DeepID2+, increasing the dimension of hidden rep-
resentations and adding supervision to early convolutional
layers.
2.2. Person Recognition Models on PIPA
Studies like [24] , [20] and [28] resulted in significant er-
ror reduction and approached human-level performance on
commonly used standard datasets such as LFW. Recently,
Zhang et al. [29] have introduced People In Photo Album
(PIPA) as a novel dataset addressing the limitations of con-
ventional person recognition systems, most of which lied
heavily on facial cues. PIPA has become a popular bench-
mark for person recognition ever since and various studies
[29, 17, 12, 13, 11, 15] have been conducted to reduce error
on this dataset, each focusing on certain challenges. Along
with the original dataset, the baseline accuracies were pro-
vided using a novel method called PIPER which signifi-
cantly outperformed DeepFace [24] and AlexNet [10] on
PIPA. In order to better challenge the generalization across
long-term appearance changes of a person, Oh et al. [17]
extended PIPA dataset and proposed 3 new splits. They also
achieved better results on PIPA by evaluating the effective-
ness of different body regions, the scene context and some
attributes like age and gender.
The method introduced in [17] was extended in [18]
with a concern on privacy issues of social media, with re-
sults indicating that only a handful of images are enough to
threaten users privacy, even in the presence of obfuscation.
Li et al. [12] went beyond single photo and presented a
framework that exploits contextual cues at personal, group
and photo levels, aiming at improving the recognition rate.
Kumar et al. [11] proposed a network that jointly opti-
mizes a single loss over multiple body regions to tackle the
pose variations challenge. Liu et al. [15] proposed a con-
generous cosine loss, which optimizes the cosine distance
2
Figure 1. Sample images of PIPA dataset. Occlusion, pose variance, low resolution and motion blur are challenging for the person
recognition task
among data features to simultaneously enlarge inter-class
variation and intra-class similarity. They carried out exper-
iments on various large-scale benchmarks including PIPA
[29] and demonstrated the effectiveness of their algorithm.
2.3. Dependency Modeling with RNNs.
Sequence modeling approaches in many contexts bene-
fit from recurrent architectures, particularly LSTMs [7] and
GRUs [4] due to the ability of these networks in modeling
dependencies within sequences [13]. Recurrent Neural Net-
works (RNNs) have been extensively used in tasks like im-
age captioning [16, 9, 25] and language modeling [22]. For
our application, we are interested in extracting the relation
between different body region features and person identities
using RNNs. The most accurate study of relational cues on
PIPA dataset are conducted by Li et al. [13]. They focus on
relational information between people in the same photo,
use the scene context and employ an RNN to achieve state-
of-the-art results. Similarly, [26] and [21] exploited the la-
bel dependencies in an image based on decoding an image
into a set of people detections.
3. Our Approach
In this paper, we tend to recognize persons in a given
photo. The input to our model is an image and bounding
boxes for the heads of persons in the image. As output,
a label will be assigned to each person in the given input.
Our general model is depicted in Figure. 2. Given an image
and Bh as the bounding box of the head region, bounding
boxes for the upper body (Bu) and the whole body (Bw) are
extracted. Having Bh, Bu, and Bw, three CNNs noted as
CNNh, CNNu and CNNw previously trained to identify
a person based on the head, upper body and whole body
regions, respectively, are applied to the corresponding ex-
tracted regions. The outputs of each CNN are a probability
vector assigning probabilities to all possible identities and
a feature vector giving a representation of the given region.
The feature and probability vectors generated from CNNs
are given to two distinct RNN branches. At the next step,
the outputs of RNNs are aggregated through an averaging
gate. The averaged vector is sent to a final layer after apply-
ing an element-wise tanh function. The final outcome is a
vector giving the probability of each identity. More detailed
description of our approach is given in the following.
To train the CNN components of the model on an in-
put image with the bounding box of the head Bh, bounding
boxes for upper body (Bu) and whole body (Bw) of the per-
son are extracted in a similar approach to [11].
Formally, if the size and location of Bh are (w, h) and
(lx, ly), respectively, the size and the location of Bu are
(2α, 4α) and (lx − 0.5α, ly), where α = min(w, h). For
Bw, the location is the same as Bu, but the size is (2α, 7α).
After extracting bounding boxes for all three body parts,
each CNN is trained with the corresponding image region as
the input and the human identity as the output. The CNNs
are trained using the multi-class cross entropy loss defined
as:
L = − 1
NC
NC∑
i=1
yilog (pi) , (1)
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Figure 2. Illustration of the proposed model. A convolutional neu-
ral network is trained for each body region. Outputs of three net-
works are fused using a recurrent neural network, where feature
and probability vectors are processed by distinct RNN branches.
where y is the one-hot-encoded ground truth label for
the input image, p represents the softmax output vector
produced by the CNN, and NC is the number of possible
classes (identities). Next, we have CNNh, CNNu, and
CNNw trained on head, upper body, and whole body, re-
spectively. For each sample, feature vectors fh, fu, and fw
are extracted from the last layers before classification layers
of the trained CNNs. We also extract the NC-dimensional
probability vector whose n-th element indicates the proba-
bility that the instance belongs to the n-th identity. Proba-
bility vectors for each region are extracted and noted as ph,
pu, and pw.
To combine information obtained from different body
parts, we propose using RNNs in a zooming in fashion from
the whole body to the upper body and then to the head to
generate more confident predictions. Two distinct RNNs
with equal output dimensions are used for the feature vector
(RNNf ) and the probability vector (RNNp). RNNf takes
fh, fu and fw as its input and likewise, RNNp receives ph,
pu and pw as input.
We choose Gated Recurrent Unit (GRU) [4] as our recur-
rent network architecture for its high capability of learning
sequential data. Assuming xt as the input for a GRU cell at
time t, the cell activation can be formulated as below:
rjt = σ(Wrxt + Urht−1)
j
, (2)
zjt = σ(Wzxt + Uzht−1)
j
, (3)
h˜jt = tanh(Wxt + U (rt  ht−1))j , (4)
hjt =
(
1− zjt
)
hjt−1 + z
j
t h˜
j
t , (5)
where σ stands for sigmoid function, W and U are weight
matrices, and used in 4 is element-wise multiplication. zjt
and rjt are update and reset gates at time t. h
j
t and h˜
j
t cal-
culated in 4 and 5 are hidden and candidate hidden vectors
at time t. The value of reset and update gates are computed
according to 2 and 3. The role of the reset gate is to con-
trol combination of new input and former memory. Simi-
larly, update gate controls the amount of previous memory
to keep. The value of hjt will be updated using former and
candidate hidden values.
With the features and probabilities as input to each RNN,
final outputs of RNNs are combined as follows:
o = tanh(average(hp, hf )), (6)
where hp and hf are the outputs of the probability and fea-
ture RNNs, respectively. A final layer is added for classi-
fication. The output of the classification layer is a vector
named p with the size equal to the number of classes. we
apply the cross entropy loss (Eqn. 1) to train our model.
4. Experiments
In this section, first, we present information about the
dataset used for evaluation alongside with the specific im-
plementation details of our approach. Then, we will provide
the results of our experiments and compare the performance
of our model with those of the baseline and the state-of-the-
art methods.
4.1. Dataset Description
We conduct our experiments on People In Photo Album
(PIPA) [29] dataset. PIPA contains public photo albums
from users on Flickr, with their head region annotated. Head
bounding boxes may be partially or fully outside of the im-
age. It is also decided in PIPA protocol to tag no more than
10 people in a single image, meaning that not everybody in
images of crowds is tagged.
Original split of the dataset consists of three parts, train,
validation and test. For each identity, samples are roughly
partitioned in 50-25-25 percentage for the three parts re-
spectively, with the test set consisting of 7868 images. We
will use train set only to learn representations for regions of
interests as described in Section 3. As proposed in [29] and
followed in previous studies [17, 12, 13, 11, 15] on PIPA,
test set has been randomly split in half to test0 and test1
and we will follow this protocol. As mentioned in [12],
there are some mislabeled instances in the test set, but to
keep our results comparable with the existing methods, we
won’t refine the original split.
Due to the limitation of original split proposed by
[29], three more challenging splits were introduced in [17],
namely album, time and day. In the album part, samples are
collected from different albums of a person, meaning that
test0 and test1 are sampled from different events and occa-
sions. Time split aims to emphasize the temporal dimension
of test0 and test1. The metadata of photos is used to par-
tition by newest and oldest images of an identity. Finally,
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day split is to challenge the appearance change. This split
is made manually and date changes like seasons or visible
changes like hairstyle are taken into consideration. Unlike
the first three splits, the number of unique identities in day
split is reduced from 581 to 199 with about 20 samples per
identity.
4.2. Implementation Details
Inception-V3 [23] is the architecture of choice for the
CNNs in our model. We initialize CNNs with the weights
of the pre-trained model on the ImageNet and for each body
part, CNNs are trained on the train split. This pre-training
step injects additional data with a similar distribution to test
split of PIPA into the CNNs and helps them perform better
when trained on test0 or test1. In pre-training step, we train
each CNN for 50 epochs using Stochastic Gradient Descent
(SGD) optimizer with a learning rate of 0.01 and momen-
tum of 0.9. To train CNNs on each half of the test split of
PIPA, we initialize networks with pre-trained weights ob-
tained by training on train split. Here, CNNs are trained for
50 epochs with a learning rate of 0.01 and 20 epochs with
learning rate of 0.001. Again, we use SGD with a momen-
tum of 0.9. All input images are resized to the fixed size of
299×299. During training, we use various methods to aug-
ment the dataset. Images are randomly flipped. Random
rotation with the range of 30 degrees, is done. Horizontal
and vertical shifts of -60 to 60 pixels are performed ran-
domly. Zooming in or out is also performed in the range of
0.8 and 1.2 of the image size.
We use a GRU with three timesteps and 2048 output di-
mensionality. Drop out with a probability of 0.5 is applied
to the combined representation of GRUs. SGD with a learn-
ing rate of 0.005 and momentum of 0.9 is used to optimize
the loss. The number of training epochs is fixed on 2000.
Training this part for each fold of test split takes about 1.5
hours on a single Geforce GTX 1080 Ti NVIDIA GPU. We
use Keras [3] with Tensorflow [1] backend for our imple-
mentations.
4.3. Experimental Results
Now we explore the importance of modeling the rela-
tional cues of different body regions and good practices in
usage of recurrent architectures for this purpose. All re-
ported results throughout the paper are classification accu-
racies averaged over test0 and test1, meaning that each
model has been trained on test0 and evaluated on test1 and
vice versa.
Initial CNN predictions. In the first stage of our work,
we train CNNs on each body part. Every part-specific CNN
can classify a person on its own. In Table. 1, accuracies of
predictions from body part specific CNNs along with their
average and maximum fusion variants are summarized. It
is evident that an increase in body part size makes it harder
Original Album Time Day
Whole Body 81.73 71.28 59.15 31.13
Upper Body 85.36 76.07 64.49 36.40
Head 86.40 80.29 70.90 54.98
Element-wise Avg 89.68 82.37 72.81 50.95
Element-wise Max 89.57 82.52 73.13 53.23
Ours 90.88 84.40 76.44 56.92
Table 1. Baseline performance comparison. Evaluations of each
part-specific CNN reported and compared to simple fusion meth-
ods in order to provide a simple baseline for our task. Classifica-
tion accuracies (%) are reported and the top two results of each
method are marked in bold and italic
for the model to perform well and as expected, the most in-
formative single region is the head of the person. When we
fuse predictions of different body parts with either element-
wise average or maximum, the accuracy of the model in-
creases noticeably in all splits except the day split. This val-
idates the idea that different cues are present in each body
part, which can be extracted by fusion methods. In the day
split, performances of the upper and the whole body CNNs
have a large gap with the head CNN which makes simple
fusion methods yield poor predictions.
Fusion Baselines. Here, we analyze more complex
baselines to combine information from different body parts.
We experiment with different versions of our RNN-based
model as shown in Fig. 3.
• Concat: Concatenated features from all CNNs are
fed into a fully connected layer with 2048 neurons and
a classification layer on top of it.
• Confidence-Aware: Similar to [12], a weighted aver-
age of probabilities of different body parts with respect
to the confidence of predictions is calculated as final
output.
• Probabilities RNN: A variant of our model where
only one RNN is used on input probabilities produced
by CNNs to produce final predictions.
• Features RNN: Similar to probabilities RNN but with
CNN features as the input.
• Embeddings RNN: Features and probabilities of each
CNN are combined in an embedding layer. Outputs
of the embedding layer are given to a single RNN to
identify persons. Embedding layer has a fully con-
nected layer on top of probabilities and features to em-
bed them to a new fixed-size layer. Outputs of the
fully connected layers are combined using element-
wise maximum and a relu activation function on top
of it to form the output of the embedding layer. In this
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case, we observed that this way of combining embed-
dings works better than other methods like average and
tanh activation function.
• Reversed Zoom-RNN: Similar to our final approach,
except that the head region is the input to the first
timestep of the RNN and the whole body is the last.
• Zoom-RNN: The complete version of our model.
Results of the baselines are reported in Table. 2. Con-
cat is able to combine information of body parts to some
extent but it is not able to perform better than previous sim-
ple fusion methods. Confidence-Aware gives the best ag-
gregation result in [12], but all of our RNN variations out-
perform it in all of the splits. Probabilities RNN reasons
over prediction probabilities from least confident to most
confident. Like the previous baseline, although it has the
ability to fuse some information from three predictions, it
shows worse performance than simple average or element-
wise maximum. Letting the model learn from visual fea-
tures in Features RNN increases the performance over sim-
ple fusion methods. Furthermore, to evaluate whether us-
ing both probability and feature vectors is beneficial or not,
the accuracy of the Embeddings RNN is reported. In this
way, performance is slightly worse than Features RNN in
most of the splits. We believe combining probabilities and
feature vectors in lower level representations is not able to
produce a strong combination. In Zoom-RNN, features and
probabilities of CNNs are separately encoded into higher
level representations and a combination of these represen-
tations is made. Significant improvement of accuracy in all
four splits over other baselines and previous fusion methods
proves our statement about the combination of probabilities
and features in higher levels of representation.
Here, another important factor in the combination using
RNN is the order of input CNNs. The poor performance
of Reversed Zoom-RNN indicates that starting from the best
performing part-specific CNN to worst one can make it dif-
ficult for the model to make true inferences. Although be-
cause of the improvement over the worst part, it is obvi-
ous that the model remembers some information about other
parts, but it is also evident that most of the valuable cues are
forgotten. Therefore a good practice is to start from weakest
part-specific model to strongest one to make it easier for the
recurrent model not to forget the best performing model’s
representations and also remember some valuable informa-
tion from other body parts.
4.4. Comparison to The State-of-the-Art
As discussed in Section 2, there have been various ap-
proaches in person recognition on PIPA. The results are
summarized in Table 4.4. Our model has better performance
Original Album Time Day
Concat 88.62 80.16 70.03 47.10
Confidence-Aware[12] 89.56 82.19 72.55 50.11
Probabilities RNN 88.44 80.67 71.05 52.41
Features RNN 89.68 83.56 75.25 55.19
Embeddings-RNN 89.32 83.23 74.82 55.57
Reversed Zoom-RNN 86.54 77.93 66.08 37.34
Zoom-RNN (Ours) 90.88 84.40 76.44 56.92
Table 2. Evaluation of different fusion methods and proposed
method. Results indicate that our final method outperforms all
the variations
Original Album Time Day
PIPER[29] 83.05 - - -
Sequential[13] 84.93 78.25 66.43 43.73
naeil[17] 86.78 78.72 69.29 46.61
[12] w/o context 83.86 78.23 70.29 56.40
[12] with context 88.75 83.33 77.00 59.35
Pose-Aware[11] 89.05 82.37 74.84 56.73
COCO[15] 92.78 83.53 77.68 61.73
COCO[15] with 3 body regions 89.71 78.29 66.60 52.21
Ours 90.88 84.40 76.44 56.92
Ours + inter-person sequence 91.36 85.00 77.11 58.53
Table 3. Comparison with state-of-the-arts.
on all four splits of PIPA compared to PIPER [29], Sequen-
tial [13], naeil [17], and Pose-Aware [11]. It also outper-
forms [12] when they don’t use additional contextual cues
but it can’t perform better than their model using contextual
cues in the day split.
We are aware that a recent study [15] performs better
in three splits out of four, by using a novel loss function
(COCO). Given that it uses an additional face region, to be
able to compare the results on the same body regions, we re-
port [15] with 3 body regions, which is outperformed in all
four splits of PIPA by our method. However, in this work,
we are interested in showing that our relational modeling of
body regions in a zooming fashion from the broader region
to the detailed and more informative one improves baseline
performances and it is not necessarily in conflict with other
approaches like [15].
Unlike [12], our main model does not use any contex-
tual information other than body parts of the person, so we
expect a better performance by taking advantage of addi-
tional cues. Therefore, we have implemented our version of
inter-person sequence similar to [13]. The positive effect of
inter-person sequence as means of adding contextual infor-
mation of co-occurrence of the persons shows that further
improvements on our model are possible.
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Figure 3. Different variations of recurrent architecture tested for CNN output fusion. (a), (b) and (c), are the illustrations of Probabilities
RNN, Features RNN and Embeddings RNN, respectively
(a
)
(b
)
Figure 4. Examples where average fusion method confuses the
identity while our model predicts accurately. (a), is the input im-
age and three images of the confused identity have been shown
below each input image in row (b)
5. Visualization
To illustrate our model’s zooming nature and the effect
of modeling relational cues of different body regions, in this
section, we provide examples of our predictions on PIPA
test set.
In Figure 4, we show examples that average method mis-
labels the identity, while our model predicts the right one. It
can be inferred that similar outfit and faces can easily mis-
guide the averaging methods, while taking advantage of re-
lation of the body regions using our model performs accu-
rately.
Similarly, in Figure 5, we show some instances in which
head features alone may misguide the model, but taking ad-
vantage of the information from different body parts helps
our model predict accurately. As mentioned in Section 1,
person recognition task in photo album includes challenges
like non-frontal face, occlusion and motion blur. It can be
understood from the examples in Figure 5 that we can over-
come these challenges by extracting good information from
different body regions.
(a) (a)(b) (b)
Figure 5. Examples where the predictions have been wrong using
only head features, while taking advantage of different cues is ef-
fective. The first column (a) of each example is the input image
and the next ones (b) are the confused identities. The head regions
of each image are shown below the image.
6. Conclusions
In this paper, we proposed a novel method for combining
cues of different body regions for the task of person recogni-
tion in photo album. Our approach uses two distinct recur-
rent neural networks to extract information present in dif-
ferent parts of a human photo in order to improve recogni-
tion performance. We conduct experiments on PIPA dataset
and show that our model significantly boosts baseline per-
formances. We also achieved state-of-the-art results in one
split and second-best results in others by a narrow margin
while not using contextual cues which have been proved to
significantly increase the overall performance.
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