In this paper we revisit the quantum damped harmonic oscillator and construct an interesting approximate solution in the operator algebra level. Namely, we first give the general solution to the Lindblad form (equation) and next construct an approximate solution to the full equation by use of it.
a quantum open system S coupled to the environment E. Then the total system S + E is described by the Hamiltonian
where H S , H E are respectively the Hamiltonians of the system and environment, and H I is the Hamiltonian of the interaction.
Then under several assumptions (see [1] ) the reduced dynamics of the system (which is not unitary !) is given by the Master Equation
with the dissipator being the usual Lindblad form
Here ρ ≡ ρ(t) is the density operator (or matrix) of the system.
Similarly, the equation of quantum damped harmonic oscillator (see [1] , Section 3.4.6) is given by
where a and a † are the annihilation and creation operators of the system (for example, an electro-magnetic field mode in a cavity), and µ, ν are some constants depending on the system (for example, a damping rate of the cavity mode).
Since this is one of fundamental equations in quantum theory it is very important to construct the general solution. In [1] or [2] some methods to construct a solution are presented.
However, a direct and clear method deriving a general solution has not been given as far as we know. It may be difficult to treat because (3) is an operator equation. In fact, in [2] ; section 18.3.1 it is stated that "it is extremely difficult to solve the master equation directly".
Therefore, instead of obtaining the exact solution we try to construct an approximate solution to (3) in the operator algebra level.
First we separate the equation (3) into two parts and solve the one coming from the Lindblad
Interesting enough, we can solve this equation completely by use of some method in [3] , [4] .
Let us rewrite (4) to be more convenient by use of the number operator
where we have used aa
In order to solve the equation we can use the method in [5] once more. For that we review a matrix representation of a and a † on the usual Fock space
where e iθ is some phase. Note that of course [b,
we correspond to the vector X ∈ F dim C F as
where T means the transpose. The following formula
holds for A, B, X ∈ M(F ).
Then (5) becomes
so that the solution is formally given by
By the way, from the old lesson in [3] we know a method to calculate (11) explicitly. By setting
we can show the relations
easily. Namely we have the su(1, 1) algebra. The equation (11) can be written simply as
so we have only to calculate the term
Now the disentangling formula in [3] is helpful in calculating (14). We assume that there exists a unitary representation (group homomorphism) ρ :
where H is some Hilbert space related to the Fock space F above, and
where {k + , k − , k 3 } are the generators of su(1, 1) algebra
It is very easy to check the relarions
From (14) e
where
by (15). Since ρ is a group homomorphism (ρ(XY ) = ρ(X)ρ(Y )) and the formula ρ e Lk = e Ldρ(k) where
As a result we have the disentangling formula
In the following we set for simplicity
Therefore (11) becomes
under (12). By use of a = e iθ b and a † = e −iθ b † in (6), and by some calculation
where we have used N T = N. Coming back to matrix form by use of (9) we obtain
This is indeed complicated !
Let us summarize the result :
The general solution to the Lindblad equation
is given by
The solution has not been known as far as we know.
Next we treat the full equation (3)
This is a kind of superposition of two equations. However, to obtain the general solution is not easy, so we must appeal to some approximate method. For simplicity we use the so-called commutable approximation in [5] , which is not so bad.
Since the general solution of the equation
the approximate solution that we are looking for is
To construct the general solution to the equation (3) is very important in not only Physics but also Mathematics, so our method is a first step for the purpose.
A comment is in order. Let us explain our method in terms of the classical damped harmonic oscillator, see for example [6] and [7] .
The differential equation is given bÿ
where x = x(t),ẋ = dx/dt and the mass is set to 1 for simplicity. In the following we treat only the case ω > γ (the case ω = γ may be interesting). By setting y =ẋ the equation is rewritten as
Note that two coefficient matrices above don't commute.
Our approximate solution is   x(t)
while the general solution is given by   x(t)
For the details of calculation see [6] . Therefore the approximation is not so bad if λ is small.
In this paper we revisited the quantum damped harmonic oscillator and constructed an interesting approximate solution in the operator algebra level. This is just the first step to construct the general solution.
The model is very important to understand several phenomena related to quantum open systems, so the general solution is needed. In order to obtain it we must solve the (full) equation (3) explicitly, which is almost impossible at the present time. Further work will be needed, [8] .
On the other hand we are studying some related topics from a different point of view, see [6] and [7] . However, we make no comment on them in the paper and will report some results in another paper.
Lastly, we conclude the paper by stating our motivation. We are studying a quantum computation (computer) based on Cavity QED (see [9] and [10] ), so to construct a more realistic model of (robust) quantum computer we have to study a severe problem coming from decoherence. This is our future task.
we insert this into the equation (29). After some calculation we have the equation 
Coming back to matrix form by use of (9) 
Similarly, we can solve the equation
However, we leave the construction to readers.
