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Symmetry and symmetry breaking in coupled oscillator communities
Per Sebastian Skardal∗
Department of Mathematics, Trinity College, Hartford, CT 06106, USA
With the recent development of analytical methods for studying the collective dynamics of coupled oscillator
systems, the dynamics of communities of coupled oscillators have received a great deal of attention in the non-
linear dynamics community. However, the majority of these works treat systems with a number of symmetries
to simplify the analysis. In this work we study the role of symmetry and symmetry-breaking in the collective
dynamics of coupled oscillator communities, allowing for a comparison between the macroscopic dynamics of
symmetric and asymmetric systems. We begin by treating the symmetric case, deriving the bifurcation diagram
as a function of intra- and inter-community coupling strengths. In particular we describe transitions between
incoherence, standing wave, and partially synchronized states and reveal bistability regions. When we turn our
attention to the asymmetric case we find that the symmetry-breaking complicates the bifurcation diagram. For
instance, a pitchfork bifurcation in the symmetric case is broken, giving rise to a Hopf bifurcation. Moreover,
an additional partially synchronized state emerges, as well as a new bistability region.
PACS numbers: 05.45.Xt, 89.75.Hc
I. INTRODUCTION
The dynamics of large systems of network-coupled oscil-
lators represents an important area of research with a wide
range of applications in the physical, biological, engineering,
and social sciences [1–4]. Specific examples include rhythmic
oscillations in populations of fireflies [5], synchronization of
cardiac pacemakers [6], mammalian circadian rhythms [7, 8],
synchronization of cell cycles [9], Josephson junction ar-
rays [10], and dynamics of power grids [11, 12]. A partic-
ularly important model for studying a wide range of phenom-
ena in coupled oscillator systems is the Kuramoto model [13],
which consists of N coupled phase oscillators that, when
placed on a network, evolve according to
θ˙n = ωn +K
N∑
m=1
Anm sin(θm − θn), (1)
where θn represents the phase of oscillator n with n =
1, . . . , N , ωn is the natural frequency of n, K is the global
coupling strength, and the adjacency matrix A encodes
the network topology: entries Anm represent the (possibly
weighted) connection between oscillators n and m. The re-
lationship between the macroscopic dynamics of Eq. (1) and
the underlying network topology remains a central area of re-
search in the nonlinear dynamics and network science com-
munities [14–22]. Recently, the dimensionality reduction
method discovered by Ott and Antonsen [23, 24] has facili-
tated the analytical treatment of variants of Eq. (1). Exam-
ples of the application of the so-called Ott-Antonsen ansatz
include external forcing [25], time-delayed coupling [26],
higher-order coupling [27], adaptive coupling [28], positive
and negative coupling [29], other sinusoidally-coupled phase
oscillator systems [30, 31], and different natural frequency
distributions [32].
One class of oscillator systems for which the Ott-Antonsen
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ansatz has proven very useful are mean-field approximations
of networks with community structure [33–40], where oscilla-
tors are partitioned into groups where coupling between oscil-
lators in the same group differs from that between oscillators
in different groups. In different contexts these works reveal
the emergence of chimera states, hierarchical path to synchro-
nization, and complex nonlinear behavior. Another important
system for which the Ott-Antonsen ansatz allows for analyti-
cal treatment that remained elusive is the case of bimodally-
distributed frequencies [41, 42]. In this case oscillators tend to
organize into “dynamical” communities, one for each part of
the frequency distribution. In addition to incoherence and par-
tial synchronization, this system displays a “standing-wave”
state consisting of a limit cycle where oscillators coalesce into
two “giant oscillators” that does not synchronize, resulting in
sustained oscillations in the macroscopic dynamics. In the
majority of works studying the dynamics of communities of
coupled oscillators particular symmetries are utilized in or-
der to obtain simplified systems that are analytically tractable.
The lack of substantial investigations into breaking these sym-
metries not only represents a gap in our understanding of
real systems where such asymmetries may abound, but also
impedes our ability to compare the effects of symmetry and
symmetry-breaking in coupled oscillator systems.
In this work we study the collective dynamics of a cou-
pled oscillator system with community structure where each
community has its own natural frequency distribution. In par-
ticular, we consider a system consisting of two communities
which gives rise to a possibly bimodal frequency distribution.
We begin by analyzing the symmetric case where the prop-
erties of the two oscillator communities are equivalent, i.e.,
their respective natural frequency distributions are the same,
save for a difference in their respective means. We then break
this symmetry by allowing the respective natural frequency
distributions to have different widths, effectively making one
communitymore or less disordered than the other. In the sym-
metric case we use analytical tools to derive characterize the
bifurcation diagram of the system as a function of the intra-
and inter-community coupling strength. Interestingly, as long
as the mean frequencies of the respective communities are
2not identical, bistability emerges in the bifurcation diagram
between incoherent and partially synchronized states as well
as traveling-wave and partially synchronized states. As the
difference in the means of the natural frequency distribution
of the respective communities is increased, these bistability
regions are made more prominent. Moreover, our bifurca-
tion analysis allows us to characterize the transitions between
these states and identify a critical value for the difference
in natural frequency means that informs the sub- or super-
criticality in the transition to partial synchronization. When
the symmetry between the two communities find that the
macroscopic dynamics become more complicated and more
intricate. For instance, while the loss of stability of the in-
coherent state in the symmetric case came in two types via
Hopf and pitchfork bifurcations, respectively, in the asymmet-
ric case this always occurs via a Hopf bifurcation. Moreover,
this Hipf bifurcation does not give rise to a traveling-wave
state, but rather a partially synchronized state, which can then
in turn give rise to a traveling wave state. We also uncover
an additional bistability region where two different partially
synchronized states, one representing a strongly synchronized
state and the other a weakly synchronized state, are both si-
multaneously stable. Overall, by breaking the symmetry of
the system via the communities’ natural frequency distribu-
tions we uncover a more complicated portrait of the collective
dynamics.
The remainder of this paper is organized as follows. In
Sect. II we present the governing equations for the system
and as well as the reduced equations for the macroscopic
dynamics. In Sect. III we present a bifurcation analysis for
the macroscopic system dynamics of the symmetric case. In
Sect. IV we investigate the properties of the bifurcation dia-
gram for the symmetric case, in particular how its structure
and the overall system dynamics change depending on the
properties of the natural frequency distributions. In Sect. V we
turn our attention to the asymmetric case, where we explore
the emergence of a more complicated bifurcation diagram and
compare the symmetric and asymmetric cases. In Sect. VI we
conclude with a discussion of our results.
II. GOVERNING EQUATIONS AND REDUCED SYSTEM
In this work we will focus on the case of two interacting
groups of coupled phase oscillators. Denoting these groups
as σ = 1, 2, we assume that both communities are of equal
size with N oscillators and consider the following governing
equations:
θ˙σn = ω
σ
n +
1
2
2∑
σ′=1
Kσσ
′
N
N∑
m=1
sin(θσ
′
m − θσn), (2)
where θσn denotes the phase of oscillator n in community σ,
ωσn is its natural frequency, andK
σσ′ is the coupling strength
between oscillators in communities σ and σ′, respectively. We
note that these equations of motion are similar to those stud-
ied in other works investigating the dynamics of communities
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FIG. 1. (Colour online) Two oscillator communities. Illustration of
the system with two communities of coupled oscillators, along with
their respective natural frequency distributions. Illustrated are the
symmetric and asymmetric cases in the top and bottom panels, re-
spectively.
of coupled oscillators [23, 33–40]. Importantly, we will as-
sume that the local dynamics of each oscillator depends on the
group to which they belong: the natural frequency of oscilla-
tors in community σ are drawn from a distribution gσ(ω) spe-
cific to group σ. In particular, we let gσ(ω) be Lorenztian with
width∆σ and meanΩσ: gσ(ω) = ∆σ/{pi[∆2σ+(ω−Ωσ)2]}.
Note that the overall distribution of natural frequencies, given
by g(ω) = [g1(ω)+g2(ω)]/2 consists of two Lorentzians with
possibly different widths and means. The structure of the sys-
tem is illustrated in Fig. 1, where each structural group corre-
sponds to a different frequency distribution. As we will see,
the dynamics of the system depend on two important proper-
ties of the distribution: the separation between the two com-
munity sub-distributions and the relative widths of the two
community sub-distributions. We note that, by entering a ro-
tating reference frame, we may shift Ω1 and Ω2 by the same
amount, so without loss of generality we set Ω2 = Ω = −Ω1.
Next we consider two different cases of widths. In the sym-
metric case (top panel), we have that ∆1 = ∆2 = ∆, result-
ing in a symmetric frequency distribution. In the asymmetric
case (bottom panel), we have that ∆1 6= ∆2, resulting in an
asymmetric frequency distribution. Compared to the symmet-
ric case, the asymmetric Lorentzian cases represents the gen-
eralization where oscillator’s internal dynamics (i.e., natural
3frequencies) are more or less heterogeneous in one commu-
nity compared to the other. Importantly, note that by varying
Ω we may modify the modality of the overall distribution: if
Ω is large enough compared to the widths ∆1 and ∆2, the
overall frequency distribution is bimodal, whereas if Ω is too
small the overall distribution is unimodal. Finally, to measure
the degree of synchronization within each group, we use the
following community-wise order parameters
zσ = rσe
iψσ =
1
N
N∑
m=1
eiθ
σ
m , (3)
where the amplitude rσ measures the local degree of synchro-
nization among oscillators in community σ and ψσ gives the
mean phase of oscillators in community σ.
To obtain an analytically tractable system from Eq. (2)
we consider the continuum limit of N → ∞ and use Ott
and Antonsen’s dimensionality reduction. For the case of
Lorentzian distributions, this technique is outlined, for in-
stance, in Ref. [36] and results in the following closed-form
system consisting of two complex-valued ODEs, one for each
of the local order parameters:
z˙σ = (iΩσ −∆σ)zσ + 1
4
2∑
σ′=1
Kσσ
′
(zσ′ − z∗σ′z2σ), (4)
where ∗ denotes the complex conjugate. Next, we will de-
note the coupling within each group and between groups
as k and K , respectively, so that K11 = K22 = k and
K12 = K21 = K . Converting the complex-valued dynam-
ics of Eq. (4) to polar coordinates and introducing the phase
difference variable ψ = ψ2 − ψ1 yields the following system
of three real-values equations:
r˙1 = −∆1r1 + 1− r
2
1
4
(kr1 +Kr2 cosψ) , (5)
r˙2 = −∆2r2 + 1− r
2
2
4
(Kr1 cosψ + kr2) , (6)
ψ˙ = 2Ω− K
[
r21(1 + r
2
2) + r
2
2(1 + r
2
1)
]
4r1r2
sinψ, (7)
Equations (5)–(7) thus describe the macroscopic system dy-
namics of the two groups via the amplitudes of the respective
order parameters and the relative phase difference.
III. BIFURCATION ANALYSIS IN THE SYMMETRIC
CASE
We begin our analysis by considering the symmetric case
and proceed with a bifurcation analysis of the macroscopic
dynamics given by Eqs. (5)–(7) for the choice∆1 = ∆2 = ∆.
This system combines features from a number of other oscilla-
tor systems, most notably community structure and bimodal-
ity in the natural frequency distribution [34, 36, 40, 41], and
therefore the bifurcation analysis below will draw on features
from these similar cases. Next, we note that Eqs. (5)-(7) have
the symmetry (r1, r2, ψ) 7→ (r2, r1, ψ) as well as the invari-
ant manifold defined by r1 = r2. In Ref. [41] this mani-
fold was found to be stable when coupling strengths are uni-
form throughout the system (i.e., k = K), and simulations of
Eqs. (5)–(7) suggest that it remains stable in the more general
case k 6= K that we study here. Therefore, we will search for
the dynamics on this manifold, letting r1 = r2 = r. Next we
rescale the system to eliminate the parameter ∆ by defining
t˜ = ∆t/2, Ω˜ = 4Ω/∆, k˜ = k/∆, and K˜ = K/∆. Moreover,
to simplify the analysis we borrow a technique from Ref. [41]
and introducing the quantity q = r2. Letting the overdot now
denote the derivative with respect to time and dropping the ∼
notation for simplicity yields the new system
q˙ = q[k − 4− kq + (1− q)K cosψ], (8)
ψ˙ = Ω−K(1 + q) sinψ, (9)
where the parameters of interest are (all rescaled) the intra-
community coupling strength k, the inter-community cou-
pling strength K , and the characteristic natural frequency pa-
rameter Ω. We now search for solutions representing incoher-
ent, standing-wave, and partially synchronized states charac-
terized, respectively, by the q = 0 fixed point, a limit-cycle,
and a q > 0 fixed point.
First we consider the stability of the incoherent state, for
which case it is most convenient to re-examine the system
in Cartesian coordinates, i.e., the real and imaginary parts,
of Eq. (4). Examining the eigenvalues of the Jacobian lin-
earized about the state z1 = z2 = 0, we find that the
the incoherent state becomes unstable when the real part of
k − 4 + √K2 − Ω2 vanishes. This leads to either a a tran-
scritical bifurcation in q or a Hopf bifurcation, depending on
the parametersK and Ω. We note that the transcritical bifur-
cation in q corresponds to a pitchfork bifurcation in r, so we
will refer to it from here on forward as a pitchfork bifurcation.
In terms of the rescaled parameters we have that bifurcation
of the incoherent state occur at
K2 − (k − 4)2 = Ω2 if Ω ≤ K (Pitchfork), or (10)
k = 4 if Ω > K (Hopf). (11)
Next we turn our attention to the formation and behavior of
partially synchronized states characterized by non-zero fixed
point solutions of Eqs. (8) and (9). Eliminating the q = 0
solution and the phase parameterψ using sin2 ψ+cos2 ψ = 1,
we rearrange to obtain
K2 =
Ω2
(1 + q)2
+
(4− k + kq)2
(1 − q)2 . (12)
First, it is notable that taking the limit q → 0+ allows us
to recover precisely the pitchfork bifurcation curve given in
Eq. (10). Next, it can be easily verified that for various choices
of k and Ω, K is not a monotonic function of q, indicating
that q is multi-valued, in turn suggesting that the partially syn-
chronized state (one stable, another unstable) is born from a
saddle-node bifurcation. When this is the case the saddle-node
4can be found by enforcing the condition ∂K/∂q = 0, yielding
0 = 4[4 + k(q − 1)](1 + q)3 + (q − 1)2Ω2. (13)
Using Eq. (12) to eliminate q in Eq. (13) yields the saddle-
node bifurcation curve as a root of the following implicit equa-
tion:
0 = 64K8 −K2[4(k − 2)2 +Ω2] [16(k − 2)4 + 18K4 + 16Ω2(k2 + 7k + 2) + Ω4]
+ k2Ω2[16(k − 2)4 + 8Ω2(k2 + 12k + 4) + Ω4] + 4K4[48(k − 2)4 + 4Ω2(7k2 + 12k − 84) + 3Ω4] (Saddle-node) (14)
While an explicit expression for the saddle-node curve in
(K, k) space is difficult to obtain from Eq. (14), we note that
roots can easily be obtained numerically using a Newton iter-
ation or other root-finding techniques. Moreover, the saddle-
node bifurcation is itself born at a codimension-two point at
the intersection of the pitchfork curve [Eq. (10)] and saddle-
node curve [Eq. (14)], indicating the first point where the so-
lutions q first become double-valued, folding onto itself. In-
serting Eq. (12) into Eq. (14) yields that this codimension-two
point occurs at
(K, k) =
(
Ω
√
1 +
Ω2
16
, 4− Ω
2
4
)
(15)
Lastly, the local bifurcation analysis above does not capture
a vital global bifurcation: a homoclinic bifurcation that occurs
when the limit-cycle solution born from the Hopf bifurcation
collides and annihilates with the unstable fixed point q > 0.
As we will see below, this bifurcation marks the boundary
of the bistability region with the standing-wave and partially
synchronized states. Due to the global nature of this homo-
clinic bifurcation, we are required to proceed numerically, and
present it in the following section. (To find this bifurcation
curve we track track the traveling wave solution as K is in-
creased until it annihilates, which occurs at the homoclinic
bifurcation.) However, we will see that this homoclinic bifur-
cation stretches from the intersection between the pitchfork
and Hopf curves to a location along the saddle-node curve.
Beyond this point, the saddle-node curve actually corresponds
to a saddle-node infinite-period (SNIPER) bifurcation, as the
fixed point q > 0 is born on the limit cycle, resulting in a
closed loop that takes an infinitely long time to fully traverse.
IV. BIFURCATION DIAGRAMS AND MULTISTABILITY
IN THE SYMMETRIC CASE
The results presented above give the full description of the
bifurcations that occur between macroscopic states as a func-
tion of the coupling strengths k and K for the symmetric
Lorentzian case, but the bifurcation curves themselves depend
also on the value of the frequency parameterΩ. In Fig. 2 we il-
lustrate structure of the bifurcation diagram for, as we will de-
scribe below, three distinct cases. We note that Fig. 2 reports
parameters in terms of their original non-scaled values. Bifur-
cation curves are labeled pitchfork (P), Hopf (Hopf), saddle-
node (SN), homoclinic (HC), and SNIPER (SNIPER), with
intersections illustrated by black circles. Here we will analyze
the structure of the bifurcation diagram and overall properties
of the dynamics as the frequency parameter Ω is varied.
Common to all three cases are several key features. First,
the Hopf bifurcation [Eq. (11)] collides with the pitchfork bi-
furcation [Eq. (10)] at the point (K, k) = (Ω, 4). Moreover,
when it exists, the saddle-node bifurcation [Eq. (14)] occurs at
a smaller value of k than the pitchfork bifurcation and crosses
the Hopf curve at k = 4, having been born at the codimension-
two point at the intersection of the saddle-node and pitchfork
curves given in Eq. (15). These three bifurcation curves repre-
sent the boundary of a region of bistability between the inco-
herent (i.e., q = 0 fixed point) and partially synchronized (i.e.,
q > 0 fixed point) states. Importantly, we also report that this
region of bistability exists for all values ofΩ 6= 0. This can be
seen by inspecting the codimension-two point at the intersec-
tion of the pitchfork and saddle-node curves. Specifically, this
intersection occurs at k = 4 − Ω2/4 < 4, whereas the Hopf
curve is given by precisely k = 4. Since the saddle-node
curve must lie to the left of the pitchfork curve, this yields a
bistability region with positive area for any Ω 6= 0.
Also common to all three cases illustrated in Fig. 2 is the
homoclinic curve that stretches from the intersection of the
Hopf and pitchfork curves [at (K, k) = (Ω, 4)] to a point
along that saddle-node curve beyond the Hopf curve at some
value k > 4. (Recall that this curve is calculated numerically
due to the global nature of the bifurcation.) The homoclinic
curve completes the boundary of another bistability region en-
closed by the Hopf, saddle-node and homoclinic curves. Note
that this bistability region lies beyond the Hopf curve, indi-
cating that it represents bistability between the standing-wave
(i.e., limit-cycle) and partially synchronized (i.e., q > 0 fixed
point) states. We may also conclude that this bistability re-
gion must exist for all Ω 6= 0. This follows from the fact that
it shares a boundary the previous bistability region, which has
positive area, and our numerical simulations suggest that the
intersection between the saddle-node and homoclinic curves
always occurs at k > 4, resulting in another bistability region
with positive area.
These results reveal that, as long as the difference between
frequency distributions is non-zero, i.e., Ω 6= 0, the system
always presents bistability for some combination of coupling
strengths. We note here that this is in contrast to the case of
bimodally-distributed frequencies without community struc-
ture, where bistability may only occur for a relatively small
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FIG. 2. (Colour online) Symmetric Case: Bifurcation Diagrams. Bifurcation diagrams for the macroscopic dynamics given in Eqs. (5)–(7) in
terms of the original system parameters K/∆ and k/∆ for three distinct cases: (a) Ω < ∆, (b) Ω = ∆, and (c) Ω > ∆. (Specific values used
are Ω = 3∆/4, ∆, and 3∆/2, respectively.) Bifurcation curves are labeled pitchfork (P), Hopf (Hopf), saddle-node (SN), homoclinic (HC),
and SNIPER (SNIPER).
set of frequency parameters. In particular, to observe bista-
bility without community structure the difference parameter
Ω must be sufficiently large, but not too large, compared to
the width parameter ∆ (which we scaled out of the govern-
ing equations). This range corresponds to values of Ω ensur-
ing that the overall distribution is actually bimodal, but has
peaks that are sufficiently close. Here we see that, regardless
of ∆, any Ω 6= 0 allows for bistability. This indicates that the
freedom to tune intra- and inter-community coupling strengths
differently promotes bistability in the system.
In addition to the presence of bistability for all Ω 6= 0, the
overall structure of the bifurcation diagram depends critically
on Ω. The three different cases of bifurcation diagrams in
Fig. 2 correspond to increasing the frequency parameter: (a)
Ω = 3, (b) 4, and (c) 6, respectively. More specifically, an
important distinction can be observed between these cases by
studying the codimension-two point at the intersection of the
pitchfork and saddle-node curves given in Eq. (15). Restrict-
ing our attention to non-negative coupling strengths, i.e., the
quadrant K ≥ 0, k ≥ 0, we find that this codimension may
or may not fall in this quadrant. Specifically, this point falls
precisely on the boundary, k = 0, when Ω = 4. Moreover, for
Ω < 4 this codimension-two point lies within this quadrant,
but for Ω > 4 it escapes this quadrant. Therefore, a critical
difference in the bifurcation diagrams occurs at Ω = 4. (In
terms of the original non-dimensionalized parameters this is
given by Ω = ∆.) In addition to the layout of the bifurca-
tion diagrams depicted in Fig. 2, this has an important effect
on the dynamics themselves, most notably the transition from
incoherence to partial synchronization. For Ω < 4 this tran-
sition occurs in two flavors. For small enough k, specifically
0 ≤ k ≤ 4 − Ω2/4, a transition to partial synchronization
is made with no hysteresis, owing to a supercritical pitchfork
bifurcation. For larger k, specifically 4 − Ω2/4 < k ≤ 4,
this transition fold onto itself into a hysteresis loop, owing to
a subcritical pitchfork bifurcation. However, for Ω > 4 this
transition occurs in only one flavor: a hysteresis loop exists
for all 0 ≤ k ≤ 4 owing to a subcritical pitchfork bifurcation.
Next, we investigate the degree to which the difference
between the natural frequency distributions promotes bista-
bility by calculating the area of the respective bistability re-
gions as Ω is varied. In Fig. 3 we plot the numerically cal-
culated area of each bistability region, denoting the incoher-
ent/partially synchronized region with blue circles and the
standing-wave/partially synchronized region with red crosses,
as well as their combined area with green triangles. Results
are reported in terms of the original system parameters, noting
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FIG. 3. (Colour online) Bistability Region Areas. Areas in (K, k)
parameter space corresponding to bistability between the incoher-
ent/partially synchronized states (blue circles) and the standing-
wave/partially synchronized states (red crosses) ad a function of
4Ω/∆. Total combined bistability area is plotted in green triangles.
6that the area of a region in (K, k) space is∆2 times the corre-
sponding area in (K/∆, k/∆) space. While the area of both
bistability regions increase with Ω, we observe that the area of
the incoherent/partially synchronized bistability region con-
tributes significantly more than the standing-wave/partially
synchronized bistability region.
Lastly, we consider the behavior of the system in the case
of strong community structure, i.e., the limit k → ∞. In this
regimewe may see in Fig. 2 that the systemmay display either
standing-wave or partially synchronized behaviors, but not in-
coherence. Note also that for sufficiently large k we surpass
the intersection of the saddle-node and homoclinic curves, so
the transition from a standing-wave to partial synchronization
occurs via a SNIPER bifurcation. From Eqs. (5) and (6) we
see that for k ≫ 1 and ∆,K ∼ 1 we have that r1, r2 ≈ 1.
Noting that r1, r2 = 1 corresponds to q = 1, we find that in
the limit k → ∞ the phase-difference dynamics are given (in
rescaled parameters) by
ψ˙ = Ω− 2K sinψ. (16)
This yields a transition from standing-waves to partial syn-
chronization at
K∞ =
Ω
2
, (17)
which matches with our numerical simulations (not shown).
V. COLLECTIVE DYNAMICS IN THE ASYMMETRIC
CASE
We now turn our attention to the asymmetric case where
the widths of the natural frequencies distributions for the re-
spective communities are unequal, i.e., ∆1 6= ∆2. Since one
community’s width must be larger than that of the other we
assume without loss of generality that∆1 > ∆2. (Note that if
∆2 > ∆1 we may simply rename the two community assign-
ments.) We find it convenient then to rename∆1 = ∆max and
∆2 = ∆min. This generalization of the system studied in the
previous two sections breaks a critical symmetry in the sys-
tem, which we will see leads to more complicated dynamics
that emerge.
We begin by considering a similar rescaling of the system as
before, now scaling the larger width, i.e., the width of the first
community, ∆max out of the equations of motion by defining
t˜ = ∆maxt/2, Ω˜ = 4Ω/∆max, k˜ = k/∆max, K˜ = K/∆max,
and ∆̂ = ∆main/∆max, which yields (after dropping the ∼
notation again)
r˙1 = −2r1 + 1− r
2
1
2
(kr1 +Kr2 cosψ) , (18)
r˙2 = −2∆̂r2 + 1− r
2
2
2
(Kr1 cosψ + kr2) , (19)
ψ˙ = Ω− K
[
r21(1 + r
2
2) + r
2
2(1 + r
2
1)
]
2r1r2
sinψ. (20)
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FIG. 4. (Colour online) Asymmetric Case: Bifurcation Diagram. Bi-
furcation diagrams for the macroscopic dynamics given in Eqs. (5)–
(7) in terms of the original system parameters K/∆max and k/∆max
for the case of Ω = ∆max with ∆̂ = 0.9. Bifurcation curves are
labelled as described in the main text.
In particular, the new parameter ∆̂ = ∆min/∆max represents
the non-dimensional ratio of the smaller width to the larger
width, so that 0 < ∆̂ < 1. Ths breaks the symmetry between
Eqs. (14) and (15), suggesting that in a non-incoherent state
r1 and r2 are unlikely to be equal to one another, so we may
not reduce the three dimensional system given by Eq. (18)–
(20) to a two dimensional system as we did in the symmetric
case [i.e., Eqs. (8) and (9)].
Next we consider the stability of the incoherent state de-
scribed by r1, r2 = 0. As in the symmetric case, this is most
conveniently done by examining the system in Cartesian coor-
dinates, i.e., Eq. (4). Examining the Jacobian matrix evaluated
at the incoherent state, we find that the eigenvalues are given
by (in terms of the rescaled parameters)
λ
∆max
=
k − 2(1 + ∆̂)±
√
K2 + [2(1− ∆̂)± iΩ]2
4
. (21)
Specifically, the incoherent state loses stability when the
eigenvalue(s) with largest real part pass through the imagi-
nary axis from negative real part to positive real part. How-
ever, note that since 0 < ∆̂ < 1 the right hand side of Eq. (21)
has a non-zero imaginary part. Therefore, the loss of stability
of the incoherent state must occur in the form of a Hopf bifur-
cation, regardless of the parameters. The bifurcation curve is
given implicitly in the (K, k) parameter space when the eigen-
value corresponding to the plus sign outside of the square root
has exactly zero part and can easily be calculated numerically.
However, it is possible to find the bifurcation values in the two
limits K → 0 and k → 0. Beginning with K → 0, some al-
gebraic manipulation (note that 1−∆̂ > 0) simplifies Eq. (21)
to give a critical coupling strength of kK=0 = 4∆̂ (Hopf I).
On the other hand, when k → 0 Eq. (21) can be simplified
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FIG. 5. (Colour online) Asymmetric Case: Bifurcation Diagrams (Others). Bifurcation diagrams for the macroscopic dynamics given in
Eqs. (5)–(7) in terms of the original system parametersK/∆max and k/∆max for the cases: (a)Ω < ∆min, (b)Ω = ∆min, (c)∆min < Ω < ∆max,
and (d) Ω > ∆max with ∆̂ = 0.9. (Specific values used are Ω = 0.85∆max, Ω = 0.9∆max, Ω = 0.95∆max , and Ω = 1.4∆max, respectively.)
Bifurcation curves are labelled as described in the main text.
to give a critical coupling strength of Kk=0 =
√
16∆̂ + Ω2
(Hopf I).
This Hopf bifurcation, which corresponds to the loss of sta-
bility of the incoherent state, deserves a fewmore remarks that
differentiates the asymmetric case from the symmetric case.
First, it is the first of two Hopf bifurcations that occur in the
system. In particular, for k sufficiently large compared to K ,
in the symmetric case the incoherent state gave way directly
to the traveling wave state. In the asymmetric case, however,
the incoherent state gives way to a partially synchronized state
through the first Hopf bifurcation where r1 and r2 approach a
constant value and the two communities phase lock, as indi-
cated byψ reaching a constant value whileψ1 andψ2 continue
to process at a constant rate. Moreover, this Hopf bifurcation
(denoted Hopf I, since it is the first of two Hopf bifurcations)
occurs earlier (i.e., at smaller k) than in the symmetric case
because this particular bifurcation corresponds to community
2 (i.e, that with thinner width) synchronizing earlier than com-
munity 1 but z2 “dragging” z1 along. When k is increased fur-
ther a second Hopf bifurcation (Hopf II) occurs which gives
rise to the traveling wave state where, as in the symmetric
case, the amplitudes r1 and r2 begin to oscillate. We illus-
trate this structure in Fig. 4, plotting the bifurcation diagram
for the case Ω = 4 (Ω = ∆max in the non-scaled system pa-
rameters) for ∆̂ = 0.9. We note here that for the asymmet-
ric case the Hopf I curve is obtained by solving Eq. (21) for
Re(λ) = 0, while other bifurcation curves are obtained by
direct numerical simulation, similar to the Homoclinic curve
in the symmetric case. We also note that in the region of pa-
rameter space where k is sufficiently large compared toK the
first Hopf curve is supercritical and the second corresponds
to the traveling wave solution, so we label them accordingly.
Second, in the other region of parameter space whereK is suf-
ficiently large compared to k, we again see the emergence of
bistability through subcriticality, now through a Hopf bifurca-
tion. In particular, at a large enough value of the Hopf I curve
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changes from supercritical to subcritical as a saddle node bi-
furcation (of cycles) is born, labeled SN I because it is also the
first of two bifurcations of the same type. The subcriticality
in the Hopf bifurcation yields the first bistability region be-
tween incoherence and partial synchronization, bounded be-
tween the Hopf I and SN I curves.
The asymmetric case then presents a new bistability region,
beyond the first bistability region, where two stable partially
synchronized states coexist. These two states are precisely
the lower synchronization state that emerges from the Hopf I
curve in the large k region of parameter space and the greater
synchronization state that emerges from the SN I curve. In
Fig. 4 this is given by the relatively thin region bounded be-
tween the Hopf I and Hopf II curves in the k direction and the
SN I and SN II curves in theK direction. This second saddle-
node (of cycles) curve represents the annihilation of the lower
synchronization state as it collides with an unstable partially
synchronized state in a typical saddle-node bifurcation (of cy-
cles). Beyond the new bistability regions lies a third bistabil-
ity region which, similar to the symmetric case, features the
coexistence of the traveling wave state and the (greater) syn-
chronization state. This bistability region is bounded by the
Hopf II curve, the SN I curve, as well as a Homoclinic curve,
beyond which the SN I bifurcation becomes a SNIPER bifur-
cation.
In Fig. 4 we have plotted the bifurcation diagram for the
specific case of (in terms of the original unscaled parameters)
Ω = ∆max. We also explore the other possibilities, plotting
in Fig. 5 the bifurcation diagrams for the four other cases,
Ω < 4∆̂, Ω = 4∆̂, 4∆̂ < Ω < 4, and Ω > 4 in panels (a)–
(d), respectively. In particular, this allows us to observe how
the shape and size of the overall bistability region changes
with respect to varying parameters. As in the symmetric case,
we can see plainly that increasing Ω results in a larger region
of bistability. However, it is also interesting to note that by
decreasing ∆̂ (i.e., increasing the difference in ∆1 and ∆2),
the bistability range shrinks. Finally, from these numerical
investigations we observe that the codimension-two point at
the intersection of the saddle-node bifurcation of cycles and
the Hopf bifurcation escapes outside of the positive (K, k)
parameter space for some Ω > 4. [Numerical simulations
(not shown) indicate that the precise value of Ω at which this
occurs depends on ∆̂.] This is in contrast to the symmetric
case when this occurs at precisely Ω = 4.
Lastly, we seek to compare the overall behavior of the
asymmetric case to the symmetric case. In Fig. 6 we plot the
stability diagrams for the representative cases of the (a) sym-
metric and (b) asymmetric cases for Ω = 4. Instead of label-
ing bifurcation curves we label the regions of parameter space
where the different solutions are stable. In the Symmetric case
we observe incoherence, traveling wave, and partial synchro-
nization along with bistable incoherence/partial synchroniza-
tion and traveling wave/partial synchronization states. In the
asymmetric case we observe the same states along with an
addition region of parameter space corresponding to partial
synchronization and a bistable partial synchronization/partial
synchronization state. Comparing the results plotted in Fig. 6
(a) and (b) allows us to see the increase in complexity that
arises in the collective dynamics of the system when symme-
try is broken.
VI. DISCUSSION
In this paper we have studied the effects of symmetry and
symmetry breaking on the collective dynamics of two inter-
acting communities of coupled phase oscillators with different
natural frequency distributions. First we have used analytical
tools to derive the bifurcation diagram for the symmetric case,
where the widths of the natural frequency distributions for the
respective natural frequency distributions are equal, indicating
an equal degree of disorder in the respective communities’ in-
9ternal dynamics. We then break this symmetry by allowing
the two frequency widths to be unequal, so that one commu-
nity’s internal dynamics is more or less disordered than the
other.
In the symmetric case we find dynamical states correspond-
ing to incoherence, standing-waves, and partial synchroniza-
tion, as well as two regions of bistability between incoherence
and partial synchronization and between traveling waves and
partial synchronization. Moreover, the freedom to vary intra-
and inter-community coupling strengths allows for bistabil-
ity to occur for all choices of natural frequency distributions
provided that the distributions for the respective communities
are not identical. This is in contrast to the system without
community structure, in which case the frequency distribu-
tion must be bimodal, but with sufficiently close peaks to ob-
serve bistability. Moreover, by studying the properties of a
codimension-two point, we find that a critical value of the
natural frequency distribution difference exists. Below this
critical value the transition from incoherence to partial syn-
chronization may come in either a supercritical or subcritical
pitchfork bifurcation, with the latter case yielding a hysteresis
loop. However, above this critical value the transition invari-
ably occurs via a subcritical pitchfork bifurcation.
In the asymmetric case we find that the collective dynamics
become more complicated, resulting in a more intricate bi-
furcation diagram. First, the asymmetry in the system breaks
the pitchfork bifurcation, so that the loss of stability of inco-
herence always comes via a Hopf bifurcation. Second, the
incoherent state never gives way to the traveling wave state.
Rather, in the appropriate region in parameter space a thin
layer exists where a second partially synchronized state exists,
which in turn gives way to the traveling waves. Finally, a new
bistability region emerges between two different partially syn-
chronized states corresponding to weaker and stronger syn-
chronization, respectively.
Overall, our results highlight the complicating effect that
breaking symmetries may have on the collective dynamics of
oscillator systems. Here we have focused on breaking the
symmetry of the system via the widths of the natural fre-
quency distributions of the respective communities, which
corresponds to more or less disorder in the internal dynamics
of the oscillators in different communities. However, other
methods of symmetry breaking may be found to have dif-
ferent effects. For instance, one may vary the relative sizes
of the communities, the intra- or inter-community coupling
strengths, or even the coupling functions themselves. Like
many other works, we have also focused on the case of two
communities here to obtain a more analytically tractable sys-
tem, however introducing more communities or coupling pat-
terns certainly complicate the dynamics further. In such cases
analytical results likely unattainable, however, as we demon-
strate in this work, numerical methods and numerical sim-
ulations can be successfully used to gain some understand-
ing of the underlying system dynamics, allowing for possible
progress in more realistic scenarios.
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