This is a brief literature survey on multilateration, the localization methods enabled by the range difference (RD) estimates. While the document primarely considers those obtained from the Time Difference Of Arrival (TDOA) measurements, in the context of sound source localization, the interest for such a review goes beyond acoustics. The discussed methods could be straightforwardly applied to, e.g. mapping problems in sensor networks, geolocalization by positioning systems and/or base stations, or to target localization in distributed radar signal processing.
INTRODUCTION
As the technologies relying on distributed (individual) sensor arrays (like Internet Of Things) gain momentum, the questions regarding efficient exploitation of such acquired data become more and more important. A valuable information that could be provided by these arrays is the location of the source of the signal, e.g. the RF emitter, or a sound source. In this document, the focus on the latter use case -localizing a sound source, but the reader is reminded that the discussed methods are essentially agnostic to the signal type, as long as the RD measurements are available.
Specifically, assume a large aperture array of distributed mono microphones with potentially different gains, as opposed to distributed (compact) microphone arrays. The array geometry is assumed known in advance, and the microphones are already synchronized/syntonized. We further assume that all captured audio streams are readily available (i.e. centralized processing architecture). Lastly, we assume the presence of a direct path (line-of-sight) and the overdetermined setting, i.e. the number of speech sources S is smaller than the number of available microphones in the distributed array M.
This scenario imposes several techical constraints:
1. The large aperture size implies significant spatial aliasing, which, along with the relatively small number of microphones, seriously degrades performance of beamforming-based techniques, at least in the narrowband setting [1] . The approaches based on distributed beamforming, e.g. [2, 3] , could still be appealing if they operate in the wideband regime: unfortunatelly, the literature on beamforming by distributed mono microphones is scarce.
2. The absence of compact arrays prevents the traditional Direction-of-Arrival (DOA) estimation.
No knowledge of the sources' ignition times prohibits the TOF estimation.
Due to these constraints, the scope of the review is limited to the family of multilateration methods [4] based on the TDOA estimation. Fortunately, it has been shown [5] that the Time-of-Flight (TOF) and TDOA features perform similarly in terms of localization accuracy. Of particular interest is speaker localization within reverberant (indoor) and/or noisy environments. However, the TDOA estimation in these conditions be a challenging problem in its own right (especially in the multisource setting), and is out of the scope of this document -the interested reader may consult appropriate references, e.g. [6, 7] .
Distances between microphones are considered to be of the same order as the distances between microphones and source(s), hence we are in the near-field setting. The general formulation of the time-domain signal y m (t), recorded at the m th microphone is given by the convolutional sum:
where a (m) s (t, :) is the time-variant Room Impulse Response (RIR) filter, relating the m th microphone position r m with the s th source position r s , x s (t) is the signal corresponding to the s th source, and n m (t) is the additive noise of the considered microphone. In (1), the microphone gains are absorbed by RIRs. In practice, various simplifications are commonly used insted of the general expression (1) . Commonly, a free-field, time-invariant approximation is adopted -in the single source case, it is given as follows [8] :
where the offset τ
m denotes the TOF value, which is proportional to the source-microphone distance.
The TDOA, corresponding to the difference in propagation delay between the microphones m and m ′ , with respect to the source s, is defined as τ
m . Naturally, the TDOA measurements could be corrupted by various types of noise, which negatively affects the perofrmance of localization algorithms. Another cause of TDOA localization errors is the inexact knowledge of microphone positions. As shown in [9] , the Cramér-Rao lower bound (CRB) [10] of the source location estimate increases rather quickly with the increase in the microphone position "noise" (fortunately, somewhat less fast in the near field, than in the far field setting). Finally, the localization accuracy also depends on the array geometry [11] , which is assumed arbitrary in our case.
In homogeneous propagation media, the TDOA values τ 
where D (s) m denotes the distance between the source s and the microphone m. Thus, the observed RDs also suffer from measurement errors, usually modeled as an additive noise. Note that the observation model (3) defines the two-sheet hyperboloid with respect to r s , with foci in r m and r m ′ [12, 13] .
Given the observations {d In the multisource setting, multiple sets of RDs are assumed available, and the localization of each source is to be done independently of the rest. Such measurements could be obtained by multisource TDOA estimation algorithms, e.g. [14] .
Thus, without loss of generality, we will only discuss the single-source setting (s = 1). In the noiseless case, the number of linearly independent RD observations is equal to M − 1, but considering the full set of observations (of size M(M−1)/2) may be useful for alleviating the harmful effects of measurement noise [15, 16] . Usually, the first microphone is chosen to be a reference point: e.g. r 1 = 0, where 0 is the null vector. By denoting r := r s , from (3) we have
In the following sections, we discuss different types of source location estimators and methods to calculate them.
MAXIMUM LIKELIHOOD ESTIMATION
Since the observations (4) are non-linear, a statistically efficient estimate (i.e. the one that attains CRB) may not be available. The common approach is to seek the maximum likelihood (ML) estimator instead.
Letr andd 1,m ′ (r) denote the estimated source position, and the corresponding RD, respectively:
Under the hypothesis that the observation noise is Gaussian, the ML estimator is given as the minimizer of the negative log-likelihood [17, 18] 
, and Σ is the covariance matrix of the measurement noise.
Note, however that the Gaussian noise assumption for the RD measurements may not hold. For instance, the digital quantization effects can induce RD errors on the order of 2 cm [19] . Moreover, the ML estimators are proven to attain the CRB in the asymptotic regime, while the number of microphones (i.e. the number of RDs) is often small. Therefore, non-statistical estimators, such as least squares, are often used in practice instead. Anyhow, in this section we discuss two families of methods proposed for the TDOA maximum likelihood estimation: the ones that aim at solving the non-convex problem (5) directly 1 , and the ones based on convex relaxations.
Direct methods
The problem (5) is difficult to solve directly, due to nonlinear dependence of the RDs {d 1,m ′ (r)} on the position variabler.
Early approaches, based on iterative schemes, such as linearized gradient descent and LevenbergâȂŞMarquardt algorithm [20, 21] , suffer from sensitivity to initialisation, increased computational complexity and ill-conditioning (though the latter could be improved using regularization techniques [22] ). The method proposed in [23] exploits correlation among noises within different TDOA measurements, and defines a constrained ML cost function tackled by a Newton-like algorithm. According to simulation results, it is more robust to adverse localization geometries [24, 11] than [20] , or the least squares methods [25, 16, 26, 27] . Another advantage of this method is the straightforward way to provide the initial estimate (however, as usual, global convergence cannot be guaranteed).
In the pioneering article [17] , the authors proposed a closed-form, two-stage approach, that approximates the solution of (5) . Firstly, the (weighted) unconstrained least-squares solution (to be explained in the next section) is computed, which is then improved by exploiting the relation between the estimates of the position vector and its magnitude. The minimal number of microphones, due to the unconstrained LS estimation is 5 in three dimensions. It has been shown [17] that the method attains the CRB at high to moderate Signal-to-Noise-Ratios (SNRs). Unfortunatelly, it suffers from a nonlinear "threshold effect" -its performance quickly detereorates at low SNRs. Instead, an approximate, but more stable version of this ML method has been proposed in [28] . In addition, the estimator [17] comes with a large bias [22] , which cannot be reduced by increasing the amount of measurements. This bias has been theoretically evaluated and reduced in [29] .
The method proposed in [30] uses Monte Carlo importance sampling techniques [10] to approximate the solution of the problem (5) . As an initial point, it uses the estimate computed by a convex relaxation method. According to simulation experiments, its localization performance is on pair with the convex method [31] , but the computational complexity is much lower.
A very recent article [32] proposes the linearization approach that casts the original into an eigenvalue problem, which can be solved optimally in closed form. Additionally, the authors propose an Iterative Reweighted Least Squares scheme that approximates the ML estimate for different noise distributions.
Convex relaxations
Another important line of work are the methods based on convex relaxations of ML estimation problems. In other words, the original problem is approximated by a convex one [33] , which is usually far easier to solve. Two families of approaches dominate this field: methods based on semidefinite programming (SDP), and the ones relaxing the original task into a second-order cone optimization problem (SOCP). In the former, the non-convex quadratic problem (5) is first lifted such that the non-convexity appears as a rank 1 constraint, which is then substituted by a positive semidefinite one [34] . Lifting is a problem reformulation by variable substitution G = gg T , where g is the original optimization variable (the term lifting is used to emphasize that the problem is now defined in a high-dimensional space). On the other hand, solving the SDP optimization problems can be computationally expensive, and the SOCP framework has been proposed as a compromise between the approximation quality and computational complexity (cf. [35] for technical details).
One of the first convex relaxation approaches for the TDOA localization is [36] , based on SDP. The algorithm requires the knowledge of the microphone closest to the source, in order to ensure that all RDs (with that microphone as a reference) are positive. The article [31] discusses three convex relaxation methods. The first one, based on SOCP relaxation is computationally efficient, but restricts the solution to the convex hull [37, 33] of microphone positions. The other two SDP-based remove this restriction, but are somewhat more computationally demanding. In addition, one of these is the robust version -it minimizes the worst-case error due to imprecise microphone locations. The latter requires tuning of several hyperparameters, among which is the variance of the microphone positioning error. All three versions are based on the white Gaussian noise model for the TDOA measurements, however, whithening could be applied in order to support the correlated noise case. However, the SDP solutions are not the final output of the algorithms, but are used to initialize nonlinear iterative scheme, such as [20] .
Interestingly, a recent article [38] has shown that the ideas of the direct approach [17] and the constrained least-squares approach 2.1 could be mixed together. Moreover, the cost function can be casted to a convex problem, for which an interiorpoint method has been proposed. However, in practice, it is a compound algorithm which iteratively solves a sequence of convex problems in order to re-calculate a weighting matrix dependant on the estimated source position. The accuracy depends on the number of iterations, which, in turn, increases computational complexity. As for [17] , it requires 5 microphones for the 3D localization.
LEAST-SQUARES ESTIMATION
Largely due to computational convenience, the least-squares (LS) estimation is often a preferred parameter estimation approach. It is noteworthy that all LS approaches optimize a somewhat "artificial" estimation objective, which can induce large errors in very low SNR conditions, when the measurement noise is not white, and/or for some adverse array geometries [23, 39, 29] .
Three types of cost functions are discussed: hyperbolic, spherical and conic LS.
Hyperbolic LS
The goal is to minimize the sum of squared distances ǫ h between the true and estimated RDs: (6) which is analogous to the ML estimation problem (5) for Σ = I, with I being the identity matrix. Thus, in the case of white Gaussian noise, the hyperbolic LS solution coincides with the ML solution. Otherwise, solving (6) comes down to finding the pointr whose distance to all hyperboloids d 1,m ′ , defined in (4), is minimal.
However, the hyperbolic LS problem is also non-convex, and its global solution cannot be guaranteed. Instead, local minimizers are found by iterative procedures, such as (nonlinear) gradient descent or particle filtering [40, 8] . Obviously, the quality of the output result of such algorithms depends on their initial estimates, the choice of which is usually not mathematical, but rather application-based.
Spherical LS
By squaring the idealised RD measurement expression (4), followed by some simple algebraic manipulations, we have
The interest of this operation is in decoupling of the position vector and its magnitude, which are to be replaced by their estimatesr andD := r , respectively. The goal now becomes driving the sum of left hand sides (for all microphones) to zero:
which leads to the following (compactly written) constrained optimization problem [41] :
, andĉ (1) denotes the first entry of the column vectorĉ.
In the literature, the problem above is tackled as:
Unconstrained LS : by ignoring the constraints relating the position estimater and its magnitudeD, the problem (7) admits a closed-form solutionĉ
As pointed in [42, 43] , several well-known estimation algorithms [25, 26, 27] actually yield the unconstrained LS estimate. The minimum of M = 5 microphones (i.e. four RD measurements), in three dimensions, are required in order for Φ T Φ −1 to be an invertible matrix.
Constrained LS : While the unconstrained LS is simple and computationally efficient, its estimate is known to have a large variance compared to the CRB [43] , hence the interest for solving the constrained problem. Unfortunatelly, (8) is non-convex due to quadratic constraints. To directly incorporate the constraint(s), a Lagrangianbased iterative method has been proposed in [18] , albeit without any performance guarantees.
Later, in their seminal paper [41] , Beck and Stoica provided a closed-form global solution of the problem, and demonstrated that it gives orders of magnitude more accurate solution (at an increased computational cost) than the unconstrained LS estimator. Moreover, the results in [30] indicate that it is generally more accurate than the two-stage ML solution [17] .
Conic LS
In [16] , Schmidt has shown that (in two dimensions) the RDs of three known microphones define the major axis of a general conic 2 , on which the corresponding microphones lie. In addition, the source is positioned on its focus. In three dimensions, this axis becomes a plane containing the source. The fourth (non-coplanar) microphone is needed to infer the source position r, by calculating the intersection coordinates of three such planes 3 . Thus, the method attains the theoretical minimum for the required number of microphones for TDOA localization.
To illustrate the approach, let one such triplet of microphones be described by (r 1 , r 2 , r 3 ), and (D 1 , D 2 , D 3 ) -their position vectors, and the distances to the source, respectively. For each pair (i, j) of these microphones, we have the following expression for the product of the range sum Σ i,j and the RD d i,j :
By rearranging the terms in (9) , and having d k,i = Σ i,j − Σ j,k , the range sums can be eliminated. Eventually, this gives the aforementioned plane equation
This is a linear equation of three unknowns, thus the exact solution is obtained when three triplets (i.e. four non-coplanar microphones) are available. Browsing the literature, we found that exactly the same closed-form approach has been recently reinvented in the highly cited article [44] , some 30 years after Schmidt's original paper.
For M microphones, one ends up with M 3 such equations (in 3D) -the classical LS solution is to stack them into a matrix form, and calculate the position r by applying the Moore-Penrose pseudoinverse. Let A pqr , B pqr , C pqr and F pqr denote the coefficients and the right hand side of the expression (10), for the microphone triplet m ∈ {p, q, r}, respectively. For all such triplets, we have
where A pqr = d q,r r p(1) + d r,p r q(1) + d p,q r r(1) , B pqr = d q,r r p(2) + d r,p r q(2) + d p,q r r(2) , C pqr = d q,r r p(3) + d r,p r q(3) + d p,q r r(3) and
as in (10) . However, such LS solution is strongly influenced by the triplets having large A · , B · , C · or F · values. Instead, as proposed in [16] , the matrix Ψ needs to be preprocessed prior to computing the pseudoinverse -its rows should be scaled by 1/ A 2 · + B 2 · + C 2 · , as well as the corresponding entry of the vector ψ.
Likewise, the presence of noise in the TDOA measurements d i,j could seriously degrade the localization accuracy. In that case, the observation model (3) contains an additive noise term, which varies accross different measurements, rendering them inconsistent. This means that the intrinsic redundancy within TDOAs does not hold, e.g d i,k = d i,j + d j,k . In the noiseless case, the vector d of concatenated TDOA measurements, lies in the range space of a simple first-order difference matrix [45] , specified by (3) and the ordering of distances D m . Thus, the measurements could be preconditioned, by replacing them with the closest feasible TDOAs, in the LS sense. This is done by projecting the measured d onto the range space of the finite difference matrix, or, equivalently by the technique called "TDOA averaging" [45] .
CONCLUSION
The RD-based localisation has a long history, and the methods exploiting these are, in general, theoretically well-founded. However, as there is no (to the best knowledge of the author) comprehensive benchmark of the most performant algorithms of each class (ML, hyperbolic/spherical/conic LS), there is neither a clear winner. While the ML methods are closed to optimal in theory, they resort to various approximations in order to combat the intrinsic hardness of the localization problem. The LS approaches instead solve easier, but artificial optimization problems. On the other hand, some of them are computationally very efficient, and seemingly also very performant in practice. Hence, the choice of the method depends on the given use case -what is the type and the level of measurement noise, how important is the computational complexity, and finally, whether the empirical results are at hand.
