Abstract. We show that the sets of Fréchet subdifferentiability of Lipschitz functions on a Banach space X are Borel if and only if X is reflexive. This answers a question of L. Zajíček.
Introduction and main result
Let X be a real normed linear space and f be a real function on X. Let x ∈ X. We say that u ∈ X * is a Fréchet subgradient of f at x if
The set of all Fréchet subgradients of f at x is called the Fréchet subdifferential of f at x and denoted by ∂f (x). The set of all points x ∈ X at which ∂f (x) = ∅ is called the set of Fréchet subdifferentiability and denoted by S(f ). Further on, we omit "Fréchet" in the above notions and we suppose that all normed linear spaces are real.
At first, we recall some known results about the sets of subdifferentiability.
Theorem 1.1 ([6, Section 4]). Let f be a lower semicontinuous function on a normed linear space X. Then S(f ) is a Suslin set.
We recall the definition of a Suslin set in Section 2. L. Zajíček posed in [6, Section 4 ] the question of whether S(f ) must be Borel for every lower semicontinuous function. We show in Theorem 1.3 below that the answer to Zajíček's question is negative in non-reflexive spaces. The situation in the reflexive case was clarified by an unpublished remark of P. Holický and M. Laczkovich. A proof of their result will be given at the end of this section.
Theorem 1.2 (Holický, Laczkovich). Let f be a lower semicontinuous function on a normed linear space X with a reflexive completion. Then S(f ) is an F σδσ set.
We note that there is a continuous function f on R 3 such that S(f ) is not G δσδ (see [3] ). We now formulate the main result. Its proof will be given in Section 2. [5] ). It follows from his method and Theorem 1.2 that S(f ) is Borel if f is a Borel function on a space with a reflexive completion.
Proof of Theorem 1.2. By [6, Lemma 4] , the set
It is enough to verify that
By the definition of the subgradient, for every i ∈ N, there exists n i ∈ N such that y−x <
for every k ∈ N, which gives the inclusion "⊂". To prove the other inclusion, suppose that
is non-empty. One can easily check that these sets are closed and convex, so they are w-closed, too. They are bounded at the same time. Since X * is reflexive, {C k } k∈N is a decreasing system of non-empty w * -compact sets. Therefore, its intersection is non-empty. The easy observation that ∞ k=1 C k ⊂ ∂f (x) completes the proof.
Functions with non-Borel sets of subdifferentiability
Let us recall some definitions and notation. By N <ω we will denote the set of all finite sequences of natural numbers, i.e.,
The closed unit ball of a Banach space X will be denoted by B X . We use "co" for the convex hull, "co" for its closure and "sp" for the closed linear span. Given normed linear spaces X, Y , we define X ⊕ ∞ Y as the sum of X and Y with the norm (x, y) = max{ x , y }, x ∈ X, y ∈ Y . By c-Lipschitz we mean Lipschitz with a constant c.
Let X be a metric space. We say that M ⊂ X is Suslin if
..,n i ) < 1/k}). Let P be a countably infinite set. We note that {0, 1} P can be identified with the set of subsets of P by ν ∈ {0, 1} P → {p ∈ P : ν(p) = 1}. We consider the subspace Tr of {0, 1} N <ω consisting of the trees, i.e., such subsets of N <ω which contain ∅, (n 1 ), (n 1 , n 2 ), . . . , (n 1 , . . . , n k ) with every element (n 1 , . . . , n k ). We say that T ∈ Tr is ill-founded (T ∈ IF) if there exists an infinite sequence of natural numbers n 1 , n 2 , . . . such that (n 1 , . . . , n k ) ∈ T for every k ∈ N. In the opposite case, we say that T is well-founded (T ∈ WF).
The following lemma is an easy consequence of [1, Theorem 1]. 
Proposition 2.2. Let X be a non-reflexive Banach space. Then there is a mapping
. . be as in Lemma 2.1. We define
. . is bounded, so it is easy to check that the set {x ∈ X : lim k→∞ u k (x) = 0} is closed. We have
and so lim k→∞ u k (a) = 0. We can choose natural numbers
(where k denotes the length of (n 1 , . . . , n k )) is finite by König's lemma (cf., [2, Exercise 4.12]). Thus there exists l ∈ N such that l is greater than the length of any element of R. We are going to prove the following implication:
Let us realize that n j > N j for some j ≤ min{k, l}. It is clear in the case that k ≤ l. If k > l and n j ≤ N j for every j ≤ l, then the sequence (n 1 , . . . , n l ) of the first l members of (n 1 , . . . , n k ) would be an element of R, but its length would be l at the same time, which is impossible. We have
and the implication holds. Now, as R is finite,
which is a contradiction with the choice of N 1 , N 
In fact, if {γ ∈ Γ : ε γ > ε}, ε > 0, are also finite, then the equality holds. We do not use the inclusion "⊃", but we prove an analogy of it elsewhere.
Proof. Suppose that
Since Y is infinite-dimensional, there exists z ∈ Y, z = 0, such that δ < δ γ implies that (u γ − u)(z) = 0. For an appropriate λ ∈ R, we have y = δ, where y = δy 0 + λz. Let γ ∈ Γ be such that y < δ γ . It means that δ < δ γ . We have Proof. Let A n 1 ,...,n k , (n 1 , . . . , n k ) ∈ N <ω , be a system of open subsets of X satisfying (1). We may suppose that, for every (n 1 , . . . , n k ) ∈ N <ω and n k+1 ∈ N, A n 1 ,...,n k ,n k+1 ⊂ A n 1 ,...,n k , i.e., that
is a tree for every a ∈ X (we can take 
for every a ∈ X. We choose two systems (δ η ) η∈N <ω and (ε η ) η∈N <ω of elements of (0, 1) such that {η ∈ N <ω : δ η > c}, {η ∈ N <ω : ε η > c} are finite for every c > 0. For every η ∈ N <ω , we define
We are going to prove that f η is 6-Lipschitz on
and thus 2 y 1 + 2 y 2 ≤ −6
We recall that the supremum of a non-empty system of c-Lipschitz functions is a c-Lipschitz function unless it is identically equal to +∞. Now, f η can be extended from D η ∪ E η to X × Y to be 6-Lipschitz and to satisfy
(a 6-Lipschitz extension of f η exists by the McShane-Whitney extension theorem ( [4] ); then we can take the minimum of this extension and the function (x, y) → θ(η)(y) − ε η y ). We put
Obviously, f is 6-Lipschitz. It remains to prove that, for every a ∈ X,
Let us prove the implication "⇐". Let a ∈ X and U⊂T a ,|U|<∞ co(θ(T a \U )) = ∅. We consider the function g on Y defined by
Hence, ∂f (a, 0) = ∅, which proves the implication.
Let us prove the other implication. Let a ∈ X and u∈ U⊂T a ,|U|<∞ co(θ(T a \U )). 
A by-product
As a consequence of Proposition 2.2, the non-Borelness of some natural sets of sequences in a non-reflexive space can be shown.
Lemma 3.1. Let X be a non-reflexive Banach space. Then there is a continuous mapping
Proof. First, let T be a fixed infinite well-founded tree. The mapping T → T ∪ T is continuous, and the image of each ill-founded (well-founded) tree is an infinite ill-founded (well-founded) tree. Second, let N <ω be ordered to a sequence. The mapping f : {T ∈ Tr : |T | = ∞} → (N <ω ) N induced by the restriction of this ordering to each infinite tree is continuous, and the image of an infinite tree is a sequence of its elements. Let θ be as in Proposition 2.2. We define Θ(T ) = θ f (T ∪ T )(n) n∈N , T ∈ Tr. Now, Θ is continuous, and the conditions (i*), (ii*) follow from (i), (ii). , and the well-known fact that IF is not Borel in Tr (see, e.g., [2] ) completes the proof.
