We introduce the method of proving complexity dichotomy theorems by holographic reductions. Combined with interpolation, we present a unified strategy to prove #P-hardness. Specifically, we prove a complexity dichotomy theorem for a class of counting problems on 2-3 regular graphs expressible by Boolean signatures. For these problems, whenever a holographic reduction followed by interpolation fails to prove #P-hardness, we can show that the problem is solvable in polynomial time.
Introduction
The study of counting problems and their classifications are a major theme in computational complexity theory. Some counting problems are computable in P, while others appear hard. Valiant (1979a) introduced the class #P to capture most of these counting problems. Some well-known examples of this class of problems are counting perfect matchings, or counting vertex covers. A uniform framework to address a large class of counting problems is called H-coloring (Bulatov & Grohe 2005; Dyer & Greenhill 2000) .
Consider the problem of counting all vertex covers on a graph G = (V, E). One way to express this problem is as follows: We will consider all 0-1 assignments σ of the vertex set V , and for 574 Cai, Lu & Xia cc 21 (2012) every edge (x, y) ∈ E, we assign an Or function on two bits. We will also call such a function F a "signature." Then, σ −1 (1) is a vertex cover iff (x,y)∈E F (σ(x), σ(y)) = 1, and the total number of vertex covers is σ (x,y)∈E F (σ(x), σ(y)).
More generally, in H-colorings or H-homomorphisms, H is a fixed directed or undirected graph (with possible self-loops) given by a Boolean adjacency matrix. A mapping σ : V (G) → V (H) is a homomorphism iff for every edge (x, y) ∈ E(G), H(σ(x) , σ(y)) = 1. Then, the quantity σ (x,y)∈E(G) H(σ(x) , σ(y)) counts the number of H-homomorphisms. Vertex cover is the special case where the two-vertex graph H has the adjacency matrix . Dichotomy theorems for H-coloring problems with undirected graphs H and directed acyclic graphs H are given by Dyer & Greenhill (2000) and Dyer et al. (2007) , respectively.
When it comes to matchings or perfect matchings, the more natural framework will be to consider assignments to the edge set of G instead of the vertex set, and the "evaluation" F happens at each vertex, which is either a Boolean At-Most-One function (for matchings) or the Exact-One function (for perfect matchings). Thus, a Boolean assignment σ of E is a matching (respectively a perfect matching) iff at every vertex v the assignment σ on incident edges E(v) evaluates to 1 according to F , and the sum σ: E→{0,1} v∈V F (σ | E(v) ) is the total number of matchings or perfect matchings, respectively.
We remark that assigning values on edges can be viewed as a generalization of assigning values on vertices. To see this, let's temporarily consider the following further generalization where we assign a value at each end of an edge e = (x, y), that is, we assign a value σ(e, x) and σ (e, y) . Then, we may attach a function F at each edge as well as at each vertex. An edge function F at e takes inputs σ(e, x) and σ (e, y) . The overall evaluation is done for all v ∈ V and all e ∈ E. The counting problem is to evaluate σ v,e F , the sum over all σ, of products over all v and e. In this setup, evaluating over vertex assignments is the special case where F at each vertex is the Equality function, and evaluating over edge assignments is the special case where F at each edge is the Equality function of arity two. However, we claim that this further generalization can be easily simulated within the framework of edge assignments, by the following construction: Replace each edge by a path of length two and introduce a new vertex of degree two in the middle. This substitution makes G a bipartite graph (formally its incidence graph), where every vertex on one side (the new vertices) has degree 2.
In this study, we will study our counting problems in the framework of edge assignments. It turns out that this framework has a close connection with holographic algorithms and reductions. Holographic algorithms have been introduced by Valiant (2008) . There are two main ingredients in Valiant's beautiful theory. The first is the use of matchgates to encode computations, which allows a P-time computation over planar graphs using the FKT algorithm (Kasteleyn 1961; Temperley & Fisher 1961) in terms of Pfaffians. The second ingredient is to use linear algebra to transform one problem to another one representable by matchgates. The transformation creates exponential sums of perfect matchings in a "holographic mix" and achieves exponential cancellations in the process. Cai et al. (2011d) have introduced another family of holographic algorithms. These are based on Fibonacci gates, a counter part to matchgates; they are also P-time computable primitives and can be used over non-planar graphs as well. Holographic transformations with Fibonacci gates also create exponential cancellations to yield P-time algorithms.
We initiate, in this study, the use of holographic algorithms and reductions as a method to prove complexity dichotomy theorems. We investigate a class of counting problems and classify each problem to be either in P or #P-complete. In order to obtain clearly stated results, we restrict our attention to the class of 2-3 regular graphs. A 2-3 regular graph is a bipartite graph G = (U, V, E), where deg(u) = 2 and deg(v) = 3 for all u ∈ U and v ∈ V . As indicated above, evaluating over edge assignments for this class of graphs can simulate vertex assignments over 3-regular graphs. The reason for this restriction is that (a) in this simplest case we can already show #P-completeness, and (b) we can prove a dichotomy theorem, to demonstrate the power of this new technique as a uniform methodology.
576 Cai, Lu & Xia cc 21 (2012) Our main technical contributions are as follows: Over the class of 2-3 regular graphs we will consider each vertex u ∈ U (resp. v ∈ V ) is given a Boolean signature, [x 0 , x 1 , x 2 ] (resp. [y 0 , y 1 , y 2 , y 3 ]). This notation (see Valiant 2008 ) means that at u ∈ U of degree 2, a Boolean function F takes the value x 0 , x 1 and x 2 , respectively, when the Hamming weight of the Boolean input at its two incident edges are 0, 1, and 2, respectively. The meaning of the signature [y 0 , y 1 , y 2 , y 3 ] at v ∈ V is similar, namely it takes the value y 0 , y 1 , y 2 and y 3 , respectively, when the Hamming weight of the 3 input bits are 0, 1, 2, and 3, respectively. We denote by #[x 0 , x 1 , x 2 ]|[y 0 , y 1 , y 2 , y 3 ] the counting problem over all 2-3 regular graphs using these signatures. Our starting point is the observation that both # . The feasibility of these holographic reductions is informed by the ideas from Cai & Lu (2010 , 2011 ; but it can be understood and verified directly, independent of Cai & Lu (2010 , 2011 (Valiant 1979a) . The lemma gives a sufficient condition for this interpolation to succeed. The proof of this lemma uses some basic Galois theory. The actual interpolation is accomplished by a couple of combinatorial gadgets. (But the theory is strong enough that the particular gadgets are almost generic without cleverness; see more discussions in Section 8.) When this interpolation succeeds, we will have proved that the counting problem #[x 0 , x 1 , x 2 ] | [y 0 , y 1 , y 2 , y 3 ] is #P-complete. All our hardness results are proved by this single universal strategy.
Along the way we will discover that for some signature pairs [x 0 , x 1 , x 2 ] and [y 0 , y 1 , y 2 , y 3 ] this hardness proof via interpolation does not work. Then, we will show that these cases are in fact computable in polynomial time. They come in three categories: (1) They can be solved by Fibonacci gates over general graphs; (2) They can be solved by matchgates over planar graphs; and (3) Some special cases are solvable in P for obvious reasons. This gives us a dichotomy theorem.
Definitions and background
A signature grid Ω = (G, F) is a tuple, where G = (V, E) is a graph, F is a set of functions F : {0, 1} k → F for some k depending on F , F is a field, and each v ∈ V (G) is assigned a function F v ∈ F. A Boolean assignment σ for every e ∈ E gives an evaluation v∈V F v (σ | E(v) ), where E(v) denotes the incident edges of v. The counting problem on the instance Ω is to compute
We can view each function F v as a truth table, and then, we can represent it by a vector in
. This is called a signature.
As discussed in Section 1, many important counting problems can be viewed as computing Holant Ω using appropriate signatures, such as counting (perfect) matchings and counting vertex covers. Many counting problems not directly defined in terms of graphs can also be formulated as Holant problems, for example, the #SAT problem.
In this study, we will mainly consider symmetric signatures Figure 2 .1.) Other than these dangling edges, an F-gate is the same as a signature grid. In H = (V, E, D), each node is assigned a function in F (we do not consider "dangling" leaf nodes at the end of a dangling edge among these), E are the regular edges, denoted as 1, 2, . . . , m, and D are the dangling edges, denoted as m + 1, m + 2, . . . , m + n. Then, we can define a function for this F-gate Γ = (H, F),
n denotes an assignment on the dangling edges and H(x 1 , x 2 , . . . , x m , y 1 , y 2 , . . . , y n ) denotes the value of the signature grid on an assignment of all edges. We will also call this function the signature of the F-gate Γ. An F-gate can be used in a signature grid as if it is just a single node with the particular signature. We note that even for a very simple signature set F, the signatures for all F-gates can be quite complicated and expressive. Matchgate signatures are an example. This corresponds to the case where F consists of precisely the Exact-One functions of all arities. g . Note, however, the entries in this truth table are the function values of the signature, which can be from a field F. In this study, the default field is the complex numbers C (strictly speaking the algebraic numbers).
One can perform (contravariant and covariant) tensor transformations on the signatures. We will define a simple version of holographic reductions, which are invertible. Let GL 2 (C) be the set of invertible 2 by 2 matrices over C. Suppose #R|G and #R |G are two Holant problems defined for the same family of graphs, and T ∈ GL 2 (C). We say that there is a holographic reduction from #R|G to #R |G , if the contravariant transformation G = T ⊗g G and the covariant transformation R = R T ⊗r map G ∈ G to G ∈ G and R ∈ R to R ∈ R , where G and R have arity g and r, respectively. (Notice the reversal of directions when the transformation T ⊗n is applied. This is the meaning of contravariance and covariance.) As an example, consider the signatures G = [1, 0, 0, 1] and G = [1, 0, 1, 1]. Let T be the matrix
φ is the golden ratio
and φ is its conjugate
. Then in 580 Cai, Lu & Xia cc 21 (2012) column vector form G = 1 0
, and noting that (AB) ⊗n = A ⊗n B ⊗n and φφ = −1, we get Cai & Choudhary 2007.) In particular, for invertible holographic reductions from #G|R to #G |R , one problem is in P iff the other one is, and similarly one problem is #P-complete iff the other one is also.
Fibonacci gates.
For the tractability part of our classification theorem, we will use a newly developed tool of holographic algorithms based on Fibonacci gates (Cai et al. 2008 (Cai et al. , 2011d .
A basic Fibonacci gate is any signature of the form
Fibonacci gates are very useful, since the Holant of any signature grid where every vertex is given a Fibonacci gate is computable in polynomial time. This is also true for the following generalized Fibonacci gates:
The following theorems are proved in Cai et al. (2011d) 
. , R t are simultaneously realizable as Fibonacci gates on some basis transformation from GL 2 (C) iff there exist three constants a, b, and c, such that b
2 − 4ac = 0 and the following two conditions are satisfied:
For any recognizer
R i = [x (i) 1 , x (i) 2 , . . . , x (i) n i ] and any k = 0, 1, . . . , n i − 2, ax (i) k + bx (i) k+1 + cx (i) k+2 = 0.
For any generator
Note that by taking a = −c = 0, both the generator side and the recognizer side take the same form: for some λ, f k+2 = λf k+1 + f k , and we recover the (generalized) Fibonacci gates without basis transformation.
Interpolation method
Polynomial interpolation is a powerful tool in the study of counting problems (Dyer & Greenhill 2000; Vadhan 2001; Valiant 1979b) . We discuss the interpolation method we will use in this study.
Let Ω = (G, F) be a signature grid. Suppose g ∈ F is a symmetric signature of arity 2, and we denote it as [x, y, z] . Thus g(00) = x, g(01) = g(10) = y and g(11) = z. Let V g be the subset 582 Cai, Lu & Xia cc 21 (2012) of vertices assigned g in Ω. Suppose |V g | = n. Then the Holant value Holant Ω can be expressed as
where c i,j,k is the sum over all edge assignments σ, of products of evaluations at all v ∈ V (G) − V g , where σ satisfies the property that the number of vertices in V g having exactly 0 or 1 or 2 incident edges assigned 1 is i or j or k, respectively. 
Note that the same set of values c i,j,k occur. We assume the values x s , y s and z s are known. If the values of Holant Ωs are known or can be obtained via oracle access, we can treat c i,j,k in (3.2) as a set of unknowns in a linear system. The idea of interpolation is to find a suitable sequence {f s } such that we can evaluate Holant Ωs , and then to find all c i,j,k by solving a linear system (3.2).
In this study, the sequence {f s } will be constructed recursively using a suitable gadget. Let F = F − {g}. A sequence of F -gates N s will be constructed, such that its signature is f s . Recursively from the construction, f s will be symmetric. Let 
Let A denote the 3 × 3 matrix in (3.3). This A is defined by the iterative step of the recursive construction and will be independent of s. Suppose A has distinct eigenvalues α, β and γ, and v, w) . B is non-singular iff uvw = 0, which we will assume in the following. It follows from the distributive property of tensor product that ⎡
The rows and columns of B ⊗n are indexed by
n equalities in (3.4). Define an equivalence relation on the indices: t 1 t 2 · · · t n ∼ t 1 t 2 · · · t n if they have the same numbers of 1's and 2's and 3's. Then the equivalence classes can be identified with κ = {1 i 2 j 3 k | i + j + k = n}, the set of "types" for all t 1 t 2 · · · t n . We have |κ| = matrix B ⊗n , it is of full rank. We only need to prove that if t 1 t 2 · · · t n ∼ t 1 t 2 · · · t n then the two rows of B ⊗n indexed by t 1 t 2 · · · t n and t 1 t 2 · · · t n are the same. Suppose 
That is, a simultaneous permutation of rows and columns of B ⊗n by σ leaves it invariant. But the permutation of the columns by σ certainly induces a permutation within each equivalence class of κ and thus keeps its sum invariant. It follows that the two rows of B ⊗n indexed by t 1 t 2 · · · t n and t 1 t 2 · · · t n are the same. Since B ⊗n has full column rank . The entry of
s . This Vandermonde matrix will be of full rank if all entries α i β j γ k are distinct. We summarize this as follows: 
Then all c i,j,k in (3.1) can be computed from Holant Ωs in (3.2), for
, in polynomial time.
Note that condition (3 ) implies that α, β and γ are distinct. (2000) proved that it is #P-complete, and Xia et al. (2007) proved that it remains #P-complete for planar graphs. The second problem is to count the number of (not necessarily perfect) matchings for 3-regular graphs. Valiant (1979b) proved that counting matchings is #P-complete. Jerrum (1987) proved that it remains #P-complete for planar graphs. Xia et al. (2007) proved that it is #P-complete for 3-regular planar graphs. We mention that Dagum & Luby (1992) For the first case, we can write it more conveniently in terms of tensor product notation (y 0 , y 1 , y 1 , y 2 , y 1 , y 2 , y 2 , y 3 
Interpolatability implies hardness
Note that ] to be #P-hard. In the next section, we will prove an algebraic lemma that guarantees this interpolatability, and then in Section 6 we use this theorem to prove all the hardness results for Boolean symmetric signatures.
An algebraic lemma
Fix a signature set F. Our general recursive construction of a series of gadgets is depicted in Figure 5 .1. Every gadget N s will have arity 2. The initial gadget N 0 is just a vertex with some signature in F. The key of this construction is the F-gate A in Figure 5 .1 with arity 4. The specific A's we will use are depicted in Figure 5 .2 and Figure 5 .3.
In each step, we will connect a copy of A to make a new gadget. In order to make use of Theorem 3.5, we choose our F-gate A such that all the signatures are symmetric. We denote T for some matrix A as in (3.3). We can use the same A because the matrix is completely determined by the F-gate A.
According to Theorem 3.5, the interpolatability requires three conditions, of which the main condition is: For no i, j, k ∈ Z with i + j + k = 0, other than the trivial (0, 0, 0), do we have
where α, β, and γ are eigenvalues of A. This condition ensures that a Vandermonde matrix is non-singular. Let f (x) be the characteristic polynomial of A. The following algebraic lemma gives a sufficient condition that condition (5.1) is satisfied. The proof of this lemma uses some basic Galois theory.
Lemma 5.2. Let f (x) ∈ Q[x] be any irreducible cubic polynomial with roots α, β, and γ. Suppose f (x) is not of the form ax
3 + b for a, b ∈ Q. Then there are no non-trivial solutions to (5.1).
Remark. One can prove that it is decidable in polynomial time for any cubic polynomial f (x) ∈ Q[x] whether any non-trivial solution to (5.1) exists, and if so, find all solutions in terms of a short basis of a lattice. Thus, the criterion in (5.1) is effective. The irreducibility of f also implies condition (1) det(A) = 0 of Theorem 3.5. cc 21 (2012)
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. Then f has no rational root and no repeated roots. Let F = Q(α, β, γ) be the splitting field of f over Q. F is a Galois extension of Q, and the Galois group Γ = Gal(F/Q) is isomorphic to either Z 3 or S 3 . In either case Γ is transitive.
Suppose f has three distinct real roots. In absolute values, they must be distinct. Otherwise, say |α| = |β|. As f (x) is irreducible over a field of characteristic 0, it has no multiple roots. Therefore α = −β. But then the trace α + β + γ = γ is a rational root, contradicting f being irreducible. If (i, j, k) is a non-trivial solution to α i β j γ k = 1, where i + j + k = 0, and suppose one exponent is 0, say i = 0, then k = −j. Being a non-trivial solution, k = 0. This means that β/γ is a root of unity. Being real, the only possibilities are ±1, both contradicting f being irreducible. If no exponent is 0, then we may assume two of them are positive and one is negative, say, α i β j = γ i+j , where i, j > 0. By a permutation from the group Γ on the three roots, which is transitive, we may assume |α| < |γ| and |β| < |γ|. This implies that |α i β j | < |γ i+j |, a contradiction. Thus when f is irreducible and it has three distinct real roots, there are no non-trivial solutions to (5.1). Now suppose f (x) is irreducible, but it has exactly one real root (and two complex conjugate roots). In this case, [F : Q] = 6 and the Galois group Γ ∼ = S 3 . Suppose α i β j γ k = 1, and i + j + k = 0. We may assume at least one pair among the exponents (i, j, k) are not equal, for otherwise i = j = k = 0 is the trivial case. Let's suppose i = j. Since the Galois group in this case is S 3 , we can assume α is real by a permutation, and γ = β. Also by a permutation, we have β i α j γ k = 1. This implies that the ratio β/α is a root of unity. Since f is irreducible, it is not the case that α = ±β. Thus, we have a certain primitive root of unity ξ of order t ≥ 3 in the field F of degree [F : Q] = 6. Note that [Q(ξ) : Q] = φ(t), the Euler totient function. Then φ(t)|6. By the formula of φ, we have the following cases of t ∈ {3, 4, 6, 7, 9, 14, 18}.
Suppose the order of β/α is 4, that is, β/α = ±i, then, the trace α + αi − αi = α would be rational, a contradiction. Suppose the order of β/α is 6, that is, β/α = e ±2πi/6 = 1 2
. Again taking trace, we have a contradiction 2α ∈ Q. If a 7th primitive root 590 Cai, Lu & Xia cc 21 (2012) of unity ξ belongs to F, then there is a subfield Q(ξ) ⊆ F, which is the splitting field of X 7 − 1, and [Q(ξ) : Q] = 6. Then Q(ξ) = F. There is a cyclic element of the Galois group Gal(Q(ξ)/Q) of order 6, acting on the 7th primitive roots of unity by x → x 3 . But clearly the Galois group Gal(F/Q) = S 3 has no such element. The situation of a 14th primitive root of unity reduces to that of a 7th primitive root of unity. Similarly, if there is a 9th primitive root of unity belonging to F, then there is a cyclic element of the Galois group of order 6, acting on the 9th primitive roots of unity by x → x 2 . Again S 3 has no such element. Also the situation of a 18th primitive root of unity reduces to that of a 9th primitive root of unity.
The only case left is that β/α is a primitive root of unity of order 3, that is, β/α = e ±2πi/3 and γ/α = e ∓2πi/3 . In this case, the polynomial f must be x 3 + c for some c = −α 3 ∈ Q.
Boolean symmetric signatures
In this section, we give a dichotomy theorem for all counting problems of the form #[ ], where we let (1) x 0 ≥ x 2 , and (2) if x 0 = x 2 , then y 0 ≥ y 3 , and (3) if x 0 = x 2 and y 0 = y 3 , then y 1 ≥ y 2 . Also when we consider a signature [y 0 , y 1 , y 2 , y 3 ] we also consider its reversal, in particular in terms of expressibility as a 2nd order recurrence relation involving its eigenvalues. We will also implicitly verify the other conditions in Theorem 3.5, and not mention it explicitly, and only focus explicitly on the condition (5.1). [s, t] ⊗n . As such, each vertex v having a degenerate signature in any signature grid Ω can be replaced by deg(v) many vertices each with the signature [s, t] without changing Holant Ω , and the signature grid becomes a disjoint union of connected components of constant size. For the case of 2-3 regular graphs, such a signature grid is either a disjoint union of paths of length 2, or a disjoint union of stars each consisting of 4 vertices and the middle vertex having degree 3. For such a signature grid, it is trivial to compute Holant Ω , which is simply the product over the disjoint components.
The degenerate Proof. We use gadget 2 for a recursive construction. However, all the signatures have the further symmetry that they have the form [a, b, a] . We use [a i , b i , a i ] to denote the signature of the ith gadget. Then we have the following recursive relation: (2001) is not an eigenvector. Hence a i /b i will never repeat, and this implies a full ranked Vandermonde system in interpolation.
By a Lemma of Vadhan
The Problem Perfect Matching (over 3-regular graphs) is known to be #P-complete (Dagum & Luby 1992; Valiant 1979a ).
6.3. #P-hard even for planar graphs. Now we make use of the tools we developed in Section 4 and Section 5 to prove hardness for all the remaining problems.
In this . Over planar graphs (we are assuming planarity in this subsection) this is called #Pl-Rtw-Opp-3CNF-Satisfiability of planar 3CNF formulae where each variable occurs twice and in opposite signs. We note that #Pl-Rtw-Mon-3CNF is #P-complete and ⊕Pl-Rtw-Mon-3CNF is ⊕P-complete, while # 7 Pl-RtwMon-3CNF is P-time computable (Valiant 2006) . Here, we use Theorem 4.3 to prove that #Pl-Rtw-Opp-3CNF is also #P-complete.
We use the gadget in Figure 5 .2 to construct recursively an arity 2 gate N i using the signatures [0, 1, 0]|[0, 1, 1, 1] . This means that in the construction of Figure 5 .2, every node of degree two (resp. three) is assigned a signature [0, 1, 0] (resp. [0, 1, 1, 1] 
The characteristic polynomial is f (x) = x 3 − 184x 2 + 1600x − 512. It is easy to verify that it is irreducible over Q[x]. Then by Lemma 5.2, we know that this family of gadgets can be used for interpolation. Formally, we need to verify all three conditions of Theorem 3.5. The irreducibility of f (x) satisfies conditions (1 ) 594 Cai, Lu & Xia cc 21 (2012) and ( . This is called #Pl-Rtw-Opp-F 0,1,3 -SAT in the notation of Xia et al. (2007) . In Xia et al. (2007) , they proved that #Pl-Rtw-Mon-F 0,1,3 -SAT is P-time computable and if one does not restrict the occurrence of the variables, then #Pl-Rtw-F 0,1,3 -SAT is #P-complete. Here, we improve this result by showing that #Pl-Rtw-Opp-F 0,1,3 -SAT remains #P-complete.
If we use the same gadget as above, we have the following recursive relation:
Unfortunately, this matrix is singular, and therefore, we cannot use this recursive construction to do interpolation. However, we can use another gadget ( Figure 5. 3). Here, again each vertex of degree 2 (resp. 3) shown in Figure 5 .3 is assigned a signature [0, 1, 0] (resp. [1, 1, 0, 1]).
Then we have a recursive relation:
The characteristic polynomial is x 3 −x 2 −4x−4. It is easy to verify that it is irreducible over Q[x], and by Lemma 5.2, we know that this family of gadgets can be used for interpolation. Now, we discuss hardness. All the proofs here will be given by the same proof technique, using the two gadgets in In the following, the reasoning in each case is identical. We will only list the problem, the gadget used, the recursive relation from 
The characteristic polynomial is x 3 − 7x 2 + 5x + 3. 
The characteristic polynomial is x 3 − 14x 2 + 16x − 1. 
The characteristic polynomial is x 3 − 15498x 2 + 419904x − 19683. In all problems listed above, it is easy to verify that the characteristic polynomial is irreducible over Q[x]. Condition (2 ) of Theorem 3.5 is also easy to verify. By Lemma 5.2 and Theorem 3.5, interpolation succeeds, and the problem is #P-complete. We note that both gadgets 1 and 2 are planar. This completes the discussion for the problems of the form #[1, 1, 0]|[y 0 , y 1 , y 2 , y 3 ].
Conclusions
We make some remarks on the proof methodology. As can be seen all the hardness results in this study are proved by a uniform method. The general principle is holographic reductions followed by interpolations. Holographic reductions reveal internal unity among apparently different problems. The success of interpolation depends on an algebraic lemma whose proof uses some basic Galois theory, but the actual interpolation using the lemma is carried out by specific gadgets, case by case.
However, unlike a typical NP-hardness proof, here the gadgets are generic, without any particular built-in design purpose. In a typical NP-hardness proof, we usually design a particular gadget with some definite functionality built-in, for example, as a truth setting component related to a SAT problem. Here, there are no custom designed features. Nonetheless, since the conditions of the algebraic lemma are fairly general, one expects that a generic gadget will work (if the underlying problem is indeed hard).
There is another aspect of the proof methodology that is worth commenting on. When we design a gadget A using e edges for interpolation in this framework, the theory dictates that we must compute the transition matrix A from N s to N s+1 for their respective signatures. The computation of this matrix is in fact not a cc 21 (2012) Holographic reduction, interpolation, hardness 599 trivial matter, involving 2 e steps in the worst case for each entry. (Mildly self-referential, if P #P = P, this computation cannot be substantially simpler in the worst case.) In our proofs, we simply presented these matrices in its computed form, without giving any efficient way to verify these. This is a marked departure from the practice in typical NP-hardness proofs, where we usually have a built-in structure in the gadget which ensures that there are only a few cases to be examined, in order for us to "understand" the gadget. Here, this "understanding" comes at a cost of 2 e steps of computation. If we equate NP with a proof system having an efficient verification, then our proofs fit this notion tenuously. One can easily contemplate moderately sized gadgets with over 50 or 100 edges, say, and then to verify a particular gadget works, it may require the computation of 2 100 steps, far exceeding many cryptosystems such as DES.
Further development. Some preliminary work of this study was presented in Cai et al. (2008) . While this study was in submission, a number of improvements and closely related results have been obtained. In Cai et al. (2011c) we considered the case #[x 0 , x 1 , x 2 ]|[y 0 , y 1 , y 2 , y 3 ] where [y 0 , y 1 , y 2 , y 3 ] = [1, 0, 0, 1] is the Equality function and x 0 , x 1 , x 2 ∈ R are arbitrary real numbers. In Kowalczyk & Cai (2010) , this is generalized to all complex signatures [x 0 , x 1 , x 2 ]. In Cai & Kowalczyk (2010) we considered the case #[x 0 , x 1 , x 2 ]|(= k ), where (= k ) is the Equality function on k bits and x 0 , x 1 , x 2 ∈ R. This is generalized in Cai & Kowalczyk (2012) to #[x 0 , x 1 , x 2 ]|(= k ), for all x 0 , x 1 , x 2 ∈ C. In all cases, we proved a complexity dichotomy theorem. Each dichotomy theorem is built on top of the previous one, starting from Kowalczyk & Cai (2010) . The case with Equality functions is particularly well-studied, called Spin Systems in statistical physics, and corresponds to vertex assignments for 3-regular (resp. k-regular) graphs. Even though they formally do not include all the cases discussed in this paper, Kowalczyk & Cai (2010) does prove the "generic" 2-3 regular case from the perspective of holographic reductions. Building on Kowalczyk & Cai (2010) , a dichotomy theorem was proved in Cai et al. (2010a) for the general 2-3 regular case #[x 0 , x 1 , x 2 ]|[y 0 , y 1 , y 2 , y 3 ], for all x i , y j ∈ C, which 600 Cai, Lu & Xia cc 21 (2012) classifies all such problems into either polynomial time computable or #P-hard, with an effective criterion. It did not consider planar graphs. The further classification on 2-3 regular planar graphs that fully generalizes Theorem 6.2 appeared in Cai et al. (2010b) (Theorem V.1). These studies follow the approach of holographic reductions initiated in this study, but the proof details differ and logically they do not depend on this study. They use different techniques to justify the success of interpolations. In this study, we use basic Galois theory for this purpose, by looking at the exact order of the roots of unity and the cyclotomic polynomials involved. When the signatures are real or complex, this is difficult to do.
If we allow all unary functions to be freely available in a Holant problem, then we have a Holant * problem, for which a dichotomy theorem is proved in Cai et al. (2011b) . This article also studied the class of Holant problems, where only the constant 0, 1 unary functions are freely available, called Holant c problems. These have a strong connection to complex-valued counting CSP problems (Cai et al. 2009 ). The main result in Cai et al. (2010a) is a connection between counting CSP and Holant problems. Cai et al. (2010b) is heavily dependent on the results obtained in Cai et al. (2011b) . Great progress has been made in counting CSP problems on general domains (Bulatov 2008; Bulatov & Dalmau 2007; Cai et al. 2011a; Dyer & Richerby 2010) .
