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ABSTRACT
CaKFe4As4 is a new stoichiometric member of the iron-based superconductors (FeSCs) which
is a superconductor below 35 K. In this thesis I outline how single crystals of this material are
grown for the first time and their basic properties. I discuss how substituting Ni or Co for Fe
stabilizes antiferromagnetism at the expense of superconductivity. I reveal how the crystal structure
of CaKFe4As4 leads to the observed hedgehog spin-vortex crystal magnetic order instead of the
magnetic structures adopted by the other FeSCs. Finally, I propose a series of new magneto-elastic
couplings in this new magnetic structure.
1CHAPTER 1. INTRODUCTION
1.1 Superconductors
Electrical resistivity quantifies the electrostatic potential required to drive an given electric
current through a material [1]. These values span many orders of magnitude [2]. Some materials,
when cooled below a critical temperature, Tc, exhibit zero resistance. This is the superconducting
state [1, 3].
1.1.1 Phenomena
Superconductivity is characterized by two key phenomena; perfect electrical conductivity and
perfect diamagnetism [3]. A superconductor has identically zero electrical resistance so currents
can flow without dissipation. This feature is the key for many of its applications where persistent
currents (e.g. electromagnets) or lossless power transmission are desirable.
Superconductors are not simply perfect conductors, they also expel magnetic fields from their
bulk. When a magnetic field is applied, both a superconductor and a hypothetical perfect conductor
will set electric surface currents to shield their volume from the magnetic flux density (apparent
perfect diamagnetism). An additional feature occurs only in superconductors, the Meissner effect;
where magnetic flux within the material in the non-superconducting state is excluded once the
superconducting state is established [3].
1.1.2 Theory
The superconducting state is a macroscopic, coherent state of electrons in a material. Any
non-zero, attractive potential between electrons is can to lead to the formation of loosely-bound
“Cooper” pairs of electrons [3, 4]. This leads to a gap in the electronic density of states at the
2Fermi level with energy 2∆. The spatial scale of these pairs is quantified with the coherence length,
ξ [3].
Above the critical temperature, Tc, the system’s thermal energy breaks the Cooper pairs and
destroys the superconducting state [3, 1]. Alternatively, a magnetic field above the (thermody-
namic) critical magnetic field, Hc, can do the same job. At lower fields, the penetration depth, λ,
quantifies characteristic decay length of magnetic flux density into the superconductor and is tied
to the density of the superconducting fluid [3].
The way superconductors respond to an applied field separates them into two groups, types
I and II. The ratio between the coherence length and penetration depth, κ = λξ , is referred to
as the Ginsburg-Landau parameter. This quantity determines the surface energy associated with
a boundary between superconducting and non-superconducting regions a material [3]. Materials
with κ < 1√
2
are labeled “type I” superconductors in which the entire volume transitions from the
superconducting to normal state at the critical field, Hc [3, 4]. This is because energy for forming
boundaries between superconducting and normal regions makes such divisions unfavorable.
In “type II” materials (κ > 1√
2
) this is not the case. When magnetic field exceeds the so
called lower critical field, Hc1 < Hc, tubes of non-superconducting volume form. These tubes,
called superconducting vortices, are treaded by a quantum unit of magnetic flux encircled by a
superconducting current loop. The formation of this non-uniform vortex state is thermodynamically
favored over a uniform superconducting state (with magnetic flux completely excluded). With
increasing field these vortices pack tighter and tighter until the upper critical field, Hc2 > Hc, is
reached and the superconducting state is destroyed [3].
1.1.3 History
Superconductivity was first observed in Hg metal in 1911 by Onnes [3]. Subsequently, many
metallic elements and compounds were observed to become superconductors at low temperature. A
large number of elements and intermetallic compounds have superconducting characteristics suit-
able for use in devices. Prominent members of the conventional (phonon mediated) superconductors
3include Nb3Sn (Tc = 18 K) and NbTi (Tc = 9.8 K) which make up the superconducting solenoids
in in laboratory electromagnets and MRI machines [5]. MgB2 has the highest Tc (of conventional
superconductors at atmospheric pressure) around 39 K [6, 7].
There are some superconductors in which phonons are not believed to mediate electron attrac-
tion. Some heavy-fermion materials are members of these unconventional superconductors. Valence
fluctuation of 4f and 5f elements have strong impacts on the electronic structure in these systems
and they can exhibit unusual superconducting states [8].
The discovery of superconductivity in layered copper-oxide compounds in 1986 pushed transition
temperatures from 20 to over 100 K [3, 9]. In these cuprate superconductors phonons do not appear
to mediate superconducting pairing but the specific mechanism remains elusive [10]. Despite their
promising characteristics for technology (high Tc and Hc2) adoption of this superconductor family
has been hindered by materials challenges (e.g. brittleness and anisotropies).
Fe-based superconductors joined the so-called high-temperature superconductors in 2008 [9, 11,
12]. In these, once again, phonons are not believed to play a dominant role in the superconducting
pairing [13, 14].
1.2 Fe-based superconductors
1.2.1 Structures
AsFe
Figure 1.1: Fe-As plane in Fe-based superconductors with glide plane in yellow. Fe atoms from a
square lattice an As atom sit above or below the center of every other square. (Figure generated
with VESTA[15].)
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Figure 1.2: The crystal structures of CaFe2As2 and CaKFe4As4. (Figures generated with
VESTA[15].)
The Fe-based superconductors (FeSCs) are a group of intermetallic compounds characterized
by stacked Fe-pnictide or Fe-chalcogenide sheets. Fe forms a square lattice with As (or Se) above
or below every other square[12, 16] (Fig. 1.1). These staggered As or Se atoms respect n-glide
symmetry (an operation combining a mirror across the Fe plane and diagonal translation [17, 18]).
This glide symmetry has important implications for band structure and antiferromagnetism [16, 19,
20, 21] as discussed below. In FeSe (11) and its derivatives these sheets are simply stacked. In the
other FeSC families these sheets are separated by layers of other species such as Ca (CaFe2As2, 122),
Na (NaFeAs, 111), or LaO (LaFeAsO, 1111)[12]. In all four of these examples, the species above
and below an Fe-As sheet are the same, preserving the glide-symmetry across the Fe plane.
1.2.1.1 AeAFe4As4 Structure
This is not the case in CaKFe4As4 (CaK1144) and related compounds [AeAFe4As4 [22, 23,
24, 25], ACa2Fe4As4F2 [26, 27], AR2Fe4As4O2 (Ae = Ca, Sr, Ba, Eu; A = K, Rb, Cs; R =
lanthanide)[28, 29, 30] ]. In these families, two different alternating layers separate the Fe-As
sheets. For example, CaKFe4As4 is similar to CaFe2As2 except every other Ca-plane is replaced
5by K (see Fig. 1.2). The size mismatch between Ca2+ and K+ discourages them from sharing the
same atomic site[22] as Ca2+ and Na+ do in (Ca1−xNax)Fe2As2.
This structural peculiarity has several important implications. First, the tetragonal lattice cen-
tering drops from body centered, in 122 structure, to primitive in the 1144 structure (I4/mmm
drops to P4/mmm Fig. 1.2). This leads to more x-ray diffraction peaks which aids in its identi-
fication [22]. Critically, alternating Ca- and K-planes break the n-glide symmetry across the Fe
plane. In addition, equivalence of the As sites on either side of the Fe plane in CaFe2As2 is broken
in CaKFe4As4. This is best realized by examining their immediate As environment in the 1144
structure (Fig. 1.2b), As1 is adjacent to K and As2 is near Ca. These inequivalent As sites are no
longer constrained to sit at the same height from the Fe plane. Finally, the Fe-site symmetry is
reduced from 4¯2m (in most FeSCs) to 2mm by broken symmetry across the plane.
1.2.2 Phase diagrams of FeSCs
The majority of FeSCs with high superconducting transition temperatures at atmospheric pres-
sure are not stoichiometric compounds. Chemical substitution or pressure are required to coax
the electronic system to manifest a superconducting ground state [12, 31]. The alkaline-earth 122
family provide a perfect illustration of this and show strong similarities to the 1144 structure as
outline above [32].
Let us consider BaFe2As2 and its derivatives. The parent compound (pure BaFe2As2) is a
tetragonal metal at room temperature without magnetic order. It transforms to an orthorhom-
bic antiferromagnetic metal on cooling through ∼140 K [33, 34]. This magnetic phase can be
suppressed by diverse chemical substitutions or pressure (Fig. 1.3) [12, 32, 35]. In many cases
the transition splits into a two step process. On cooling, the modified compound first adopts an
intermediate paramagnetic-orthorhombic phase over a narrow temperature range before antiferro-
magnetism develops. Just before the antiferromagnetic phase disappears with doping or pressure
a superconducting ground state is stabilized. This relationship between antiferromagnetism and
superconductivity is the reoccurring story in the FeSCs [12, 16, 31].
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Figure 1.3: Schematic phase diagram of BaFe2As2. Pressure and doping suppress the transition
temperatures of the (i) tetragonal to orthorhombic and (ii) paramagnetic to antiferromagnetic
phase. Once sufficiently suppressed superconductivity is stabilized.
One simple way to categorize dopants is by how they modify band filling or the effective ioniza-
tion state of Fe. Despite the intermetallic nature of the BaFe2As2 we can assume the valence states
of Ba and As to be 2+ and 3-, respectively. This implies we have divalent Fe (i.e. Ba2+Fe2+2 As
3−
2 ).
K gives up one electron to the system instead Ba’s two. As a result replacing some of the Ba
with K removes electrons (adds holes) and is therefore refereed to as hole doping. This lowers the
Fermi energy with respect to the electron bands [1] and increases the effective valence of iron (e.g.
K1+Fe2.5+2 As
3−
2 ). Alternatively, substituting a Co atom on the Fe site adds one extra electron to
the system (electron doping) raising the Fermi energy and reducing the effective valence of iron.
Finally, the substituted atom could leave the Fe valence unchanged. Replacing Fe with Ru or As
with P are examples of this, so called, isovalent doping. Electron, isovalent and hole doping can all
suppress antiferromagnetism and stabilize superconductivity in BaFe2As2 [12].
I have plotted the phase diagrams of (Ba1−xKx)Fe2As2 and Ba(Fe1−xCox)2As2 vs the effective
valence of Fe in Fig. 1.4. This electron count picture is not the full story but provides a use-
ful tool. For example, a naive valence count in the CaKFe4As4 compound suggests the valences
Ca2+K1+Fe2.25+4 As
3−
4 . This places the alkaline-earth, alkali 1144 compounds in the hole-doped
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Figure 1.4: Phase diagrams of electron (Co) and hole (K) doped BaFe2As2. The composition has
been mapped onto calculated Fe valence. The magenta ”Orthorhombic SSDW” region represents
the composition-temperature range with ‖SSDW order (Section 1.2.3.1). There is a then phase-
field just above this field where Co-doped BaFe2As2 adopts an orthorhombic paramagnetic phase on
cooling before the SSDW. The red region represents the regime where a tetragonal antiferromagnet
is stabilized is observed (cCSDW order, Section 1.2.3.2). Based on figures from Ref. [36].
regime with respect to the alkaline-earth 122 systems (e.g. BaFe2As2). In this picture CaKFe4As4
lies on the holed doped side with an Fe valence around 2.25+ (comparable to Ba0.5K0.5Fe2As2).
1.2.3 Antiferromagnetism in FeSCs
The common structural features in FeSCs lead to similar electronic structures. In most, the
Fermi surface has electron and hole pockets of comparable size separated in reciprocal space[12, 16]
(Fig. 1.5). A common wave-vector connects points on these surfaces. This so-called Fermi-surface
nesting providing a prevailing length scale for ordered phases. This feature is believed to play an
important role in superconductivity and antiferromagnetism in this class of materials[12, 16].
In the FeSCs, antiferromagnetism is ubiquitous and closely tied to superconductivity [12, 16,
37, 38, 39]. The magnetic order is generally described with two propagation vectors Q1 = (pi, 0) and
Q2 = (0, pi) corresponding to the Fermi surface nesting-vectors (using the single-iron Brillouin zone
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Figure 1.5: (a) The As-Fe plane in CaKFe4As4 and (b) simplified Brillouin zone in FeSCs. The
electron and hole pockets of the Fermi surface have a similar size and shape. This support a nesting
relationship where a single vector (the nesting vector) is needed to connect partition of the Fermi
surface.
notation)[12, 16]. It is helpful to describe the magnetic order in these systems with magnetization
as a function of position in the Fe-plane, r, with[20, 21, 39, 40, 41, 42, 43, 44, 45, 46, 47]
M1 cos (Q1 • r) +M2 cos (Q2 • r). (1.1)
The order parameters M1 = (M1x,M1y,M1z) and M2 = (M2x,M2y,M2z) can describe a variety of
magnetic structures presented in Fig. 1.6.
1.2.3.1 Stripe spin-density wave (SSDW) orders
When only M1 or M2 is non-zero stripes of co-aligned moments develop on the Fe-sites. There
three distinct variations of this antiferromagnetism I label stripe-type spin-density waves (SSDWs,
Fig. 1.6a, c and e). The most common variety observed in the FeSCs is the parallel SSDW (‖SSDW,
Fig. 1.6a) characterized by one nonzero Mi ‖Qi [12, 16]. There are two clear orientations for this
pattern and we can define a two component order parameter M‖SSDW = (M‖SSDWx,M‖SSDWy) =
(M1x,M2y) that describes the amplitude of these antiferromagnetic modes proportional to the
magnitude of an Fe moment.
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Figure 1.6: Menagerie of antiferromagnetic order in the Fe-As plane arising from Fermi-surface
nesting in FeSCs projected along [001]. Brown arrows represent magnetic moments at the Fe sites.
Blue As1 atoms lie below the Fe plane and the green As2 atoms lie above. Stripe spin-density
wave (SSDW) orders are characterized by a single propagation vector (see Section 1.2.3.1). Spin-
vortex crystal (SVC) orders have non-collinear Fe moment motifs (see Section 1.2.3.2). The charge
spin-density wave (CSDW) has alternating zero and non-zero moments on every other Fe site (see
Section 1.2.3.2).
We can identify two additional pairs of SSDWs with Mi⊥Qi and Mi ‖ [001], depicted in
Figs. 1.6c and e, respectively. Now we can present the order parameters of all three SSDWs
as a basis to describe the magnetism in equation (1.1).
M‖SSDW = (M1x,M2y) (1.2a)
M⊥SSDW = (M1y,M2x) (1.2b)
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McSSDW = (M1z,M2z). (1.2c)
1.2.3.2 Spin-vortex crystal (SVC) and charge-spin density wave (CSDW) orders
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Figure 1.7: Spin-vortex crystal (SVC) and charge spin-density wave (CSDW) orders are sums of
stripe spin-density waves (SSDW) pairs (see Section 1.2.3.2).
These order parameters are not the only useful basis to describe orders with the propagation
vectors, Q1 and Q2. Another valid basis for orders with in-plane moments are spin-vortex crystals
(SVCs). The hedgehog spin-vortex crystal (hSVC) in Fig. 1.6b is derived from the parallel SSDWs.
This motif is the sum of the two orientations ‖SSDWx and ‖SSDWy (see Fig. 1.7) [19, 21, 44, 48].
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The name “hedgehog” is derived from a comparison to a hedgehog skyrmion lattice[21]. We can
describe this structure with a new two-component order parameter
Mh1
Mh2
 = 1√
2
M‖SSDWx +M‖SSDWy
M‖SSDWx −M‖SSDWy
 = 1√
2
M1x +M2y
M1x −M2y
 . (1.3)
The two components, Mh1 and Mh2, are the amplitude of different centerings of the in-out motif
on the As atoms above and below the Fe plane (see Fig. 6.5 below).
Superimposing the two perpendicular SSDW orientations (⊥SSDWx and ⊥SSDWy, Fig. 1.7)
yields the “loops” variation of SVC (`SVC) depicted in Fig. 1.6d [21, 44, 48]. The name loops comes
from the clockwise and counterclockwise moment loops that characterize this motif [48]. Once again,
we can characterize the two centerings of the motif with two order parameter components,
M`1
M`2
 = 1√
2
M⊥SSDWx +M⊥SSDWy
M⊥SSDWx −M⊥SSDWy
 = 1√
2
M1y +M2x
M1y −M2x
 . (1.4)
Finally, we can also superimpose the two orientations of cSSDW and obtain the charge-spin
density wave (CSDW)[44, 49, 50] depicted in Fig. 1.6f. We describe this with the order parameter
McCSDW1
McCSDW2
 = 1√
2
McSSDWx +McSSDWy
McSSDWx −McSSDWy
 = 1√
2
M1z +M2z
M1z −M2z
 . (1.5)
In this case, only half of the Fe-sites carry moments which alternate along [001]. Centering in this
case defines which Fe sites have the non-zero moment. This CSDW order is the tetragonal magnetic
phase (“C4” phase) in alkali-metal doped (Sr1−xAx)Fe2As2 and (Ba1−xAx)Fe2As2, Refs. [49, 50, 51,
52, 53]. In Section 6.4 I will demonstrate that CSDW order is not tetragonal in the 1144 structure.
In the case of CaFe2As2 structure, and most FeSCs, the pair of hSVC centerings or the two
‖SSDW orientations are both valid basis for magnetism. This situation changes when the symmetry
across the Fe planes in broken in the 1144 structure (discussed in Chapter 6).
‖SSDW order is the most common variety in the FeSCs [12, 16] but reference [54] reports that
the antiferromagnetism in LaFeAs(O0.5H0.5) is ⊥SSDW order. In addition, some of the hole-doped
12
adopt cCSDW order within a narrow composition-temperature region. This region is shown in red
in Fig. 1.4 in (Ba,K)Fe2As2. In Chapters 5 and 6 I will demonstrate that Ni-doped CaKFe4As4
develops hedgehog SVC order. I have not found any reports cSSDW or loops SVC order in the
FeSCs.
1.2.4 Superconductivity in FeSCs
The origin and nature of superconductivity in the FeSCs are topics of great interest because
superconducting transitions temperatures are quite high (up to 56 K [55, 56]). In addition, large and
relatively isotropic Hc2 may make them valuable for some technological applications [9]. Although
phonon mediated pairing can explain many superconductors, there seem to be some exceptions
including the cuprates and FeSCs [1, 3, 4, 13].
Spin fluctuations are frequently invoked to mediate the attractive pairing interaction in FeSCs
[13, 16]. This is supported by the observation of spin resonances in inelastic neutron scattering
[16]. The nesting relationship (see Section 1.2.3 and Fig. 1.5) of the Fermi surfaces plays a key role
in this. In fact, the superconducting gap is believed to have opposite signs on the electron and hole
pockets as a consequence of these interactions. This situation is termed a s± gap symmetry [13].
Both antiferromagnetism and superconductivity are tied to the Fermi surface nesting nesting.
Figure 1.4 exemplifies the clear relationship between antiferromagnetism and superconductivity.
The latter consistently appears as magnetism disappears. In fact, these phases compete in some
systems and the ordered magnetic moment is reduced as superconducting order takes hold [38, 57].
1.2.5 Why is the 1144 structure special?
The 1144 family of FeSCs provides several new opportunities to explore this class of materi-
als. First, these stoichiometric compounds exhibit relatively high Tc ∼ 35 K without doping. This
provides an opportunity to understand the impact of a variety of substitution series on the super-
conducting state from a common starting point. Next, the reduced symmetry of the 1144 structure
compare to the 122s (see Section 1.2.1.1) allows us to explore the ubiquitous antiferromagnetism in
13
the FeSCs with reduced degeneracy (Chapter 6). Finally, the orthorhombic distortion that accom-
panies SSDW magnetism in most FeSCs doesn’t develop when antiferromagnetic order is stabilized
in Ni-doped CaKFe4As4. This last point is addressed in chapters 5, 6 and 7 and questions the
importance of this degree of freedom for superconductivity in this class of materials.
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CHAPTER 2. METHODS
2.1 Concepts of crystal growth
The nature of crystalline materials means that they usually do not have uniform properties in all
directions[58]. Elastic stiffness, electrical resistivity, and optical responses are important examples
of such anisotropic properties. These characteristics can give critical insights into the underlying
physics and are closely tied to structural symmetry[58]. Measuring the properties of single crystals
along specific directions provides the most direct way of characterizing these orientation dependent
properties.
New compounds are often initially identified by direct synthesis from reactants. Although
much can be learned from the properties of the resulting, polycrystalline product, anisotropies are
averaged over all orientations [58]. Obtaining single crystals generally requires slower, controlled
formation of the target phase.
This can be achieved by growing the target compound from a liquid solution containing the
required components. In cases were the compound melts into a liquid of the same composition
(congruent melting [59]) controlled solidification across a temperature gradient can yield single
crystals of the desired phase. Bridgman, Czochralski and floating-zone crystal growth techniques
generally rely on this mechanism[2].
For many compounds these approaches are not suitable [31]. Sometimes chemical considerations
such as high vapor pressures or reactive species are to blame [60]. A bigger challenge occurs when a
compound melts incongruently, that is, it does not simply melt to a liquid of the same composition
[59]. This can occur when a compound decomposes into two or more other phases on heating. To
obtain useful single crystals we must achieve controlled growth below this decomposition temper-
ature.
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To fulfill this constraint, solution growth (also called flux growth) employs a mixture of reac-
tants and other species which form a liquid the below decomposition temperature. By changing
temperature the mutual solubility of the constituents of the target phase can be tuned. Slow cooling
induces precipitation of the compound at a controlled rate. The chemical species added to stabilize
the low temperature melt are refereed to as the flux or solvent [2]. The additional component could
be a component of the target (self flux) or not.
The reaction can be cooled until all the liquid solidifies but this would trap the desired crystals
in a matrix of other phases. The embedded crystals would have to be mechanically or chemically
separated in order to preform measurements. This task is sometimes difficult and may damage
crystals. To avoid this situation the depleted solution can be decanted (poured away) from the
crystals above it’s solidification temperature.
2.1.1 Example: Growing crystals of Ag3Sn
The process and considerations of solution growth are nicely illustrated by my growth of Ag3Sn
crystals for Ref. [61]. The properties of this unusually soft intermetallic compound have impor-
tant implications for mechanical strength of lead-free solder joints [62, 63]. The characteristics of
dislocation and twin defects in this compound play an fundamental role in its extreme plasticity.
The single crystals of Ag3Sn I grew by solution growth provided a suitable concentration of these
defects for detailed study via transmission electron microscopy (TEM) [61].
The Ag-Sn binary phase diagram is presented in Fig. 2.1 [64]. This diagram suggests that Ag3Sn
does not melt congruently. The horizontal line at 485°C denotes the peritectic decomposition [59]
reaction of our target composition into a solid (labeled Ag0.8Sn0.2) and a liquid (Ag0.51Sn0.49) phase.
This means that Ag3Sn is not stable above 485°C and therefore cannot be solidified directly from
a liquid of its own composition [31].
Solution growth offers an alternative approach [31, 65] and I used a Sn-rich liquid as a solvent.
I loaded a 15:85 atomic ratio of Ag and Sn metal into an alumina crucible. This batch composi-
tion (labeled on the phase diagram in Fig. 2.1) is significantly Sn-rich to avoid precipitating the
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Figure 2.1: Binary phase diagram of the Ag-Sn (ASM database no. 906817) system from the ASM
Alloy Phase Diagram Database [64]. The peritectic decomposition of the target compound, Ag3Sn,
is highlighted. In addition, the batch composition and important temperatures discussed in the
text are also indicated on the right.
Ag0.8Sn0.2 phase before Ag3Sn. This could occur for batch compositions with between 25 and 49 at%
Sn and this unwanted phase might not re-dissolve below 485°C. In addition an extremely Sn-rich
composition allows me to grow the crystals at lower temperatures which favors lower equilibrium
defect concentrations [2, 66].
Air was excluded from the reaction by a fused-silica ampoule [31] during the heat treatment
for crystal growth. Important temperatures in the subsequent furnace schedule are labeled on
Fig. 2.1. To ensure the metals completely react to form a homogeneous liquid before beginning
crystal growth I heat the materials to T1 = 1000°C. Next I cool quickly (over 5 hr) to T2 = 450°C
to avoid wasting time cooling the homogeneous liquid (and not growing crystals).
The next cooling step is intended to nucleate and grow crystals of Ag3Sn. A slower cooling rate
is intended to promote stable growth fronts of well ordered crystals [67]. The system was cooled
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Figure 2.2: Products of Ag3Sn growth. Left: sponge-like open network of dentritic and faceted
crystals remaining in crucible after decanting growth solution. Right: a well faceted crystal of
Ag3Sn separated from the mass. A few solidified drops of remaining liquid are visible (e.g. top
left). The extremely plastic nature of this compound is evident in in the twisted end of the nearer,
small rectangle. The readily created twin domains that facilitate deformation in this material[61]
appear sets of fine parallel lines on the crystal facets. The green grid in the background is a 1 mm
scale grid.
from T2 = 450°C to T4 = 240°C over roughly 47 hr. In Fig. 2.1 the liquidus temperature of Ag3Sn
at 85 at% Sn, T3, is roughly 300°C. This is the temperature that Ag-Sn solution becomes saturated
and should begin to grow crystals of Ag3Sn.
Note that the large shaded liquid phase field in Fig. 2.1 (labeled “L”) extend down to only 220°C
where it contacts horizontal line (labeled “220”). This line represents the eutectic decomposition
of the liquid on cooling into Ag3Sn and Sn metal [59]. If I were to continue our slow-cool below
this temperature the the remaining liquid would solidify rapidly into a fine-grained “eutectic”
microstructure [59] encasing the larger crystals of Ag3Sn we worked so hard to grow. Although it is
often difficult and onerous to mechanically separate useful crystals from this matrix it is particularly
undesirable in for this case. The very soft crystals would not only be strained by their surroundings
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as the liquid solidified but likely dramatically deformed in the effort of removing them. Both cases
would make the resulting samples unsuitable for the TEM study described above.
The liquid must be separated from the crystals before it solidifies. This is accomplished by
decanting the liquid away after the slow cool to T4 is completed. The hot crucible-ampoule assembly
is removed from the furnace, inverted into a centrifuge and spun to rapidly remove the remaining
liquid from the crystals before it solidifies [31, 65, 68]. This “spinning” procedure hopefully leaves
free-standing crystals in the crucible. In the growth I described here, an open network of bright,
metallic Ag3Sn dendrites was found in the crucible (left panel Fig. 2.2). Some of these dendrite
arms terminated in nicely faceted blade-like single crystals (right panel Fig. 2.2) which were used
for the TEM study [61].
The growth of Ag3Sn crystals for the TEM defect study described above demonstrates many of
the concepts and considerations of solution growth. Relatively undamaged, free-standing crystals
with limited defects were needed. Solution growth is well suited to this task because Ag3Sn does
not melt congruently. In addition, defects and deformation could be limited by growing the crystals
at a relatively low temperature and decanting the liquid. An additional benefit is that solution
growth often yielding beautiful, faceted crystal samples, which I enjoy. This is usually not the case
for synthesis methods including Bridgman, Czochralski, floating-zone and especially solid-state
reaction.
2.2 Basic measurements
In order to characterize the products from a crystal growth I turn to X-ray diffraction, resis-
tance, magnetization and heat capacity measurements. These techniques can not only identify the
crystalline phase but also they can be used to uncover phase transitions and energy scales which
reveal the important physics in a material.
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2.2.1 X-ray diffraction
The crystalline phase(s) obtained from solution growth are not always those one expects. Iden-
tifying and characterizing the products is critical to understand what you are studying. The visible
characteristics including color, luster, growth habit and macroscopic symmetry provide initial clues
[18] but we usually want a more confident ID. X-ray diffraction is a simple and widely used method
of achieving this.
X-ray diffraction (XRD) measurements uncover the identity of crystalline phases based on the
specific angles that x-rays are deflected (diffracted) by the periodic arrangement of atoms [1, 4, 18].
Each atom scatters x-ray photons in all directions and those with larger atomic number do so
more intensely. The periodic locations of these atoms lead to constructive interference for specific
directions and scattering angles. Bragg’s law,
2 d sin(θ) = nλ, (2.1)
describes this condition[1, 4]. It ties the spacing of atomic plane, d, and the angle between the
incoming and outgoing photon, 2θ, to the an integer multiple, n, of the photon wavelength, λ.
XRD measurements are often done with polycrystalline samples with (ideally) random orienta-
tions. This is done to provide many opportunities for atomic periodicity from in all crystallographic
directions to enter the Bragg condition[2]. A powder diffractometer generates x-rays of a specific
wavelength and measures the intensity of diffraction as function of scattering angle [1]. The Rigaku
MiniFlex systems I routinely used have a copper Kα x-ray source and work in this way. Comparing
positions and intensity ratios of the peaks in intensity vs angle data to expected patterns can ID
the crystalline phases in the compound.
Although a polycrystalline powder would be preferred, the compound discussed in the majority
of this thesis, CaKFe4As4, is difficult to grind because it flakes apart. In order to characterize this
phase, single crystals measured in the MiniFlex systems instead following Ref. [69]. This method
only shows diffraction peaks arising from periodicity in one crystallographic direction (in this case,
along the c-axis). I used this to calculate the c-lattice parameter and reveal impurity phases (see
Chapter 3).
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2.2.2 Electrical resistivity
The properties and phenomena a material exhibits are dominated by the interaction of its
electrons with the atomic lattice and each other [1, 4]. Electrical resistivity quantifies how difficult
it is to induce a current in a material with an applied electric field. Resistivity is determined by
the density of mobile electron (or charge carriers) and how difficult it is for them to move through
the lattice [1]. Changes in the material certainly lead to modifications of these contributions and
therefore make resistivity a sensitive probe of material physics [1]. Phase transitions and changes
in electron interactions are often identified and tracked by measuring electrical transport. The
zero resistivity of superconducting phase (see Section 1.1) is particularly conspicuous in these
measurements.
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Figure 2.3: Schematic of a 4-probe resistance measurement. (a), arrangement of electrodes on sam-
ple. (b), schematic of measurement circuit showing illustrating potential contributions to measured
sample resistance.
Practically, we measure resistance of macroscopic samples and determine resistivity by account-
ing for the dimensions of the sample and the measurement geometry. The resistance is calculated
based on the ratio of measured current driven by the voltage across the sample. The sample environ-
ment (e.g. cryostat and/or magnet) usually requires the equipment for measuring these quantities
to be connected via long wires. A 4-probe measurement (Fig. 2.3a) is employed to measure the
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sample resistance without contributions from the setup such as connection wires, wire-sample con-
tacts and circuit impedances (Fig. 2.3b) [58]. A current is usually driven between the outer pair of
contacts and the voltage drop is measured across the inner pair. The latter is accomplished with a
high impedance circuit so the current through these measurement leads is minimized. This ensures
that the potential measured can be attributed to the resistance of the sample alone and not its
connection to the resistance bridge.
2.2.3 Magnetization
Applying a magnetic field to a material modifies the electronic states within. One effect of this
is the development of a magnetization of the sample [1]. The ratio of its value to the applied field is
termed the magnetic susceptibility. The temperature and field dependence of the induced magneti-
zation provides significant insight the physics generating the response. In addition, abrupt changes
in behavior can reveal phase transitions, particularly magnetic ordering and superconductivity [1].
To measure the magnetic response of crystals I grew I used a Quantum Design, Magnetic
Property Measurement System (MPMS). This system provides temperature and magnetic field
control for sample measurements. The magnetic fields are produced by a superconducting solenoid
which sits in a bath of liquid He. The sample space is threaded through this solenoid. The magnet
generally operates in persistent mode where a superconducting shut is use to recirculate the current
through solenoid. This provides more stable fields as well as reducing power and cryogen use [70].
He from the bath and a series of heaters are used to control the temperature of the sample
during measurement. Above 4.4 K the sample temperature is controlled by the balancing heater
power near the sample and cold He gas through an annular space around the sample chamber. To
cool the system below the boiling point of He (4.2 K at 1 atm) some liquid He from the bath is
dawn into the annular space. When this liquid is pumped on I could achieve temperatures as low
as 1.72 K [70].
Measuring the sample’s magnetic moment is accomplished by translating it through a super-
conducting 2nd-order gradiometer connected to a superconducting quantum interference device
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(SQUID). The SQUID is very sensitive to small magnetic fields. By fitting the voltage across it as
function of sample position the sample’s magnetic moment can be calculated [70]. A wide range
magnetic moments can be measured in this way.
2.2.4 Heat capacity
The internal energy of a material is the sum of energy in its subsystems (e.g. conduction
electrons, atomic lattice and localized magnetic states). These contributions are dependent on the
thermally accessible states in each subsystem and the therefore change with temperature [1, 4, 71].
Specific heat capacity quantifies how much heat a sample must absorb for an incremental increase
in temperature. Measuring and comparing the heat capacity of materials can provide insights into
the characteristics and importance of various subsystems as well as investigating phase transitions.
Measuring the heat capacity of a sample involves monitoring the change in sample temperature
after adding a know amount of heat [2, 72]. This can be accomplished by monitoring the sample
temperature vs time with constant heating power (as is done in differential scanning calorimetry).
Alternatively, in an ac technique the sample can be weakly connected to a constant temperature
thermal reservoir and the sample’s temperature deviations monitored as pulses of heat are added
to it [73]. In any method, the affects of the heaters, thermometers and heat flow in the system
must be understood to obtain accurate results.
A Quantum Design, Physical Property Measurement System (PPMS) was used to measure heat
capacity. Like the MPMS, this system provides control over the temperature and magnetic field
of a sample during measurement. In this case though, the cryostat has a larger sample space and
built-in wiring for measurement. The PPMS has a superconducting solenoid to produce a magnetic
field like the MPMS. Again, this is immersed in a bath of liquid He and can be run in persistent
mode. As in the MPMS, temperature control is achieved by using He gas or liquid from the bath
for cooling balanced with heaters [74].
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CHAPTER 3. OPTIMIZING THE CRYSTAL GROWTH OF CaKFe4As4
Large single crystals of CaKFe4As4 were not easy to obtain. Tai Kong and I put significant
effort into optimizing the growth procedure to eliminate impurity phases. This chapter recounts
this process and is heavily based on a paper I wrote about it [75].
3.1 Growth of Fe-based superconductor crystals
Single crystals of the iron arsenide superconductors have been grown by a variety of techniques.
The parent compounds of the 122 family CaFe2As2 [76, 77], SrFe2As2 [78], and BaFe2As2 [78, 79],
can all be grown as single crystals out of solutions rich in iron and arsenic. For each of these
compounds, superconductivity can be stabilized by partially substituting the alkaline earth cation
with a similarly sized alkali metal ion [33, 80, 81, 82, 83, 84]. For example, (Ba0.6K0.4)Fe2As2 is
a superconductor with a transition temperature of 38 K.[33, 12] Single crystals with these solid
solutions can often be achieved without significant modification of the growth parameters for many
of the compositions.[80, 85]
3.2 Materials and Procedure
All of the CaKFe4As4 growth attempts described in this chapter used high temperature solution
growth employing liquids with excess iron and arsenic (“FeAs self-flux”). Lumps of potassium
metal (Alfa Aesar 99.95%), distilled calcium metal pieces (Ames Laboratory, Materials Preparation
Center (MPC) 99.9%) and Fe0.512As0.488 precursor powder were loaded into a 1.1 x 1.1 x 2.4 cm
3
fritted alumina Canfield Crucible Set [68] (LSP Industrial Ceramics, Inc.) in an argon filled glove-
box. Synthesis of the transition-metal arsenide precursors (including Fe0.512As0.488) is discussed in
Section 3.2.1. The total material in a batch was roughly 2 grams.
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Figure 3.1: (a) Ampoule assembly showing nesting of components and (b) a schematic of the
optimized furnace schedule used in batch F1.
The fritted alumina crucible set was placed inside a 12.7 mm OD tantalum tube which was
sealed in a custom arc-welding chamber [86]. The tantalum tube was sealed in a fused silica
ampoule back-filled with approximately 1/5 atm argon to protect the tantalum from oxidation at
high temperatures. Figure 3.1a presents a schematic of the complete ampoule assembly. The
tantalum tube protects the silica from reactive potassium vapor and the alumina crucible protects
the tantalum from attack by the Fe-As rich solution. A growth attempt without the alumina
crucible set proved unsuccessful as the quaternary liquid attacked the tantalum, leaked out, and
damaged the silica ampoule. Precautions were taken to ensure that any failure would not allow
arsenic to escape into the lab environment because of the toxicity of arsenic vapor and compounds
(see description of furnace below).
The compositions within the quaternary Ca-K-Fe-As system can be represented as locations
within a 3-dimensional tetrahedron shown in Fig. 3.2a.[59] This is difficult to visualize and display.
However, the iron-arsenic ratio is fixed by using Fe0.512As0.488 powder as a reactant. Compositions
are projected onto the Fe : As = 1 : 1 plane (bounded by Ca-K-FeAs and shaded in gray in Fig. 3.2a)
despite the slightly unequal Fe-As ratio. The region of this plane near FeAs is enlarged in Fig. 3.2b.
The compositions discussed below are labeled on this pseudo-ternary and summarized in Table 3.1.
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Figure 3.2: (a) The 3-dimensional quaternary Ca-K-Fe-As phase diagram. The shaded blue-gray
plane represents the compositions with equal iron and arsenic fractions. The red ellipse below FeAs
represents the primary solidification region (primary phase field) of CaKFe4As4 (Compositions
where pure single crystals can be grown) determined through optimization. (b) An enlarged pseudo-
ternary phase diagram of composition near FeAs. The proposed primary solidification regions of
each phase are shaded. Blue is CaFe2As2, gray is FeAs, red is CaKFe4As4 and, purple is KFe2As2.
The labeled points are projections of the batch compositions in Table 3.1 onto the composition
plane. There is some evidence that CaFe2As2 does not melt congruently and therefore would not
be the primary phase from a liquid of its own composition. The extent of the KFe2As2 region is
speculative.
3.2.1 Transition metal arsenide precursors
Transition metals and arsenic were pre-reacted to minimize As vapor pressure and due to
concerns about the exothermic nature of the reaction. The procedure is heavily based on Sheng
Ran’s thesis [87]. Elemental arsenic lumps (Alfa Aesar, Puratronic 99.9999%) were ground in an
agate mortar and pestle in an argon glovebox. Transition metal powders (sources in Table 3.2)
were used to provide a large surface area for the arsenic powder and vapor to react with.
An excess of the transition metal was used to ensure complete reaction of all arsenic. For all
batches, a composition of M0.512As0.488 (atomic fractions, M = transition metal) of the metal and
arsenic powders were loaded into a fused silica ampule with a solid stir-rod along the inner surface.
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Table 3.1: Selected batched compositions. Batch name given in parentheses.
Composition
Molar Ratios
Batches
K Ca Fe0.512As0.488
A 1 1 16
A1 (TU956)
A2 (TU984)
B 1.2 1 16 B1 (TU964)
C 1.4 1 16 C1 (TU965)
D 1 1 12.7 D1 (TU961)
E 1 1 24
E1 (TU998)
E2 (TU999)
E3 (ML001)
F 1.2 0.8 20
F1 (ML019)
F2 (ML292)
G 1 1 22 G1 (ML017)
This was always done in an argon glovebox. With the closed valves attached to the open ends of
the silica tubes the assemblies were removed from the glovebox and carried to the vacuum manifold
to exclude air. After cleaning powder off the sealing area ampoules were pumped, purged (with
argon) and sealed shut with a oxygen-hydrogen torch. Before reaction the powders were throughly
mixed placing the ampoule in a plastic bag and spinning and tumbling the assembly by hand (in a
fume hood) until there were no more color variations visible.
The reaction was carried out in a specially designed tube furnace which continuously rotates the
ampoule so the solid silica rod inside mixes the powders during the process[87]. The temperature
profile was adjusted for each metal arsenide because binary MAs compounds had different melting
temperatures [87]. If partial melting occurred it could wet the silica and the thermal expansion
mismatch could lead to ampoule failure on cooling.
In one Fe-As batch (ML708) a lose screw on the rotating mechanism meant that no stirring
occurred. Even though there was no evidence of melting the product sintered into a lump. It
appears that the differential thermal expansion between this mass and the fused silica provided
enough stress to break the ampoule.
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Table 3.2: Trasition metal arsenide reaction details. *Ames Laboratory, Material Preparation
Center. Fe-As batches: TU970, TU988, ML002, ML135, ML226, ML297, ML298, ML430, ML471,
ML472, ML709, ML740, ML741
Metal Source Batches Temp. profile Comments
Cr
Alfa Aesar, <325 mesh
ML622
51°C/hr→565°C 900 min Loose lump of gray
99% metals basis 60°C/hr→750°C 720 min non-metallic powder
Mn
ground distilled pieces
DR075
51°C/hr→565°C 900 min Gray non-metallic
MPC* [CZ-1-172] 60°C/hr→750°C 720 min loose agglomerates
Fe
Alfa Aesar See 51°C/hr→565°C 900 min Round agglomerates
99.9+% metals basis caption 60°C/hr→900°C 720 min of gray powder
Co
Alfa Aesar
ML147
51°C/hr→565°C 900 min Gray powder product
99.8% metals basis 60°C/hr→900°C 720 min purple color (see text)
Ni
Alfa Aesar
ML227
51°C/hr→565°C 900 min Earthy copper-brown
99.9% metals basis 60°C/hr→750°C 720 min round agglomerates
The appearance of the products varied. Generally the reaction product was a loose powder
and/or round agglomerates of powder loose in the ampoule. Some specifics are provided in Table 3.2.
The fused silica ampoules were broken open in an argon glovebox and fragments of glass were
removed from the product. The product was then lightly ground in an agate mortar and pestle to
get a relatively uniform powder and mix any inhomogeneous pockets. These powders were then
stored in the argon glovebox.
The powder product of a Co-As batch (ML147) looked nice, but there was a vibrant pink-purple
color film on the silica (Fig. 3.3). This unusual color reminded me of a cobalt arsenate mineral
I have a sample of: Erythrite [Co3(AsO4)2 • 8H2O] [18, 88]. Although water contamination is
unlikely it is possible that some there is some oxygen from the silica or oxidized reactants. All
visible fragments of this colorful phase was removed from the powder before grinding and storage.
3.3 Furnace schedule
The ampoule-crucible assemblies were processed in Lindburg Blue M, 1500°C box furnaces with
silicon carbide heating elements. The furnaces are enclosed within fume hoods (called “dog houses”)
which mitigate the hazards associated with arsenic escaping at high temperatures. The furnace
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Figure 3.3: Silica ampoule after reaction Co and As (batch ML147).
schedules evolved throughout the optimization process. All growths were heated over 1 hour to
650°C and held there for 3 hours to allow any free arsenic to react before ramping over 2 hours
to 1180°C. This temperature was held for 5 hours to facilitate the formation of a homogeneous
solution. 1180°C was chosen because it exceeded the melting temperature of FeAs, 1030°C,[89] but
is below about 1200°C where amorphous silica tends to soften and deform.[65] The furnace was
then slowly cooled to induce crystallization.
After this slow cool, the furnace was held at the ”spin temperature” until the ampoule was
removed, inverted into a modified centrifuge, and spun.[31, 65] When successful, this decanting
procedure removes any remaining liquid to the other side of the fritted alumina crucible set and
leaves clean crystals behind. The crucible set has a strainer (called a frit) that catches the crystals
but allows the liquid to pass through (see Fig. 3.1).[68]
After the ampoule cooled to room temperature, the assembly was opened and examined in
an argon or nitrogen filled glove-box. Whereas pure CaKFe4As4 crystals are visibly stable in air
for months, the solidified liquid is air sensitive. Therefore all second phases should be cleaned off
crystals before storage.
The individual pieces of the crucible assembly were weighed before and after the growth in an
attempt to estimate the mass of the products that remained after decanting. In cases where the
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liquid was cleanly separated from single phase crystals, these masses provided valuable information
about the fractions of equilibrium phases when the assembly was removed from the furnace. The
liquid composition at the time of decanting can be estimated by subtracting the quantity of the
elements in the crystals from the amount initially batched. This composition defines a point on
the compound’s liquidus which can guide future growth compositions and refine the temperature
ranges of crystal growth. Even when multiple solid phases are present (for example CaFe2As2
and CaKFe4As4) the range of possible liquid composition can be constrained to lie between the
compositions estimated assuming either compound had been precipitated alone.
CaKFe4As4 forms as gray, metallic, 0.1-1 mm thick plates that are, unfortunately, visually
indistinguishable from CaFe2As2 or KFe2As2. The plates of 1144 are soft and exfoliate apart in
the (001) into thin, slightly flexible sheets very similar to mica and tend to fracture along (100).
The crystals often grow until they impinge on the liquid surface, another plate, or the crucible
wall. This situation can lead to trapped volumes of liquid which are difficult to remove, even by
centrifuging. Free edges of the plates are rounded and show no evidence of faceting other than the
(001).
3.4 Measurements
3.4.1 X-ray Diffraction
The soft, micaceous nature of the CaKFe4As4 plate-like crystals leads them to smear in a mortar
and pestle instead of grinding, similar to CaFe2As2.[90] This makes it difficult to prepare a powder
sample suitable for x-ray diffraction. Instead we affixed a single crystal to the sample holder with
vacuum grease (Dow Corning High Vacuum Grease) in a Rigaku Miniflex II diffractometer (with
a Cu tube and monochromator) and used the method described in Jesche et al.[69] to obtain
(00`) lines from the crystals and powder patterns from any polycrystalline surface impurities. A
disadvantage of this method is that the laboratory diffractometer’s x-rays only probe the crystal’s
surface and therefore may not accurately represent the phase-fractions of bulk.
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Figure 3.4: Signatures of the iron arsenide phases in (a) zero-field-cooled (ZFC) low field magne-
tization, (b) resistance and high-field magnetization vs. temperature measurements of a crystal
from batch G1. Below 35 K, CaKFe4As4 contributes to the diamagnetic response in panel (a)
and zero resistance in (b). The diamagnetic response below 4 K is attributed to KFe2As2. Non-
superconducting CaFe2As2 generates a jump in resistance and magnetization in panel (b) at its
magnetic-structural transition near 160 K.
The similar, in-plane, lattice parameters of CaKFe4As4 (a = 0.3866 nm)[22], CaFe2As2
(a = 0.3912 nm)[90], and KFe2As2 (a = 0.38414 nm)[91] and their close structural relationship leads
to co-aligned, epitaxial growth of these phases on each other. As a consequence, a plate that appears
to be a single crystal may actually contain two or three phases. This concern was confirmed by high
energy synchrotron x-ray diffraction measurements in transmission mode which show aligned peaks
from all three phases.[92] This situation led us to utilize and, ultimately, emphasize magnetization
and resistance measurements to reveal the presence of impurity CaFe2As2 and KFe2As2 phases in
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individual samples. The x-ray diffraction pattern of a crystal from batch A1 in Fig. 3.5d shows
the presence of all three phases within, what appears to be, a single crystal.
3.4.2 Magnetization and resistance
A Quantum Design Magnetic Property Measurement System (MPMS) was used to measure
the temperature dependence of magnetization and resistance. Crystals selected for magnetization
measurements were relatively clean of surface impurities and positioned so that the applied field
was in the plane of the plate (perpendicular to the crystallographic c-axis). In this geometry, the
demagnetization factor, D ≈ 0 [93]. In order to reveal superconducting phases, samples were zero-
field-cooled (ZFC) to 1.8 K at which point, a field of 50 Oe was applied and the magnetization was
measured on warming. Note that this field is well below the Hc1=1000 Oe of CaKFe4As4.[92] The
density of CaKFe4As4, determined from lattice parameters, 5.22 g/cm
3,[22] was used to calculate
the volumetric magnetic susceptibility, χ, in order to estimate superconducting volume fraction.
Note that even in multiphase samples this is a reasonable approximation because the densities of
CaFe2As2 and KFe2As2 are within 10% of CaKFe4As4.[90, 91] If the effect of the demagnetization
field is negligible, as we would expect for field in the plane of a plate, 4piχ = −1 would be full
superconducting shielding. In addition, the magnetic susceptibility at 10 kOe was measured up
to 300 K. Four-probe, in plane (J⊥c) resistance was also measured in a Quantum Design MPMS
using an AC resistance bridge (Linear Research Model LR-700) with platinum leads bonded to the
sample with silver paint.
Figure 3.4 presents magnetization and resistance data taken on a crystal from batch G1 that
contains intergrown CaKFe4As4, CaFe2As2, and KFe2As2 to illustrate their individual signatures.
Low magnetic field, magnetization vs. temperature scans are the most sensitive test for super-
conducting CaKFe4As4 and the KFe2As2 impurity phase, which have superconducting transition
temperatures of 35 K and 3.8 K respectively.[92, 94] The magnetic susceptibility data in Fig. 3.4a
displays the superconducting shielding of these two superconducting phases. The reduction of a
sample’s diamagnetic response on warming through about 4 K is due to the superconducting tran-
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sition of KFe2As2 and provides an estimate of its volume fraction, possibly 50 vol%. The other con-
tribution to the diamagnetic signal disappears upon heating through 35 K and suggests a moderate
volume, about 30 vol%, of CaKFe4As4. The remaining 20 vol% is attributed to non-superconducting
phases.
CaFe2As2 does not superconduct at ambient pressure but undergoes a paramagnetic, tetragonal
to orthorhombic, antiferromagnetic phase transition at 170 K.[90] If this phase comprises a sufficient
volume fraction, the transition produces a jump in magnetization vs. temperature, demonstrated in
Fig. 3.4b at about 160 K. Strain or small substitutions of K for Ca could explain the disagreement
with the previously reported transition temperature of pure CaFe2As2. The Curie-Weiss-like upturn
of magnetization at low temperatures in Fig. 3.4b is associated with the binary iron arsenides FeAs
and Fe2As[95], or their corrosion products.
Resistance vs temperature measurements are very sensitive to any superconducting phases as
voltage drops to zero as soon as even a filamentary superconducting path forms. In Fig. 3.4b
resistance is zero below 35 K indicating the presence of superconducting CaKFe4As4. This figure
also demonstrates a sharp jump in resistance at the magnetic and structural transition of CaFe2As2.
This jump is the dominant signature of CaFe2As2 and persists even when the corresponding feature
in magnetization can not be readily resolved.
3.5 Optimizing crystal growth
Our first attempt to grow CaKFe4As4, batch A1, was based on our previous growths of
CaFe2As2[77] and used composition A on Fig. 3.2b and Table 3.1 (K : Ca : Fe0.518As0.488 = 1 : 1 : 16).
In these early growths, the temperature was reduced from 1180°C directly to the final temperature,
in this case 960°C, over 28 hours. The liquid was completely decanted yielding 5-10 mm metallic,
plate-like crystals free-standing in the crucible. The initially white alumina crucibles were observed
to turn black, not just where the liquid had wetted the interior wall, but all over. We suspected
that this was a result of the attack by potassium vapor inside the tantalum tube.
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Figure 3.5: (a) High temperature magnetization, (b) resistance, (c) zero-field-cooled (ZFC) low
temperature magnetization, and (d) x-ray diffraction (Cu Kα source) of (00`) oriented single crystals
used to identify arsenide phases present in described batches. Below 35 K, CaKFe4As4 contributes
to the diamagnetic response in panel (c) and zero resistance in (b). The diamagnetic response of
batches A1 and A2 in (c) below 4 K is attributed to the superconducting shielding of KFe2As2.
Non-superconducting CaFe2As2 in batches A1 an A2 generates a jump in magnetization in panel
(a) and resistance in (b) at its magnetic-structural transition near 160 K. The Curie-Weiss-like
components of magnetization in figure (a) (A1 and F1) are attributed to FeAs, Fe2As or their
corrosion products. The plots in (d) are shifted for clarity and the peaks marked with triangles do
not correspond to (00`) lines an of the 3 labeled phases. They may be due to misoriented grains
or a binary iron arsenide phases.
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Resistance vs. temperature and magnetization vs. temperature measurements on the plates
(A1 in Fig. 3.5b and c) indicate superconductivity at about 35 K. This is similar to the report
of Tc= 33.1 K for CaKFe4As4 in Iyo et al.[22] In addition there is also a jump in resistance that
corresponds to the structural/magnetic transition temperature of CaFe2As2. ZFC magnetization
vs. temperature (A1 in Fig. 3.5c) suggests a moderate, but incomplete, superconducting shielding
of approximately 35 vol% below 35 K. There also may be some small quantity of KFe2As2 producing
a larger diamagnetic moment below 4 K. X-ray diffraction data of from a crystal from batch A1 in
Fig. 3.5d further supports the presence of CaKFe4As4, CaFe2As2, and KFe2As2 in a single plate.
Other compositions (B, C and D on Fig. 3.2b) decanted at 960°C yielded similar multiphase
products. Finding significant fractions of CaKFe4As4 and CaFe2As2 for all these compositions
suggested that both phases had crystallized out of solution before the liquid was decanted at
960°C. It is likely that one of the compounds crystallized out of solution at a higher temperature
before the other precipitated epitaxially on top.
To test this hypothesis, we batched the composition A again and cooled more slowly from
the 1180°C hold to 1000°C (rather than 960°C) over 100 hours. The resulting crystals exhibit a
broad drop to zero resistance in Fig. 3.5b (A2) as well as the jump associated with the structural
transition of CaFe2As2. Low temperature magnetization measurements show almost no diamagnetic
shielding (A2 in Fig. 3.5c) and indicate a very small fraction of CaKFe4As4 (on the order of 1 vol%)
and a minor amount of KFe2As2. Magnetization results at higher temperatures (A2 in Fig. 3.5a)
show a discontinuity at the CaFe2As2 structural/magnetic transition. These data suggest that
the crystals consist primarily of CaFe2As2 without a significant fraction of CaKFe4As4. X-ray
diffraction supports this conclusion and shows strong CaFe2As2 peaks in Fig. 3.5d. A similar result
was found for composition B decanted at 1000°C.
Obtaining fairly clean CaFe2As2 at 1000°C and mixed CaKFe4As4 and CaFe2As2 at 960°C
clearly indicates the order of solidification. The primary phase, CaFe2As2, crystallizes out of
solution first on cooling for compositions A and B and CaKFe4As4 follows starting somewhere
between 1000°C and 960°C.
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Moving the batched composition away from CaFe2As2 should suppress its formation. The tem-
perature at which crystallization would start was unknown, therefore we assembled three batches
with composition E (K : Ca : Fe0.518As0.488 = 1 : 1 : 24). All three were placed in the same furnace
and rapidly cooled from 1180°C to 1100°C over 1 hr and then slowly cooled. At each of the following
temperatures: 960°C, 940°C, and 920°C, one batch was removed and decanted. Cooling quickly to
1100°C not only reduces the time wasted cooling a homogeneous liquid, but also reduced the attack
of the alumina crucibles by potassium vapor by spending less time at the highest temperatures.
Batch E1, decanted at 920°C, was the only batch that had formed crystals. In fact, the material
had almost entirely solidified over the final 20°C. The resulting material consisted of metallic plates
embedded in a matrix of solidified gray, submetallic polycrystals with a few small cavities. These
cavities were likely filled with the final liquid present when the assembly was decanted. The narrow
temperature range of solidification and small residual liquid fraction suggest that composition E is
close to that of a eutectic near 920°C. A eutectic liquid solidifies into two or more solid phases as
it is cooled through the eutectic temperature. Compositions nearby the eutectic will solidify over
a narrow temperature range just above this temperature.[59]
Resistance and magnetization vs. temperature measurements (E1 Fig. 3.5b and c) were carried
out on sheets of the crystalline plates exfoliated out of the solidified matrix. The sharp transition
from full superconducting magnetic shielding to normal state on heating through 35 K suggest that
they are crystals of nearly phase pure CaKFe4As4. Powder x-ray diffraction measurements on the
sub-metallic polycrystals show that they are primarily the binary iron arsenides FeAs and Fe2As.
This assemblage of phases and the narrow temperature range over which they solidified support
the claim that composition E is close in composition to the CaKFe4As4-FeAs eutectic near 920°C.
Although we have obtained fairly clean CaKFe4As4 from composition E, the narrow tempera-
ture range over which complete solidification occurs makes it difficult to obtain free-standing plates.
To further optimize the crystal growth we can take some guidance from thermodynamics. If we
consider the projection of composition E onto the Fe : As = 1 : 1 plane in Fig. 3.2b, it lies on the a
line between CaKFe4As4 and FeAs. In fact, this is the Alkemade line that connects two phases.[96]
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Alkemade’s theorem[97] suggests that the maximum temperature at which these two phases are in
thermodynamic equilibrium with a liquid occurs when the liquid composition lies on the Alkemade
line between them, or its extrapolation.[96, 98] This means that batches with compositions farther
from the line between CaKFe4As4 and FeAs should completely solidify at increasingly lower tem-
peratures. This will also provide a larger temperature range over which the only equilibrium phases
are CaKFe4As4 and liquid, allowing us to decant the liquid and obtain free-standing crystals.
Starting from an assumed binary eutectic near composition E on Fig. 3.2b, we would expect a
finite liquid fraction to exist below the eutectic temperature for compositions to the left and right
of E. If we move to the left, by replacing some potassium with calcium, the composition moves
closer to CaFe2As2. As we already believe this phase to be less soluble than CaKFe4As4, it would
likely crystallize first and might prevent us from obtaining pure crystals of the latter. If we move to
the right, replacing calcium with potassium, we may be able to obtain our target phase. Since this
composition is now farther from CaFe2As2 we may still be able to avoid precipitating the CaFe2As2
phase even at lower concentrations of iron and arsenic. Based on these arguments we choose to
batch composition F.
Batch F1, with composition F (K : Ca : Fe0.518As0.488 = 1.2 : 0.8 : 20), was cooled quickly from
1180°C to 1050°C over 2 hours then slowly cooled to 930°C over 30.5 hours and decanted. The start
temperature of the slow cool, 1050°C, was selected based on the results from previously tested
compositions. The estimated liquid composition of batch A2 at 1000°C was near composition F.
This gave us some confidence that composition F would still be a homogeneous liquid at 1050°C.
This adjustment reduced the time at the highest temperatures where K likely reacts more rapidly
with the alumina crucible. The final temperature was increased to 930°C in order to avoid the
dramatic solidification observed at 920°C described above. Reducing the temperature range for
slow cooling also means that more time can be spent in the temperature range where the crystals
are growing.
Batch F1 yielded large (up to 5x10 mm2) free-standing metallic plates. Some of these crystals
were limited in size by the crucible dimensions. This gives them round or elliptical edges as exhibited
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by the crystal in Fig. 3.6. The faces of the plates were determined to be parallel (001) with or
without curved terraces. The crystals also cleave along the (001). No other facets were observed
and freely growing plate edges are often curved or scalloped.
The surfaces of the plates often had a few small (0.1-0.3 mm) clusters of gray sub-metallic
polycrystals which are likely solidified droplets of liquid. When this polycrystalline material is
exposed to air it appears to boil, fizz and turn black. Possibly this material contains a hygroscopic
potassium compound that reacts with moisture in air.
The plates from F1 appear to be relatively pure CaKFe4As4. They exhibit near perfect super-
conducting shielding (F1 in Fig. 3.5c) and a sharp transition from the superconducting to normal
state. In addition, the relationship between Tc and the specific heat jump[92] consistent are with
BNC scaling[99] for Fe-based superconductors. The presence of binary iron arsenides (or their
corrosion products) on the crystal in Fig. 3.6 are evident in the Curie Weiss-like shallow upward
curvature of its normal state magnetic susceptibility (F1 in Fig. 3.5a). There are no features in
resistance vs. temperature (F1 Fig. 3.5b) other than superconductivity. In addition, the residual
resistance ratio, R300K/RTc , has increased dramatically from about 2 in early batches, to 15.
Considering all of these physical properties, in addition to x-ray diffraction (Fig. 3.5d), the
results indicate that there is little to no CaFe2As2 or KFe2As2 in these crystals from F1. This
suggests that CaKFe4As4 crystallizes out of the liquid first for composition F.
Crystals were improved in subsequent growths by further narrowing of the slow cooling range by
starting at 990°C instead of 1050°C and cleaving off surfaces of the crystals that had polycrystalline
second phases, such as binary iron arsenides. Cleaving off undesirable phases is only possible now
that CaFe2As2 and KFe2As2 are not inter-grown with the crystals. The magnetic susceptibility
of sample from batch F2 shows the sharpest loss of diamagnetic shielding at Tc in Fig. 3.5c. The
same sample also demonstrates the intrinsic normal state magnetic susceptibility (F2 Fig. 3.5a)
without the Curie Weiss contribution associated with binary iron arsenides. Note the similarity in
the magnitude of paramagnetic susceptibility of CaKFe4As4 (F2) and CaFe2As2 (A2).
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Figure 3.6: Huge, large, tremendous (brobdingnagian) crystal of CaKFe4As4 from batch F1 on
a penny for scale. A 1 mm grid is visible at the top. In general, the plate-like crystals did not
present any facets other than 001 and in this case the elliptical upper edge was caused by the
curved inner-wall of the cylindrical crucible.
3.6 FeAs-CaFe2As2-KFe2As2 phase diagram
The described series of growths give a glimpse of the quaternary phase diagram in the com-
position region near FeAs-CaFe2As2-KFe2As2. As we chased the CaKFe4As4 phase we delineated
many of the primary solidification regions (primary phase fields). We present our interpretation of
these areas schematically as colored regions in Fig. 3.2b. In addition, an inferred vertical section
from CaKFe4As4 (Ca0.1K0.1Fe0.4As0.4) to FeAs (Fe0.5As0.5) is sketched out in Fig. 3.7.
Plates obtained from compositions A-D decanted at 960°C were determined to be mixed phase
CaFe2As2 and CaKFe4As4. But, decanting compositions A and B at 1000°C yielded primarily
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Figure 3.7: A schematic of the proposed vertical section from CaKFe4As4 to FeAs based on batches
described in this study. Each colored area is labeled with the phases present within its composition-
temperature range. The vertical dashed lines indicate the locations of compositions D, A, G and,
E in Fig. 3.2b and Table 3.1. The optimized composition F does not have equal fractions of Ca
and K and therefore is not displayed in this section but it would lie near x= 0.455. CaKFe4As4 is
indicated to melt incongruently via a peritectic reaction to CaFe2As2 and liquid. This is indicated
by the termination of its red phase line at x= 0.4 at 980°C.
CaFe2As2. This result clearly demonstrates that CaFe2As2 crystallizes first on cooling for liquids
in this composition range. It is followed by CaKFe4As4 which starts to crystallize between 960°C
and 1000°C.
This is shown in Fig. 3.7 as a CaFe2As2 + Liquid region changing to a CaKFe4As4 + Liquid
equilibrium on cooling through about 980°C. This situation is consistent with a peritectic reaction.
As the system is cooled through the peritectic temperature the liquid reacts with an existing
phase (CaFe2As2) to form a new solid phase (CaKFe4As4.)[59] There is likely some temperature-
composition region within the range presented in Fig. 3.7 where both solid phases and the liquid are
stable. However, we have omitted this for simplicity and because we do not have any indications
of its extent.
It should be kept in mind that solidification is often not an equilibrium process and peritectic-
like reactions often do not progress to completion.[59] This tendency for non-equilibrium phase
assemblages would be exacerbated by the epitaxial growth of CaKFe4As4 on CaFe2As2. The diffu-
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sion of Ca2+ and K+ ions through the encasing CaKFe4As4 layer is probably slower than through
the liquid. As a result, the rate of the peritectic reaction would be impeded by the growing shell of
its product. It is worth noting that Fig. 3.7 is a vertical section and that the equilibrium phases do
not have to have compositions within the figure.[59] For example, in the blue CaFe2As2 + Liquid
field, neither CaFe2As2 nor the equilibrium liquid have a calcium to potassium ratio of one. This
means that these phases do not lie on the plane of Fig. 3.7.
Non-equilibrium solidification may explain why crystals from batch G1 (composition G in
Fig. 3.2b and 3.7) contain CaKFe4As4, CaFe2As2 and KFe2As2 as indicated in Fig. 3.4. If CaFe2As2
solidifies first (as we suggested in Fig. 3.7) then some KFe2As2 could precipitate before all the
CaFe2As2 reacts with the liquid to form CaKFe4As4
The relatively clean CaFe2As2 crystals obtained from batches A2 and B2 suggest that CaFe2As2
is stable above at least 1000°C. Yi et al. suggests that CaFe2As2 decomposes or melts between
900°C and 1200°C.[100] We propose that the primary solidification field of CaFe2As2, blue on in
Fig. 3.2b, extends from near the compound in the bottom left through compositions A-D and G.
It is possible that CaFe2As2 decomposes into CaFe4As3 and other phases as proposed by Yi et
al.[100] The composition of CaFe4As3 is plotted on Fig. 3.2a lying between Fe2As and CaFe2As2.
We suspect that CaFe2As2 is the primary phase which solidifies from the composition of
CaKFe4As4 (Ca0.1K0.1Fe0.4As0.4) as well. This situation could occur if CaKFe4As4 melts incongru-
ently via a peritectic reaction into CaFe2As2 and liquid. The temperature series at composition E,
described above, and batch F1 suggest that both lie within the primary solidification composition
region of CaKFe4As4, the red field in Fig. 3.2b. This is represented on the Fig. 3.7 by the liquidus
line of the 1144 phase marking the right-hand edge of the red CaKFe4As4 + Liquid region. This
supports our claim that CaKFe4As4 melts incongruently as it can only be crystallized alone from
a liquid with a composition quite dissimilar from its own. The decomposition of CaKFe4As4 is de-
picted as an end to its vertical red phase line at x = 0.4 in Fig. 3.7 at about 980°C. The equilibria
represented here also reflect the narrow temperature range that composition E is believed to have
solidified over.
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The eutectic inferred from composition E also represents the Ca-K-rich edge of the FeAs pri-
mary solidification area represented by gray in Fig. 3.2b. As discussed above, Alkemade’s theorem
suggests that compositions near the eutectic will be liquid at lower temperatures farther from Ca:K
= 1:1. This will lead to a wider temperature range over which only CaKFe4As4 and liquid are
stable and single crystals of the former can be obtained by decanting.
On the potassium rich side of Fig. 3.2b, there was little evidence obtained about the extent
of the purple KFe2As2 primary solidification surface. Figure 3.5c indicates batches A1 and A2
both display small fractions of this phase and batch G1 may have 50 vol% (Fig. 3.4a). CaFe2As2 is
also present in all three of these cases and we believe it precipitated first. Crystallizing this phase
depletes the melt in Ca which could lead to supersaturated KFe2As2. As mentioned above, the rate
of the proposed peritectic reaction of CaFe2As2 and liquid to form CaKFe4As4 is diffusion limited.
This non-equilibrium situation could explain the KFe2As2 observed for compositions where we do
not believe it to be an equilibrium phase.
Sasmal et al. report obtaining KFe2As2 by solid state synthesis at 950°C.[91] This provides a
lower limit on its decomposition or melting temperature. In their supplemental materials, Zocco et
al. state that ”only samples of minor quality and small size were obtained” from crystal growths
from Fe-As rich solutions.[101] This suggests that there is a small temperature window for KFe2As2
to grow before complete solidification. A likely situation is a eutectic between KFe2As2 and FeAs
indicated by the boundary between the purple and gray areas in Fig. 3.2b. This is probably why
most single crystal studies of KFe2As2 obtained crystals from a KAs-rich solution.[85, 101, 102, 103]
Based on these considerations we believe that there is some primary solidification region of KFe2As2
present in the composition space depicted but, the extent shown is highly speculative.
3.7 Conclusions
The process described above demonstrates how we used a diverse techniques to inform the op-
timization of a growth protocol for CaKFe4As4. Resistance and magnetization measurements were
frequently more valuable than x-ray diffraction in detecting CaFe2As2 and KFe2As2 impurities.
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These characterization techniques and Alkemade’s theorem guided our choice of growth composi-
tions and procedures. Estimation of liquid compositions at decanting temperature leveraging the
Canfield Crucible Set guided the selection of growth compositions and more targeted temperature
ramps for crystal growth. Taking full advantage of these diverse techniques expedited the discovery
of successful growth parameters for single crystalline CaKFe4As4.
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CHAPTER 4. PROPERTIES OF CaKFe4As4
4.1 Introduction
Many physical properties of compounds depend on the crystallographic orientation of the sample
in the measurement. Electrical resistivity, magnetic susceptibility and response to stress are exam-
ples of such anisotropic properties [58]. With single crystals of CaKFe4As4 we can measure these
direction dependent characteristics using a variety of measurement configurations. This chapter is
derived from Ref. [92] where much of these results were first published.
4.2 X-ray diffraction
Single crystals of CaKFe4As4 are soft, malleable, and not amenable to grinding for powder x-ray
diffraction measurements. Diffraction measurements on a single crystal were carried out in-house
using a Rigaku MiniFlex II powder diffractometer in a Bragg-Brentano geometry with a Cu Kα
source and graphite monochromator following[69].
Single crystal high-energy x-ray diffraction measurements were made by Andreas Kreyssig, Scott
Saunders and Aashish Sapkota at station 6-ID-D at the Advanced Photon Source (APS). An x-
ray wavelength of λ = 0.123589 A˚ was used with a beam size of 100× 100 µm2. The synchrotron
measurements were performed on a 0.5× 0.5× 0.05 mm3 sample using a He closed-cycle refrigerator.
Three Be domes were placed over the sample and evacuated with the middle one functioning as heat
shield. A small amount of He gas was added to the inner dome to facilitate thermal coupling. The
cryostat was mounted to the sample stage of a 6-circle diffractometer, and a MAR345 image plate
was positioned 1.487 m behind the sample to measure the diffracted x-rays transmitted through the
sample spanning a scattering angle of |2θ| ≤ 6.65°. Data were taken by recording an image while
tilting the sample along two rocking angles perpendicular to the incident x-ray beam [104]. (hk0)
and (h0`) reciprocal planes were recorded for temperatures from 300 K down to 6 K.
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Figure 4.1: X-ray diffraction data showing (00`) diffraction peaks from in-lab diffraction measure-
ments on a single crystalline plate (upper data set) and high-energy X-ray diffraction measurements
taken at APS (lower data set). Note that ` = odd (00`) lines are consistent with the ordered
CaKFe4As4 structure and are formally forbidden in a (Ca1−xKx)Fe2As2 structure [22]. Triangles
indicate minor secondary phases.
Figures 4.1 and 4.2 present x-ray diffraction data and the temperature dependence of the
CaKFe4As4 unit cell dimensions and volume, respectively. The presence of h + k + `=odd peaks,
which are forbidden for the I4/mmm AeFe2As2 structure, indicates that, instead, CaKFe4As4 as-
sumes the ordered P4/mmm structure. [22] Given the relatively large c-axis dimension we are able
to detect (00`) peaks for all ` 6 12 in our in-house unit with Cu Kα radiation. The broad peak
on the low-q side of the (002) peak in the in-house data set is from a thin film of vacuum grease
used to affix the thin CaKFe4As4 plate to the zero-background silicon sample holder. Virtually no
signatures of (00`) peaks associated with CaFe2As2 or KFe2As2 are found. The agreement between
the in-house, Cu Kα data, which comes from the surface of the crystalline plate, and the high-
energy x-ray data, which penetrates through the bulk of the sample, indicates that the sample is
essentially single phase and uniform throughout its whole volume. The other, small, marked peaks
are associated with traces of FeAs and Fe2As flux remaining on the sample after decanting. The
temperature dependencies of the a- and c-lattice parameters of the CaKFe4As4 sample, measured
45
using high energy x-rays at the APS, are both monotonic and decrease with decreasing temper-
ature. There is no evidence of a structural phase transition over our measured 6 K< T < 300 K
temperature range.
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Figure 4.2: Temperature dependence of CaKFe4As4 a- and c-lattice parameters as well as unit
cell volume as determined from (200) and (009) diffraction lines measured via high-energy X-ray
diffraction.
4.3 Transport
4.3.1 Resistance
Anisotropic resistance vs temperature measurements were measured by Makariy Tanatar. The
samples were cleaved from larger crystals with sides along 〈100〉 directions using a razor blade.
Samples used for inter-plane (I ‖ c) measurements typically had dimensions of 0.5× 0.5× 0.02 mm3
(a × b × c). The samples for in-plane (I⊥c) measurements were typically of 1.5× 0.2× 0.02 mm3
size. Contacts for standard four probe, in-plane resistivity measurements were soldered using Sn
[105, 106, 107]. For inter-plane resistivity measurements we used two-probe measurements, relying
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on the negligible contact resistance [106, 107]. The top and bottom surfaces of the samples were
covered with Sn solder [106, 107] and 50 µm silver wires were attached to enable measurements in
four-probe configuration. Soldering produced contacts with typical resistances in the 10 µΩ range.
Inter-plane resistivity was measured using a two-probe technique with currents in 1 to 10 mA range
(depending on sample resistance which is typically 1 mΩ). A four-probe scheme was used to measure
the sample resistance, Rs, and contact resistance, Rc, in series. Taking into account that Rs  Rc,
contact resistance represents a minor correction of the order of 1 to 5%. This can be directly seen
for our samples for temperatures below the superconducting Tc, where Rs = 0 and the measured
resistance represents Rc [105, 106]. The details of the measurement procedure can be found in
Ref. [108].
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Figure 4.3: Temperature-dependent in-plane, ρa(T ), and inter-plane, ρc(T ), resistivity of
CaKFe4As4, plotted using normalized resistivity scales, ρ(T )/ρ(300K). At 300 K, ρa ∼ 300 µΩ cm
and ρc ∼ 1000-2000 µΩ cm. Inset: picture of a CaKFe4As4 single crystal shown over a mm-grid.
The anisotropic, temperature dependent, normalized electrical resistivity data of CaKFe4As4 are
shown in Figs. 4.3. In-plane electrical resistance measurements, ρa(T ), were performed on multiple
samples, both with soldered Sn and Ag-epoxy contacts, revealing a highly reproducible temperature
dependence. We also performed measurements of ρc(T ) on two samples and obtained qualitatively
similar temperature dependencies of the electrical resistivity. CaKFe4As4 manifests very similar
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temperature dependencies of ρa and ρc with only slight differences for T < 150 K. We find residual
resistivity ratios (RRR= ρ(300 K)/ρ(35 K)) of 15 and 7 for ρa and ρc respectively. Resistivity data
is normalized to the value at 300K where ρa ∼ 300 µΩ cm and ρc ∼ 1000-2000 µΩ cm. No phase
transitions other than superconductivity are observed in the data above Tc.
4.3.2 Hall effect
The Hall resistivity data presented in Fig. 4.4 were collected by Na Hyun Jo using the AC
transport option of a QD Physical Properties Measurement System (PPMS) in a four-wire geometry
with switching the polarity of the magnetic field H‖c to remove any magnetoresistive components
due to misalignment of the voltage contacts. The slope of Hall resistivity (the Hall coefficient) is
positive (consistent with the sign of S(T ) below), and linear in field up to the maximum measured
field of 140 kOe. The temperature dependence of the ρH/H is weak and close to linear. The carrier
concentration, roughly evaluated using a single band model, ranges from ∼7.4×1021 cm−3 at 40 K
to ∼1.3×1022 cm−3 at 200 K. Zero resistance below Tc prohibits Hall measurements.
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Figure 4.4: Temperature dependent Hall resistivity over field, ρH(T )/H, (Hall coefficient) of
CaKFe4As4 with H = 140 kOe applied along the crystallographic c-axis. Inset shows field de-
pendent Hall resistivity ρH at 40, 100, and 200 K.
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4.3.3 Thermoelectric power
Thermoelectric power (TEP) measurements were performed by Na Hyun Jo using a dc, alter-
nating temperature gradient technique [109] with the temperature-field environment provided by
a QD PPMS unit. In Fig. 4.5 S(T ) is near 25 µV/K at room temperature, rises to over 45 µV/K
near 100 K and smoothly drops to near 35 µV/K just above Tc = 35 K. As is the case for resistiv-
ity, T < Tc data is precluded by the superconducting state and the very large Hc2(T ) values (see
Section 4.5.1). The overall behaviors of the Hall resistivity and thermoelectric power are similar to
those reported for optimally- or slightly over-doped (Ba1−xKx)Fe2As2. [110, 111]
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Figure 4.5: Temperature dependent thermoelectric power (S(T )) for CaKFe4As4 for temperature
gradient applied perpendicular to the crystallographic c-axis.
4.3.4 Elastoresistivity
Elastoresistivity was measured by Anna Bo¨hmer and Gil Drachuck using a piezostack-based
setup, similar to that described in Refs. [112, 113]. Samples of approximate dimensions, 1× 0.3 ×
0.04 mm3, were glued on one side of a Piezomechanik GmbH PSt 150/5x5/7 piezostack, as shown
in the inset in Fig. 4.6. The change of sample resistance was measured with Lakeshore Model 372
AC Resistance Bridge as a function of anisotropic strain, monitored in situ using crossed strain
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gauges glued to the opposite side of the piezostack. The temperature environment was provided
by a Janis SHI-950-T closed cycle cryostat.
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Figure 4.6: Elastoresistivity coefficients of 2m66 and m11 − m12 of CaKFe4As4 (open and filled
circles) measured using crossed samples glued to a piezostack, shown schematically in the right
inset. The 2m66 coefficient data of optimally doped K-doped BaFe2As2 (grey +’s) from Ref. [114]
are plotted for comparison.
We determined the elastoresistivity coefficients 2m66 and m11−m12 of CaKFe4As4 using a piezo-
based setup; these data are presented in Fig. 4.6. For comparison, the 2m66 coefficient data of near-
optimally doped (Ba1−xKx)Fe2As2 from Ref. [114] are also shown. The elastoresistivity coefficients
are defined in the tetragonal unit cell. 2m66 measures the size of the resistivity anisotropy along the
Fe-Fe bond direction (the diagonals of the tetragonal unit cell, see Fig. 1.5) ρ[110] − ρ[11¯0] induced
by the corresponding shear strain ε[110] − ε[11¯0],
2m66 =
1
ρ
d
(
ρ[110] − ρ[11¯0]
)
d
(
ε[110] − ε[11¯0]
) . (4.1)
In typical iron-based superconductors, m66 is closely related to the nematic susceptibility χnem.
It is expected to diverge on approaching the nematic (tetragonal-to-orthorhombic) transition in
under-doped samples [112], in which the Fe-Fe bonds become inequivalent. Similarly to the opti-
mally K-doped BaFe2As2, the 2m66 coefficient of CaKFe4As4 indeed rises strongly with decreasing
temperature, indicating proximity to a nematic transition. Note that, despite its strong increase at
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low temperatures, 2m66 does not show Curie-Weiss type divergence [112, 114] for either compound.
In contrast, the elastoresistivity mode, m11 −m12, shows only a weak temperature dependence in
CaKFe4As4. It is related to the sensitivity of the resistivity anisotropy between the two tetragonal
in-plane axes to the corresponding shear strain
m11 −m12 = 1
ρ
d
(
ρ[100] − ρ[010]
)
d
(
ε[100] − ε[010]
) . (4.2)
This mode does not directly couple to the nematic order parameter of typical under-doped iron-
based systems. All in all, the elastoresistivity data of CaKFe4As4 indicates that it is close to a
nematic structural instability, similarly to other optimally-doped iron-based superconductors. [114]
This strong elastoresistive response turns out to be more confusing after we consider the spin-
vortex crystal antiferromagnetism found in Ni-doped CaKFe4As4. As I discuss in Chapters 5, 6
and 7 this tetragonal magnetic order doesn’t directly couple to nematic channel probed by elas-
toresistivity (additional discussion in Section 7.3.1). This makes this strong response more curious.
4.4 Thermodynamic properties
4.4.1 Magnetization
Magnetization measurements were carried out in a Quantum Design (QD), Magnetic Property
Measurement Systems (MPMS). Plastic drinking straws were used to hold the samples. For H‖c the
plate shaped crystals were affixed to a plastic disk with Apiezon M grease. For H⊥c measurements
the crystals were trapped between two straws inside a third as depicted in Figure 3.3.c of Ref. [115].
Magnetization vs temperature measurements above Tc are presented in Fig. 4.7 for crystals
from three batches. The anisotropic M(T )/H data was collected at 50 kOe in order to allow for
adequate signal from a thin, single crystalline plate. Data from samples ML292 A and ML332 F
are considered more reliable as they seem to exhibit a minimum contribution from paramagnetic
magnetic impurities such as Fe-arsenides. The magnetic susceptibility shows only weak tempera-
ture dependence above Tc and values are roughly 20% larger for H⊥c than the H‖c for crystals
measured in both directions.
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Figure 4.7: Anisotropic, temperature dependent magnetic susceptibility (M(T )/H) of CaKFe4As4
taken for H applied along the crystallographic c-axis and perpendicular to the crystallographic
c-axis. Data is shown above Tc at 35 K. Results for 3 samples are show. Data for ML019G is
presented in Ref. [92].
Low field (50 Oe) magnetic susceptibility data of two CaKFe4As4 crystals below Tc are presented
in Fig. 4.8. The impact of the demagnetization field is mitigated by measuring with H in the plane
of the plate shaped crystal [93] (H ⊥ c). As a result full exclusion of the magnetic field from the
sample volume is represented by 4piχ = −1. When cooled through Tc to the minimum temperature
before applying field (Zero field cooled, ZFC) both samples exhibit full shielding by superconducting
currents at the surface (solid symbols). This shielding is lost as the sample is heated through Tc.
The open symbols show the susceptibility of the samples when they are cooled into the super-
conducting state in field. In this case, at the onset of superconductivity magnetic flux penetrating
the sample is confined to Abrikosov vortices. These vortices are expected to be forced out of the
sample volume and 4piχ → −1 once the temperature is sufficiently below Tc that Hc1(T ) > H.
This is not what is observed as 4piχ ∼ −0.03 for T < Tc. This is likely a result of the pinning of
the vortices on defects resisting their expulsion [116].
The superconducting state’s magnetic response can also be studied as a function of applied
field. Figure 4.9 presents the M(H) isotherm for T = 1.85 K with H applied within the plane of
the crystalline plate (i.e. H⊥c). As is shown in the inset, the initial slope is indeed −1/4pi and the
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Figure 4.8: Magnetic susceptibility of CaKFe4As4 in the superconducting state. Zero field cooled
(ZFC) is presented as solid symbols and field cooled (FC) as open symbols. The data for sample
ML019 G was presented in Ref. [92].
measurements start to deviate from this value for H . 1 kOe. This sets an upper limit on the low
temperature H⊥c1.
4.4.2 Heat capacity
Temperature dependent specific heat measurements were preformed in QD PPMS system by
Sergey Bud’ko. Unfortunately, measurements in magnetic field with H ‖ c in applied field resulted
in significant torque on the thin, plate-like samples. Even with care, the calorimeter platform
rotated by . 10° as a result of measurements in applied field up to 140 kOe, and in some cases there
was a loss of some sample mass due to exfoliation. As a result, field dependent specific heat data
are shown normalized to the zero-field data in the normal state.
The specific heat data of a CaKFe4As4 crystal is presented in Fig. 4.10. Only the 2nd order
transition from the normal to superconducting state is visible at Tc = 35 K. The small step-like
feature at ∼ 63 K appears to be a measurement glitch. The jump in specific heat at Tc is estimated
based on an isoentropic construction, ∆Cp = 9.02 ± 0.27 J/mol K. The transition temperature is
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Figure 4.9: Magnetization as a function of magnetic field applied perpendicular to the crystallo-
graphic c-axis of CaKFe4As4 for T = 1.85 K. Inset: low field extended view and solid line showing
ideal χ = −1/4pi.
suppressed with magnetic field along the c-axis (inset of Fig. 4.10). At 140 kOe the transition has
dropped to ∼33 K.
4.5 Superconducting properties
4.5.1 Superconducting critical temperature
Figure 4.11 presents the superconducting transition temperature indicated by resistance, mag-
netic susceptibility and heat capacity vs temperature. All three measurements suggest a common
Tc = 35.0± 0.2 K.
The upper critical field vs temperature, Hc2(T ) was determined via magnetoresistance measure-
ments with I ⊥ c. Both DuPont 4929N silver paint and Epotek-H20E silver epoxy were used to
attach contact leads onto the samples (Pt for measurements static field measurements and twisted
copper wires for pulsed field measurements). For static fields below 140 kOe, resistance was mea-
sured using a QD PPMS-14 (T = 1.8-305 K, H = 0-140 kOe, f = 17 Hz.). Higher field data were
obtained by Tai Kong and Fedor Balakirev in a 630 kOe pulsed magnet at the National High Mag-
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Figure 4.10: Heat capacity of a Crystal ML019 G (initially 1.29 mg). The inset presents the
evolution of Cp(T ) with magnetic field applied parallel to the crystallographic c-axis.
netic Field Laboratory (NHMFL), Los Alamos, using a high-frequency, synchronous digital lock-in
technique (f = 148 kHz).
Figure 4.12 presented the resistance vs temperature data at constant fields for CaKFe4As4. Field
in both directions suppresses and broadens the superconducting transition. The superconducting
state is far more sensitive to magnetic field along the c-axis as the transition is lower compared to
the same field in the ab-plane.
Higher field magnetoresistance data obtained with the pulsed magnet and is presented in
Fig. 4.13. This time the resistance data is plotted vs the applied field at fixed temperatures.
Once again we see that the superconducting state is more sensitive to H ‖ c as smaller fields in
this direction are required to kill the superconducting state at a given temperature. It is also clear
that Hc2(0 K)> 630 kOe in both orientations.
4.5.2 Superconducting phase diagram
The values of Tc and Hc2 were determined by the magnetoresistance measurements presented
in Section 4.5.1. In order to capture the transition-width evident in both datasets we report an
onset and offset determined by the criteria (dotted lines) in the upper panels of Figs. 4.12 and 4.13.
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Figure 4.11: Normalized resistance, magnetic susceptibility and heat capacity of CaKFe4As4 vs
temperature exhibit a common value of Tc = 35.0± 0.2 K.
These values are presented in Fig. 4.14 showing the magnetic field-temperature phase field for both
field orientations. The values of Tc(H) estimated from heat capacity measurements presented in
Section 4.4.2 are plotted as stars in Fig. 4.14a.
The slopes of the critical fields at Tc,
dHc2
dT , are estimated to be −44 and −109/,kOe/K for H ‖ c
and H ⊥ c, respectively. The solid lines Fig. 4.14b are fits to Hc2(T ) described in Ref. [92] and
lead us to estimate the 0 K values of Hc2 to be 710 and 920 Oe for H ‖ c and H ⊥ c, respectively.
4.5.3 Superconducting parameters
γ(T ) the anisotropy of the of the upper critical field is characterized the ratio of Hc2 in the two
principal directions, γ(T ) = H⊥c2/H
‖
c2. The temperature dependence of this quantity is presented
in the inset of Fig. 4.13b. Just below Tc H
⊥
c2 is nearly 3H
‖
c2 but anisotropy rapidly decreases on
cooling.
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Figure 4.12: Resistance vs temperature at various magnetic fields up to 140 kOe. The dotted lines
show the onset and offset criteria for estimating Tc(H).
The coherence length can be estimate based on the slope of the upper critical field vs temper-
ature using ∣∣∣∣∣dH‖c2dT
∣∣∣∣∣ ' φ02piTcξ2⊥ (4.3)
and ∣∣∣∣dH⊥c2dT
∣∣∣∣ ' φ02piTcξ⊥ξ‖ (4.4)
from Ref. [123]. We obtain ξ‖ = 0.58 nm and ξ⊥ = 1.43 nm based on the Hc2(T ) slopes from
Fig. 4.14 stated in Table 4.1.
The BCS theory of superconductivity proposes a relationship between the specific heat jump
at the transition ∆Cp and the electronic specific heat coefficient, γe: ∆Cp = 1.43γeTc [3]. The
FeSCs have relatively large Hc2 values making it difficult to determine the normal-state value of
γe from specific heat data. As an alternative Bud’ko et al. [117] propose comparing ∆Cp with Tc
directly. In Fig. 4.15 we see that the values for CaKFe4As4 place it cleanly in the overall trend
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Figure 4.13: Resistance vs magnetic field in a pulsed magnet at fixed temperatures. The dotted
lines show criteria for estimating Hc2(T )
for the FeSCs. This provides greater confidence in the bulk nature of superconductivity in this
compound. If only part of the sample adopted the superconducting groundstate then the measured
value of ∆Cp would be too small to lie on the trend.
Table 4.1 summarizes key superconducting characteristics of CaKFe4As4 from Ref. [92] and
other studies.
4.6 Discussion
Let us consider how CaKFe4As4 fits into the themes of the other FeSCs. Section 1.2.2 discusses
how the majority of FeSCs must be tuned to exhibit a superconducting groundstate. Although a
charge doping picture (see Section 1.2.2 and Fig. 1.4) doesn’t capture all these effects, it is a good
place to start. Based on a naive valance counting of each atom many of the FeSC parent com-
pounds (e.g. FeSe, BaFe2As2, LaFeAsO) we would expect to find Fe
2+ [12]. In these compounds,
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Figure 4.14: Magnetic field-temperature phase diagrams of CaKFe4As4. Values of Tc(H) and
Hc2(T ) estimated from the data in Figs. 4.10, 4.12 and 4.13 are plotted to outline the supercon-
ducting phase field.
modification of this valence by electron or hole doping tends to stabilize superconductivity. For
example, the highest superconducting Tc in the hole-doped (Ba1−xKx)Fe2As2 system occurs near
x = 0.4 [33, 124] where the expected Fe valence is 2.2+. The stoichiometry of CaKFe4As4 and the
other 1144 systems imply an Fe valance of 2.25+. This places this family of compounds in a hole
doped regime compared to the related alkaline-earth 122.
The physical properties of CaKFe4As4 support this picture. In (Sr1−xKx)Fe2As2 [91] and
(Ba1−xAx)Fe2As2 (A = Na [125], K [33, 124], Rb [126]) have maximum Tc ∼ 38 K near x = 0.4−0.5.
The stoichiometric alkaine earth-alkali 1144 superconductors have comparable transition temper-
atures, Tc = 31-36.5 K. In addition the temperature dependences Hc2 (Fig. 4.14), Hall effect
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Figure 4.15: Log-log plot of ∆Cp jump at Tc versus Tc (BNC plot [Refs. [117, 77, 118]]). Note that
data for (Ba1−xKx)Fe2As2 are plotted for x < 0.8.
(Fig. 4.4), thermoelectric power (Fig. 4.5) and elastoresistivity (Fig. 4.6) shows strong resemblance
in magnitude and behavior to those of (Ba1−xKx)Fe2As2 [110, 111, 127].
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Table 4.1: CaKFe4As4 superconducting parameters.
p polycrystalline measurement.
‖ c ⊥ c
Superconducting critical temp., Tc (K) 35.0(2) [92]
Heat capacity jump at Tc, ∆Cp (erg cm
−3 K−1) 8.33×105 [92]
Slopes of upper critical field at Tc,
dHc2
dT (Tc) (kOe/K) -44 [92] -109 [92]
Lower critical field, Hc1(1.85 K) (Oe) 394(52) [119] < 1000 [92]
Upper critical field at T = 0 K, Hc2(0 K) (kOe) ≈ 710 [92] ≈ 920 [92]
Ginzburg Landau parameter at Tc κGL(Tc) H‖ 57 [92] H⊥ 141 [92]
Coherence lengths at T = 0 K, ξGL(0 K) (nm) 0.58-0.60 [92] 1.43 [92]
London penetration depth @ T = 0 K, λ(0 K) (nm)
118-148, 239 [120],
141(11) [119]
208(4) [121]
289(22) p [122]
Ginzburg number at T = 0 K, Gi 4×10−4 [92]
Hc2 anisotropy parameter at T = 0 K γ(0 K) ∼1.3 [92]
Hc2 anisotropy parameter at T = Tc γ(Tc) ∼2.5 [92]
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CHAPTER 5. ANTIFERROMAGNETISM IN Co- AND Ni-SUBSTITUTED
CaKFe4As4
Based on charge count and physical properties we can consider CaKFe4As4 effectively hole doped
and comparable to (Ba0.5K0.5)Fe2As2 (Section 1.2.2 and Chapter 4). This maps onto an Fe valance
of 2.25+ in Fig. 1.4. Is it possible to tune to the left on this phase diagram, from superconductivity
back toward antiferromagnetism? We succeed in stabilizing a new magnetic phase by Co and Ni
doping. The results presented in this chapter include those published in Ref. [48]. In Chapter 6 I
present how I systematically identified this new phase.
5.1 Crystal growth
Single crystals of Co- and Ni-doped CaKFe4As4 were grown out of a high-temperature solu-
tion rich in transition-metals and arsenic similar to the procedure used for the pure compound
described in Chapter 3. The Fe-M ratio (M = Co or Ni) is tuned with the ratio of Fe0.512As0.488
to M0.512As0.488. I prepared 2 g batches with molar ratios of K : Ca : Fe0.512As0.488 :M0.512As0.488 =
1.2 : 0.8 : 20 (1− z) : 20 z.
These reactants were loaded into the same alumina, tantalum, and fused silica ampoule assembly
described in Section 3.2 and Ref. [75]. By the time of these growths, the temperature profile had
been adjusted from those presented in Section 3.3. The holds at 1050°C hold in Fig. 3.1b was
reduced to 980-990°C to better focus the cooling time in the temperature range of crystallization.
The final temperature (“spin” temperature) also had to be adjusted (in a range of 920-933°C) to
increase the number of successful spins and depended on the which furnace was used. Then, after
1 or 2 hours at this temperature, the ampoules were removed and centrifuged to decant as usual.
The metallic, plate-like crystals obtained from doped batches appear identical to pure CaKFe4As4
but were often smaller.
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Co and Ni additions naturally modify the phase equilibria in the system. In doped batches the
range of temperatures for successful spins was reduced. As a result, it often took more attempts to
obtain free standing crystals. This was especially true of the highest Co and Ni concentrations where
only a few, small plates were obtained. In essence, the already tight temperature-composition region
for successful spins (where only 1144 and liquid are stable, see Section 3.6) was further reduced or
shifted with modified composition.
5.1.1 Compositions
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Figure 5.1: Compositions of CaK(Fe1−yCoy)4As4 and CaK(Fe1−xNix)4As4 crystals determined by
wavelength-dispersive x-ray spectroscopy (WDS) as a function of the transition metal ratio in the
reactants.
The nature of solution growth inherently means that the precipitated phase has a different
composition than the melt. This is also true when the solid phase is a solid solution. Although
species may share a crystallographic site in the compound their ratio doesn’t have to be the same
in the solid and liquid [35, 67, 128]. As a result, it is important to determine the actual composition
of the crystalline product.
63
Chemical analysis of freshly-cleaved crystal surfaces was performed by wavelength-dispersive
x-ray spectroscopy (WDS) on a JEOL JXA-8200 microprobe system. Twelve points were analyzed
for each sample. CaWO4, KAlSi3O8, Co metal, Ni metal and FeAs were used as standards.
Figure 5.1 demonstrates that the measured Co or Ni fraction was distinctly lower than that
batched in the crucible. This negative deviation suggest that Co and Ni have a slightly greater affin-
ity for the transition metal-As rich melt than the 1144 structure. Within the range of compositions
synthesized we find that the compositional relationship is linear. We use the fit expressions given
in the figure to estimate the transition metal fractions subsequent crystal batches. The extracted
slopes are 0.785 and 0.643 for Co and Ni respectively.
For comparison, the ratio of measured to batched transition metal fractions in BaFe2As2 in Ni
Ni’s thesis [35] are 0.74 and 0.8 for Co and Ni respectively. For CaFe2As2, the ratios are 0.96(1)
and 1.09(1) for Co and Ni respectively. Compared to these 122 systems it appears that the growth
solution has a greater affinity for Ni than CaKFe4As4 indicated by the smaller slope observed in
Fig. 5.1.
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Figure 5.2: Estimated c-lattice parameter as a function of Co or Ni substitution for Fe.
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The c lattice parameter was determined by X-ray diffraction from doped single crystals with a
Rigaku MiniFlex II diffractometer as described in Section 4.2 and Ref. [69]. Figure 5.2 reveals that
the c-axis shrinks with increasing both Co and Ni substitution.
5.2 Thermodynamic and transport measurements
5.2.1 Resistance vs temperature
Anna Bo¨hmer and I measured electrical resistance with a standard four-contact geometry with
Pt-wires bonded to the samples with silver paint. A Lakeshore Model 370 AC resistance bridge was
employed and the temperature environment was provided by a Janis Research SHI-950T 4 Kelvin
closed-cycle refrigerator. These results for the Co and Ni substituted CaKFe4As4 are presented in
Figs. 5.3 and 5.4, respectively. The For comparison the resistance values are normalized by the
sample’s resistance at 300 K.
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Figure 5.3: Resistance and magnetic susceptibility of CaK(Fe1−yCoy)4As4 vs temperature reveal
the evolution of phase transitions with Co substitution.
The most obvious features in these data is the drop to zero resistance at the superconducting
transition temperature, Tc. With Co or Ni additions Tc falls to lower and lower temperatures.
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Samples with higher Co and Ni concentrations also have shallower R/R300 K curves and therefore
smaller residual resistance ratios. This is may be due to increased electron scattering by Co or Ni
on Fe sites.
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Figure 5.4: Resistance and magnetic susceptibility of CaK(Fe1−xNix)4As4 vs temperature reveal
the evolution of phase transitions with Ni substitution.
There is additional, subtle, feature in the resistance data of some samples with higher transition
metal substitution. There is a kink (change in slope) in curves between 30 and 50 K for crystals
with larger Co or Ni fractions. The derivative of normalized resistance vs temperature (upper-left
insets of Figs. 5.3 and 5.4) accentuates this feature and allowed me to track it with composition.
The temperature (termed TN) of this feature are marked for with colored arrows for each resistance
curve. It is clear that TN rises with Co or Ni additions.
5.2.2 Magnetization vs temperature
Zero resistance only means that a superconducting path is available in the sample. It is possible
for a minority phase to provide such a path. To test this possibility I carried out magnetization vs
temperature measurements a QD MPMS (see Section 4.4.1).
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The volume shielded by superconducting currents can be estimated by zero-field cooled magnetic
susceptibility measurements. The results for Co and Ni substituted CaKFe4As4 are presented in
lower-right insets of Figs. 5.3 and 5.4, respectively. The value of 4piχ → −1 at temperatures just
below Tc for all compositions but the highest Co and Ni fractions (blue data). The measurement
was carried out with H⊥c (H in the plane of the plate) so demagnetization effect are neglected (see
Section 4.4.1). These results indicate that superconducting currents are screening the entire sample
volume and suggest that the majority phase is the superconductor. Again the superconducting
transition temperature falls with increasing Co or Ni additions.
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Figure 5.5: Anisotropic magnetic susceptibility vs temperature of Ni-substituted CaKFe4As4. There
is no feature corresponding to that in resistance at TN.
It is likely that the kink-like feature at TN will also be visible in magnetic susceptibility vs
temperature. An effort was made to find such a feature but to no avail. Figure 5.5 presents high-
field susceptibility vs temperature data for for pure and Ni-doped CaKFe4As4. Consider the data for
the x = 0.049 sample (green data). The magnitude of M/H is very similar to that of the un-doped
compound (black data) but exhibits a larger value a lower temperatures. I attribute this difference
to either i) more paramagnetic secondary phases or, ii) a larger moment on the transition metal
site due to substitution. For example, in the first case, Fe2As shows several magnetic transitions
which evolve with Co substitution.
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The value of TN determined from resistance data is represented by colored arrows. The transition
at TN clearly doesn’t have a strong signature in the high-field magnetic susceptibility data for either
direction of applied field.
5.2.3 Heat capacity
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Figure 5.6: Heat capacity vs temperature of CaK(Fe1−xNix)4As4. These results were published in
Ref. [129]. Each plot is offset by 0.1 J/mol K2. The values of Tc and TN determined from resistance
(Fig. 5.4) are marked by arrows and circles respectively.
The heat capacity of CaK(Fe1−xNix)4As4 samples were measured by Sergey Bud’ko using a
hybrid adiabatic relaxation technique of the heat capacity option in a QD, PPMS. These results
are presented in Fig. 5.6. The jump associated with superconducting transition remains quite sharp
(initially) and shifts to lower temperatures with Ni substitution. The x = 0.033 and 0.049 samples
show subtle jumps near the TN values identified in resistance measurements (marked with circles).
The presence of measurable Cp(T ) jumps at both transitions suggest that these are transitons of
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CaK(Fe1−xNix)4As4 and not a minority phase. The jumps at TN are consistent with a 2nd order
phase transition.
5.3 Co and Ni substitution phase diagram
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Figure 5.7: Combined temperature-composition phase diagram of for CaK(Fe1−yCoy)4As4 and
CaK(Fe1−xNix)4As4. Filled symbols indicate temperatures extracted from resistance, open symbols
from magnetic susceptability and crosses from heat capacity.
The values of Tc and TN extracted from the preceding data are plotted in Fig. 5.7 verses
composition and listed in Tables 5.1 and 5.2. The data for the Co and Ni substitution series plot
on top of each other if the Ni concentration is scaled by ½. This is similar to the scaling behavior in
transition metal doped BaFe2As2 [32] and suggests that there is some value to the charge-doping
picture (Section 1.2.2). The scaling corresponds to Ni supplying two electrons and Co one electron
when substituting for Fe.
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Table 5.1: Transition temperatures for CaK(Fe1−yCoy)4As4 samples.
Batch y Tc (K) TN (K)
name batched WDS M(T ) R(T ) R(T )
ML182 0.051 0.039(1) 28 29.2(1.2)
ML192 0.100 0.080(7) 17.5 18.6(5) 50.0(1.9)
ML207 0.160 0.124(5) 5 4.7(1.7) 57.1(1.5)
ML255 0.090 0.072(2) 19 20.4(5) 45.8(9)
Table 5.2: Transition temperatures for CaK(Fe1−xNix)4As4 samples. est estimated based on fit in
Fig. 5.1
Batch x Tc (K) TN (K)
name batched WDS M(T ) R(T ) R(T )
ML366 0.025 0.0176(4) 29.3 30.1(2)
ML860 0.035 0.023est 26.2(5) 26.8(2) 36.3(4)
ML718 0.037 0.0259(4) 24.7 26.1(2) 37.7(1.4)
ML367 0.050 0.0326(4) 20.3 21.5(4) 44.0(8)
ML394 0.075 0.0491(4) 9.8(2) 11.2(5) 52.5(1.4)
ML519 0.075 0.049(1) 9.5 10.4(9) 52.2(1.5)
ML546 0.100 0.063(2) <4 53.9(2.4)
As noted in the previous sections with the superconducting transition temperature falls with
added Co or Ni. Concurrently, the new transition at TN rises. This is reminiscent of the doped
BaFe2As2 phase diagrams in Fig. 1.4 starting from an optimally hole-doped superconductor on
the right and moving left toward magnetism. In fact this is what an electron-doping model would
suggest. We will now use x-ray diffraction, Mo¨ssbauer spectroscopy, NMR and neutron diffraction
to investigate the nature of this new phase in CaK(Fe0.951Ni0.049)4As4.
5.4 X-ray diffraction
High-energy x-ray diffraction measurements were carried out by Andreas Kreyssig, Aashish
Sapkota and Karunakar Kothapalli on the six-circle diffractometer at end station 6-ID-D at the Ad-
vanced Photon Source, Argonne National Laboratory. They used an x-ray energy of E= 100.34 keV
and a beam size of 100×100µm2. The CaK(Fe0.951Ni0.049)4As4 single-crystal sample was mounted
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Figure 5.8: Experimental insights into the nature of magnetic order in CaK(Fe0.951Ni0.049)4As4 (TN
= 53 K). a and b show single crystal x-ray diffraction patterns of the HHL and HK0 scattering
planes. The upper half of each panel was taken at 300 K and the lower half at 30 K, well below
the transition. c, shows that the diffraction peaks do not broaden or split on cooling through
the transition. d, evolution of 57Fe Mo¨ssbauer spectra and fits on cooling through the transition.
e, 75As NMR results revealing the effect of the transition on the spectra. f, comparison of the
extracted magnetic hyperfine field at the Fe and As1 sites determined by Mo¨ssbauer and NMR.
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on the cold finger of a He closed-cycle refrigerator. The sample was enclosed by a Be dome and He
exchange gas was used to facilitate thermal equilibrium. Diffraction patterns were recorded using a
MAR345 image plate detector positioned at 1.474 m from the sample. The distance was determined
from measurement of powder patterns of CeO2 standard from the National Institute of Standards
and Technology. The detector was operated with a pixel size of 100× 100µm2, and patterns were
recorded while rocking the sample through two independent angles up to ±2.8◦ about the axes
perpendicular to the incident beam.
Diffraction patterns of theHHL andHK0 reciprocal lattice planes are depicted in Figs. 5.8a and
b. The upper half of each pattern was taken at 300 K and the lower half at 30 K. No additional peaks
appear below TN = 53 K. This suggest that there is no chemical super-lattice, that is, the periodicity
of charge density is unchanged. Figure 5.8c further shows that the 220 and 200 diffraction peaks
do not split or broaden below the transition. This suggest there is no distortion of the crystal
structure from its high-temperature tetragonal crystal class. Basically, the chemical struture is not
dramatically affected by the new phase transition.
5.5 57Fe Mo¨ssbauer spectroscopy
57Fe Mo¨ssbauer spectroscopy measurements were performed by Sergey Bud’ko using a SEE
Co. conventional, constant acceleration type spectrometer in transmission geometry. The 57Co in
Rh source was maintained at room temperature. 34 cleaved crystals of CaK(Fe0.951Ni0.049)4As4
were fixed to a paper disk with Apiezon N grease. An effort was made to keep gaps between
crystals to a minimum and the part of the disk not covered by crystals was coated with tungsten
powder (Alfa Aesar 99.9% metals basis). This mosaic was positioned so that the gamma ray beam
was parallel to the crystallographic c-axes. The sample temperature was maintained using a Janis
SHI-850-5 closed cycle refrigerator with vibration damping. The driver velocity was calibrated
using an α-Fe foil. Figure 5.8d depects the evolution of the Mo¨ssbauer absorption spectrum as the
sample is cooled through the TN.
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The Mo¨ssbauer spectra were fitted using the commercial software package MossWinn 4.0Pre[130].
These fits yielded several important clues about the low-temperature order. Below TN the Fe nu-
clei experience a static hyperfine field (Hhf) leading to the observed splitting of the absorption
peaks. This result alone is not consistent with a charge-spin density-wave (CSDW, Section 1.2.3.2)
where half the Fe-sites would experience a Hhf = 0 T . Finally, the fits suggest that the Hhf at
the Fe sites are not oriented along the crystallographic c-axis. The values of the hyperfine fields
vs temperature are presented in Fig. 5.8f. It is also noteworthy that the Hhf > 0 below the Tc
(without a large fraction of Fe sites with Hhf = 0) suggesting that the magnetic phase coexists with
superconductivity.
5.6 75As Nuclear Magnetic Resonance
Nuclear magnetic resonance (NMR) measurements of CaK(Fe0.951Ni0.049)4As4 (mass roughly
5 mg) were carried out by Qing-Ping Ding and Yuji Furukawa on 75As (I = 32 , γ/2pi= 7.2919 MHz/T,
Q= 0.29 barns) by using a lab-built, phase-coherent, spin-echo pulse spectrometer. The spin echo
was observed with a sequence of pi2 pulse (2.2µs) - 30µs -pi pulse (4.4µs). The
75As-NMR spectra
were obtained at a fixed frequency, f = 43.2 MHz, with sweeping the magnetic field up to 8.25 T.
The magnetic field was applied parallel or perpendicular to the crystallographic c-axis.
Figure 5.8e presents how the NMR spectra evolves on cooling through TN. Let us start with
the data taken with the applied magnetic field along the c-axis (H ‖ c, top 3 spectra). Above TN
two sharp peaks and two pairs of quadrupole satellites are visible in the spectrum. The blue and
green simulated peaks are assign to the As1 and As2 sites, respectively [131]. Below TN the all
peaks broaden and those associated with As1 split (light and dark blue lines). The As2 peaks do
not split. With H ⊥ c There is no splitting of peaks at either site.
These results suggest that the As1 sites have Hhf alternating parallel and anti-parallel to the
c-axis and Hhf = 0 T at As2. The temperature evolution of the hyperfine field at As1 is presented
in Fig. 5.8f.
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5.7 Comparison to 122 FeSCs
As pointed out in Chapter 4, pure CaKFe4As4 is comparable to a optimally hole-doped alkaine-
earth 122 compound. This is suggested not only by it’s stoichiometry (suggesting an Fe valance of
2.25+ in Fig. 1.4) but also its properties and ground state (superconductivity without magnetism).
In a simple-charge doping picture, Co or Ni substitution into CaKFe4As4 add electron and
reduces the effective Fe valance back to toward 2+, the value in BaFe2As2. Starting from optimally
hole-doped (Ba,K)Fe2As2 in Fig. 1.4 and reducing the Fe valance we find that the superconducting
Tc falls and antiferromagnetism is stabilized. In electron-doped CaKFe4As4, the values of Tc and
TN evolve in a similar fashion (Fig. 5.7). This parallel progression of phases supports considering
the 1144 compounds as hole-doped as compared to the alkaline-earth 122 FeSCs.
In Section 5.3 I note that the Co and Ni-doped CaKFe4As4 phase diagrams can be nearly
superimposed by scaling the Ni faction by ½. This can be explained by considering that Co has one
more electron than Fe and Ni has two more. Therefore, substituting Ni for Fe changes band filling
twice as fast.
This scaling behavior is also observed in some transition-metal substitutions into BaFe2As2
[32, 35]. Co, Ni and Cu exhibit a similar composition scaling for with their separated structural
and antiferromagnetic transitions. In addition, the phase diagrams of the Rh and Pd series map
neatly onto those of their lighter 3d analogs, Co and Ni. A simple electron count picture is certainly
valuable for electron-doped CaKFe4As4 and BaFe2As2.
5.8 Conclusions
We determined that electron-doping CaKFe4As4 with Co and Ni substitution stabilizes a new
phase as superconductivity is suppressed. Based on the x-ray, Mo¨ssbauer and NMR results pre-
sented above we are looking for a tetragonal antiferromagnetic phase. We suspect all Fe sites carry
a moment in the ab-plane which only produce a net hyperfine field at As1. Of the antiferromagnetic
structures in introduced in Section 1.2.3, only the two spin-vortex crystal (SVC) motifs appear to
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be consistent with our observations. In Section 6.4 I use the data presented in this chapter to
confidently identify the new phase a hedgehog spin-vortex crystal (hSVC) antiferromagnet.
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CHAPTER 6. IRREDUCIBLE REPRESENTATION ANALYSIS OF
CaKFe4As4
Before I get to how I determined the identity of the magnetic order in Ni-substituted CaKFe4As4
I need to introduce some key concepts of group theory. I will cover some basics of symmetry groups,
classifying quantities into irreducible representations (irreps) and finally consider modifications of a
crystal structure in this context. Then I will continue on to identifying magnetic order in electron-
doped CaKFe4As4 as a hedgehog spin-vortex crystal (hSVC) antiferromagnet. Finally, I will discuss
how the its structure prefers spin-vortex crystal order over the stripe spin-density waves observed
in the majority of FeSC systems.
6.1 Symmetry groups
Group theory has many applications in physics but in this thesis we are primarily concerned
with its application to crystallography and phase transitions. A general introduction to these
concepts can be found in Refs [132] and [133]. In addition, reference [134] provides a complete and
incredibly detailed description of the space groups and their irreducible representations.
A crystalline compound is composed of a periodic array of atoms characterized by its symmetry
(space group) and a repeated chemical unit (its atomic basis)[1]. In mathematics, a group is a set
of operations, called elements, which obey four rules[134, 135]:
1. If A and B are elements of the group, then subsequent operations of each (their product),
AB, must also be an element of the group.
2. The products must be associative, that is, A(BC) = (AB)C.
3. The group must include an identity element, E or “1”, which acts as AE = EA = A for all
elements A in the group.
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4. For each element, A, in the group, there must be an inverse A−1 such that the product
AA−1 = E.
6.1.1 Point symmetry operations
In crystallography, the elements of a group correspond to specific symmetry operations (such as
reflection, translation, or rotation) that leave a quantity, object or motif unchanged (invariant)[134,
18]. A group composed of symmetry elements that operate about a single point in space (no
translations) is called a point group. In addition to the identity operation (denoted “1”), point
operations include[17, 18, 134];
• Rotation: 2, 3, 4 or 6 [e. g. 4-fold, (x, y, z)→ (-y, x, z)]
• Inversion [ 1¯, (x, y, z)→ (-x, -y, -z)]
• Reflection/mirror [e. g. mx, (x, y, z)→ (-x, y, z)]
• Rotoinversion: 3¯, 4¯ or 6¯ [e. g. 4¯, (x, y, z)→ −(-y, x, z) = (y, -x, -z)]
The latter is the product of rotation and inversion.
H2
H3
H1
N
m3
m2
m13z
H2
H1
O
mx
mx2z
H2O NH3
a b
Figure 6.1: (a) H2O has 2mm symmetry and (b) NH3 has 3m symmetry.
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6.1.2 Point groups
The symmetry of molecules and crystallographic sites are captured in their point groups. Fig. 6.1
shows the symmetry elements that leave H2O and NH3 molecules invariant. In crystallography point
groups are commonly labeled with their important elements [18]. For example H2O and NH3 belong
to the point groups 2mm or 3m. We will return to these examples in Section 6.2.
6.1.3 Space groups
In order to capture the symmetry of crystals we must consider translation in addition to point
operations. The 3-dimensional periodic arrangement of atoms in a crystal are invariant under
specific translations; t = n1t1 +n2t2 +n3t3 where ni are integers and fundamental translations, ti,
often called primitive unit vectors [134]. The infinite set of translations, {t}, define the lattice, the
set of equivalent points in the crystal.
Often the lattice exhibits more symmetry than its primitive unit vectors suggest. Unit vectors
can be chosen to better communicate this. This leads to the definition of the 14 Bravais lattices
including both simple and centered unit cells[1, 18, 134].
The products of point group operations and the lattice translations, {t}, are insufficient to
describe all symmetries possible. Glide planes and screw axes are the products of fractional lattice
translations with mirror and rotation operations, respectively[18].
The 230 space group are collections of symmetry elements that fill space and satisfy the require-
ments for a group[134]. If a crystal structure is invariant under all the elements of a group it is
said to belong to that group. For example, the CaKFe4As4 structure belongs to group P4/mmm.
This means it is invariant under all symmetry elements of this space group.
6.1.4 Transformation under symmetry operations
Quantities can be classified by how they transform under important fundamental symmetries.
For example, a polar vector like position, r, is inversion-odd as it reverses under 1¯. Axial vectors
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(pseudovectors) behave like the cross product of two polar vectors and are therefore inversion-even.
Angular displacement and torque are examples of a axial vectors [58].
The symmetry elements introduced so far only operate in spatial coordinates. Time inversion,
1′, reverses the sign of time-odd quantities such as velocity, current density or a magnetic moment.
Its product with other symmetries are denoted by a primed symbol (e.g. m′ = 1′m). A charge
current current, J , is a time-odd polar vector. That means it reverses under time-inversion [58] (
J → 1′J = −J) and under space-inversion (J → 1¯J = −J).
Magnetic moments and magnetic fields are time-odd as well but, are axial vectors [58]. Consider
a the magnetic moment, µ , produced by a current loop. Time inversion reverses the current direc-
tion, reversing the moment (µ → 1′µ = −µ). Space inversion leaves the current loop unchanged,
and the moment invariant (µ → 1¯µ = µ). Figure 6.2 presents a summary of how magnetic vectors
transform under some key symmetry elements.
2
2'
1 ̅
1' ̅
ma b c
d e f m'
Figure 6.2: Transformation of magnetic moments (brown arrows) by important point symmetry
operations. A magnetic moment is a time-odd axial vector. It is helpful to consider how a current
loop (yellow arrows) transforms to understand the behavior of the moment. (a) 2-fold rotation, (b)
1¯ inversion, (c) m mirror. (d-f) are time-inverted versions of the first row indicated by a prime (′)
and red symbol.
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6.1.5 Symmetries as constraints
The symmetry operation also constrain the values of physical quantities. Note how a magnetic
moment transform under the symmetry elements in Fig. 6.2. A magetic moment directly on a 2-fold
symmetry (Fig. 6.2a) axis will only be invariant if the axis and moment are parallel. This means
that the moment on any atom with 2-fold site symmetry must lie parallel to the rotational axis
and the perpendicular components are required to be zero. An atom at a site with only inversion
symmetry has no restriction on its moment direction as moments are invariant under 1¯ (Fig. 6.2b).
Treating symmetries as constrains will be an important concept in Chapter 7.
6.2 Irreducible representations
Irreducible representations (irreps) play a starring role in the application of group theory in
physics. They provide the fundamental description of the action of group operations on objects.
Before we get to the specific case of irreps we must first introduce representations in general. In
short, a representation is literally how the elements of a group are represented, like a set of matrices
or symbols.
Symmetry elements transform one point in space to another; (x, y, z)→ (x2, y2, z2). The action
of any point symmetry operation, g, in 3-dimensional space can be written as a 3 × 3 matrix[17],
R(g). This allows us to capture the action of the operation, g:
(x, y, z)→ (x2, y2, z2) = R(g) • (x, y, z). (6.1)
The action of each point symmetry element in a group can be captured with such a matrix. This
set of matrices form a matrix representation of the group[134].
Lets consider the point group of the H2O molecule in Fig. 6.1a: 2mm (C2v) . This group
contains 4 elements, {1, 2z, mx, my}, which constitute the columns of Table 6.1. The first row
presents a matrix representation, ∆1, for a Cartesian vector space, (x, y, z) (Ref. [17]). Each
matrix expresses the the action of a symmetry operation on the components of the vector space.
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Table 6.1: ∆1, the matrix representations of Cartesian space and irreps[134] in 2mm (C2v). The
irreps are labeled with Mulliken’s notation[136].
1 2z mx my Basis
∆1
(
1 0 0
0 1 0
0 0 1
) (
-1 0 0
0 -1 0
0 0 1
) (
-1 0 0
0 1 0
0 0 1
) (
1 0 0
0 -1 0
0 0 1
) (
x
y
z
)
A1 1 1 1 1 z
A2 1 1 -1 -1
B1 1 -1 -1 1 x
B2 1 -1 1 -1 y
Note that all of the matrices in ∆1 act on each coordinate separately. The operation leaves
them invariant or inverted but never mixes or interchanges them. This means that each component
could be considered individually. For example, the action of the 4 operations on the x component
yield {x, -x, -x,x}. Therefore we can write a 1 × 1 matrix representation for x alone; {1, -1, -1, 1}.
We can also write representations for the y and z components alone; {1, -1, 1, -1} and {1, 1, 1, 1},
respectively.
This demonstrates that ∆1 is a “reducible representation”. It can be built from the direct sum
of several lower dimensional representations. x, y and z are said to be invariant subspaces of the
Cartesian vector space (x, y, z).
The representation developed for x is one dimensional and therefore clearly cannot be broken
into smaller pieces. As a result, this is and example of an “irreducible representation” (irrep) of
the group. Each group has defined number of irreps. The four irreps of 2mm are presented in the
last 4 rows of Table 6.1. Often the irreps are identified with a Mulliken symbol (e.g. A1) which
reveals some of their basic symmetry characteristics[136]. The irreps of all point groups and space
groups are tabulated in a variety of places including Refs. [134], [137] and [138].
In short, irreps classify the fundamental transformation characteristics of something under the
operations of a group. x, y and z transform each in a different way under the group operations.
Each coordinate shares a representation with one of the irreps of 2mm. We can immediately
identify our representation for x in row B1 of Table 6.1. As a result, x is said to “belong to” or
“transform as” irrep B1. In addition, we note that y and z transform as B2 and A1, receptively.
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Table 6.2: ∆2, the matrix representations of Cartesian space and characters table[134] of 3m (C3v).
The irreps are labeled with Mulliken’s notation[136].
1 3+z 3
−
z m1 m2 m3 Basis
∆2
(
1 0 0
0 1 0
0 0 1
) ( - 1
2
-
√
3
2
0
√
3
2
- 1
2
0
0 0 1
) (
- 1
2
√
3
2
0
-
√
3
2
- 1
2
0
0 0 1
) (
1 0 0
0 -1 0
0 0 1
) ( - 1
2
√
3
2
0
√
3
2
1
2
0
0 0 1
) (
- 1
2
-
√
3
2
0
-
√
3
2
1
2
0
0 0 1
) (
x
y
z
)
A1 1 1 1 1 1 1 z
A2 1 1 1 -1 -1 -1
E 2 -1 -1 0 0 0 ( xy )
Each irrep completely describes the action of the group operations on its basis. This means that
∆1 is reducible to a direct sum of A1, B1 and B2.
A matrix representation of a Cartesian vector in point group 3m (C3v), ∆2 (Table 6.2), provides
another illustrative example. Once again z is invariant under all elements of 3m and is independent
of the other two coordinates making it an invariant subspace of (x, y, z). By examining the last
diagonal element of each matrix in ∆2 we see that that z transforms as the A1 irrep in Table 6.2.
x and y clearly transform in a different manner. These components are inter-mapped by some
of the matrices in the representation ∆2. For example, 3-fold rotation (3
+
z ) transforms
x
y
z
→∆2(3+z ) •

x
y
z
 =

−12x−
√
3
2 y
√
3
2 x− 12y
z
 . (6.2)
In some cases, a unitary transformation of the basis can bring all matrices in the representation
into diagonal form [135]. This is not the case for the (x, y) subspace in 3m as it has no invariant
subspaces which transform independently. This means that this representation is irreducible despite
being 2-dimensional.
Unlike single-degenerate (1-dimensional) irreps, double-degenerate (2-dimensional) irreps have
a choice of basis. For example,
√
1
2 (x + y, x − y) is an equally valid basis but transforms with a
different matrix representation than (x, y). Luckily, the trace of the representation matrices are
unchanged by such a unitary transformation of the basis. This trace is termed the “character” of
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the representation under a group operation. The characters of (x, y) are {2, -1, -1, 0, 0, 0} based on
the sum of the first two diagonal elements of the ∆2 matrices.
The irreps of groups are usually presented with their unique characters. These characters of
(x, y) clearly match up with those of the irrep E in Table 6.2, so this subspace transforms as E.
The characters of a single-degenerate irrep are the same as their 1× 1 matrices.
Irreps can be used to classify a wide variety of objects including atomic displacements, magnetic
moments and wave functions. We will use the H2O molecule in Fig. 6.1a to illustrate the first
example. Imagine if H1 shifts toward and H2 shifts away from O. We quantify these displacement
amplitudes with an one-dimensional order parameter, δ.
First, lets consider how this displacement mode transforms under the elements of 2mm illus-
trated in Fig. 6.1a. Naturally, the identity element, 1, leaves our modification invariant. mx also
leaves these shifts unchanged. The 2z and my operations swap the displacement of each H atom
transforming δ → −δ. We can summarize this behavior with the δ’s sign changes under each opera-
tion; {1, -1, 1, -1} for {1, 2z,mx,my}, respectively. These are the characters of the order parameter,
δ. Looking in Table 6.1 we see that this displacement mode belongs to irrep B2.
6.2.1 Isotropy subgroups
This distortion breaks 2z and my symmetry but preserves mx (as revealed by δ’s character
under these operations). The deformed water molecule would therefore belong to point group m.
This is the isotropy subgroup associated with irrep B2 and is comprised of the unbroken symmetry
elements; 1 and mx. An “isotropy subgroup” (IS) is a subset of the high-symmetry group elements
which are preserved by the action of one or more order parameters[139]. These elements must still
form a group to describe the symmetry of a real system.
6.2.2 Irreps of crystallographic point groups
The modifications and properties of ordered crystals can be classified by irreducible represen-
tation similar to the molecules above. For the simplest cases, we can consider the point group
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Table 6.3: Time-even (left) and time-odd (right) irreps of 4/mmm1′. “M” - Mulliken’s notation[136]
for 4/mmm with prefix “m” indicating time-odd; ”Quantity” - quantities that transform as the
indicated irrep. i, Ei, Hi, and Ji are the components of strain, electric field, magnetic field, and
electric current.
Irrep M Quantity
Γ+1 A1g (ε1 + ε2), ε3
Γ+2 B1g (ε1 − ε2)
Γ+3 A2g
Γ+4 B2g ε6
Γ+5 Eg
(
ε4
ε5
)
Γ−1 A1u
Γ−2 B1u
Γ−3 A2u Ec
Γ−4 B2u
Γ−5 Eu
(
Ea
Eb
)
Irrep M Quantity
mΓ+1 mA1g
mΓ+2 mB1g
mΓ+3 mA2g Hc
mΓ+4 mB2g
mΓ+5 mEg
(
Ha
Hb
)
mΓ−1 mA1u
mΓ−2 mB1u
mΓ−3 mA2u Jc
mΓ−4 mB2u
mΓ−5 mEu
(
Ja
Jb
)
symmetry of a of a crystal structure [58]. This “isogonal point group”[134] of the structure’s space
group captures the symmetry of a macroscopic crystal. Modifications and fields can be assigned to
the irreps of the crystallographic point group by considering which symmetries they break[137].
CaKFe4As4 belongs to space group P4/mmm (No. 123) which has point group 4/mmm (D4h).
The irreps of this group are presented on the left of Table 6.3. The components of electric field and
the strain tensor are listed behind the irrep they belong to.
Magnetic fields, uniform magnetization and electric currents can be classified into irreps as well,
but they are time-odd. As a result they break time-reversal symmetry (1′) and therefore belong to
time-odd (magnetic) irreps. The components of magnetic field and electric current in CaKFe4As4
are presented with their corresponding irreps of 4/mmm (D4h) in Table 6.3.
6.2.3 Irreducible representations summary
In summary, a symmetry group is composed of the symmetry elements that leave a system
invariant. A quantity has a representation that captures how it transforms under these group
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elements. The quantity is said to belong to one or more fundamental irreducible representations
(irreps) which describe its symmetry characteristics in the group. A non-zero value of such a
quantity can lead to reduced symmetry of the system. The subset of unbroken symmetry elements
comprise the isotropy subgroup induced by the quantity.
With these concepts and vocabulary of crystallographic symmetry, we can examine the impli-
cations of the unique 1144 structure for its structural and magnetic modifications. We will use
the term “modifications” to describe any change in the crystal structure including: lattice strains,
valance changes, un-equal orbital occupation, atomic displacements, or magnetic moments.
6.3 Irreducible representations of space groups
Point group irreps fail to capture all modifications possible in a crystalline material. These
irreps can only describe fields and modifications which are spatially uniform, that is, they are
the same at every unit-cell in the material. As a result, they preserve the discrete translational
symmetry of the crystal’s space group.
6.3.1 Wave-vectors of irreps
To classify spatially-periodic (non-uniform) modifications of the structure the space group irreps
include have a wave vector [134]. This captures the transformation characteristics of the periodic
function under the lattice translations. In short, space group irreps classify how modifications break
the translational symmetry of the space group in addition to its point symmetries.
Electron wave functions can be classified into space group irreps [134]. The Bloch equation
illustrates this nicely [1, 134]. An electron wave function, ψk(r), in a periodic crystal can be
written as
ψk(r) = uk,n(r) e
ik•r. (6.3)
The Bloch functions, uk,n(r) capture components of amplitude and phase with the same periodicity
as the lattice. As a result this function determines the transformation characteristics of the electron
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state under the point symmetry operations of the space group. The term eik•r captures the phase-
shift (i.e. the character) under the discrete lattice translations (r → r + t).
This decomposition of electron wave function illustrates the two pieces of the a space group
irrep. The transformation characteristics under lattice translations is captured by the wave-vector
(k). In addition, we need do describe how quantities transform under the point symmetry elements
of the space group. In fact, the Bloch equation provides convenient basis functions of the space
group irreps[134, 20].
The Bloch equation illustrates one additional important concept. The wave-vector, k, in
Equ (6.3) is generally chosen to lie in the 1st Brillouin zone (BZ) through modification of the
Bloch function[1, 4]. This is true for the irreps of space groups as well, and only wave-vectors
within the 1st BZ are used[134, 137].
Although irreps with any k within the BZ are valid, I will be considering the simplest cases;
those at high symmetry points [134]. The names and locations of this points are depicted at the
top of Figure 6.3 for the primitive tetragonal Brillouin zone of CaKFe4As4.
CaKFe4As4 is primitive-tetragonal with space group P4/mmm (No. 123). In addition, it is
paramagnetic and therefore also respects time-reversal symmetry (1′). This leads us to consider
the irreps of magnetic ”gray” group[134] P4/mmm1′ instead. A gray group has all the symmetry
elements of non-magnetic space group and their product with time inversion [134].
6.3.2 Isotropy subgroups of space groups
As introduced is Section 6.2.1, the subgroup of symmetry operations preserved by an irrep is
termed an isotropy subgroup (IS) [139]. This concept takes on greater importance in space groups
as it captures the symmetry the modified structure after a phase transition[137] (like the one we
suspect in Ni-substituted CaKFe4As4). The ISs associated with time-even and time-odd irreps of
P4/mmm1′ in Tables 6.4 and 6.5, respectively. Only those with high-symmetry wave-vectors are
included. Less symmetric wave-vectors are associated with incommensurate magnetic structures
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which would likely produce incommensurate Bragg peaks in x-ray diffraction measurements. There
is no evidence for this.
6.3.3 Notation for space group irreducible representations
This provides a good opportunity to discuss notation for space group irreps. The Mulliken
notation commonly used for point group irreducible representations is usually unsuitable for space
group irreps. I adopt the notation from Ref. [140] and employed by the ISODISTORT[137] software
I used.
The irrep symbols are presented in column ”Irrep” in Tables 6.4 and 6.5 as well as subsequent
tables. The propagation vector of the irrep is encoded in the large letter (such as Γ, M or Z) and
identifies the corresponding Brillouin zone (BZ) point. These points are identified in the CaKFe4As4
BZ in Fig. 6.3. Only the 6 high symmetry points in the primitive tetragonal BZ are presented in
Table 6.5 as x-ray and neutron diffraction suggest a simple commensurate modification develops at
the transition.
Γ-point irreps have wave-vector (0,0,0) and therefore don’t break the translational symmetry
of the lattice. These directly correspond to the irreps of the isogonal point group of the structure
(see Section 6.2.2). I have included the appropriate Mulliken symbol for the in column “M” of
Table 6.4 for the IS associated with Γ-point irreps (ISs 1-14). Irreps with propagation vectors other
than Γ indicate that the irrep breaks some of the translational symmetry. As a result, there is no
corresponding point group irrep.
The subscript number is an index for the irreps of each BZ point. The superscript indicates
whether the irrep is inversion-even (+) or -odd (-). Finally, the prefix m of all the irreps in Table 6.5
indicates that the irrep is time-odd and can therefore support static magnetic moments.
Note that some irreps appear three times in Table 6.5 (e.g. ISs 5, 6 and 7 Γ+5 ). They are double-
degenerate and can be associated with different ISs (column “IS”) depending on the relationship
between the components of their order parameter, called the order parameter direction (column
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“opd”). In addition, some ISs also appear more than once (e. g. IS119 and IS122). These are still
distinguishable as atomic species occupy different Wyckoff sites in each subgroup.
6.4 Identifying the magnetic phase in CaK(Fe1−xNix)4As4
In Ref. [48] and Chapter 5 resistance measurements suggested that Co- or Ni-substitution in
CaKFe4As4 stabilize a new, low-temperature phase below TN. X-ray diffraction, heat capacity,
Mo¨ssbauer spectroscopy, and nuclear magnetic resonance (NMR) measurements were performed
to reveal the characteristics of this new phase in CaK(Fe0.951Ni0.049)4As4. First we will reiterate
these results and newer clues from neutron diffraction [141]. Then I will demonstrate how this
evidence determines the unknown phase to be a specific variety of hedgehog spin-vortex crystal
(hSVC) antiferromagnetism.
Heat capacity measurements confirmed the transition suggested by resistance vs temperature.
In addition, the transition appears to be second-order[48]. If true, this observation places dramatic
restrictions on the changes of symmetry at the transition based on the arguments of Landau[142,
143] and built on by others[139, 144, 145, 146].
X-ray diffraction from a single crystal of CaK(Fe0.951Ni0.049)4As4 reveal no significant changes
to the diffraction pattern though the transition. This leads to two important conclusions about
the low-temperature phase. First, the low-temperature phase does not exhibit super-lattice Bragg
peaks, suggesting that the chemical periodicity is unchanged. This is contraindicative of an incom-
mensurate distortion or a commensurate chemical super-lattice. However, this does not rule out an
enlarged magnetic unit cell. Second, no distortion is observed from the high-temperature tetragonal
crystal class (Ref. [48]). Armed with these structural details, we now turn to local magnetic probes
for additional insights.
57Fe Mo¨ssbauer spectroscopy yields critical insights into the magnetic nature of this new
phase. First of all, the characteristic splitting of the absorption peak signal a hyperfine field, Hhf ,
at the Fe site. This reveals the unknown phase to be magnetic. Fits to the spectra lead to two
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further conclusions; the hyperfine fields at Fe sites are non-zero and critically, perpendicular to
[001] (Ref. [48]).
75As NMR measurements provide further clues by probing an additional atomic site. The
unique As1 and As2 sites clearly encounter different environments at low temperatures. As1 expe-
riences an alternating Hhf ‖ [001]. Critically, no hyperfine field is present at As2 (Ref. [48]).
Neutron diffraction has recently provided the final evidence to identify our mystery phase.
Magnetic Bragg peaks at HKL with half-integer H and K and integer L indicate that magnetic
unit cell has doubled in the ab-plane [(a , b, c)→ (a + b, a − b, c)]. Finally, the ratios of the ½ ½L
Bragg peak intensities will provide the evidence to discriminate between final candidates for our
low-temperature phase [141].
Now, I will present how the preceding results identify the low-temperature phase in Ni-substituted
CaKFe4As4 as a unique variation of hedgehog spin-vortex crystal (hSVC) antiferromagnetic order.
First, note that Mo¨ssbauer and NMR spectroscopies indicate a hyperfine field, Hhf , at the Fe and
As1 sites resulting from magnetic order. This indicates that time-reversal symmetry (1′) is broken
and leads us consider only magnetic isotropy subgroups (ISs) of the the magnetic space group of
paramagnetic CaKFe4As4, P4/mmm1
′ (listed in Table 6.5).
In contrast to the orthorhombic SSDW phase in the 122 FeSCs, the x-ray diffraction pattern of
the low-temperature phase in CaK(Fe1−xNix)4As4 retains 4-fold symmetry. This means that we can
restrict our search to tetragonal ISs. Tetragonal groups (including magnetic ones) will have a “4”
in the their space group symbol in column “IS” (e. g. P4′/mmm′ or Pc42/mcm but not FSmmm)
[17, 147]. This eliminates 56 of the 104 magnetic ISs in Table 6.5. Note that all non-tetragonal
magnetic ISs result from double-degenerate irreps.
No super-lattice Bragg peaks are observed in the low-temperature x-ray diffraction patterns.
This requires that the primitive chemical unit cell remains the same size. Column “c” in Table 6.5
reveals the volume of the IS’s primitive, chemical unit cell relative to that of the parent cell. A
value >1 in this column indicates a larger cell and one would expect additional x-ray super-lattice
Bragg peaks. The only ISs with enlarged chemical unit cells are associated with the X- (½ 0 0) and
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Figure 6.3: Crystal structures and Brillouin zones of CaKFe4As4, LaFeAsO, and Ca2As2 with
common orientations and scales. The high symmetry points are labeled Although the first two
have different space groups they have comparable Brillouin zones because they are both primitive
tetragonal. Structures plotted with VESTA[15].
R-points (½ 0 ½). The new Bragg peaks might be quite weak in tetragonal ISs with these propagation
vectors as they result from secondary order parameters [139] associated with the time-even M+i
irreps (see column “2nd Irreps”). Fortunately, clues from Mo¨ssbauer and NMR lead to stronger
arguments against these subgroups.
The list of candidates for our low-temperature phase is now restricted to tetragonal subgroups
associated with the Γ-, M -, Z-, and A-points (marked with a “•” in column “X” of Table 6.5).
Tables 6.6, 6.7, 6.8 and 6.9 present all the magnetic ISs associated with these propagation vectors.
By examining the output of ISODISTORT[137] we have named many of these subgroups by
the the type of magnetic order we identified (“Label” column). The subsequent column, “S”,
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describes the “stacking” or correlation of magnetic moments between adjacent Fe planes. An “F”
indicates ferromagnetic stacking, where Fe moments have the same orientation on each layer. An
“A” (antiferromagnetic stacking) indicates that the Fe moments are anti-parallel on each layer.
“DA” stands for double antiferromagnetic stacking where the Fe moments reverse direction every
two layers (e. g. + +−−).
There are a number of magnetic orders in these tables worth highlighting. Magnetic irreps
belonging to the Γ-point (0 0 0) presented in Table 6.6 are associated with magnetic structures that
are invariant under the lattice translations, that is, they do not enlarge the magnetic unit cell. For
example, uniform magnetization, (Ma,Mb,Mc along the a, b and c axes), is reducible to Ma and
(Mb,Mc) of irreps mΓ
+
3 and mΓ
+
5 . The latter case gives rise to three ISs (IS109-111) as different
elements of P4/mmm1′ are preserved depending on the orientation of magnetization (the order
parameter direction, column “opd”). The columns under “Symm. Allowed Mag. Field” present
which magnetic field directions are allowed by the IS at each occupied atomic site. Other notable
magnetic orders include two stackings of Ne`el antiferromagnetism with Fe-moments along [001]
(IS108 and IS113).
The ISs associated with the Z-point (0 0 ½, Table 6.8) turn out to be double antiferromagnetic
stackings of the magnetic orders related to the Γ-point. Despite doubling the magnetic unit cell
along c (“2” in column “m”), these subgroups are not expected to generate any addition x-ray
Bragg peaks. This is because the periodicity of electron-density (which is time-even) is invariant
under time-inversion.
The M -point (½ ½ 0) is the nesting vector between the electron and hole Fermi surfaces in
CaKFe4As4 (Ref. [148, 149]). This places great interest on ISs with this propagation vector (Ta-
ble 6.7). Most FeSCs only have double-degenerate irreps associated with their Fermi surface nesting
vector[20, 21, 44, 150, 151]. The magnetic order in these materials is predominately the stripe-type
spin-density wave (‖SSDW, Fig. 1.6a) antiferromagnetism [12, 16] introduced in Section 1.2.3.
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In contrast to most FeSCs, we find the Fermi surface nesting vector in the 1144 structure has
several Single-degenerate irreps. All of these (IS119-122 and IS126-129) correspond to variations of
spin-vortex crystal (SVC, Fig. 1.6b, d) antiferromagnetism which we will explore later (Section 6.5).
Charge-spin density wave order with Fe moments along [001] (cCSDW, see Section 1.2.3.2 and
Fig. 1.6f) also belongs to an M -point irrep. It has been identified as the tetragonal (“C4”) magnetic
phase in alkali-metal doped 122s[49, 50, 51, 52, 53]. As a result, it is a strong candidate for the
magnetic order in Ni-doped CaKFe4As4.
paramagnetic CaKFe4As4paramagnetic CaFe2As2
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Figure 6.4: Comparison of symmetry reduction in 122 (e.g. CaFe2As2) and 1144 (CaKFe4As4)
structures on ordering in the charge spin-density wave (cCSDW, see Section 1.2.3.2). Selected
symmetries are shown in each panel which illustrate how the cCSDW phase is tetragonal in the 122
structure and orthorhombic in the 1144. The black, un-primed symmetries are time-even operations
and the red, primed symbols are time-odd operations (see Section 6.1.4).
By examining the magnetic structures output by ISODISTORT, CSDW orders were identi-
fied as belonging to ISs from mM±5 (IS124 and IS131). Surprisingly, these two structures have
orthorhombic ISs (Camma and Cammm) instead of tetragonal as in the 122s [49, 50, 51, 150].
Fig. 6.4 shows the relevant symmetry elements in the 122 and 1144 structures to illustrate the
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critical difference. In the paramagnetic 122 structure (Fig. 6.4a) a 42 screw axis parallel to [001]
passes through each Fe site [see I4/mmm (#139) in Ref. [17]]. In the CSDW phase (Fig. 6.4c),
half of these screw axes become time-inverting (4′2) and all other 4-fold symmetries (‖ [001] passing
through As-sites) are broken. Therefore, cCSDW order is tetragonal in 122s as 4-fold elements
remain. Basically, cCSDW order is orthorhombic in the 1144 structure because is has reduced
symmetry compared to the 122 FeSCs.
In the paramagnetic 1144 structure (Fig. 6.4b), only 2-fold elements pass through the Fe-
sites[17]. For this structure, no 4-fold symmetry elements remain in the CSDW (Fig. 6.4d) and the
crystal class is reduced to orthorhombic. Consequently, a lattice distortion would be expected in
x-ray diffraction.
ISs associated with the irreps having A-point propagation vectors, (½ ½ ½), (Table 6.9) are varia-
tions of those from the M -point with double antiferromagnetic (“DA”) stacking. As described above
for the Z-point subgroups, despite an enlarged magnetic unit cell no additional x-ray diffraction
peaks were expected.
NMR and Mo¨ssbauer spectroscopy provide insights into the hyperfine field present at the Fe-
and As-sites. Tables 6.6, 6.7, 6.8 and 6.9 present the hyperfine field orientations at each occupied
site allowed by the symmetry of the ISs. ISODISTORT determines the modifications allowed at
each Wyckoff site (such as the magnetic moment) by calculating the subduction frequency of the
subgroup onto the irreps of the site’s point group (see Ref. [139]). Several tools on the Bilbao
Crystallographic Server can be used as well [138].
Fits of 57Fe Mo¨ssbauer spectra suggest that the Fe magnetic moments lie perpendicular to [001]
and have a common magnitude. This eliminates ISs allowing Fe moments ‖ [001] from consideration
(indicated by “[001]” or “±[001]” in the “Fe” column). In addition, this result is inconsistent with
subgroups which allow moments at some Fe sites but not others. Such broken site equivalence is
indicated by multiple entries in the “Fe” column in Tables 6.6, 6.7, 6.8 and 6.9 (e. g. “±[001], 0”).
ISs with characteristics consistent with Mo¨ssbauer results are marked with a “•” in the “M” column
in these tables as well as Table 6.5.
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Figure 6.5: Projections of the Fe-As plane depicting motifs and centering of SVC antiferromag-
netism. As1 (blue) lies below the Fe plane and As2 (green) above it. Magnetic moments at the
Fe sites are represented by brown arrows. Allowed hyperfine fields at As sites are represented by a
“” or “⊗” for out and in of the page, respectively. The “hedgehog”[21] motif (a, c) has patterns
of Fe moments all-in (solid circles) and all-out (dashed circles) and the “loops”[48]motif (b, d) has
clockwise and counterclockwise patterns. The As site sitting in the middle of this characteristic
motif element defines the centering[48].
Mo¨ssbauer spectroscopy provides strong evidence against all four stackings of cCSDW antifer-
romagnetism (IS124, IS131, IS176 and IS183). These structures have two inequivalent Fe sites, one
with no hyperfine field allowed and the other alternating parallel to [001] in clear contradiction to
the Mo¨ssbauer fits [49, 50, 51, 150] (Fig. 1.6f). In fact, all of the magnetic structures that belong to
the mM±5 (IS123-125 and IS130-132) and mA
±
5 (IS175-177 and IS182-184) irreps result in incorrect
orientation of the hyperfine fields at the Fe sites.
This leaves us with a dramatically smaller set of ISs to consider. All those with Γ or Z propa-
gation vectors are excluded because, they are not tetragonal (IS109-111, IS116-118, IS161-163 and
IS168-170); lead to Fe hyperfine field along [001] (IS107, IS109, IS112, IS113, IS159, IS160, IS164
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Figure 6.6: Hedgehog spin-vortex crystal magnetic structure associated with mM+3 in CaKFe4As4.
The Fe moments are represented by large orange arrows. The symmetry allowed hyperfine fields
at Ca and As1 are represented by black arrows. The smaller unit cell on left and labeled axes are
for paramagnetic CaKFe4As4 structure. Although the magnetic unit cell is doubled, the chemical
unit cell is unchanged. Figure generated with VESTA[15] using cif file from ISODISTORT[137].
and IS165); or do not support moments at occupied sites (IS105, IS106, IS114, IS115, IS157, IS158,
IS166 and IS167).
This only leaves the 16 variations of SVC order (IS119-122, IS126-129, IS171-174 and IS178-181).
We can distinguish these with three characteristics; motif, centering, and stacking. As discussed in
Section 1.2.3.2, hedgehog (hSVC) and loops (`SVC) motifs are based on the characteristic pattern
of the moments in the Fe plane[21, 48] (Fig. 1.6b, d). Centering refers to which As site the motif
is centered on (Fig. 6.5). For the hedgehog SVC, the Fe squares with moments pointing all-in or
all-out can contain As1 (hSVC1, Fig. 6.5a) or As2 (hSVC2, Fig. 6.5c). Similarly for loops SVC, the
squares with clockwise and counterclockwise moment pattens can lie around As1 (`SVC1, Fig. 6.5b)
or As2 (`SVC2, Fig. 6.5d). Remember that this makes the SVC centerings distinct as the As sites
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are inequivalent because they sit next to Ca or K. Finally, these four Fe plane patterns can be
stacked along the c direction in four different patterns (column “S”).
75As NMR provides the next evidence to decide which SVC structure has ordered. The spectra
in Fig. 5.8e reveal that As1 experiences an alternating hyperfine field along [001] (“±[001]” in the
“As1” column in Table 6.6, 6.7, 6.8 and 6.9) and As2 sees no hyperfine field (“0” in the “As2”
column). This eliminates the loops SVC subgroups as they do not allow a net hyperfine field at
either As site. The centering of the hedgehog motif determines which As experiences the nonzero
hyperfine field (Fig. 6.5 and Tables 6.7 and 6.9). Only hedgehog SVC centered on As1 (hSVC1)
produces the correct hyperfine fields. Once again, we mark ISs consistent with the NMR result
with a “•” in column “N” in Tables 6.5, 6.6, 6.7, 6.8 and 6.9.
Using the experimental evidence presented in Ref. [48] and Chapter 5 we have identified our
mystery phase as one of the four stackings of hSVC1 antiferromagnetism (IS121, IS126, IS173,
IS178 in Tables 6.7 and 6.9).
The neutron diffraction results in Ref. [141] provide the final clues need to completely identify
the low-temperature phase. First of all, magnetic peaks observed at HK L with half-integer H and
K with integer L, indicate a doubling of the magnetic unit cell in the ab-plane. This is inconsistent
with the ISs from Γ-, X-, Z-, A-, and R-point irreps. Critically, A-point ISs is expected to exhibit
magnetic diffraction peaks at HK L with half-integer H, K and L due to the doubling of the
magnetic unit cell along [001]. This excludes all double stacked (“DA” in column “S”) SVC orders
from consideration (Table 6.9).
Two ISs remain, antiferromagnetic and ferromagnetic stacking of hSVC1 (IS121 and IS126 in
Table 6.7). As described in the neutron diffraction paper [141], the intensity ratios of magnetic
½ ½L peaks discriminate between these two possibilities. The ratios are consistent with antiferro-
magnetically stacked hedgehog SVC order (IS120 or IS121, indicated by “•” in column “n”) with
propagation vector (½,½,0) (the M -point). Therefore, only hSVC1 (IS121, presented in Fig. 6.6)
satisfies the findings of all the data.
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So far we have only considered ISs resulting from a single irreps. It is possible that our low-
temperature phase results from ordering of a reducible order parameter, that is, one composed of
order parameters belonging to multiple irreps. Heat capacity (Fig. 5.6) and order parameter vs
temperature results (Fig. 5.8f and Ref. [141]) suggest that phase transition from the paramagnetic
to SVC is second order. Landau asserts that the order parameter that drives a second order phase
transition must belong to a single irrep.[142, 143] Although, secondary order parameters respond
sympathetically, they must not drive the transition (see Ref. [139]).
ISs which are accessible by a second order phase transition from the paramagnetic 1144 structure
are marked with a “•” in column “2” in Tables 6.5, 6.6, 6.7, 6.8 and 6.9. At first, this does not
appear to be a very restrictive cut but, it excludes all phases which resulting from the action of
order parameters belonging to multiple irreps. ISs with reducible order parameters have not been
considered so far in this analysis and not included in Table 6.4 or 6.5. Therefore, I suspect that only
the antiferromagnetic stacked hSVC1 order parameter (belonging to mM+3 ) drives the transition.
If individual experimental results are dismissed, the identification remains quite strong. For
example, if we suspect a finite orthorhombic distortion or weak super-lattice peaks, not observed
by x-ray diffraction, we can still reach the same conclusion. The hyperfine field orientations indi-
cated by Mo¨ssbauer and NMR still point to hSVC1 order. Alternatively, if the NMR result is in
question, the only tetragonal ISs with Fe-site hyperfine fields perpendicular to [001] and no chemi-
cal super-lattice point to loops or hedgehog SVC order. Finally, the results of neutron diffraction
are surprisingly restrictive, consistent with only hedgehog SVC order with antiferromagnetic stack-
ing. Viewed collectively, the results discussed above dramatically strengthen our identification of
hedgehog SVC order in Ni-substituted CaKFe4As4.
Based on the preceding analysis, we have robustly demonstrated that the low-temperature
magnetic phase in Ni-doped CaKFe4As4 is only consistent with antiferromagnetic stacked, hedgehog
spin-vortex crystal centered on As1 (hSVC1, IS121) depicted in Fig. 6.6. This magnetic order
transforms as irrep mM+3 in P4/mmm1
′ and belongs to the magnetic space group PC4/mbm
(#127.397) in BNS notation[152] or PP 4
′/mmm′ (#123.17.1015) in OG notation[153].
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6.5 Why SVC instead of SSDW order in CaKFe4As4?
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Figure 6.7: Symmetry elements at the Fe site in CaFe2As2 (a) and CaKFe4As4 (b) projected along
[001]. In CaFe2As2 equivalent As atoms above (larger) and below (smaller) the Fe plane preserve
relatively high Fe site symmetry. In CaKFe4As4 Ca and K planes reduce this symmetry to 2mm.
Magnetic moment (brown arrows) anisotropies for each case are presented on the right. In the first
case, these moment orientations would transform as irrep E in 4¯2m. In the second case, the two
moment orientations would transform as the irreps B1 and B2 in 2mm (see Table 6.1).
Now we set out to explain why Ni-doped CaKFe4As4 adopts an SVC ground state even though
this order is not observed in other FeSCs. One interpretation relies on the asymmetry across the Fe
planes in the 1144 structure. In addition, examining the irreps of the FeSC space groups presents a
complementary interpretation. First, we will consider the role of Fe-site symmetry in the magnetic
order.
In the majority of FeSCs (e. g. CaFe2As2), in the paramagnetic states, the Fe sits at the center of
a distorted As tetrahedron (see Fig. 1.1). This site has tetragonal 4¯2m point symmetry[17] depicted
in Fig. 6.7a. Consider an in-plane magnetic moment at Fe. The site symmetry ensures that the
energy is the same for a moment along the the [100], [010], [1¯00] and [01¯0]. A different common
energy is expected for [110], [1¯10], [1¯1¯0] and [11¯0]. A pair of orthogonal moment components in
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either family of directions provide a good basis for this double-degenerate order parameter. This
is comparable to choice of basis for the x and y coordinates in the 3m point group discussed in
Section 6.2. Note that the moments in the SSDW phases are along 〈110〉 directions (Fig. 1.6a and
c).
In CaKFe4As4 alternating Ca and K planes reduce the Fe site symmetry to orthorhombic 2mm
(Fig. 6.7b, Ref. [17]). The directions along the diagonal mirrors are now inequivalent because one
passes through As1 sites and the other As2. Now there will be a different energies for a moment
along [100] and [010]. In this case, the moment components along these high-symmetry directions
provide the only good basis to describe the energy of the magnetic moment. This is because
each component belongs to a different irrep of 2mm (irreps B1 or B2 of 2mm in Table 6.1) and
are therefore single-degenerate eigenstates of the crystal field Hamiltonian. These high symmetry
directions, 〈100〉, correspond to the moment directions in the SVC orders (Fig. 1.6b and d).
This examination of the Fe site has revealed one reason why the 1144 structure adopts SVC,
not SSDW, order. The SVC motif has moments along the high-symmetry directions at the 2mm
Fe site and the SSDW does not. More importantly, this example illustrates how a choice of bases
is lost as degeneracy of states is broken by reduced symmetry.
With this is mind, let us return to the complete 1144 structure. The inequivalent As sites in
the CaKFe4As4 structure provides an intuitive way for someone to realize the non-degeneracy of
SVC magnetic orders. Centering of SVC motifs are distinguishable by their position relative to the
As1 or As2 sites (Fig. 6.5). As suggested in Refs. [21, 48], the asymmetric distance of As1 and As2
from the Fe plane provide a conjugate field favoring one SVC centering over the other. This breaks
the degeneracy between hSVC1 and hSVC2 (and between `SVC1 and `SVC2) leading only one to
order.
This concept of conjugate field provides a mechanism for the microscopic origin of the SVC
ground state. Comparing the space groups irreps of FeSCs provides a complementary explanation.
In short, CaKFe4As4 is expected to adopt SVC orders because they are the appropriate descrip-
tion of antiferromagnetism in this structure, not SSDW. The nature of magnetic order in the
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Figure 6.8: kz = 0 cuts of the primitive and body centered tetragonal Brillouin zones (BZs)
superimposed on the “1-Fe” BZ. (a) The Fermi surface nesting vector in FeSCs corresponds to the
M -point in the primitive (P) tetragonal BZ which has 1 inequivalent vector in its star. (b) The
nesting vector corresponds to the X-point in the I centered BZ which has 2 inequivalent vectors
in its star (black and white).
most FeSCs is tied to the double-degenerate, time-odd irreps associated with Fermi-surface nesting
vectors [20, 21, 44, 150, 151]. This necessitates double-degenerate bases to describe the relevant
antiferromagnetism as presented in Section 1.2.3. As with the Fe moment in CaFe2As2 discussed
above, this provides a choice of bases, either SSDWs (Section 1.2.3.1) or SVCs (Section 1.2.3.2).
This is not the case for the 1144 structure with space group P4/mmm1′. As described in
Section 6.4, the nesting vector corresponds to the M -point (Fig. 6.8a) which has 8 single-degenerate
and 2 double-degenerate irreps. These give rise to 8 SVC orders (IS119-122 and IS126-129 in
Table 6.7) and 2 pairs of cSSDW (IS123 and IS130), respectively. These 12 order parameter
components completely span the antiferromagnetic orders described by equation (1.1) on the pair
of Fe-planes in the 1144 unit cell. The single-degenerate irreps reveal that the space group has
imposed the choice of the SVC bases for orders with Fe-moments ⊥[001]. This is notably different
than the double-degenerate irreps of the corresponding X-point in I4/mmm (122 family) and
M -point in P4/nmm (11, 111 and 1111 families).
Surprisingly, this unique situation for the 1144 structure stems from the relative simplicity of
its P4/mmm space group. The degree of degeneracy of a space group irrep has two contributions.
First, the underlying “small irrep” degeneracy, d, of the propagation vector’s “little group” (see
Ref. [134]). Second, the number of vectors, s, in the star of the propagation vector[134]. A space
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group irrep is built by “sticking” together the corresponding small irreps of each member of the
star giving (d s)-fold degeneracy[134].
The star of a propagation vector is the set of symmetry related k-space points that do not differ
by a reciprocal lattice vector. This concept is important in this case because basis functions with
propagation vector that differ by a reciprocal lattice vector are equivalent. This means that each
vector in the star contributes unique modulation direction and additional degeneracy to the irreps.
The little group of the M -point in P4/mmm (S.G.#123)[17] has 8 single-degenerate and 2
double-degenerate small irreps[134]. The star of the M -point contains only one member[134] (see
Fig. 6.8a and caption). This means that the irreps of the space group show the same degeneracies
as the small irreps as reflected in the set of M -point magnetic irreps in Table 6.7.
In the case of body-centered tetragonal 122s (I4/mmm, S.G.#139)[17] the Fermi surface nesting
vectors lies at the X-point of the Brillouin zone (½ ½ 0 in the conventional basis)[154]. The 8 irreps
of its little group are all single-degenerate[134] but, there are two inequivalent vectors in the star of
the X-point[134, 137] (½ ½ 0 and -½ ½ 0 in Fig. 6.8b). This leads to the 8 double-degenerate irreps[137]
associated with the nesting vector.
Structural modifications belonging to these irreps have two order parameter components which
are interchanged by 90° rotation about [001]. For example, the two orientations of the stripe-type
spin-density wave (SSDW) transform as mX+2 in BaFe2As2’s magnetic space group I4/mmm1
′
(Refs. [150] and [137]). These SSDW orientations directely related to the two antiferromagnetic
orthorhombic domains in the 122s.
The 11, 111, and 1111 FeSC families share a common space group, P4/nmm (S.G.#129)[17].
This case is subtly different but leads to a similar result as in the case of the 122 family. Like the
1144 structure, the nesting vector corresponds to the M -point of the primitive-tetragonal Brillouin
zone which has one vector in its star (Fig 6.8). This time, the little group irreps are the source of
double-degenerate irreps. P4/nmm is a nonsymmorphic space group[17, 134] and therefore, has
an unusual little group for the M -point. The procedure for obtaining its 4 double-degenerate small
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irreps is detailed in Ref. [20]. This provides 4 double-degenerate space group irreps to describe the
antiferromagnetism of interest in P4/nmm.
The single-degeneracy of the SVC order parameters in the 1144 structure leads to a significant
difference from the other FeSCs. SSDW order in accompanied by an orthorhombic distortion de-
termined on the orientations of Fe-moments. In-order to minimize elastic energy a macroscopic
sample forms orthorhombic twin domains throughout. Single-degenerate SVC order retains tetrag-
onal symmetry and there are no orientation choices for domains. As a result, no antiferromagnetic
domains or orthorhombic distortion are expected with SVC ordered 1144.
Although I have stated that there is no symmetry reason for the two hSVC centerings to be
degenerate, what mechanism actually favors the observed hSVC1 order in Ni-doped CaKFe4As4? I
propose that the explanation lies with the d-orbitals at the Fe site. In 122 compounds the dxz and
dyz form a doublet [19]. This is not the case in the 1144 structure where the alternating Ca and K
layer reduce the Fe site symmetry to orthorhombic. Spin-orbit coupling between electon spins and
the non-degenerate d-orbitals promotes a preferred moment orientation as illustrated in Fig. 6.7b.
This will favor the Fe moments to all point toward As1 (hSVC1 or `SVC2) or As2 (hSVC2 or
`SVC1) as depicted in Fig. 6.5.
In summary, magnetism arising from Fermi surface nesting in the 1144 structure is notably
different from for the majority of FeSCs. The details of its chemical structure and space group
break the degeneracy between the pairs of relevant antiferromagnetic orders. For most FeSCs this
magnetism characterized by double-degenerate magnetic order parameters[20, 21, 44, 150, 151]
allowing us to choose either the SSDW or SVC bases. The reduced symmetry in the 1144 structure
breaks some of this degeneracy. This can be understood by examining the irreps of its space group,
or more simply by noting the inequivalence of SVCs centered on As1 and As2. The ordering of an
SVC ground state is inevitable as these single-degenerate SVC orders are now the only good basis
to describe the antiferromagnetism arising from Fermi-surface nesting.
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Table 6.4: Time-even isotropy subgroups (ISs) of P4/mmm1′ generated with ISODISTORT[137]. “#” IS-
index; “Irrep” irrep label (see 6.3.3); “opd” order parameter direction; “IS” space group and number[17]; “c”
multiplicity of chemical unit cell; “M” Mulliken’s notation[136] for 4/mmm; “2nd Irreps” secondary irreps.
# Irrep opd IS (#) c M 2nd Irreps
1 Γ+1 a P4/mmm (123) 1 A1g
2 Γ+2 a Pmmm (47) 1 B1g
3 Γ+3 a P4/m (83) 1 A2g
4 Γ+4 a Cmmm (65) 1 B2g
5 Γ+5 a, 0 P2/m (10) 1 Eg Γ
+
2
6 Γ+5 a, a C2/m (12) 1 Eg Γ
+
4
7 Γ+5 a, b P 1¯ (2) 1 Eg Γ
+
2 , Γ
+
3 , Γ
+
4
8 Γ−1 a P422 (89) 1 A1u
9 Γ−2 a P 4¯2m (111) 1 B1u
10 Γ−3 a P4mm (99) 1 A2u
11 Γ−4 a P 4¯m2 (115) 1 B2u
12 Γ−5 a, 0 Pmm2 (25) 1 Eu Γ
+
2
13 Γ−5 a, a Amm2 (38) 1 Eu Γ
+
4
14 Γ−5 a, b Pm (6) 1 Eu Γ
+
2 , Γ
+
3 , Γ
+
4
15 M+1 a P4/mmm (123) 2
16 M+2 a P4/mbm (127) 2
17 M+3 a P4/mbm (127) 2
18 M+4 a P4/mmm (123) 2
19 M+5 a, 0 Pmna (53) 2 Γ
+
4
20 M+5 a, a Cmma (67) 2 Γ
+
2
21 M+5 a, b P2/c (13) 2 Γ
+
2 , Γ
+
3 , Γ
+
4
22 M−1 a P4/nbm (125) 2
23 M−2 a P4/nmm (129) 2
24 M−3 a P4/nmm (129) 2
25 M−4 a P4/nbm (125) 2
26 M−5 a, 0 Pmma (51) 2 Γ
+
4
27 M−5 a, a Cmmm (65) 2 Γ
+
2
28 M−5 a, b P2/m (10) 2 Γ
+
2 , Γ
+
3 , Γ
+
4
29 X+1 a; a P4/mmm (123) 4 M
+
1
30 X+1 0; a Pmmm (47) 2 Γ
+
2
31 X+1 a; b Pmmm (47) 4 Γ
+
2 , M
+
1 , M
+
2
32 X+2 a; a P4/mbm (127) 4 M
+
1
33 X+2 0; a Pmma (51) 2 Γ
+
2
34 X+2 a; b Pbam (55) 4 Γ
+
2 , M
+
1 , M
+
2
35 X+3 a; a P4/nmm (129) 4 M
+
4
36 X+3 0; a Pmma (51) 2 Γ
+
2
37 X+3 a; b Pmmn (59) 4 Γ
+
2 , M
+
3 , M
+
4
38 X+4 a; a P4/nbm (125) 4 M
+
4
39 X+4 0; a Pccm (49) 2 Γ
+
2
40 X+4 a; b Pban (50) 4 Γ
+
2 , M
+
3 , M
+
4
41 X−1 a; a P4/nbm (125) 4 M
+
1
42 X−1 0; a Pccm (49) 2 Γ
+
2
43 X−1 a; b Pban (50) 4 Γ
+
2 , M
+
1 , M
+
2
44 X−2 a; a P4/nmm (129) 4 M
+
1
45 X−2 0; a Pmma (51) 2 Γ
+
2
46 X−2 a; b Pmmn (59) 4 Γ
+
2 , M
+
1 , M
+
2
47 X−3 a; a P4/mbm (127) 4 M
+
4
48 X−3 0; a Pmma (51) 2 Γ
+
2
49 X−3 a; b Pbam (55) 4 Γ
+
2 , M
+
3 , M
+
4
50 X−4 a; a P4/mmm (123) 4 M
+
4
51 X−4 0; a Pmmm (47) 2 Γ
+
2
52 X−4 a; b Pmmm (47) 4 Γ
+
2 , M
+
3 , M
+
4
# Irrep opd IS (#) c M 2nd Irreps
53 Z+1 a P4/mmm (123) 2
54 Z+2 a P42/mmc (131) 2
55 Z+3 a P4/mcc (124) 2
56 Z+4 a P42/mcm (132) 2
57 Z+5 a, 0 Cmcm (63) 2 Γ
+
4
58 Z+5 a, a Pmma (51) 2 Γ
+
2
59 Z+5 a, b P21/m (11) 2 Γ
+
2 , Γ
+
3 , Γ
+
4
60 Z−1 a P4/mcc (124) 2
61 Z−2 a P42/mcm (132) 2
62 Z−3 a P4/mmm (123) 2
63 Z−4 a P42/mmc (131) 2
64 Z−5 a, 0 Cmcm (63) 2 Γ
+
4
65 Z−5 a, a Pmma (51) 2 Γ
+
2
66 Z−5 a, b P21/m (11) 2 Γ
+
2 , Γ
+
3 , Γ
+
4
67 A+1 a I4/mmm (139) 2
68 A+2 a I4/mcm (140) 2
69 A+3 a I4/mcm (140) 2
70 A+4 a I4/mmm (139) 2
71 A+5 a, 0 Imma (74) 2 Γ
+
4
72 A+5 a, a Fmmm (69) 2 Γ
+
2
73 A+5 a, b C2/m (12) 2 Γ
+
2 , Γ
+
3 , Γ
+
4
74 A−1 a I4/mcm (140) 2
75 A−2 a I4/mmm (139) 2
76 A−3 a I4/mmm (139) 2
77 A−4 a I4/mcm (140) 2
78 A−5 a, 0 Imma (74) 2 Γ
+
4
79 A−5 a, a Fmmm (69) 2 Γ
+
2
80 A−5 a, b C2/m (12) 2 Γ
+
2 , Γ
+
3 , Γ
+
4
81 R+1 a; a I4/mmm (139) 4 M
+
1
82 R+1 0; a Cmmm (65) 2 Γ
+
2
83 R+1 a; b Immm (71) 4 Γ
+
2 , M
+
1 , M
+
2
84 R+2 a; a I4/mcm (140) 4 M
+
1
85 R+2 0; a Cmma (67) 2 Γ
+
2
86 R+2 a; b Ibam (72) 4 Γ
+
2 , M
+
1 , M
+
2
87 R+3 a; a I4/mmm (139) 4 M
+
4
88 R+3 0; a Cmmm (65) 2 Γ
+
2
89 R+3 a; b Immm (71) 4 Γ
+
2 , M
+
3 , M
+
4
90 R+4 a; a I4/mcm (140) 4 M
+
4
91 R+4 0; a Cmma (67) 2 Γ
+
2
92 R+4 a; b Ibam (72) 4 Γ
+
2 , M
+
3 , M
+
4
93 R−1 a; a I4/mcm (140) 4 M
+
1
94 R−1 0; a Cmma (67) 2 Γ
+
2
95 R−1 a; b Ibam (72) 4 Γ
+
2 , M
+
1 , M
+
2
96 R−2 a; a I4/mmm (139) 4 M
+
1
97 R−2 0; a Cmmm (65) 2 Γ
+
2
98 R−2 a; b Immm (71) 4 Γ
+
2 , M
+
1 , M
+
2
99 R−3 a; a I4/mcm (140) 4 M
+
4
100 R−3 0; a Cmma (67) 2 Γ
+
2
101 R−3 a; b Ibam (72) 4 Γ
+
2 , M
+
3 , M
+
4
102 R−4 a; a I4/mmm (139) 4 M
+
4
103 R−4 0; a Cmmm (65) 2 Γ
+
2
104 R−4 a; b Immm (71) 4 Γ
+
2 , M
+
3 , M
+
4
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Table 6.5: Table of magnetic isotropy subgroups (ISs) of P4/mmm1′ generated with ISODISTORT[137]. “#”
running index; “Irrep” irrep label, see6.3.3; “opd” order parameter direction; “IS (BNS#)” magnetic space group
and number[152]; “c” multiplicity of chemical unit cell; “2nd Irreps” secondary irreps[139]. Columns “2”, “X”, “M”,
“N” and “n” have a “•” in them when the IS is consistent with a second-order phase transition, x-ray diffraction,
57Fe Mo¨ssbauer, 75As NMR and neutron diffraction measurements, respectively.
# Irrep opd IS (BNS#) c 2XMNn 2nd Irreps
105 mΓ+1 a P4/mmm (123.339)1 • •
106 mΓ+2 a P4
′/mmm′ (123.343)1 • •
107 mΓ+3 a P4/mm
′m′ (123.345)1 • •
108 mΓ+4 a P4
′/mm′m (123.342)1 • •
109 mΓ+5 a, 0 Pm
′m′m (47.252) 1 • Γ+2
110 mΓ+5 a, a Cmm
′m′ (65.486) 1 • • Γ+4
111 mΓ+5 a, b P2
′/m′ (10.46) 1 Γ+2 Γ
+
3 Γ
+
4
112 mΓ−1 a P4/m
′m′m′ (123.347)1 • •
113 mΓ−2 a P4
′/m′m′m (123.344)1 • •
114 mΓ−3 a P4/m
′mm (123.341)1 • •
115 mΓ−4 a P4
′/m′mm′ (123.346)1 • •
116 mΓ−5 a, 0 Pm
′mm (47.251) 1 • Γ+2
117 mΓ−5 a, a Cm
′mm (65.483) 1 • • Γ+4
118 mΓ−5 a, b P2
′/m (10.44) 1 Γ+2 Γ
+
3 Γ
+
4
119mM+1 a PC4/mmm (123.349)1 • • •
120mM+2 a PC4/mbm (127.397)1 • • • •
→121mM+3 a PC4/mbm (127.397)1 • • • • •
122mM+4 a PC4/mmm (123.349)1 • • •
123mM+5 a, 0 PBmna (53.334) 1 • Γ+4
124mM+5 a, a Camma (67.509) 1 • Γ+2
125mM+5 a, b Pc2/c (13.72) 1 Γ
+
2 Γ
+
3 Γ
+
4
126mM−1 a PC4/nbm (125.373)1 • • • •
127mM−2 a PC4/nmm (129.421)1 • • •
128mM−3 a PC4/nmm (129.421)1 • • •
129mM−4 a PC4/nbm (125.373)1 • • •
130mM−5 a, 0 PBmma (51.302) 1 • Γ+4
131mM−5 a, a Cammm (65.489) 1 • Γ+2
132mM−5 a, b Pa2/m (10.47) 1 Γ
+
2 Γ
+
3 Γ
+
4
133 mX+1 a; a PC4/mmm (123.349)2 • • M+1
134 mX+1 0; a Pammm (47.254) 1 • Γ+2
135 mX+1 a; b PCmmm (47.255) 2 Γ
+
2 M
+
1 M
+
2
136 mX+2 a; a PC4/mbm (127.397)2 • • M+1
137 mX+2 0; a Pamma (51.298) 1 • Γ+2
138 mX+2 a; b PCbam (55.363) 2 Γ
+
2 M
+
1 M
+
2
139 mX+3 a; a PC4/nmm (129.421)2 • • M+4
140 mX+3 0; a Pamma (51.298) 1 • Γ+2
141 mX+3 a; b PCmmn (59.415) 2 Γ
+
2 M
+
3 M
+
4
142 mX+4 a; a PC4/nbm (125.373)2 • • M+4
143 mX+4 0; a Pcccm (49.273) 1 • Γ+2
144 mX+4 a; b PCban (50.287) 2 Γ
+
2 M
+
3 M
+
4
145 mX−1 a; a PC4/nbm (125.373)2 • • M+1
146 mX−1 0; a Pcccm (49.273) 1 • Γ+2
147 mX−1 a; b PCban (50.287) 2 Γ
+
2 M
+
1 M
+
2
148 mX−2 a; a PC4/nmm (129.421)2 • • M+1
149 mX−2 0; a Pamma (51.298) 1 • Γ+2
150 mX−2 a; b PCmmn (59.415) 2 Γ
+
2 M
+
1 M
+
2
151 mX−3 a; a PC4/mbm (127.397)2 • • M+4
152 mX−3 0; a Pamma (51.298) 1 • Γ+2
153 mX−3 a; b PCbam (55.363) 2 Γ
+
2 M
+
3 M
+
4
154 mX−4 a; a PC4/mmm (123.349)2 • • M+4
155 mX−4 0; a Pammm (47.254) 1 • Γ+2
156 mX−4 a; b PCmmm (47.255) 2 Γ
+
2 M
+
3 M
+
4
# Irrep opd IS (BNS#) c 2XMNn 2nd Irreps
157mZ+1 a Pc4/mmm (123.348)1 • •
158mZ+2 a Pc42/mmc (131.444)1 • •
159mZ+3 a Pc4/mcc (124.360)1 • •
160mZ+4 a Pc42/mcm (132.456)1 • •
161mZ+5 a, 0 Ccmcm (63.466) 1 • • Γ+4
162mZ+5 a, a Pamma (51.298) 1 • Γ+2
163mZ+5 a, b Pb21/m (11.56) 1 Γ
+
2 Γ
+
3 Γ
+
4
164mZ−1 a Pc4/mcc (124.360)1 • •
165mZ−2 a Pc42/mcm (132.456)1 • •
166mZ−3 a Pc4/mmm (123.348)1 • •
167mZ−4 a Pc42/mmc (131.444)1 • •
168mZ−5 a, 0 Ccmcm (63.466) 1 • • Γ+4
169mZ−5 a, a Pamma (51.298) 1 • Γ+2
170mZ−5 a, b Pb21/m (11.56) 1 Γ
+
2 Γ
+
3 Γ
+
4
171mA+1 a Ic4/mmm (139.540)1 • • •
172mA+2 a Ic4/mcm (140.550)1 • • •
173mA+3 a Ic4/mcm (140.550)1 • • • •
174mA+4 a Ic4/mmm (139.540)1 • • •
175mA+5 a, 0 Ibmma (74.562) 1 • Γ+4
176mA+5 a, a FSmmm (69.526) 1 • Γ+2
177mA+5 a, b Ca2/m (12.64) 1 Γ
+
2 Γ
+
3 Γ
+
4
178mA−1 a Ic4/mcm (140.550)1 • • • •
179mA−2 a Ic4/mmm (139.540)1 • • •
180mA−3 a Ic4/mmm (139.540)1 • • •
181mA−4 a Ic4/mcm (140.550)1 • • •
182mA−5 a, 0 Ibmma (74.562) 1 • Γ+4
183mA−5 a, a FSmmm (69.526) 1 • Γ+2
184mA−5 a, b Ca2/m (12.64) 1 Γ
+
2 Γ
+
3 Γ
+
4
185mR+1 a; a Ic4/mmm (139.540)2 • • M+1
186mR+1 0; a Cammm (65.489) 1 • Γ+2
187mR+1 a; b Icmmm (71.538) 2 Γ
+
2 M
+
1 M
+
2
188mR+2 a; a Ic4/mcm (140.550)2 • • M+1
189mR+2 0; a Camma (67.509) 1 • Γ+2
190mR+2 a; b Icbam (72.546) 2 Γ
+
2 M
+
1 M
+
2
191mR+3 a; a Ic4/mmm (139.540)2 • • M+4
192mR+3 0; a Cammm (65.489) 1 • Γ+2
193mR+3 a; b Icmmm (71.538) 2 Γ
+
2 M
+
3 M
+
4
194mR+4 a; a Ic4/mcm (140.550)2 • • M+4
195mR+4 0; a Camma (67.509) 1 • Γ+2
196mR+4 a; b Icbam (72.546) 2 Γ
+
2 M
+
3 M
+
4
197mR−1 a; a Ic4/mcm (140.550)2 • • M+1
198mR−1 0; a Camma (67.509) 1 • Γ+2
199mR−1 a; b Icbam (72.546) 2 Γ
+
2 M
+
1 M
+
2
200mR−2 a; a Ic4/mmm (139.540)2 • • M+1
201mR−2 0; a Cammm (65.489) 1 • Γ+2
202mR−2 a; b Icmmm (71.538) 2 Γ
+
2 M
+
1 M
+
2
203mR−3 a; a Ic4/mcm (140.550)2 • • M+4
204mR−3 0; a Camma (67.509) 1 • Γ+2
205mR−3 a; b Icbam (72.546) 2 Γ
+
2 M
+
3 M
+
4
206mR−4 a; a Ic4/mmm (139.540)2 • • M+4
207mR−4 0; a Cammm (65.489) 1 • Γ+2
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CHAPTER 7. LANDAU COUPLINGS
In this chapter, I will use Landau theory to explore how applied stress and magnetic field can in-
duce additional modifications of the 1144 structure in the SVC ordered state. This type of analysis is
frequently used to predict cross-coupled properties such as piezoelectricity, magnetoelectricity[155],
optical second-harmonic generation[156] and others[58, 157]. For example, in magnetoelectric ma-
terials the electrostatic polarization is induced by an applied magnetic field.
An order parameter quantifies the magnitude of a modification to the system. In case of
magnetoelectric effect, polarization is an order parameter capturing the electrostatic impact of
atomic displacements induced by an external field. Other examples of order parameters include
lattice strains, the magnetization at a site or displacement of an atom (like the example of H2O in
Section 6.2).
Landau theory provides a framework to describe the behavior of order parameters at phase
transitions and how they couple to external fields and other order parameters[142, 143, 155]. To
capture this behavior the system’s free energy is expanded in the lowest powers of the order param-
eters and fields. A system’s equilibrium configuration is defined as that which has the minimum
free energy. We can explore the coupling between order parameters and fields by varying them and
noting how the equilibrium configuration responds.
7.1 Invariant free energy terms
We would like to explore what couplings are possible between fields and antiferromagnetic order
in the CaKFe4As4. Each coupling is captured in one or more terms in the Landau free energy. The
symmetry of the system restricts which coupling terms are allowed. In short, only free energy
terms which respect all symmetries of the system are allowed. In the case at hand, the pertinent
symmetries are the elements P4/mmm1′, the magnetic space group of paramagnetic CaKFe4As4.
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Table 7.1: Selected irreps of P4/mmm1’ obtained from ISODISTORT[137]. The last column lists
some of the order parameters and fields which transform as the irreps. εi are strain components.
I use δΛ for time even order parameters that transform as irrep Λ like the magnitude of atomic
displacements. Hi are components of an applied magnetic field. I use M for any time-odd order
parameters which generally correspond to the strength of the ordered moment on a site.
Characters (Matrix rep.) of generating elements Fields and
# Irrep 1 2[100] 4
+
[001] 1¯ 1
′ t1 t2 t2 order parameters
1 Γ+1 1 1 1 1 1 1 1 1 (ε1 + ε2), ε3
2 Γ+2 1 1 -1 1 1 1 1 1 (ε1 − ε2)
3 Γ+3 1 -1 1 1 1 1 1 1
4 Γ+4 1 -1 -1 1 1 1 1 1 ε6
5 Γ+5
2
( 1 00 1 )
0
( 1 00 -1 )
0
( 0 -11 0 )
2
( 1 00 1 )
2
( 1 00 1 )
2
( 1 00 1 )
2
( 1 00 1 )
2
( 1 00 1 )
(
ε4
ε5
)
15 M+1 1 1 1 1 1 -1 -1 1 δM+1
16 M+2 1 1 -1 1 1 -1 -1 1 δM+2
17 M+3 1 -1 1 1 1 -1 -1 1 δM+3
18 M+4 1 -1 -1 1 1 -1 -1 1 δM+4
19 M+5
2
( 1 00 1 )
0
( 1 00 -1 )
0
( 0 -11 0 )
2
( 1 00 1 )
2
( 1 00 1 )
-2
( -1 00 -1 )
-2
( -1 00 -1 )
2
( 1 00 1 )
(
δ
xM+5
δ
yM+5
)
107 mΓ+3 1 -1 1 1 -1 1 1 1 Hc
109 mΓ+5
2
( 1 00 1 )
0
( 1 00 -1 )
0
( 0 -11 0 )
2
( 1 00 1 )
-2
( -1 00 -1 )
2
( 1 00 1 )
2
( 1 00 1 )
2
( 1 00 1 )
(
Ha
Hb
)
119 mM+1 1 1 1 1 -1 -1 -1 1 M`1
120 mM+2 1 1 -1 1 -1 -1 -1 1 Mh2
121 mM+3 1 -1 1 1 -1 -1 -1 1 Mh1
122 mM+4 1 -1 -1 1 -1 -1 -1 1 M`2
123 mM+5
2
( 1 00 1 )
0
( 1 00 -1 )
0
( 0 -11 0 )
2
( 1 00 1 )
-2
( -1 00 -1 )
-2
( -1 00 -1 )
-2
( -1 00 -1 )
2
( 1 00 1 )
(
McSSDWx
McSSDWy
)
The action of symmetry operations on an order parameter or field are captured in its repre-
sentation [134] (see examples in Section 6.2). This is also true for composite terms composed of
several order parameters. Only the terms that transform as the group’s symmetric irrep (Γ+1 ) are
allowed free energy terms.
As introduced in Section 6.2, for order parameters associated with single-degenerate irreps, the
characters of the irrep embody a representation and completely describe the changes of the order
parameter[134].
Characters and representations of selected irreps of P4/mmm1′ provided by ISODISTORT[137]
are presented in Table 7.1. The far-right column shows the relevent order parameters and fields
which transform as each irrep. For example, the component of magnetic field parallel to [001], Hc,
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transforms as mΓ+3 . Consider the characters of this irrep under the generators of the space group.
A rotation by 90° about [001] leaves Hc unchanged as indicated by a character of “1” under 4+[001].
On the other hand, a rotation by 180° about [100] (2[100]) flips Hc as indicated by a character of
“-1”. Finally, we see that the characters of Hc under 1¯ and 1
′ are consistent with its expected
inversion-even and time-odd nature.
In the same column I have included important order parameters. εi are the components of
strain. I use δ for time-even order parameters capturing the magnitude of structural changes like
atomic displacements. Finally, I use M for time-odd order parameters like the magnitude of the
magnetic moment at Fe in the hSVC1, Mh1. The magnetic order parameters in Table 7.1 are the
antiferromagnetic orders discussed in Section 1.2.3.
We can use these characters to determine how the products of single-degenerate (one component)
order parameters and fields transform as well. If the character of a such an order parameter, ψ,
is χψ(g) under operation g then the character of the order parameter squared, ψ
2, under g is
χψ2(g) = (χψ(g))
2 (Ref. [134]). Therefore, the square of a real single-degenerate order parameter
will be invariant under all space group elements (all characters are 1). In other words, the square
transforms as mΓ+1 . As a result, all even powers of single-degenerate order parameters are allowed
terms in the free energy.
As presented in the Section 6.4 and Refs. [48, 141], the low-temperature phase in Ni-substituted
CaKFe4As4 appears to be the hedgehog SVC centered on As1 (hSVC1) of irrep mM
+
3 . Let’s
consider the free energy contributions from this order parameter alone. mM+3 is single-degenerate
so only terms with even powers of the order parameter are allowed. To fourth order, Mh1 has the
following contribution to the free energy:
Fh1 =
ah1
2
M2h1 +
bh1
4
M4h1. (7.1)
The other three SVC order parameters (Mh2, M`1 and M`2) will have similar free-energy contribu-
tions.
Composite terms with even powers of order parameters can also be written. For example, M2h1
and M2h2 are invariant under the operations of P4/mmm1
′ so the product M2h1M
2
h2 is as well. This
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provides the most obvious coupling between order parameters. In many systems though, these
terms do not provide the lowest order coupling. Reference [158] provides a deeper discussion of
coupled order parameters.
Below the transition temperature, TN, Mh1 6= 0, so terms containing this order parameter
become more important. The characters of bi-linear products of single-degenerate order parameters
can be calculated with their characters. The character of the product of two 1-dimensional order
parameters, φψ, under element g is
χφψ(g) = χφ(g)χψ(g). (7.2)
Figure 7.1: Modifications of CaKFe4As4 associated with M
+
1 collectively labeled as a charge den-
sity wave (CDW). Arrows represent asymmetric displacements of As1 sites ±[001] and Fe 〈100〉
displacements. The different sized Ca and As1 sites reveal the broken site symmetry. This means,
for example, that the Ca sites could host an unequal charge density. Directions and labeled axes
are based on the paramagnetic CaKFe4As4 structure. Figure generated with VESTA[15] using cif
file from ISODISTORT[137].
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As indicated in Table 7.1, the hSVC1 order parameter, Mh1, transforms as mM
+
3 and Hc
transforms as mΓ+3 . Multiplying the characters of each irrep (for each generator of P4/mmm1
′)
yields {1, 1, 1, 1, 1, -1, -1, 1}. We can identify these as the characters of the time-even irrep M+1 .
Therefore, HcMh1 transforms as M
+
1 .
The modifications associated withM+1 are presented in Fig. 7.1. The arrows represent symmetry-
allowed displacements of Fe and As1 which transform as this irrep. In addition, As1 and Ca sites are
each divided into two symmetry-inequivalent crystallographic sites represented by different radii.
The dissimilar sites can host an unequal charge density. For lack of a better term, we collectively
label these modifications as a charge-density wave (CDW) to which we assign the order parameter
δM+1
. Note that there are no changes associated with M+1 at the As2 site. This is because the
broken symmetries allow no new degrees of freedom for the As2 site.
δM+1
and the product HcMh1 both transform as M
+
1 . Using equation (7.2), one can see that
the product HcMh1δM+1
has the characters {1, 1, 1, 1, 1, 1, 1, 1} under the space group generators.
This product belongs to Γ+1 and is invariant under all operations of P4/mmm1
′. As a result, this
term is an allowed free energy term as well:
FHz = dHzHzMh1 δM+1
. (7.3)
The action of symmetry operations on double-degenerate order parameters can be captured
with a matrix representation. For example, a magnetic field perpendicular to [001], (Ha, Hb),
transforms as the double degenerate irrep mΓ+5 . A 2×2 matrix representation for mΓ+5 is presented
in Table 7.1. For example a 4-fold rotation, 4+[001], mapsHa
Hb
→
0 −1
1 0
 •
Ha
Hb
 =
−Hb
Ha
 . (7.4)
It is critical to note that a matrix representation is not unique (see Section 6.2). Using (Ha +
Hb, Ha − Hb)/
√
2 as a basis requires a different matrix representation to describe the operations
of P4/mmm1′. Fortunately, the trace (the character) of each matrix is unchanged by any unitary
transformation of the basis[134]. Therefore the characters always facilitate identification of the
irrep, independent of basis.
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Invariant free energy terms with multi-component order parameters are more difficult to obtain.
First, the form of the term is dependent on the choice of basis for the order parameter. Second,
there are multiple ways to combine vector order parameters or fields. For example, (H2a + H
2
b )
belongs to Γ+1 , (H
2
a − H2b ) belongs to Γ+2 and HaHb belongs to Γ+4 . This assortment of terms
facilitates a greater variety of couplings. Methods are available to consider all couplings for a set
of order parameters[159] but we will only discuss a few illustrative cases.
In Table 7.2 order parameters and several composite terms are provided for selected irreps
of P4/mmm1′. As stated above, HaHb belongs to Γ+4 and so does the strain ε6 (see Fig. 7.2).
Therefore, their product
FHxy,ε6 = dHxy,ε6HaHb ε6. (7.5)
is an allowed term in the free energy. This coupling is closely related to magnetostriction, induced
strain proportional to magnetization squared[58] (ε6 ∝M2[110]).
Next we consider applying an in-plane magnetic field to the hSVC1 ordered state. The product
of the field and the order parameter,
Ha
Hb
Mh1. (7.6)
has the characters {2, 0, 0, 2, 2, -2, -2, 2} indicating it belongs to M+5 . Like M+1 , M+5 is associated
with modifications of the crystals structure best described as a CDW and we assign this the two-
component order parameter (δxM+5
, δyM+5
). Although this CDW and expression (7.6) belong to the
same irrep, they have different matrix representations. As a result their dot product is not an
invariant term, one must be transformed into a compatible basis.
1√
2
Ha +Hb
Ha −Hb
Mh1 (7.7)
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a
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Figure 7.2: Definitions of strain components for tetragonal point group 4/mmm. The space group
irrep (in P4/mmm) and the point group irrep (4/mmm [D4h] in Mulliken’s notation[136]), recep-
tively are written under the strain label.
does share a matrix representation with the M+5 CDW. This means that
FHxy = dHxyMh1
δxM+5
δyM+5
 •
Ha +Hb
Ha −Hb
 (7.8)
is an allowed free energy term.
7.2 CDW induced by magnetic field
Now that we have discussed how free energy coupling terms can be determined, lets examine
their effects. The response of one order parameter to a field or another order parameter is de-
termined by minimizing the free energy[142, 143]. First lets consider applying H ‖ [001] to the
1144 in the hSVC1 ordered state. The relevant coupling was introduced in equation (7.3). We are
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Figure 7.3: Projection of Fe-site and surrounding As’s in the CaKFe4As4 crystal structure along
[001]. Time-inverting symmetry elements are primed (e.g. m′) and red. (a) Symmetry elements at
the Fe site in the paramagnetic structure. (b) Site symmetry in the hedgehog spin-vortex crystal
phase centered on As1 (hSVC1). Fe’s 2′mm′ symmetry allows a [100] magnetic moment (light
brown arrow) normal to the retained m plane but no new time-even modifications are allowed. (c)
A magnetic field along [001] breaks the m and 2′ symmetries present in the hSVC1 phase. The
magnetic moment at Fe can now point in any direction in the m′ plane. Critically, the in-plane
position of the Fe-site is no longer locked (symmetry constrained) to the center of the 4 coordinating
As’s. The shifts of all Fe sites is presented in Fig. 7.1.
interested in the response of δM+1
, so we write the free energy up to second order in it:
F1 =
aM+1
2
δ2
M+1
+ dHzHzMh1 δM+1
+
1
2
δ2
M+1
PM+1
(Mh1). (7.9)
In the ordered state, Mh1 is already non-zero so we cannot simply include the lowest order terms
in this order parameter. PM+1
(Mh1) is a polynomial with even terms capturing all higher order
couplings to δM+1
.
Minimizing equation (7.9) with respect to δ2
M+1
we find
δM+1
= − dHzHzMh1
aM+1
+ PM+1
(Mh1)
. (7.10)
Therefore, the magnetic field linearly induces the displacement and charge modifications in Fig. 7.1
associated with the M+1 CDW (δM+1
∝ Hc) in the hSVC1 state. In fact, this linear dependence is
only expected when Mh1 6= 0. Otherwise, the bi-quadratic term, H2z δ 2M+1 , provides the lowest order
coupling. The coupling in equation (7.3) clearly provides an unusual example of magneto-elastic
coupling between an external field and a CDW.
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Determining this response by minimizing the free energy provides a functional form of the
response but not an intuitive explanation of why it occurs. We will focus on the Fe-site to illustrate
how the combination of symmetries brokn by hSVC order and Hc allow the Fe-shifts associated
with M+1 and depicted in Fig. 7.1.
Now we will demonstrate how the combination of symmetries broken by the hSVC and magnetic
field allow the Fe displacements presented in Fig. 7.1.
Figure 7.3 presents how the modifications at the Fe site develop as symmetry is reduced by
hSVC1 order and H ‖ [001]. Fe occupies the 4i Wyckoff site in the paramagnetic CaKFe4As4
structure[148]. This site has 2mm1′ symmetry and has fixed x, y coordinates centered between the
4 neighboring As atoms[17, 147].
In a paramagnetic space group (a gray group[134]) global time-inversion symmetry (1′) prohibits
static magnetic moments. In addition, for the group to be closed under multiplication, each spacial
symmetry element is accompanied by its product with time inversion (e.g. m′, the action of m
followed by 1′) as indicated in Fig. 7.3a.
In the hSVC1 ordered state the Fe site supports a magnetization and reduced site symmetry
(2′mm′), as depicted in Fig. 7.3b. Magnetic order breaks time-inversion symmetry eliminating one
element from each time-even/time-odd pair. For example, only m or m′ symmetry is retained in
each diagonal plane in the SVC state. Despite this reduced symmetry, the in-plane position of Fe
is still “locked” (symmetry constrained) by the 2′ axis and the intersecting mirror planes (m and
m′).
Applying a magnetic field parallel to [001] (Hc) reduces the site symmetry further (Fig. 7.3c).
The field breaks the 2′ and m symmetries[58], preserving only m′ symmetry. Now the Fe position
is only restricted to lie on this m′-plane and can displace from the center of the coordinating As
atoms (Fig. 7.3c). This is precicely the deplacement allowed in the M+1 CDW depicted in Fig. 7.1.
This progression illustrates how magnetic field allows a new displacement of the single Fe site in
the hSVC1 phase. The impact on the other Wycroff sites can be determined by performing a similar
analysis for all symmetry elements of the space group. In Fig. 7.1, note the relationship between
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the displacements of each Fe site in the M+1 CDW. They are either parallel or anti-parallel to the
Fe moments in hSVC1 structure (Fig. 6.6). Although they are allowed to shift in the ab-plane,
the magnitude and direction of the Fe displacements is still related by 4-fold symmetry along [001]
through the red Ca sites.
The sequence of symmetry breaking detailed above rationalizes the form of the coupling in
equation (7.3) which implies M+1 CDW can only be induced by nonzero values of both Hc and
Mh1.
How can we detect this induced CDW? As emphasized in Section 6.4, all SVC orders double
the magnetic unit cell but leave the chemical unit cell unchanged. Therefore, no new x-ray Bragg
peaks are expected in these antiferromagnetic phases. This is not the case for the M+1 CDW where
the chemical unit cell is doubled (see Fig. 7.1). Since this mode is linearly induced by magnetic
field ‖ [001], we expect the intensity of HK L x-ray super-lattice Bragg peaks (with half-integer H
and K) to scale with H2c .
If detectable, the appearance of x-ray super-lattice Bragg peaks with applied magnetic field
could prove to be a sensitive indicator of SVC order. This behavior could be used to monitor the
evolution of magnetism in 1144 materials with pressure. It is important to note that symmetry
imposes restrictions on couplings and order parameters. We can only use it to say a quantity is
zero or equivalent to another. As a result, other methods must be used to estimate strength of
Landau couplings and a coupling could be simply to small to detect.
In addition to this diffraction signature, the modification in the CDW phase should alter the
electric quadrupole moment at the As sites. Shifts of the Fe depicted in Fig. 7.1 and asymmetric
shifts of the As1 atoms would lead to different electric quadrupole moments at the now inequivalent
As1 sites. The shifts of Fe also break the 4-fold symmetry through As2 and would give a non-zero
value of the quadrupole asymmetry parameter. This effect might produce a measurable response
in the NMR spectra.
An in-plane magnetic field is also expected to induce a CDW in hSVC1 ordered 1144. Equa-
tion (7.8) presents the linear coupling between Mh1, (Ha, Hb) and (δxM+5
, δyM+5
) that facilitates
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this. In addition, two other non-trivial coupling are allowed because (Ha, Hb) is 2-dimensional:
Mh1M`2 (H
2
a −H2b ) (7.11)
Mh1Mh2 (HaHb) (7.12)
The effects of these terms would likely be difficult to observe because M`2 and Mh2 would grow
with the square of the applied field. Detection of these magnetic order parameters would rely on
the some field dependent measurement. Unfortunately, the direct linear effect of the applied field
would likely swamp the quadratic influence of the order parameter.
Based on the free energy couplings presented above we anticipate magnetic field to linearly
induce charge-density wave (CDW) modifications in hedgehog spin-vortex crystal ordered state.
The product of magnetic field (time-odd with Γ-point propagation vector) and the hSVC1 order
parameter (time-odd with M -point propagation vector) is time-even with an M -point propagation
vector. The CDW-like modifications (time-even with M -point propagation vector) described above
transform in the same way leading us to propose the couplings in equations (7.3) and (7.8).
7.3 SVC induced by strain
Strain serves as another external “field” to probe our system with. Next, we will explore the
effect of induced strain on hSVC1 ordered 1144.
ε6 strain (see Fig. 7.2) can be induced with tension along the [110] direction and accompanies
the so called “nematic” orthorhombic phase in FeSe and 122 systems. Its product with the hSVC1
order parameter, Mh1ε6, transforms as mM
+
2 (see Table 7.2). The hSVC2 order parameter, Mh2,
belongs to the same irrep so,
dε6Mh1Mh2 ε6 (7.13)
is invariant under P4/mmm1′ and an allowed contribution to the free energy.
To explore the response of Mh2 to ε6 we write a free energy similar to equation (7.9):
F2 =
ah2
2
M2h2 + dε6Mh1Mh2 ε6 +
1
2
M2h2 Ph2(Mh1). (7.14)
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Table 7.2: Irreps of selected linear, quadratic and bi-linear order parameter products
# Irrep Fields and order parameters
1 Γ+1 (ε1 + ε2), ε3
2 Γ+2 (ε1 − ε2) (H2a −H2b )
3 Γ+3
4 Γ+4 ε6 HaHb
5 Γ+5
(
ε4
ε5
)
15 M+1 δM+1
HcMh1
16 M+2 δM+2
17 M+3 δM+3
18 M+4 δM+4
19 M+5
(
δxM+5
δyM+5
) (
Ha +Hb
Ha −Hb
)
Mh1
107 mΓ+3 Hc
109 mΓ+5
(
Ha
Hb
)
119 mM+1 M`1
120 mM+2 Mh2 ε6Mh1
121 mM+3 Mh1
122 mM+4 M`2 (ε1 - ε2)Mh1
123 mM+5
(
McSSDWx
McSSDWy
) (
ε4 + ε5
ε4 − ε5
)
Mh1
Minimizing equation (7.14) with respect to Mh2 yields
Mh2 = − dε6Mh1 ε6
ah2 + Ph2(Mh1)
. (7.15)
Similar to equation (7.10), we find that the induced order parameter, Mh2, is linear in strain and
dependent on the ordered moment of hSVC1. Again, Ph2(Mh1) is a even polynomial of Mh1. In
brief, an ε6 strain induces hSVC2 order in hSVC1 ordered 1144.
This coupling between hedgehog SVC order parameters is particularly interesting as it provides
insight into the relative stability of these antiferromagnetic phases. hSVC1 and hSVC2 are degen-
erate in the 11, 111, 122, and 1111 FeSC structures[20, 21, 150] as discussed in Section 6.5. In the
1144 structure these phases belong to different single-degenerate irreps and therefore are expected
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to have different energies. Understanding the energy separation of these SVCs provides insight into
the scale of interactions in the FeSCs.
There are important parallels between the coupling in equation (7.13) and the orthorhombic
distortion that accompanies SSDW order in other FeSCs. To illustrate this we can change from the
hSVC1, hSVC2 basis to the ‖SSDW basis with equation (1.3). Now we rewrite (7.13) as
dε6 (M
2
‖SSDWx −M2‖SSDWy) ε6. (7.16)
This term is the origin of coupling between the sign of the orthorhombic distortion and SSDW
orentation in the many FeSCs. In 1144, an ε6 tunes hSVC toward a SSDW. The later would be
achieved when Mh2 = Mh1.
If hSVC1 had not ordered first, hSVC2 would order at its own critical temperature, where its
quadratic coefficient, ah2 in equation (7.15), changes from positive to negative[142, 143]. A hyperfine
field is allowed at As1 for hSVC1 and at As2 for hSVC2 (see mM+3 and mM
+
3 , respectively, in
Table 6.7). NMR results reveal that only As1 experienced a nonzero hyperfine field, suggesting
that Mh2 = 0 down to the lowest temperature measured[48, 160].
This observation hints at two possibilities. Either the critical temperature of hSVC2 is below the
lowest measured temperature, or there is a punitive coupling between Mh1 and Mh2 that suppresses
the latter[21, 158]. The first case suggests a larger preference for hSVC1 over hSVC2. In the second
case, Ph2(Mh1) +ah2 > 0 [from equation (7.14)] below TN preventing hSVC2 from ordering. It may
be possible to distinguish between these possibilities by analyzing the temperature dependence of
the strain response of Mh2 [equation (7.15)].
The alternating hyperfine field at As2 provides measurement of the magnitude of Mh2. As
application of ε6 strain should induce this order parameter, monitoring the hyperfine splitting of
the As2 NMR peak should provide a signal of this response.
Tension along the 〈100〉 directions generates a nonzero value of (ε1 − ε2) which transforms as
Γ+2 (see Fig. 7.2). In Table 7.2 we find that the product (ε1 − ε2)Mh1 and the loops SVC order
parameter, M`2, both transform as mM
+
4 . This allows the coupling term,
dε12Mh1M`2 (ε1 − ε2). (7.17)
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Once again, we can write a free energy like equations (7.9) and (7.14);
F3 =
a`2
2
M2`2 + dε12Mh1M`2 (ε1 − ε2) +
1
2
M2`2 P`2(Mh1). (7.18)
Minimizing with respect to M`2 we obtain a familiar linear response,
M`2 = −dε12Mh1 (ε1 − ε2)
a`2 + P`2(Mh1)
. (7.19)
Unlike hSVC1 and hSVC2 antiferromagnetism, loops SVC orders do not produce net hyperfine
fields at nuclei other than Fe[21, 48] (see Table 6.7). As a result, detecting an induced M`2 could
be tricky but could provide clues on the energy difference between the hedgehog and loops SVC
orders.
So far we have been considering free energy terms invariant in the space group of the param-
agnetic CaKFe4As4 structure, P4/mmm1
′. There is alternative approach; we could start from the
space group of the hSVC1 ordered compound, PC4/mbm (the isotropy subgroup (IS121) associated
with the mM+3 irrep).
Time-inversion (1′) is not an element of this magnetic space group so there is no distinction
between time-even and time-odd irreps. By considering how order parameters and field transform
in this space group we can determine the same couplings we found above. For example, the hSVC2
order parameter (Mh2) and the strain ε6 transform in the same way under the symmetry elements
of PC4/mbm. This means the product Mh2 ε6 is invariant in the space group and provides the same
coupling as expression (7.13).
This product is invariant in the low-temperature antiferromagnetic space group, not the high-
temperature paramagnetic space group. This is directly consistent with our interpretation of equa-
tion (7.15). We concluded that the linear coupling between Mh2 and ε6 is only active when Mh1 6= 0.
There are several issues in exploring coupling in the magnetic space group. Although the irreps
of magnetic space groups can be obtained from Ref. [134] they are more difficult to work with. In
addition, it is convenient to work in the same set of irreps we introduced to determine the identity
of the magnetic order in the first place.
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7.3.1 Elastoresistivity in CaKFe4As4
Now that we have discussed how strain couples to antiferromagnetism in the CaKFe4As4 lets
return to the elastoresistivity measurements in Section 4.3.4. In Fig. 4.6 we find that the m66
coefficient grows dramatically on cooling and the other term (m11−m12) shows a far more subdued
response.
This strong response (m66) to ε6 strain is observed in many FeSCs [113, 114]. The current
interpretation invokes a diverging susceptibility of the electronic subsystem in the B2g (Γ
+
4 ) channel
as the system nears the orthorhombic ‖SSDW phase [112].
As shown in equation (7.16), ‖SSDW order couples to ε6. In CaKFe4As4, the reduced symmetry
of the Fe-plane favors tetragonal SVC order over SSDW (see Section 6.5). It is curious that this
compound still exhibits a strong elastoresistive response suggesting divergingB2g (Γ
+
4 ) susceptibility
despite its structure favoring an tetragonal antiferromagnet.
It is possible that the energy difference between the two hSVC centerings is small. The product
of the two soft hSVC order parameters transforms as Γ+4 (see Table 7.2) might provide the increased
susceptibility in the that channel and explain the enhanced elastoresistivity term, m66. Hopefully
the elastoresistivity of Ni-doped CaKFe4As4 can provide more insight into this unexpected behavior.
7.4 Conclusion
We have used free energy couplings between hSVC1, external fields and other order parameters
to propose some unique magneto-elastic coupling in the 1144 systems. Specifically, in the hSVC1
ordered state, magnetic field induces a CDW and strain induces other antiferromagnetic phases.
We anticipate conspicuous linear growth of the resulting order parameters in the field or strain.
The behavior of these responses may provide insight into the energy scales of magnetic phases in
the FeSCs.
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CHAPTER 8. OUTSIDE MEASUREMENTS
I provided crystals of CaKFe4As4 to collaborators and coworkers for many other studies. In
this chapter I summarize some of the results.
8.1 Pressure
The nature of the layered structures of the FeSCs makes them sensitive pressure and stress. As
described in Section 1.2.2, applying pressure can suppress SSDW antiferromagnetism and stabilize
superconductivity in AeFe2As2 (Ae = Sr or Ba) [161, 162]. It was realized though, that the case
of CaFe2As2 was slightly more complicated.
In fact, in Refs. [163] and [76] it was determined that CaFe2As2 experiences a dramatic volume
collapse (∼5%) and 9.5% reduction in the c-axis at around 0.4 GPa. The SSDW antiferromagnetism
at atmospheric pressure disappears in this “collapsed tetragonal” phase. This abrupt change is
attributed to covalent bonding of As atoms across the Ca plane and associated changes in the
electronic structure [76] (see Fig. 1.2).
Volume collapse transitions were also observed in other 122 compounds: (Ca0.67Sr0.33)Fe2As2
(1.1-1.8 GPa) [164], EuFe2As2 (8-10 GPa) [165], SrFe2As2 (10 GPa) [166], BaFe2As2 (22 GPa) [167].
There is a clear correlation between the cation size and the collapse pressure. Reference [164]
suggest that the As-As distance across the alkaline-earth planes must be reduced to a critical value,
∼0.30 nm, to induce structural collapse.
8.1.1 Half-collapsed tetragonal phase
The 1144 compounds have two disparate cations planes As-As bonds could form across. Kalu-
arachchi et al. [168] found a volume collapse in CaKFe4As4 at 4 GPa with crystals Tai Kong and
I grew. Initially bulk superconductivity is suppressed with pressure up to 4 GPa (Fig. 8.1) but
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Figure 8.1: The pressure-temperature phase diagram of CaKFe4As4 from Ref. [168]. Superconduc-
tivity is slowly suppressed with pressure until the collapsed tetragonal transition around 4 GPa.
Above this pressure the superconducting phase is inhomogeneous. Red symbols were reported in
Ref. [92].
becomes broader and non-bulk with the collapse. First principles calculations suggest this struc-
tural change occurs when bonding develops between As2 atoms on either side of the Ca plane (see
Fig. 1.2b). At these pressures, bonding of As1 atoms across the K plane has not developed leaving
CaKFe4As4 in a ”half-collapsed tetragonal” state. The calculations further predict a second collapse
due to As1 bonding (across the K plane) around 12 GPa. Frozen anti-ferromagnetic fluctuations
had to be invoked in first principles calculations to accurately capture the structural half-collapse.
It was surprising at the time that hedgehog spin-vortex crystal (hSVC) order, and not stripe spin
density wave (SSDW) order, yielded better agreement with the experimental data.
Once again the alternating Ca and K layers in CaKFe4As4 lead to different behavior than the 122
compounds. The half collapse pressures of other 1144 compounds has been estimated in Ref. [169]
suggesting a similar relationship between critical pressure and cation size. Here the As-As bonding
is interpreted based on the depopulation of As anti-bonding bands because they are shifted above
the Fermi energy.
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8.1.2 Ni-doped pressure study
After hSVC antiferromagnetism was realized in the Co and Ni doped CaKFe4As4 (Sections 5
and 6) our attention turned again to the influence of mechanical pressure. Li Xiang et al. addressed
this question with crystals of CaK(Fe1−xNix)4As4 (x = 0.033 and 0.050) I grew [170].
Figure 8.2: Pressure-temperature phase diagrams of CaK(Fe1−xNix)4As4 from Ref. [170]. The data
for x = 0.033 and 0.050 are presented on the left and right, respectively. The upper panel of each is
the pressure-temperature phase diagram. The lower panel of each reveals a feature in normalized
slope of the upper critical field near pc.
The upper panels of the Fig. 8.2 presents the pressure dependence of the magnetic (TN, red) and
superconducting (Tc, black) transition temperatures. Superconductivity is slowly suppressed until
∼4 GPa when there are indications that it is no longer bulk. This suggests that Ni-substitution has
little impact on the pressure required to induce collapse across the Ca plane.
Antiferromagnetism is dramatically impacted by pressure and TN is suppressed below Tc before
the half-collapse pressure. For both Ni concentrations the suppression of TN appears to impact
the superconducting state. There is a feature in the normalized slope of the upper critical field
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− 1Tc dHc2dT vs pressure (Lower panels of Fig. 8.2). This was interpreted to result from changes in
the Fermi surface with the loss of antiferromagnetism. In addition there is a local maximum in
Tc(p) where TN(p) crosses suggesting some interaction between the superconducting and hSVC
antiferromagnetic orders for x = 0.050.
8.2 Penetration depth
The London penetration depth quantifies the distance a magnetic field can penetrate into the
interior of the superconductor. This parameter provides insight into the temperature dependence
of super-fluid density. Kyuil Cho et al. used a tunnel-diode resonator setup to measure the change
in penetration depth, ∆λ, of CaKFe4As4 with temperature [120].
The superconducting gap is generally a function of wave vector, k, in the Brillouin zone. In some
superconductors the gap function has nodes, k-values where ∆(k) = 0 [3]. The low temperature
evolution of ∆λ(T ) can hint at the presence of of these nodes. A power law fit of ∆λ(T ) for
CaKFe4As4 suggests that the gap function is node-less. A London penetration depth of 133 or
239 nm is estimated by modeling the temperate dependence of ∆λ(T ).
A subsequent study (Ref. [119]) used an optical setup based on nitrogen-vacancy (NV) pairs
in diamond to estimate the lower critical field, Hc1, and penetration depth. Based on a calculated
Hc1 = 394(52) Oe for my CaKFe4As4 crystals they estimate λ = 141(11) nm.
8.2.1 Electron irradiation
In an effort to explore the impact of defects in pure and Ni-doped CaKFe4As4, samples were
irradiated with 2.5 MeV electrons (Ref. [171]). This controlled damage leads to changes in the
superconducting transition temperature and ∆λ(T ). Analysis of the data yield further clues to the
nature of the superconducting gap.
For the CaKFe4As4 and CaK(Fe0.950Ni0.050)4As4 crystals the superconducting transition tem-
perature was suppressed by electron irradiation. Comparable doses (2.08 and 2.36 C/cm2) reduced
the Tc’s of the samples from 35.2→32.5 K and 10.5→4 K, respectively. This strong suppression of Tc
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supports a s± gap structure (with opposite signs of ∆(k) on the electron and hole Fermi surfaces)
instead of the s++ scenario. In addition, in the Ni-doped sample, TN is reduced from 50.6→47.5 K
revealing that hSVC antiferromagnetism is also sensitive the defects created by the electrons.
The temperature dependence of the London penetration depth, ∆λ(T ), of these crystals was
measured for several doses of irradiation. The progression of the low-temperature ∆λ(T ) curves
reflect the evolution of the superconducting state from a clean to a dirty s-wave superconductor.
8.3 Angular resolved photoemission spectroscopy (ARPES)
The relationship between the energy and momentum (dispersion) of electrons bound in material
have a strong impact on its properties [1]. Angular resolved photoemission spectroscopy (ARPES)
reveals this electronic “band structure” by quantifying the energy and trajectory of electrons ejected
from a sample surface by photons.
Daixiang Mou et al. preformed ARPES measurements on crystals of CaKFe4As4 grown by Tai
Kong and me (Ref. [148]). Although, band structure calculations [148, 149] suggest that there
should be 10 distinct Fermi surfaces only 4 are observed in this experiment. 3 Fermi surfaces
enclosing the Γ-point and 1 enclosing the M -point were resolved (Fig. 8.3).
At low temperature the data also reveals that gaps develop at the Fermi energy as electrons
form Cooper pairs [3]. The gap magnitude is nearly constant around the pockets consistent with
s-wave (or s±) gap symmetry. The size of the superconducting gap, ∆ was estimated from the
data and presented in Table 8.1. The size of these gaps deviates from the behavior expected for s±
superconductivity. The two largest gaps occur for the pockets around Γ and M with comparable
radii in reciprocal space, suggesting enhancement by nesting.
8.4 Scanning tunneling microscopy
Scanning tunneling microscopy (STM) provides insight into the spatial dependence of the elec-
tronic system in a material [176]. An atomically-sharp metallic tip is rastered across a sample
surface and the tunneling current between them is measured as a function of position and bias
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Figure 8.3: Fermi surface and band dispersion measured by ARPES on crystals of CaKFe4As4 from
Ref. [148]. Left panels measured with laser system and right with He lamp.
voltage. This provides not only topography with atomic resolution but also the material’s local
density of states is mirrored by the differential conductivity. This makes this technique useful for
studying the strength of the superconducting state (gap size) and its variation across the sample
surface (such as at superconducting vortices).
Anto´n Fente et al. preformed STM on cleaved CaKFe4As4 crystals and observed atomically flat
regions >500 nm wide [116]. Two superconducting gaps were estimated based on the conductivity
vs bias curves, roughly 3 and 8 meV [116, 120] (left side of Fig. 8.4). The latter value corresponds to
the gap of the hole fermi-surface with largest radius in ARPES[148] (Section 8.3). When magnetic
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Table 8.1: CaKFe4As4 superconducting gap values.
Gaps (meV) Temperature (K) Technique Source
10.5, 13, 8, 12 T→0 ARPES [148]
3, 8 0.8 STM [116, 120]
9.0(2), 14.0(5) 5 Optical Conductivity [172]
2.5(3), 8.6(4) T→0 µSR [122]
2.4(2) µSR [121]
6.9, 8.5, 10.5 7 Raman [173]
∼8, 8-14 11 Raman [174]
EuRbFe4As4 10.0(6) 4 Optical Conductivity [175]
field is applied, superconducting vortices appear as regions with increased conductivity in the
superconducting gap (right panels of Fig. 8.4). The vortex lattice in CaKFe4As4 is disordered but
shows a tendency toward hexagonal[116]. Finally, scattering vectors extracted from quasi-particle
interference at defects on the surface give qualitative agreement with the dispersion measured with
ARPES [116, 148].
8.5 Raman spectroscopy
Raman spectroscopy is yet another experimental probe of the superconducting gap magnitude
in addition to phonon and other collective modes [4, 177, 178, 179]. Raman measurements on
CaKFe4As4 crystals were made by Daniel Jost et al. [174] and Weilu Zhang et al. [173]. Both groups
observe a redistribution of spectral weight in the spectra consistent with the superconducting gap.
The corresponding gap values are comparable to those measured with ARPES (see Table 8.1).
Zhang et al. goes on to estimate the electon-phonon coupling from how superconductivity mod-
ifies a phonon peak in the spectrum. It appears too small for phonon driven superconductivity at
35 K.
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Figure 8.4: STM results on CaKFe4As4. Left panels show spatial variation of show superconducting
gap and multigap structure from Ref. [120]. The right panel presentments STM zero-bias conduction
maps showing evolution of vortex lattice packing with magnetic field from Ref. [116]. The white
bar in each of the right panels is 82 nm long.
8.6 Nuclear magnetic resonance
Nuclear magnetic resonance (NMR) uses the radio-frequency resonance between spin states of
atomic nuclei to infer characteristics of their local environment[1]. These include static quantities
(Knight shift, electric quadrupole moment, and magnetic hyperfine field) and dynamic quantities
tied to magnetic fluctuations.
8.6.1 CaKFe4As4
Jinfang Cui et al. investigated the environment of the As sites in CaKFe4As4 via NMR [131]. The
NMR spectra she obtained from measurements of single crystals clearly show distinct contributions
from As1 and As2, emphasizing their crystallographic inequivalence. This supports the idea that
there is distinct segregation of Ca and K in the structure. Each site produced a sharp peak and a
pair of ”satellites” produced by the electrostatics quadrupole moment on spin-32
75As isotope. From
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the temperature dependence of the quadrupole frequency the peaks were assigned As1 and As2 by
noting the similarity with KFe2As2 and CaFe2As2, respectively. No phase transitions other than
onset of superconductivity are evident in the NMR spectra or derived parameters as a function of
temperature.
This NMR study also provided insights into the magnetic fluctuations in CaKFe4As4 [131]. As
with the structural half-collapse (Section 8.1.1), band structure calculations again invoked SVC-like
order to provide better agreement between first principles calculations and the measured electric
quadrupole moments.
The spin lattice relaxation rate 1T1 provides direct evidence for these magnetic fluctuations.
The temperature dependence of these quantities at the two As sites suggests stronger magnetic
fluctuation at As1. This would be expected if hSVC1 (with Hhf 6= 0 at As1) fluctuations are
stronger than hSVC2 (see Section 6.4). The anisotropy in the relaxation rate also points to magnetic
fluctuations with a M -point wave-vector (i.e. Fermi surface nesting, see Section 6.4) such as the
spin-vortex crystals. When all of these results are considered together, hSVC1 fluctuations seem
to dominate in CaKFe4As4 (i.e. those transforming as mM
+
3 , mM
−
1 , mA
+
3 and mA
−
1 in Tables 6.7
and 6.9).
8.6.2 CaK(Fe1−xNix)4As4
75As NMR measurements of the Ni-substituted CaKFe4As4 series were carried out by Qing-Ping
Ding et al. ([160] and [180]). The former paper presents a more compete account of the NMR results
from the CaK(Fe0.951Ni0.049)4As4 sample in Ref. [48] and Chapter 5. In general the NMR spectra
of Ni-substituted samples were comparable to pure CaKFe4As4. A significant conclusion from this
study and reinforced by 57Fe Mo¨ssbauer on Ni-doped samples [48, 129] is that spin-vortex crystal
antiferromagnetism and superconductivity do coexist microscopically. The T1 data shows dramatic
differences from pure CaKFe4As4 revealing a dramatic enhancement of magnetic fluctuations as
the sample is cooled toward the TN.
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8.7 Mo¨ssbauer spectroscopy
Mo¨ssbauer spectroscopy provides additional clues about the local environment of certain iso-
topes [4]. The transmission spectrum of gamma-rays provides insights into the isomer shift, electro-
static quadrupole field, and magnetic hyperfine field at the target atom. The naturally abundant,
but dilute, 57Fe isotope facilitates these measurements in FeSCs.
8.7.1 CaKFe4As4
Sergey Bud’ko et al. measured the 57Fe Mo¨ssbauer spectra at between 5 and 300 K in un-
doped CaKFe4As4 [181]. A mosaic of thinly cleaved crystals was assembled and its transmission of
gamma-rays from an moving 57Co source was recorded at each temperature.
The transmission spectra display a pair of absorption peaks resulting the electric quadrupole
moment at the Fe site. The ratio of areas between the two peaks reveals the orthorhombic point-
symmetry of this site in CaKFe4As4 as emphasized in Section 6.5. No magnetic hyperfine field is
suggested at any temperature indicating the absence of static magnetic order. In fact, there are
smooth trends in all spectral fitting parameters that would signal any phase transition, not even
superconductivity below 35 K.
The nuclear hyperfine parameters from CaFe2As2 and KFe2As2 are compared with CaKFe4As4.
The isomer shift and quadrupole splitting parameters of the latter lie between those of paramagnetic
122 compounds. This is consistent with the contributions from both the K and Ca planes flanking
each Fe-As layer.
8.8 Muon spin rotation (µSR)
Muon spin rotation (µSR) provides local environment details at muon stopping sites. The
precession of spins and subsequent decay of the short-lived muons implanted in a sample reveal the
distribution of magnetic field within the sample.
Rustem Khasanov et al. [121] preformed transverse field µSR on a single crystal of CaKFe4As4
to probe the characteristics of its superconducting state. Significantly, the presence of a small
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superconducting gap of 2.4(2) meV was inferred from the data comparable to the smaller gap in
the STM results (see Section 8.4 and Table 8.1). In addition, the London penetration depth was
estimated to be 208/,nm (compare to other estimates in Table 4.1). Finally, the experimental
results reaffirmed the absence of magnetic order in un-doped CaKFe4As4.
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CHAPTER 9. CONCLUSIONS
CaKFe4As4 is an interesting addition to the FeSCs. Its alternating layered structure is related
to CaFe2As2 and is stabilized by the size mismatch between Ca
2+ and K+. Its composition makes
one of few stoichiometric superconductors in the FeSC family with high critical temperatures.
Obtaining single crystals of this compound was a significant challenge. It took 20 attempt
to grow CaKFe4As4 from a high-temperature Fe-As solution without two persistent impurities,
CaFe2As2 or KFe2As2. In the process we learn a lot about the solidification behavior of the FeAs-
CaFe2As2-KFe2As2 system.
Using these single crystals many of the fundamental anisotropic properties of CaKFe4As4 were
determined. These results suggest that this compound is comparable to a near optimally-doped
hole-doped alkaline-earth 122 compound e.g. Ba0.6K0.4Fe2As2) consistent with its composition.
Based on this concept, electron-doping could tune CaKFe4As4 back toward the antiferromag-
netism observed in the un-doped 122 compounds. Although Co and Ni doping did indeed stabilize
magnetism in favor of superconductivity, diverse experimental probes indicated that it was not
the same variety seen in any other FeSCs. Instead, I determined it adopts a hedgehog spin-vortex
crystal structure. Based on the symmetry analysis I used to obtain this conclusion, I also proposed
a few unusual magneto-elastic couplings to this new magnetic structure.
CaKFe4As4 presents some new opportunities to explore the nature and role of antiferromag-
netism in the FeSCs. In this and similar compounds, antiferromagnetism doesn’t couple directly to
an orthorhombic structural distortion. This allows for an independent investigation of the role of
antiferromagnetism without this degree of freedom. In addition, CaKFe4As4 provides an opportu-
nity to compare how diverse chemical substitutions directly affect a robust FeSC. CaKFe4As4 and
other 1144s should provide a useful platform to explore superconductivity in the FeSC family.
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APPENDIX A. OTHER PROJECTS
Defects in Ag3Sn
I grew some crystals of Ag3Sn for a transmission electron microscopy study of the twins and
dislocation defect systems [61]. Generally intermetallic compounds are relatively brittle but the
nature of the mobile defects in this compound facilitate remarkable plasticity. A detailed account
of the crystal growth procedure was used to illustrate the concepts and procedure of crystal growth
from solution in Section 2.1.1.
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Figure A.1: Distribution of MnBi crystal sizes with and without temperature oscillations during
slow cooling. The results are plotted as a cumulative distribution (vertical lines) and histogram.
There is no significant increases crystal size with temperature oscillations.
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Oscillating slow furnace cool
One project I put significant effort into was a LabVIEW user interface to control the box-
furnaces we use for crystal growth. The expressed goal of this process was to facilitate arbitrary
temperature oscillations while slowly cooling crystal growths. This approach was not efficient
in increasing the particle size of MnBi crystals as the average size increased from 0.41±0.23 to
0.50±0.29 mm. Figure A.1 presents the disappointing results. The LabVIEW software proved
more valuable and is described in Appendix B.
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APPENDIX B. FURNACE CONTROLLER VISUAL INTERFACE
This section contains a PowerPoint describing how to use the furnace controller visual inter-
face (VI) I made with LabVIEW. Valentin Taufour started this project but I did much of the
programming and built the user interface.
Furnace Controller
Read thermocouple 
temperature 
◦ process value, PV
Control heater power supply 
to achieve a temperature 
◦ setpoint, SP
Can hold a constant 
temperature 
◦ Local Setpoint, LSP
Can run a program 
composed of segments.
https://www.yokogawa.com/us/solutions/solutions/safety-case-
regime/control-system/controllers-indicators/program-controllers/up150/
2
UP150 Controller
Figure B.1: Guide for furnace control visual interface, slide 2.
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Furnace Controller
Talk to computer via 
serial cable.
We are using VISA 
commands in labview
Computer and controller 
exchange text strings
https://www.yokogawa.com/us/solutions/solutions/safety-case-
regime/control-system/controllers-indicators/program-controllers/up150/
UP150 Controller
3
WWRD0114,01,01F4
Figure B.2: Guide for furnace control visual interface, slide 3.
Programs
Start temp and 16 
segments
Each segment has a time 
length and a final temp
Segment
Time
Final 
Temp
4
Figure B.3: Guide for furnace control visual interface, slide 4.
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Labview Visual Interface (VI)
Starting Program
Open this icon on the 
desktop
A list of VIs will appear
Open Furnaces.vi
5
Figure B.4: Guide for furnace control visual interface, slide 5.
Furnaces.vi
6
Communicates with 
controllers
Monitors controllers
Facilitates writing and 
visualizing furnace 
programs
Run VI
Figure B.5: Guide for furnace control visual interface, slide 6.
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Furnaces.vi
Features
7
Furnace status
History Graphs
Furnace Tabs
Bigger Better History 
Plot
Figure B.6: Guide for furnace control visual interface, slide 7.
Furnaces.vi
Furnace Status
8
Current Temp
(process value, PV)
Current Setpoint
(SP)
Heater Power
(OUT)
Controller Status
(STATUS)
Figure B.7: Guide for furnace control visual interface, slide 8.
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Furnaces.vi
History Graphs
9
On “Graphs” tab
Shows last 5 days of 
furnace history
Figure B.8: Guide for furnace control visual interface, slide 9.
Furnaces.vi
Bigger Better 
History Plot
10
Bigger history graph
Allows easy zoom
Shows Temp, Setpoint 
(SP), and Heater Power
Figure B.9: Guide for furnace control visual interface, slide 10.
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Furnaces.vi
Furnace Tabs
11
Facilitates 
communication with a 
specific furnace 
controller
Figure B.10: Guide for furnace control visual interface, slide 11.
Furnaces.vi
Furnace Tabs
12
Status
Change 
State
Program 
Visualization
Current Segment details
Change local setpoint
Furnace Program
Figure B.11: Guide for furnace control visual interface, slide 12.
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Furnaces.vi
Furnace Tabs
13
Running a program
1
3
2
4. Wait for 
confirmation
Figure B.12: Guide for furnace control visual interface, slide 13
Furnaces.vi
Furnace Tabs
14
Changing Local Setpoint
1
3
2. Change
Local 
Setpoint
Figure B.13: Guide for furnace control visual interface, slide 14.
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Furnaces.vi
Furnace Tabs
15
Changing Furnace Segment
2. Change
Segment
Values
3
4. Wait for 
confirmation
1
Figure B.14: Guide for furnace control visual interface, slide 15.
FurnaceLogger
16
Run
File path 
and name
Start/Stop log
Figure B.15: Guide for furnace control visual interface, slide 16.
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Heating and 
Cooling 
Limitations
Heating and 
cooling rates 
have limitations
Watch for them 
and adjust
17
Figure B.16: Guide for furnace control visual interface, slide 17.
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APPENDIX C. LIST OF CaKFe4As4 CRYSTAL GROWTHS
Table C.1: Transition temperatures for CaK(Fe1−yCoy)4As4 samples.
Batch y Tc (K) TN (K)
name batched WDS M(T ) R(T ) R(T )
ML182 0.051 0.039(1) 28 29.2(1.2)
ML192 0.100 0.080(7) 17.5 18.6(5) 50.0(1.9)
ML207 0.160 0.124(5) 5 4.7(1.7) 57.1(1.5)
ML255 0.090 0.072(2) 19 20.4(5) 45.8(9)
Table C.2: Transition temperatures for CaK(Fe1−xNix)4As4 samples. est estimated based on fit in
Fig. 5.1
Batch x Tc (K) TN (K)
name batched WDS M(T ) R(T ) R(T )
ML366 0.025 0.0176(4) 29.3 30.1(2)
ML860 0.035 0.023est 26.2(5) 26.8(2) 36.3(4)
ML718 0.037 0.0259(4) 24.7 26.1(2) 37.7(1.4)
ML367 0.050 0.0326(4) 20.3 21.5(4) 44.0(8)
ML394 0.075 0.0491(4) 9.8(2) 11.2(5) 52.5(1.4)
ML519 0.075 0.049(1) 9.5 10.4(9) 52.2(1.5)
ML546 0.100 0.063(2) <4 53.9(2.4)
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Table C.3: Growth attempts at pure CaKFe4As4
Batch composition (atom fract.)
Growth K Ca Fe As Phases Comments
TU956 0.0558 0.0555 0.4551 0.4334 1144+Ca122
TU957 0.0294 0.0292 0.4821 0.4592 almost total spin
TU960 0.055 0.0548 0.4558 0.4341 poor spin
TU961 0.0672 0.0677 0.443 0.4219 Ca122
TU964 0.0665 0.0547 0.45 0.4286 1144+Ca122 good spin
TU965 0.0753 0.0541 0.4458 0.4246 1144+Ca122 few small crystals in matrix
TU984 0.0552 0.0554 0.4554 0.4338 1144+Ca122 minor 1144
TU985 0.0655 0.0546 0.4506 0.4291 Ca122 Good spin
TU989 0.0376 0.0377 0.4735 0.451 Without Al2O3 crucible, Ta failed
TU990 0.0437 0.037 0.4707 0.4483 1144+122s minor spin
TU991 0.0349 0.0289 0.4794 0.4566 1144+? minor spin
TU998 0.039 0.0373 0.473 0.4505 1144 partial spin; poor crystals
TU999 0.039 0.0374 0.473 0.4505 total spin
ML001 0.0389 0.0374 0.473 0.4505 total spin
ML015 0.0453 0.0452 0.4657 0.4436 1144+Ca122 minor spin
ML016 0.0498 0.0406 0.4658 0.4436 1144+Ca122 good spin; Mostly Ca122
ML017 0.0415 0.0415 0.4696 0.4472 1144+122s
ML018 0.0497 0.0407 0.4658 0.4436 1144+? partial spin
ML019 0.0542 0.0361 0.4658 0.4436 1144 First pure CaKFe4As4
ML020 0.0596 0.0398 0.4612 0.4392 1144+K122
ML034 0.0544 0.0363 0.4656 0.4435 1144 partial spin
ML035 0.0542 0.036 0.4659 0.4437 1144 partial spin
ML036 0.0543 0.036 0.4659 0.4437 1144 partial spin
ML043 0.054 0.036 0.466 0.4438 1144 total spin
ML051 0.054 0.0364 0.4658 0.4436 1144 partial spin
ML052 0.0541 0.0361 0.4659 0.4437 1144 partial spin
ML066 0.0543 0.0363 0.4657 0.4435 1144 partial spin
ML067 0.0543 0.0359 0.4659 0.4437 1144 totla spin
ML073 0.0545 0.0361 0.4657 0.4435 1144 few free standing crystals
ML081 0.0539 0.0364 0.4818 0.4277 poor spin
ML082 0.0548 0.0362 0.4774 0.4313 some spin
ML083 0.0571 0.0377 0.4636 0.4415 1144+K122 free standing crystals
ML099 0.0544 0.0363 0.4657 0.4435 1444 Good crystals
ML100 0.0543 0.0362 0.4657 0.4436 1144 poor spin but good crystals
ML181 0.0541 0.0358 0.4661 0.4439 1144+K122 free standing crystals
ML254 0.0542 0.0361 0.4659 0.4437 1144 Good crystals
ML273 0.0534 0.036 0.4664 0.4441 poor spin
ML274 0.054 0.0364 0.4658 0.4436 1144+Ca122 poor spin
ML275 0.0549 0.0361 0.4655 0.4433 poor spin
ML292 0.0541 0.0364 0.4657 0.4436 1144 Great crystals; poor spin
ML293 0.054 0.0365 0.4657 0.4435 ? poor spin
ML294 0.0543 0.0366 0.4656 0.4434 ? good spin
ML302 0.0539 0.0361 0.466 0.4438 1144 good crystals
ML303 0.0545 0.0359 0.4658 0.4436 No spin
ML304 0.0542 0.0361 0.4658 0.4436 some spin, poor crystals
ML318 0.0541 0.036 0.4659 0.4437 minor spin
ML319 0.0544 0.036 0.4658 0.4436 some spin
ML320 0.0541 0.036 0.4659 0.4437 1144+122
ML330 0.0541 0.036 0.4659 0.4437 1144 good crystals
ML331 0.0541 0.0361 0.4659 0.4437 1144 good crystals
ML332 0.0539 0.0363 0.4659 0.4437 1144 good crystals
ML633 0.0545 0.0364 0.4655 0.4434 partial spin
ML634 0.0544 0.0366 0.4655 0.4433 partial spin
ML716 0.0545 0.0365 0.4655 0.4433 failed test of spin procedure
ML717 0.0544 0.0365 0.4656 0.4434 failed test of spin procedure
ML718 0.0542 0.0365 0.4656 0.4434 failed test of spin procedure
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Table C.4: Growth attempts at Co-doped CaKFe4As4
Batch composition (atom fract.)
Growth K Ca Fe Co As Phases Comments
ML182 0.051 0.0341 0.4447 0.0238 0.4462 1144 partial spin
ML192 0.0513 0.0349 0.4212 0.0467 0.4457 1144 minor K122?
ML206 0.0505 0.0339 0.408 0.0608 0.4465 total spin
ML207 0.0507 0.0338 0.394 0.0748 0.4465 1144+122s minor spin; minor 122s
ML222 0.0508 0.0338 0.4079 0.0608 0.4464 1144 some spin; tiny plates
ML223 0.0512 0.034 0.3749 0.0934 0.4461 Ca122
ML255 0.0504 0.0334 0.427 0.042 0.4468 1144 partial spin
ML256 0.0511 0.0337 0.4125 0.0561 0.4463 1144+122 partial spin
ML473 0.0501 0.0334 0.4456 0.0237 0.4469 1144 good crystals
ML474 0.0509 0.0339 0.4128 0.0558 0.4464 total spin
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Table C.5: Growth attempts at Ni-doped CaKFe4As4
Batch composition (atom fract.)
Growth K Ca Fe Ni As Phases Comments
ML366 0.0543 0.0362 0.4539 0.0118 0.4436 1144 good spin
ML367 0.0542 0.0365 0.4424 0.0232 0.4434 1144 one large plate
ML368 0.0545 0.0364 0.4305 0.035 0.4434 total spin
ML394 0.0544 0.0362 0.4307 0.0349 0.4435 1144 great crystals
ML395 0.0542 0.0359 0.4192 0.0467 0.4438 total spin
ML492 0.0537 0.036 0.4431 0.023 0.4439 1144
ML493 0.0544 0.0365 0.4189 0.0466 0.4434 total spin
ML508 0.0545 0.0368 0.4304 0.0349 0.4432 total spin
ML509 0.0544 0.0363 0.4306 0.0349 0.4434 total spin
ML518 0.0548 0.0364 0.4306 0.0348 0.4432 small poor crystals
ML519 0.0546 0.0361 0.4305 0.035 0.4434 1144+122 some small plates
ML544 0.0543 0.0365 0.4303 0.0353 0.4434 total spin
ML545 0.0545 0.0364 0.4307 0.0348 0.4433 few small plates
ML546 0.0545 0.0366 0.4187 0.0467 0.4433 1144+? few small plates
ML635 0.0541 0.0362 0.4308 0.0349 0.4436 some spin
ML659 0.0547 0.0364 0.4306 0.0348 0.4433 1144+122
ML660 0.0546 0.0366 0.4306 0.0347 0.4432 1144 good crystals
ML679 0.0544 0.0363 0.4306 0.035 0.4435 radial clusters of plates
ML680 0.0546 0.0363 0.4309 0.0346 0.4434 radial clusters of plates
ML681 0.0563 0.0377 0.428 0.0359 0.4418 1144 good crystals
ML697 0.0563 0.0379 0.4276 0.0362 0.4417 poor spin
ML698 0.0546 0.036 0.4308 0.0349 0.4435 poor spin
ML704 0.0546 0.0361 0.4308 0.0348 0.4435
ML705 0.0545 0.0364 0.4305 0.035 0.4434 poor spin
ML733 0.0549 0.0362 0.4305 0.0349 0.4432 1144 good crystals
ML734 0.0531 0.0351 0.4319 0.035 0.4447 extra Fe-As
ML735 0.0542 0.0363 0.4308 0.0349 0.4435 only small plates
ML752 0.0528 0.0362 0.4315 0.0349 0.4443 some of reactants outside crucible
ML753 0.0538 0.0358 0.4312 0.035 0.444 1144 good crystals
ML754 0.0549 0.0364 0.4304 0.0348 0.4432 near total spin
ML769 0.0573 0.0387 0.4396 0.0232 0.4409 poor spin and crystals
ML770 0.0568 0.038 0.4398 0.0237 0.4415 radial clusters of small plates
ML771 0.0581 0.0389 0.4451 0.0173 0.4404 1144+Ca122
ML781 0.0548 0.036 0.4481 0.0174 0.4434 1144 good crystals; poor spin
ML782 0.054 0.0358 0.443 0.023 0.4439 poor spin
ML783 0.0528 0.0361 0.4433 0.0232 0.4443 1144 good crystals; poor spin
ML789 0.0541 0.0359 0.4428 0.0231 0.4438 some good plates
ML790 0.0448 0.0299 0.4501 0.0237 0.4513 extra Fe-As; partial spin and no plates
ML791 0.0548 0.037 0.4418 0.0232 0.4429 radial crystal clusters
ML808 0.0546 0.0363 0.4422 0.0233 0.4434 1144 good crystals
ML809 0.0543 0.0365 0.4423 0.0233 0.4434 1144 good crystals
ML810 0.0543 0.0364 0.4421 0.0235 0.4434 partial spin and large plates
ML833 0.0542 0.0365 0.4539 0.0117 0.4434 1144 good crystals
ML834 0.0543 0.0364 0.4494 0.0162 0.4434 partial spin, some nice crystals
ML835 0.0544 0.0363 0.4479 0.0176 0.4434 o.k. spin
ML859 0.0547 0.0362 0.4537 0.0118 0.4433 total spin
ML860 0.0544 0.0364 0.4494 0.0161 0.4434 1144 good crystals
ML861 0.0547 0.0362 0.448 0.0175 0.4433 partial spin
ML869 0.0542 0.0365 0.454 0.0116 0.4435 almost no spin
ML870 0.0546 0.0363 0.448 0.0175 0.4434 ampoule knocked over
ML871 0.0545 0.0364 0.4425 0.023 0.4434 limited spin
ML891 0.0544 0.0363 0.4421 0.0234 0.4434 some spin
ML892 0.0544 0.0364 0.4423 0.0232 0.4434 good spin
ML893 0.0546 0.0362 0.4422 0.0234 0.4434 ? ?
