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ALEXANDER TYPE INVARIANTS OF TANGLES
IVA HALACHEVA
Abstract. We study generalizations of a classical link invariant – the
multivariable Alexander polynomial – to tangles. The starting point is
Archibald’s tMVA invariant for virtual tangles which lives in the set-
ting of circuit algebras, and whose target space has dimension that is
exponential in the number of strands. Using the Hodge star map and re-
stricting to tangles without closed components, we define a reduction of
the tMVA to an invariant “rMVA” which is valued in matrices with Lau-
rent polynomial entries, and so has a much more compact target space.
We show the rMVA has the structure of a metamonoid morphism and
is further equivalent to a tangle invariant defined by Bar-Natan. This
invariant also reduces to the Gassner representation on braids and has
a partially defined trace operation for closing open strands of a tangle.
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1. Introduction
A classical invariant of knots and links (i.e. multiple knotted copies of S1)
is the Alexander polynomial, originally introduced by James Alexander in
1928, [Alex28]. A generalization of it to a multivariable polynomial invari-
ant of links, with a different variable for each strand, was later presented
by Torres [Tor53] and is known as the multivariable Alexander polynomial,
or MVA. Here, we will work with a version of it, vMVA (discussed more in
Section 5), which is an invariant of oriented, regular, long, virtual knots and
links, i.e. those sitting in a thickened higher-genus surface rather than R3,
first introduced by Kauffman [K99]. A collection of objects which is more
general than knots and links is that of tangles, having knotted components
which are either a smooth embedding of S1 or of an interval, with its two end-
points fixed in two different planes. In her thesis [Arch10], Archibald defines
an extension of the Alexander polynomial on links, called tMVA–an invari-
ant of oriented, regular, virtual tangles from which can be recovered both
the MVA and vMVA when closing the open strands of the tangle (compare
also to [B12], [DF16], [P10]). In fact, it satisfies the additional “Overcross-
ing Commute” relation pictured in Figure 7, which makes it an invariant of
so-called welded tangles. This invariant is computed from the same type of
Alexander matrix constructed for the MVA and provides a convenient set-
ting for proving most of the local relations satisfied by the classical invariant
it generalizes (see [Arch10]). However, a drawback is that the dimension
of its target space is exponential in the number of strands. More recently,
Bar-Natan defines several versions of another, more compact, invariant for
tangles, called β-calculus in [BNS13] and [DBN1], and Γ-calculus in [DBN2].
It originates in invariants of ribbon-knotted copies of S1 and S2 in R4 (see
[DBN3]), and associates to a pure tangle (i.e. one with no closed com-
ponents), a (scalar, matrix) pair with Laurent polynomial entries. In this
paper, we show that although the two invariants come from, on first sight,
very different places, they carry essentially the same information for pure
tangles. For the purpose, we show that the Archibald invariant is in fact
determined by a small, much more compact part in the case of pure tangles.
Namely, we start with Archibald’s invariant in the setting of circuit algebras
and use the Hodge star operator to transform it when restricted to pure
tangles to a reduced, more compact version we will denote by rMVA. This
reduced invariant fits in the algebraic structure of metamonoids, is readily
computable, and also recovers the MVA. In addition, it is closer in shape to
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the invariant of Bar-Natan, and we produce in the context of metamonoids
an isomorphism between their target spaces. The main result of this work
is that, after the listed transformations, the two invariants are equivalent as
metamonoid morphisms. The result provides a more efficient way of com-
puting the tMVA, through the matrix-valued reduction rMVA. In addition,
it provides a more direct proof that the Bar-Natan invariant is also a gen-
eralization of the Alexander polynomial. We further show these invariants
restrict to the Gassner (and Burau) representations on braids, and have a
partially defined trace operation allowing the closure of individual tangle
components. The fact that they are readily computable by decomposing
a tangle into its building blocks, and map into Laurent polynomials, also
makes these invariants prime candidates for categorification. In Section 2,
we discuss the preliminaries on tangles, circuit algebras, and the tMVA tan-
gle invariant, as well as set the stage for reducing it. In Section 3 we define
the reduced invariant rMVA and derive its values on positive and negative
crossings, as well as the gluing, or multiplication, operations in the target
space. In Section 4, we discuss the algebraic structure of metamonoids, show
that the rMVA is a metamonoid morphism, recall the Bar-Natan invariant
and show the two are equivalent as metamonoid morphisms. Recovering the
original MVA invariant for links and the Gassner representation for braids
from rMVA is described in Section 5. Some further results, including a par-
tial trace operation and future directions, are discussed in Section 6. Some
of the longer proofs are delegated to the end in Section 7.
1.1. Acknowledgements. This paper would not have been possible with-
out the direction, support and encouragement of Dror Bar-Natan and I am
extremely indebted to him. I am also grateful to the Knot at Lunch group
at the University of Toronto, and in particular the multiple discussions with
Ester Dalvit. This project was partially supported by an NSERC CGS-D
scholarship.
2. Preliminaries
2.1. Circuit algebras and tangles. The tangle invariant tMVA described
by Archibald in [Arch10] is defined in the context of circuit algebras, de-
scribed in detail by Bar-Natan and Dancso [BND2], so we will start by
discussing those. The operations in a circuit algebra are defined via circuit
diagrams:
Definition 2.1 ([BND2]). An oriented circuit diagram (OCD) encodes
the oriented pairing among a collection of “input” or “internal” and “output”
or “external” points.
More precisely, let [ni] denote a set with ni elements, say {a1, a2, . . . , ani},
where ni ∈ Z≥0. Given integers k, l ∈ Z≥0 and pairs (ni,mi) ∈ Z2≥0, for
i = 0, 1, . . . , k, an OCD prescribes a pairing among the elements of the set
unionsqki=0 [ni] ∪ [mi], and l counts the number of closed oriented loops (we will
elaborate on that later). The pairing must be oriented in the sense that a
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“source” point in unionsqki=0 [ni] must be paired with a “target” point in unionsqki=0 [mi]
and conversely (so in particular if
∑k
i=0 ni 6=
∑k
i=0mi then no such pairing
exists). Moreover, we think of [n0] unionsq [m0] as the “output” points and the
rest, unionsqki=1[ni] ∪ [mi], as the “input” in the OCD. Formally, an OCD is an
oriented compact 1-manifold with boundary ([ni] , [mi]), i = 0, 1, . . . , k, up to
homeomorphism.
1 2
Figure 1. An example of an
oriented circuit diagram.
One way to represent such an OCD is
via one “external” circle with marked
points ([n0] , [m0]) and k “internal” cir-
cles, with marked points ([ni] , [mi]), i =
1, . . . , k, together with l oriented closed
loops. In each such pair ([ni] , [mi]),
the first number indicates “arrow tails”
and the second “arrow heads”. We
also number and place a dot on each
circle from which we go counterclock-
wise when considering the marked points.
Then, an OCD can be expressed as a pairing of the marked points by ori-
ented arrows connecting them combinatorially (i.e. it is not important how
they intersect) to the same circle or to another, which can only start at an
arrow tail and end at an arrow head. Informally, it is a pairing of the points
unionsqki=0 [ni] and unionsqki=0 [mi], much like an electric circuit board with the “internal”
circles being placeholders for chips. In Figure 1 can be seen an example of an
OCD with k = 2, l = 1, n0 = 1, m0 = 1, n1 = 2, m1 = 1, n2 = 2, m2 = 3.
Oriented OCDs can also be composed, as long as the marked points match.
More precisely, we can compose an OCD D, whose parameters are given by
(k; l; ([ni] , [mi]), i = 0, 1, . . . , k), with OCDs D1, D2, . . . , Dk having parame-
ters (di; li; ([nij ] , [mij ]), j = 0, 1, . . . , di), i = 1, . . . , k, to obtain an OCD
D(D1, D2, . . . , Dk) with parameters:(
k∑
i=1
di;
k∑
i=1
li + l + l
′; ([n0], [m0]), ([nij ] , [mij ]), i = 1, . . . , k, j = 1, . . . , di
)
precisely when ni = mi0,mi = ni0 ∀ i = 1, . . . , k. Here l′ ∈ Z≥0 denotes
the number of new closed loops created from the composition. In Figure 2 we
give an example of a composition of compatible OCDs.
(
⊗
)
=
Figure 2. An example of a composition of oriented circuit
diagrams.
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The strands connect combinatorially to the same circle or to another, and
the diagram represents an operation Vn1,m1 ⊗ . . . ⊗ Vnk,mk −→ Vn0,m0 (or
Vn1,m1 × . . . × Vnk,mk −→ Vn0,m0 if we are dealing with sets), as we discuss
below.
These combinatorial diagrams correspond to algebraic operations in the
structure of an oriented circuit algebra, which we define next.
Definition 2.2 ([BND2]). An oriented circuit algebra is an algebraic
structure whose operations are indexed by oriented circuit diagrams. Namely,
it is a collection V of objects and a collection F of operations, where:
• For each pair (n,m) ∈ Z2≥0 there is a collection of objects Vn,m, which
can have the structure of a set, vector space, module, etc.
• To every oriented circuit diagram D (see Figure 3), there is a cor-
responding operation, or morphism (of sets, vector spaces, modules,
etc.) called FD.
: V3,0 ⊗ V1,4 −→ V1,11 2
Figure 3. A circuit diagram representing an operation on a
pair of objects.
Analogously to planar algebras for usual tangles, introduced by Vaughan
Jones [Jon99], circuit algebras provide a natural setting for discussing virtual
tangles.
Definition 2.3 ([BND2]). Virtual tangle diagrams vT D have a presenta-
tion as the circuit algebra with two generators under strand concatenation:
CA
〈
!, "
〉
. Regular virtual or v-tangles vT are the circuit algebra quotient:
CA
〈
!, "
〉
/(real Reidemeister moves)
where the real Reidemeister moves for regular tangles are (with all possible
orientations for the strands):
R1′ R2 R3
Figure 4. The real Reidemeister moves on diagrams for reg-
ular v-tangles.
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In this oriented circuit algebra quotient:
• The collections of objects are indexed by (n,m) ∈ Z2≥0 such that:
Vn,m =
 ∅, if n 6= mtangles with n open strands and possiblysome closed components, if n = m
• The “gluing” operation within circuit diagrams is the concatenation
of tangle strands.
2
3
1
: ⊗ ⊗ 7→
Figure 5. A circuit algebra operation on three tangles pro-
ducing a composite tangle.
The circuit algebra vT of virtual tangles is also graded by the skeleta (i.e.
the underlying permutations) of the tangles.
Remark 2.4. The generators of virtual tangle diagrams usually include an
additional virtual crossing P and the virtual and mixed Reidemeister moves
are imposed in order to represent virtual tangles (see Figure 6). In the setting
of circuit algebras, these are already built into the structure and come for free.
We do not need to specifically include and require them.
V R1 V R2 V R3 M
Figure 6. The virtual Reidemeister moves and the mixed
move, which are part of the structure of circuit diagrams.
R1 OC
Figure 7. The usual R1 move
does not hold for regular v-tangles,
while the OC move gives w-tangles.
Furthermore, note that the usual Rei-
demeister 1 relation does not hold
in this setting. We will occasion-
ally want to discuss the additional
“Overcrossings Commute” (OC) re-
lation (see Figure 7), and the quo-
tient of virtual tangles by the OC
relation is known as welded or w-
tangles, wT .
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2.2. The construction of tMVA. The target space for Archibald’s tMVA
invariant [Arch10] is also a circuit algebra, AHD, with the only nonempty
sets of objects being Vn := Vn,n, n ∈ N, given by the Alexander half
density spaces:
Vn = AHD([nin], [nout]) := Λn([nout])⊗ Λn([nin] ∪ [nout])
where [nin] = {a1, a2, . . . , an} and [nout] = {b1, b2, . . . , bn} are n-element
sets. Note that for k ∈ Z≥0 and S a finite set,
Λk(S) := the k-th exterior power of the vector space with (formal) basis S.1
The morphisms are given by “gluing” via interior multiplication. Namely,
for a morphism FD : Vn1 ⊗ . . . ⊗ Vnm −→ Vn0 with gluing prescribed by
a circuit diagram D, assign the same labels to the elements to be glued in
pj ⊗ qj ∈ Vnj , j = 1, . . . ,m,2 denote that set S =
⋃m
j=1[n
in
j ] ∩
⋃m
j=1[n
out
j ].
Then the gluing map is:
iS
 m∧
j=1
pj
⊗ iS
 m∧
j=1
qj
 ∈ AHD
 m⋃
j=1
[ninj ]− S,
m⋃
j=1
[noutj ]− S

where iS is interior multiplication with respect to S.
The tMVA invariant then gives a circuit algebra morphism between v-tangles
and Alexander half densities:
tMVA : (vT , concatenation) −→ (AHD, interior multiplication)
To compute the tMVA on a regular, oriented v-tangle T , we first need the
Alexander matrix M(DT ) for a diagram DT of T . The matrix is indexed
by the arcs of the tangle, i.e. segments of the strands beginning and ending at
an undercrossing or the outer circle. LetX in be the set labelling the incoming
arcs, and Xout the set of outgoing arcs of the tangle, |X in| = |Xout| = n,
and “internal” denote the remaining arc labels. Then the Alexander matrix
is of the form:
M(DT ) =

internal Xout Xin
internal
Xout

Figure 8. The structure of the Alexander matrixM(DT ) of
a tangle diagram DT .
1Strictly speaking, for a tangle with K strands in total (open and closed), we are taking
the exterior power of the R[t1, . . . , tK ]-module with basis S.
2More formally, we also need to keep track of the closed components in the tangle.
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Remark 2.5. To guarantee we have an equal number of distinct incoming
and outgoing labels, we might also need to artificially break an arc b into two
differently labeled arcs b and a. This results in an additional row and column
of the matrix, both indexed by a, and does not affect the final expression for
the invariant (see Figure 9 and [Arch10], Lemma 3.9).
In addition, we assign a variable to each strand of the tangle, so we have
{ti}n+mi=1 where n is the number of open and m is the number of closed
components. The rows of the matrix are then obtained as below for each
local piece of the tangle. If a column index does not appear, it is understood
that the corresponding entry in the given row is zero.
s3
s1
t2 t1
s2
7→ s1 s2 s3
s3 1− t2 −1 t1
s2
t1
s3
t2
s1
7→ s1 s2 s3
s3 t2 − 1 −t1 1
b −→
b
a
7→ a b
a 1 −1
Figure 9. The local rules for building the Alexander matrix
M(DT ) of a tangle diagram DT .
Here si denotes the label of an arc, and tj is the variable corresponding to
the jth strand of the tangle. From the Alexander matrix, Archibald defines
the following tangle invariant:
tMVA(T ) =
n+m∏
s=1
t
−µ(s)
2
s w ⊗
n∑
k=0
∑
i={i1<...<in−k}
j={j1<...<jk}
detM(DT )
i;j bi ∧ aj
The formula consists of the following ingredients:
1) µ(s) counts the number of times the sth strand is the overstrand when it
passes through a crossing.
2) w ∈ Λn(Xout) is determined by a choice of ordering of the elements of
Xout as they appear in the rows (and columns) of the Alexander matrix.
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3) M(DT )i;j = M(DT )i1,...,in−k;j1,...,jk is the submatrix ofM(DT ) with columns
indexed by all the internal arcs, as well as {bi1 , . . . , bin−k} ⊂ Xout and
{aj1 , . . . , ajk} ⊂ X in.
4) bi = bi1 ∧ . . . ∧ bin−k and aj = aj1 ∧ . . . ∧ ajk .
The normalizing factor
∏n+m
s=1 t
−µ(s)
2
s belongs to R[t
± 1
2
1 , . . . , t
± 1
2
n+m], while the
remaining expression lives in the Alexander half density space:
AHD(X in, Xout) = Λn(Xout)⊗ Λn(X in ∪Xout)
Example 2.6. Below we compute the Alexander matrix for the given tangle
diagram DT and the tMVA invariant of the corresponding tangle T . The ex-
pression might appear considerable but the computations are straightforward
and can be delegated to a computer.
a1
a2
a3
e
gc
b1f
b2
d
b3
DT =
Figure 10. A tangle diagram DT for the tangle T .
The corresponding Alexander matrix M(DT ) for the tangle diagram DT is
then given by:
c d e f g b1 b2 b3 a1 a2 a3
c 1 0 t1 − 1 0 0 0 0 0 −t3 0 0
d 1− t2 t1 0 0 0 0 0 0 0 −1 0
e 0 0 1 0 t3 − 1 0 0 0 0 0 −t4
f 0 0 −t3 1 0 0 0 t3 − 1 0 0 0
g 0 0 0 0 1− t3 0 0 0 0 0 t4 − 1
b1 −1 0 0 1− t1 0 t3 0 0 0 0 0
b2 0 −1 0 1− t2 0 0 t3 0 0 0 0
b3 1− t3 0 0 −1 0 0 0 t1 0 0 0
From the Alexander matrix, together with the normalizing term for the tan-
gle diagram DT , we get the value tMVA(T) of the tMVA invariant:
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t−11 t
− 5
2
3 t
− 1
2
4 b1 ∧ b2 ∧ b3 ⊗ (t3 − 1)t3 [ (t1 − 1)2(t3 − 1) b3 ∧ a2 ∧ a3+
+(t3t1 − t1 − 2t3 + 1) b1 ∧ a2 ∧ a3 − t3(t3t1 − t1 − t3) a1 ∧ a2 ∧ a3+
+(t2 − 1)(t3t1 − t1 − 1)t23 b1 ∧ a1 ∧ a3 + t1(t3 − 1)t23 b1 ∧ b2 ∧ a1−
t1(t3t1 − t1 − t3)t23 b2 ∧ a1 ∧ a3 − t1(t3t1 − 2t1 − t3 + 1)t23 b2 ∧ b3 ∧ a1+
+(t3 − 1)t3 b1 ∧ a1 ∧ a2 − t1(t3t1 − t1 − 2t3 + 1)t3 b1 ∧ b2 ∧ a3+
+(t1 − 1)2t1(t3 − 1)t3 b2 ∧ b3 ∧ a3 − t1(t1 + t3 − 1)t3 b1 ∧ b2 ∧ b3+
+(t3t1 − 2t1 − t3 + 1)t3 b3 ∧ a1 ∧ a2 − t1(t2 − 1)t3 b3 ∧ a1 ∧ a3−
−(t1 + t3 − 1) b1 ∧ b3 ∧ a2 + (t2 − 1)(t1t23 − 2t1t3 − t3 + 1)t3 b1 ∧ b3 ∧ a1
−(t2 − 1)(t23t21 − t3t21 − t23t1 + t3t1 + t1 + t3 − 1) b1 ∧ b3 ∧ a3 ]
2.3. The Hodge star operator. We can apply the Hodge star operator
∗w to the second tensor component of AHD(Xout, X in), for a given choice of
w ∈ Λn(Xout) (coming from a choice of ordering of the elements of Xout),
as follows:
(1)
n⊕
k=0
Λk(X in)⊗ Λn−k(Xout)
n⊕
k=0
Λk(X in)⊗ Λk(Xout)
Λn(X in ∪Xout)
n⊕
k=0
Hom(Λk(X in),Λk(Xout))
∗w
∼=∼=
It acts as the identity on Λk(X in), on the basis {bi1∧. . .∧bin−k}1≤i1<...<in−k≤n
of Λn−k(Xout) (where Xout = {b1, . . . , bn}) as described below, and we ex-
tend linearly (in−k+1 < . . . < in):
bi1 ∧ . . . ∧ bin−k 7→ (−1)∗wbin−k+1 ∧ . . . ∧ bin
⇔ (−1)∗wbi1 ∧ . . . ∧ bin−k ∧ bin−k+1 ∧ . . . ∧ bin = w
Let p2 : Λn(Xout)⊗Λn(X in∪Xout) −→ Λn(X in∪Xout) denote the projection
onto the second tensor factor in AHD(X in, Xout).
If we consider, for a tangle T and a given w ∈ Λn(Xout), the image of
p2(tMVA(T )) in the space
⊕n
k=0 Hom(Λ
k(X in),Λk(Xout)) under ∗w, it turns
out that this image is determined by the degree 0 and 1 components.
Theorem 2.7. For a tangle T , let λ ∈ Hom(Λ0(X in),Λ0(Xout)) denote the
degree 0 component, and φ ∈ Hom(Λ1(X in),Λ1(Xout)) the degree 1 compo-
nent of the image of p2(tMVA(T )) in
⊕n
k=0 Hom(Λ
k(X in),Λk(Xout)) under
the Hodge star operator ∗w. If λ 6= 0, then the whole image is determined by
λ and φ – it is precisely λ · Λ(φ/λ).
The proof will be postponed until Section 7.
Let us now consider the degree 0 and 1 components of the image of T ,
p2(tMVA(T )), in the space
⊕n
k=0 Λ
k(X in)⊗ Λk(Xout) using ∗w.
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The degree 0 component is λ = detM(DT )1,...,n;∅, where (recalling earlier
notation) M(DT )1,...,n;∅ is the submatrix of M(DT ) with columns indexed
by all internal arcs, as well as all n elements of Xout but none from X in.
The degree 1 elements can be expressed as the entries of an n × n matrix
A, where Ai,j is the determinant of M(DT )1,...,n;∅ with column i in Xout
replaced by column j from X in:
Ai,j = (−1)n−i detM(DT )1,...,ˆi,...,n;j
This n × n matrix, with the additional degree 0 element and the normal-
izing factor
∏n
s=1 t
−µ(s)
2
s in the definition of the tMVA invariant carries the
information of tMVA(T ).
Theorem 2.8. Let T be a tangle with associated pair (λ,A) as above. When
λ 6= 0, we can recover from (λ,A) the coefficients of the tangle invariant
tMVA(T ) via the formula:
detM(DT )
{1,...,n}\{i1,...,ik};j1,...,jk = (−1)nk− (k−1)k2 −
∑k
p=1 ip
detAj1,...,jki1,...,ik
λk−1
where Aj1,...,jki1,...,ik denotes the submatrix of A with rows i1, . . . , ik and columns
j1, . . . , jk.
This proof will also be postponed until Section 7. In the next section, we
will explore this version of the tMVA invariant further.
3. The Reduction of tMVA to rMVA
Since the new pair (λ,A) together with the normalizing factor preserves the
information of tMVA, as expected it is also a tangle invariant that we’ll
denote rMVA (“r” for reduced). Its computation can be simplified similarly
to that of tMVA by breaking up a tangle into the generating pieces, i.e.
positive and negative crossings, computing the invariant on each piece, and
then gluing the pieces back together. For this purpose, we need to know the
values of rMVA on positive and negative crossings, and its behaviour under
gluing strands and taking the disjoint union of tangles.
To define rMVA, we restrict to pure regular v-tangles, i.e. ones without
closed components. Then in particular, as we’ll see in Proposition 3.6, λ 6= 0
and so Theorem 2.8 lets us recover tMVA from rMVA. Given such an n-tangle
T with incoming and outgoing labels for the strands being the sets X in and
Xout respectively, we can identify X in ∼= Xout = X from the underlying
permutation of the tangle, using the strand variables {ti}ni=1. The set X
then also provides a labelling for the set of strands of the tangle. We will
denote the set of pure regular v-tangles labelled using X by pvTX .
If (λ,A) = (λT ,AT ) ∈ R(ti) ×MX×X(R(ti)) are the pair of degree 0 and 1
components for the image of a pure, regular v-tangle T as defined above for
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a fixed w ∈ Λn(Xout), then Theorem 2.8 reduces tMVA to:
(2) rMVA(T ) :=
n∏
k=1
t
−µ(k)
2
k (λ,A) ∈ RX := R(
√
ti)×MX×X(R(
√
ti))
3.1. A tangle invariant. Since the tMVA is a virtual tangle invariant and
rMVA is a function of it, it also has that property. We will nevertheless
check for illustration purposes that it satisfies the real Reidemeister 2 and 3
moves, as well as the “Overcrossings Commute” relation, which makes it a
welded tangle invariant. We include here the last verification and delegate
the remaining ones to Section 7. We need to verify that the values of rMVA
on each side of the move agree. Note that as the virtual crossings do not
contribute to the Alexander matrix, rMVA is automatically invariant under
the virtual and mixed Reidemeister moves.
Overcrossings Commute moves.
a1 a2
b1b2
a3b3
b2 b1
a2a1
a3b3
OCB
a1 b2
b1a2
a3b3
a2 b1
b2a1
a3b3
OCC
Figure 11. The braid-like and cyclic Overcrossings Com-
mute moves.
Remark 3.1. We distinguish two types of Overcrossings Commute or OC
moves in Figure 11, depending on whether the region bounded by the three
strands can be oriented consistently from the strand orientations or not. If
not, the move is called “braid-like”, otherwise it is “cyclic”.
Starting with the braid-like move, the diagram on the left side DLB has the
following Alexander matrix and corresponding value of the rMVA:
MLB =
b1 b2 b3 a1 a2 a3
b1 1 0 t1 − 1 −t3 0 0
b2 0 1 0 0 −t3 t2 − 1
b3 0 0 1 0 0 −1
⇒ rMVA(DLB) =
3∏
s=1
t
−µ(s)
2
s · λLB X
in
Xout ALB = t
−1
3 ·
1 a1 a2 a3
b1 −t3 0 t1 − 1
b2 0 −t3 t2 − 1
b3 0 0 −1
The diagram on the right side of the braid-like Overcrossings Commute
move, DRB, produces:
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MRB =
b1 b2 b3 a1 a2 a3
b1 1 0 0 −t3 0 t1 − 1
b2 0 1 t2 − 1 0 −t3 0
b3 0 0 1 0 0 −1
⇒ rMVA(DRB) =
3∏
s=1
t
−µ(s)
2
s · λRB X
in
Xout ARB = t
−1
3 ·
1 a1 a2 a3
b1 −t3 0 t1 − 1
b2 0 −t3 t2 − 1
b3 0 0 −1
Analogously, for the left side of the cyclic Overcrossings Commute move, we
have:
MLC =
b1 b2 b3 a1 a2 a3
b1 1 0 t1 − 1 −t3 0 0
b2 0 t3 0 0 −1 1− t2
b3 0 0 1 0 0 −1
⇒
rMVA(DLC) =
3∏
s=1
t
−µ(s)
2
s · λLC X
in
Xout ALC = t
−1
3 ·
t3 a1 a2 a3
b1 −t23 0 t3(1− t1)
b2 0 −1 1− t2
b3 0 0 −t3
The diagram on the right side of the cyclic move has the same rMVA value:
MRC =
b1 b2 b3 a1 a2 a3
b1 1 0 0 −t3 0 t1 − 1
b2 0 t3 1− t2 0 −1 0
b3 0 0 1 0 0 −1
⇒
rMVA(DRC) =
3∏
s=1
t
−µ(s)
2
s · λRC X
in
Xout ARC = t
−1
3 ·
t3 a1 a2 a3
b1 −t23 0 t3(1− t1)
b2 0 −1 1− t2
b3 0 0 −t3
Remark 3.2. Note that rMVA is a regular v-tangle invariant like tMVA, and
does not satisfy the real Reidemeister 1 move in Figure 7. Indeed, comparing
the values of rMVA on the two diagrams, we see that they differ:
b1
a1
M−→ b1 a1
b1 t1 −t1
rMVA−−−−→ t−1/21 ·
t1 a1
b1 −t1
b1
a1
M−→ b1 a1
b1 1 −1
rMVA−−−−→ 1 · 1 a1
b1 −1
After verifying that rMVA is indeed a tangle invariant, we simplify its de-
scription by recovering its values on positive and negative crossings. We also
describe the strand gluing and disjoint union operations in the target space,
induced from those for the tMVA invariant in the Alexander half density
spaces.
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3.2. Positive and negative crossings. The Alexander matrices for the
positive and negative crossings are obtained after splitting the overcrossing
arc into two. From them, we can find the value of rMVA:
b1
a2
t1
b2
t2
a1
M−→
b1 b2 a1 a2
b1 1 0 −1 0
b2 1− t2 t1 0 −1
rMVA−−−−→ t−1/21 ·
t1 a1 a2
b1 −t1 0
b2 1− t2 −1
b1
a2
t1
b2
t2
a1
M−→
b1 b2 a1 a2
b1 1 0 −1 0
b2 t2 − 1 1 0 −t1
rMVA−−−−→ t−1/21 ·
1 a1 a2
b1 −1 0
b2 t2 − 1 −t1
Figure 12. The Alexander matrices and resulting degree 0
and 1 pairs for the positive and negative crossing tangles.
3.3. Gluing and disjoint union. Let T denote a pure tangle with labels
X (= Xout ∼= X in). The operations of gluing and disjoint union on tMVA(T )
in the target space AHD(X) of tMVA correspond to gluing two strands of
the tangle T or taking the disjoint union of two tangles, respectively. They
can also be studied on the level of the Alexander matrix. We will do so to
reduce them to analogous operations on the pairs below, in the target space
RX = R(
√
ti)×MX×X(R(
√
ti)) of rMVA:rMVA(T ) =
|X|∏
s=1
t
−µ(s)
2
s (λT ,AT )

T ∈ pvTX
For this purpose, we consider the map M(DT ) 7→ (λT ,AT ) taking the
Alexander matrix to such a pair.
ma,bc−−−→
b
· · ·
T
· · ·· · ·
· · ·
a
· · ·
a
b
· · · · · ·
T
· · · · · ·
· · · · · ·· · ·
c
c
Figure 13. Gluing the strands labelled “a” and “b” of a tan-
gle T , and calling the resulting strand “c”.
Lemma 3.3. (Gluing) The result of gluing the outgoing strand labelled
“a” ∈ X in a tangle T with ends labelled by X, to the incoming strand
labelled “b” ∈ X, and calling the resulting strand “c”, as illustrated in Figure
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13, corresponds to the following map on the level of the target space RX of
rMVA. (For the moment we restrict to gluing different strands so we do not
get closed components.)
(3)
λ a b X in
a α β θ
b γ δ 
Xout φ ψ Ξ
ma,bc−−−→

λ+ β c X in
c γ + βγ−αδλ +
β−δθ
λ
Xout φ+ βφ−αψλ Ξ +
βΞ−ψθ
λ

ta,tb→tc
Proof. Note that for the operation ma,bc on RX in Equation 3, any pair
(λ,A) ∈ RX as above, and any scalar µ, we havema,bc (µ·(λ,A)) = (µ)ta,tb→tc ·
ma,bc (λ,A), which will be of use when dealing with the normalizing factor.
The gluing operation ma,bc on a tangle T , pictured in Figure 13, has the
following effect on the Alexander matrix, mapping M(DT ) to N(DT ) =
ma,bc (M(DT )), where also ta, tb → tc:
internal X
out
aout bout
Xin
ain bin
in
te
rn
al
aout
bout
Xout

ma,bc−−−→
ma,bc−−−→

internal
l=aout+bin
Xout
âout cout(=bout)
Xin
cin(=ain) b̂in
in
te
rn
al
l=aout
âout
cout(=bout)
Xout

We denote byM(DT ) and rMVA(T ) =
∏|X|
s=1 t
−µ(s)
2
s (λ,A) the original Alexan-
der matrix and rMVA invariant values, and denote the result after gluing by
N(DT ) := m
a,b
c (M(DT )) for the new Alexander matrix, and the invariant:
rMVA(ma,bc (T )) = m
a,b
c
 |X|∏
s=1
t
−µ(s)
2
s · (λ,A)

=
 |X|∏
s=1
t
−µ(s)
2
s

ta,tb→tc
ma,bc (λ,A) =:
 |X|∏
s=1
t
−µ(s)
2
s

ta,tb→tc
(ω,B)
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So, it suffices to verify Formula 3 for (ω,B). To obtain N(DT ), we delete
column aout in Xout and column bin in X in and include a new internal arc
with column labelled l, which is the sum of the original columns aout and
bin. Furthermore, we need to remove row aout in Xout and include it, now
labeled l, with the rows labeled by the internal arcs. We denote the overall
new strand obtained after gluing a and b by c. So, in the columns of the
resulting matrix we have cout equal the old bout and cin being the old ain. In
the rows of the new matrix, cout is equal to the old bout. Using the matrix
N(DT ), we can compute directly the resulting pair (ω,B) from the definition:
ω = detN(DT )
1,...,n;∅ = det

internal
l=aout+bin
Xout
âout cout(=bout)
in
te
rn
al
l=aout
âout
cout(=bout)
Xout

= det

internal
l̂
Xout
aout bout
in
te
rn
al
l̂
aout
bout
Xout

+ det

internal
l̂
Xout
bin bout
in
te
rn
al
l̂
aout
bout
Xout

= λ+Aa,b = λ+ β
Similarly, we can obtain the entries of B. By definition, we have that for
d ∈ (Xout \ {a})b→c and e ∈ (X in \ {b})a→c, Bd,e is the determinant of the
matrix N(DT )1,...,n;∅ with column d in Xout replaced with column e from
X in:
Bd,e = det

internal
l=aout+bin
Xout d̂out
âout cout(=bout) ein
in
te
rn
al
l=aout
âout
cout(=bout)
Xout

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= det

internal
l̂
Xout d̂out
aout bout ein
in
te
rn
al
l̂
aout
bout
Xout

+ det

internal
l̂
Xout d̂
bin bout ein
in
te
rn
al
l̂
aout
bout
Xout

= Ad′,e′ +
detAb,e′a,d′
λ
where the last equality follows from the definition of the degree 1 matrix A
and Theorem 2.8:
d′ =
{
d, if d ∈ Xout \ {a, b}
b, if d = c e
′ =
{
e, if e ∈ X in \ {a, b}
a, if e = c
This agrees with the formula for the gluing map ma,bc on RX given in Equa-
tion 3. 
Lemma 3.4. (Disjoint Union) When taking the disjoint union of two
tangles T1 and T2, i.e. putting them side by side to create a new tangle, the
resulting map on the target space of rMVA is:
(4)
λ1 X
in
1
Xout1 A1
∪ λ2 X
in
2
Xout2 A2
=
λ1 · λ2 X in1 X in2
Xout1 λ2A1 0
Xout2 0 λ1A2
Proof. The Alexander matrix for a diagram of the disjoint union T1 ∪ T2 of
the two tangles will be of the form:
M(DT1∪T2) =

int1 int2 Xout1 X
out
2 X
in
1 X
in
2
int1 O O O
int2 O O O
Xout1 O O O
Xout2 O O O

Like the gluing operation, the disjoint union operation on RX ×RX respects
scalar multiplication: for any two pairs (λ1,A1), (λ2,A2) ∈ RX and any
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scalars µ1, µ2, we have:
[µ1(λ1,A1)] unionsq [µ2(λ2,A2)] = µ1µ2 [(λ1,A1) unionsq (λ2,A2)]
Suppose |Xout1 | = |X in1 | = n1, |Xout2 | = |X in2 | = n2, and rMVA(T1) =
η1(λ1,A1), rMVA(T2) = η2(λ2,A2), where ηi are the normalizing coefficients
and λi, Ai are the degree 0 and 1 components respectively, under the Hodge
star map. Then for the resulting invariant rMVA(T1 ∪ T2) = rMVA(T1) ∪
rMVA(T2) = η1η2(ω,B), we have:
ω = det

int1 int2 Xout1 X
out
2
int1 O O
int2 O O
Xout1 O O
Xout2 O O
 = det

int1 Xout1 int2 X
out
2
int1 O O
Xout1 O O
int2 O O
Xout2 O O

Namely, ω = λ1λ2. Furthermore, the (i, j)-th entry of the (n1+n2)×(n1+n2)
matrix B is obtained by taking the determinant of M(DT1∪T2)1,...,n1+n2;∅
with the i-th column among the labels Xout1 ∪ Xout2 replaced with the j-th
column among the labels X in1 ∪ X in2 . If we replace the i-th column from
Xout2 with the j-th column a1j from X
in
1 , we get a zero determinant, i.e.
Bn1+i,j = 0, ∀ 1 ≤ i ≤ n2, 1 ≤ j ≤ n1:
Bn1+i,j = det

int1 int2 Xout1 X
out
2 a
1
j
int1 O 0 ∗ 0
int2 O O ∗ 0 ∗
Xout1 O 0 ∗ 0
Xout2 O O ∗ 0 ∗

= det

int1 Xout1 int2 X
out
2 a
1
j
int1 O 0 ∗ 0
Xout1 O 0 ∗ 0
int2 O O ∗ 0 ∗
Xout2 O O ∗ 0 ∗

= det
[ int1 Xout1
int1
Xout1
]
det
[ int2 Xout2 a1j
int2 ∗ 0 ∗
Xout2 ∗ 0 ∗
]
= 0
Analogously for a choice of columns from Xout1 and X in2 , we have that
Bi,n1+j = 0, ∀ 1 ≤ i ≤ n1, 1 ≤ j ≤ n2.
In the more interesting case, if we replace the i-th column from Xout1 with
the j-th column a1j from X
in
1 , we get:
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Bi,j = det

int1 int2 Xout1 a
1
j X
out
2
int1 O O
int2 O O 0
Xout1 O O
Xout2 O O 0

= det

int1 Xout1 a
1
j int2 X
out
2
int1 O O
Xout1 O O
int2 O O 0
Xout2 O O 0

= det
[ int1 Xout1 a1j
int1
Xout1
]
det
[ int2 Xout2
int2
Xout2
]
= (A1)i,j · λ2
Similarly, replacing the i-th column from Xout2 with the j-th column from
X in2 , we get:
Bn1+i,n1+j = (A2)i,j · λ1, ∀ 1 ≤ i, j ≤ n2
This agrees with the formula for disjoint union in Equation 4. 
Remark 3.5. For the gluing operation of rMVA to be well-defined and for
this invariant to determine tMVA, we need to have λT 6= 0 when computing
the normalized pair (λT ,AT ) for a tangle T . Note that in the positive and
negative crossings, if we set all the variables ti = 1, we get the pair (1,−I2×2).
Furthermore, the operations of gluing (as long as we are gluing different
strands and not creating closed components) and disjoint union preserve the
property λ 6= 0, as we show in Proposition 3.6. So, for pure tangles it is
always true that λ 6= 0.
Proposition 3.6. For any pure regular v-tangle T with corresponding nor-
malized degree 0 and 1 pair (λT ,AT ), we always have λT 6= 0.
Proof. It suffices to check that this property is true for the positive and
negative crossing generators, and that it is preserved by the disjoint union
and gluing maps. We have:
a b
rMVA−−−−→ t−1/2a ·
ta a b
a −ta 0
b 1− tb −1
ti=1−−−→
1 a b
a −1 0
b 0 −1
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b a
rMVA−−−−→ t−1/2a ·
1 a b
a −1 0
b tb − 1 −ta
ti=1−−−→
1 a b
a −1 0
b 0 −1
In particular, since the λT values for the positive and negative crossings
satisfy λ
!
(1) = λ
"
(1) = 1, they are not identically zero. We will show that
for any n-component pure v-tangle T , (λT ,AT )ti=1 = (1,−In×n). This will
mean in particular that λT is not identically zero. It suffices to check that
this property is preserved under gluing and disjoint union.
λ a b X
a α β θ
b γ δ 
X φ ψ Ξ
ma,bc−−−→

λ+ β c X
c γ + βγ−αδλ +
β−δθ
λ
X φ+ βφ−αψλ Ξ +
βΞ−ψθ
λ

ta,tb→tc
Assuming that in the original matrix λ(1) = 1, α(1) = δ(1) = −1, Ξ(1) =
−I(n−2)×(n−2), β(1) = γ(1) = 0, θ(1) = (1) = (φ(1))tr = (ψ(1))tr =
(0, . . . , 0), the element and matrix pair resulting from the gluing operation
ma,bc evaluated at ti = 1, is of the form (1,−I(n−1)×(n−1)):
(λ+ β)(1) = 1 + 0 = 1,
(
γ +
βγ − αδ
λ
)
(1) = 0 +
0− 1
1
= −1(
+
β− δθ
λ
)
(1) = (0, . . . , 0) +
(0, . . . , 0)
1
= (0, . . . , 0)((
φ+
βφ− αψ
λ
)
(1)
)tr
= (0, . . . , 0) +
(0, . . . , 0)
1
= (0, . . . , 0)(
Ξ +
βΞ− ψθ
λ
)
(1) = −I(n−2)×(n−2) +
0(n−2)×(n−2)
1
= −I(n−2)×(n−2)
Similarly, when taking the disjoint union:
λ1 X1
X1 A1
∪ λ2 X2
X2 A2
=
λ1 · λ2 X1 X2
X1 λ2A1 0
X2 0 λ1A2
Assuming λ1(1) = λ2(1) = 1 and A1(1) = −I|X1|×|X1|, A2(1) = −I|X2|×|X2|,
then for the resulting pair, we have (λ1λ2)(1) = 1, (λ2A1 ⊕ λ1A2)(1) =
−I(|X1|+|X2|)×(|X1|+|X2|). 
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Example 3.7. We consider a pure v-tangle T ′ with diagram DT ′ given below,
which is similar to the one in Example 2.6 (we have omitted the closed com-
ponent in the earlier tangle T in order to make it a pure tangle). The value
of the rMVA invariant is then given as a 3×3 matrix with an additional ele-
ment λT ′ and a normalizing factor t−11 t
−2
3 . It can be computed either directly
using the degree 0 and 1 components of tMVA from the Alexander matrix, or
in stages by taking the disjoint union and then gluing together the images of
the individual crossings.
a1
a2
a3
c
b1
f
b2
d
b3
DT ′ =
Figure 14. A tangle diagram DT ′ for the tangle T ′.
Then the value of rMVA for the tangle T ′, rMVA(T ′), is given by:
1
t1t23
λT ′ a1 a2 a3
b1 t1t
3
3 (t3t1 − 2t1 − t3 + 1) 0 −t1t23 (t1 − 1)2 (t3 − 1)
b2
t23 (t1t3(t3 − 2)+ −t3 (t1 + t3 − 1) t3 (1− t2) [t3+
+1− t3) (t2 − 1) (t1 − 1)(t1t23 − t1t3 + 1)
]
b3 −t1t33 (t3 − 1) 0 t1t23 (t3(t1 − 2) + 1− t1)
where λT ′ = t1t23 (t1 + t3 − 1) .
4. Metamonoids and Γ-calculus
In this section, we relate the rMVA invariant to a tangle invariant defined by
Bar-Natan ([BNS13, DBN1]) which also generalizes the MVA (the general-
ization is discussed further in Section 6). We start by discussing its algebraic
structure. Since the gluing operation in the target space of rMVA is not de-
fined on a pair (λ,A) where λ = 0 (which can occur for tangles with closed
components), it does not make it a circuit algebra, and in this setting rMVA
is not a circuit algebra morphism. We can however consider rMVA in a
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different algebraic setting which also describes pure virtual tangles, namely
that of metamonoids.
4.1. Metamonoid structure.
Definition 4.1 ([BNS13],[DBN1, DBN2, DBN3]). A metamonoid is a col-
lection of objects {GX} indexed by finite sets X, together with maps between
them:
mxyz : G{x,y}∪X −→ G{z}∪X “multiplication”
unionsq : GX ×GY −→ GX∪Y “union”
ex : GX −→ G{x}∪X “identity”
ηx : G{x}∪X −→ GX “deletion”
σxz : G{x}∪X −→ G{z}∪X “renaming”
satisfying the following relations:
Monoid axioms
mdcf ◦mabc = mcbf ◦mdac (associativity)
mabc ◦ ea = σbc (left identity)
mabc ◦ eb = σac (right identity)
Set axioms
σab ◦ ea = eb σbc ◦ σab = σac σba ◦ σab = Id
ηb ◦ σab = ηa ηa ◦ ea = Id ηc ◦mabc = ηb ◦ ηa
σcd ◦mabc = mabd mbcd ◦ σab = macd
as well as the commuting of operations involving labels which do not interact,
for instance σab ◦σcd = σcd ◦σab . Furthermore, the “union” operation commutes
with all the other operations, for instance we have unionsq ◦ (mxyz ,muvw ) = mxyz ◦
muvw ◦ unionsq.
Remark 4.2. An example of a metamonoid, where and element in GX can
be thought of as having a label in X, is GX = {f : X → G}, where G is
a group and X is a finite set, with the expected operations. Another exam-
ple is pvTX , the collection of X-labeled pure regular virtual tangles with the
following operations:
mabc = join the outgoing end of the strand labelled “a” to the incoming
end of the strand labelled “b” and call the resulting strand “c”
unionsq = take the union of the two tangles by placing them side by side
ea = add a trivially knotted strand labelled “a”
ηa = delete/remove the strand labelled “a” in the tangle
σab = change the label of strand “a” to “b”.
Notice in particular that ηx(T ) unionsq ηy(T ) 6= T ∈ pvTX , unlike the previous
example involving GX .
The target space of our invariant, together with the gluing and disjoint union
maps described in Lemmas 3.3 and 3.4 and the remaining operations defined
in a natural way, is also a metamonoid as we discuss below.
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Lemma 4.3. The collection RX = R(
√
ti) × MX×X(R(
√
ti)) is a meta-
monoid under the gluing and disjoint union operations from Section 3, to-
gether with:
1) ηa
 λ X aX M φ
a  α
 = ( λ X
X M
)
ta=1
2) σab
 λ X aX M φ
a  α
 =
 λ X bX M φ
b  α

ta→tb
3) ea
(
λ X
X M
)
=
λ X a
X M 0
a 0 −λ
Proof. The commuting and set axioms follow directly from the definition of
the operations on RX , so we only need to verify that the monoid axioms are
satisfied:
Checking the “left identity” axiom:
mabc ◦ ea
 λ b Xb δ 
X ψ Ξ
 = mabc

λ a b X
a −λ 0 0|X|
b 0 δ 
X 0tr|X| ψ Ξ

=

λ c X
c 0 + 0−δ(−λ)λ +
0·−δ·0|X|
λ
X 0tr|X| +
0tr|X|−(−λ)ψ
λ Ξ +
0·Ξ−ψ·0|X|
λ

ta,tb→tc
=
 λ c Xc δ 
X ψ Ξ

tb→tc
= σbc
 λ b Xb δ 
X ψ Ξ

Checking the “right identity” axiom:
mabc ◦ eb
 λ a Xa α θ
X φ Ξ
 = mabc

λ a b X
a α 0 θ
b 0 −λ 0|X|
X φ 0tr|X| Ξ

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=

λ c X
c 0 + 0−α(−λ)λ 0|X| +
0|X|−(−λ)θ
λ
X φ+
0·φ−α·0tr|X|
λ Ξ +
0·Ξ−0tr|X|·θ
λ

ta,tb→tc
=
 λ c Xc α θ
X φ Ξ

ta→tc
= σac
 λ a Xa α θ
X φ Ξ

Checking the “associativity” axiom:
mdcf ◦mabc

λ a b d X
a α β τ θ
b γ δ ν 
d κ ρ ξ σ
X φ ψ µ Ξ
 =
= mdcf

λ+ β c d X
c γ + βγ−αδλ ν +
βν−δτ
λ +
β−δθ
λ
d κ+ βκ−αρλ ξ +
βξ−ρτ
λ σ +
βσ−ρθ
λ
X φ+ βφ−αψλ µ+
βµ−τψ
λ Ξ +
βΞ−ψθ
λ

ta,tb→tc
=

(β+λ)(κ+λ)−αρ
λ f X
f Aff AfX
X AXf AXX

tc,td→tf
Where:
Aff = α(δξ − ρν)− (β + λ)γξ + (κ+ λ)((β + λ)ν − τδ) + ρτγ
λ2
AfX = α(δσ − ρ)− (β + λ)γσ + (κ+ λ)((β + λ)− δθ) + ργθ
λ2
AXf = α(ξψ − ρµ)− (β + λ)ξφ+ (κ+ λ)((β + λ)µ− τψ) + ρτφ
λ2
AXX = α(ψσ − ρΞ) + (κ+ λ)((β + λ)Ξ− ψθ)− (β + λ)φσ + ρφθ
λ2
Similarly, for the right side of the axiom we get:
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mcbf ◦mdac

λ a b d X
a α β τ θ
b γ δ ν 
d κ ρ ξ σ
X φ ψ µ Ξ
 =
= mcbf

λ+ κ c b X
c τ + κτ−αξλ β +
κβ−αρ
λ θ +
κθ−ασ
λ
b ν + κν−ξγλ δ +
κδ−γρ
λ +
κ−γσ
λ
X µ+ κµ−ξφλ ψ +
κψ−ρφ
λ Ξ +
κΞ−φσ
λ

ta,td→tc
=

(β+λ)(κ+λ)−αρ
λ f X
f Bff BfX
X BXf BXX

tc,tb→tf
Where:
Bff = α(δξ − ρν)− (β + λ)γξ + (κ+ λ)((β + λ)ν − τδ) + ρτγ
λ2
BfX = α(δσ − ρ)− (β + λ)γσ + (κ+ λ)((β + λ)− δθ) + ργθ
λ2
BXf = α(ξψ − ρµ)− (β + λ)ξφ+ (κ+ λ)((β + λ)µ− τψ) + ρτφ
λ2
BXX = α(ψσ − ρΞ) + (κ+ λ)((β + λ)Ξ− ψθ)− (β + λ)φσ + ρφθ
λ2

Thus, both the domain pvTX and the target space RX of rMVA are meta-
monoids. Furthermore, in this more general algebraic setting, the tangle
invariant rMVA : pvTX −→ RX is a metamonoid morphism by construc-
tion. We will next relate it to a tangle invariant defined by Bar-Natan in
this algebraic context.
4.2. Γ- or Gassner-calculus. In [DBN1] and [DBN2], Bar-Natan defines
another tangle invariant, “Γ-calculus”, which also generalizes the multivari-
able Alexander polynomial. It is also an invariant for pure virtual regular X-
labelled tangles, whereX is a finite set. Hence, its domain is the metamonoid
pvTX . The target space is the metamonoid ΓX = Z(ti)i∈X ×MX×X(Z(ti))
with operations given by:
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Multiplication:
λ a b X
a α β θ
b γ δ 
X φ ψ Ξ
ma,bc−−−→

λ(1− β) c X
c γ + αδ1−β +
δθ
1−β
X φ+ αψ1−β Ξ +
ψθ
1−β

ta,tb→tc
Remark 4.4. Analogously to the case of RX , multiplication in ΓX is well-
defined on the image of pure tangles. Indeed, for a pure tangle T whose image
in ΓX is the pair (λT ,AT ), we have λT (1) = 1,AT (1) = Id. Namely, setting
all the variables ti = 1, we get the pair (1, Id). So, in the multiplication
operation, the division term 1 − β where β is an off-diagonal element is
never identically zero.
Union:
λ1 X1
X1 A1
unionsq λ2 X2
X2 A2
=
λ1 · λ2 X1 X2
X1 A1 0
X2 0 A2
Identity:
ea
(
λ X
X A
)
=
λ X a
X A 0
a 0 1
The deletion and renaming operations for ΓX are the same as those for RX
and we will not repeat them here. The Bar-Natan invariant is then defined
as the metamonoid morphism:
Z : pvTX −→ ΓX
which maps the positive and negative crossing generators as indicated below.
a b
Z−−−−→
1 a b
a 1 1− ta
b 0 ta b a
Z−−−−→
1 a b
a 1 1− t−1a
b 0 t−1a
Figure 15. The images under Z of ! and ".
4.3. Relating rMVA and Z. Both tangle invariants rMVA and Z are
metamonoid morphisms mapping into almost identical spaces, so unsurpris-
ingly there is a close relationship between them. We will explore that re-
lationship next by first defining a slight variation of Bar-Natan’s invariant.
Note that the elements in both RX and ΓX are matrices of size |X| × |X|
with an additional element, and if we equip RX with the operations from ΓX
instead, it is still a metamonoid. So, we get a second metamonoid structure
on RX , which we will denote by R˜X . We consider a slight modification Z˜ of
Bar-Natan’s Z invariant, namely the metamonoid morphism:
Z˜ : pvTX −→ R˜X
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which is defined on the generators as:
a b
Z˜−−−−→
t
1
2
a a b
a 1 0
b tb−1ta t
−1
a
b a
Z˜−−−−→
t
− 1
2
a a b
a 1 0
b 1− tb ta
Figure 16. The images under Z˜ of ! and ".
Note that, analogously to the previous cases, for each of these pairs (λ,A),
setting all the variables ti to 1 gives (λ(1),A(1)) = (1, Id). So, for any pure
tangle T , we have λT 6= 0. This version of the Bar-Natan invariant turns
out to be equivalent to rMVA, as we show next.
Theorem 4.5. There is a metamonoid morphism R˜X → RX , which is an
isomorphism on the level of the images of rMVA and Z˜, taking the positive
and negative crossing generators for Z˜ in R˜X to those for rMVA in RX .
Proof. The map F : R˜X −→ RX defined by F (λ,A) = (λ,−λ · A) takes
the positive and negative crossing generators for Z˜ in Figure 16 to precisely
the positive and negative crossing generators for rMVA in Figure 12. Fur-
thermore, for any pair (λ,A) in the image Z˜(pvTX) or rMVA(pvTX) of pure
tangles, we have seen that λ 6= 0. So, the restriction of F to these subsets is
a bijection. It remains to show that F is a metamonoid morphism, i.e. we
need to check that the following diagram commutes, as well as the analogous
ones with mabc replaced by unionsq, ea, ηa, σab .
R˜X∪{a,b} RX∪{a,b}
R˜X∪{c} RX∪{c}
F
(mabc )R˜X (m
ab
c )RX
F
For a given element in R˜X∪{a,b}, we first follow the diagram horizontally then
vertically:
(mabc )RX ◦ F

λ a b X
a α β θ
b γ δ 
X φ ψ Ξ
 = (mabc )RX

λ a b X
a −λα −λβ −λθ
b −λγ −λδ −λ
X −λφ −λψ −λΞ

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=

λ(1− β) c X
c −λγ + λβγ − λδα −λ+ λβ− λδθ
X −λφ+ λβφ− λαψ −λΞ + λβΞ− λψθ

ta,tb→tc
=

λ(1− β) c X
c −λ(1− β)γ − λαδ −λ(1− β)− λδθ
X −λ(1− β)φ− λαψ −λ(1− β)Ξ− λψθ

ta,tb→tc
Alternatively, following the map going down first, then right, we get:
F ◦ (mabc )R˜X

λ a b X
a α β θ
b γ δ 
X φ ψ Ξ
 = F
 λ(1− β) c Xc γ + αδ1−β + δθ1−β
X φ+ αψ1−β Ξ +
ψθ
1−β

ta,tb→tc
=

λ(1− β) c X
c −λ(1− β)γ − λαδ −λ(1− β)− λδθ
X −λ(1− β)φ− λαψ −λ(1− β)Ξ− λψθ

ta,tb→tc
The proof that the diagram commutes for ηa and σab is immediate from
the definition, so we will additionally only check it for unionsq and ea, whose
verification is also straightforward. The following diagram verifies that F
preserves disjoint unions:(
λ1 X1
X1 A1
,
λ2 X2
X2 A2
) (
λ1 X1
X1 −λ1A1
,
λ2 X2
X2 −λ2A2
)
λ1 · λ2 X1 X2
X1 A1 0
X2 0 A2
λ1 · λ2 X1 X2
X1 −λ1λ2A1 0
X2 0 −λ1λ2A2
F
(unionsq)
R˜X
(unionsq)RX
F
Similarly, we confirm with the diagram below that F commutes with the
“identity” map ea of the two metamonoids:
λ X
X A
λ X
X −λA
λ X a
X A 0
a 0 1
λ X a
X −λA 0
a 0 −λ
F
(ea)R˜X (ea)RX
F

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Remark 4.6. Let PX = rMVA(pvTX) and P˜X = Z˜(pvTX) denote the image
sets of the two invariants. Then we can summarize the main result from
Theorem 4.5 in Figure 17, namely that the target spaces of rMVA and Z˜ are
isomorphic and the isomorphism takes the images of the tangle metamonoid
generators using Z˜ to those using rMVA. In particular, this tells us that
rMVA and Z˜ are equivalent as pure tangle invariants.
pvTX
Z˜
yy
rMVA
%%
R˜X ⊇ P˜X
∼=
F
// PX ⊆ RX
Figure 17. A commutative diagram of metamonoid morphisms.
5. Links, Braids, and Tangles with Closed Components
5.1. Recovering the MVA. One of the main motivations for studying the
rMVA tangle invariant is that, since it comes from Archibald’s tMVA invari-
ant, it is a generalization to tangles of the multivariable Alexander polyno-
mial on links defined by Torres, [Tor53]. It is therefore of interest to study
how to recover the MVA directly from the rMVA.
In order to consider links, we need to look at tangles with closed components,
so setting aside the algebraic structure of metamonoids, let us consider the
larger space vTX of (not necessarily pure) regular virtual tangles labelled
using the set X. Note that we can also define rMVA on vTX , not in terms of
a metamonoid morphism presented in Lemmas 3.3, 3.4, and 4.3, but directly
from the degree 0 and 1 components using the Hodge star operator on the
image of tMVA (which can also be found through the Alexander matrix)
and the normalizing factor, as in Equation 2. More precisely, for a tangle
T ∈ vTX possibly having some closed components, we can define:
rMVA(T ) :=
∏
k
t
−µ(k)
2
k (λT ,AT )
In this setting we no longer have the gluing operation. This has the disad-
vantage of no longer allowing the “divide-and-conquer” approach. Namely,
computing the invariant by splitting a tangle into pieces through the gener-
ators and then gluing in the context of metamonoid morphisms. However, it
allows us to consider the invariant on a bigger space which includes tangles
with closed components, and to recover from it the multivariable Alexander
polynomial for links.
The MVA on links is in fact defined using the same construction for the
Alexander matrix as described in Figure 9. The version of the link invariant
that we will work with and for which it is simplest to describe the relation
to rMVA is vMVA, or the multivariable Alexander polynomial for regular
30 IVA HALACHEVA
long virtual links, i.e. links in which exactly one strand has both ends going
to infinity.
Definition 5.1 ([Arch10]). The multivariable Alexander polynomial vMVA
for a regular long virtual link L is defined as:
vMVA(L) =
1
tl − 1
∏
s
t
−µ(s)
2
s detM(DL)
lout;l̂in
where tl is the variable associated to the long strand, µ(s) as before is the
number of times the strand labelled “s” overcrosses in a crossing, DL is a
diagram of the link L, and M(DL)l
out;l̂in is the submatrix of the Alexander
matrix with all the columns corresponding to the internal arcs included, as
well as the column corresponding to the outgoing arc of strand “l”, but not
the incoming one.
Going back to our consideration of rMVA, another disadvantage of using it
on the bigger space vTX as above is that for a tangle T ∈ vTX , we are no
longer guaranteed that λT 6= 0, and so we cannot apply Theorem 2.8 to
conclude that rMVA(T ) determines tMVA(T ). We can however say more
if we restrict our attention to the space vT 1X of 1-tangles, i.e. tangles with
possibly some closed components and exactly one open strand component,
where the set X labels both the closed components and the open component.
In that case, the Alexander matrix has a single outgoing arc column and a
single incoming arc column, so tMVA(vT 1X) lives in only the degree 0 and 1
components and is therefore completely determined by rMVA directly from
the definition. For T ∈ vT 1X :
rMVA
(
ain−−→ T aout−−→
)
=
λT a
in
aout AT
where the degree zero element is λT =
∏
k t
−µ(k)
2
k detM(DT )
aout;∅, and the
matrix of degree one components is given by AT =
∏
k t
−µ(k)
2
k detM(DT )
∅;ain .
Thus,
tMVA(T ) =
∏
k
t
−µ(k)
2
k a
out ⊗
(
detM(DT )
aout;∅aout + detM(DT )∅;a
in
ain
)
= aout ⊗ (λT aout +AT ain) .
To make the connection to links, we note that long links, i.e. those with
exactly one component having ends going to infinity, coincide with 1-tangles.
So, we can relate the values of rMVA on 1-tangles and vMVA on long links.
Archibald makes this connection between tMVA and vMVA in [Arch10] by
noting that the Alexander matrix for the two invariants is constructed by
the same rules. Furthermore, as can be deduced from Figure 9, the columns
{Cs} of the matrix satisfy the relation
∑
s(ts−1)Cs = 0. Since the incoming
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and outgoing ends of a tangle correspond to the same strand and so to the
same variable ts, the relation is:
Theorem 5.2. [Arch10, Theorem 6.8] For a 1-tangle T :
1
ta − 1 tMVA
(
ain−−→ T aout−−→
)
= vMVA
(
ain−−→ T aout−−→
)
aout ⊗ (aout − ain)
This theorem relies in particular on a conclusion based on the relation
among the columns of the Alexander matrix, namely that detM(DT )a
out;∅ =
−detM(DT )∅;ain . This leads to the connection between rMVA and vMVA:
Proposition 5.3. For a
in−−→ T aout−−→ a regular virtual 1-tangle (i.e. a long knot
or link) and rMVA(T ) = (λT ,AT ) (with the normalizing factor implicitly
included):
λT = −AT λT
ta − 1 = vMVA(T )
For long knots, i.e. 1-tangles without closed components, we can still benefit
from the metamonoid structure in using this proposition to break down the
knot into smaller pieces and then glue their images, making computations
more efficient.
5.2. Braids and the Gassner representation. Another specialization of
the rMVA invariant leads again to familiar terrirory. For this section we
will restrict our attention to a subset of the collection of X-labelled tangles,
namely that of pure virtual braids. Note that “pure” in this case refers to the
more standard meaning of the underlying permutation being the identity.
Definition 5.4 ([Ba04][BND1]). The pure virtual braid group pvBX with
strands labelled by X is generated by σab for all a 6= b ∈ X, corresponding to
the positive crossing where strand “a” crosses over strand “b”, and relations:
σabσacσbc = σbcσacσab ∀ a, b, c pairwise distinct
σabσcd = σcdσab ∀ a, b, c, d pairwise distinct
Remark 5.5. Note that in this notation, the labels record the “identity” of
the strand rather than its location. This is unlike the usual braid group where
only adjacent strands can cross and two strands crossing exchange their labels
(which indicate their position). In the notation above for this pure virtual
setting, a strand labelled “a” continues to carry that label even after crossing
with another strand.
In her thesis [G59], Gassner defines a multivariable version of the Burau
representation for the braid group, which can be generalized to pvBX by
mapping each generator σab, a, b ∈ X, to the following matrix (See also
[DBN4]):
σab
G−→

a b X \ {a, b}
a ta 1− tb O
b 0 1 O
X \ {a, b} O O I

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We show next that when the rMVA invariant is restricted to pvBX , it is
equivalent to the Gassner representation (and therefore also specializes to
the Burau representation when we set all the variables to be equal).
Proposition 5.6. On pure v-braids pvBX , rMVA reduces to the Gassner
representation, respectively the Burau representation in the single variable
case (letting ta = t, ∀ a ∈ X).
Proof. The image of the space pvBX under rMVA has a group structure
given by (λ1,A1) · (λ2,A2) = (λ1λ2,A1A2), with matrix multiplication in
the second factor. We will first verify that the rMVA invariant, with a small
correction, is a group homomorphism. We start by showing that:
(5) rMVA(B · σcd) = −rMVA(σcd)rMVA(B)
for any braid B ∈ pvBX∪{a,b} and generator σcd. Note that the operation
of multiplying a pair (λ,A) by a scalar commutes with both metamonoid
multiplication, i.e. gluing, and disjoint union as discussed in Section 3.3.
So, we will suppress the normalizing factor 1/
√
tc for σcd in the following
computations for the sake of simplicity. The left side of Equation 5 then
becomes:
tc c d
c −tc 0
d 1− td −1
unionsq
λ a b X
a α β θ
b γ δ 
X φ ψ Ξ
=
tcλ c d a b X
c −tcλ 0 0 0 0|X|
d (1− td)λ −λ 0 0 0|X|
a 0 0 tcα tcβ tcθ
b 0 0 tcγ tcδ tc
X 0tr|X| 0
tr
|X| tcφ tcψ tcΞ
maca−−→
taλ a d b X
a taα 0 taβ taθ
d (td − 1)α −λ (td − 1)β (td − 1)θ
b taγ 0 taδ ta
X taφ 0
tr
|X| taψ taΞ
mbdb−−→
taλ a b X
a taα taβ taθ
b (tb − 1)α+ γ (tb − 1)β + δ (tb − 1)θ + 
X taφ taψ taΞ
Strictly speaking, rather than computing mbdd ◦maca ((λσcd ,Aσcd)unionsq (λB,AB)),
if we think of σcd as a braid on |X| + 2 strands, then we need to compute
m
x|X|y|X|
x|X| ◦ . . . ◦mx1y1x1 ◦mbdd ◦maca (ey|X| ◦ . . . ◦ ey1(λσcd ,Aσcd)unionsq (λB,AB)), i.e.
include the image of |X| unknotted strands using rMVA. However, the meta-
monoid axioms tell us that operations on non-overlapping labels commute
and mxyx ◦ ey = Id. So, the computation reduces to the one given above.
On the other hand, to compute the product of the matrices for the two braids
on the right side of Equation 5, we need them to be of the same size and so
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we need to write σcd formally as a braid on |X|+2 strands. For that purpose
we take, on the level of the image of the invariant, the disjoint union of the
positive crossing with labels c and d, and |X| unknotted strands. As before,
we suppress the normalizing factor 1/
√
tc.
tc c d
c −tc 0
d 1− td −1
unionsq
⊔
x∈X
1 x
x −1 =
tc c d X
c −tc 0 0|X|
d 1− td −1 0|X|
X 0tr|X| 0
tr
|X| −tcI|X|×|X|
Then, the negative of the matrix product (in opposite order) agrees with the
matrix from the earlier operation corresponding to stitching together the two
braids:
(λσcd ,Aσcd) · (λB,AB) =
tcλ,

−tc 0 0|X|
1− td −1 0|X|
0tr|X| 0
tr
|X| −tcI|X|×|X|
 ·
 α β θγ δ 
φ ψ Ξ


tc→ta,td→tb−−−−−−−−→
taλ a b X
a −taα −taβ −taθ
b (1− tb)α− γ (1− tb)β − δ (1− tb)θ − 
X −taφ −taψ −taΞ
Both the above product and the matrix from the earlier computation need
to be multiplied by the normalizing factor 1/
√
ta at the end. Thus, taking
the negative transpose (or negative inverse) of the image makes rMVA a
group homomorphism on pure, virtual braids. Analogous computations can
be performed for σ−1cd . Since the σcd, c, d ∈ Y := X ∪ {a, b}, generate pvBY ,
we get more generally:
rMVA(B1 ·B2) = −rMVA(B2) · rMVA(B1) ∀ B1, B2 ∈ pvBY
Furthermore, the image of the generators σcd under rMVA is equivalent to
that for the Gassner representation, after taking the negative transpose:
rMVA(σcd) = t
− 1
2
c
tc c d
c −tc 0
d 1− td −1
−( · )tr−−−−→ t−
1
2
c
tc c d
c tc td − 1
d 0 1

Remark 5.7. Since the rMVA invariant satisfies the “Overcrossings Com-
mute” relation portrayed in Figures 7 and 11, it is also a Gassner type in-
variant for pure welded braids pwBX .
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6. Extensions
6.1. Partial trace. We have mainly discussed the rMVA invariant in the
context of pure tangles, where the gluing operation is well defined, and rMVA
is a metamonoid morphism that recovers the tMVA. A brief digression in
Section 5.1 discussed the special case of 1-tangles with possibly some addi-
tional closed components. Since the rMVA invariant is obtained from tMVA,
which allows gluing of the ends of the same strand and can be evaluated on
non-pure tangles albeit in the circuit algebra setting, there is hope that the
rMVA invariant can also be extended to non-pure tangles. A step in that
direction is the following “strand closure” or trace operation induced from
the corresponding operation on the target space of tMVA.
λ a X
a α θ
X φ Ξ
tra−−−−−→
λ+ α X
X (λ+α)Ξ−φθλ
Figure 18. A partial trace operation on the target space of
rMVA.
It is only partially defined, as after applying this operation to a pair (λ,A)
to get (tra(λ), tra(A)), it is no longer guaranteed that tra(λ) 6= 0. So, we
cannot apply the metamonoid operations, and we can no longer recover the
tMVA using Theorem 2.8. This operation nonetheless appears promising as
it and recovers the MVA for all links with up to 7 crossings in the Knot
Atlas [DBN5]. Hence, if the domain of the trace is understood better, it
could allow one to generalize the rMVA invariant to non-pure tangles, i.e.
also including closed components.
6.2. Future directions. Several further questions can be pursued in order
to understand the rMVA invariant better and explore possible generaliza-
tions. Among them are:
i) The rMVA invariant fits in the setting of metamonoids but is originally
obtained through Archibald’s tMVA invariant which is a circuit alge-
bra morphism. So, a more general algebraic description of the relation
between oriented circuit algebras and metamonoids would aid in under-
standing the connection better.
ii) To clarify more the connection of rMVA with tMVA and the original
multivariable Alexander polynomial on links, it would be beneficial to
study further the trace operation in Figure 18 and the circumstances
under which we get λ = 0 in a pair (λ,A) in the target space of rMVA.
iii) As described in Theorem 4.5, the rMVA is equivalent to a version of Bar-
Natan’s Z invariant, so the partial trace operation can be considered in
that context. The invariant Z itself is a reduction of an invariant of
ribbon-knotted copies of S1 and S2 in R4 mapping to certain free Lie
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and cyclic words, defined by Bar-Natan in [DBN3]. So, it would be of
interest to explore how the trace manifests there.
iv) The Alexander polynomial satisfies several skein relations, most of which
have been verified by Archibald in [Arch10] through the tMVA invariant
in a more straightforward way than the standard setting, and whose
proofs might be further simplified using rMVA.
v) Finally, since the image of a tangle under the studied invariants is es-
sentially a collection of Laurent polynomials, it would be interesting to
seek a categorification of rMVA and Z.
7. Proofs
7.1. Invariance of rMVA. Similarly to the “Overcrossings Commute” move,
for the Reidemeister 2 and 3 moves we also distinguish between cyclic and
braid-like depending on whether the region bounded by the strands can be
consistently oriented or not. For each of these relations, we verify that the
value of rMVA on the left side matches that on the right side.
Reidemeister 2 moves.
a1 a2
c
b1 b2 b1 b2
a1 a2
R2B
b1 a2
c
a1 b2 a1 b2
b1 a2
R2C
Figure 19. The braid-like and cyclic Reidemeister 2 moves.
For the diagram on the right side of both Reidemeister 2 moves, we have:
MR =
b1 b2 a1 a2
b1 1 0 −1 0
b2 0 1 0 −1
⇒ λR = 1 AR =
a1 a2
b1 −1 0
b2 0 −1
⇒ rMVA(DR) =
2∏
s=1
t
−µ(s)
2
s · λR X
in
Xout AR
= 1 ·
1 a1 a2
b1 −1 0
b2 0 −1
=
1 a1 a2
b1 −1 0
b2 0 −1
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For the braid-like move, the left diagram DLB gives the following Alexander
matrix and rMVA value:
MLB =
c b1 b2 a1 a2
c t1 0 0 1− t2 −1
b1 0 1 0 −1 0
b2 −t1 t2 − 1 1 0 0
⇒ λLB = t1, ALB =
a1 a2
b1 −t1 0
b2 0 −t1
⇒ rMVA(DLB) =
2∏
s=1
t
−µ(s)
2
s · λLB X
in
Xout ALB
= t−11 ·
t1 a1 a2
b1 −t1 0
b2 0 −t1
=
1 a1 a2
b1 −1 0
b2 0 −1
Similarly, for the cyclic move, the left side DLC gives the following Alexander
matrix and rMVA value:
MLC =
c b1 b2 a1 a2
c 1 t2 − 1 0 0 −t1
b1 0 1 0 −1 0
b2 −1 0 t1 1− t2 0
⇒ λLC = t1, ALC =
a1 a2
b1 −t1 0
b2 0 −t1
⇒ rMVA(DLC) =
2∏
s=1
t
−µ(s)
2
s · λLC X
in
Xout ALB
= t−11 ·
t1 a1 a2
b1 −t1 0
b2 0 −t1
=
1 a1 a2
b1 −1 0
b2 0 −1
Next, we consider the braid-like and cyclic Reidemeister 3 moves.
Reidemeister 3 moves.
a1 a2
b1b2
a3b3
b2 b1
a2a1
a3b3
c
c
R3B
a1 b2
b1a2
a3b3
a2 b1
b2a1
a3b3
c
cR3C
Figure 20. The braid-like and cyclic Reidemeister 3 moves.
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Starting with the braid-like move, the diagram on the left side DLB gives
the following Alexander matrix and corresponding value of the rMVA:
MLB =
c b1 b2 b3 a1 a2 a3
c 1 0 0 0 0 −t3 t2 − 1
b1 0 1 0 t1 − 1 −t3 0 0
b2 −1 1− t2 t1 0 0 0 0
b3 0 0 0 1 0 0 −1
⇒ rMVA(DLB) =
3∏
s=1
t
−µ(s)
2
s ·
λLB X
in
Xout ALB
= t
− 1
2
1 t
−1
3 ·
t1 a1 a2 a3
b1 −t1t3 0 t1(t1 − 1)
b2 t3(1− t2) −t3 t1(t2 − 1)
b3 0 0 −t1
The diagram on the right side of the braid-like Reidemeister 3 move, DRB,
produces analogously:
MRB =
c b1 b2 b3 a1 a2 a3
c t1 0 0 0 1− t2 −1 0
b1 0 1 0 0 −t3 0 t1 − 1
b2 −t3 0 1 t2 − 1 0 0 0
b3 0 0 0 1 0 0 −1
⇒ rMVA(DRB) =
3∏
s=1
t
−µ(s)
2
s ·
λRB X
in
Xout ARB
= t
− 1
2
1 t
−1
3 ·
t1 a1 a2 a3
b1 −t1t3 0 t1(t1 − 1)
b2 t3(1− t2) −t3 t1(t2 − 1)
b3 0 0 −t1
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Looking next at the second type of Reidemeister 3 move, the cyclic one,
the diagram on the left side of the move DLC gives rise to the following
Alexander matrix and rMVA value:
MLC =
c b1 b2 b3 a1 a2 a3
c 1 t2 − 1 0 0 0 −t1 0
b1 0 1 0 t1 − 1 −t3 0 0
b2 −1 0 t3 0 0 0 1− t2
b3 0 0 0 1 0 0 −1
⇒ rMVA(DLC) =
3∏
s=1
t
−µ(s)
2
s ·
λLC X
in
Xout ALC
= t
− 1
2
1 t
−1
3 ·
t3 a1 a2 a3
b1 −t23 0 t3(t1 − 1)
b2 t3(t2 − 1) −t1 t1(1− t2)
b3 0 0 −t3
For the diagram on the right side of the same move, DRC , we get:
MRC =
c b1 b2 b3 a1 a2 a3
c t3 0 0 1− t2 0 −1 0
b1 0 1 0 0 −t3 0 t1 − 1
b2 −t1 0 1 0 t2 − 1 0 0
b3 0 0 0 1 0 0 −1
⇒ rMVA(DRC) =
3∏
s=1
t
−µ(s)
2
s ·
λRC X
in
Xout ARC
= t
− 1
2
1 t
−1
3 ·
t3 a1 a2 a3
b1 −t23 0 t3(t1 − 1)
b2 t3(t2 − 1) −t1 t1(1− t2)
b3 0 0 −t3
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7.2. Proof of Theorem 2.8. Theorem 2.8 follows from the proof of the
generalized Cramer’s rule by Gong, Aldeen and Elsner [GAE], which we
reproduce here in our setting. Throughout, we will use the notation:
Aj1,...,jki1,...,ik = the k × k submatrix of A with
columns j1, . . . , jk and rows i1, . . . , ik
Ap1,...,pkB(q1,...,qk) = the matrix A with column ps
replaced by column qs of B, s = 1, . . . , k
Suppose T ∈ pvTX is a pure regular v-tangle with m internal arcs and
|X| = n, with (m+ n)× (m+ 2n) Alexander matrix M(DT ) for a diagram
DT of T . For convenience, we will distinguish X in ∼= Xout ∼= X, the labels
of the incoming and outgoing arcs of T . As discussed earlier, the degree 0
and 1 components for T using the tMVA invariant and the Hodge ∗ operator
are:
λ = detM(DT )
1,...,n;∅ Ai,j = (−1)n−i detM(DT )1,...,ˆi,...,n;j , 1 ≤ i, j ≤ n
Take the (m+ n)× (m+ n) matrix D = M(DT )1,...,n;∅ (detD = λ) and the
(m+n)×n matrix N , Ni,j = M(DT )i,(m+n)+j , namely the matrix made up
of the columns of the Alexander matrix labelled by X in.
Now, consider the (m + n) × n matrix H defined by Hi,j =
detDi
N(j)
detD . Note
that Hm+i,j =
Ai,j
detD for 1 ≤ i ≤ n.
Lemma 7.1. Let I denote the (m+ n)× (m+ n) identity matrix. Then:
D · Ii1+m,...,ik+mH(j1,...,jk) = D
i1+m,...,ik+m
N(j1,...,jk)
(6)
Proof. For any matrix C, let C∗,j denote its jth column vector. Then the
equation in the lemma can be visualized as:

int Xout
in
t
X
ou
t
×

i1+m ik+m
1 0
0 0
... H∗,j1 · · · H∗,jk
...
0 0
0 1
 =
=

int i1+m ik+m
N∗,j1 · · · N∗,jk

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Let B = Ii1+m,...,ik+mH(j1,...,jk) . Then the equation follows directly from the classical
Cramer’s rule, from which we can conclude that:
D ·B∗,s =
{
D ·H∗,jp = D ·
detD∗
N(jp)
detD = N∗,jp s = m+ ip, (p = 1, . . . , k)
D · I∗,s = D∗,s otherwise.

We take determinants of Equation 6 in Lemma 7.1, and use:
Lemma 7.2. For any 1 ≤ i1, . . . , ik, j1, . . . , jk ≤ n:
det Ii1+m,...,ik+mH(j1,...,jk) =
1
λk
detAj1,...,jki1,...,ik
Proof. Let B = Ii1+m,...,ik+mH(j1,...,jk) . Then, using δx,y to denote the Kronecker
delta (δx,y = 1 if x = y and is zero otherwise):
detB =
∑
σ∈Sn+m
(−1)σbσ(1),1 . . . bσ(i1+m),i1+m . . . bσ(ik+m),ik+m . . . bσ(n+m),n+m
=
∑
σ∈Sn+m
(−1)σδσ(1),1 . . . bσ(i1+m),i1+m . . . bσ(ik+m),ik+m . . . δσ(n+m),n+m
=
∑
σ∈Sk
(−1)σbσ(i1+m),i1+mbσ(i2+m),i2+m . . . bσ(ik+m),ik+m
= detHj1,...,jki1+m,...,ik+m =
1
λk
detAj1,...,jki1,...,ik

The determinant version of Equation 6 then becomes:
λ
1
λk
detAj1,...,jki1,...,ik = detD
i1+m,...,ik+m
N(j1,...,jk)
= (−1)nk− (k−1)k2 −
∑k
p=1 ip detM(DT )
{1,...,n}\{i1,...,ik};j1,...,jk
The coefficients of the tMVA invariant are thus obtained from the pair (λ,A)
whenever λ 6= 0, using the formula:
detM(DT )
{1,...,n}\{i1,...,ik};j1,...,jk = (−1)nk− (k−1)k2 −
∑k
p=1 ip
detAj1,...,jki1,...,ik
λk−1
7.3. Proof of Theorem 2.7. Suppose T is a pure regular virtual tangle.
Then, using the earlier notation:
tMVA(T ) =
∏
k
t
−µ(k)
2
k w ⊗
n∑
k=0
∑
i,j
detM(DT )
i;jxinj ⊗ xouti
⇒ p2(tMVA(T )) =
n∑
k=0
∑
i,j
detM(DT )
i;jxinj ⊗ xouti
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To shorten the notation, we denote as before [n] = {1, . . . , n}, i = {i1 < . . . <
in−k}, j = {j1 < . . . < jk}, xi = xi1 ∧ . . . ∧ xin−k , and yj = yj1 ∧ . . . ∧ yjk ,
as well as xs(yt) = xs1(yt1) · . . . · xsk(ytk), as X in and Xout are self-dual.
Following the diagram in Equation 1, for p2(tMVA(T )), we get:
p2(tMVA(T ))
∗w−→
n∑
k=0
∑
i,j
(−1)∗wdetM(DT )i;jxinj ⊗ xout[n]\i →
→
φk : xinp 7→∑
i,j
(−1)∗wdetM(DT )i;j
∑
σ∈Sk
sgn(σ)xinσ(j)(x
in
p )
xout
[n]\i

n
k=0
=
=
φk : xinp 7→∑
i
(−1)∗wdetM(DT )i;pxout[n]\i
n
k=0
Here, the image under ∗w belongs to
⊕n
k=0 Λ
k(X in)⊗Λk(Xout), and the final
image belongs to
⊕n
k=0 Hom(Λ
k(X in),Λk(Xout)). In particular, the degree
0 and 1 components are:
φ0(1) = detM(DT )
[n];∅ = λ
φ(xinj ) := φ1(x
in
j ) =
n∑
i=1
(−1)n−i detM(DT )[n]\{i};jxouti
Then, taking ψ = φ/λ, we have for any 0 ≤ k ≤ n, 1 ≤ j1 < . . . < jk ≤ n:
Λ(ψ)(xinj1 ∧ . . . ∧ xinjk) = ψ(xinj1) ∧ . . . ∧ ψ(xinjk)[
ψ(xinjs) =
n∑
is=1
(−1)n−is detM(DT )
[n]\{is};js
λ
xoutis
]
=
(
n∑
i1=1
Ai1,j1
λ
xouti1
)
∧ . . . ∧
 n∑
ik=1
Aik,jk
λ
xoutik

=
1
λk
∑
i
∑
σ∈Sk
sgn(σ)
k∏
s=1
Aσ(is),jsxouti =
∑
i
detAji
λk
xouti
Thm2.8
=
1
λ
∑
i
(−1)nk−
∑k
p=1 ip−(k−1)k/2 detM(DT ){1,...,n}\i;jxouti
=
1
λ
φk(x
in
j1 ∧ . . . ∧ xinjk)
Therefore, λΛ(φ/λ) = (φk)nk=0, concluding the proof.
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