





































































































































































P(q/B & Ch(q/B)=y) = y      Conditional Principle (CP) 
to which no one has objected. The generalization of the Conditional Principle from chance to any objective type of 
probability is: 


















































































              Jeffrey Re‐Cal  
where B stands for Pi(q) = x. For ease of exposition we will call the terms in this equation by these 
names: 
Pf(B & PR(F/B)=x)  Reliable 
Pf(‐(B & PR(F/B)=x))  Off 
Pi(F/(B & PR(F/B)=x))  If‐Reliable 
Pi(F/‐(B & PR(F/B)=x))  If‐Off 
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Your hypoxia information told you, let us say, to be 50% sure that you were a reliable calculator when 
coming to confidence x. (That is, let us say that half of the people at 10,500 feet get hypoxia.) This 
means you should be 50% confident that your answer, x, matches the objective probability and 50% 
sure that it doesn’t. I.e., Pf(PR(F/B)=x) = .5 and Pf(PR(q/B)≠x) = .5. Assuming, in all of these calculations, 
perfect knowledge of B, i.e., that your degree of belief is x, yields Pf(B & PR(F/B)=x) = .5 and Pf(B & 
PR(F/B)≠x) = .5 That is, you should have half your confidence in the Reliable term and half in Off. The 
first term in the first summand of Jeffrey Re‐Cal, Pi(F/(B & PR(F/B)=x)), is settled by the argument above 
from the Principal Principle (or its close relative the Generalized Conditional Principle);8 the confidence 
you put in If‐Reliable should be x, your initial confidence. These together imply that the first summand in 
Jeffrey Re‐Cal is (x)(.5).  
To evaluate the second summand you need a value for If‐Off, Pi(q/‐(B & PR(q/B)=x)). That is, you need 
not only a confidence that the objective probability of F isn’t x when you have x confidence (Off), but the 
probability it has instead in that case. If you don’t know your calibration curve then you don’t know, but 
you can do a weighted average of the objective probabilities you regard as possible. If you think that if 
you are off then you’re equally likely to be anywhere from near right to as far as possible off in either 
direction, then those probabilities could be anywhere from 0 to 1 (except for the value x), and the 
average will be .5, which makes If‐Off .5. These points imply that the second summand is (.5)(.5) = .25. 
Thus if you had originally been 99% sure of F, you will now need to be (.99)(.5) + (.5)(.5) = 74.5% sure. 
Your confidence will be weighted towards your original confidence but incorporate a 50% confidence 
that it should be some other value, you have no idea which. 74.5% confidence in F might be low enough 
to justify the pilot staying on course if she has no positive reason for diverting, but that will depend on 
her utilities. 
Holding your initial confidence, x, at .99 as your confidence that you are unreliable increases, i.e., as the 
Off term grows, the second summand will grow, but because your confidence was so high the first will 
shrink by more, and the overall revised degree of belief will be even lower. E.g., if Off is .7 instead of the 
.5 we assumed, then your final confidence will be 65% rather than 74.5%. If one’s confidence that one is 
reliable increases, i.e., if Reliable grows, the second summand will shrink, but because of your high initial 
confidence the first summand will grow by more to give a revised confidence greater than 74.5%, 
though still less than the initial .99. If Reliable = .6 instead of .5, then the final confidence is 80% rather 
than 74.5%. If Reliable = 1 then you are certain you are calibrated, the second summand is zero, and 
your initial confidence stands. 
If the initial confidence in q is lower than .99, then other things equal one’s judgments of reliability have 
less effect. We saw a drop from .99 to .745 when we had the subject take the evidence as making it 50% 
sure she was unreliable. If she started at .7, then becoming 50% sure that she was unreliable would 
bring her confidence down by only 10 points to .6. An initial confidence of .5 is a fixed point in that no 
balance of confidences that one is and isn’t reliable changes it away from .5.  
All of these cases are on the assumption that If‐Off has a uniform distribution. If you think that were you 
off you would be only near off then If‐Off would be more concentrated around your initial confidence in 
q, and a given value for Off would not move your confidence as much. If‐Off is also the place where you 
                                                            
8 See fn. 6.  
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would register any information you had about the likely direction of your mistake had you made one. 
The only case this term makes no difference to is again an initial confidence of .5. 
These points have interesting consequences for a case of the much‐discussed phenomenon of higher‐
order evidence called peer disagreement, the situation where you find that a person you regard as an 
epistemic peer, i.e., with the same general reliability, has a different confidence than you do in the same 
proposition.9 For example, it has been noted that if after both calculating your shares of a dinner bill 
your peer declares his confidence that they are $500 each, then either the restaurant is much fancier 
than it seems or you can be sure that his answer is way off, and intuitively this means you have little to 
no reason to take the mere disagreement as implying you should lower your confidence in your answer, 
despite the fact that you regard him as a peer.  
You can apply Jeffrey Re‐Cal to your dinner partner’s confidence as you do to your own, using his 
confidence in the place of B, and letting q be the claim that your individual shares are $500. Your 
confidence in Off for his q and x should be high – the calibration curve depends on the proposition and it 
is independently obvious that this q is quite improbable regardless of anyone’s confidence in it. Your 
confidence in If‐Off for his q should be extremely low for the same reason. Regardless of your friend’s 
general reliability on the mathematics of dinner bills, the objective probability of his answer in this case 
strongly indicates that in endorsing q in particular he’s made a huge mistake, and that dominates. It 
makes the second summand dominate and its value extremely low and so the confidence it would be 
rational for you to have in q extremely low, pretty much just as low as it was before you heard his 
answer to the question. His confidence in q having virtually no effect on the estimated objective 
probability of his q means that the value of Off for your q and x does not change either, your first 
summand dominates, and you should remain at your original confidence in your original answer. This 
accords with our intuitions about the case, and explains it by the fact that no one’s high confidence in 
this q makes much difference to what you should think this q’s objective probability is. 
Thus, we have found through these two cases that it is possible for Jeffrey Re‐Cal to give us informative 
answers about what to do with evidence about our reliability even when we have little specific evidence 
about our calibration curve. Neither the first order nor the second is always dominant; both orders 
always make a contribution to determining the resolution at the first order of conflicts between orders, 
and their relative contribution depends on the quality of the evidence at each order. Jeffrey Re‐Cal gives 
an explicit explanation of why the facts in the case of hypoxia mean you should revise and the facts of a 
particular case of peer disagreement mean you should remain steadfast, and it has consequences for 
every case of evidence about reliability, which could be explored in more detail. It makes available all of 
the resources of the Bayesian framework so those answers will be principled and based on a few 
assumptions that are independently plausible even if not universally shared, such as the Principal 
Principle.  
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