The Bourque-Ligh conjecture states that if S = {x 1
Introduction
Let (P, ≤) = (P, ∧, ∨) be a lattice, let S = {x 1 , x 2 , . . . , x n } be a subset of P and let f : P → C be a function. The meet matrix (S) f and the join matrix [S] f on S with respect to f are defined by ((S) f ) ij = f (x i ∧ x j ) and ([S] f ) ij = f (x i ∨ x j ). Rajarama Bhat [23] and Haukkanen [6] introduced meet matrices and Korkee and Haukkanen [17] defined join matrices. Explicit formulae for the determinant and the inverse of meet and join matrices are presented in [6, 16, 17, 23] (see also [2, 14] ). Most of these formulae are presented on meet closed sets S (i.e., x i , x j ∈ S ⇒ x i ∧x j ∈ S) and join-closed sets S (i.e., x i , x j ∈ S ⇒ x i ∨ x j ∈ S). More recently Korkee and Haukkanen [18] presented a method for calculating det(S) f , (S) f on all sets S and functions f . It is well known that (Z + , |) = (Z + , gcd, lcm) is a lattice, where | is the usual divisibility relation and gcd and lcm stand for the greatest common divisor and the least common multiple of integers. Thus meet and join matrices are generalizations of GCD matrices ((S) f ) ij = f (gcd(x i , x j )) and LCM matrices ([S] f ) ij = f (lcm( . The study of GCD and LCM matrices is considered to have begun in 1876, when Smith [27] presented his famous determinant formulae. The GCUD and LCUM matrices, which are unitary analogues of GCD and LCM matrices, are also special cases of meet and join matrices, see [7, 8, 15] . For general accounts of meet and join matrices and their number-theoretic special cases, see [9, 17, 25] .
Bourque and Ligh [5] conjectured that the LCM matrix [S] on any gcdclosed set is invertible. Haukkanen, Wang and Sillanpää [9] were the first to show that the conjecture does not hold (giving a counterexample with n = 9). Hong [11] solved the conjecture completely in the sense that it holds for n ≤ 7 and does not hold generally for n ≥ 8. Subsequently he also presented some conjectures on his own [12, 13, 19] .
In this paper we study a lattice-theoretic generalization of the BourqueLigh conjecture, i.e., under which conditions the join matrix [S] f is invertible on a meet closed set S. We use the concept of covering to develop an inductive method for inserting an element to S so that the invertibility of the join matrix on the extended set is preserved. We apply this method to explain in terms of lattice theory why n = 7 is the greatest integer for which the original Bourque-Ligh conjecture holds.
Preliminaries
Let (P, ≤) be a locally finite poset and let g be an incidence function of P , that is, g is a complex-valued function on P × P such that g(x, y) = 0 whenever x ≤ y. If h is also an incidence function of P , the sum g + h is defined by (g + h)(x, y) = g(x, y) + h(x, y) and the convolution g * h is defined by (g * h)(x, y) = x≤z≤y g(x, z)h(z, y). The set of all incidence functions of P under addition and convolution forms a ring with unity, where the unity δ is defined by δ(x, y) = 1 if x = y, and δ(x, y) = 0 otherwise. The zeta incidence function ζ is defined by ζ(x, y) = 1 if x ≤ y, and ζ(x, y) = 0 otherwise. The Möbius function µ of P is the inverse of ζ (with respect to the convolution).
In this paper let (P, ≤) = (P, ∧, ∨) always be a lattice such that the principal order ideal ↓x = {y ∈ P | y ≤ x} is finite for each x ∈ P . Then P has the least element, which we denote by 0. The order ideal generated by S is ↓S = {z ∈ P | ∃x ∈ S : z ≤ x}, see [4] . Let f always be a complex-valued function on P and let S be a finite subset of P , where S = {x 1 , x 2 , . . . , x n } with x i < x j ⇒ i < j. We say that S is an a-set if x i ∧ x j = a for all i = j. We say that S is lower-closed if (x i ∈ S, y ∈ P , y ≤ x i ) ⇒ y ∈ S. We say that S is meet closed if
It is clear that a lower-closed set is always meet closed but the converse does not hold. Definition 2.1. We say that f is a semimultiplicative function on P if
for all x, y ∈ P .
The concept of a semimultiplicative function on P is a generalization of the concept of a semimultiplicative arithmetical function, see [24, p. 49] or [26, p. 237] . Let f (x) = 0 for all x ∈ P . Then the function
If g is an incidence function of P , the incidence function is semimultiplicative. We associate each f (z) with incidence function value f (0, z). For example, by (f * µ)(z) we mean the convolution
An inductive method
In this section we provide an inductive method for constructing meet closed sets S on which join matrices [S] f are nonsingular under certain conditions on f . The inductive method arises from the idea to construct meet closed sets element by element from the bottom up, see Definition 3.1.
Throughout the rest of this paper (P, ≤) = (P, ∧, ∨) is a lattice, S = {x 1 , x 2 , . . . , x n } is a meet closed subset of P such that x i < x j ⇒ i < j holds and f is a semimultiplicative function on P such that f (x) = 0 for all x ∈ P . Now, by using the semimultiplicativity of f , we may write
where 
is a finite sequence of meet closed sets on (P, ≤) and lower-closed sets on (S, ≤). The values of the corresponding Möbius function µ S can be easily evaluated by using the recursion 
For m i = 1, 2 using the recursive properties of µ S , see (3.2), we easily obtain
By semimultiplicativity, (C 2,i ) can be written without any meets as
whenever the denominator is nonzero. Each meet closed set S can be constructed inductively by a finite sequence (M m 1 ,1 ), (M m 2 ,2 ), . . . , (M mn,n ) (often there are multiple different ways to construct a given set S but the sequence (m 1 , m 2 , . . . , m n ) is in fact unique up to ordering). Thus we have the following theorem.
Theorem 3.2. Let S be constructed inductively by a method sequence
(M m 1 ,1 ), (M m 2 ,2 ), . . . , (M mn,n ).
Then [S] f is invertible if and only if the condition sequence
holds.
Classification of functions on the basis of the used methods
Let F denote the class of all semimultiplicative functions f on P such that f (x) = 0 for all x ∈ P . We divide F into subclasses on the basis of the num-
We introduce two kinds of subclasses F k and G k,n . The classes F k are smaller than the classes G k,n and are introduced to get the presentation shorter. Let S k,n denote the class of all meet closed subsets S of P possessing the structure as described in Figure 1 . The white points in Figure 1 stand for the last added elements x n . Note that although x k would be the supremum of x i and x j in (S, ), it does not necessarily represent the element
In the notation S k,n , the number k comes from the last used method (M k,n ) in constructing the set S ∈ S k,n (that is, the last added element x n covers k but no more incomparable elements
, and the letter n just indicates the number of elements in S ∈ S k,n . For the pair k = 4, n = 7 we should distinguish two distinct classes S
4,7 and S
4,7 . We are now in a position to define the function classes G k,n . Figure 1 let
Definition 4.1. For each S k,n in
In addition,
The condition ( 1 f * µ S )(x n ) = 0 means that the last condition (C mn,n ) in the condition sequence in Theorem 3.2 holds.
For each class S k,n ∋ S we have marked in Figure 1 the value of µ S (x i , x n ) next to each element x i . The value of µ S (x i , x n ) can be easily seen by (3.2).
Definition 4.2. For each
It is easy to see that F ⊇ F 1 ⊇ F 2 ⊇ F 3 ⊇ · · · and more precisely
2) When adding the last element x n to the set S n−1 the invertibility of [S n ] f depends only on the invertibility of [S n−1 ] f and on the values f (x i ) of x i such that µ S (x i , x n ) = 0. Thus when considering whether the condition (C mn,n ) is satisfied or not we can omit all elements x i with µ S (x i , x n ) = 0. It will turn out that when n ≤ 7 we can omit most of the cases and restrict ourselves to the structures presented in Figure 1 . Remark 4.1. All the structures of S mentioned here need not appear in a fixed lattice (P, ≤), and thus the structure of (P, ≤) also has a bearing on the possibility of the invertibility.
Chains, x 1 -sets and a related class
In this section we consider invertibility of [S] f on certain sets S which we use frequently in the lattice-theoretic generalization of the Bourque-Ligh conjecture in Section 6.
Theorem 5.1. If S is a chain, then [S] f is invertible if and only if
Proof. Chains and x 1 -sets are constructed using the methods (M 1,i ) only. By Theorem 3.2, we obtain Theorem 5.1 taking the appropriate conditions (C 1,i ). 
Proof. The arithmetical function N fulfills the conditions in Theorem 5.1.
Note that the conditions of Theorem 5.1 also imply the invertibility of the associated meet matrix (S) f , see [6, Corollary 2] . The requirement of semimultiplicativity of f in the first part of Theorem 5.1 is irrelevant, since any f is semimultiplicative on chains.
One important class of meet closed sets (termed as S n−2,n , see Figure 1 ) is constructed by adding an upper bound to an x 1 -set.
Theorem 5.2. Let n ≥ 3. Let S ∈ S n−2,n , i.e., S n−1 is an x 1 -set and
Proof. Since S can be constructed from an x 1 -set S n−1 by (M n−2,n ), then the conditions are those mentioned in Theorem 5.1 for S n−1 together with condition (C n−2,n ). Using (3.4) and the values µ S (x k , x n ) of S n−2,n in Figure  1 we obtain 1
Proof. It suffices to prove that N ∈ G n−2,n . The case n = 3 follows from Corollary 5.1, so we may assume that n ≥ 4. Now x 1 = gcd(x i , x j ) for all 2 ≤ i < j ≤ n − 1. Thus for i = 2, 3, . . . , n − 1 we have x i = a i x 1 , where a i 's are distinct and a i ≥ 2 for each i. Thus we have
Thus N ∈ G n−2,n . 
The Bourque-Ligh conjecture
Bourque and Ligh [5] conjectured that the LCM matrix [S] is invertible on any gcd-closed set S. It is known that this conjecture holds for n ≤ 7 and does not generally hold for n ≥ 8. A number-theoretic proof of this solution has been given in [11] . We here provide a lattice-theoretic proof. We go through all meet closed sets S (up to isomorphism) with n = 1, 2, . . . , 7 elements, and applying the conditions (C m i ,i ) we study the invertibility of the join matrix [S] f on S in any lattice. When we take (P, ≤) = (Z + , |) and f = N we obtain the solution of the Bourque-Ligh conjecture given in [11] . In principle this is a simple method, since at least for small n the sets S are easy to classify on the basis of their incomparable elements and the conditions (C m i ,i ) are easy to evaluate applying (3.4), the Hasse diagram of S and the recursive properties of µ S . It would be easy to derive necessary and sufficient conditions for the invertibility of the join matrix [S] f on S in any lattice, but for the sake of brevity in we present only sufficient conditions.
Cases n = 1, 2, 3, 4, 5
We begin by constructing recursively all possible meet closed sets with at most 5 elements, see Figure 2 . If all meet semilattices with n elements are known, then a simple but laborous way to obtain all possible meet semilattices with n + 1 elements is first to determine all possible ways to add a maximal element to them and then to eliminate repetitions. The semilattices are then classified based on the largest m i in the methods (M m i ,i ) used to construct each semilattice. Most of them are constructed by using (M 1,i ) only, but for some of them also (M 2,i ) or even (M 3,i ) is needed. In each class the white point stands for the last added element. For each class we have also marked the value of µ S (x i , x n ) next to each element x i . The calculation of µ S (x i , x n ) bases on (3.2). (
Proof. 
Case n = 6
For n ≥ 6 we change our procedure slightly, since there are 53 classes of meet closed sets for n = 6 and 222 for n = 7 (see e.g. [10] , the number of meet semilattices with n elements equals the number of lattices with n + 1 elements, since adding a maximum element to a meet semilattice results a lattice). Here we construct only the meet closed sets with 6 elements, where at least one of m 1 , . . . , m n is greater than or equal to 3. (If m 1 , . . . , m n ≤ 2, then the Bourque-Ligh conjecture holds by Remark 5.2.) We obtain exactly 7 different classes 6 A , 6 B , . . . , 6 G presented in Figure 3 . In each class there can be no more than one element x i with m i ≥ 3 and there exists exactly one class with m i = 4. Keeping this in mind the use of mathematical programs is not necessarily needed in order to find all 7 classes, but it would be easy to do so by making suitable adjustments to the code given in Remark 6.1. The value of µ(x i , x 6 ) is again marked next to each element x i , and the white points stand for the last added element x 6 . S ∈ 6 A , 6 B , . . . , 6 G , then only (M 1,i ) and (M 2,i ) have been used, and thus the condition f ∈ F 2 assures that [S] f is invertible, see Definition 4.2. (ii) If S ∈ 6 A , 6 B , 6 C , 6 D , 6 E , then S can be constructed by (M 1,i ) and (M 3,i ), and thus the assumption f ∈ F 1 together with f ∈ G 3,5 assures the fulfillment of conditions (C 1,i ) and (C 3,i ) and therefore the invertibility of [S] f . For S ∈ 6 A , 6 B , 6 C the condition (C 3,5 ) is clearly implied by f belonging to G 3,5 , and also for S ∈ 6 D , 6 E the condition (C 3, 6 ) is implied by the assumption f ∈ G 3,5 due to the zeros of µ S (x i , x 6 ) in 6 D , 6 E of Figure 3 . (iii) In the case when S ∈ 6 F the semilattice S n−1 can be constructed by (M 1,i ) and S can be constructed by (M 3,6 ) from S n−1 . In this case the assumption f ∈ F 1 quarantees that the conditions (C 1,i ) hold, whereas f ∈ G 3, 6 implies that (C Proof. The first part of this corollary is obvious, since F 2 ⊆ F 1 . We only need to prove the second part. We already know that N ∈ F 2 ∩ G 3,5 ∩ G 4,6 (Remark 5.2 and Corollary 5.2), so it suffices to prove that N ∈ G 3, 6 . Let
Proof. (i) If
Therefore at least one of the numbers c and d must be greater than or equal to 3, from which it follows that cd − c − d > 0. Clearly we also have b − 1 > 0 and x 1 , x 6 > 0 and thus we obtain
This implies that N ∈ G 3,6 .
Case n = 7
As in the case n = 6, we consider only the meet closed sets with 7 elements, where at least one of m 1 , . . . , m n is greater than or equal to 3. There are exactly 47 such semilattices, which we divide into ten categories 7 A , 7 B , . . . , 7 I
based on their structure, see Figures 4-8. As before, we have marked the value of µ S (x i , x 7 ) next to each element x i , and the last added elements x 7 are denoted by white points.
Remark 6.1. In the case n = 6 it is well possible to find all meet semilattices in Figure 3 without With the command
it is then possible to obtain the list of Hasse diagrams of the meet semilattices in question.
Theorem 6.3. Let S be a meet closed set with 7 elements. (i) If S does not belong to any classes presented in Figures 4-8 and f
f is invertible. 
Figure 8.
The only difference is that the assumption f ∈ G 3,6 implies the invertibility of [S i ] f when (M 3,i ) is used. (iv) In the cases S ∈ 7 CA , 7 CB , 7 CC , 7 CD , 7 CE the methods (M 1,i ), (M 2,i ) and (M 3,i ) are all needed in the construction of the set S. In order to the matrix [S] f to be invertible, these methods require the assumptions f ∈ F 1 , f ∈ F 2 and f ∈ G 3,5 , respectively. (v) If S ∈ 7 DA , 7 DB , 7 DC , 7 DD , 7 DE , then (M 1,i ) and (M 4,i ) are the only used methods. Here f ∈ G 4,6 assures the invertibility of [S i ] f when (M 4,i ) is applied, otherwise the invertibility of [S i ] f follows from the condition f ∈ F 1 . (vi) The case S ∈ 7 E has much recemblance to the case (iv); here we just need the condition f ∈ G 3,6 instead of f ∈ G 3,5 when the method (M 3,i ) is used. (viii)-(ix) In the cases S ∈ 7 G and S ∈ 7 H the set S n−1 can be constructed by (M 1,i ) only and S can be constructed by (M 4,7 ) from S n−1 . Therefore in both cases the assumption f ∈ F 1 guarantees that the matrix [S n−1 ] f is invertible, whereas either condition f ∈ G (1) 4,7 or f ∈ G (2) 4,7 is needed to assure the invertibility of [S] f when the last element is added. (x) The case S ∈ 7 I is similar, here only the method (M 5,7 ) is used instead of (M 4,7 ) and the condition f ∈ G 5,7 is needed instead of assuming f ∈ G Proof. The first part of this corollary is obvious, since F 1 ⊇ F 2 and the sets in parts (iii), (v) and (vi) respectively belong to classes S 3,7 , S Thus N ∈ G 3,7 . We prove second that N ∈ G
4,7 (S ∈ 7 G ). Let x 1 = gcd(x 2 , x 3 ) = gcd(x 4 , x 3 ) = gcd(x 5 , x 3 ) = gcd(x 6 , x 3 ), x 2 = gcd(x 4 , x 5 ) = gcd(x 4 , x 6 ) = gcd(x 5 , x 6 ) and lcm(x 3 , x 4 , x 5 , x 6 ) | x 7 . Thus x 2 = ax 1 , x 3 = bx 1 , x 4 = acx 1 , Thus N ∈ G
4,7 . We prove third that N ∈ G Thus N ∈ G
4,7 .
6.4 Cases n = 8, 9, . . .
Haukkanen, Wang and Sillanpää [9] showed that the Bourque-Ligh conjecture is false by giving the counterexample S = {1, 2, 3, 4, 5, 6, 10, 45, 180}, where n = 9. Hong [11] solved the conjecture completely (in a sense) showing that it holds for n ≤ 7 and does not hold generally for n ≥ 8 For this counterexample given by Hong [11] we have S ∈ S 3,8 with [S] being singular. Thus N ∈ G 3,8 and, more general, N ∈ F 3 . For any n ≥ 8 we are also able to construct a gcd-closed set S possessing the structure given on the left side of Figure 9 as a subsemilattice, which makes the LCM matrix [S] singular. These counterexamples together with Corollaries 6.1-6.3 serve as a lattice-theoretic solution of the Bourque-Ligh conjecture. 
