A key problem in computational auditory scene analysis (CASA) is monaural speech segregation, which has proven to be very challenging. For monaural mixtures, one can only utilize the intrinsic properties of speech or interference to segregate target speech from background noise. Ideal binary mask (IBM) has been proposed as a main goal of sound segregation in CASA and has led to substantial improvements of human speech intelligibility in noise. This study proposes a classification approach to estimate the IBM and employs support vector machines to classify time-frequency units as either target-or interference-dominant. A re-thresholding method is incorporated to improve classification results and maximize hit minus false alarm rates. An auditory segmentation stage is utilized to further improve estimated masks. Systematic evaluations show that the proposed approach produces high quality estimated IBMs and outperforms a recent system in terms of classification accuracy.
I. INTRODUCTION
Monaural speech segregation is the task of segregating a speech signal from its background interference from a monaural recording. For this task, the information regarding sound directions is not available; and one can only make use of the intrinsic acoustic properties of speech and interference. The task has proven to be extremely challenging (Wang and Brown, 2006) . In this work, we are concerned with monaural segregation of speech from non-speech interference.
Psychoacoustic research in auditory scene analysis (ASA) (Bregman, 1990) has inspired considerable work in developing computational auditory scene analysis (CASA) systems for speech segregation (Wang and Brown, 2006) . The ideal binary mask (IBM) has been suggested as a main goal for CASA systems (Wang, 2005) . The IBM is defined in terms of premixed target and interference. Specifically, with a time-frequency (T-F) representation of a sound mixture, the IBM is a binary matrix along time and frequency where a matrix element is 1 if the signal-to-noise ratio (SNR) within the corresponding T-F unit is greater than a local SNR criterion (LC) and is 0 otherwise. A series of recent studies shows that IBM segregation produces substantial speech intelligibility improvements in noise for both normal-hearing and hearing-impaired listeners (Anzalone et al., 2006; Brungart et al., 2006; Li and Loizou, 2008; Wang et al., 2009) .
Because the IBM is a matrix of binary values, IBM estimation is a form of binary classification. To our knowledge, the first attempt to treat speech segregation as binary classification was made in the binaural domain (Roman et al., 2003) . Recently, several studies have utilized supervised classification to deal with monaural speech segregation (Jin and Wang, 2009; Kim et al., 2009 ). More specifically, Jin and Wang (2009) employed multilayer perceptron (MLP) based classifiers and trained these classifiers to classify T-F units using pitch-based features. Their system obtains promising separation results in various reverberant conditions and generalizes well to new utterances and new speakers. Kim et al. (2009) used Gaussian mixture models (GMMs) to learn the distribution of amplitude modulation spectrum (AMS) features for target-and interferencedominant classes and then classified T-F units by Bayesian classification. Their system represents the first monaural segregation algorithm with demonstrated speech intelligibility improvement.
From the classification point of view, the first issue to address is feature extraction. The features used should distinguish target-dominant units from interference-dominant units. Pitch, or harmonic structure, is a prominent feature in voiced speech. Some previous studies show that pitch-based features are very effective for IBM estimation and robust to various forms of signal corruption (Hu and Wang, 2004; Jin and Wang, 2009 ). However, pitch-based features cannot address unvoiced speech segregation because unvoiced speech lacks harmonic structure. On the other hand, AMS contains information for discriminating both voiced and unvoiced speech from nonspeech intrusions (Tchorz and Kollmeier, 2003; Kim et al., 2009) . We propose to combine these two types of features and construct a larger feature set for classification that is expected to be discriminative in both voiced and unvoiced speech and generalize to different noise types.
Another important issue for classification is classifier design. Previously, MLPs (Hu and Wang, 2008; Jin and Wang, 2009) and GMMs (Kim et al., 2009 ) have been explored. In this study, we propose using support vector machines (SVMs), which find an optimal (i.e., largest margin) hyperplane to classify data (Vapnik, 2000) . Typically, the output of the discriminant function of an SVM is a real number, the absolute value of which indicates the distance from the optimal hyperplane. The threshold of 0 is commonly used to binarize the output to calculate the label of each datum. In this study, we introduce a re-thresholding technique to improve classification results and maximize the hit rates minus false-alarm rates. In addition, we incorporate an auditory segmentation method to group more targetdominant units and remove interference-dominant units (Jin and Wang, 2009 ).
The paper is organized as follows. In the next section, we present an overview of the proposed system. Section III describes how to extract auditory features. A detailed description of SVM classification is presented in Sec. IV. Section V describes the auditory segmentation stage. The systematic evaluation results and comparison are given in Sec. VI. We discuss related issues and conclude the paper in Sec. VII. Figure 1 shows the diagram of the proposed system, which consists of several stages. The first stage of the system is auditory peripheral analysis. An input mixture signal x(t) is resampled to 16 000 Hz and analyzed by a 64-channel gammatone filterbank with their center frequencies distributed from 50 to 8000 Hz (Wang and Brown, 2006) . This filterbank is a standard model of cochlear filtering and is derived from psychophysical studies of the auditory periphery (Patterson et al., 1988) . In each channel, the output is divided into 20-ms time frames with 10-ms overlapping between consecutive frames. This processing produces a decomposition of the input signal into a two-dimensional T-F representation or cochleagram (Wang and Brown, 2006) . Each T-F unit in the cochleagram corresponds to a frequency channel and a time frame.
II. SYSTEM OVERVIEW
The next stage, feature extraction, extracts two types of features from each T-F unit: Pitch-based features and AMS features. After the feature extraction stage, we train SVMs to classify T-F units as either target-dominant or interference-dominant. Due to frequency specific characteristics of the input signal, one SVM is trained for each channel independently. Finally, in the auditory segmentation stage, we perform cross-channel correlation and onset/offset analysis to generate T-F segments. The T-F units in a segment primarily originate from the same sound source, and therefore we group them into either the target or interference stream based on unit classification results.
The final binary mask represents an estimate of the IBM and is used to resynthesize segregated target speech. The resynthesis is basically performed by summing the filter responses in target-dominant units and compensating for phase shifts across the filterbank (Wang and Brown, 2006) .
III. FEATURE EXTRACTION

A. Pitch-based features
Let u c,m denote a T-F unit for channel c and frame m and x(c, t) denote the filter response for channel c at time t. To extract pitch-based features for u c,m , the normalized autocorrelation function (ACF), A(c, m, s), is computed at each lag s (Wang and Brown, 2006) :
Here n denotes discrete time, T m ¼ 10 ms is the frame shift, and T n is the sampling time. We use input mixtures sampled at 16 kHz in this study; this gives T n ¼ 0.0625 ms. The preceding summation is over 20 ms, the length of a time frame. We also compute envelope ACF, A E (c, m, s), similar to Eq.
(1), which captures amplitude modulation information in high frequency channels. For voiced speech, u c,m is considered target-dominant if the corresponding response or response envelope has a period close to that of the target speech, i.e., pitch period s S (m) (Hu and Wang, 2004) . In this case, A(c, m, s) will have a peak close to s S (m). Therefore we can use the ACF and the envelope ACF at the pitch lag, A(c, m, s S (m)) and A E (c, m, s S (m)), to construct pitch-based features. These two features have been demonstrated to be effective for discriminating voiced speech (Hu and Wang, 2010) .
As commonly done in automatic speech recognition, we calculate delta features to encode feature variations. Specifically, for m ! 2, time delta feature
, s S (m)) for convenience. We compute frequency delta feature DA C (c, m, s S (m)) in the same way. The pitch-based feature vector is then given by   FIG. 1 . Diagram of the proposed speech segregation system.
When we extract the pitch-based features, the pitch period s S (m) needs to be specified. To remove the influence of pitch errors on the speech segregation system, we use PRAAT (Boersma and Weenink, 2007) to extract the ground-truth pitch from the premixed speech in the training phase.
In the test phase, we extract pitch from mixtures by a pitch tracker. Specifically, we use the recently proposed tandem algorithm (Hu and Wang, 2010) , which iteratively estimates pitch and computes a binary mask. To further improve pitch tracking results, we generate the initial pitch estimate for the tandem algorithm by utilizing the multipitch tracker of Jin and Wang (2010) that works well when more than one voiced sound is present. The tandem algorithm produces accurate pitch estimation results under most conditions, but for some mixtures, the generated pitch contours overlap in the time domain. So we need to further group pitch contours into the target track. We first remove those pitch contours shorter than 50 ms or out of the plausible pitch range for the specific speaker; the plausible ranges of the female and male speakers are set to [150, 400 Hz] and [80, 300 Hz], respectively. For two overlapping pitch contours, we retain the one closer to the average pitch frequency (250 Hz for the female speaker and 130 Hz for the male speaker). To exclude residual interference pitch contours, we first employ a simple energy-based method to detect voiced frames. Specifically, we label a frame as strongly voiced if the normalized log energy of the frame is greater than 0.6, voiced if the energy is between 0.4 and 0.6, and unvoiced otherwise. Then a pitch contour is selected if more than 15% frames of this contour are strongly voiced or 35% frames are either voiced or strongly voiced. This simple selection method eliminates most interference pitch contours and produces the final pitch estimation result.
Note that because unvoiced frames lack harmonic structure, we simply put 0 as the values of the corresponding vector. In this way, the pitch-based features will not play a role in unvoiced frames, and classification in those frames will instead rely on AMS features.
B. AMS features
AMS features exist in both voiced and unvoiced speech, which contain information on both center frequencies and modulation frequencies within each analysis frame (Tchorz and Kollmeier, 2003) . We use the same method of AMS extraction described in Kim et al. (2009) . Specifically, we first extract the envelope from the filter response within each T-F unit. The envelopes are computed by full-wave rectification and then decimated by a factor of 4. The decimated envelope is then Hanning windowed with zero-padding, and a 256-point fast Fourier transform (FFT) is computed. The FFT computes the modulation spectrum in each T-F unit with a frequency resolution of 15.6 Hz. Next, the FFT magnitudes are multiplied by 15 triangular-shaped windows spaced uniformly across the 15.6-400 Hz range and summed to produce 15 modulation spectrum amplitudes, which represent the AMS feature vector. We denote them by M 1 (c, m),…, M 15 (c, m). Similarly, we calculate delta features DM T and DM C across frames and channels respectively, as in Kim et al. (2009) .
The AMS feature vector is given by:
The total dimensionality of the AMS feature vector x AMS (c, m) is 3 Â 15 ¼ 45. Finally, the pitch-based feature vector and the AMS feature vector are combined into a 51-dimensional feature vector for each T-F unit. The combined features are used as the input to the classifier.
IV. SVM CLASSIFICATION
Given the extracted features, the task now is to classify T-F units to either target-dominant or interference-dominant. As mentioned earlier, one SVM is trained for each filter channel. By applying a kernel trick, an SVM maps a feature vector x i into a higher dimensional feature space where a hyperplane is derived to maximize the margin of class separation. In this study, we choose the radial basis function ker-
). In the training phase, given a set of pairs (x i , y i ), where x i is a feature vector and y i is the corresponding binary label, the SVM requires a solution to the following optimization problem:
where w is the weight vector of the hyperplane. n is a nonnegative variable measuring the deviation of a data point from the hyperplane. C controls the trade-off between complexity of the SVM and the number of nonseparable points. / is the vector of a set of nonlinear functions that transform the input space to a feature space of higher dimensionality. b is the bias. The parameters C and c must be specified, and we choose them using fivefold cross-validation in each channel separately. The SVM library LIBSVM (Chang and Lin, 2001 ) is used in our experiments.
Once the SVM training is completed, we use the trained models to classify T-F units. The discriminant function for classification is given as follow:
where SV denotes the set of support vector indices in training data. a i is a Lagrange multiplier that can be determined in the training phase. For a textbook treatment of SVM, the reader is referred to Haykin (2009) . The output of the discriminant function is a real number and the binary label of each datum is typically given by the sign of this output. We find that this standard method tends to under-label target-dominant units for several reasons. First, with unbalanced training samples, the SVM hyperplane is often skewed to the minority, i.e., the class with fewer data (Akbani et al. 2004; Wu and Chang, 2005) . For typical IBM estimation, the input SNR is around 0 dB and the interference is broadband noise. In this situation, targetdominant units are much fewer than interference-dominant units because the speech energy is more concentrated in the cochleagram than that of noise. The unbalanced data likely cause the trained SVMs to misclassify some 1 s to 0 s. The second reason is that we use different pitch trackers to extract pitch-based features in the training and test phases, which makes the hyperplane obtained from the training data not exactly match that of the test data. More discussion on this point will be given in Sec. VII. Additionally, the standard SVM aims to minimize the classification error, but one of the goals of this study is to maximize the hit rate (HIT) minus false-alarm rate (FA), or HIT-FA.
For the preceding reasons, we propose to apply rethresholding as a post-training strategy, which is used in the decision phase without affecting the training phase. This technique has been successfully used in some other applications (Brank et al., 2003; Sun et al., 2009) . Given a feature vector x, the discriminant function gives an algebraic distance from x to the optimal hyperplane (Haykin, 2009) :
Therefore those data with small j f(x)j are close to the trained hyperplane and thus easy to be misclassified if the hyperplane is skewed. We adopt a channel-specific threshold to label f(x). Specifically, we select the threshold h c that maximizes the HIT-FA rate in channel c in a validation set with 10 sentences and then use the new threshold to binarize f(x):
Other approaches can be used to adapt the hyperplane. For example, one can use f(x) to estimate the posteriori probability P(y ¼ 1j f(x)) and use P(y ¼ 1j f(x)) ¼ 0.5 as a criterion to classify data (Platt, 1999) . Another method is to find the threshold that makes the percentage of each class matches the percentage in the training data. We have tried both methods, but they do not perform better than the simple crossvalidation method.
With SVM classification, our system generates an estimated IBM by combining the classification results in all the channels. As an example, Fig. 2 illustrates the segregation results for a noisy speech signal. Figure 2(a) shows the cochleagram of a female utterance, "A man in a blue sweater sat at the desk," from the IEEE corpus (Rothauser et al., 1969) . Figure 2(b) shows the cochleagram of a factory noise. The cochleagram of their mixture at 0 dB is shown in Fig. 2(c) . By comparing the energy of each T-F unit in Figs. 2(a) and 2(b), we obtain the IBM shown in Fig. 2(d) where 1 is indicated by white and 0 by black and LC is À5 dB. Figure 2(e) shows the binary mask generated by the standard SVMs without re-thresholding. The SVMs correctly classify most T-F units in both voiced and unvoiced speech intervals but miss some target-dominant units. By applying re-thresholding, the system recovers many target-dominant units as shown in Fig. 2(f) . This recovery comes at the expense of adding some scattered interference-dominant units.
V. AUDITORY SEGMENTATION
As shown in Fig. 2 , an SVM-generated mask is close to the IBM but still misses some target-dominant units and contains some interference-dominant units. We further improve estimated IBMs by auditory segmentation, which refers to a stage of processing that breaks the auditory scene into contiguous T-F regions each of which contains acoustic energy mainly from a single sound source (see also Jin and Wang, 2009; Hu and Wang, 2010) .
With the voicing of a frame determined as described in Sec. III A, we utilize cross-channel correlation to segment T-F units for voiced intervals (Wang and Brown, 2006) . The cross-channel correlation measures the similarity between the responses of two adjacent filters. The units with high cross-channel correlation indicate that they are likely from the same sound source. We calculate the cross-channel correlation of u(c, m) as follows:
whereÂ c; m; s ð Þdenotes a normalized autocorrelation function with zero mean and unit variance, and L is the maximum delay for the plausible pitch frequency range from 70 to 400 Hz. For low frequency channels (below 2000 Hz), only units with sufficiently high cross-channel correlation (!0.95) are iteratively merged into segments. We use a similar way to calculate the cross-channel correlation of envelope response C E (c, m) and use it to segment units in high frequency channels (above 2000 Hz).
Because unvoiced speech lacks harmonic structure, we utilize onset/offset analysis (Hu and Wang, 2007) to segment T-F units within unvoiced intervals. Onsets and offsets correspond to sudden acoustic energy increases and decreases, respectively. Segments are formed by matching pairs of onset and offset fronts. In addition, a multiscale analysis is applied to integrate segments at several time-frequency scales (Hu and Wang, 2007) .
With obtained segments, we first treat all the segments shorter than 50 ms (or five frames) as the interference. We then label each remaining segment wholly as the target (i.e., mask value 1) if more than half of the segment energy is included in the classified target units in Sec. IV. If a segment fails to be labeled as the target in this way, the individually classified T-F units within the segment are still included in the target stream. This results in the final estimated IBM, and the segregated target speech can be resynthesized from this mask (Wang and Brown, 2006) . Figure 2 (g) shows a binary mask after auditory segmentation. We can see that most isolated interference-dominant units are removed from the mask and some missed target-dominant units are grouped at the same time. The cochleagram of the masked mixture by the estimated IBM is shown in Fig. 2(h) . Note the similarity of Figs. 2(a) and 2(h).
VI. EVALUATION AND COMPARISON
A. Systematic evaluation
We evaluate the performance of our system by using the IEEE corpus (Rothauser et al., 1969) , which contains 720 sentences spoken by two speakers, one male and one female. All utterances are downsampled from 25 to 16 kHz. For the training set, we choose 100 utterances mixed with three types of noise-N1: Speech-shaped noise, N2: Factory noise, N3: 20-talker babble noise-at À5, 0, and 5 dB SNR. The test set consists of 60 utterances mixed with the three types of noise at À5 and 0 dB. There is no overlap between the training and the test utterances. Each utterance is mixed with a noise sample randomly cut out from the original noise recording. The LC is set to À5 dB for all 64 channels to generate IBMs. These choices are motivated by those in Kim et al. (2009) where the same speech corpus and noises were used.
To quantify the performance of our system, we compute the HIT rate, which is the percent of the target-dominant units in the IBM correctly classified, and the FA rate, which is the percent of the interference-dominant units in the IBM wrongly classified. It has been shown that HIT-FA is highly correlated to human speech intelligibility (Li and Loizou, 2008; Kim et al., 2009) . We also compute the classification accuracy, which is the percent of misclassified units. Tables I and II show the average results for the female and male utterances, respectively. As shown in the tables, our system achieves relatively high HIT rates and relatively low FA rates even at these low input SNRs. Under all conditions, the accuracy results are greater than 75% for the female utterances and 70% for the male utterances. These results demonstrate that our system produces high quality estimated IBMs. Here, the babble noise results are relatively lower than others, mainly because it is more difficult to group pitch contours under these conditions. We also observe that the pitch determination performance of the male utterances is slightly lower than that of the female utterances, causing the classification results for the male utterances not as good as those for the female utterances. We note that, without auditory segmentation, the average HIT-FA results in Tables I and II are lower by 2% for the female utterances and 5% for the male utterances.
To provide an indication of generalizability, we also test our system on two unseen noises, N4: White noise and N5: Cocktail-party noise; different from the babble noise, the cocktail party noise mostly contains nonspeech background noise. Table III gives the results. From the table, one can see that our system achieves 58% HIT-FA rate for female speaker and 48% for male speaker on average; these are close to those with the noises in Tables I and II. We believe that the generalizability of our system mainly results from the use of pitch-based features (see the following discussion associated with Table VI and Sec. VI B).
The proposed system utilizes pitch-based features and AMS features to classify T-F units. To investigate the relative merit of each feature type, we use each type to train a classifier. The training and the test corpora are the same as those for combined features. As pitch exists only in voiced speech intervals, the system with pitch-based features is trained only during voiced intervals. Similar to the system with combined features, the ground-truth pitch is used in the training phase, and the estimated pitch is used in the test phase. For comparison, we evaluate HIT-FA results in voiced speech intervals that are determined by ground-truth pitch. Auditory segmentation is not included in all systems. Tables IV and V compare the HIT-FA results for individual feature types. On average, the system with combined features achieves the best HIT-FA rate, which outperforms the AMS features by 3.3% and pitch-based features by 2.2%. Table VI shows the comparison for new noises. In this case, the system with AMS features performs lower than that with combined features by around 20%. In contrast to AMS features, pitch-based features are robust to unseen noises and achieve comparable results with combined features. This comparison suggests that the capacity of generalization of the proposed system mainly derives from pitch-based features. AMS features capture mixture envelopes that tend to be sensitive to different noises.
Although our system is trained and tested on the IEEE corpus containing only one female and one male speaker, the classification system is expected to be speaker independent as the features used, i.e., AMS and pitch-based features, are not extracted in a speaker dependent way. To verify this, we directly use the trained models from the IEEE corpus, without change, to test on a new corpus from the TIMIT corpus (Garofolo et al., 1993) which contains different speakers. Specifically, for a system of each gender, the training set contains only one speaker from the IEEE corpus, but the test set contains 10 different speakers from the TIMIT corpus, each of which produces one utterance mixed with the three noises at À5 and 0 dB SNR. The test results on TIMIT utterances are given in Tables VII and VIII. As shown in the tables, although the test set uses different speakers, the segregation results are only slightly lower than those shown in Tables I and II. On average, there is 3.4% degradation for female speakers and 2.9% for male speakers in terms of HIT-FA rates, demonstrating that the system can generalize to different speakers. On the other hand, there is some gender dependency as male and female voices show distinct feature values (particularly pitch values). Gender dependency, however, is not a big limitation as one can readily train a male model and a female model, and gender detection is a relatively easy task (Wu and Childers, 1991) .
Comparison with the system of Kim et al. Kim et al. (2009) proposed a speech segregation system that obtains high HIT-FA rates for noisy IEEE utterances and demonstrates improved speech intelligibility in listening tests. Here we compare our system with theirs in terms of HIT-FA. To implement their system, we use AMS features to train a 256-component GMM for each binary label in each channel and test their system on the same corpus as used in evaluating our system. The results from their system are given in Tables I-III. From Tables I and II , one can see that our system significantly outperforms theirs in terms of HIT-FA and accuracy. The average improvements are 17% for the HIT-FA rate and 9% for accuracy. Table III shows that their system does not generalize well to the two unseen noises, where the HIT-FA rates obtained are all lower than 40%. We have computed 95% confident intervals of HIT-FA means under all conditions, all of which are less than 2.5% for the proposed system and 2% for the system of Kim et al. These analyses show that the performance differences are statistically significant.
As we have seen in the preceding text, these comparisons show that our system significantly outperforms the system of Kim et al. We should point out that the amount of training data used in the preceding comparison may be inadequate for the GMM classifiers used in Kim et al., which have more parameters than the SVM classifiers used in our system. In addition, their system uses a 25-channel frontend and the preceding comparison uses a 64-channel frontend. While the reliance on a large amount of training data should be considered as a limitation, these differences nonetheless may put the system of Kim et al. in an unfavorable situation. To rectify this situation, we perform a further comparison using exactly the same frontend processor, same features, and same training methodology as in Kim et al., except for the classifiers. Specifically, we first downsample utterances from 25 to 12 kHz and then use the 25-channel mel-scale filterbank as in the system of Kim et al. Only AMS features are extracted from each T-F unit. The training set includes 390 IEEE sentences, each of which is mixed with the three noises at three input SNRs as described in the previous subsection. The test set includes 60 sentences mixed with three noises at À5 and 0 dB. The LC is set to À8 dB for the lower 15 frequency channels and À16 for the higher 10 frequency channels. No auditory segmentation is applied in our system. For a rigorous comparison, we train our SVM-based system and directly use the program code with trained GMMs provided by them to estimate the IBM. Tables IX and X show the comparative results. Our system obtains greater than 60% HIT-FA rates for the female utterances and greater than 50% HIT-FA rates for the male utterances. Compared to GMMs, SVMs improve HIT-FA rates under most conditions except for the factory noise at À5 dB for the male utterances where results are comparable. Statistically, the 95% confident intervals of the HIT-FA means for the proposed system are around 61.5%, while those for the GMM system are 62% on average.
VII. DISCUSSION AND CONCLUSION
In this study, we have proposed SVM-based classification for IBM estimation. As a discriminative classifier, the SVM does not model the distribution of the observed features but directly gives a predictive model conditioned on the observed data. The SVM aims to not only minimize the classification error but find a hyperplane with the largest margin; this potentially improves generalizability. In contrast, the GMM specifies a joint probability density function over observed data and labels and tends to make more assumptions than discriminative classifiers. We also attempted to use MLPs as classifiers but observed that the performance is poorer than either that of SVMs or GMMs.
By using re-thresholding, we obtain improved classification results. As standard SVMs tend to under-label T-F units, this method mainly increases HIT rates and hence improves HIT-FA rates. Although re-thresholding introduces some scattered interference-dominant units, it is easy to remove these units by auditory segmentation. Note that the setting of thresholds is application-dependent. In this study, we find that a small validation set is sufficient to find appropriate thresholds and they are robust to the choice of validation set.
Feature extraction plays an important role in classification. Pitch offers a major cue to segregate voiced speech from other sounds. However, determination of pitch in noisy conditions is a difficult task. Although we can use the ground-truth pitch to generate pitch-based features in the training phase, we have to estimate pitch from mixtures in the test phase. We have tried to use the same pitch tracker to estimate pitch in both training and test phases, which generates matched features in the training and test phases. However, the models trained using the estimated pitch do not perform better than those using the ground-truth pitch extracted from clean speech. A pitch tracker has important influence on classification results. With better pitch estimation, our system should perform even better. AMS features are easy to extract and exist in both voiced and unvoiced speech. As indicated in the results of Sec. VI, the generalizability of AMS features appears not as good as pitch-based features. Another limitation of AMS features is that they can only address nonspeech interference. For mixtures of two voices, AMS features are not able to distinguish them, but with multipitch tracking, pitch-based features are still discriminative even though this paper does not deal with segregation of two voices. The combination of two types of features constitutes a complementary feature set, which performs better than either type alone. In addition, as the extracted features capture speech characteristics rather than speaker characteristics, the system is speaker-independent as shown in the Sec. VI A.
In summary, we approach monaural speech segregation as binary classification. Our system extracts pitch-based and AMS features from T-F units and utilizes SVMs to classify them. An auditory segmentation stage further improves classification results. Systematic evaluations show that our system yields accurate classification results. As demonstrated in Li and Loizou (2008) and Kim et al. (2009) , HIT-FA rates are correlated with speech intelligibility. Because our system achieves higher HIT-FA rates than the system of Kim et al., it seems reasonable to expect that our system can lead to improved intelligibility. However, such expectation needs to be tested with human listeners, and we plan to conduct such tests in future research.
