In this paper, a processing conversion and parallel control platform (PCsP) is proposed for transitioning serial hydrodynamic simulators to a cluster-computing system. We previously undertook efforts to promote the research and development of this type of platform and to demonstrate and commercialize it. Our PCsP provide distributed and parallel patterns, a centralized architecture, and user support. To validate our employed methodology and highlight its simplicity, we adopted the technology in various applications based on multi-grid algorithms. The methodology was shown to be reliable and feasible across computational domains, partitioning strategies, and multigrid codes. Furthermore, its effectiveness was demonstrated using a complex engineering case in addition to code based on slightly less complex mathematical models. Eventual transition to a cluster-computing system will require further investigation of the impact of different model combinations on calculation accuracy, efficiency of operating models, and PCsP functional development.
INTRODUCTION
Owing to improvements in parallel computing and networking as well as the increasing availability of computer clusters, the development of an approach that effectively utilizes computing power has been a major objective for hydraulic engineers since the mid-2000s. This is especially applicable to hydrodynamics, in which large sets of equations must be simultaneously solved (Afshari et al. ) . Parallel computing can leverage the problem-solving ability of computer clusters and requires parallel algorithms and a supporting framework (Holmes et al. ) . The parallel implementation of an algorithm is traditionally based on topologies for structuring knowledge, thereby facilitating the efficient creation of complex relationships among data by means of specific languages, including different levels of abstraction (e.g. PRAM, BSP, and LogP) (Chui et al. ) . Despite its parallel processing ability, such an implementation faces an underlying problem in that distributed and parallel programming mainly focus on coding topologies and complex relationships (Márquez et al. ) . This makes parallel applications inaccessible and unmanageable from the perspective of hydraulic engineers, who are rarely experts in topological representations and languages (Chen & Lin The need to reuse these types of programs to develop parallel applications has motivated recent research efforts.
However, these efforts face two major hurdles (Jagers ) . First, the programs generally provide very limited features because they are developed primarily to prove some concepts or investigate certain optimizations. Thus, they are unlikely to provide the required power and utility compared with their corresponding applications. In addition, the lack of a supporting framework means that these programs must be constructed from scratch and with multiple programming languages. Therefore, an urgent need exists for an innovative approach and related techniques for converting existing serial programs into parallel applications without modifying the source code and without the need for expert knowledge of topological representations and languages.
This paper relays our experience of developing such a cluster-computing environment for available facilities. The tangible contribution of this project is a processing conversion and parallel control platform (PCsP), which exclusively converts a program into a module for parallel applications by inserting a procedural function into the program loops. Accordingly, serial programs can be processed in parallel on a computer cluster. The objective of this approach is to improve serial programs through a simple parallel design scheme. This approach shows high performance and effectively speeds up multi-core processors.
Moreover, numerical results obtained with this method demonstrate its accuracy with respect to the computational domain (in particular, when considering hybrid computing).
Furthermore, the effectiveness of the approach was demonstrated in a practical engineering case (Wang et al. a) and with code based on relatively less complex mathematical models (Shang et al. a, b) .
Ongoing projects have shifted our attention to hydrodynamic simulators developed on the basis of multi-grid algorithms. Our approach can be used to parallelize heterogeneous code from a wide range of time-dependent models.
In this context, we herein detail the PCsP's development and show how all of the content in a serial program can be encapsulated in a parallel module on the basis of a geometric partitioning strategy (Fialko ) .
The remainder of this paper is organized as follows. The next section briefly reviews related studies, followed by a section describing the architecture of the proposed PCsP.
Implementation issues are discussed in the following section, and the final section summarizes our findings and concludes the paper.
RELATED WORK
The practical approaches that researchers have used when devising parallel applications are based on providing either domain-specific tools or general-purpose solutions. The domain-specific approach is to supply users with standard application programming interfaces (APIs), through which a serial program can be executed in a distributed and coordinated manner (Shang et al. a) . To this end, a developer must, in principle, indicate which parts of the program will benefit from being parallelized. This is accomplished by inserting sequential code that implements appropriate calls to the APIs. Through the provision of APIs for executing different components of a program, the program is parallelized by dividing it into a number of distributed components that communicate through exchanged messages (Shang et al. a, b) . A message passing interface (MPI) (Shang et al. b) and parallel virtual machine (PVM) (Gregersen et al. ) are two well-established parallel computing environments. Object-oriented methods are used to develop APIs based on an MPI or PVM. These object-oriented methods mitigate the complexity inherent to writing parallel applications by encapsulating common distributed and parallel patterns in an intuitive API. A brief review of the development of these APIs can be found in the literature (Moore & Tindall ; Bugaets ). However, this approach has attracted significant criticism because MPIs and PVMs are basically low-level parallelization tools that require users to have substantial code-specific knowledge of both parallel programming and distributed deployment. Therefore, considerable manual effort is required whenever a new application is considered.
On the other hand, the general-purpose approach tends to relieve users of parallelization and deployment tasks as much as possible by raising the level of abstraction to users in the APIs. In general, this approach adopts a centralized architecture to provide a high-level interface for accessing and manipulating components of a program by Figure 1 shows a schematic of the developed approach.
The PCsP enables modules to be linked with different spatial and temporal model representations. A universal plugin is inserted into the program prior to link-enabling the compiled counterpart. To improve the development environment, functionalities provided in the domain-specific and general-purpose approaches are also adopted, including distributed processing, COM automation, dynamic data exchange, and centralized control. The PCsP does not require users to learn parallel programming APIs and their code. Moreover, it enables even novice users to introduce parallelism into serial programs.
PCSP APPROACH General description
Time-dependent models are generally used to simulate the time evolution process of hydrodynamics. Models of this type are solved using a multi-grid algorithm in combination with a hierarchy of discretization methods, such as the finite difference method and the finite element method (Marczak ) . Indeed, these models can be solved to a given accuracy by choosing the iterative method on each mesh that satisfies the so-called smoothing property (Ng et al. ) .
The idea behind this technique is to accelerate the iterative solution to a discrete set of algebraic equations on a very fine and finite difference/element volume mesh by taking some of the iterations on a coarser mesh. These iterations can, in turn, be accelerated by iterations on an even coarser mesh. The process is repeated until only a very coarse mesh is used at the most basic level. Practically, the solution to each time-dependent model follows a similar pattern.
These processes work on a large set of discrete algebraic equations that undergoes repeated cycles in order to create new (and better) solutions to a target problem (Panayirci ) . Typically, such a set is initialized using the given conditions, and the final solutions are created until a termination criterion (usually the number of function evaluations performed) is met. Each cycle returns a solution-set object for setting boundary conditions for the next cycle until a desired result is ultimately obtained. The general framework for solving a time-dependent model is shown in Figure 2 .
In Figure 2 , the process for solving a model is structured as a time-ordered series of iterations. For each cycle in the ordering, a new solution set is obtained by solving the discrete set of algebraic equations with a fixed or varying time-step, whereby the solution set from the previous cycle is used to configure the boundary conditions of the next cycle. Based on this typical behavior, time-dependent models can be concurrently solved by using the solutionset from one model to change the boundary conditions of another model on a different computer. Moreover, the computation flows of the models can be modified. Thus, the procedure can be concurrently processed by a cluster of computers. Moreover, the dynamic interactions of the physical process can be synchronously simulated using independent mathematical models, provided that these models are controlled at each time-step when exchanging data.
Traditionally, the open modeling interface (OpenMI) is used at run-time to exchange data between models.
OpenMI adopts a 'request and reply' mechanism, whereby linked models may run asynchronously with respect to the time-steps. Interfaces are created using C# and Java. They are represented by a set of software interfaces that predefine how the programs are executed and how data are transferred. Models that comply with the interface standard can be configured to exchange data during computation (at run-time). To become an 'OpenMI-compliant' component, a time-dependent model should be programmed in accordance with the OpenMI standards, and it must pass the dimensional checks on the quantities linked.
However, this approach is unsuitable for hydrodynamic simulators mainly because such programs are developed without the intention of linking them to other programs.
To overcome this problem, we developed an integration method to simultaneously run these programs by sharing information at each time-step. The method inherits from OpenMI the concept of modular components based on the consideration of data exchange. By providing a centralized control structure, modules can be synchronously controlled.
The control structure is shown in First, the module passes attribute information, such as inputs, outputs, and geometries (i.e. grids) to the master.
Then, the master compiles the required information and passes it along to the end-user. Based on the user's objective, the information collected from the other modules is transmitted to the target module for computation. Finally, after the module completes the computation for each time-step, it sends the output results to the master, and the master proceeds with the computation of the next cycle.
Development of PCsP
Based on the proposed system architecture, the detailed object-design scheme and the proposed solutions for achieving the desired system features are presented in this section. To facilitate data exchange, the input and output (IO) are synthesized in a suitable geometric format; a 'geometries' file is written to facilitate the conversion of IO data.
The IO data are written in a single file, while the grid information is preserved in another file. Both files are generated 
Links
The data and information flows form a complicated network that involves all the linked modules. Data exchange is achieved within the network. The exchanged data and information can be classified according to the abstracted levels, namely, the respective model, value, and grid level.
Model level. Model-level information includes the modules
for the application, the attributes of the included modules, the links between modules, and the data flow for each link. We denote the model-level links as shown in Table 1 .
Here, M i represents the ith module, and ML i,j denotes the link between source module M i and target module M j . This is a one-way link. The reverse direction for this link is denoted by ML j,i for unique correspondence. Table 3 .
Here, GS i represents the ith grid of the mesh from where output data are taken and GT j represents the jth grid of the mesh that will receive the input data. The conversion from GS i to GT j is denoted by GL i,j .
Data conversion
Data conversion defines how the requested inputs are generated. For the conversion, an internal mapping matrix is required. The mapping matrix is created by specifying and 
mapping the links at the link level. This process is performed once the initialization has started. During the mapping process, the source module uses the mapping matrix to perform spatial transformation by multiplying the vector of values associated with the grid of the source modules with the mapping matrix. The PCsP performs spatial transformation using the following operation:
where s j is the source-module output, t i is the input for the target module, a ij is a weight coefficient for the transition from the output of the source module to the input for the target module, and b ij is the adjusting coefficient determined by module calibration. For example, for two modules that adopt different basic levels, the value of the adjustment is the difference of the basic levels selected. Equation (1) 
For convenience, the matrices in Equation (2) are consolidated as follows:
where T is the output vector, S is the input vector, A is the weighting matrix, B is the calibration matrix, and I is the unit vector.
Time-step control
The master visualizes the relations between modules to facilitate the creation of links. The outputs and inputs are selected based on user needs. Accordingly, the master automatically generates the links between levels. Before the computation process, the master passes the configuration instructions to the modules through an IO data file and a geometries file. At each time-step, a module returns feedback through the plugin in response to the master request, and the master achieves IO translation upon receiving and compiling the feedback. Thus, the linking network is generated, and data and information are freely exchanged over the PCsP. The computational flowchart is shown in Figure 4 .
The master determines which modules will be involved. where 'void' represents the types of values returned by a function.
The use of 'void' herein indicates that any data type in Table 4 is allowed as a return value. In addition, 'FUNNAME' represents the name of a function, and 'int & param' represents the option for the parameter term of the function. The reference style for a C þþ function defined by a Fortran program is given below:
Finally, different models running in an application will generate mass data of various data types. For convenience, we propose that the data is to be packed in a uniform format. For example, the data in Model_Time_Info can be packed in a dataset as follows:
The format of the packed dataset is shown in Figure 5 .
Here, the number in each block represents the number of bytes in each component. For the dataset package, the first block of four bytes records the total number of bytes in the incoming dataset; the next block of four bytes (HYG_StructKind) records the type of data.
To ensure that the dataset is correctly unpacked, the receiving end unpacks it through the following procedure: (1) by reading the first four bytes, the receiving end determines the total number of bytes in the incoming dataset and allocates storage space accordingly; (2) by reading the next four bytes, the receiving end determines the type of received data; (3) based on the type and size of the incoming dataset, the receiving end assign values to the corresponding variables; (4) finally, the receiving end transforms the data using the crossreference table (e.g. Table 4 ), when the sending and receiving ends are programmed using different languages.
Templates
The plugins serve as the middleware for the PCsP. Note that the functions with the header 'HYG_' are modularization middleware functions. An illustration for instructions used in the templates is given in Table 5 . Figure 7 , have a maximum difference of 0.006 m, meaning that it is highly accurate.
Parallel computation of different types of serial programs
As the study area increases, the efficiency of the sequential process calculation decreases. However, a complicated geological structure can be separated into many sub-areas. In each sub-area, the appropriate grids, models, and model combinations can be employed to approximate the complicated geological structure. As shown in Figure 8 , the upstream region covers an area of 100 × 1 km with a river slope of 0.03%. The downstream region is a two-dimensional area of 12 × 10 km with the river floor as its base. The height of the two-dimensional area is equal to that of the river mouth, and the outlet is in the middle of one side, with an exit that has a width of 1 km. These two areas meet at the axis. All other sides have solid boundaries.
To test the calculation accuracy of the component-based model, we considered the one-dimensional model, twodimensional model, and combination of both models (simulating the entire area). We then compared the changes to the water level after coupling the models, as shown in Figure 9 .
The results of the three models show good agreement. with a sequential process. The heat-conduction equation is described as follows:
Initial condition:
Let the entire computation area be divided into two subareas of the same length. Let the first half be denoted as Table 6 . Table 7 summarizes the differences between the different calculation methods.
The results indicate that the PCsP maintains the calculation accuracy and improves the calculation efficiency. We found that when the optimal number of sub-areas is four, the speedup reaches a maximum value of 2.82. Further, the speedup decreases with the number of the sub-areas, because the calculation capacity of the quad-core PC reaches its maximum level, and additional processes are queued to await execution.
Practical problems with the Three Gorges project
This project covers a massive area, as shown in Figure 11 .
The study area has a complex river-lake system. Owing to In this study, two models were employed in the PCsP to evaluate the regulation of the water level at Lianhua Pool before the Three Gorges (TG) Dam (compensation regulation). In addition to high efficiency and accuracy, the PCsP offers significant advantages in terms of simplicity, flexibility, and ease of control and feedback. The second focus for future research concerns compatibility. This paper discusses the PCsP's application for environmental modeling and software. However, the PCsP is a generic method for process simulations; in theory, it can be applied to all time-stepping mathematical models. 
