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The general autonomous equation of Lienard type 
2 +f(x, ip + g(x) = 0 (1) 
was first studied by Levinson and Smith in the classical paper [3], and later 
on several authors have contributed to the theory of this equation with 
respect to existence and uniqueness of nontrivial periodic solutions. In the 
present paper we study an equation of a slightly more general type, namely, 
where p E 10, +a~ [ and a E l-1, +a~[ are parameters. It is assumed 
throughout that the functions f(x, y) and g(x) in (2) are continuous for all 
values of their arguments and that the function f(x,~) locally satisfies a 
Lipschitz condition with respect to y. Moreover Eq. (2) is allowed to have a 
dead band, which means that the function g(x) may be identically zero in 
some interval around x = 0. In fact we only suppose the usual condition 
xg(x) > 0 to be satisfied for x outside some interval [-a,, S,]; inside this 
interval no restriction as to sign is imposed on g(x). 
Usually one first presents conditions securing existence and next 
(supplementary) conditions securing uniqueness of nontrivial periodic 
solutions. Here we proceed conversely, proving first a theorem on uniqueness 
and next a necessary condition for existence and finally a theorem, giving a 
necessary and sq@ient condition for existence and uniqueness of a 
nontrivial periodic solution to (2) in the case -1 < a < 1. These results are 
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stated in Section 3. In Section 4 we consider the special case, where f is a 
function of x alone, i.e., the equation 
2 +/g-(x) )iI” 1 + g(x) = 0. (3) 
In Section 5 we illustrate the results using the classical van der Pol functions 
S(x) =x2 - 1 and g(x) = x. 
The two first sections are auxiliary in character. In Section 1 we prove a 
theorem on plane autonomous systems, giving a criterion on existence of 
nontrivial closed trajectories. In Section 2 we prove that under the above 
mentioned conditions there passes one and only one maximal solution to the 
equivalent system 
i=y, i = -M-(x, Y> I Y Ia Y - g(x), (x, Y) E J-J, (4) 
through any point (to, xO,yO), where (x0, JJ,) belongs to the open domain 
1. A THEOREM ON PLANE AUTONOMOUS SYSTEMS 
In this section we consider a general two-dimensional autonomous system 
dx 
z = h(x), x E 0, 
where w  G IR2 is some open domain and h: w  -+ IR ’ is a continuous function. 
It is further assumed that through any (to, x0), x,, E w, there passes a unique 
solution to (5). For any x0 E w  we denote by p(t, x0), t E Z(x,) the maximal 
solution, characterized by ~(0, x0) 2 x0, and by Z(x,) the corresponding 
maximal trajectory. Recall that p(t, x) is then a continuous function of (t, x) 
in the open domain ((t, x) / x E w  A t E Z(x)} E [R 3. 
Let A be a nonempty, compact subset of w. Then A is called positively 
weakly invariant, if 
~x,EAVt,E[O,+co[~Z(x,)~tE[t,,+co[nZ(x,):p(t,x,)EA. (6) 
This condition expresses that to any given x0 E A some increasing sequence 
(t,) in Z(x,) can be chosen such that p(t,,, x0) E A for all n and t, -+ sup Z(x,) 
if n -+ +co. Now this in fact implies that supI = +co. If, namely, 
sup Z(x,) < +co there exists a value CI E Z(x,) such that p(t, x0)&A for all 
t E ]a, +a, [ n Z(x,), which contradicts (6) for t, E ]a, +co [ n Z(x,). From 
this it follows that Z(x,) may be omitted in (6). We conclude further that any 
trajectory Z’(x,), x0 E A has semitrajectories Z(x,)+ in w. 
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Let (t,) be an increasing sequence in [0, +a~ [ such that p(t,, x0) E A and 
t, + + co if n -+ +a~, x0 being any point in A. Since A is compact we may 
suppose that p(t,, x,,) + y,, if n + +co, where y0 belongs to A. We conclude 
that y, E A n L(T(x,)+), and have shown 
A positively weakly invariant 3 V x0 E A : A n L(T(x,) ’ ) # 0. 
From this we almost immediately get the following theorem. 
(7) 
THEOREM 1. If A is a (positively) weakly invariant set for system (5) 
and if A contains no critical points, then there exists a (nontrivial) closed 
trajectory meeting A. 
Proof: Choose x,, E A arbitrarily and next y,, E A nL(T(x,)+). Then 
A n~!,(Z(y,&‘) # 0 and hence L(T(y,)‘) contains a noncritical point. 
Proceeding as in the first part of Theorem 3 in [5, p. 1521 we conclude that 
T(y,) is a (nontrivial) closed trajectory, and A n Qy,,) # 0 clearly holds. ti 
Since clearly a positively invariant compact set is (positively) weakly 
invariant, the theorem generalizes the Poincare-Bendixson theorem. 
Remark. Definition (6) can be introduced also if (5) is a system in iRk 
with k > 3. Exactly as above (7) can be proved, but instead of Theorem 1 we 
conclude that the set A contains a (positively) Poisson stable point. This is 
proved by a standard argument involving Zorn’s lemma. The definition is 
related to well-known concepts of Dynamical Systems. 
2. A THEOREM ON LOCAL UNIQUENESS 
We consider the autonomous system 
i=y, 
i = -M-(-c Y) I Y Ia Y - g(x), (-TY)Ef2 
(4) 
in the open domain R, given by y # 0 or xg(x) > 0. Recall that xg(x) > 0 is 
only supposed to hold outside some interval [-a,, S,], where 6, and 6, are 
positive numbers. Hence U?‘\R is included in this interval on the x-axis. In 
particular R contains no critical points. Since g(x) merely is assumed to be a 
continuous function and since a may be negative (in which case the term 
] y 1” y of course is to be interpreted as ) y]O+i . sign y) the second right hand 
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side does not necessarily satisfy a Lipschitz condition with respect to (x, y), 
so local uniqueness of solutions is not assured in advance. First we prove 
LEMMA 1. Through any point of R there passes one and only one 
maximal trajectory to the system (4). 
ProoJ The existence follows immediately from the Peano theorem since 
the right hand sides are continuous functions of (x,y). In the two half planes 
y > 0. ~3 < 0 the trajectories satisfy the equation 
4 
dx 
- -Pfk Y) I Y In - +, g(x). y # 0. (8) 
The right hand side clearly satisfies a Lipschitz conditions with respect to j’. 
Hence the local uniqueness of trajectories to (4) in the two half planes 
follows from the fundamental uniqueness theorem for first order differential 
equations. Consider next a point (x0, 0) with x0 g(x,) > 0. Since 
.ti = -g(x,,) # 0, any trajectory through this point is locally the union of the 
graphs of a negative and a positive solution to (8) joined in the point’(x,,, 0) 
itself (see Fig. 1). 
Suppose now that x0 > 0, and that two different graph combinations pass 
through the point (x,, 0). Hence either the two “positive” or the two 
“negative” graphs differ. We treat both cases simultaneously supposing the 
different graphs to be denoted y = y,(x) and y = y2(x), x,, - 6 < x < x0 
(where 6 is some positive number smaller than x0) with y,(x) < yZ(x) for all 
x E Ix, - 6, x,, [. Let s be + 1 or - 1 according to the common sign of the two 
solutions y,(x) and y*(x) to (8). 
Since the function 1 yl”, y # 0 is differentiable, we have 
IY2(Xl^  - lY,(X)l” = a-2 l&l” ’ (Y*(X) -Y](x)), 
FIGURE 1 
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where y,(x) < rX < y2(x), x0 - 6 < x < x,. From this it follows that 
F(x) &&~Y2W) lY,(Xl” -f(x,Yl(x)) I Y,(X)l” 
= Lm, Yz(X)> -.0x, Y*(X))1 I Y2(Xl” 
+f(x,vl(x)) sa lrlxl”-’ (y2(x) -Y,(x)). 
If 6 is small enough we have a positive constant C such that 
I.k Y*(X)) -f(-? YI (x))l ,< c I Y*(X) - Y1 (Xl? x,-a<x<x, 
according to the assumption on f(x,y) to satisfy locally a Lipschitz 
condition with respect to y. From this we conclude 
y 
2 
(x;F; (x) Y,(X)Y,(X) j G c I Y,(X)1 I YM”+ * 
I 
+Klal IvY I~,(41 b2C4 
X,--6(X(X,, 
where K is some positive number, greater than /f(x, y,(x)l. Since y,(x) < vX < 
Y~(x>, we get 
where y,(x) denotes the numerically larger of the two functions y,(x) and 
y2(x). From the last two inequalities it follows that 
F(x) 
.kT; y2(x) -y,(x) Y*(X>Y,(X) = 0. (9) 
From Eq. (8) we get in view of (9) and since g(xO) > 0 
YW -Y;(x) = -PF(X) -g(x) (A - ‘-1 
Y,(X) 
= Y2@> -Y,(X) 
Yl(X)Y2(X> [ -+ 
F(x) 
Y2b) -Y*(X) 
Y,(X>Y2@> f  g(x) 
I 
>o for x0-6, <x(x,, 
if 6, > 0 is sufficiently small. Hence the positive function y2(x) -y,(x), 
x0 - 6, < x < x,, is strictly increasing. This contradicts the fact that y2(x) - 
y,(x)-,0 for x--,x;. Consequently two locally different trajectories through 
(x,, 0) cannot exist. 
The case x0 < 0 is treated in the exact same way. 1 
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Consider now a solution (x, y) = q(t) to system (4) with cp(t,) = 
(x,, , y,) E R for some t, E R. From the equations of (4) we conclude that 
(p;(t) f 0 must hold for 0 < ] t - t,] < 6 if 6 is small enough. In either of the 
intervals t, - 6 < t < t,, t, < t < t, + 6, the projection of the solution curve 
corresponding to cp, i.e., the trajectory through (x,, yO), is given by an 
equation y = y(x) as shown above. We conclude that t = cp;‘(x) satisfies 
dt 1 -=- 
dx Y(X) 
(10) 
in the two intervals. If (x, y) = v(t) is another solution to (4) with 
ty(t,) = (x0, y,) then t = v;‘(x) also satisfies (10) for t, - 6 < t < t, and 
t, < t < t, + 6 (if 6 is small enough) in view of Lemma 1. We conclude that 
rp; ‘(x) and w;‘(x) differ by a constant in the two intervals-and passing to 
the limit f -+ t, from either side we get the constants to be zero, i.e., 
VI(t) = v,(t) for ] t - t,l ( 6. The identity cp2(t) = y2(t) for ]t - t,] < 6 then 
follows from the first of the equations in (4). We have proved q(t) = v(t) 
locally, which means locally uniqueness of solutions to system (4). The 
theorem below follows from this by a standard argument. 
THEOREM 2. If f (x, y) and g(x) are continuous functions for all values 
and f(x, y) locally satisfies a Lipschitz condition with respect to y, and if 
xg(x) > 0 holds outside some interval l-8,) S,], where 6, and 6, are positive 
numbers, then through any point (to, x,, y,), (x,, y,) E 0, there passes one 
and only one maximal solution to system (4). 
3. ON PERIODIC SOLUTIONS 
Let G(x).= lt g(c) d& x E R. In the following we suppose that there exist 
positive constants 6,, 6, and a such that 
(i) 2G(x)<a2 ifxE]-?I,,&[, 2G(x)>aZ ifx& [-S,,S,]; 
(ii) f(x,y)<O ifxE ]-d,,d,[,f(x,y)>O Xx& [-6,,6,]; 
(iii) xg(x) > 0 if x g [-6,, S,]. 
From this it follows that G(-6,) = G(6,) = $a’. Moreover G’(x) = g(x) 
shows that G(x) is strictly decreasing for x < -6, and strictly increasing for 
x> 6,. It should be stressed that the linked conditions (i) and (ii) are 
essential for the results to be derived in the following. 
For any constant r > a we introduce the sets 
D,={(x,y)ER2]y2+2G(x)>r2}, 
E,={(~,y)E~~ly*+2G(x)<r~}, 
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i.e., D, U E, = R 2. The common boundary of D, and E, is denoted K(r). If 
K(r) is a closed curve, which in particular is the case if r = a, we orient it in 
the same direction as the trajectories for system (11) below. The set D, is an 
open domain contained in the open domain Q of Section 2 (see Fig. 2). 
Hence the critical points of the equivalent system of (2) 
i=y, i, = --M-(x7 Y) I Y Ia Y - g(x), (X,Y) E Et2 (11) 
are contained in E,. The usual energy function W(x, y) = $ y2 + G(x), 
(x, y) E R2 has the derivative 
w*(x,Y)=-~~(x,Y)IYI(L+2) (X,Y) E Ift2 (12) 
with respect to system (11). Since W*(x, y) > 0 holds within the strip 
-6, < x < 6, in view of (ii), the set E, = ((x, y) ) W(x, y) < &z2} is negatively 
invariant for system (11). Hence any closed trajectory r for (11) having a 
point in E, must be entirely contained in E, and W*(x, y) must be constant 
zero on r. Since W*(x, y) > 0 holds for y # 0, -6, < x < 6, we conclude 
that any (nontrivial) closed trajectory for system (11) must lie entirely in 
D,. Moreover D, is positively invariant. 
We introduce the positive Cl-function 
V(x,y)& (y’+ ~G(x)-Lz~)‘~+“‘~, (x,y)ED,, 
FIGURE 2 
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and the function 
H(x y)pwlYl”Y 
3 
W,Y) ’ 
(4Y> E Da. 
Since f(x,Y) locally satisfies a Lipschitz condition with respect to Y, the 
function Y -+ f(x, Y) will be differentiable almost everywhere in the intervals 
( Y E R ( Y f 0 A (x, Y) E D,} and absolutely continuous there-for any fixed 
x. The same is valid for the function Y --, H(x,Y), and by a straightforward 
calculation we get 
y) + (1 + ~WG(x) - a"> 
y* t 2G(x) - a2 
for any fixed x almost everywhere with respect to y, (x, y) E D,. From now 
on we further assume that 
(iv) yf;(x, y) > 0 holds for any fixed x almost everywhere with respect 
toy, (x,y)ED,. 
This assumption secures that Hi(x, y) > 0 holds at the points mentioned, 
since the product (2G(x) - a2) f(x, y) is nonnegative in view of (i) and (ii). 
In particular H;(x, y) > 0 holds if -6, < x < 6,. Moreover the absolute 
continuity secures that H(x, y) for any fixed x is weakly increasing in y in 
the interval(s) { Y E IR 1 (x, y) E D,} and strictly if -6, < x < 6,. In the open 
domain D, system (11) has the same trajectories as the system 
i=P(x,y)4L, 
v(x9 Y > 
i= Q(x,Y)h -Pf(X,Y) IYlay-g(X) 
(13) 
V(XYY) ’ 
(xv Y > E Da 
and in particular any closed trajectory to (11) will satisfy (13). Note that in 
the points mentioned above 
div(P, Q) = -!fH@, Y) (14) 
is valid. Moreover for (x, y) E D, 
-Q(x,y)dx+P(x,y)dy=pH(x,y)dx+&dV”-m””+”’, a#1 
(15) 
= ,uH(x, y) dx + d log V, a= 1. 
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Hence we have for any closed piecewise Cl-curve K in D, 
jK -Q(x, Y) dx + P(x, Y) & = P jK H(x, Y) dx. 
By means of this the following lemmata are easily proved. 
(16) 
LEMMA 2. Let K be the curve shown on Fig. 3, consisting of two C’- 
graphs y = y1 (x) and y = yz(x) with y,(x) < y*(x) and vertical segments 
x=x, and x=x, with x,(x,. Suppose that K and its interior are 
contained in D,. Then 
I K -Q(x, Y) dx + P(x, Y) & 2 0. 
ProoJ From (16) we get 
jK -Q(x, Y) dx + P(x, Y) dy = P j" W(x, vz(x)) - Wx, Y&)) dx 2 0, 
XI 
since the integrand is nonnegative. If in particular K contains points of the 
strip -6, < x ( 6, the strict inequality sign holds. m 
LEMMA 3. Let K, and K, be Jordan curves each consisting of two CL- 
graphs of x-functions and each surrounding E, as shown on Fig. 4 (K, is 
7 x=-6 1 
? 
E 
a 
J 
FIGURE 3 
I 
Y’Y2 (x) 
/- K 
=X 
23 1 
\I I 
-x 
X=X 
2 
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lying inside or onto K,, though not coinciding with K, in the strip 
-6, < x < 6,). Then 
I,, -Q(x, y) dx + P(x,Y) dy > I,, -Q&Y> dx + WY) dy. 
ProoJ By means of the two dotted lines on Fig. 4 we obtain four curves 
of the type considered in Lemma 2. Adding the corresponding four 
inequalities we arrive at 
I, -Q(x,y>dx +P(x,y)dy - j -Q<x,Y> dx + P(x,Y> dy > 0, 
2 Kl 
which proves the desired result. m 
THEOREM 3. If the functions f (x, y) and g(x) satisfy the assumptions of 
Theorem 2 and the conditions (i)-(iv), then system (11) has at most one 
(nontrivial) closed trajectory; i.e., Eq. (2) has at most one nonconstant 
periodic solution (except for translations in t). 
Proo$ If r1 and Tz are two different closed trajectories to system (1 l), 
they both are lying in D,, satisfying (13). Hence 
jr2 -Q&Y, dx t WY) dy = jr, -Q&Y> dx t W,Y) dy = 0, 
contradicting the statement of Lemma 3 (T, may be supposed to lie in the 
interior of rl in view of Lemma 1). I 
FKXJRE 4 
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Remarks. If f(x, JJ) ] y la y is a C’-function in D,, the theorem follows 
directly from the Dulac criterion, since V(x, y) > 0 and div(P, Q) < 0 then 
holds in D, (see (14)) with the strict inequality sign in the strip 
-6, <X(6,. 
If S(x, y) 1 y]” y has a continuous derivative with respect to y everywhere 
in D,, the theorem follows from Theorem 2 in [4]. 
If the condition 
(v) G(x)+ +co if x+ fco 
is fulfilled, any of the curves K(r), r > a will be closed-and we orient them 
in accordance with the trajectories. Moreover 
D, = U W9 r>a 
Now, if r is a closed trajectory in D, it is possible to find r,, rz E ]a, +cx, [ 
with r, < rz such that K(r,) lies in the interior of I-‘, which in turn lies in the 
interior of K(rJ. Since 
I -Q(x, Y) dx + f’(x, Y) du = 0, r 
we get from Lemma 3 
J i,, 2. ) -Q(x, v) dX + p(X, y> dy > 0 > j,,, ) -Qtxy Y) dx + 'tx7 Y) dy. I 
Clearly the function r -+ J-*(r) -Q(x, y) a!~ + P(x, y) dy, r E ]a, +co [ is 
continuous. Hence the existence of r implies the existence of a value 
a, E ]a, +a~ [ such that 
o= ^ 
J K(o,) -Q(x, Y) dx + fYx, Y) dy = P 1’ WG Y> dx K(o,) 
=+; _ u2)-(a+1)/2 . 
J f(xvY)lyl=ydx K(oo) 
by formula (16). From Lemma 3 it easily follows that the value a, is 
uniquely determined. We have proved 
THEOREM 4. If the functions f(x, y) and g(x) satisfy the conditions of 
Theorem 3 and besides (v), then a necessary condition for the existence of a 
nonconstant periodic solution to (2) is the existence of a unique value 
a, E ]a, +co [ such that 
i f(xtY)lylaydx=O~ K(a,) 
(17) 
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Remarks. Note that condition (17) is independent of ,u. 
The result of Theorem 4 can be interpreted physically, since (2) is the 
equation of a particle moving on an x-axis under the influence of a conser- 
vative force -g(x) and a frictional force -,~flx, x) 1x1” x. In the (x, x)-plane 
the curves K(r) represent the motion when ,u is zero. Result (17) above 
states, that if there is a nonconstant periodic motion of the particle, then 
there must be (a unique) curve K(aJ, such that the total force -g(x) - 
pflx, x) (xl* x does no work, if the particle moves in accordance with K(a,). 
Hence we refer to K(a,) as the equilibrium curve. Note that the closed 
trajectory r in view of Lemma 3 must intersect K(a,). 
From the conditions (ii) and (iv) it immediately follows that if 
(x,y)ED,, -6,<x<6,, then 
Y > 0 * 0 >f(x, Y) >f(x, (a’ - 33(x))“*), 
y < 0 =P 0 >f(x, y) >f(x, -(a’ - 2G(x))“*). 
By continuity it follows that f(x, y) is bounded in the strip -6, < x < 6,. 
Since the trajectories in the two half planes y > 0 and y < 0 satisfies Eq. (8) 
and hence 
du g(x) 
Iyl-“-=-P&,Y)-- 
dx Y IVY 
y f 0, 
we conclude that 1 y)-“(dy/dx) must be bounded in any two half strips 
-4 <x<62, IYI >Y,, where y0 is a positive number. Now suppose that 
-1 < a < 1. Since 
we get that 1 y 1 must be bounded in the two half strips. Hence y must be 
bounded along any trajectory in the strip -6, < x < 6,. Outside the strip we 
have W*(x, y) Q 0 in view of (ii) (see (12)) and W(x, y) + +co if 
1x1 + 1 y I-+ +co in view of (v). Combining all these facts we conclude by a 
standard argument that all the trajectories in D, are spirals around E, (recall 
that D, is positively invariant for system (1 l))--provided -1 < a < 1. 
Now suppose further that (17) holds; i.e., K(a,) is an equilibrium curve 
(see Fig. 5). Recall that the field (A?,$) is directed outwards on K(a,) within 
the strip -6, < x < 6, and inwards or tangential to K(a,) elsewhere on 
K(a,). Let (x,, , yO), -6, < x < 6,) be a point on K(a,) and let t, be any time. 
By r we denote the trajectory passing (x0, y,,) at time t,. We shall show that 
r meets K(a,) at a later time. Suppose the contrary. Then the spiral r 
starting at P surrounds E, and returns to the line x=x0 in the same of the 
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x = -6 
1 
X=6 
2 
FIGURE 5 
half planes y > 0, y < 0 as P, intersecting it in a point Q = (x,, , y,). From 
(17) and Lemma 3 we get 
JK -Q(x, y) dx + P(x, y) dy > !,,, -Q(x, Y) dx + P(x, Y) & = 0, (18) 
Cl 
) 
where K is the curve consisting of the arc PQ of r and a vertical segment. 
Now 
contradicting (18). Hence r must meet K(a,) again. Moreover the trajec- 
tories through points on K(a,) outside the strip -6, <x < 6, pass inwards. 
Since D, is positively invariant (for system (11)) we have shown that the 
compact domain D between the two curves K(a) and K(a,) is positively 
weakly invariant. From Theorem 1 we conclude the existence of a closed 
trajectory To, meeting D. From Lemma 3 we immediately derive that the 
closed trajectory contains points outside D and hence meets K(a,). Note that 
the equilibrium curve itself must be positively weakly invariant. If, namely, 
r, is a trajectory starting at a point of K(a,) outside the strip -6, <x Q 6, 
and not meeting K(u,) again, then r, must stay in D at later times implying 
L(T:) to be a closed trajectory. From Theorem 3 we get L(T:) = To. Since 
r. contains points outside K&J, the trajectory r, has the same property. 
This contradicts the assumption-hence r, meets K(u,) at some later time. 
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Via Theorem 4 we arrive at the following necessary and sufficient 
condition for a unique nonconstant periodic solution to Eq. (2). 
THEOREM 5. If the functions f(x, y) and g(x) satisfy the assumptions of 
Theorem 4 and if -1 < a < 1, then Eq. (2) has a unique nonconstant periodic 
solution (up to translations in t) tf and only tf there exists a value 
a, E ]a, +co [ such that 
J f(x, Y) I Y I0 Y dx = 0, K(a,) (17) 
-and the value a, must be unique, too. 
Note that the unique closed trajectory r,,--if it exists-must be positively 
asymptotically stable from both sides. If, namely, a trajectory r through a 
point P in the strip -6, < x < 6, and in the exterior of r, spirals outwards 
we derive a contradiction in the exact same manner as above (see Fig. 5 and 
substitute K(a,) by r,). The trajectories in the interior of r,, are treated in a 
similar way. The stability is “global” from outside. 
Remark 1. If a > 1 it is no longer true that y is bounded along any 
trajectory in the strip -6, < x < 6,. Rewriting Eq. (8) as 
L&” = p(a-l)f(x,y)+(a-l)gO.yl-o 
Y 
if y > 0 (and in a similar fashion if y < 0), it is seen by standard arguments 
that y will be bounded along the trajectories in the strip, provided p is small 
enough-and it is possible to give an explicit bound for ,u. Then we may 
proceed as above, deriving the existence of a closed trajectory, if an 
equilibrium curve K(a,) exists-provided p <p(a). The details and 
calculations are left to the reader. 
Remark 2. The theorem is a generalization of Theorem IV of [3]. 
Consider again the curves K(r), r > a. Let -I.,(r) and n,(r), respectively, 
denote the abscissas of the left and right of the intersection points of K(r) 
with the x-axis. It is shown in Appendix A that for any a > -1 holds 
lim (r* - a2)-(a+1)‘2 . 
r-+a, J 
f(x, y) ] y]” y dx 
K(r) 
I 
1209 
= lim [ f(x, (r’ - 2G(x))*‘*) + f (x, -(r2 - 2G(x))“‘)] dx, (19) 
r- + 03 -a,(r) 
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-the two sides may possibly both be +co. Clearly the continuous functions 
y,(r) = (r’ - ~2*)-(~+‘)‘* . 
I 
f(x,y) JyJ”y dx 
K(r) 
= J f% Y> dx, rE Ia, +a~[, K(r) 
[f(x, (r* - 2G(x))“‘) +f(x, -(r* - 2G(x))“‘)] dx, 
rE [a, +m[ 
are weakly increasing, because of the conditions (ii) and (iv). Since 
y/,(r) -+ -co if r + a + and v,(a) ( 0, it follows from (19) that the necessary 
condition (17) is equivalent to the condition 
.I 
a,(r) 
lim [f(x, (r* - 2G(x))“‘) +f(x, -(r* - 2G(x))“*)] dx > 0 (20) 
r4 + * -I,(r) 
(the left hand side possibly equals +co), not involving a. Moreover it is also 
possible to eliminate g(x). In Appendix B it is shown that (20) is equivalent 
to 
3kEIR+: j-+-u [f(x,k)+f(x,-k)]dx>O. 
--cc 
(21) 
It should be noticed that this of course does not mean that the actual 
equilibrium curve K(a,)-if it exists-is independent of a (see, e.g., the 
example in Section 5). 
We conclude this section proving that the unique closed trajectory r, will 
tend to the equilibrium curve K(a,) as p tends to zero, in the sense that the 
distance between I-,, and K(Q) tends to zero. Let T, and T, respectively, be 
the least positive periods of r, and K(u,) as a trajectory when p= 0. Then 
by Theorem 4.3 in [2] we infer 
T,, --P T and dist(r,, , K(u,)) + 0 if ,u -+ 0. 
The proof is worked out in detail in Appendix C. Hence the equilibrium 
curve may be considered as a first approximation to the unique closed 
trajectory if p is small (see also [ 1, Section 8.4, p. 120 ff]). If g(x) is linear 
this agrees with a well-known result of Krylov and Bogolyubov. 
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4. THE CASE ~(~,~)INDEPENDENT OFY 
In this case the results of Section 3 become particularly simple. The 
assumptions are now the following. The functions f(x) and g(x) are 
continuous for all real values of x, and there exist positive numbers 6,) 6, 
and a such that 
(i) 2G(x) < a2 if x E I-S,, 6,[, 2G(x) > a2 if x & [-6,) S,]; 
(ii) S(x)<OifxE]-6,,6,[,f(x)>Oifx6?-6,,6,); 
(iii) xg(x) > 0 if x 65 [--6,) S,]; 
(v) G(x)-,+co if x-+ fco. 
Condition (21) simply becomes 
I’+mf(x)dx > 0. (22) 
--Cc 
From Section 3 we get the following result. 
THEOREM 6. If the continuous functions f(x) and g(x) satisfy the 
conditions (i), (ii) and (iii) above, then Eq. (3) has at most one nonconstant 
periodic solution (up to translations in t). If further (v) is satisfied, then a 
necessary condition for the existence of such a solution is that 
-+CC 
! _ o. f(x) dx > 0. (22) 
If in particular - 1 < a < 1, this condition is sufficient, too, for all (positive) 
values of ,u. 
Remark 1. If a > 1 there exists a bound p(a) such that condition (22) is 
sufficient if Jo < p(a). 
Remark 2. This theorem is a generalization of Theorem III of [3]. It is 
well-known that the conditions (ii), (iii), (v) and (22) in the case a = 0 are 
not sufficient to assure the uniqueness (see, e.g., [5, p. 309f]). 
We prove a theorem on non existence, too. 
THEOREM 7. Suppose that the continuous functions f(x) and g(x) satisfy 
the conditions (i), (ii) and (iii) above. Zf a > 1 it is possible to find a value 
I;(a) such that Eq. (3) has no nonconstant periodic solutions if,u >p(a). 
Proof: We use the notions of Section 3. From the mean value theorem 
we infer the existence of a point x,, E ]-?I,, O[ such that 
g(xo) = $ ,” 
1 81 
g(c) dc = - + G(-6,) = - $ < 0. 
1 1 
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Choose some y, > 0, such that (x,, y,) E E,, and choose next E > 0, such 
that x,, + E < 0 and g(x) < 0 if x, < x < x0 + E (see Fig. 6). 
In the half strip S given by x,, < x Q x0 + E, y, < y, the trajectories satisfy 
Eq. (8), from which we derive 
dy 
- = -p&) y” - $g(x) > -pg-(X)Y” > 0, 
dx 
and hence we have for the trajectory y = y(x) through (x0, y,), as long as 
x0 < x < x0 + E, 
Y(X)‘-” <Y:-* -~(a- l,j-’ If( &-. 
x0 
It follows that y(x) becomes unbounded within S, if 
Clearly this excludes the existence of a closed trajectory (recall that any 
closed trajectory must surround E,). 1 
Remark. The above calculation can be carried out for any y, > 0. We 
then get for ,U arbitrary and a > 1 that the trajectory through (x0, y,) is 
unbounded within S if y, is sufficiently large. Hence no closed trajectory can 
be “globally” asymptotically stable from outside if a > 1. 
FIGURE 6 
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5. AN EXAMPLE 
We consider the modified van der Pal equation 
?+,u(x*- l)lil”i-+x=O (23) 
with f(x) = x2 - 1, g(x) = x and G(x) = fx*. It follows immediately that the 
conditions (i), (ii), (iii) and (v) are satisfied with 6, = 6, = a = 1. Moreover 
(22) is valid. From Theorem 6 and the first remark to it we conclude the 
existence of a unique nonconstant periodic solution (up to translations in t) 
for all (positive) ,u, provided -1 < CI < 1, and for all sufficiently small 
positive values of ,D if GI > 1. The equilibrium curve y* + 2G(x) = ai, i.e., the 
circle x2 + y* = ai, is found by solving Eq. (17): here becoming 
! (1 -x~)(y(=ydx=O. $iyLagz 
From this a straightforward, but tedious calculation leads to the result 
a,= (4 + a) ‘I* Hence the unique closed trajectory approximates the circle . 
x2 + y* = 4 + a as ,U tends to zero-a classical result if a = 0. 
Note that the function F(x, y) = (x” - 1) ) y]“, a # 0, does not satisfy the 
condition yF$(x, y) > 0, i.e. the uniqueness theorem in [ 3] is not applicable in 
this case. 
APPENDIX A 
Let 
cp(x, r) =f(x, (r2 - 2G(x))“*) +f(x, -(r* - 2G(x))“‘); 
x E I-&(r), 4(r)], r E [a, +a [. 
We then have (see the equations following Eq. (19)) 
VI(r) = i':'::,) cpk 4 [ r2r;ly] 
(u+1)/2 
dx, rE ]a, +oo[, 
w2(r> = j-;:‘:‘,, &, 4 dx, 
I 
r E [a, +a3 [. 
For r > a we consider first the contributions to y,(r) and v*(r) from the 
interval [-a,, S,], next the contributions from [-n,(r), -S,] and [a,, n,(r)]. 
1. The interval [--a,, a,]. From (iv) it follows that here 
f(x,(uz - 2G(x))“‘) +f(x, -(a” - 2G(x))“‘) ,< rp(x, I) < 0. 
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Moreover 9(x, r) is weakly increasing in r. Hence the limit 
i 
62 
I, = lim 
r-t+co -6, P(X, r) dx 
exists. The difference 
d,(r) = j;; cp(x, r) 11 - [ r2r;~=+j(‘+‘)‘* 1 dx 
I 
tends to zero if r + +a, since the (positive) integrand has the bound 
2 / V(X, a)] for r large enough and tends to zero if r + +a~. We conclude that 
Z, = lim 
J 
-“, vex, r) [ r2;f;~)](n+1)‘z dx. 
r-+a -6 
2. The interval [a,, A,(r)]. Here q( x, r is nonnegative and still weakly ) 
increasing in r. Hence 
Q(r) = j:“’ p(x, r) dx, rE [a, +a[ 
is weakly increasing. Two cases must be considered. 
Case 1. The limit lim,, + co Q(r) = I, exists. 
Then the function 
is integrable and increasing in r with 
i 
+a, 
I, = lim R(X, r) dx. r-r+02 a* 
By the Lebesgue theory the limit function q?(x) = limr++co 9,(x, r), 
x E [a,, +co [, is finite a.e. and integrable with I&” p(x) dx = Zz. 
Let in the same way 
fp2(x,r)= l- [‘2jf~~‘](‘+1)‘2 if &<x<A,(r) 
=o if x > A,(r). 
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Since 
r2 -2G(x)=1 _ 2G(+a* 3 I 
r2 -a’ r2 -a’ 
if r+-tco, 
it is seen that lim,,,, p2(x, r) = 0 for any fixed x E [ 6,) +a~ 1. Moreover 
0 < p2(x, r) < 1 holds for all x E [6,, +03 [ and r E ]a, Sco 1, By the theorem 
on majorized convergence we infer that 
.+m 
ZZ 
1 
43(x,r)v2(x~r)~x-+0 if r-++co. 
4 
Hence 
Case 2. @j(r)--++03 ifr++co. 
We have 
r2 - 2G(x) > 1 
r2-a2 
,yG(x)<+- 
(see Fig. 7). From i2 > jr* we get that F-, + co if r -+ + 03. This gives 
FIGURE 7 
505/46/3-6 
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! 
z(r) p(x, r) [ r’i’~!“‘]‘“+‘“’ dx 
.I,(3 
2 ! p(x, r)(p+ 1)‘2 dx s, 
> (f)‘“+ I)/2 
i 
I,(i) q?(x, ?) & = ( ;ya + 1)‘2 c?(F). 
62 
We conclude that 
J 
6n”” rp(x,  r )  [  -4 I”“‘:’ - - )  +co if r-++co. 
3. The interval [--n,(r), -S,]. We get the analogue results: if 
lim ,--, + co I:::,, q$x, r) dx = I, exists, then also 
-8, I3 = lim 
1 r-+m -a,(r) 
v(x, r) [ -J’““‘l’ dx, 
and if J‘ I:‘,~~, &, r) dx -++aoifr++oo,thenalso 
jI;;cr, p(x, r) [ r2r;i;!“‘]‘“’ 1”2 dx -, + co if r++co. 
Recall that the functions v/,(r) and w2(r) are weakly increasing. Collecting 
the results above, we conclude that either 
lim 
r-.+CC 
v,(r) = Jma v,(r) = I, + I, + I, 
or v,(r)-+ +co and w2(r)+ +co if r-+ +co. This proves (19). 
APPENDIX B 
We use the notions of Appendix A. 
Suppose first that (20) holds and choose p > a such that w,@) > 0. Next 
choose k > 0 such that the curve K@) is contained in the strip 1 y I< k. By 
(iv) we get 
0 < w2@) <j;:‘;;, I.% k) +.0x, -k)l dx, 
from which (21) follows. Note that f(x, k) +S(x, -k) > 0 holds outside 
[--a,, S,], so the integral in (21) is either convergent or +co. 
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Suppose next that (2 1) holds and choose I > max{d, , S,} such that 
I 
a 
I./-(x, k) +f(x, -k)] dx > 0. -a 
Then choose p such that the rectangle 4. < x < A, -k < y < k is contained in 
K@). This is possible in view of (v). We get-again via monotonicity 
wz@> 2 .I’, dx, r) dx > fa V-(x, k) +.0x, -k)l dx > 0, . -a 
proving (20). 
Condition (20) may be “transformed” in a similar way via any 
appropriate system of curves L(r), playing the role of the rectangles 
a[-,4 A] x I-k, k]. 
APPENDIX C 
From the direction of the field (A!,$) on K(a,) we conclude that r,, must 
intersect one or both of the arcs of K(a,) in the strip -6, < x < 6, once. 
Let @,) be any sequence of positive numbers with lim,,,, y, = 0. We 
may suppose that, e.g., the arc in -6, < x < 6,, y > 0 contains one point p, 
of I-,,” and that p, -+ p if n -+ +03, p on the arc. Let t = 0 correspond to p on 
Wd, pn on run. 
FIGURE 8 
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Choose E E 10, rl and let lJ6 denote the e-neighbourhood of K(a,). The 
points q, and q2 of K(q) corresponding to t = T - E and t = T + E, respec- 
tively, are different and different from p. We choose disjoint E,- 
neighbourhoods (c, < c) of these three points (see Fig. 8). 
If some rectangle R is chosen, containing, e.g., the T-neighbourhood of 
K(a,), the conditions of Theorem 4.3 in 12. p. 591 is fulfilled if we only 
consider system (1 1) in the interior of R. Choosing in particular the t- 
interval 10, T + E] it follows that if only n is large enough-say, n > N-the 
trajectory f,” stays in UC as long as 0 < t ,< T + F. Moreover the distance 
between points of K(Q) and r,,” corresponding to the same f-value is less 
than t;, as long as 0 ,< I < T + E. Since r,,” is a closed trajectory starting at 
t = 0 in the s,-neighbourhood of p (namely, in p,) and ending in the same 
point at f = T,,,, we conclude 
T-t;<T,,<TtE. dist(K(a,), f,“) < s 
if n > N. Hence T,,, + T, dist(K(a,), r,“) + 0 when n --* + co. 
In fact we have shown that any sequence (,u,) tending to zero has a subse- 
quence @A) such that 
T.-T, % dist(K(a,), r,,,) --t 0 if rr + +co. 
By a standard argument the desired result follows. 
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