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ABSTRACT
Germplasm collections are an important strategy for con-
servation of diversity, a challenge in ecoinformatics. It is
common to select a core to represent the genetic diversity of
a germplasm collection, aiming to minimize the costs of con-
servation, while ensuring the maximization of genetic varia-
tion. For the problem of nding a core for a germplasm col-
lection, we proposed the use of a constrained multi-objective
articial immune algorithm (MAIS), based on principles of
systematic conservation planning (SCP), and incorporating
heterozygosity information. Therefore, optimization takes
genotypic diversity and variability patterns into account. As
a case study, we used Dipteryx alata molecular marker infor-
mation. We were able to identify within several accessions,
the exact entries that should be chosen to preserve species
diversity. MAIS presented better performance measure re-
sults when compared to NSGA-II. The proposed approach
can be used to help construct cores with maximal genetic
richness, and also be extended to in situ conservation. As
far as we know, this is the rst time that an AIS algorithm
is applied to the problem of nding a core for a germplasm
collection using heterozygosity information as well.
CCS Concepts
Applied computing!Environmental sciences; Ma-
thematics of computing! Evolutionary algorithms; Com-
puting methodologies ! Discrete space search;
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1. INTRODUCTION
Nowadays, biodiversity, sustainability, and climate change
represent strategic research issues, compelling researchers to
deal with integration of data within and among distinct dis-
ciplines, and rapid conversion of those data into information
required by decision-makers [16].
In this context, ecoinformatics plays an important role as
an emerging multidisciplinary eld that develops methods
and tools for the understanding, generation, processing, and
dissemination of ecological data [22]. While the components
of this eld are not new [16], there is a novel emphasis on
the integrated treatment of the area, associated with the
increasing social awareness of ecological and environmental
issues and their social, economic, and political impacts [20,
27]. As a consequence, ecoinformatics is experiencing a fast
growing, similarly to the one seen in bioinformatics, some
decades ago.
A focal research challenge in ecoinformatics is related to
plant germplasm maintenance. Plant germplasm is a liv-
ing tissue from which new plants can be grown. There are
several ways to store germplasm, e.g., as seed collections,
pollen storage, in a nursery (eld), in vitro [13], comprising
what is called germplasm collection. Germplasm collections
are an important strategy for conservation and maintenance
of genetic resources since they preserve the genetic diversity
of plants [9], which, therefore, is made available for further
study or for habitat restoration projects.
The maintenance of a germplasm collection is expensive
and its costs are related to storage space, controlled tem-
perature, relative humidity, and amount of equipment [15].
These factors depend mainly on the quantities of germplasm
to be stored. This leads us to the concept of core collection,
a subset from a larger collection of a particular species that
represents, with a minimum level of repetitiveness, the ge-
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netic diversity of that species [3, 14]. A core collection is
not a surrogate of the whole collection, but it captures the
complete diversity of the entire collection it is derived from;
thus, it is a useful tool for organizing and analyzing repre-
sentative sets of genotypes in a germplasm collection.
We use the term accession to refer to any sample in the
whole collection, and entry to refer to any accession selected
for inclusion in the core [3].
Methodologically, eorts to create germplasm core collec-
tions commonly use complex but primitive tools based on
statistical and clustering methods [2, 28, 29].
In the development of a core collection, we look for min-
imizing the overall cost of conservation while maximizing
the genetic diversity. This problem can be mapped to the
systematic conservation planning (SCP), a widely accepted
biodiversity-focused approach to determine the most cost
eective way of investing in conservation actions. In short,
SCP is the problem of nding a minimum set of elements
(in this case, entries for the core collection) with the maxi-
mal representation of some feature (here the genetic diver-
sity) [19]. Evidently, there are at least two conicting ob-
jectives, which makes the problem a perfect candidate for
multi-objective optimization (MOO). SCP can be modeled
by the well known NP-hard minimum set covering prob-
lem [6].
SCP has been generally applied at species level (or hierar-
chically higher), but has also been used in conservation ge-
netics, aiming to maximize molecular variation within popu-
lations [12]. In this study, this is attained by using molecular
markers. The use of molecular markers to achieve the rep-
resentativeness of a core collection is important chiey be-
cause population persistence and resilience to environmental
changes are consistently correlated with genetic diversity.
Previously, our group successfully applied MOO to a prob-
lem of in situ conservation (i.e., preserving plant species in
their natural habitat) [24]. At that time, the well known
NSGA-II [11] was employed.
Here we propose a more sophisticated MOO approach us-
ing a constraint-handling multi-objective algorithm inspired
by the immune system (i.e., an articial immune system {
AIS) and based on individual molecular variability aiming
to guide sampling to nd germplasm core collections. We
represented the known alleles, but incorporated individual
heterozygosity information1. Thus, optimization also takes
genotypic diversity and variability patterns into account. By
including these characteristics, accessions can better repre-
sent the genetic diversity, allowing to identify sets with a
higher probability of persistence throughout time.
As far as we know, this is the rst time that an AIS multi-
objective algorithm is applied to a SCP problem, in partic-
ular to the problem of nding a germplasm core collection
using heterozygosity information as well.
The remainder of the paper is structured as follows. Sec-
tion 2 describes the material and methods adopted in this
study, in special, briey presents the used constrained multi-
objective AIS algorithm. In Section 3, we discuss the results
obtained so far. Conclusions and future work are presented
in Section 4.
1Heterozygosity is the state of being heterozygous, i.e., hav-
ing two dierent alleles of the same gene; it is positively
correlated with genetic variation and evolutionary potential.
2. MATERIAL AND METHODS
2.1 Data
As a case study for our method, we used a Dipteryx alata
data set composed of 642 individual trees sampled in 25 local
populations throughout D. alata's geographic range (Fig. 1)
(see [26] for sampling methodological details). This data set
will be hereafter referred as our germplasm collection, and
each sample as an accession.
The D. alata samples were genotyped for nine microsatel-
lite loci, nding a total of 55 distinct alleles. These mi-
crosatellites (also known as simple sequence repeats { SSRs)
are our molecular markers.
Figure 1: Samples of Dipteryx alata, also known as
baru, a widely distributed tree species in Cerrado
biome, Central Brazil. It is used as lumber, for char-
coal production, shade in pasture, and it is source
of raw material for handcraft, cosmetics, and food
industries, playing an important role in local econ-
omy [7]. Most of the D. alata diversity is found only
in nature, and many such populations are increas-
ingly threatened by habitat reduction. Additionally,
individual trees are often geographically wide rang-
ing, making it costly to collect representative sam-
ples.
Based on these data, we produced an allele-by-accession
presence-absence matrix Akm, where k = 642 (accessions
corresponding to the sampled individual trees) and m = 55
(alleles), aij represents the occurrence of allele j in acces-
sion i. In this matrix, alleles in homozygosity received value
1, and alleles in heterozygosity, value 2; by doing this, we
beneted solutions with higher content of heterozygosity.
2.2 Problem Formalization
The overall problem is to maximize the number of alleles
while minimizing the number of entries required to represent
these alleles, maximizing, at the same time, the heterozygos-
ity.
A candidate solution for the problem is a vector  !x =
fx1; :::; xkg, where k is the number of accessions (sampled
individual trees), xi 2 f0; 1g, such that xi = 1, if the acces-
sion i is selected to compose the solution; or 0, otherwise.
Each site i have a cost ci, and each feature j a desired rep-
resentation level rj . The aim is to obtain:
min
 
kX
i=1
cixi
!
(1)
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Subject to:
8j 2 f1; 2; :::;mg,
kX
i=1
aijxi  rj (2)
Where m = total number of alleles (i.e., m = 55), and
rj = 1.
As tness functions, we have as many representations of
Eq. 1 as objectives to be optimized, varying ci according to
the objective under consideration. This allowed us to simul-
taneously optimize distinct objectives instead of aggregating
them into one single function. So, regarding the MOO ap-
proach, we optimized three objectives:
1. Minimize the number of selected accessions (i.e., the
number of entries for the core);
min(f1(
 !x )) = min(selected accessions( !x )) (3)
2. Maximize the representation of alleles;
max(f 02(
 !x )) = max(alleles( !x )),
min(f2(
 !x )) = min(lacking alleles( !x ))
= min(m  alleles( !x ))
(4)
3. Maximize the heterozygosity.
max(f 03(
 !x )) = max(heterozygosity( !x )),
min(f3(
 !x )) = min( heterozygosity( !x )) (5)
We worked with minimization, henceforth, based on the
duality principle, w.l.o.g., we converted all objectives to their
equivalent minimization representation (e.g., for Eq. 4, op-
timization consisted in minimizing the number of lacking
alleles, which is the same as maximizing the number of alle-
les).
According to the literature, the core chosen to represent
as much as possible of the collection diversity is composed
of about 10% of the total collection [3]. Hence, we de-
ned  10% of lacking alleles, and  15% from the number
of accessions as constraints to delimit our objective space.
Corroborated this decision, the experts (biologists) informa-
tion that solutions with more than 5 lacking alleles and 107
entries would not be acceptable in practice. As a result,
constraints were dened as penalties based on the objective
functions as follow:
c1(
 !x ) =
(
f1(
 !x )  107; if f1( !x ) > 107;
0; otherwise.
(6)
c2(
 !x ) =
(
f2(
 !x )  5; if f2( !x ) > 5;
0; otherwise.
(7)
In this context, a solution that violates any constraint is
said to be infeasible, otherwise, it is feasible.
Henceforth, we used the concept of constrained-dominan-
ce [11], where a solution i is said to constrained-dominate a
solution j (i cd j) if any of the following conditions is true:
1. Solution i is feasible and solution j is not;
2. Solution i and j are both infeasible, but solution i has
smaller overall constraint violation;
3. Solutions i and j are feasible and solution i dominates
solution j.
2.3 MAIS: the Constrained Multi-Objective
AIS Algorithm
The constrained multi-objective AIS algorithm (MAIS),
proposed here, is based on the clonal selection principle [4,
10] and consider two entities: antigens (Ag) and antibodies
(Ab). The input is the antigen-problem, and the output is
composed of antibodies-solutions that recognize-solve Ag.
Algorithm 1 MAIS
1: P  generateNewAb()
2: Pm ;
3: while not(stopCondition()) do
4: evaluate(P )
5: Psel select(P )
6: Pm updateMemory(Pm;Psel)
7: Pc clone(Psel)
8: Phyp hypermutate(Pc)
9: Pmut mutate(P n Psel)
10: P  P [ Phyp [ Pmut
11: if (#OfGenerations mod X) = 0 then
12: Pnew  generateNewAb()
13: P  P [ Pnew
14: end if
15: return2OriginalSize(P )
16: end while
17: Pm updateMemory(Pm;P )
18: return Pm
We used a secondary population (memory { Pm), which
keeps the best Ab's found (the known Pareto front { PFknown),
and an adaptive grid (see [18]), to maintain the spread of so-
lutions in the memory.
MAIS steps are as follow (Algorithm 1): randomly gen-
erate an initial population (P ) (line 1) { at this moment,
the memory (Pm) is empty (line 2). Evaluate P based on
constrained-dominance (line 4). At the end of this step, P
is sorted according to the following hierarchy of solutions:
1. Feasible non-dominated;
2. Feasible dominated;
3. Infeasible non-dominated;
4. Infeasible dominated.
Dominated solutions are sorted in ascending order, ac-
cording to the number of solutions that dominates them.
Infeasible solutions are sorted in ascending order as well,
but according to the amount of constraint violations. Se-
lect the best Ab's (i.e., all feasible non-dominated Ab; if the
number of feasible non-dominated individuals is less than
10% of the population size, then select Ab's following the
constrained-dominance hierarchy until reaching a number
of individuals equal to the 10% of the population size) to be
cloned (line 5). Copy the best Ab's obtained in the previous
step into Pm (line 6). Entrance into memory is regulated
using the adaptive grid. For each Ab selected in line 5, the
constrained-dominance is veried against those that are al-
ready in memory:
1. If the selected Ab is dominated by any Ab already
present in the memory, the new Ab is discarded;
2. All the Ab's belonging to the memory that are domi-
nated by the new Ab are removed. Then, the possibility
of the new Ab composing the memory is veried:
(a) If the memory is not full, the Ab is allowed to enter;
(b) Otherwise, if the new Ab belongs to the most pop-
ulated region, it is not allowed to enter;
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(c) Otherwise, it enters the memory, but an individual
from the most populated cell is removed leaving
space for the new Ab (the memory size is main-
tained).
For Ab's selected in line 5, clone them proportionally to
their distance to the k-nearest neighbor, obtaining Pc (line
7). Hypermutate Pc inversely proportional to the hierarchy
dened by constrained-dominance { feasible non-dominated
Ab's suer less mutation than hierarchically worse solutions,
e.g., infeasible dominated ones (line 8). In line 9, a uniform
mutation is applied to Ab's that were not selected in line 5
(we empirically veried that this step improved the overall
nal solution). At each set of X generations (here, X = 25),
a number of new Ab's is generated and added to the main
population (as a way of generating diversity, explore the
objective space, and rescue the search from local maxima)
(lines 10-14). Return the population P to its original size
(select as many individuals as the original population size
using the criterion of hierarchies taken by the constrained-
dominance) (line 15). Repeat the process from line 3 until
a stop criterion is achieved (here, number of evaluation =
500; 000). At the end of execution, return Pm, the set of
the best Ab's found.
2.4 Experiments
The objective of this study is two fold: (1) to present a
new approach to deal with the problem of nding a core to
a germplasm collection; and (2) to assess the performance of
MAIS by comparing it to a state-of-the-art MOO algorithm
(e.g., NSGA-II).
We addressed the problem of dening a core collection by
identifying, within our germplasm collection, the minimal
set of accessions needed to represent all the genetic vari-
ability exhibited by the germplasm collection; therefore, we
considered the heterozygosity. Our aim was to nd out if the
proposed MOO approach is viable, and also if the optimiza-
tion of heterozygosity as an additional objective would result
in some advantage when selecting accessions to compose the
core, hence, improving the overall quality of results. We op-
timized the three objectives stated in Eqs. 3 to 5, subject to
constraints expressed in Eqs. 6 and 7.
2.5 Experimental Setup
Algorithms. We used MAIS, and, as baseline, NSGA-II
in its constrained version [11]. For each run, a population
of initial solutions was randomly generated. These solutions
were then evolved using MAIS and NSGA-II. Both algo-
rithms were implemented in Matlab R.
Aleatory Uncertainties. To determine the number of
runs required to mitigate aleatory uncertainty inherent to
the stochastic algorithms, we used Spartan (Simulation Pa-
rameter Analysis R Toolkit Application) [1]. Following Spar-
tan protocol, we analyzed 20 subsets sample sizes of 1, 5, 10,
50, 100, and 300 runs each, requiring, therefore, 9,320 indi-
vidual runs (for each algorithm, MAIS and NSGA-II). For
both algorithms, it was found that 300 runs were sucient
to reduce the eect magnitude of aleatory uncertainty on
results to less than \small" (the desired level) (Fig. 2).
Parameter Settings. Before running the experiments,
we used a sample set to estimate, empirically, the most suit-
able parameter values, which for MAIS were set to: pop.2
2population.
Figure 2: Spartan's Technique 1 applied to MAIS.
This technique identies which simulation results
can be attributed to the dynamics of the mod-
eled system, rather than artifacts of uncertainty or
parametrization, or simulation stochasticity. At 300
runs, stochasticity over objectives A (lacking alle-
les), B (number of selected accessions), and C (het-
erozygosity) attains a small eect. Due to space lim-
itation we present only MAIS results, but NSGA-II
results were similar.
size = 500; secondary pop. size = 500; clone rate = pro-
portionally to k-nearest neighbor; hypermutation rate = in-
versely proportional to the hierarchy of constrained-dominan-
ce; uniform mutation = 1/L (where L is the number of ac-
cessions); number of new Ab's created at each 25 genera-
tions=20% of pop. size. NSGA-II parameter values were
set to: pop. size = 500; crossover probability = 0.90; mu-
tation probability = 0.5; mutation rate = 1/L. Besides, we
used: crossover operator = single point crossover (SPX);
selection by binary tournament.
To grant an adequate comparison, we adopted the crite-
ria suggested by Coello et al [5]: all algorithms executed
the same number of tness evaluations (500,000) ensuring a
very nearly equivalent computational eort; pop. sizes and
parameter values (whenever it was possible) were the same
as well.
Computer Infrastructure The experiments were per-
formed on a computer cluster consisting of 49 computers
equipped with Intel(R) Core(TM) i5-2500 CPU 3.30GHz,
8GB RAM; and 9 computers with Intel(R) Core(TM) Duo
CPU E7500 2.93GHz, 2GB RAM.
2.6 Performance Measures (Metrics)
According to Zitzler et al. [30], an optimization should:
1. Minimize the distance of the non-dominated set to the
Pareto-optimal front;
2. Obtain a good spread of solutions;
3. Maximize the extent of the obtained non-dominated
front (i.e., for each objective, a wide range of values
should be covered by the non-dominated solutions).
In this study, these targets were assessed by the following
performance measures:
Function C [30]. Let  !x 0 and  !x 00 be two sets of decision
vectors. The function C maps the ordered pair ( !x 0,  !x 00) to
the interval [0,1]:
C( !x 0; !x 00) = jfx
0 2  !x 0; 9x00 2  !x 00 : x0 cd x00gj
j !x 00j (8)
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Using the function C, it can be seen if the outcomes of an
algorithm dominate the outcomes of the other (i.e., a pair of
non-dominated sets is compared by calculating the fraction
of each set that is covered by the other). C( !x 0; !x 00) = 1
implies that all solutions in  !x 00 are constrained-dominated
by solutions in  !x 0, while C( !x 0; !x 00) = 0, indicate that
none of the solutions in  !x 00 is covered by the set  !x 0. Both
C( !x 0; !x 00) and C( !x 00; !x 0) should be considered, since
C( !x 0; !x 00) is not necessarily equal to 1  C( !x 00; !x 0).
Empirical attainment function (EAF ) [5, 8]. EAF
is a quality indicator used for stochastic algorithmic evalua-
tion. It is computed from the combined collection of approx-
imation sets. Let b1(z):::bn(z) be n runs of the optimizer,
then the EAF is dened as EAF : Rd 7 ! [0; 1] with
EAF =
1
n
nX
i=1
bi(z) (9)
It oers a useful description of the solution distribution
location. Dierences in the frequency with which certain
goals are met by the respective algorithms are represented
graphically. The intensity of the shading corresponds to the
frequency of the solution.
Hypervolume (H) [18]. For the set X of non-dominated
vectors  !xi , and a reference vector  !x ref , which is dominated
by all members of X and whose components are the maxi-
mum value on each objective (i.e.,  !x ref = fmax(f1( !x ));
max(f2(
 !x ));max(f3( !x ))g = f642; 55; 0g), the hypervolume
is the summation of all rectangular areas bounded by X and !x ref according to:
H(X; !x ref ) ,
[
i21::jXj
H( !xi ; !x ref ) (10)
Higher values of H correspond to better solutions.
Spacing S [25]. This metric is used to numerically assess
the spread of vectors in PFknown. It measures the distance
variance between each solution and its nearest neighbor ac-
cording to:
S =
vuut 1
n  1
nX
i=1
(d  di)2 (11)
Where di = minj jjf( !i ) f( !j )jj, i.e., the norm/distance to
the nearest neighbor of i; i; j = 1; :::; n; d is the mean of all
di; f is an objective function (Eqs. 3 to 5); n is the number
of vectors in PFknown. If S = 0, the algorithm has found
the ideal distribution of non-dominated vectors (all vectors
are uniformly spaced).
Extent E [30]. Let X be a set of objective vectors. E
uses the maximum extent of decision vectors  !a ; !b 2 X in
each dimension m to estimate the range to which the front
spreads out:
E =
vuut mX
i=1
maxkai   bik (12)
Where k  k is the norm/distance between two points. Con-
cerning the value of E, the bigger the better.
Function C, EAF, and H metrics assess optimization tar-
get 1; S metric, target 2; and E metric, target 3.
3. RESULTS AND DISCUSSION
3.1 MAIS to find a Core Collection
The objective of the optimization was to select the small-
est set of sites capable of representing the most amount of
alleles (preferably all alleles), but at the same time optimiz-
ing heterozygosity, an additional objective.
We found that from the 642 accessions composing our
germplasm collection, it is possible to preserve the allele
diversity (55 alleles) by keeping a core of 16 selected acces-
sions (only 2,5% of the germplasm collection). Even if the
aim is to obtain a minimum set, our method identies a
portfolio of solutions, indicating sets with individuals that
fulll the objectives, providing decision-makers with addi-
tional alternatives for achieving their conservation targets.
It is worth noting that there is no hierarchy among results,
i.e., all of the solutions are equally good in the considered
context and in the absence of additional preferences. As
mentioned before, there is a exibility on the core size, that
is generally composed of about 10% of the total collection.
The proposed method is important to dene strategies to
provide a set of genetically diverse material while selecting
the most representative accessions. By maximizing genetic
diversity in germplasm collections (throughout maximiza-
tion of heterozygosity), resources available for conservation
of biodiversity can be allocated more eciently.
The output of 6,000 individual runs were unied3, and we
calculated the frequency for each accession in the union set.
This frequency indicates the relative importance of an acces-
sion in order to fulll the optimization objectives. This fre-
quency can be taken as an estimator for accession irreplace-
ability4 [21], e.g., the rarest alleles (there are three) appear
in only one accession each, if one of them is not selected,
the conservation goal of representing all the alleles is not
achieved. These accessions are #145, #474, and #477, not
surprisingly, they are among the most frequently selected in
solutions. The used approach also privileged accessions with
greater diversity of alleles, e.g., accessions #99 and #441,
both with 16 dierent alleles5 and 17 other accessions, with
15 dierent alleles each (Fig. 3).
We veried that there was a signicant improvement in
the retention of alleles in the selected accessions, suggesting
that this approach is adequate to dene a core collection.
The proposed approach is straightforward. Once the ma-
trix based on the molecular markers is generated, there is
no need of expertise to proceed the selection of accessions.
Furthermore, it is simpler than the statistical and clustering
methods, traditionally used.
The use of constraints allowed us to concentrate the explo-
ration of the objective space in a more rational and ecient
way, privileging feasible solutions over non-dominated ones,
since the former are more valuable to decision-makers.
3since we already had 20 folders of 300 individual runs (20
300 = 6; 000) as a result of Spartan analysis, we used these
data.
4a measure that indicates the proportion that an accession
contributes to the overall solution, e.g., accessions with ir-
replaceability converging to 1 tend to be irreplaceable, i.e.,
if they are lost, the conservation goal may not be accom-
plished.
5D. alata germplasm collection was genotyped for 9 loci,
since it is an diploid species, each accession has 9  2 = 18
possibly distinct alleles.
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Figure 3: Solutions' accession frequency. Frequency
scales from 0 to 1. Only accessions with frequency
higher than 0.4 were plotted. It is possible to iden-
tify accessions: (1) with greater diversity (with 16
dierent alleles, in dark gray { #99 and #441 {, and
with 15 dierent alleles, in light gray); (2) with the
rarest alleles (in medium gray { #145, #474, and
#477).
To the biologists, one of the most important contributions
of this work is to identify, in the context of SCP, within
a population of several individuals, the exact samples that
should be chosen in order to preserve the species diversity.
This approach can be extended to the in situ conserva-
tion (selection of individual species to be preserved in their
own habitat). Previous approaches [12] generally indicate a
population to be preserved; the proposed method indicates
exactly which individuals within the population should be
sampled/kept. Indeed, this approach may be extended to
any problem that can be mapped into the minimum set cov-
ering problem.
In Eq. 2, experts dened rj = 1, j 2 f1; :::; 55g, i.e., all of
the alleles should be represented at least once. Nevertheless,
it could be settled a dierent desired representation level
rj  n > 1 , where n is the minimum number of times
an allele should be present in solution. By doing so, allele
representation in the core collection is heightened, beneting
persistence throughout time.
3.2 Comparison betweenMAIS and NSGA-II
To assess the performance of MAIS we compared it to
NSGA-II. Firstly, per algorithm, the outcome of the 6,000
runs were unied, and then the dominated solutions were
removed from the union set [30]. The remaining points were
plotted (Fig. 4). It can be seen that MAIS is more eective
in exploring the objective space, has better extent, was able
to nd smaller core collections, and has a better spread of
solutions.
Additionally to the graphical presentation, the algorithms
were assessed by using the performance measures dened in
Subsection 2.6.
We calculated the function C using the previously de-
scribed non-dominated front as input. We found C(MAIS,
NSGA-II)= 0.515217 and C(NSGA-II,MAIS) = 0.5032,
Figure 4: Non-dominate fronts achieved by MAIS
and NSGA-II.
meaning that, although slightly, solutions found by MAIS
covered NSGA-II, i.e., there were more MAIS solutions that
constrained-dominated NSGA-II solutions than the oppo-
site. This support the hypothesis that MAIS was able to nd
a better approximation to the true Pareto front (PFtrue) {
even though in this real-world problem PFtrue is unknown.
The remaining metrics were computed for 6,000 indepen-
dent runs of each algorithm6.
By analyzing the EAF surfaces (Fig. 5), it can be seen
that MAIS was able to obtain smaller core collections, and
closer to the origin axis (i.e., likely closer to PFtrue). Fur-
thermore, MAIS has solutions more regular and smoothly
distributed on the objective space delimited by the con-
straints, being able to better explore it.
Table 1 shows H, S, and E values for MAIS and NSGA-II.
In all individual runs of MAIS, H values where higher
than the ones found for NSGA-II. The graphical analyses
of Fig. 4 and EAF surfaces (Fig. 5), associated with the
values for function C and H metric (Table 1 and Fig. 6a)
corroborates the assumption that MAIS was able to nd
solutions closer to the PFtrue.
Moreover, MAIS was able to nd core collections more
regularly spread throughout the PFknown, as can be seen in
the S metric (Table 1 and Fig. 6b).
The E metric (Table 1 and Fig. 6c) shows that MAIS was
more eective in extent the non-dominated front, exploring
a wider range of the objective space.
Given these points, it can be said that in the problem
of nding a core collection, MAIS presented better perfor-
mance measure results when compared to NSGA-II, being
able to nd smaller and better distributed core collections,
and to explore a larger extent of the objective space.
4. CONCLUSIONS AND FUTUREWORK
The problem of nding a core for a germplasm collection is
NP-hard, nevertheless, decision-makers still need a solution
for it. This is a relevant problem in ecology with real impact
on resources availability (whether nancial or genetic), and
on biodiversity conservation. This work is inserted in the
context of the emerging eld of ecoinformatics.
As far as we know, this paper is pioneer in showing how
principles of SCP and the use of a constrained multi-objective
AIS algorithm (MAIS) associated to molecular marker infor-
mation can be applied to successfully help construct core col-
6the same observation made at footnote 3 applies here.
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Table 1: Performance measures for MAIS and NSGA-II calculated for 6,000 independent runs. Best results
are indicated in bold.
Hypervolume (H) Spacing (S) Extent (E)
MAIS NSGA-II MAIS NSGA-II MAIS NSGA-II
Mean 7.75107 7.12107 2.1996 2.2498 46.966 36.834
(Std.dev.) (0.35104) (1.64104) (0.0029) (0.0079) (0.399) 1.624
Best 7.88107 7.55107 1.4430 0.9904 48,166 42,273
Worst 7.58107 6.35107 3.0489 6.2388 44.944 30.364
(a) MAIS
(b) NSGA-II
Figure 5: EAF surfaces showing the probabilities
of attaining goals with (a) MAIS, and (b) NSGA-
II. Results obtained after 6,000 independent runs.
MAIS was able to nd not only smaller cores when
compared to NSGA-II, but also more regular and
smoothly distributed solutions on the constrained
objective space. X = lacking alleles; Y = selected
accessions; Z = heterozygosity.
lections with maximum allelic richness and minimum num-
ber of accessions.
We performed comparisons of MAIS with NSGA-II and
found that MAIS surpassed NSGA-II in all tested perfor-
mance measures, being able to nd better solutions, i.e.,
closer to PFtrue, more evenly spread and exploring a larger
extent of the objective space.
Moreover, using the proposed approach, it is possible to
include additional optimization objectives to the problem,
(a) Hypervolume (higher values are better)
(b) Spacing (lower values are better)
(c) Extent (higher values are better)
Figure 6: Boxplot of performance measures for
MAIS and NSGA-II: (a) Hypervolume (H), (b)
Spacing (S), and (c) Extent (E).
e.g., the distance from the germplasm collection facility to
in situ individual trees; thus, reducing displacement costs
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associated with collection of samples for complementing the
germplasm collection.
Having established that the proposed approach is viable, a
future work is to apply it to other kinds of molecular markers
(e.g., single nucleotide polymorphism { SNP, and diversity
arrays technology { DArT) in order to verify its feasibility
for this kind of data.
We did not use domain information in MAIS, so there is
still room for improvement. MAIS uses standard operators
for hypermutation and cloning. Our future work will focus
on the use of more complex operators (e.g., contiguous hy-
permutation, aging), which have shown interesting results
in the literature [17, 23].
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