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Produits dans la cohomologie des varie´te´s
arithme´tiques : quelques calculs sur les se´ries
theˆta.
N. Bergeron
Abstract
For abelian varieties A, in the most interesting cohomology theories H∗(A) is the exterior
algebra of H1(A). In this paper we study a weak generalization of this in the case of arithmetic
manifolds associated to orthogonal or unitary groups. In this latter case recall that arithmetic
manifolds associated to standard unitary groups U(p, q) (p ≥ q) over a totally real numberfield
have vanishing cohomology in degree i = 1, . . . , q − 1 and that, following earlier works of
Kazhdan and Shimura, Borel and Wallach constructed in [3] non zero degree q cohomology
classes. These cohomology classes arise as theta series. After generalizing the construction
of these theta series. We prove that arbitrary (up to the obvious obstructions) cup-products
of these theta series and their complex conjugates virtually non vanish, i.e. “up to Hecke
translate”, in the cohomology ring. This fits inside the, partly conjectural, picture drawn in
[2].
1 Introduction
Cet article fait suite a` [2] dans lequel nous formulons, et de´montrons dans
un grand nombre de cas, des conjectures concernant la cohomologie des varie´te´s
arithme´tiques associe´es aux groupes orthogonaux et unitaires. De la meˆme
manie`re nous ne conside´rons ici que le cas d’un espace syme´triqueD+ associe´ au
groupe O(p, q) ou U(p, q). Soit plus pre´cisemment k un corps de nombres totale-
ment re´el (resp. une extension quadratique imaginaire d’un corps de nombres to-
talement re´el). Notons σ1, . . . , σµ les diffe´rents plongements archime´diens (resp.
plongements archime´diens modulo conjugaison) de k. Dans le second cas, notons
k0 le sous-corps de nombres totalement re´el fixe´ par la conjugaison complexe.
Soit Vk un espace vectoriel sur k et (, ) une forme quadratique (resp. hermi-
tienne) non de´ge´ne´re´e et anisotrope sur Vk de signature (p, q) en une place
archime´dienne de k et de´finie positive en les autres places. Soit V l’espace vec-
toriel des points re´els de l’espace vectoriel obtenu a` partir de Vk par restriction
des scalaires de k a` Q (resp. de k0 a` Q). On a alors un isomorphisme d’espaces
vectoriels re´els
V ∼= ⊕
µ
j=1V
(j),
ou` V (j) est le comple´te´ de VK relativement au plongement σj . Nous supposerons
que la forme (, )1 induite par (, ) sur V
(1) est de signature (p, q) et donc que les
formes (, )j induites par (, ) sur les V
(j), pour j ≥ 2, sont toutes de´finies positives.
Par abus de notation nous noterons e´galement (, ) la forme induite sur V . Cette
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forme est somme directe orthogonale des formes (, )j . Notons finalement G
(j)
le sous-groupe de Aut(V (j)) constitue´ des isome´tries de (, )j , et G =
∏
j G
(j).
Le groupe G est isomorphe au groupe des points re´els du groupe re´ductif sur Q
obtenu, par restriction des scalaires de k a` Q (resp. k0 a` Q), a` partir du groupe
des isome´tries de la forme (, ) sur Vk. Remarquons que G
(1) ∼= O(p, q) (resp.
U(p, q)) et G(j) ∼= O(m) (resp. U(m)) pour j ≥ 2.
Le groupe G est de´fini sur Q. Un sous-groupe de congruence de G(Q) est
un sous-groupe de la forme Γ = G(Q) ∩K, ou` K est un sous-groupe compact
ouvert du groupe G(Af ) des points ade`liques finis de G.
Dans cet article on e´tudie les quotients (compacts, puisque G est anisotrope)
S(Γ) = Γ\D+, ou` Γ ⊂ G(Q) est un sous-groupe de congruence ; ces quotients
s’identifient aux composantes connexes de G(Q)\G(A)/K∞K = G(Q)\(D ×
G(Af ))/K, ou` K ⊂ G(Af ) est un sous-groupe compact ouvert, K∞ est la
pre´image d’un sous-groupe compact maximal de la composante connexe de
l’identite´ Gad(R)+ du groupe adjoint Gad(R) de G(R) et D = G(R)/K∞ est
une re´union (finie, disjointe) d’espaces syme´triques isome´triques a` D+. Plus
pre´cise´ment, de´signons par Gf l’adhe´rence de G(Q) dans le groupe G(Af ). Un
sous-groupe de congruence Γ ⊂ G(Q) s’e´crit Γ = G(Q)∩K ou` K est l’adhe´rence
de Γ dans Gf et,
S(Γ) = Γ\D+ = G(Q)\(D+ ×Gf )/K = S(K). (1.1)
On s’interesse ici a` la cohomologie (a` coefficients complexes) H∗(S(Γ)) de ces
quotients.
Une fois donne´ deux sous-groupes de congruence Γ′ ⊂ Γ ⊂ G(Q), on obtient
un reveˆtement fini
S(Γ′)→ S(Γ)
qui induit un morphisme injectif
H∗(S(Γ))→ H∗(S(Γ′))
en cohomologie. Les groupes de cohomologiesH∗(S(Γ)) forment donc un syste`me
inductif indexe´ par les sous-groupes de congruence Γ ⊂ G(Q). En passant a` la
limite (inductive) on de´finit
H∗(Sh0G) = lim
→Γ
H∗(S(Γ)). (1.2)
La notation ci-dessus provient de ce que lorsque l’espace D+ est hermitien, on
appelle varie´te´ de Shimura connexe l’espace topologique
Sh0G = lim
←Γ
S(Γ) = G(Q)\(D+ ×Gf ). (1.3)
On peut conside´rer sa cohomologie de Ceˇch et il est de´montre´ dans [16] que celle-
ci co¨ıncide avec (1.2). Pour ce qui nous concerne, il sera suffisant de conside´rer
que H∗(Sh0G) n’est qu’une notation pour la limite inductive (1.2).
La cohomologie d’une varie´te´ abe´lienne est une alge`bre exte´rieure sur le H1.
Dans le cas de l’alge`bre H∗(S(Γ)) on ne peut espe´rer un e´nonce´ aussi fort, on
peut ne´anmoins se demander si e´tant donne´es deux classes α et β dansH∗(S(Γ))
il est possible de s’assurer que leur cup-produit est non nul.
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Cette question est trop na¨ıve. On s’aperc¸oit rapidement que pour qu’il y ait
un espoir d’y re´pondre positivement il faut affaiblir la conclusion. Les re´sultats
de non-annulation que nous avons en vue ne sont que des re´sultats virtuels au
sens suivant : donne´es deux classes ω, η de cohomologie sur la varie´te´ S(Γ), on
ne peut affirmer que ω ∧ η 6= 0, mais seulement que (p∗ω ∧C′ ∗ p∗η) 6= 0. Ici p :
S(Γ′)→ S(Γ) est un reveˆtement galoisien de S(Γ), et C est une correspondance
de Hecke sur S(Γ′). En passant a` la limite inductive (1.2), il s’agit donc de
trouver des conditions d’alge`bre line´aire sur deux classes ω et η ∈ H∗(Sh0G)
pour qu’il existe un e´le´ment g ∈ G(Q) tel que le cup-produit ω ∧ g(η) soit non
nul dans H∗(Sh0G).
Dans [2] nous rassemblons sous l’intitule´ “proprie´te´s de Lefschetz automor-
phes” une se´rie de re´sultats et conjectures qui concernent ce proble`me (ainsi que
ceuxi de l’injectivite´ virtuelle des applications de restriction ou de rele`vement
dans les varie´te´s arithme´tiques associe´es aux groupes unitaires et orthogonaux).
Le but de cet article est d’obtenir des re´sultats plus complets dans le cas de
certaines classes spe´ciales obtenues comme se´ries theˆta.
Classes de cohomologie obtenues comme se´ries theˆta. E´tant donne´es
deux entiers naturels r et s, conside´rons le groupe symplectique Sp(2r) (resp.
le groupe unitaire U(r, s)). La paire de groupes re´els (Sp(2r), O(p, q)) (resp.
(U(r, s), U(p, q))) est une paire re´ductive duale, au sens de Howe [6], dans le
groupe symplectique Sp(2r(p + q)) (resp. Sp(2(r + s)(p + q))). Notons ω la
repre´sentation de Weil du groupe me´taplectique correspondant et H son module
d’Harish-Chandra associe´. Dans un premier temps nous construisons explicite-
ment des e´le´ments
ϕ(rq,sq) ∈
[
H⊗ Ω(r+s)q(D)
]G(1)
ou` s = 0 dans le cas orthogonal, Ω∗(D) est l’alge`bre des formes diffe´rentielles
lisses sur D et le groupe G(1) agit sur H via la repre´sentation de Weil ω. Dans
le cas orthogonal ou lorsque r = s dans le cas unitaire, les formes que nous
construisons co¨ıncident avec celles construites par Kudla et Millson dans [12].
Notre manie`re d’y parvenir est comple`tement diffe´rente. Le principal re´sultat
relatif a` cette construction est le the´ore`me suivant.
The´ore`me 1.1 Les formes diffe´rentielles ϕ(rq,sq) sont ferme´es vues comme
formes diffe´rentielles sur D, i.e.
dϕ(rq,sq) = 0
ou` d est la diffe´rentielle du complexe calculant la (g,K)-cohomologie du G(1)-
module H. Elles sont non nulles pour 0 ≤ r ≤ p (et 0 ≤ s ≤ p) et ve´rifient les
proprie´te´s suivantes.
1. Les formes sont compatibles avec le cup-produit :
ϕ(r1q,s1q) ∧ ϕ(r2q,s2q) = ϕ((r1+r2)q,(s1+s2)q),
ou` ϕ(rq,sq) = 0 si r ou s est strictement supe´rieur a` p.
2. Les formes sont, a` multiplication par une fonction non nulle pre`s, compa-
tibles avec les restrictions de O(p, q) vers O(p−l, q), U(p, q) vers U(p−l, q)
ou encore de U(p, q) vers O(p, q).
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3. La composante fortement primitive, autrement dit la composante de K-
type
(q, . . . , q︸ ︷︷ ︸
r fois
, 0, . . . , 0,−q, . . . ,−q︸ ︷︷ ︸
s fois
)⊗ (0, . . . , 0),
de
[ϕ(rq,sq)] ∈ H(r+s)q(g,K;H)
est non nulle lorsque r et s ≤ p/2.
Pour un e´nonce´ plus de´taille´, nous renvoyons a` la section 3. Retournons
maintenant a` la situation globale du de´but de l’introduction.
Conside´rons V ′k un espace vectoriel de dimension fini sur k, (, )
′ une forme
symplectique (resp. anti-hermitienne) non de´ge´ne´re´e sur V ′k et G
′ le groupe
re´ductif sur Q obtenu, par restriction des scalaires de k (resp. k0) a` Q, a` partir du
groupe des isome´tries de (.)′. Supposons G
′(1) ∼= Sp(2r) (resp. G
′(1) ∼= U(r, s))
et V ′k d’indice de Witt maximal (e´gal a` |r − s|) sous cette condition.
Le k-espace vectoriel Wk = Vk ⊗k V
′
k est naturellement muni de la forme
symplectique
〈, 〉 = trk/k0
(
(, )⊗ (, )′
)
,
ou` k0 = k dans le cas orthogonal et x 7→ x de´signe l’involution de Galois de
k/k0. Soit G˜
′(A) le reveˆtement non trivial (me´taplectique) a` deux feuillets de
G′(A) (resp. le reveˆtement non trivial a` deux feuillets qui est trivial au-dessus
du groupe spe´cial unitaire), cf. Weil [20].
Un caracte`re non trivial de Ak0/k0
1 e´tant fixe´, il existe une repre´sentation de
Weil ω de G(A) · G˜′(A). Une polarisation W = X⊕Y , ou` X et Y sont des sous-
espaces totalement isotropes maximaux de W , donne lieu a` une re´alisation de ω
dans L2(X) connue sous le nom de mode`le de Schro¨dinger pour ω, cf. Gelbart
[5]. L’espace de ses vecteurs lisses est l’espace de Bruhat-Schwartz S(X(A)) ∼=
S(X∞) ⊗ S(X(Af )). Toute fonction ϕ ∈ S(X(Af )) peut eˆtre comple`te´e en
une forme de Schwartz globale ϕ˜ sur X(A), en prenant ϕ(rq,sq) a` la premie`re
place archime´dienne et en prenant la gaussienne qui repre´sente le vide dans
le mode`le de Shro¨dinger en toutes les autres places archime´diennes. La forme
ϕ˜ ∈
[
S(X(A)) ⊗ Ω(r+s)q(D)
]G(R)
et si ϕ est K-invariante, alors pour g′ ∈ G˜′(A)
et g ∈ G(Af ), la se´rie theˆta
θ(g, g′, ϕ) =
∑
x∈X(k0)
(ω(gg′)ϕ˜)(x) (1.4)
de´finit une forme ferme´e θ(g′, ϕ) de degre´ (r + s)q sur
Sh(G)K := G(Q)\(D ×G(Af ))/K.
En restriction a` la composante connexe S(Γ) = Γ\D+, celle-ci de´finit une classe
de cohomologie [θ(g′, ϕ)] ∈ H(r+s)q(Sh0G). Nous dirons de cette classe de coho-
mologie qu’elle est de´finie par une se´rie theˆta et qu’elle est de bidegre´ (rq, sq).
Ce sont les se´ries theˆta du titre. Dans le cas unitaire et pour (r, s) = (1, 0),
ces se´ries sont (essentiellement celles) conside´re´es par Kazhdan [9], Shimura [17]
et Borel et Wallach [3]. Ils montrent dans ce cas que
[θ(g′, ϕ)] 6= 0 dans Hq(Sh0G). (1.5)
1Ici Ak0 de´signe les ade`les de k0.
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Toujours dans le cas unitaire, Anderson conside`re dans [1] de telles se´ries theˆta
avec s = 0 ; il montre e´galement que les classes de cohomologie obtenues sont
non nulles.
E´nonce´s des re´sultats. Il de´coule facilement du the´ore`me 1.1 et de la construc-
tion que l’espace de ces se´ries theˆta est stable par cup-produit et restriction.
Le principal the`me du texte est alors de “tester” les proprie´te´s de Lefschetz
conjecture´es dans [2] sur les classes de cohomologie de´finies par ces se´ries theˆta.
Relativement aux proprie´te´s attendues pour le cup-produit nous montrons le
the´ore`me suivant.
Si le groupe G(Q) (ou Gf ) agit naturellement sur H∗(Sh0G) et pre´serve
le sous-espace des classes de´finies par des se´ries theˆta, remarquons que l’on a
meˆme une action de tout le groupe G(Af ) sur les classes de´finies par des se´ries
theˆta : celle induite par l’action de G(Af ) sur ϕ ∈ S(X(Af )).
The´ore`me 1.2 Soient [θ(g′i, ϕi)] ∈ H
∗(Sh0G), i = 1, 2, deux classes de coho-
mologie de´finies par des se´ries theˆta et de bidegre´s respectifs (riq, siq), i = 1, 2.
Supposons r1 + r2 ≤ p et s1 + s2 ≤ p, il existe alors un e´le´ment g ∈ G(Af ) tel
que
[θ(g′1, ϕ1)] ∧ g ([θ(g
′
2, ϕ2)]) 6= 0 dans H
(r1+r2+s1+s2)q(Sh0G).
Il est ainsi plaisant de remarquer que, dans le cas unitaire et partant d’une
classe de Borel-Wallach (1.5) η ∈ H(q,0)(Sh0G), il est possible en formant des
cup-produits η1 ∧ . . . ∧ ηr ∧ η1 ∧ . . . ∧ ηs, ou` les ηi (resp. ηj) sont des translate´s
de Hecke de η (resp. η), d’obtenir des classes non nulles dans H(rq,sq)(Sh0G)
pour r, s ≤ p.
On peut passer du groupe unitaire au groupe orthogonal a` l’aide du the´ore`me
suivant. Remarquons que si k/k0 est une extension quadratique totalement ima-
ginaire, la restriction de (, ) au sous-espace Vk0 de Vk est une forme quadratique.
Il correspond a` tout ceci un plongement de k0-groupes : O(Vk0 ) ⊂ U(Vk). No-
tons H et G les Q-groupes obtenus par restriction des scalaires de k0 a` Q et D
+
H
et D+G les espaces syme´triques associe´s.
The´ore`me 1.3 Soit θ(g′, ϕ) une se´rie theˆta associe´e au groupe unitaire G et
de bidegre´ (rq, 0) avec r ≤ p. Alors, il existe un e´le´ment g ∈ G(Af ) tel que
la restriction de la forme ferme´e g (θ(g′, ϕ)) sur D+G a` l’espace syme´trique D
+
H
associe´ au groupe orthogonal H de´finisse une classe de cohomologie non nulle
dans Hrq(Sh0H) (elle aussi de´finie par une se´rie theˆta).
En particulier, partant d’une classe de Borel-Wallach (1.5) dansH(q,0)(Sh0G),
il est possible, en formant des cup-produits puis en les restreignant a` Sh0H ,
d’obtenir des classes non nulles dans Hrq(Sh0H) pour r ≤ p.
Organisation de l’article. Dans une premie`re section on fait quelques rap-
pels concernant la repre´sentation de l’oscillateur harmonique. Les re´sultats que
nous rappelons sont tous classiques et duˆs a` Weil, Cartier, Kashiwara et Vergne,
Howe et Kudla.
La seconde section est consacre´e a` la construction des classes ϕ(rq,sq). Celle-ci
repose sur la construction de ϕ(q,0) qui est essentiellement due a` Borel et Wallach
et que l’on explicite a` l’aide des travaux de Kashiwara et Vergne rappele´s dans
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la section pre´ce´dente. La conside´ration de paires duales en balance, au sens
de Kudla, permet de former des “cup-produits” de ϕ(q,0) et ϕ(0,q) = ϕ(q,0) et
d’obtenir nos formes ϕ(rq,sq) de manie`re explicite dans un mode`le de Fock de
la repre´sentation de l’oscillateur harmonique. En passant dans un mode`le de
Schro¨dinger approprie´ on montre comment re´obtenir les classes de Schwartz de
Kudla et Millson [12].
Dans la troisie`me et dernie`re section, on globalise ces constructions pour
obtenir les se´ries theˆta du titre et on de´montre les the´ore`mes 1.2 et 1.3. La
de´monstration repose sur les travaux de Kudla et Millson [13] et [14] tels qu’ap-
plique´s par Kudla dans [11] et dans le cas du groupe O(2, n). Notons que
l’on a besoin d’un cas de la formule de Siegel-Weil pour les groupes unitaires
re´cemment de´montre´ par Ichino [7].
2 La repre´sentation de l’oscillateur harmonique
1. Soit (W,B) un espace symplectique non de´ge´ne´re´ de dimension 2N sur R.
Le groupe de Heisenberg H(W ) est le groupe d’ensemble sous-jacent W ⊕ R,
muni du produit
(w1, t1) · (w2, t2) = (w1 + w2, t1 + t2 +
1
2
B(w1, w2)).
Le groupe symplectique
Sp(W ) = {g ∈ GL(W ) : B(g · v, g · w) = B(v, w)}
agit comme groupe d’automorphismes de H(W ) via :
g · (w, t) = (g · w, t).
Cette action est triviale sur le centre Z = {(0, t)} ∼= R de H(W ).
2. Le the´ore`me de Stone-von Neumann affirme qu’il existe une unique classe
d’e´quivalence de repre´sentation irre´ductible unitaire ρ de H(W ) de caracte`re
central t 7→ e2ipit, i.e. telle que
ρ((0, t)) = e2ipit · Id.
Nous notons ρ∞ la repre´sentation lisse correspondante, i.e. sur les vecteurs C∞.
Elle est e´galement unique. L’aspect inte´ressant de la the´orie des repre´sentations
du groupe d’Heisenberg n’est donc pas son dual unitaire mais plutoˆt l’ensemble
des diffe´rentes re´alisations de la repre´sentation ρ (resp. ρ∞), les mode`les.
3. Mode`les de Schro¨dinger. Une polarisation comple`te de W est la donne´e
d’une de´compositionW = X+Y , ou` X et Y sont deux sous-espaces totalement
isotropes maximaux de W . La restriction de B induit une dualite´
〈·, ·〉 : X × Y → R.
(On a alors B(x + y, x′ + y′) = 〈x, y′〉 − 〈x′, y〉, ou` x, x′ ∈ X et y, y′ ∈ Y .)
Une telle polarisation donne lieu a` une re´alisation de la repre´sentation ρ dans
l’espace L2(X) ou` l’action de H(W ) est donne´e par
(ρ((x+ y, t))f) (x′) = exp
(
2iπ(t− 〈x′ −
1
2
x, y〉)
)
f(x′ − x),
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ou` f ∈ L2(X), x ∈ X , y ∈ Y et t ∈ R.
L’espace de la repre´sentation ρ∞, autrement dit l’espace des vecteurs C∞ de
(ρ, L2(X)), muni de la topologie C∞, est isomorphe a` l’espace de Schwartz S(X)
de X muni de la topologie de Schwartz. L’alge`bre de Lie de H(W ) s’identifie a`
l’ensemble W ⊕ R muni du crochet
[(w1, t1), (w2, t2)] = (0, B(w1, w2)).
Elle est en particulier engendre´e par les vecteurs e1, . . . , eN , f1, . . . , fN d’une
base symplectique de W . Supposons alors que (e1, . . . , eN) est une base de X et
(f1, . . . , fN) la base duale de Y . Cette dernie`re permet de de´finir les coordonne´es
(x1, . . . , xN ) d’un e´le´ment de X : xj(x) = 〈x, fj〉 et l’action infinite´simale de ρ
dans S(Y ) est engendre´e par les ope´rateurs
ρ(ej) = −
∂
∂xj
,
ρ(fj) = −2iπxj.
(2.1)
4. Mode`les de Fock. Une structure complexe J de´finie positive (i.e. la
forme Q(·, ·) = B(·, J ·) est syme´trique de´finie positive) sur W donne lieu a`
une re´alisation de la repre´sentation ρ dans l’espace de Hilbert F comple´te´ de
l’ensemble des fonctions φ J-holomorphes sur W telles que∫
W
|φ(w)|2e−2piH(w,w)dw < +∞,
ou` H est l’unique forme hermitienne sur W de partie imaginaire B, a` savoir
H = Q + iB. L’action de H(W ) dans F est donne´e par
(ρ((w0, t))φ) (w) = exp
(
2iπt+ πH(w0, w −
1
2
w0)
)
φ(w − w0),
ou` φ ∈ F , w,w0 ∈ W et t ∈ R.
Soit (e1, . . . , eN , f1, . . . , fN) une base symplectique de W telle que
Jei = fi et Jfi = −ei pour 1 ≤ i ≤ N.
On peut de´composer W ⊗ C en sous-espaces propres sous l’action de J :
W ⊗ C =W ′ +W ′′,
ou` W ′ est associe´ a` la valeur propre +i et W ′′ a` la valeur propre −i. Le sous-
espace W ′ muni de sa structure complexe (multiplication par i) s’identifie donc
a` l’espace W muni de la structure J . Notons (w′1, . . . , w
′
N ) et (w
′′
1 , . . . , w
′′
N ) les
bases complexes respectives de W ′ et W ′′ de´finies par
w′j = ej − ifj et w
′′
j = ej + ifj pour 1 ≤ j ≤ n.
La forme biline´aire anti-syme´trique B se prolonge naturellement a` W ⊗ C et
induit, par restriction, une dualite´
〈·, ·〉 :W ′ ×W ′′ → C.
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Notons zj , pour 1 ≤ j ≤ N , les formes line´aires sur W
′ correspondantes aux
e´le´ments w′′j ∈W
′′ via cette dualite´ :
zj(w
′) = 〈w′, w′′j 〉.
L’alge`bre des polynoˆmes holomorphes surW s’identifie naturellement a` l’alge`bre
syme´trique S∗(W ′)∗(∼= S∗(W ′′) via la dualite´ ci-dessus). Cette alge`bre forme
un sous-espace dense de vecteurs C∞ dans F stable sous l’action infinite´simale
de ρ∞. Les zj de´finissent des coordonne´es complexes et permettent d’identi-
fier S∗(W ′)∗ avec l’alge`bre P(CN ) des polynoˆmes en z1, . . . , zN . Notons
∂
∂zj
la
de´rivation des polynoˆmes en z1, . . . , zN de´termine´es par
∂
∂zj
(zk) = δjk. L’ac-
tion infinite´simale (complexifie´e) de ρ dans P(CN ) est alors engendre´e par les
ope´rateurs
ρ(w′j) = −4π
∂
∂zj
,
ρ(w′′j ) = zj.
(2.2)
5. Une structure complexe J de´finie positive sur W induit une polarisation
comple`teW = X+Y avec Y = JX . Il est alors possible de choisir une base sym-
plectique (e1, . . . , eN , f1, . . . , fN ) de W ve´rifiant les conditions des paragraphes
(3 et 4) pre´ce´dents. On peut donc chercher a` de´crire l’ope´rateur d’entrelacement
entre les mode`les de Fock et de Schro¨dinger correspondants. Remarquons qu’en
conservant les notations pre´ce´dentes,W ′ = X ⊗C, W ′′ = Y ⊗C et xj = Re(zj)
pour j = 1, . . . , N .
L’action de W ′ sur S(X), induite par (2.1) est de´termine´e par
ρ(w′j) = −
∂
∂xj
− 2πxj pour j = 1, . . . , N.
La gaussienne
ϕ0(x) = exp(−πH(x, x)) ∈ S(X) (2.3)
est donc annule´e par l’action deW ′. Mais il est imme´diat dans le mode`le de Fock
que le sous-espace annule´ par l’action deW ′ est de dimension un et constitue´ des
fonctions constantes. (Une fonction holomorphe annule´e par tous les ope´rateurs
∂
∂zj
est constante.) Il existe donc un unique ope´rateur d’entrelacement entre le
mode`le de Fock et le mode`le de Schro¨dinger qui envoie la fonction constante
e´gale a` 1 sur la gaussienne ϕ0. Notons S(X) l’image de P(CN ) dans S(X) via
cet ope´rateur d’entrelacement. Le sous-espace S(X) ⊂ S(X) est stable sous l’ac-
tion infinite´simale de ρ∞ ; il co¨ıncide avec le sous-espace ϕ0R[x1, . . . , xN ]. Les
ope´rateurs correspondants respectivement a` la de´rivation ∂/∂zj et a` la multi-
plication par zj dans P [CN ] sont respectivement (et a` des constantes multipli-
catives pre`s) :
A+j =
∂
∂xj
+ 2πxj et A
−
j =
∂
∂xj
− 2πxj .
L’espace S(X) est donc invariant par ces deux ope´rateurs qui ve´rifient :
1. A+j ϕ0 = 0,
2. [A+j , A
+
i ] = [A
−
j , A
−
i ] = 0,
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3. [A+i , A
−
j ] = −4πδijId et,
4. si Hj := A
+
j A
−
j +A
−
j A
+
j = 2
(
∂2
∂y2j
− 4π2y2j
)
,
[Hj , A
+
i ] = 8πδijA
+
i et [Hj , A
−
i ] = −8πδijA
−
i .
On ve´rifie par ailleurs que chaque ope´rateur Hj est auto-adjoint dans S(X) et
que Hjϕ0 = −4πϕ0, pour j = 1, . . . , N .
Si m = (m1, . . . ,mN ) ∈ NN , posons
ϕm = (m1! . . .mN !)
−1/2(A−1 )
m1 . . . (A−N )
mNϕ0.
Il de´coule facilement des formules ci-dessus que la famille {ϕm}m∈NN forme une
base orthogonale de L2(X).
6. Mode`les mixtes I. Une de´composition mixte deW est une de´composition
W = X +W0 + Y,
ou` X et Y sont deux sous-espaces isotropes en dualite´ pour la restriction de B et
ou`W0, le supple´mentaire orthogonale deX+Y dansW , est muni d’une structure
complexe positive J0 (pour la restriction de B a` W0). Une de´composition mixte
donne lieu a` une re´alisation de la repre´sentation ρ dans l’espace L2(X,F0) des
fonctions surX a` valeurs dans F0 et de norme de carre´ inte´grable., ou` F0 de´signe
le mode`le de Fock associe´ a` (W0, J0). Le sous-groupe H(W0) est distingue´ dans
le groupe H(W ) ; il agit sur L2(X,F0) via sa repre´sentation ρ0 dans F0 :
(ρ((w0, t))f) (x) = ρ((w0, t))(f(x)).
L’action de H(W ) sur L2(X,F0) est finalement comple`tement de´crite par :
(ρ((x+ y, t))f) (x′) = exp
(
2iπ(t− 〈x′ −
1
2
x, y〉)
)
f(x′ − x),
ou` f ∈ L2(X,F0), x ∈ X , y ∈ Y et t ∈ R.
Il est imme´diat que l’ensemble des vecteurs C∞ de ρ dans cette re´alisation est
l’espace de Schwartz S(X,F∞), de manie`re analogue a` la de´finition de S(X),
il correspond aux polynoˆmes de la re´alisation de Fock, le sous-espace dense
S(X,P(CN0)) de S(X,F∞).
7. La repre´sentation de l’oscillateur. Il existe un unique reveˆtement non
trivial a` deux feuillets S˜p(W ) du groupe Sp(W ), appele´ groupe me´taplectique.
Notons g˜ 7→ g la projection de reveˆtement. Le the´ore`me de Shale-Weil affirme
qu’il existe une unique classe d’e´quivalence de repre´sentation unitaire ω du
groupe S˜p(W ) telle que
ω(g˜)ρ((w, t))ω(g˜−1) = ρ(g · (w, t)).
Il correspond a` ω la repre´sentation lisse ω∞. Les vecteurs lisses de ρ et ω
co¨ıncident (dans n’importe quel re´alisation commune) ; on peut donc re´aliser
les repre´sentations ρ∞ et ω∞ dans un meˆme espace.
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L’alge`bre de Lie du groupe me´taplectique co¨ıncide avec l’alge`bre de Lie
sp(W ) du groupe symplectique Sp(W ). Elle contient un tore compact it0 ⊂
sp(W ) dont l’action infinite´simale sur S(X) est engendre´e par les ope´rateurs
iHj , j = 1, . . . , N . Il en de´coule facilement, que l’espace des vecteurs C
∞ de
la restriction de ω au tore T = exp(it0) ⊂ S˜p(W ) co¨ıncide avec l’espace des
vecteurs C∞ de ω.
Le sous-groupe U(N) ⊂ Sp(W ) constitue´ des e´le´ments qui centralise J est
un sous-groupe compact maximal ; il s’identifie au groupe unitaire de la forme
hermitienne H . L’espace des vecteurs U˜(N)-finis de la repre´sentation ω dans
un mode`le de Fock (resp. de Schro¨dinger) est P(CN ) (resp. S(X)). L’action de
l’alge`bre de Lie complexifie´e sp(W ) de Sp(W ) sur P(CN ) peut eˆtre de´crite par
les ope´rateurs suivants :
ω(sp(W )) = sp(W )(1,1) ⊕ sp(W )(2,0) ⊕ sp(W )(0,2), (2.4)
ou`
sp(W )(1,1) = Vect
{
−i
(
zk
∂
∂zj
+ ∂∂zj zk
)}
,
sp(W )(2,0) = Vect{izjzk},
sp(W )(0,2) = Vect
{
4i ∂
2
∂zj∂zk
}
.
(2.5)
La de´composition (2.4) correspond a` la de´composition de Cartan
sp(W ) = k⊕ p+ ⊕ p−, (2.6)
ou` sp(W )(1,1) ∼= ω(k), sp(W )(2,0) ∼= ω(p+) et sp(W )(0,2) ∼= ω(p−). Si P(CN ) =∑
d≥0P
d(CN ) est la graduation par le degre´ de l’alge`bre des polynoˆmes P(CN ),
il est imme´diat que sp(W )(i,j) envoie Pd(CN ) sur Pd+i−j(CN ).
8. Paires re´ductives duales. A` la suite de Howe [6], on dit qu’un couple
(G,G′) de sous-groupes de Sp(W ) forme une paire re´ductive duale si
1. G et G′ agissent de manie`res absolument re´ductibles sur W ; et
2. G est le centralisateur de G′ dans Sp(W ) et vice versa.
Nous ne conside´rons ici que des paires re´ductives duales de type I, i.e. telles que
l’action de G · G′ soit irre´ductible sur W ; celles sont associe´es a` une alge`bre a`
division D sur R muni d’une involution. Dans la suite nous supposerons toujours
D = R ou C et l’involution respectivement triviale ou la conjugaison complexe
usuelle. Il existe alors
1. deux D-modules V et V ′ munis de formes sesquiline´aires respectivement
note´es (·, ·) et (·, ·)′ ; l’une hermitienne et l’autre anti-hermitienne ; de telle
manie`re que
2. G et G′ soient les groupes d’isome´tries respectifs de (·, ·) et (·, ·)′, et
3. W = V ⊗D V
′, B = trD/R
(
(, )⊗ (, )′
)
.
Dans la suite nous notons
m = dimD V, m
′ = dimD V
′, d = dimRD,
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et
ε′ =
{
1 si (·, ·)′ est hermitienne,
−1 sinon.
Si H est un sous-groupe de Sp(W ), nous notons H˜ sa pre´image dans S˜p(W ).
Commenc¸ons par traiter l’exemple de la paire duale (U(r), U(p, q)).
9. La paire (U(r), U(p, q)). (cf. Kashiwara-Vergne [8].) Pour p+ q = n, p ≥
q ≥ 0, posons
Ip,q =
(
1p
−1q
)
,
ou` 1p de´signe la matrice identite´ de taille p× p. Si g ∈ Mn(C), posons g∗ e´gal
au conjugue´ de la transpose´e de la matrice g. Soit (·, ·) la forme hermitienne sur
V = Cn de matrice Ip,q. Le groupe G = U(p, q) des isome´tries de (·, ·) est le
groupe de tous les g ∈Mn(C) tels que
g∗Ip,qg = Ip,q.
Conse´rons l’espace hermitien (V ′, (·, ·)′), ou` V ′ = Cr et (·, ·)′ de matrice 1r
et notons G′ = U(r) des isome´tries de (·, ·)′. L’espace W = V ⊗C V
′ est natu-
rellement muni d’une forme symplectique B = −2Im
(
(, )⊗ (, )′
)
et le couple
(U(p, q), U(r)) forme un paire re´ductive duale dans Sp(W ).
Nous allons conside´rer un mode`le de Fock de la repre´sentation ω de l’os-
cillateur du groupe Sp(W ) = Sp(2rn) restreinte a` la paire (U(p, q), U(r)). Le
mode`le de Fock que nous conside´rons est associe´ a` la structure complexe de´finie
positive
J0 = J ⊗ Ip,q,
ou` J est la structure complexe usuelle “multiplication par i” sur Cr et Ip,q est
la` pour tordre J en une structure complexe de´finie positive.
Dans le mode`le de Fock associe´, l’espace des vecteurs U˜(rn)-finis s’identifie
avec l’anneau des polynoˆmes P(Mp×r⊕Mq×r). C’est aussi l’espace des vecteurs
(U(r) · (U(p) × U(q)))-finis de la restriction de ω au groupe G · G′ (le groupe
U(r)·(U(p)×U(q)) contient un tore compact de Sp(2rn)). Notons enfin que bien
que ω ne soit pas une vraie repre´sentation du groupe Sp(W ) mais seulement de
son reveˆtement me´taplectique, elle se restreint en une vraie repre´sentation du
groupe U(r) · U(p, q).
Les sous-groupes compacts maximaux des groupes U(r) et U(p, q) se com-
plexifient respectivement en GL(r) et GL(p)×GL(q) ; ils agissent sur P(Mp×r⊕
Mq×r), via ω, de la manie`re suivante :
(g, h1, h2) · P (X,Y ) = (deth2)
rP (h−11 Xg,
th2Y
tg−1), (2.7)
ou` X ∈Mp×r, Y ∈Mq×r, g ∈ GL(r), h1 ∈ GL(p) et h2 ∈ GL(q).
Notons E = Cp (resp. F = Cq, G = Cr). La repre´sentation de GL(r) ×
GL(p) × GL(q) ci-dessus correspond alors a` la repre´sentation de GL(G) ×
GL(E)×GL(F ) dans
Dr(F )⊗ Sym[E
∗ ⊗G]⊗ Sym[F ⊗G∗],
ou` nous notons Dl = (
∧k
E)⊗l si l ≥ 0 et D−l est la repre´sentation duale D
∗
l .
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Choisissons comme sous-alge`bre de Borel dans u(k)× u(r) l’alge`bre des ma-
trices qui sont triangulaires supe´rieures sur E et triangulaires infe´rieures sur F
par rapport aux bases canoniques de E et F . Il est alors bien connu (cf. [4])
qu’a` chaque partition λ de longueur l(λ) ≤ p, il correspond une repre´sentation
irre´ductible finie Eλ du groupe GL(E). Toutes les repre´sentations du groupe
GL(E) sont d’ailleurs obtenues en formant le produit tensoriel Eλ ⊗Dl (l ∈ Z)
et sont deux a` deux non isomorphes.
L’inte´reˆt du formalisme des paires re´ductives duales provient de la de´composition
en irre´ductible de la restriction a` G · G′ de la repre´sentation de l’oscillateur ω.
Le cas q = 0 est de´ja` important. On sait en effet de´composer en irre´ductibles la
repre´sentation de GL(G)×GL(E) dans Sym[E∗ ⊗G] (cf. [4]) :
Sym[E∗ ⊗G] =
⊕
λ
(Eλ)∗ ⊗Gλ.
(Ici Eλ (resp. Gλ) est trivial si l(λ) > p (resp. r).) Finalement, la repre´sentation
ω qui, restreinte au groupe U˜(r) · U˜(p), de´finit une vraie repre´sentation du
groupe U(r) ·U(p), se de´compose en irre´ductibles et cette de´composition de´finit
une correspondance bijective entre certaines repre´sentations des groupes U(r) et
U(p), la correspondance theˆta, que nous de´crivons dans la proposition suivante.
Proposition 2.1 Soit λ un diagramme de Young. La repre´sentation Gλ de
U(r) intervient dans la correspondance theˆta si et seulement si sa longueur
l(λ) ≤ min(p, r) ; auquel cas la repre´sentation correspondante de U(p) est la
repre´sentation (Eλ)∗.
Il reste plus ge´ne´ralement vrai que la restriction de la repre´sentation ω de
S˜p(2r(p + q)) a` U˜(r) · U˜(p, q) de´finit une vraie repre´sentation du groupe U(r) ·
U(p, q). Notons
u(p, q)(i,j) = sp(2r(p+ q))(i,j) ∩ ω(u(p, q)).
On obtient alors la de´composition
ω(u(p, q)) = u(p, q)(1,1) ⊕ u(p, q)(2,0) ⊕ u(p, q)(0,2) (2.8)
qui n’est autre que la de´composition de Cartan complexifie´e
k⊕ p+ ⊕ p−, (2.9)
ou` u(p, q)(1,1) = ω(k), u(p, q)(2,0) = ω(p+) et u(p, q)(0,2) = ω(p−). En particulier,
k a un centre de dimension un et p± sont les ±i-espaces propres de ce centre.
La loi de branchement de ω|U(r)·U(p,q) est alors de la forme
P(Mp×r ⊕Mq×r)|U(r)·U(p,q) =
⊕
τ∈S
τ ⊗ Vτ ′ , (2.10)
ou` S est un sous-ensemble du dual unitaire de U(r). Les repre´sentations Vτ ′ de
U(p, q) sont irre´ductibles et holomorphes, i.e. il existe un vecteur non nul v ∈ Vτ ′
tel que τ ′(p−) · v = 0. L’aspect important de cette de´composition est l’unicite´
de cette correspondance, i.e. une repre´sentation τ de U(r) apparaˆıt une seule
fois et de´termine une unique repre´sentation de U(p, q), c’est la correspondance
theˆta.
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Soit H = keru(p, q)(0,2) ⊂ P(Mp×r ⊕Mq×r) l’espace des polynoˆmes harmo-
niques, i.e. l’espace des polynoˆmes P (X,Y ) tels que
(∆ijP )(X,Y ) = 0 pour 1 ≤ i ≤ p, 1 ≤ j ≤ q, (2.11)
ou`
∆ij =
r∑
ν=1
∂2
∂Xiν∂Yjν
, X ∈Mp×r, Y ∈Mq×r.
The´ore`me 2.2 (Kashiwara-Vergne) L’espace H est un U(r)×U(p)×U(q)-
module qui admet une de´composition en irre´ductibles sans multiplicite´ :
H =
⊕
τ∈S
τ ⊗ ker τ ′(u(p, q)(0,2)). (2.12)
Et la correspondance theˆta est de´crite par :
P(Mp×r ⊕Mq×r) = H · S(u(p, q)
(2,0)),
=
⊕
τ∈S τ ⊗
{
S(u(p, q)(2,0)) · ker τ ′(u(p, q)(0,2))
}
,
=
⊕
λ,µ τ(λ, µ) ⊗M(λ, µ),
(2.13)
ou` la dernie`re somme porte sur l’ensemble des partitions λ et µ telles que l(λ) ≤
p, l(µ) ≤ q et l(λ) + l(µ) ≤ r, la repre´sentation τ(λ, µ) de U(r) est l’unique
repre´sentation de plus haut poids (λ, 0,−µ) et M(λ, µ) est un U(p, q)-module
holomorphe de plus haut poids de´termine´ par son plus bas K-type
(Eλ)∗ ⊗ Fµ ⊗Dr(F ).
E´tant donne´s X ∈Mp×r et Y ∈Mq×r, posons :
∆j(X) = det
 X11 . . . X1j... ...
Xj1 . . . Xjj
 (0 ≤ j ≤ r, p),
∆˜j(Y ) = det
 Yq−j+1,r−j+1 . . . Yq−j+1,r... ...
Yq,r−j+1 . . . Yqr
 (0 ≤ j ≤ r, q).
Proposition 2.3 Le polynoˆme
Pλ,µ(X,Y ) = ∆1(X)
λ1−λ2 . . .∆l(λ)(X)
λl(λ) · ∆˜1(Y )
µ1−µ2 . . . ∆˜l(λ)(Y )
µl(µ)
dans P(Mp×r ⊕Mq×r) correspond, dans le mode`le de la repre´sentation de Weil
de´crit ci-dessus, a` un vecteur de plus haut poids pour le groupe U(p)× U(q) ×
U(r). Sous l’action de U(r), il engendre la repre´sentation τ(λ, µ), sous l’action
de U(p, q), il engendre la repre´sentation M(λ, µ).
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13. Paires en balance. Deux paires re´ductives duales (G,H ′) et (H,G′) dans
un meˆme groupe symplectique Sp(W ) sont dites en balance si
H ⊂ G et H ′ ⊂ G′.
Le diagramme qui motive cette terminologie, due a` Kudla [10], est le suivant :
G G′
| × |
H H ′
ou` les droites diagonales relient les membres d’une meˆme paire duale et les
droites verticales correspondent aux inclusions de groupes.
Les repre´sentations (de Weil) de G · H ′ et H · G′ peuvent eˆtre re´alise´es
dans un meˆme espace et se restreignent en une meˆme repre´sentation de H ·H ′
sans qu’aucune repre´sentation de G · G′ n’existe. C’est une manie`re commode
de comprendre d’ou` proviennent certaines identite´s “miraculeuses” entre se´ries
theˆta. Nous utilisons des paires en balances dans la sections suivantes pour
construire les classes du the´ore`me 1.1 par cup-produit et restriction a` partir de
classes explicites de´duites du the´ore`me de Kashiwara et Vergne.
3 Construction de classes de Fock/Schwartz
3.1 Classes (anti-)holomorphes dans les groupes unitaires
Comme au §9 de la section pre´ce´dente, dans ce paragraphe nous notons (·, ·)
la forme hermitienne sur V = Cn de matrice Ip,q, G = U(p, q) le groupe des
isome´tries de (·, ·), (V ′, (·, ·)′) l’espace hermitien V ′ = Cr de forme hermitienne
(·, ·)′ associe´e a` la matrice 1r et G
′ = U(r) le groupe des isome´tries de (·, ·)′.
Rappelons que nous avons de´crit la repre´sentation de l’oscillateur ω restreinte
au groupe G ·G′ dans un mode`le de Fock que nous notons ici F .
Soit D(= D+) l’espace syme´trique associe´ a` G :
D = G/K = U(p, q)/U(p)× U(q).
Soit g0 = Lie(G) l’alge`bre de Lie de G et soit k0 celle de K = U(p)× U(q). On
a la de´composition
g = k+ p+ + p−, (3.1)
et l’espace des formes diffe´rentielles sur D de type (a, b) est
Ωa,b(D) ∼=
[
C∞(G)⊗ (
∧
a(p+)
∗ ⊗
∧
b(p−)
∗)
]K
. (3.2)
Dans cette section nous construisons un e´le´ment
ψ ∈ [F∞ ⊗ Ω0,rq(D)]G ∼= [F∞ ⊗
∧
0,rqp∗]K . (3.3)
Nous montrons que la forme diffe´rentielle ainsi de´finie est ferme´e, i.e.
dψ = 0, (3.4)
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ou` d est la diffe´rentielle du complexe de´fini par (3.3) qui co¨ıncide avec le com-
plexe
HomK(
∧
a,bp,F∞)
calculant la (g,K)-cohomologie du (g,K)-module F∞. Nous produisons ainsi
une classe de cohomologie [ψ] ∈ Hrq(g,K;F∞) dont nous ve´rifierons qu’elle est
non nulle.
Notre construction est en fait plus ge´ne´rale, elle concerne d’autres types de
classes de cohomologie. E´tant donne´ un couple d’entiers (a, b) avec 0 ≤ a ≤ p,
0 ≤ b ≤ q et a+ b = r, notons
ν = (q, . . . , q︸ ︷︷ ︸
a fois
, b, . . . , b︸ ︷︷ ︸
p−a fois
)
la partition de diagramme de Young : }
a cases
︸︷︷︸
b cases
(Ici p = 4 et q = 5.)
Il existe (cf. [2]) un unique U(p, q)-module anti-holomorphe, A(ν), de plus
haut poids dont le plus bas K-type est
V (ν) = (Eν)∗ ⊗ F ν
∗
.
(Ici on note encore E = Cp et F = Cq.)
Ce module est un module cohomologique anti-holomorphe ; re´ciproquement on
obtient de cette manie`re et en faisant varier r tous les modules cohomologiques
anti-holomorphes.
Le module A(ν) n’intervient pas directement dans la correspondance theˆta
mais il de´coule du the´ore`me 2.2 que le module en correspondance avec la repre´sentation
de U(r) de plus haut poids
(q − b, . . . , q − b︸ ︷︷ ︸
a fois
, 0, . . . , 0, a− p, . . . , a− p︸ ︷︷ ︸
b fois
)
co¨ıncide, en restriction au groupe SU(p, q), avec A(ν). (Ces deux modules ne
diffe`rent, en effet que d’un caracte`re central (det)b.)
Par abus de notation, nous noterons A(ν) le module M(λ, µ) ou`
λ = ((q − b)a) et µ = ((p− a)b).
Ce module est cohomologique pour le groupe SU(p, q).
Le plus bas K-type du module A(ν) est re´alise´ dans l’espace des polynoˆmes
P(Mp×r ⊕Mq×r) pour l’action (2.7). Il correspond au plongement
(Eλ)∗ ⊗ Fµ ⊗Dr(F ) →֒ Dr(F )⊗
(
(Eλ)∗ ⊗Gλ
)
⊗ (Fµ ⊗ (Gµ)∗) ,
dans le sous-U(r)× U(p)× U(q)-module irre´ductible de
Dr(F )⊗ Sym[E
∗ ⊗G]⊗ Sym[F ⊗G∗] ∼= P(Mp×r ⊕Mq×r)
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engendre´ par le vecteur de plus haut poids
Pλ,µ(X,Y ) = ∆a(X)
q−b · ∆˜b(Y )
p−a ∈ P(Mp×r ⊕Mq×r).
Chacun des plongements (Eλ)∗ →֒ C[Mp×r], Fµ →֒ C[Mq×r] correspond aux
re´alisations classiques, cf. Fulton [4, pp. 109–111], de (Eλ)∗ (resp. Fµ) dans des
espaces de polynoˆmes. On peut expliciter ces plongements sur des bases.
L’espace Eλ s’obtient comme quotient de (
∧aE)⊗ . . .⊗ (∧aE) (q − b fois)
par le sous-espace Qλ(E) engendre´ par les e´le´ments de la forme ∧v−
∑
∧w, ou`
l’on somme sur tous les e´le´ments w obtenus a` partir de v par un e´change entre
deux colonnes donne´es, d’un sous-ensemble donne´ de boites dans la colonne de
droite choisie (cf. [4, §8.1] pour plus de de´tails). Soient (e1, . . . , ep) et (f1, . . . , fq)
les bases canoniques respectives de E et F . Les projete´s des e´le´ments
eT :=
(
a∧
k=1
eik,1
)
⊗ . . .⊗
(
a∧
k=1
eik,q−b
)
,
ou` T est le tableau de Young de diagramme λ et dont la case de coordonne´es
(k, l) est nume´rote´e ik,l ∈ {1, . . . , p}, forment une base de E
λ. Remarquons que
l’hypothe`se que T est un tableau signifie ici simplement que
i1,l < . . . < ia,l pour tout l = 1, . . . , q − b
et
ik,1 ≤ . . . ≤ ik,q−b pour tout k = 1, . . . , a.
De la meˆme manie`re, les projete´s des e´le´ments
fU :=
(
b∧
k=1
fik,1
)
⊗ . . .⊗
(
b∧
k=1
fik,p−a
)
,
ou` U est le tableau de Young de diagramme µ et dont la case de coordonne´es
(k, l) est nume´rote´e ik,l ∈ {1, . . . , q}, forment une base de F
µ.
Le plongement (Eλ)∗ →֒ C[Mp×r] (resp. Fµ →֒ C[Mq×r]) associe alors a`
l’e´le´ment eT (resp. fU ) le polynoˆme
∆T (X) := ∆i1,1,...,ia,1(X) . . .∆i1,q−b,...,ia,q−b(X) ∈ C[Mp×r](
resp. ∆˜U (Y ) := ∆˜i1,1,...,ib,1(Y ) . . . ∆˜i1,p−a,...,ib,p−a(Y ) ∈ C[Mq×r]
)
,
ou`
∆i1,...,ia(X) = det
 Xi1,1 · · · Xi1,a... ...
Xia,1 · · · Xia,a
 ∈ C[Mp×r] pour 1 ≤ i1 < . . . < ia ≤ p
et
∆˜i1,...,ib(Y ) = det
 Yq−ib+1,1 · · · Yq−ib+1,b... ...
Yq−i1+1,1 · · · Yq−i1+1,b
 ∈ C[Mq×r] pour 1 ≤ i1 < . . . < ib ≤ q.
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The´ore`me 3.1 La classe
ψ(ν) ∈ [F∞ ⊗ Ω0,aq+bp−ab(D)]SU(p,q) ∼= [F∞ ⊗
∧
0,aq+bp−abp∗]S(U(p)×U(q))(3.5)
qui a` un e´le´ment de la forme e∗T ⊗fU⊗d ∈ (E
λ)∗⊗Fµ⊗Dr(F ) associe ∆T ·∆˜U ,
de´finie une forme diffe´rentielle anti-holomorphe ferme´e (harmonique) non nulle.
De´monstration. La classe ψ(ν) appartient a` l’espace
HomS(U(p)×U(q))(
∧
0,aq+bp−abp,F∞).
Son image est irre´ductible ; c’est le plus bas K-type du sous-SU(p, q)-module
A(ν) dans F∞. Ce module est cohomologique. La forme diffe´rentielle
g · λ 7→ ω(g)ϕ(λ) (g ∈ SU(p, q), λ ∈
∧
0,aq+bp−abp)
est donc harmonique. Elle est bien suˆr non nulle. Elle de´finie donc bien une
forme diffe´rentielle anti-holomorphe ferme´e non nulle.
Ces formes sont K-isotypiques : elles sont re´alise´es dans le K-type minimal
de la repre´sentation cohomologique, i.e. l’image de ψ est V (ν). Lorsque b = 0 et
a = r = 1, on peut facilement expliciter ces “classes de Fock”. Supposons donc
dore´navant b = 0 et a = r = 1 ; alors ν = (q) = 1× q.
L’espace tangent anti-holomorphe au point 0 de l’espace syme´triqueD s’iden-
tifie, comme U(p)× U(q)-module, a` E∗ ⊗ F . Notons ξi,j la forme line´aire
ξi,j := ei ⊗ f
∗
j : p
− ∼= E∗ ⊗ F → C
duale au vecteur e∗i ⊗ fj. (Nous noterons ξi,j la forme line´aire e
∗
i ⊗ fj .)
Les formes ξij et ξij de´finissent des formes diffe´rentielles holomorphes et anti-
holomorphes sur D. Remarquons que l’espace E(q) est isomorphe au produit
syme´trique Symq(E) ; on a donc V ((q)) = Symq(E∗) ⊗
∧q F . Un tableau de
Young T de diagramme (q) comme ci-dessus correspond au choix de q entiers
1 ≤ i1 ≤ . . . ≤ iq ≤ p ; les e´le´ments
ξT =
∑
σ∈Sq
sgn(σ) · ξi1,σ(1) ∧ . . . ∧ ξiq ,σ(q)
forment donc une base duale de V ((q)). Notons enfin ξT l’analogue holomorphe
de la forme ξT .
La classe de Fock (3.5) s’e´crit alors dans ce cas
ψ(q) =
∑
T
∆T ξT ,
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ou` T parcourt l’ensemble des tableaux de Young de diagramme (q) ; soit
ψ(q) =
∑
1≤i1≤...≤iq≤p
Xi1,1 · · ·Xiq,1
∑
σ∈Sq
sgn(σ) · ξi1,σ(1) ∧ . . . ∧ ξiq,σ(q)

=
1
q!
∑
σ,τ∈Sq
sgn(στ−1) ·
∑
1≤i1≤...≤iq≤p
Xiτ(1),1 · · ·Xiτ(q),1ξiτ(1),στ−1(τ(1)) ∧ . . . ∧ ξiτ(q) ,στ−1(τ(q))
=
1
q!
∑
1≤i1,...,iq≤p
Xi1,1 · · ·Xiq ,1 ·
∑
σ∈Sq
sgn(σ) · ξi1,σ(1) ∧ . . . ∧ ξiq ,σ(q)

=
∑
1≤i1,...,iq≤p
Xi1,1 · · ·Xiq,1ξi1,1 ∧ . . . ∧ ξiq ,q.
Proposition 3.2 Lorsque b = 0 et a = r = 1, la classe de Fock (3.5) s’e´crit
explicitement
ψ(q) =
∑
1≤i1,...,iq≤p
Xi1,1 · · ·Xiq,1ξi1,1 ∧ . . . ∧ ξiq,q.
Au prix de formules peu maniables, on pourrait ge´ne´raliser cette construction
pour b = 0 et a = r quelconque et obtenir une expression explicite des formes
de Fock ψ(q
r). On pre´fe`re former le cup-produit des formes ψ(q), a` l’aide des
groupes en balance
U(r) U(p, q)× . . .× U(p, q)
| × |
U(1)× . . .× U(1) U(p, q)
(3.6)
(la deuxie`me inclusion verticale est diagonale).
Le diagramme de groupes en balance (3.6) correspond a` la de´composition de
l’espace de Fock
P(Mp×r ⊕Mq×r) ∼= P(Mp×1 ⊕Mq×1)⊗ . . .⊗ P(Mp×1 ⊕Mq×1)︸ ︷︷ ︸
r fois
.
On peut alors prendre pour forme de Fock
ψ(0,rq) := ψ1 ∧ . . . ∧ ψr,
ou`
ψk =
∑
1≤i1,...,iq≤p
Xi1,k · · ·Xiq,kξi1,1 ∧ . . . ∧ ξiq,q.
The´ore`me 3.3 La famille de formes de Fock non nulles
ψ(0,rq) ∈ [F∞ ⊗ Ω0,rq(D)]U(p,q) ∼= [F∞ ⊗
∧
0,rqp∗]U(p)×U(q)
(0 ≤ r ≤ p) ve´rifie
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1. dψ(0,rq) = 0, i.e. pour tout (X,Y ) ∈ Mp×r ⊕Mq×r, ψ
(0,rq)(X,Y ) est une
rq-forme anti-holomorphe ferme´e sur D qui est G(X,Y )-invariante ;
2. les formes de Fock sont compatibles avec le cup-produit
ψ(0,r1q) ∧ ψ(0,r2q) = ψ(0,(r1+r2)q),
avec ψ(0,rq) = 0 si r > p ;
3. la classe
[ψ(0,rq)] ∈ Hrq(g,K;F∞)
est non nulle, fortement primitive et U(p)× U(q)-isotypique.
De´monstration. Cela de´coule des re´sultats ci-dessus et de [2, The´ore`me 5.8] pour
le point 3.
Remarquons que contrairement aux formes de Fock ψ(q
r) les formes ψ(0,rq)
ne sont pas U(p) × U(q)-isotypiques ; la forme ψ(q
r) co¨ıncide d’ailleurs avec
la partie V ((qr))-isotypique de ψ(0,rq). La classe de cohomologie [ψ(0,rq)] reste
isotypique.
Enfin, on aurait pu conside´rer la polarisation de Fock correspondant au sous-
espace anti-holomorphe. On obtient alors l’analogue holomorphe de nos classes
de Fock en remplac¸ant les polynoˆmes par leurs conjugue´s complexes et les ξij
par leurs analogues holomorphe. Notons ces formes ψ(rq,0).
3.2 Classes de Fock dans les groupes unitaires et orthogo-
naux
Conside´rons plus ge´ne´ralement la paire re´ductive duale (U(r, s), U(p, q)).
Supposons r = s + k ≥ s. On pre´fe`re re´aliser le groupe U(r, s) comme groupe
unitaire G′ de l’espace hermitien V ′ = Cr+s muni de la forme hermitienne (·, ·)′
de matrice  0 0 −i1s0 1k 0
i1s 0 0
 .
Il lui correspond naturellement la polarisation Cr+s = (Cs ⊕ Rk) ⊕ (iRk ⊕ Cr)
associe´e a` la structure complexe
J =
 0 0 −1s0 i1k 0
1s 0 0
 .
Nous conservons par ailleurs les notations des sections pre´ce´dentes.
L’espace W = V ⊗C V
′ est naturellement muni de la forme symplectique
B = −2Im
(
(, )⊗ (, )′′
)
et le couple (U(p, q), U(r, s)) forme une paire re´ductive
duale dans Sp(W ). Nous allons conside´rer le mode`le de Fock F associe´ a` la
structure complexe de´finie positive
J0 = J ⊗ Ip,q.
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Dans ce mode`le de Fock, l’espace des vecteurs ˜U((r + s)n)-finis s’identifie
avec l’anneau des polynoˆmes (J-complexes) sur le complexifie´ de l’espace vec-
toriel re´el Mp×s(C)⊕Mq×s(C)⊕Mp×k(R)⊕Mp×k(R) que nous identifions, via
l’application
X ⊕ Y ⊕ Z ⊕ T 7→ (X ⊕ Y, Z ⊕ T,X ⊕ Y )
a` l’espace vectoriel complexe (Mp×s⊕Mq×s)×(Mp×k⊕Mp×k)×(Mp×s⊕Mq×s).
Via ces identifications, l’espace des polynoˆmes J-complexes s’obtient comme
produit tensoriel
P [Mp×s ⊕Mq×s]⊗ P [Mp×k ⊕Mq×k]⊗ P [Mp×s ⊕Mq×s]
des espaces 1) de polynoˆmes holomorphes sur Mp×s ⊕Mq×s, 2) de polynoˆmes
holomorphes surMp×k⊕Mq×k et 3) de polynoˆmes anti-holomorphes surMp×s⊕
Mq×s. Cette de´composition correspond au diagramme de groupes en balance
suivant :
U(r, s) U(p, q)× U(p, q)× U(p, q)
| × |
U(s)× U(k)× U(s) U(p, q)
(3.7)
(la deuxie`me inclusion verticale est diagonale). La diagonale ascendante de ce
diagramme correspond au produit tensoriel des representations de Weil associe´es
aux paires (U(s), U(p, q)) , (U(r), U(p, q)) et (U(s), U(p, q)) la dernie`re e´tant
la conjugue´e complexe de la premie`re. D’apre`s la construction du §2.1, il leur
correspond a` chacune une classe de Fock ; ces classes de Fock sont respectivement
anti-holomorphe, anti-holomorphe et holomorphe. Le diagramme (3.7) permet
de conside´rer leur cup-produit note´ ψ(sq,rq).
En inversant les roˆles de r et s et en conjuguant les formes (anti-)holomorphes,
on donne plus ge´ne´ralement un sens a` ψ(rq,sq) pour r et s quelconques. On ob-
tient ainsi le the´ore`me suivant.
The´ore`me 3.4 La classe de Fock
ψ(sq,rq) = ψ1 ∧ . . . ∧ ψr ∧ ψ1 ∧ . . . ∧ ψs ∈ [F
∞ ⊗ Ωsq,rq(D)]U(p,q),
(0 ≤ r, s ≤ p) ve´rifie
1. dψ(sq,rq) = 0 ;
2. les formes de Fock sont compatibles avec le cup-produit
ψ(s1q,r1q) ∧ ψ(s2q,r2q) = ψ((s1+s2)q,(r1+r2)q),
avec ψ(sq,rq) = 0 si s ou r > p ;
3. la partie fortement primitive de la classe
[ψ(sq,rq)] ∈ H(r+s)q(g,K;F∞)
est non nulle pour r + s ≤ p.
De´monstration. Cela de´coule imme´diatement du the´ore`me 3.3 et de [2, The´ore`me
5.8] pour le dernier point.
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Supposons r + s ≤ p. La classe de Fock ψ(rq,sq) de´finit un e´le´ment de
HomU(p)×U(q)(
∧
(rq,sq)p,F∞);
son image n’est pas irre´ductible ; la classe de cohomologie [ψ(rq,sq)] n’est meˆme
pas isotypique. Remarquons ne´anmoins que cette dernie`re posse`de une unique
composante isotypique fortement primitive. Le vecteur v(r × q) ⊗ w(s × q)∗ ∈∧(rq,sq)
p de´fini par
v(r × q) =
r∧
i=1
q∧
j=1
ei ⊗ f
∗
j ∈
∧
rq(E ⊗ F ∗) =
∧
rqp+
et
w(s × q)∗ =
s∧
i=1
q∧
j=1
e∗p−i+1 ⊗ fq−j+1 ∈
∧
sq(E∗ ⊗ F ) =
∧
sqp−,
engendre en effet, sous l’action de U(p) × U(q), un sous-module irre´ductible
de
∧(rq,sq)
p. Notons V ((qr), (qp−s)) ce module ; c’est le plus bas K-type d’une
repre´sentation cohomologique de U(p, q) de degre´ fortement primitif (r+ s)q, le
seul qui intervient dans la de´composition en irre´ductibles du produit tensoriel
V ((qr))⊗ V ((qs)) (resp. V ((q1))⊗ . . .⊗ V ((q1))︸ ︷︷ ︸
r fois
⊗V ((q1))⊗ . . .⊗ V ((q1))︸ ︷︷ ︸
s fois
).
Il intervient dans celui-ci avec multiplicite´ un. Notons ψ
(rq,sq)
+ la composante de
ψ(rq,rq) relative a` ce K-type. Il serait possible de de´crire explicitement ψ
(rq,sq)
+
mais au prix de formules peu maniables.
Remarque. La forme ψ
(rq,rq)
+ est conside´re´e par Tong et Wang dans [19] ; elle
n’y est pas de´crite explicitement. Une autre fac¸on de construire cette forme, plus
dans la manie`re de Tong et Wang, est de conside´rer le diagramme de groupes
en balance suivant :
U(r, r) × U(r, r) U(p, q)
| × |
U(r, r) U(p)× U(q)
(3.8)
(la premie`re inclusion verticale est diagonale). Les correspondances (U(r, r), U(p))
et (U(r, r), U(q)) sont bien comprises, cf. the´ore`me 2.2, le U(p)× U(q)-module
V ((qr), (qp−r)) se de´compose en le produit tensoriel du U(p)-module Sq (
∧r E)⊗
Sq (
∧r
E∗) par le U(q)-module trivial. Chacun de ces modules est en correspon-
dance avec un U(r, r)-module holomorphe de plus haut poids. Le diagramme de
groupes en balance (3.8) implique alors que le produit tensoriel de ces deux mo-
dules holomorphes de plus haut poids contient un sous-module irre´ductible en
correspondance avec un U(p, q)-module qui contient le K-type V ((qr), (qp−r)).
En e´tudiant cette correspondance Tong et Wang construisent e´galement (et tou-
jours de manie`re non explicite) dans [19] la forme ψ
(rq,rq)
+ .
On passe des groupes unitaires aux groupes orthogonaux en conside´rant le
diagramme de groupes en balance suivant :
Sp(2r) U(p, q)
| × |
U(r) O(p, q).
(3.9)
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Dans le mode`le de Fock P [Mp×r(R) ⊕ Mq×r(R)] de la repre´sentation de
l’oscillateur, on obtient imme´diatement le the´ore`me suivant ou` cette fois D =
SO(p, q)/(SO(p) × SO(q)) de´signe l’espace syme´trique (non connexe 6= D+ !)
associe´ au groupe orthogonal O(p, q) et F le mode`le de Fock ci-dessus vu comme
repre´sentation de S˜p(2r) · O(p, q).
The´ore`me 3.5 La classe de Fock
ψ(rq) = ψ1 ∧ . . . ∧ ψr ∈ [F
∞ ⊗ Ωrq(D)]O(p,q),
(0 ≤ r ≤ p) et ve´rifie
1. dψ(rq) = 0 ;
2. les formes de Fock sont compatibles avec le cup-produit
ψ(r1q) ∧ ψ(r2q) = ψ((r1+r2)q),
avec ψ(rq) = 0 si r > p ;
3. la partie fortement primitive de la classe
[ψ(rq)] ∈ Hrq(g,K;F∞)
est non nulle pour r ≤ p/2.
De´monstration. Cela de´coule imme´diatement du the´ore`me 3.3 et de [2, The´ore`me?].
3.3 Classes de Kudla et Millson
Dans [12], Kudla et Millson construisent des classes de Schwartz assoce´es aux
paires re´ductives duales (U(r, r), U(p, q)) et (Sp(2r), O(p, q)). Montrons que les
classes construites ci-dessus s’identifient aux classes de Kudla et Millson dans un
mode`le de Schro¨dinger approprie´. Commenc¸ons par le cas des groupes unitaires.
En conservant les notations de la section pre´ce´dente, on a cette fois r = s
et l’on re´alise le groupe U(r, r) comme groupe unitaire G′ de l’espace hermitien
V ′ = C2r muni de la forme hermitienne (·, ·)′ de matrice(
−i1r
i1r
)
.
Il lui correspond naturellement la polarisation C2r = Cr ⊕ Cr associe´e a` la
structure complexe
J =
(
−1r
1r
)
.
Remarquons que le sous-groupe compact maximal de U(r, r), isomorphe a`
U(r)×U(r), est le sous-groupe qui centralise J . Il lui correspond une de´composition
de l’espace V ′ = C2r en somme directe de deux sous-espaces complexes de di-
mension r sur lesquels J induit respectivement la structure complexe usuelle
“multiplication pat i” et l’oppose´e de celle-ci.
L’espaceW = V ⊗CV
′ est naturellement muni de la forme symplectique B =
−2Im
(
(, )⊗ (, )′′
)
et le couple (U(p, q), U(r, r)) forme une paire re´ductive duale
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dans Sp(W ). Nous allons conside´rer le mode`le de Schro¨dinger correspondant a`
la polarisation
(Mp×r ⊕Mq×r)⊕ (Mp×r ⊕Mq×r)
deW , associe´ a` la structure complexe de´finie positive J0 = J⊗Ip,q. Remarquons
que l’espace Mp×r ⊕Mq×r s’identifie naturellement a` l’espace V
r.
Transposons les re´sultats de la section pre´ce´dente dans le mode`le de Schro¨din-
ger associe´. Le sous-espace S[Mp×r ⊕Mq×r] ∼= S(V
r) de la repre´sentation de
l’oscillateur dans ce mode`le de Schro¨dinger est e´gale a`
ϕ0+R[Mp×r ⊕Mq×r],
ou` ϕ0+ est la fonction de Schwartz gaussienne de Mp×r ⊕Mq×r dans R donne´e
par
ϕ0+(X,Y ) = exp
−π r∑
j=1
(
p∑
i=1
|Xij |
2 +
q∑
i=1
|Yij |
2
)
et R[Mp×r ⊕Mq×r] de´signe l’espace des polynoˆmes sur l’espace vectoriel re´el
Mp×r ⊕Mq×r. Alors, si P (ReX, ImX,ReY, ImY ) est un polynoˆme sur l’espace
vectoriel re´elMp×r⊕Mq×r, il existe un polynoˆme complexe sur (Mp×r⊕Mq×r)×
(Mp×r ⊕Mq×r), toujours note´ P , tel que
P (X,Y,X, Y ) = P (ReX, ImX,ReY, ImY ).
Remarquons maintenant que
ψ(rq,rq) = ψ1,1 ∧ . . . ∧ ψr,r
ou`
ψk,k =
∑
1 ≤ i1, . . . , iq ≤ p
1 ≤ j1, . . . , jq ≤ p
(X1)i1,k . . . (X1)iq ,k·(X2)j1,k . . . (X2)jq,k·(ξi1,1∧ξj1,1)∧. . .∧(ξiq ,q∧ξjq ,q).
Notons Di (i = 1, 2) l’ope´rateur
Dik,j =
p∑
l=1
[
Ξil,j ⊗ (Xi)l,k
]
,
ou` Ξil,j de´signe l’ope´rateur de multiplication par ξl,j , si i = 1, et par ξl,j , si
i = 2 ; de telle sorte que
ψk,k =
r∏
k=1
q∏
j=1
D1k,jD
2
k,j · 1.
On passe alors du mode`le de Fock au mode`le de Schro¨dinger en remarquant
qu’a` l’ope´rateur de multiplication par (X1)i,j (resp. (X2)i,j), dans le mode`le
de Fock, il correspond, dans le mode`le de Schro¨dinger (des polynoˆmes re´els en
Mp×r ⊕Mq×r), l’ope´rateur
∂
∂Xi,j
− 2πXi,j
(
resp. (
∂
∂Xi,j
− 2πXi,j
)
.
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On applique alors les calculs de Kudla et Millson. Remarquons que les coor-
donne´es Xi,j sont les coordonne´es complexes de
M(p+q)×r ∼= V
r.
Plus pre´cisemment, si {v1, . . . vm} est une base hermitienne de V telle que
(vα, vα) = 1, 1 ≤ α ≤ p et (vβ , vβ) = −1, p+ 1 ≤ β ≤ n+ q,
pour i = 1, . . . , p (resp. j = 1, . . . , q) et k = 1, . . . , r, Xi,k (resp. Yj,k) est la
i-e`me (resp. p + j-e`me) coordonne´e complexe dans le k-e`me facteur V de V r,
relativement a` la base (vα). La gaussienne ϕ
0
+ sur V
r co¨ıncide avec celle de
Kudla et Millson.
Il correspond aux ope´rateurs D1k,j , les ope´rateurs
▽k,j =
1
2
p∑
l=1
[
Ξl,j ⊗
(
Xl,k −
∂
∂Xl,k
)]
et aux ope´rateurs D2k,j les ope´rateurs conjugue´s ▽k,j . Il correspond donc a` la
classe de Fock ψ(rq,rq) la classe de Schwartz
ϕ(rq,rq) =
r∏
k=1
q∏
j=1
▽k,j▽k,j · ϕ0.
Cette forme est construite et e´tudie´e par Kudla et Millson dans [12]. Ils montrent
en particulier la proposition suivante.
Proposition 3.6 La forme de Schwartz
ϕ(rq,rq) =
r∏
k=1
q∏
j=1
▽k,j▽k,j · ϕ0
= ϕ1 ∧ . . . ∧ ϕr
ou`
ϕk =
q∏
j=1
▽k,j▽k,j · ϕ0,k
et
ϕ0,k(X,Y ) = exp
−π
 p∑
i=1
|Xi,k|
2 +
q∑
j=1
|Yj,k|
2
 .
Et on a
ϕk =
∑q
λ=0 C(q, λ)A[ω(k, 1) ∧ ω(k, 1) ∧ . . . ∧ ω(k, q − λ) ∧ ω(k, q − λ)
∧Ω(q − λ+ 1, q − λ+ 1) ∧ . . . ∧ Ω(q, q)] · ϕ0,k,
ou` C(q, λ) =
(
−1
2pi
)λ (q!)2
λ!((q−λ)!)2 ,
ω(k, j) =
p∑
l=1
Xl,kξl,j ,
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ω(k, j) =
p∑
l=1
Xl,kξl,j ,
Ω(j, j) =
p∑
l=1
ξl,j ∧ ξl,j ,
et
A[ω(k, 1) ∧ . . . ∧Ω(q, q)]
= 1(q!)2
∑
σ,σ∈Sq
sgn(σ · σ)ω(r, σ(1)) ∧ ω(r, σ(1)) ∧ . . . ∧ Ω(σ(q), σ(q)).
Rappelons que le groupe G′ = U(r, r) agit sur l’espace de Schwartz S(V r)
de V r via la repre´sentation de Weil ω associe´e au caracte`re additif x 7→ e(x) =
exp(2iπx) de R. Soit K ′ ⊂ G′ le sous-groupe compact maximal de G′. Le groupe
K ′ = U(r) × U(r) admet un caracte`re det+ ⊗ det−.
The´ore`me 3.7 (Kudla-Millson) L’e´le´ment ϕ(rq,rq) de´finit une classe de Schwartz
ϕ(rq,rq) ∈ [S(V r)⊗ Ωrq,rq(D)]
U(p,q) ∼=
[
S(V r)⊗
∧
rq,rq(p∗)
]U(p)×U(q)
telle que
1. dϕ(rq,rq) = 0, i.e., pour tout x ∈ V r, ϕ(rq,rq)(x) de´finit une (rq, rq)-forme
ferme´e sur D qui est U(p, q)x-invariante ;
2. sous l’action de K ′ = U(r) × U(r) sur S(V r) via la repre´sentation de
Weil, ϕ(rq,rq) se transforme selon detm+ ⊗ det
m
− ;
3. ϕ(rq,rq)(0) = c(r)Ωr, pour une certaine constante c(r).
La forme ϕ(rq,rq) de´finit donc une classe de (g,K)-cohomologie dans la
repre´sentation S(V r). Il de´coule du the´ore`me 3.4 que sa composante fortement
primitive dans H2rq(g,K;S(V r)) est non nulle si et seulement si r ≤ p/2. La
composante K-isotypique de plus haut poids correspond donc a` la forme de
Tong et Wang mentionne´e dans la section pre´ce´dente.
Remarquons que dans le mode`le mixte correspondant au diagramme de
groupes en balance
U(r, s) U(p, q)× U(p, q)
| × |
U(s, s)× U(k) U(p, q),
(3.10)
il correspond aux formes ψ(sq,rq) les formes de “Fock/Schwartz”
ϕ(sq,rq) = ϕ1 ∧ . . . ∧ ϕs ∧ ψs+1 ∧ . . . ∧ ψr
∈ [S (V s,P [Mp×k ⊕Mq×k])⊗ Ω
sq,rq(Xp,q)]
G
∼= [S (V s,P [Mp×k ⊕Mq×k])⊗
∧
sq,rq(p∗)]
K
(3.11)
ou` l’on identifie S (V s,P [Mp×k ⊕Mq×k]) a` l’espace
ϕ̂0 · P [Mp×r ⊕Mq×r] ,
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ou`
ϕ̂0(X,Y ) = exp
−π s∑
j=1
(
p∑
i=1
|Xij |
2 +
q∑
i=1
|Yij |
2
)
et Mp×k ⊕Mq×k est plonge´ dans Mp×r ⊕Mq×r via les k dernie`res lignes. C’est
le mode`le que nous pre´fe`rerons.
Le cas des groupes orthogonaux se traite de la meˆme manie`re. En passant
du mode`le de Fock au mode`le de Schro¨dinger on re´obtient les formes de Kudla
et Millson.
Proposition 3.8 La forme de Schwartz correspondante a` ψ(rq) est
ϕ(rq) = ϕ1 ∧ . . . ∧ ϕr
ou`
ϕk =
∑[q/2]
λ=0 C(q, λ)A[ω(k, 1) ∧ ∧ . . . ∧ ω(k, q − 2λ)
∧Ω(q − 2λ+ 1, q − λ+ 2) ∧ . . . ∧ Ω(q − 1, q)] · ϕ0,k,
avec
ϕ0,k(X,Y ) = exp
−π
 p∑
i=1
|Xi,k|
2 +
q∑
j=1
|Yj,k|
2
 ,
C(q, λ) =
(
−1
4π
)λ
q!
2λλ!(q − 2λ)!
,
Ω(j − 1, j) =
p∑
l=1
ξl,j−1 ∧ ξl,j
et
A[ω(k, 1) ∧ . . . ∧ Ω(q − 1, q)]
= 1q!
∑
σ∈Sq
sgn(σ)ω(k, σ(1)) ∧ . . . ∧ ω(k, σ(q − 2λ))
∧Ω(σ(q − 2λ+ 1, σ(q − 2λ+ 2)) ∧ . . . ∧Ω(σ(q − 1), σ(q)).
Le groupe G′ = Sp(2r) agit sur l’espace de Schwartz S(V r) de V r via la
repre´sentation de Weil ω associe´e au caracte`re additif x 7→ e(x) = exp(2iπx)
de R. Soit K ′ ⊂ G′ le sous-groupe compact maximal de G′. La pre´image du
caracte`re det du groupe K ′ = U(r) admet une racine carre´e (det)1/2 sur le
reveˆtement me´taplectique U˜(r). Dans le the´ore`me suivantD = SO(p, q)/SO(p)×
SO(q).
The´ore`me 3.9 (Kudla-Millson) L’e´le´ment ϕ(rq) de´finit une classe de Schwartz
ϕ(rq) ∈ [S(V r)⊗ Ωrq(D)]
O(p,q) ∼=
[
S(V r)⊗
∧
rq(p∗)
]O(p)×O(q)
telle que
1. dϕrq) = 0, i.e., pour tout x ∈ V r, ϕrq(x) de´finit une rq-forme ferme´e sur
D qui est O(p, q)x-invariante ;
2. sous l’action de K ′ = U(r) sur S(V r) via la repre´sentation de Weil, ϕrq
se transforme selon detm/2 ;
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3. ϕrq(0) = 0 si q est impair et
ϕrq(0) = c(r)
∑
σ∈Sq
sgn(σ)Ωσ(1),σ(2) ∧ . . . ∧ Ωσ(q−1),σ(q),
pour une certaine constante c(r), si q est pair.
La forme ϕrq de´finit donc une classe de (g,K)-cohomologie dans la repre´sentation
S(V r) ; la` encore, sa composante fortement primitive dans Hrq(g,K;S(V r)) est
non nulle si et seulement si r ≤ p/2.
Les formes ferme´es ϕ(rq,sq), que ce soit dans le cas des groupes unitaires ou
orthogonaux, ve´rifient donc le point 3. du the´ore`me 1.1 ; elles ve´rifient le point 1.
par construction. Pour conclure remarquons que si U ⊂ V est un sous-espace de
dimension l ≤ p tel que la restriction de (.) a` U soit totalement de´finie positive
et GU ⊂ G comme dans l’introduction mais maintenant sur R, le lemme suivant
de´coule de la conside´ration du diagramme de groupe en balance :
G′ ×G′ G
| × |
G′ GU ×GU⊥
(la premie`re inclusion verticale est diagonale). Ici si G = U(p, q) (resp. O(p, q)),
GU = U(p− l, q) (resp. O(p− l, q)) et GU⊥ = U(l) (resp. O(l)) et G
′ = U(r, s)
(resp. Sp(2r)).
Lemme 3.10 Soit ϕ0+ la gaussienne associe´e a` la paire duale (G
′, GU ), comme
au-dessus. Alors l’application de restriction res : Ω∗(D) → Ω∗(DU ), sur les
formes diffe´rentielles, envoie ϕ(rq,sq) sur
ϕ0+ ⊗ ϕ
(rq,sq)
U⊥
,
ou` ϕ
(rq,sq)
U⊥
est la forme construite ci-dessus pour U⊥ et GU .
Le lemme 3.10 pre´cise le point 2. du the´ore`me 1.1 et en conclut la de´monstration.
4 Cup-produits de se´ries theˆta
Revenons maintenant a` la situation globale de l’introduction. Rappelons que
V ′K est un espace vectoriel de dimension fini sur K, (, )
′ une forme symplectique
(resp. anti-hermitienne) non de´ge´ne´re´e sur V ′K et G
′ le groupe re´ductif sur Q
obtenu, par restriction des scalaires de K (resp. K0) a` Q, a` partir du groupe des
isome´tries de (.)′ et que l’on suppose que G
′(1) ∼= Sp(2r) (resp. G
′(1) ∼= U(r, s))
et V ′K est d’indice de Witt maximal (e´gal a` |r − s|) sous cette condition. E´tant
donne´ que r et s seront amene´s a` varier, nous noterons G′(r,s) le groupe ci-dessus.
Soient (ri, si), i = 1, 2, deux couples d’entiers naturels. L’homomorphisme
ı0 usuel Sp(2r1) × Sp(2r2) → Sp(2(r1 + r2)) (resp. U(r1, s1) × U(r2, s2) →
U(r1 + r2, s1 + s2)) se rele`ve en un homomorphisme
G˜′(r1,s1)(A)× G˜
′
(r2,s2)
(A)
ı˜0→ G˜′(r1+r2,s1+s2)(A)
↓ ↓
G′(r1,s1)(A)×G
′
(r2,s2)
(A)
ı˜0→ G′(r1+r2,s1+s2)(A).
(4.1)
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Fixons un caracte`re non trivial de AK0/K0 et notons S(Xi(A)), i = 1, 2,
l’espace des vecteurs lisses d’une re´alisation (dans un mode`le de Schro¨dinger)
de la repre´sentation de Weil de G˜′(ri,si)(A) ·G(A). Rappelons que l’on a associe´
a` une fonction ϕi ∈ S(Xi(Af )) la forme diffe´rentielle ferme´e θ(g′i, ϕi) (g
′
i ∈
G˜′(ri,si)(R)). Posons ϕ = ϕ1⊗ϕ2 ∈ S((X1⊕X2)(Af )). Il de´coule alors du point
1. du the´ore`me 1.1 que, pour g′i ∈ G˜
′
(ri,si)
(R), i = 1, 2, on a
θ(˜ı0(g
′
1, g
′
2), ϕ) = θ(g
′
1, ϕ1) ∧ θ(g
′
2, ϕ2). (4.2)
Le but de cette section est la de´monstration des the´ore`mes 1.2 et 1.3. Nous
allons en fait montrer que si
Sh(G) := lim
←K
Sh(G)K = G(Q)\(D ×G(Af ))
et r = p et s = 0 (resp. s = p) la classe (de degre´ maximal)
[θ(g′, ϕ)] ∈ H(r+s)q(Sh(G)) = lim
←K
H(r+s)q(Sh(G)K)
est non nulle.
Quitte a` reprendre des cup-produits a` l’aide de (4.2) et a` translater par un
e´le´ment de G(Af ) pour intervenir dans la cohomologie de Sh0(G), le the´ore`me
1.2. Le the´ore`me s’en de´duit pareillement en utilisant le point 2. du the´ore`me
1.1.
Dans la suite nous supposerons donc G′ = G′(r,s) avec r = p et s = 0 (resp.
s = p). Les formes que nous conside´rons sont alors celles conside´re´es par Kudla
et Millson. La notation [θ(g′, ϕ)] de´signe dore´navant une classe dansH∗(Sh(G)).
4.1 Quelques re´sultats de Kudla et Millson
Lemme de Thom. Soit r un entier naturel ≤ p. Notons ϕ(r) la forme de
Kudla-Millson ϕ(rq,rq) dans le cas unitaire G(1) = U(p, q) et ϕ(rq) dans le cas
orthogonal G(1) = O(p, q). Dans ce paragraphe les facteurs compacts de G ne
jouent aucun roˆle, on note
G = G(1) × U
et
V = V (1) ⊕ Z,
ou` U est compact et (, )|Z est de´finie positive. Soit ϕ ∈ S(Z
r) la fonction
ϕ′(z1, . . . , zr) = e
−pi
Pr
i=1(zi,zi).
La multiplication par ϕ′ identifie H∗(g,K; S((V (1))r)) et H∗(g,K; S(V r)). On
peut donc supposer µ = 1 et travailler directement avec ϕ(r) ∈ H∗(g,K; S(V r)).
Remarquons que ϕ(r) est multiplie´e, sous l’action de U˜(r) ⊂ S˜p(2r) (resp. U(r)×
U(r) ⊂ U(r, r)), par le caracte`re (det)(p+q)/2 (resp. detp+q+ ⊗ det
−p−q
− ).
Soit V+, (, )+ un espace orthogonal (resp. hermitien) positif de dimension
n = p+ q sur R (resp. C) et soit ϕ0+ ∈ S(V
r
+) la gaussienne
ϕ0+(x) = exp
(
−π
n∑
i=1
|xi|
2
)
.
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Sous l’action de la repre´sentation de Weil ω+ de S˜p(2r) (resp. U(r, r)) associe´e
a` V+, l’action d’un e´le´ment k
′ du compact maximal K ′ est alors donne´e par :
ω+(k
′)ϕ0+ = det(k
′)(p+q)/2ϕ0+
(
resp. = det(k′+)
p+q ⊗ det(k′−)
−p−qϕ0−
)
. (4.3)
De plus, si x ∈ V r+ avec (x, x)/2 = β matrice symme´trique (resp. hermitienne)
de taille r × r, alors pour g′ ∈ S˜p(2r) (resp. U(r, r)), la fonction (de Whittaker
ge´ne´ralise´e)
Wβ(g
′) = ω+(g
′)ϕ0+(x) (4.4)
est explicitement calcule´e dans [13, §6.6]. Posons τ = u + iv = g′(i · 1r) ; c’est
un e´le´ment de l’espace de Siegel de genre r (resp. de l’espace syme´trique associe´
a` U(r, r)). Quitte a` multiplier g′ par un certain k′ a` droite, on peut supposer
g′ = n′(b)m′(a) (de´composition d’Iwasawa) avec a ∈ GL(r), et det(a) > 0 dans
le cas orthogonal, on obtient alors :
Wβ(g
′) = | det a|(p+q)/2 · exp (trβτ) . (4.5)
L’important pour la suite est que cette fonction ne de´pend que de β et g′.
On de´finit maintenant la classe d’Euler (resp. q-ie`me classe de Chern) cq sur
D+ par la formule
cq =
{
0 si q est impair
1
l!
∑
σ∈Sq
sgn(σ)Ω(σ(1), σ(2)) ∧ . . . ∧ Ω(σ(2l − 1), σ(2l)) si q = 2lresp. cq = 1
q!
∑
σ,σ∈Sq
sgn(σ · σ)Ω(σ(1), σ(1)) ∧ . . . ∧ Ω(σ(q), σ(q))
 .
Le the´ore`me suivant est un cas particulier de [13, Theorem 4.1] (cf. e´galement
[14, §9]).
E´tant donne´ un e´le´ment x ∈ V r, notons U = U(x) le sous-espace engendre´
par les diffe´rentes composantes de x, GU = Gx ⊂ G son stabilisateur dans G et
D+U ⊂ D
+ le sous-espace syme´trique correspondant. Remarquons que pour tout
g′ ∈ G′, ω(g′)ϕ(r)(x) est une (rq, rq)-forme (resp. rq-forme) diffe´rentielle ferme´e
et GU -invariante sur D.
The´ore`me 4.1 Soit ΓU ⊂ G
ad,+
U un sous-groupe discret cocompact. Alors, pour
toute ((p − r)q, (p − r)q)-forme (resp. (p − r)q-forme) η ferme´e et borne´e sur
ΓU\D
+, on a∫
ΓU\D+
(ω(g′)ϕ(r))(x) ∧ η = ε(x)Wβ(g
′)
∫
ΓU\D
+
U
cr−tq ∧ η,
ou` ε(x) = ±1 est un signe, toujours e´gal a` 1 dans le cas unitaire ou lorsque q
est pair et en ge´ne´ral, de´termine´ par x, lorsque dimU = r, ε(x) = ±1 selon que
x forme une base oriente´e ou non de U , β = 12 (x, x), Wβ(g
′) = ω(g′)ϕ0(x), cq
est la forme d’Euler (resp. de Chern) et t = rang(β) = dimU .
29
Cycles spe´ciaux. Revenons a` la situation globale. Soient β ∈Mr(K) une ma-
trice symme´trique (resp. hermitienne) que nous supposerons dore´navant totale-
ment de´finie positive et ϕ ∈ S(V (Af )r) une fonction de Schwartz. La fonction
ϕ est K-invariante pour un certain sous-groupe compact-ouvert K ⊂ G(Af ).
Dans le cas orthogonal, ni le groupe G(R) ni son groupe adjoint Gad(R) ne sont
connexes. Notons Gad(R)+ la composante connexe de l’identite´ dans Gad(R) et
G(R)+ sa pre´image dans G(R). On e´crit G(Af ) = ∪jG(Q)+gjK, ou` la re´union
(finie) est une union disjointe et G(Q)+ = G(Q) ∩G(R)+. Alors,
Sh(G)K := G(Q)\(D ×G(Af ))/K ∼= ∪jΓj\D
+,
ou` la re´union est disjointe et Γj est l’image dans G
ad(R)+ du sous-groupe Γ′j =
gjKg
−1
j ∩G(Q)+ de G(Q)+.
Soit UK ⊂ VK un sous-espace rationnel de dimension r et tel que la restric-
tion de (, ) a` UK soit totalement de´finie positive. Remarquons alors que r ≤ p.
Notons U ⊂ V (resp. U⊥ ⊂ V ) l’espace des points re´els du Q-espace vectoriel
obtenu, a` partir de UK (resp. VK), par restriction des scalaires. Et H le groupe
isomorphe au groupe des points re´els du groupe re´ductif sur Q obtenu, par res-
triction des scalaires de K a` Q (resp. K0 a` Q), a` partir du groupe des isome´tries
de la forme (, )|U⊥
K
sur U⊥K , de telle manie`re qu’on ait un morphisme natu-
rel H → G. Rappelons que l’espace syme´trique D s’identifie au sous-ensemble
ouvert de la grassmannienne Grq(V ) constitue´ de ceux des q-plans Z dans V
qui sont tels que (, )|Z est de´finie ne´gative. On de´finit alors un sous-ensemble
DU = DH ⊂ D par
DU = {Z ∈ D : Z ⊂ U
⊥}.
Le groupe H est isomorphe au stabilisateur GU de U dans G.
On associe a` U un cycle connexe de la manie`re suivante. Posons d’abord
Γ′j,U = H(Q)+ ∩ gjKg
−1
j = H(Q) ∩ Γ
′
j .
Le groupe Γ′j,U est e´gal au stabilisateur de U dans Γ
′
j ; notons Γj,U son image
dans Had(R)+. On a alors une application naturelle
Γj,U\DU → Γj\D.
L’image de cette application est un cycle connexe dans G(Q)\(D ×G(Af ))/K
que nous notons c(U, gj,K).
On associe a` β et ϕ la combinaison line´aire suivante de cycles connexes :
Z(β, ϕ,K) :=
∑
j
∑
x∈Ωβ mod Γ′j
ϕ(g−1j x)ε(x)c(U(x), gj ,K),
ou`
Ωβ =
{
x ∈ (VK)
n :
1
2
(x, x) = β
}
et U(x) est le K-sous-espace de V engendre´ par les composantes de x. Remar-
quons que puisque β est totalement de´finie positive, la restriction de (.) a` U est
de´finie positive.
Le cycle Z(β, ϕ,K) de´finit une classe de cohomologie
[β, ϕ]0 := [Z(β, ϕ,K)] ∈ Hbq(Sh(G)K)
(
resp. H(bq,bq)(Sh(G)K)
)
,
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ou` b = rang(β).
Le cup-produit par la classe d’Euler (resp. q-ie`me classe de Chern) de D
induit un ope´rateur
H∗(Sh(G)K)→ H
∗(Sh(G)K)
sur la cohomologie qui commute a` l’action de G(Af ). On pose alors
[β, ϕ] := cr−rang(β)q · [β, ϕ]
0 ∈ Hrq(Sh(G)K)
(
resp. H(rq,rq)(Sh(G)K)
)
. (4.6)
Formes duales. On peut maintenant faire le lien entre les classes [θ(g′, ϕ)] ∈
H∗(Sh(G)) et les cycles construits ci-dessus.
E´tant donne´s g′ ∈ G˜′(R) et β ∈ Mr(K) syme´trique (resp. hermitienne)
totalement positive, β ≥ 0, posons
Wβ(g
′) =Wβσ1 (g
′
1) . . .Wβσµ (g
′
µ).
The´ore`me 4.2 E´tant donne´s g′ ∈ G˜′(R) ⊂ G˜′(A) et ϕ ∈ S(V (Af )r),
[θ(g′, ϕ)] =
∑
β≥0
[β, ϕ]Wβ(g
′).
De´monstration. Soit K ⊂ G(Af ) un sous-groupe compact ouvert tel que ϕ
soit K-invariante et tel que l’image de Γ′ = K ∩ G(Q)+ dans Gad(R) pre´serve
l’orientation. Soit η une forme ferme´e sur Sh(G)K de degre´ r − p (resp. de
bidegre´ (r − p, r − p)). Remarquons que
Ω∗(Sh(G)K) ∼= [Ω
∗(D)⊗ C∞(G(Af ))]
G(Q)×K ∼=
⊕
j
Ω∗(D+)Γj ,
ou` le second isomorphisme est induit par l’e´valuation en gj . Alors,∫
Sh(G)K
θ(g′, ϕ) ∧ η
=
∑
j
∫
Γj\D+
θ(g′, gj, ϕ) ∧ η(gj)
=
∑
j
∑
β
∑
x∈Ωβ(K) mod Γ′j
∫
Γj,x\D+
ω(g′)ϕ˜(g−1j x) ∧ η(gj).
(4.7)
Ici on a utilise´ le fait que, si Γj,x est l’image dans Γj du stabilisateur Γ
′
j,x de x
dans Γ′j , alors
Γ′j,x\Γ
′
j
∼= Γj,x\Γj.
Le groupe Γ′j,x contient en effet le noyau de la projection de Γ
′
j dans G
ad(R)
et l’image de Γ′j dans G
ad(R) pre´serve l’orientation et co¨ıncide donc avec sa
projection Γj dans G
ad(R)+.
Le re´sultat principal de [14] est que les termes de (4.7) tels que β ne sont
pas positifs (semi-de´finis) sont nuls. Le the´ore`me 4.1 implique alors que (4.7)
est e´gal a`∑
β≥0
∑
j
∑
x∈Ωβ(K) mod Γ′j
ϕ(g−1j x) ·
∫
Γj,x\D+
ω(g′)ϕ(r)(x) ∧ η(gj)
=
∑
β≥0
∑
j
∑
x ϕ(g
−1
j x)ε(x) ·
∫
Γj,x\D
+
U(x)
cr−tq ∧ η(gj) ·Wβ(g
′),
(4.8)
ou` t est le rang de β. Par de´finition de [β, ϕ], on obtient∫
Sh(G)K
θ(g′, ϕ) ∧ η =
∑
β≥0
〈[β, ϕ], η〉 ·Wβ(g
′),
comme annonce´.
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4.2 Formule de Siegel-Weil
Nous rappelons maintenant la formule de Siegel-Weil telle qu’e´tendue par
Kudla et Rallis [15] puis Sweet [18] et Ichino [7].
Conservons les notations pre´ce´dentes et supposons r = p (le groupe G
′(1)
est donc isomorphe au groupe U(p, p)). Pour toute fonction de Schwartz f ∈
S(V (A)p), et pour g′ ∈ G˜′(A) et g ∈ G(A), notons
θ(g′, g; f) =
∑
x∈V (K)p
ω(g′)f(g−1x)
la fonction theˆta usuelle. Soient P le parabolique de Siegel de G′, ρ = (p+1)/2
(resp. ρ = p/2) et s0 = (p+ q)/2− ρ. Pour s ∈ C soit
Φ(g′, s) = ω(g′)f(0) · |a(g′)|s−s0 ,
ou` nous renvoyons aux articles [15], [18] et [7] pour la de´finition de |a(g′)|. Alors
la se´rie d’Eisenstein, associe´e a` f ,
E(g′, s; f) =
∑
γ∈P (Q)\G′(Q)
Φ(γg′, s)
est absolument convergente dans le demi-plan Re(s) > ρ et la fonction s 7→
E(g′, s; f) admet un prolongement me´romorphe a` tout le plan des s ∈ C.
Le the´ore`me suivant est de´montre´ dans [15] dans le cas orthogonal et p+ q
pair, dans [18] dans le cas orthogonal et p + q impair et dans [7] dans le cas
unitaire.
The´ore`me 4.3 La fonction s 7→ E(g′, s; f) est holomorphe en s = s0 et
E(g′, s0, f) =
∫
U(V )(K)\U(V )(AK)
θ(g′, g; f)dg,
ou` dg est la mesure invariante normalise´e de telle manie`re que
vol(U(V )(K)\U(V )(AK)) = 1.
Pour appliquer ce the´ore`me a` nos se´ries theˆta, il nous faut relier l’inte´grale
sur U(V )(K)\U(V )(AK) a` l’inte´grale sur Sh(G)K . Pour tout compact ouvertK,
il existe une application naturelleHpq(Sh(G)K)→ C (resp.H(pq,pq)(Sh(G)K)→
C) induite, au niveau des formes diffe´rentielles et apre`s le choix d’une orientation
de D+, par l’inte´gration le long de Sh(G)K . Si K
′ ⊂ K est un autre compact
ouvert, on a alors
H∗(Sh(G)K′) → C
pr∗ ↑ ↑ deg(pr)
H∗(Sh(G)K) → C,
(4.9)
ou` deg(pr) est le degre´ du reveˆtement Sh(G)K′ → Sh(G)K .
Lemme 4.4 On a deg(pr)= |K/K ′(K ∩ Z(Q))|, ou` Z est le noyau (contenu
dans le centre) de la projection G→ Gad.
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De´monstration. La pre´image par pr d’un point G(Q)(z, g)K ∈ Sh(G)K est
constitue´ es doubles classes G(Q)(z, g)kK ′ ou` k parcourt K. Et,
G(Q)(z, g)k1K
′ = G(Q)(z, g)k2K
′
si et seulement si γz = z et γgk2k
′ = gk1, pour certains γ ∈ G(Q) et k′ ∈ K ′.
On a alors ne´cessairement γ ∈ G(Q)+ et γ ∈ gKg−1 autrement dit
γ ∈ gKg−1 ∩G(Q)+ = Γ
′
g.
On peut supposer Γg, l’image de Γ
′
g dans G(Q)/Z(Q) ⊂ G
ad(R), sans torsion
(ou conside´rer un e´le´ment z “ge´ne´rique”) ; son action sur D est alors sans point
fixe et l’image de γ dans Γg est triviale. Autrement dit,
γ ∈ Z(Q) ∩ gKg−1 = Z(Q) ∩K.
Mais alors
gk1 = γgk2k
′ = gγk2k
′
et donc
k1K
′(K ∩ Z(Q)) = k2K
′(K ∩ Z(Q))
et reciproquement comme annonce´.
Fixons une mesure de Haar sur G(Af ). Alors, la famille d’applications
H∗(Sh(G)K) → C
[η] 7→ vol(K/(K ∩ Z(Q))) ·
∫
Sh(G)K
η
(4.10)
de´termine une application
I : H∗(Sh(G)) = lim
→K
H∗(Sh(G)K)→ C (4.11)
de la limite directe.
Fixons une mesure de Haar dg sur G(A). Le groupe Z(R) est contenu dans
K∞ et le quotient K∞/Z(R) est un sous-groupe compact maximal de Gad(R)+.
De plus,
G(Q)\(D ×G(Af ))/K = G(Q)Z(R)\(D ×G(Af ))/K,
puisque Z(R) agit trivialement sur D. Il correspond en particulier a` toute
forme η sur Sh(G)K de degre´ pq (resp. bidegre´ (pq, pq)) une fonction η˜ sur
G(Q)Z(R)\G(A) via les isomorphismes
Ω∗(Sh(G)K)
∼
→ [Ω∗(D)× C∞(G(Af ))]
G(Q)×K
∼
→
[
C∞(G(Q)\G(A))⊗
∧
∗p∗
]K∞K
∼
→ [C∞(G(Q)\G(A))]K∞K ,
ou` la dernie`re application est l’e´valuation en un vecteur oriente´ de norme un
1 ∈
∧pq
p (resp. ∈
∧2pq
p). La fonction η˜ est clairement invariante sous l’action
de Z(R) et il existe une constante strictement positive c, inde´pendante de K,
telle que
vol(K/(K ∩ Z(Q))) ·
∫
Sh(G)K
η = c ·
∫
G(Q)Z(R)\G(A)
η˜(g)dg. (4.12)
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Posons f∞ = ϕ∞(1) ∈ S(V
p
∞) fonction de Schwartz obtenue en e´valuant en
1 la forme de Schwartz
ϕ∞ ∈ [S(V
p
∞)⊗ Ω
∗(D)]G(R) ∼=
[
S(V p∞)⊗
∗∧
p∗
]K∞
,
e´gale a` ϕ(p) en la premie`re place archime´dienne et ϕ0+ en les autres.
Le the´ore`me 4.3 implique alors le corollaire suivant.
Corollaire 4.5 Soit ϕ ∈ S(V (Af )p) et f = f∞⊗ϕ. Alors, il existe une constante
c′ > 0, qui ne de´pend que des choix de mesures, telle que
I([θ(g′, ϕ)]) = c′ · E
(
g′,
1
2
, f
)
.
En particulier, cette fonction est non nulle comme fonction de g′ (les se´ries
d’Eisenstein sont non nulles et analytiques re´elles en g′). Au vu de la de´pendance
explicite de [θ(g′, ϕ)] en g′ donne´e par le the´ore`me 4.2, on en de´duit que [θ(g′, ϕ)]
est non nulle pour tout g′ et les the´ore`mes 1.2 et 1.3 s’en de´duisent imme´diatement
par fonctorialite´ du cup-produit de nos se´ries theˆta comme explique´ en intro-
duction a` cette section.
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