As the wireless sensor networks (WSNs) continue to evolve, it becomes more and more important. Furthermore, no one can deny that quality of services (QoS) is still one of the most important areas in this domain. In this paper, a system for guaranteeing WSN QoS is proposed. The idea of this system is to use the previous individual solutions such as clustering, data prioritization, and data classification in addition to efficient techniques for network management. Simulation of this system is achieved using the network simulation package (NS2). Simulation results are given to demonstrate the effectiveness of the proposed system in terms of throughput, latency, lost packets, and sensor power consumption.
Introduction
Recently, wireless sensor networks (WSNs) have got a new technological vision due to rapid development in wireless communication, energy supplies, network protocols, micro-sensor, pervasive technologies, and ubiquitous computing [1] [2] [3] . Existence of Internet with its enormous capabilities makes WSNs an important information resource for physical phenomena in addition to using their potential applications to construct more accurate models for servicing humanity in various aspects of life such as industrial control, security, smart home, e-health, and surveillance. Several researches have been carried out concerning WSNs field, such as WSNs protocols, architecture, energy consumption, and tracking. Since WSNs' nature differs from that of traditional networks, providing WSNs quality of services (QoS) is still an emerging area of research field [4] .
QoS is related to WSN components such as users and applications. So, the QoS can be simply defined as a measure of service quality that the network offers to the application and users [5] . Thus far, there is no clear method to describe WSNs services probably; few researches focus on developing long-term solutions for QoS problems. When the network packets are transmitted from source to destination, the QoS is considered as set of parameters that are required to accomplish the transmission processes. Hence, delay, jitter, available bandwidth, and packet loss are considered as QoS parameters. Therefore, WSNs' goal is to analyze the application requirement and provide the QoS especially in case of maximum network resource utilization. Also, QoS depend on the WSNs data type; different multimedia applications may require more restricted QoS (hard QoS) while traditional applications require less QoS (soft QoS) [6] . In addition, network nature is an important factor to impose specific QoS control due to their special specs such as dynamic topology for mobile networks and energy consumption in the WSNs.
As a result, the parameters such as jitter, bandwidth, delay, and loss can provide accepted QoS. In WSN, these parameters are not fully applicable because sensor nodes do not use end-to-end communication. Each node communicates only with its neighboring nodes, and no connection needs to be established between source and destination. In addition, intermediate sensor nodes generate data during routing. The data generation process consumes more energy which is considered as the most challenging problem. So, parameters like coverage, exposure, energy cost, and network life time should be raised to be new QoS parameters. The coverage problem may happen due to location and network management. Exposure provides measures of how an object can be observed by a sensor over a period of time. Energy cost finds the best route to destination as regards energy conservation. Network life time is the total working time of WSN until it becomes unable to satisfy user's needs [7] [8] [9] [10] [11] [12] . To face these challenges, a powerful management system for WSN should be constructed provided that this system considers the critical parameters such as WSN node power degree, WSN bandwidth, and WSN instrumentations.
This paper proceeds as follows: in Section 2, the related work is introduced. In Section 3, the problem definition is demonstrated. In Section 4, the proposed system is discussed. In Section 5, the proposed system mathematical analysis is presented. In Section 6, the simulation environment is constructed and the results are discussed. Finally, the conclusion and the future work are introduced in Sections 7 and 8, respectively.
Related work
Related work focuses on three main directions. The first direction is the evaluation of famous protocols that are proposed to solve the WSN QoS problems. The second direction is the evaluation of trials that are used to solve the QoS problems separately. The third direction is the closely related work that discusses recent and most related systems.
Evaluation of famous protocols
Transmission control protocol (TCP) is a reliable transport protocol, which is widely used for data services, and is very efficient for wired networks [13] . Because of the particular specs of WSNs and the new requirements of applications over WSNs, TCP cannot be directly implemented in WSN environments. Using the TCP connection with three-way handshake makes it costly and slow. In addition, TCP has degraded throughput in wireless system. Moreover, the required preprocessing or aggregation of data in intermediate nodes that is often necessary in WSNs prevents direct implementation of TCP in WSN environments is [14] [15] [16] .
There are many protocols that are suggested to solve some QoS problems. The existing protocols are classified into three groups which are congestion control, reliability, and both of them. The first group is divided into two subgroups: downstream and upstream. Pump slowly, fetch quickly (PSFQ) [17] and GARUDA [18] provide reliable communication from sink to sensor nodes. Both of these downstream protocols do not provide any congestion control scheme. There are three transport protocols for upstream reliability direction which are Reliable Multisegment Transport Protocol (RMST) [19] , Reliable Bursty Converge Cast (RBC) [20] , and Energy-Efficient and Reliable Transport Protocol (ERTP) [21] . These upstream protocols also have the same drawback as downstream protocol, not providing any mechanism for congestion control. The second group, which is related to only congestion control mechanism, contains five transport protocols. These protocols are Congestion Detection and Avoidance (CODA) [22] , SenTCP [23] , Fusion [24] , Congestion Control and Fairness (CCF) [25] , and Prioritybased Congestion Control Protocol (PCCP) [26] . All of these protocols do not have any reliability mechanism. The third group, which concerns with both reliability and congestion control, contains three protocols. These protocols are Event to Sink Reliable Transport protocol (ESRT) [27] , Sensor Transmission Control Protocol (STCP) [28] and Asymmetric and Reliable Transport (ART) protocol [29] . The main drawback of ESRT protocol is that it is not applicable to many of the WSN applications because it assumes that the base station is one hop away from all sensor nodes. The main drawback of STCP is that it assumes that all sensor nodes within the WSN have clock synchronization. ART disadvantage is that the recovery of packet loss is not guaranteed especially when this loss occurs at non-essential nodes.
Evaluation of individual trials for enhancing WSNs QoS parameters
Cluster-based architectures are the most practical solutions in order to cope with the requirements of large-scale WSN [30] . This scheme divides the WSN into groups. Each group is called a cluster. Each cluster has a clusterhead and normal nodes. It solves the election problem of cluster-heads which is one of the basic QoS requirements of WSNs. The main disadvantage of this scheme is that it is not fault tolerant (what will be done if the cluster-head node fails?).
Another trial is proposed in [31] . The basic idea of this method is how to select the best route for data transmission in WSN. This method is based on learning automata that selects the route as regards energy and distance to sink parameters. The main disadvantage of this method is the power of calculations and the time consumption that are taken during the automata learning which definitely affect the WSN.
Also, the Traffic-Aware Dynamic Routing (TADR) algorithm is proposed to route packets around the congestion areas and scatter the excessive packets along multiple paths consisting of idle and under-loaded nodes. Also, TADR algorithm is designed through constructing a hybrid virtual potential field using depth and normalized queue length to force the packets to steer clear of obstacles created by congestion and eventually move toward the sink [32] . This algorithm alleviates the congestion control but does not solve the reliability problem and cannot be considered as a long-term solution for the WSN QoS.
Congestion and Delay Aware Routing (CODAR) is another algorithm proposed to solve the congestion control and end-to-end delay problems by adjusting the transmission rate [33] . The main disadvantage of this protocol is failure to ensure the end-to-end delay reduction.
Rate optimization for node level congestion is another scheme that is used to solve the congestion problem by avoiding the buffer overflow for each WSN node [34] . The main disadvantage of this technique is rate adjustment dependency. In addition, the overload of management messages is not considered in its design. An evaluation for WSN existing routing protocols to determine which protocol can provide a better QoS using parameters such as throughput, end-to-end delay, and packet loss is presented in [35] . An analysis of largescale WSN as regards its QoS is proposed in [36] . This analysis contains scale the behavior of WSN which contains 1000 nodes using OMNET++. These nodes are randomly deployed. The parameters, which are used as a WSN specs, are coverage area, number of nodes, and power degree. A medium access control (MAC) protocol for heterogeneous wireless sensor networks to support QoS is introduced in [37] . This protocol provides adaptive behavior using high channel utilization.
A data collection protocol called Energy-efficient Delayaware Lifetime-balancing data collection (EDAL) is proposed in [38] . This protocol is scalable for large-scale network operations since it reduces computational overhead. It deals with the vehicle routing problems and promises considerable traffic cost reduction for collecting sensor readings under loose delay bounds. The protocol is considered as a special purpose one, and its results are not sufficient to evaluate its efficiency because the results' comparison with that of other protocols were carried out without concerning WSN QoS protocols. A compressive data collection scheme for WSNs is presented in [39] . In this scheme, a power-law decaying data model is adapted to reduce energy consumption. The drawback of this scheme is that it manipulates energy parameter under special application which leads to inaccurate results. An application for compressed sensing to data collection in WSN is proposed in [40] . This application is used to minimize the network energy consumption. This proposed application neglects the time that is taken for compression process for the collected data. The results of this application are not sufficient because they depend on numerical simulation only. An approach to upgrade the Dynamic Source Routing (DSR) algorithm and initiates a new route in case of link failure is presented in [41] . It is considered as a routing protocol and does not study the QoS parameters extensively; it just distinguishes between congestion and link failure conditions. Hierarchical Data Aggregation method using Compressive Sensing (HDACS) is introduced in [42] . It just optimizes the amount of transmitted data which decreases energy consumption.
Closely related work
The transport protocol for reliable data transfer in WSN proposed by A. Ayadi in [43] is a very closely related work. The basic idea of this research is to propose a transport layer protocol to handle the reliability and the congestion control issues. The main shortcoming in this protocol is neglecting some important QoS parameters such as bandwidth utilization, energy consumption, density, and others.
Problem definition
Constraints and limitations imposed on WSNs affect their QoS and arise the following challenges: (1) Bandwidth: more difficulties arise due to the lack of bandwidth which affects the QoS in WSN. Based on the nature of stream, data compression and utilizing different bandwidth capabilities should be proposed to overcome the bandwidth problem. (2) Standardization: till now, most WSN layers do not have standard functions able to build a QoS. (3) Density: data redundancy is the density result. It may add overload and power consumption in gathering traffic to sink. In addition, it may add complexity and latency during QoS design. (4) Memory size: most proposals to enhance the QoS in WSN are affected with the limitation of memory (cache) size. Mostly, local memory is not enough to load the operating system with efficient QoS implementation. (5) Power: this is considered as the most critical parameter which enforces every proposed protocol to touch the energy problem. So, local data processing and high compression should be done on each node before and during the transmission [44] [45] [46] . (6) Lifetime: Because most nodes operate on power source which may not be rechargeable, the WSN life is limited. Also, the ease of node damage is another challenge.
To solve each problem individually, the WSN may suffer from many other problems. So, general management system should be introduced to be adapted with the numerous and sudden events which may occur in WSN.
The proposed WSN management system
Most of researchers proposed protocols and methods to solve or alleviate individual QoS problems like congestion control and reliability. These solutions are insufficient to meet all the requirements for data sent through the WSN. Besides this, each proposed solution has its shortcomings that must be addressed and solved. Hence, this paper aims to introduce a general management system to provide the WSNs with required QoS. In the following subsections, the components of the proposed WSN management system, how this system works, the system messages, the system strategies, and the proposed system advantages are demonstrated.
WSN management system components
The proposed system consists of seven components as follows: the base station, the router, the General sink node, the Manager sink node, the Classifier sink node, the Prioritizer sink node, and the sensors. For interconnection between these components, see Figs. 1 and 2.
The base station The base station is the central component that is used to gather data from distributed nodes. It consists of two main components, hardware and software. The hardware component includes a radio transceiver and a computer. The radio provides features such as multi hop networking and alternate operating frequencies. The computer is typically an inexpensive laptop that runs Ubuntu Linux. It is important to note that while most systems are using laptops with relatively small memory requirement, the easiest way to improve system performance is by upgrading to a faster computer. This system supports several radio modules including the DigiDigiMesh 900 MHz and 2.4 GHz modules and the Digi XSC radio operating at 900 MHz. The software component contains four components: the user interface, the database, the base module, and the Grower Tools module [47] . The router A router is a device that forwards data packets between computer networks. A router is connected to two or more data lines from different networks. When a data packet comes into one of these lines, the router reads the address information in the packet to determine its ultimate destination. Then, using information in its routing table or routing policy, it directs the packet to the next network on its journey. Routers perform the "traffic directing" Fig. 1 The general view of the proposed system functions on the Internet. A data packet is forwarded from one router to another through the networks that constitute the internetwork until it gets to its destination node. The General sink node In the proposed system, the General sink node can be considered as the top layer. The General sink node is used to receive the cumulative reports from the lower layer. These reports contain information which scales the throughput of entire WSN. Upon these reports the General sink node can take a decision regarding some problems such as congestion and delay. The General sink node should have powerful specifications like big buffer size, influential central processing units, and long power life. This is because it should accomplish more functions in the proposed management system. These functions are collection of reports received from the lower layer sink nodes, analysis of these reports, running decision making algorithms, information direction of each sink, and solving the problems which may occur within the WSN sessions. The Manager sink node The Manager sink node is the first component in the second layer of the proposed management system. The Manager sink node is considered as a head of sensors cluster. The job of the Manager sink node is to collect reports sent from the sensors in its cluster. Hence, it analyzes these reports and merges them in one report. Consequently, it should send this collective report to the General sink node in the upper layer. The main specifications, which should be required in the Manager sink node, are sufficient buffer space and powerful central processing unit (but not as powerful as the General sink node). The Classifier sink node The Classifier sink node is the second component in the second layer of the proposed management system, see Fig. 2 . This sink node is found behind the Manager sink node. The job of the Classifier sink node is to rearrange and mark the information of sensors which are located in its Manager sink node area. Also, it should have the ability to differentiate between each type of data (i.e., multimedia, text, or image). The specs of the Classifier sink node are high buffer capacity and suitable processing power. The Prioritizer sink node The Prioritizer sink node is the third component in the second layer of the proposed management system. The job of this sink node is to determine the data that should be transmitted firstly especially in case of WSN starvation. The specs of this node are high buffer capacity and powerful processing unit. This sink node works on the reports which are received from the Manager sink node. The sensor The sensor is a device that gets a value for a parameter and converts it into a signal which can be read by a viewer using special applications. A sensor's sensitivity is determined by how much the output of the sensor changes when the measured quantity changes. Sensors are used in everyday objects such as tactile sensor and lamps and numerous applications related to most of our life fields such as manufacturing, aerospace, and medicine.
How the system works
The proposed system comprises three management layers: the General sink node layer, the Multi-Functional sink layer, and the Sensors layer. The proposed WSN management system is considered as bi-directional due to the messages sent to and received from the system components. The first direction is from the Sensors layer to the Multi-Functional layer. In this direction the data, which are collected by sensors, is sent to the Multi-Functional layer components. Each component in this layer handles this data beginning from the Manager sink node, passing through the Classifier and Prioritizer sink nodes, and ending with the Manager sink node. Hence, the Manager sink node sends this data to the General sink node layer. The other direction starts with the General sink node layer through the Multi-Functional layer down to the Sensors layer.
To clarify how our proposed system works, two directions should be studied intensively. The first direction consists of two connection types: one from the lower level layer (the Sensor layer) and Multi-Functional layer. The other connection is from the Multi-Functional layer to the General sink node layer. The model scenario starts as follows: sensors are clustered into groups and Fig. 2 The WSN management system layers the collected environmental data are sent to the Manager sink node [48] . Hence, the Manager sink node collects and filters the sensors messages. The Manager filtering process separates the correct data from the corrupted data which decreases the WSN overload. Correspondingly, it collects the correct data in one report. The filtering process uses the scheme stated in [49] that is based on statistical data analysis for periodically aggregates sensors' survival massages to detect failure nodes and their corrupted data. The Manager sink node sends a copy from its cumulative report to the Classifier sink node. The Classifier node signs each data depending on its type. Hence, easily, it can separate each data type in one group, which helps the entire system to send special required information in a specific time. To accomplish this job, the classifier uses the technique presented in [50] . Furthermore, the Manager sink node sends a copy from its report to the Prioritizer sink node. The Prioritizer sink node determines the data which should be sent firstly. These data can be determined as regards some parameters such as the WSN throughput, available component power, and importance of transmitted data which can be defined from the system feedback process [51] . The second connection type is from the Manager sink node, the Classifier sink node, and the Prioritizer sink node to the General sink node. The Manager sink sends its report to the General sink node to describe each sensor status, which is determined using some parameters such as level of each sensor power, congestion time and MAC address, bandwidth consumption, and notable data type that should be sent from this area. Also, the Classifier sink node sends its report to the General sink node. Moreover, the Prioritizer sink node sends its report, which contains prioritized data, to the General sink node. This report contains the state of the collected data which describes type, size, and history of this data. The Prioritizer report contains the most important data, followed by the least important data.
The second direction is an opposite of the first one and starts as follows: the General sink node receives the Multi-Functional layer reports. The General sink node analyzes these reports using Locally Linear Approximating (LLA) algorithm found in [52] . The General sink node scales the throughput of each WSN cluster using some parameters such as the bandwidth, the size of transmitted data, the delay, and the congestion. Also, these parameters are compared with the sensors power capacity. The General sink node sends a report to the Manager sink node informing it with the descriptive state of its WSN cluster sensors (whether it is in sleep mode or active mode). Hence, the Manager sink node should send a simple message to the sensors specifying the state of each one. The special case of this direction is done when an urgent event occurs such as critical power levels of sensors or bottlenecks. So, a special report should be sent from the General sink node to the Manager sink node containing the description of this Fig. 3 The four strategies of our proposed WSN management system reports urgent event with steps that should be followed to solve the resulting problems. The communication between the system components should be done by High Altitude Platforms (HAPs) or satellite [53] . For more clarification, see Algorithm 1.
The system report strategies
There are four strategies to determine the flow of reports inside the proposed system. These strategies are stated as follows:
1. Strategy 1: The sensors send their reports to the Manager sink node. Hence, the Manager sink node sends its report to the Classifier sink node. Consequently, the Classifier sink node sends its report to the Prioritizer sink node which sends its report to the General sink node, see Fig. 3 . 2. Strategy 2: The sensors send their reports to the Manager sink node. Hence, the Manager sink node multicasts its report to the Classifier and the Prioritizer sink nodes. Consequently, each sink node in the Multi-Functional layer (Manager, Classifier, and Prioritizer) sends its report to the upper layer (General sink node), see Fig. 3 . 3. Strategy 3: this strategy type is considered as an optimistic one. In this strategy, the sensors send their reports to the Manager sink node. Hence, the Manager sink node sends a cumulative report directly to the General sink node provided that the system should be free from congestion or power limitation, in addition to availability of the required bandwidth. In this case, there is no need to Classifier or Prioritizer sink nodes, see Fig. 3 . 4. Strategy 4: this strategy is pessimist. In this strategy, after analyzing of periodically received reports, General sink node determines if the WSN is starved or not. In case of WSN starvation, the Prioritizer sink node sends two copies of reports one to the sensors to determine their states (active or passive) within a time, and the other report will be sent to the General sink node for informing with the new state of WSN. Moreover, the reports from the Manager sink node to the Classifier and Prioritizer sink nodes should be stopped. Furthermore, some of sensors in each group should stop sending the environmental data. In addition, the sensors should send their reports directly to the Prioritizer sink node, see Fig. 3 . The differentiation between these strategies will be described in the simulation results in Section 6.
The proposed system reports description
Upon the selected strategy, which will be used in the proposed system, the reports can be determined. There are six types of reports. The first report is sent from the General sink node to the Manager sink node. This report contains the most required data that is sent by the sensors in each Manager's area. Also, this report contains the required control information that are used in the transmission process such as system version, report type, strategy number, location of each sensor, sender address (MAC address or IP address), and receiver address. The second report is sent from the Manager sink node to the sensors in its group. This report informs each sensor with its status (active or passive). The third report is sent from the Manager sink node to the Classifier sink node. This report contains the data that is merged by the Manager sink node. The fourth report is sent from the Classifier sink node to the Prioritizer sink node. This report contains the data that is classified depending on its type. The Prioritizer sink node determines the data that should be sent firstly depending on the WSN QoS parameters such as bandwidth, sensor power level, and delay. The fifth report is sent from the Prioritizer sink node to the Manager sink node. This report contains the last processing step that is executed on the collected data. The sixth report is sent from the Manager sink node to the General sink node. This report may be handled by the Manager sink node in case of special events occurrence during the extraction cycle of the final report that will be sent to the General sink node. In addition, there are many special messages that may be sent from the Prioritizer sink node to the General and Manager sink nodes. The infrastructure of these messages is the same as the fifth report but with different source and destination addresses. For more description, see Fig. 4 and Table 1 .
The proposed system advantages
The advantages of the proposed system are as follows:
1. Awareness: it is aware with up-to-date changes in WSN. 2. Flexibility: it gives more than one strategy to deal with WSN different states. 3. Adaptive: it minimizes or maximizes the transmitted information. 4. Fault tolerance: it comprises recovery technique. 5. Scalability: the infrastructure of the proposed system is based on sensors clustering idea.
The proposed system mathematical analysis
To clarify the deployment of each object of the proposed WSN system (sensors, sinks, prioritizer, and classifier), a Fig. 4 The types of our WSN management system reports mathematical analysis should be introduced. This mathematical analysis contains two main parts. The first part describes how sensors and sinks will be distributed in the WSN system. The second part demonstrates the adaptation of two-queue probability scheme to be applicable on the prioritizer object after the data is classified [54] .
Sensor and sinks
There are two distributions in the proposed management system, one to determine how the sensors are distributed in the target area and the other distribution is used to specify a sink for a group of sensors. The Gaussian distribution is used as sensors deployment due to its high capability in hot spot detection with differentiated QoS for different applications.
Poisson is used for sinks distribution due to its efficiency in distant targets cases [55] . Suppose that we have n sensors and m sinks. Sensors and sinks are distributed over a square region. In addition, sensors are distributed to each sink over a circular region with different areas equal to πr 2 S i , see Fig. 5 . The sinks are distributed using the Poisson distribution with density function parameter λ i such that λ i = K i /A, i = 1 to m, k i is the number of sensors in each sink S i in the WSN region, and A is the square area. The WSN is considered heterogeneous; each sink collect data from different number of sensors. The probability of h i sinks distribution over group of sensors such that one sink for each group of sensors (one sink can cover different regions) is given by Eq. 1.
On the other hand, the Gaussian probability density function to distribute one sensor that has coordinates (x 2 , y 2 ) and deployed to monitor specific area using (σ x2 , σ y2 ) is given by Eq. 2.
To detect the event that occurs at point with coordinates (x 1 , y 1 ), at least one sensor should be deployed and distributed using Gaussian. The location of sensor (x 2 , y 2 ) confirms to ((x 2 −x 1 ) 2 + (y 2 −y 1 ) 2 ) ≤r 2 2 , where r 2 is the radius of a circular region that is covered by the (x 2 , y 2 ) sensor. Internally in each sink S i , the probability of distribute k i sensors using Gaussian is given by Eq. 3.
Because the proposed system mathematical analysis is hybrid of two distributions (Poisson and Gaussian), the probability to select one sink(s) for collecting a data from a specific group of sensors in a special area from general target region or selecting sensor to monitor a hot spot can be determined from Eq. 4:
Classifier and Prioritizer
We apply the two priority queuing schemes [56] on the proposed WSN system to analyze relationship between the Classifier and the Prioritizer. In this scheme, we try to prioritize data collected by the proposed system sinks to decrease both the probability of delay and loss. The transmitted data are filtered into two classes, namely class 1, and class 2. The most important data are assigned to class 1 based on predefined rules. The data having less importance are assigned to class 2. Class 1 data are en-queued into a fast queue that has higher service priority. Class 2 data are en-queued into another queue with middle priority. The proposed scheme structure is shown in Fig. 6 . For integration, nextgeneration routers should be designed to make data pre-classification. In this scheme, a linear data model is used. The linear formula used is P ij = λ i + μ j , where P ij represents the transition probability from state i to state j, and λ and μ represent the birth and death rates, respectively.
The scheme represents the two data classes by the corresponding queues Q1 and Q2, respectively. At any time, any data may be en-queued into one of these two queues by the classifier as shown in Fig. 6 . The two-queue scheme mechanism is summarized in the following steps:
Step 1: The prioritizer distributes the incoming data into the system's queues according to predefined priorities within a time interval determined by the server. The initial probabilities of the prioritizer selection of system queues are P r1 and P r2 , where
Step 2: During servicing, within a time interval, if the serviced data cannot be completed due to low bandwidth or queue congestion, the proposed system will give the QoS priority to the next data that should be serviced in the same queue.
Step 3: The incomplete processed data should be transferred to the next queue with the lower priority.
Step 4: While Q2 is empty, the data processing will continue in Q1 with a predefined time interval provided that QoS, which is required for Q1, is available.
Step 5: Once Q1 becomes empty, the system starts to service data in Q2 again.
Step 6: If a data has incomplete service in Q1, it should be moved to the next queue Q2.
Step 7: While the system is servicing data in Q2, if a data is received into Q1, the system jumps immediately to Q1 and service this new coming data.
Scheme state transitions
To clarify the Markov chain model for the two queuing system, we define Q1 as state 1 and Q2 as state 2. The time which is used by the system to service one data packet is denoted by τ, (τ = 1, 2, 3 …). The transitions over these states are for either servicing or waiting. The transition from one state to any other state is shown in Fig. 7 .
Let {Y (τ) , τ ≥ 1} be a Markov chain where Y (τ) denotes the selected queue at the τ th time interval. The state space of the random variable Y is { Q 1 , Q 2 }. The initial To handle all transitions, we applied the row dependent model P ij = λ 1i + i(μ j ).
There are two parameters, λ 1 and μ, used to manage the data analysis related to queue transition probabilities. Figure 8 shows the data model for two-queue scheme. Where i denotes the number of queues (i = 2), in case of a two-queue scheme.
Simulation and evaluation
In this section, a simulation environment is constructed using the network simulation package (NS2) [57] . This environment is used to test the proposed WSN network management system and compare it with a current (normal) WSN management system. This current system means that the WSN sensors are distributed using Gaussian in available area without any strategy for defining the states of WSN at every interval. The infrastructure of this current WSN management system is found in [58] . There are two subsections: the first one describes the simulation setup and the second one shows the discussion of simulation results.
Simulation setup
In our simulation, the WSN is divided into multiple groups. Each group contains number of sensors. Each group is responsible for gathering the required information about its environment. The exchanged information, which is used in this simulation, includes multimedia, images, and text. The multimedia data uses the jpeg extension. The image data uses the jpg extension. The sensor nodes are distributed in square area. The management sink nodes (General, Manager, Classifier, and Prioritizer) are located in the center of sensors nodes in each group. Furthermore, each node should be defined as a compound module containing radio, application, MAC, routing, and management strategy. The definition of protocols and parameters in our simulation is necessary because it declares the simulation results. The simulation parameters are listed in Table 2 .
In order to evaluate the performance of the proposed management system, some metrics should be introduced to describe the supposed WSN configurations. These configurations should be the same as real world WSN applications in addition to simulation-based studies. Moreover, the simulation metrics should determine the different behaviors of WSN with topology as described in Fig. 9 . The simulation performance parameters are as follows: Throughput: one of the performance metrics that should be calculated at each sink node and is defined as the number of the packets successfully received at the sink node divided by the total number of the packets sent to the sink node including any retransmissions. Latency: is the amount of time which is needed to transfer one packet from one sensor to the General sink node. The latency performance parameter is calculated at the application level. There are some variables which affect the latency parameter. These variables are network size, topologies, and collision models. Total transmitted data to the General sink node: there are two levels of this metric. The first level refers to the number of packets which have been sent to the Manager sink node by the sensor nodes. The second level refers to the number of packets which have been sent to the General sink node by the Manager sink node. In other words, it refers to the time taken by the sensor nodes to detect the required environment information and report it to the adjacent sink node. Sink node failed packets: this parameter is the number of failed packets which should be sent to the sink node either Manager or General due to collision occurrence. The power degree: this parameter refers to the sensor power which is still charged and the rate of discharging by the time. Also, this parameter is concerned with the amount of transmitted data as regarding the sensor power consumption. The efficiency of each sink node (General, Manager, Classifier, and Prioritizer): this efficiency is calculated at each sink node by three factors: the total received data, the time taken in handling this received data, and the total data that is transmitted by each sink node. Dividing the size of a data type by the total size of the same data type which should be arranged in a specific class is used to scale the Classifier Fig. 9 The general view of the proposed simulation model with sensor distribution on multi-environment accuracy. The Prioritizer accuracy equals the consumption time, which is used to build and fill the priority queue. The report strategy efficiency: this parameter is scaled with the number of transmitted messages within the entire WSN as regards the available bandwidth. This parameter is scaled under three WSN states: normal, collision, and starvation. These states have three levels of QoS that is required to transmit data messages and reports.
Results and discussion
The throughput of the network is high because the network management system divides the WSN into groups. Each of these groups has a well defined area. The simulation results in Fig. 10 prove this claim. The fluctuations of throughput in our management system are minor and less than the current management system fluctuations. The throughput is expected to increase gradually if the number of nodes is increased. But the results, which are provided in Fig. 10 for various numbers of nodes till 100 nodes, do not prove this note exactly due to the collision, which occurred when the number of nodes equals 130 and causes a notable decrease in the throughput.
In the simulation system, the end-to-end latency under different number of nodes with the Manager sink node is measured. In our management WSN system, majority of the packets, which should reach to the Manager sink node, needs more time. This delay occurs when the number of nodes increases. This note can be interpreted using the fact that states "by increase in the number of nodes, the packets, which are transmitted through more servers to reach the destination, should be delayed". Figure 11 shows that the increase in the number of nodes means that most of the packets reach the sink node with delay.
In the simulation system, the number of nodes increases means the total data transmission measured at the manager sink node increases. Figure 12 illustrates this fact.
In a real WSN, more collision occurs during transmission in a dense network means the number of failed packets during transmission is expected to increase by increase in the number of nodes. In Fig. 13 , the simulation results show increase in the number of failed packets as the number of nodes grows up. For a number of nodes of 170, there is a significant decrease in the dropped packets. This is due to the collision model which is built in the configuration of simulated WSN. In this simulation, the power degree for each sensor node, the Manager sink node, the Classifier sink node, the Prioritizer sink node, and General sink node are introduced. Figure 14 shows that the power consumption in case of sensor nodes is high. This is due to the collection of huge environmental information which is the responsibility of the sensor nodes. The power consumption of Manager sink node is high but less than that of the sensor nodes. This is due to the huge number of sensors which should send their information to the Manager sink node. The Classifier and Prioritizer sink nodes consume low power because their functions are considered cumulative information handling. The General sink node is the node with minimum consumption of power due to the long inter-processing time which is required to handle a special event. Overall results of power consumption prove that the proposed management system has best performance than the normal one. Figure 15 shows the efficiency of each sink node (General, Manager, Classifier, and Prioritizer). It is notable that the efficiency of the General sink node is the best one due to the high processing specs which should be found in this node, in addition to the low communication overloading. The efficiency of the Manager sink node is the worst one due to the number of communications which should be accomplished with the Fig. 12 The total transmitted data from the general layer to the sensors layer and vice versa Fig. 11 The WSN latency Sensors, the Classifier sink node, the Prioritizer sink node, and the General sink node. In addition, the processing functions, which should be done on the collected data to be ready for the Classifier and the Prioritizer sink nodes, take a time and in some situations produce some dramatic packet drop.
The proposed system report strategies represent an important parameter in testing of the proposed WSN management system. Depending on the WSN state, the report strategy can be selected. This makes our proposed system flexible and can face the sudden states, which may occur due to some internal or external factors. Figure 16 proves that the strategy 1 and the strategy 2 are suitable for normal WSN state. But, in case of collision state, the strategy 3 and the strategy 4 enhance the WSN efficiency compared with the strategy 1 and the strategy 2. Regarding the WSN starvation state, the strategy number 4 is the best because it increases the WSN efficiency.
Conclusions
In this paper, a novel management system to manage WSNs and guarantee the QoS parameters such as Fig. 14 The power degree for each WSN management component Fig. 13 The total lost packet from the General layer to the Sensors layer and vice versa bandwidth, delay, jitter, and energy is introduced. The proposed system consists of three layers: the General sink node layer, the Multi-Functional layer, and the Sensors layer. The basic idea of this system is to distribute management processes on multiple components. The simulation results prove that the proposed system enhanced the traditional WSN system in the following metrics, the throughput, the latency, the lost packets, and the sensor power consumption. Also, the results showed that the efficiency of each management component is between 89.2 and 99.1 %. In addition, the WSN is adaptive system because it can change its strategy in case of sudden event occurrence.
Furthermore, the proposed management system is scalable because its infrastructure is based on the clustering strategy. Accordingly, the proposed management system can be considered as a long-term solution to guarantee the QoS for WSNs.
Future work
There are three steps that should be accomplished in the future: (1) the simulation environment should be more complex and wider, (2) the prioritization technology should be tested under more than one queuing Fig. 16 The efficiency of each strategy with different WSN states Fig. 15 The efficiency of each sink node (General, Manager, Classifier, and Prioritizer) system, and (3) the number of management sinks should be decreased and tested to reach the standardization.
