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Fast-spiking interneurons are the largest interneuronal population in neocortex. It is
well documented that this population is crucial in many functions of the neocortex by
subserving all aspects of neural computation, like gain control, and by enabling
dynamic phenomena, like the generation of high frequency oscillations. Fast-spiking
interneurons, which represent mainly the parvalbumin-expressing, soma-targeting
basket cells, are also implicated in pathological dynamics, like the propagation of
seizures or the impaired coordination of activity in schizophrenia. In the present thesis,
I investigate the role of fast-spiking interneurons in such dynamic phenomena by using
computational and experimental techniques.
First, I introduce a neural mass model of the neocortical microcircuit featuring divisive
inhibition, a gain control mechanism, which is thought to be delivered mainly by the
soma-targeting interneurons. Its dynamics were analysed at the onset of chaos and
during the phenomena of entrainment and long-range synchronization. It is
demonstrated that the mechanism of divisive inhibition reduces the sensitivity of the
network to parameter changes and enhances the stability and flexibility of oscillations.
Next, in vitro electrophysiology was used to investigate the propagation of activity in
the network of electrically coupled fast-spiking interneurons. Experimental evidence
suggests that these interneurons and their gap junctions are involved in the propagation
of seizures. Using multi-electrode array recordings and optogenetics, I investigated the
possibility of such propagating activity under the conditions of raised extracellular K+
concentration which applies during seizures. Propagated activity was recorded and the
involvement of gap junctions was confirmed by pharmacological manipulations.
Finally, the interaction between two oscillations was investigated. Two oscillations with
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different frequencies were induced in cortical slices by directly activating the pyramidal
cells using optogenetics. Their interaction suggested the possibility of a coincidence
detection mechanism at the circuit level. Pharmacological manipulations were used to
explore the role of the inhibitory interneurons during this phenomenon. The results,
however, showed that the observed phenomenon was not a result of synaptic activity.
Nevertheless, the experiments provided some insights about the excitability of the
tissue through scattered light while using optogenetics.
This investigation provides new insights into the role of fast-spiking interneurons in the
neocortex. In particular, it is suggested that the gain control mechanism is important
for the physiological oscillatory dynamics of the network and that the gap junctions
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Neocortex, or isocortex, is the most recent evolutionary expansion of the cerebral
cortex in the mammalian brain (Rakic (2009); Lui et al. (2011)). It differentiates from
its predecessor, the allocortex, based on a more complex structure. It was introduced
in the evolutionary history of the brain during the transition from the Triassic period
to the Jurassic period (Rakic (2009)). It emerged in small mammals as a uniform sheet
of radially deployed neurons organized in layers with the number of layers varying (5 or
6) depending on the area and the animal (Rakic (2009)). It gradually underwent a
regionalization that gave rise to distinct cortical areas with most of them having a
specific functional role (Lui et al. (2011)). In general, the specialized areas include
areas that either process sensory information (visual, auditory, somatosensory) or
control the movement of limbs or associate multimodal information to deliver more
complex processes (Shepherd (2003)). The evolutionary expansion of neocortex and the
formation of specialized areas are considered to underlie every aspect of complex
behaviour and cognitive abilities in mammals (Lui et al. (2011)).
The organization and connectivity between neocortical layers varies from area to area
and from species to species. However, some typical features found in mammalian
primary sensory areas are described below (Thomson and Bannister (2003)). The
neocortical layers are numbered starting from the most superficial (layer I) to the
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deepest (layer VI). They are distinguished between the internal granular layer IV, the
supragranular layers I-III which are more superficial and the infragranular layers V-VI
which are deeper. The primary functional role of the internal granular layer is to
receive afferent input from the thalamus and other cortical areas and feed to other
layers, mostly to supragranular layers (Thomson and Bannister (2003); Shepherd
(2003)). This is more pronounced in sensory areas which receive major thalamic input
(Shepherd (2003)). Supragranular layers receive afferent local connections from layer
IV and afferent cortico-cortical connections (Thomson and Bannister (2003)). Layer III
is a major source of excitatory connections to other cortical areas and also to
infragranular layers (mainly layer V) (Thomson and Bannister (2003)). The
infragranular layer V is highly and reciprocally connected with the other layers and it
projects efferent connections to subcortical regions like basal ganglia, spinal cord,
superior colliculus or the pons depending on the specific cortical area (Wang and
McCormick (1993); Thomson and Bannister (2003)). Similarly, layer VI projects to
subcortical areas but preferentially to thalamic nuclei (Jones (2001)).
The horizontal organization of the layers is interwoven with a vertical organization of
connected neurons, pyramidal and interneurons. This vertically connected group of
neurons form a cortical column which is a repeated anatomical structure with diameter
ranging from 0.3 to 0.6 mm and spanning across all six layers (Mountcastle (1997)).
Despite the initial evidence of its functional significance in somatosensory cortex
(Mountcastle (1957); Powell and Mountcastle (1959)), the idea that its functional
purpose can be generalized in the whole neocortex was challenged (Horton and Adams
(2005)). While the number of neurons in rat neocortex reaches approximately 2 x 107,
each column has approximately 7500 neurons (Ren et al. (1992)). The distribution of
these cells across the different layers is as follows: only 1.33% in layer I, 28.67% in
layers II/III, 20% in layer IV, 16.67% in layer V and 33.33% in layer VI (Ren et al.
(1992); Markram et al. (2004)). Note the very low number of neurons found in layer I
which is mostly populated with glia and extended dendritic and axonal structures that
originate from other layers (Shepherd (2003)). The majority of these neurons (approx.
80%) are excitatory pyramidal neurons while the rest are either inhibitory or excitatory
interneurons (Markram et al. (2004); Shepherd (2003)).
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1.2 Neocortical interneurons
Interneurons constitute a minority in the neocortex representing only 10-20% of the
neurons while the rest of them are pyramidal cells (White (1989); Markram et al.
(2004)). The majority of interneurons are inhibitory, using GABA as their
neurotransmitter, but notable exemptions are spiny stellate cells and peptidergic
interneurons which are glutamatergic (White (1989); Markram et al. (2004)). Despite
the fact that GABAergic interneurons are less numerous than the excitatory principal
neurons, they completely underlie the regulation of spontaneous and evoked cortical
activity (for a review, see Isaacson and Scanziani (2011)). Through the plasticity of
their synapses, they can provide a homeostatic mechanism that re-balances excitation
and inhibition in the network for optimal functionality (Froemke et al. (2007); Vogels
et al. (2011, 2013)). Furthermore, evidence suggests that inhibitory interneurons
provide a set of mechanisms that prevent pathological network dynamics such as the
hyperexcitability during seizures (for a review, see Trevelyan (2016)). There are many
different subclasses of inhibitory interneurons but they have some common features
that distinguish them from pyramidal neurons. First, their dendrites are smooth, that
is, without spines (Peters and Jones (1984); White (1989)). Second, their somata can
receive both excitatory and inhibitory synaptic inputs (Peters and Jones (1984)).
Third, their projections are local, either limited inside their cortical column or reaching
laterally other columns (Peters and Jones (1984)) with some exceptions of long-range
inhibitory cells connecting distant neocortical areas (reviewed in Caputi et al. (2013)).
Fourth, they are selective in their synaptic targeting with their axon terminals
targeting specific subdomains of postsynaptic cells (dendrite, soma, or axon) (Somogyi
et al. (1998)).
The population of inhibitory interneurons is highly diverse and can be sub-classified in
many different subpopulations. Interneuronal subpopulations or classes are
characterized by different morphological, electrophysiological, molecular and synaptic
properties (Peters and Jones (1984); White (1989); Markram et al. (2004); Tremblay
et al. (2016)). Despite the fact that some morphological classes tend to have specific
electrophysiological, molecular or synaptic properties, there is no clear mapping
between the different classes and their properties (Markram et al. (2004); Tremblay
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et al. (2016)). This ambiguity makes the distinction between the subpopulations not a
trivial task (Markram et al. (2004)). There was a major effort on finding a consensus
on the classification of GABAergic interneurons but the result was a set of general
guidelines about their most characteristic features (Ascoli et al. (2008)). Future
advancements in molecular, immunocytochemical and electrophysiological techniques
along with better quantitative metrics are expected to help towards a consensus among
researchers (Ascoli et al. (2008)).
1.2.1 Morphological classification
Interneurons are morphologically classified partly based on their anatomical structure
but also on their domain-targeting tendencies (Markram et al. (2004); Tremblay et al.
(2016)). They are classified into: basket cells which are soma- and peri-somatic
targeting cells, Martinotti or Cajal Retzius cells which target distant dendrites or tufts,
Chandelier cells which are axon-targeting cells, and double bouquet, bipolar,
neurogliaform, or bitufted cells which are dendrite-targeting cells (Markram et al.
(2004)). The morphological classes of interneurons are summarized in Fig. 1.1.
Basket cells are the most numerous inhibitory interneurons (40-50%), specialized on
targeting the soma of their targets (Tremblay et al. (2016); Markram et al. (2004)).
They feature diverse dendritic and axonal morphologies but their dendrites are mostly
multipolar and their axons have high degree of branching (Kubota (2014); Tremblay
et al. (2016)). Depending on their dendritic and axonal morphologies, they can be
divided into large basket cells (Kisvarday et al. (1993)), small basket cells (Kisvarday
et al. (1985)) and nest basket cells (Wang et al. (2002)). Large basket cells have sparse
but expansive axonal arborisations typically reaching to neighbouring or distant
columns (Kisvarday et al. (1993)). They represent the main source for lateral inhibition
and disinhibition in neocortex (Kisvarday et al. (1993); Markram et al. (2004)). Small
basket cells have more dense axonal arborisations which are usually limited in their
column (Kisvarday et al. (1985)). Their somato-dendritic morphology is variable
depending mainly on their layer (Markram et al. (2004)). Small basket cells is the only
subclass of basket cells that express vasoactive intestinal peptide (VIP), along with the
expression of cholecystokinin (CCK) (Markram et al. (2004); Tremblay et al. (2016)).
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Figure 1.1: Morphological classification of neocortical interneurons. With the
exception of spiny stellate cells, all the other interneuronal classes summarized here are
inhibitory. Interneurons are morphologically classified based on their dendritic structure (red)
and the structure of their axonal arbour (blue). They are also distinguished by their selective
targeting of specific domains (dendrite, soma, axon) on their targets. Figure reproduced from
Markram et al. (2004).
Nest basket cells have more irregular arborisations (Wang et al. (2002)). They can be
thought as a hybrid between large and small basket cells because their morphological
characteristics are a trade-off between those (Markram et al. (2004)). They
characteristically express the calcium-binding proteins parvalbumin (PV) and calbindin
(CB) and various neuropeptides (Markram et al. (2004)).
Chandelier cells target the axons of pyramidal cells and specifically the axon initial
segments (Kawaguchi and Kubota (1997); Kubota (2014)). The term axo-axonic cells
is also used to refer to their specific targeting. With this targeting they are able to
intervene and alter the response of a neuron overriding any dendritic integration or
gain modulation that was applied (Zhu et al. (2004)). Each one can inhibit a cluster of
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hundreds of pyramidal cells (Blazquez-Llorca et al. (2014); Tremblay et al. (2016)).
Despite their GABAergic nature, their effect can be excitatory due to the physiological
properties of the axon initial segment (Szabadics et al. (2006)). They are located
mostly in layers II, V, and VI while they are more numerous in frontal than sensory
areas (Taniguchi et al. (2013); Tremblay et al. (2016)). Their axon terminals form
vertical rows of boutons giving a chandelier-like appearance (DeFelipe et al. (1989);
Markram et al. (2004)). They typically express CB and PV (DeFelipe et al. (1989))
but, unlike basket cells, they do not express neuropeptides like CCK or VIP (Markram
et al. (2004)).
Martinotti cells, despite their tendency to target dendrites and tufts, were found to
innervate through local arborisation peri-somatic domains as well (Kubota (2014); Ma
et al. (2006); Xu et al. (2013); Wang et al. (2004)). Their dendrites are either bipolar
or multipolar while featuring long ascending axons (Ma et al. (2006); Xu et al. (2013);
Tremblay et al. (2016)). They are numerous and spread across layers II-VI but they are
most abundant in infragranular layers (Markram et al. (2004); Xu et al. (2010)). Their
targeting is also spread across multiple layers but they are specialized in targeting the
tufts of pyramidal cells in layer I (Markram et al. (2004); Kubota (2014)). Their axons
can expand in layer I and innervate laterally distant columns (Wang et al. (2004)).
They always express the neuropeptide somatostatin (SOM) but, unlike basket cells or
chandelier cells, they never express PV or VIP (Markram et al. (2004); Tremblay et al.
(2016)).
Cajal Retzius cells are also dendrite- and tuft-targeting cells but they are
morphologically and functionally distinct from Martinotti cells (Markram et al.
(2004)). They are only found in layer I and also their axons are confined in the same
layer. They provide lateral inhibition across columns by targeting the tufts of
pyramidal cells (Ansto¨tz et al. (2014)). They are thought to play an important role
during development by controlling developmental processes (Mar´ın-Padilla (1998)).
There is evidence suggesting their critical role in the formation of the cortical column
but after post-natal day 7 they undergo selective cell death and disappear in mice
(Ansto¨tz et al. (2014)).
Bipolar cells are characterised by a narrow bipolar dendritic structure in most cases
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but sometimes it can be bitufted instead (Peters (1990); Pro¨nneke et al. (2015); Caputi
et al. (2009); Cauli et al. (2014)). Their somata are small and spindle- or oval-shaped
(Peters (1990); Pro¨nneke et al. (2015); Caputi et al. (2009); Cauli et al. (2014)). They
are found in layers II-IV but preferentially in layers II/III and their targets are mainly
in layers I and VI (Peters (1990); Markram et al. (2004); Tremblay et al. (2016)). They
feature low density of boutons and consequently they have contacts with comparatively
few other cells (Peters (1990); Markram et al. (2004)). They always express both
calretinin (CR) and VIP and in the case of excitatory bipolar cells, VIP is also used a
neurotransmitter (Markram et al. (2004)). Inhibitory bipolar cells, on the other hand,
release GABA instead (Markram et al. (2004)).
Double bouquet cells have ovoid somata, a characteristic bitufted dendritic structure
and an axon that forms a tight bundle of fibres resembling a horse-tail (DeFelipe et al.
(1990, 2006)). This axonal structure extends to all layers featuring high density of
boutons and targets the pyramidal cells at their basal dendrites (DeFelipe et al. (1990,
2006)). They are preferentially located in layers II/III but they are found in layers
IV-V as well (Markram et al. (2004)). They characteristically express CR and CB
simultaneously and sometimes VIP or CCK (Markram et al. (2004)).
Bitufted cells have ovoid somata like the bipolar and double bouquet cells (Somogyi
et al. (1998); Markram et al. (2004)). While their dendritic structure is typically
bitufted, their axonal structure is characteristically much wider and it can span
horizontally the whole cortical column (Markram et al. (2004)). Its vertical span,
though, is much less extensive reaching the neighbouring layers at most (Markram
et al. (2004)). They are found in layers II-VI and they express all the common
calcium-binding proteins and neuropeptides found in interneurons except PV (Somogyi
et al. (1998); Markram et al. (2004)).
Neurogliaform cells are small cells with numerous short, smooth and rarely branched
dendrites radiating around the soma forming a spherical dendritic structure
(Overstreet-Wadiche and McBain (2015)). They have a highly branched and
intertwined axonal structure with very thin terminals densely packed with boutons
(Markram et al. (2004)). Their specific targeting was recently challenged by the finding
that their synaptic boutons are significantly further away from the targeted dendritic
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domain (Ola´h et al. (2009)). This observation, along with evidence of their highly
dense axon terminals, suggest a more target-independent, and cloud-like, inhibitory
application mediated by GABAA and GABAB (Ola´h et al. (2009); Overstreet-Wadiche
and McBain (2015)). Expression of reelin and neuropeptide Y (NPY) is common
among neurogliaform cells whereas neuronal nitric oxide synthase is expressed in a
subset of them (Overstreet-Wadiche and McBain (2015)).
1.2.2 Molecular classification
The above classification is primarily based on morphological features;
electrophysiological, molecular and synaptic properties can be mapped onto those
classes (Markram et al. (2004); Tremblay et al. (2016)). This strategy was very
successful in the classification of hippocampal interneurons because of the simpler
laminar architecture of the hippocampus (Somogyi and Klausberger (2005);
Klausberger and Somogyi (2008)). However, the architecture of neocortex is much
more complex and the ambiguities of morphological features render this classification
impractical (Tremblay et al. (2016)). An alternative classification strategy is based on
molecular markers instead. GABAergic interneurons can be classified in three classes:
those expressing PV (∼40%), those expressing SOM (∼30%) and those expressing the
ionotropic serotonin receptor 5HT3a (5HT3aR) (∼30%) (Tremblay et al. (2016)).
These three markers are rarely co-expressed while they represent almost all of the
GAD-67 expressing neurons in somatosensory cortex (Lee et al. (2010)). A schematic
of these classification and the main characteristics of each class is shown in Fig. 1.2.
PV+ interneurons include the majority of basket cells, which target the soma and
peri-somatic domains, and the axon-targeting chandelier cells (DeFelipe et al. (1989);
Tremblay et al. (2016)). The PV+ basket cells include only those that have a fast
spiking firing pattern (see below). SOM+ cells are also split into two subgroups based
on their morphology: Martinotti and non-Martinotti cells (Kubota (2014); Tremblay
et al. (2016)). Non-Martinotti cells are SOM+ interneurons lacking the functionally
significant characteristic of Martinotti cells: the axonal plexus in layer I (Tremblay
et al. (2016)). The 5HT3aR+ interneurons are again divided into two subgroups based
on the expression of the neuropeptide VIP. VIP+ cells include the majority of bipolar,
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Figure 1.2: Interneuronal classification based on molecular markers. Almost all
interneurons can be classified in three classes based on three molecular markers: parvalbumin
(PV), somatostatin (Sst or SOM), and 5HT3aR. The co-expression of these markers is very
limited (Lee et al. (2010)). Figure reproduced from Tremblay et al. (2016).
double-bouquet and bitufted cells as described above as well as the CCK-expressing
small basket cells (Peters (1990); Pro¨nneke et al. (2015); Tremblay et al. (2016)).
VIP-negative cells include neurogliaform cells as well as the CCK-expressing large
basket cells (Overstreet-Wadiche and McBain (2015); Tremblay et al. (2016)). Note
that these basket cells have a different firing pattern than PV+ basket cells (see below).
1.2.3 Electrophysiological classification
Neocortical interneurons feature a variety of biophysical properties giving rise to
different electrophysiological responses when they are depolarized with a current pulse
injected in the soma. Various firing patterns have been reported and sometimes specific
morphological or molecular classes are characterized by specific patterns (Kawaguchi
and Kubota (1997); Markram et al. (2004)). Initial observations of the interneuronal
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firing patterns focused on two main types: the fast-spiking (McCormick et al. (1985);
Connors and Gutnick (1990)) and the low-threshold-spiking or burst-spiking
interneurons (Kawaguchi (1993); Kawaguchi and Kubota (1997); Ma et al. (2006)).
Subsequent work also revealed the existence of regular-spiking interneurons which
resemble the regular firing of pyramidal cells (Kawaguchi and Kubota (1997, 1998)),
late-spiking cells which fire with a delay (Kawaguchi and Kubota (1996, 1997)), and
cells which have irregular spiking after an initial bursting (Porter et al. (1998); Cauli
et al. (1997)).
A classification scheme based on the onset and the steady-state response of the cells
was introduced by Gupta et al. (Gupta et al. (2000)). The scheme is summarized in
Fig. 1.3. The steady-state response to a sustained injection of current can be
accommodating, non-accommodating, stuttering, bursting or irregular (Gupta et al.
(2000); Markram et al. (2004)). The bursting patterns can be subclassified as
repetitive, initial or transient (see Fig. 1.3). The other steady-state responses can be
characterised as classic, bursting or delayed, based on their pattern of onset of firing
(Gupta et al. (2000); Markram et al. (2004)). The accommodating effect refers to a
characteristic adaptation of the firing rate during a sustained injection of current at the
soma.
The association between the firing patterns and specific morphological or molecular
classes is not always clear but some tendencies were reported (Kawaguchi and Kubota
(1997); Markram et al. (2004); Tremblay et al. (2016)). PV+ cells, both basket and
chandelier classes, tend to exhibit a fast-spiking pattern of activity with no
accommodation (Markram et al. (2004); Tremblay et al. (2016)). However, chandelier
cells have a slightly slower firing pattern and do not exhibit any delays or pauses,
which is common among layer II basket cells (Taniguchi et al. (2013)). Fast-spiking
was reported in non-Martinotti SOM+ cells as well, but the pattern is accommodating
instead (Xu et al. (2013); Tremblay et al. (2016)). Low-threshold-spiking interneurons
found in infragranular layers were identified as SOM+ Martinotti cells with
accommodating or bursting patterns (Kawaguchi (1993); Kawaguchi and Kubota
(1997); Ma et al. (2006)). This cannot be generalized, though, to SOM+ interneurons
in other layers or all Martinotti cells (Ma et al. (2006)). Regular-spiking interneurons
were found to have the morphology of Martinotti, double-bouquet and bipolar cells
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Figure 1.3: Electrophysiological classes of interneurons. Interneurons can be
classified in five classes based on their steady-state response: non-accommodating (NAC),
accommodating (AC), stuttering (STUT), bursting (BST),and irregular-spiking (IS). Based
on the firing onset, interneurons can be characterized as classic (c), bursting (b), delayed
(d). The onset of bursting interneurons can be characterized as initial (i), repetitive (r), and
transient (t). Figure reproduced from Markram et al. (2004).
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(Kawaguchi and Kubota (1997, 1998)). The late-spiking pattern of firing found in
layers II/III and V were reported to primarily match with neurogliaform cells
(Kawaguchi and Kubota (1996, 1997); Tremblay et al. (2016)). The irregular-spiking
pattern was found in bipolar cells in infra- and supra-granular layers (Porter et al.
(1998); Cauli et al. (1997)).
1.2.4 Interneuronal circuits
Recent studies have examined the connectivity between interneurons based on their
molecular markers (Fanselow et al. (2008); Adesnik et al. (2012); Pfeffer et al. (2013)).
Such studies show that PV+ cells deliver strong inhibition on other PV+ cells along
with the inhibition of pyramidal cells (Adesnik et al. (2012); Pfeffer et al. (2013)).
They do not inhibit SOM+ cells whereas limited inhibition of VIP+ cells was reported
in primary visual cortex (Pfeffer et al. (2013)). Interestingly, though, they were
reported to inhibit SOM+ cells in hippocampal CA1 (Lovett-Barron et al. (2012)).
This connectivity pattern does not apply for PV+ chandelier cells which are targeting
only the axoninitial segments of pyramidal cells (Kubota (2014); Tremblay et al.
(2016)). The population of SOM+ cells were found to inhibit every single population,
pyramidals and interneurons, except themselves (Pfeffer et al. (2013)). They have very
limited interconnectivity with chemical synapses as demonstrated with paired
recordings and optogenetic approaches (Adesnik et al. (2012); Gibson et al. (1999);
Pfeffer et al. (2013)). VIP+ cells target only the SOM+ population without inhibiting
pyramidal cells (Pfeffer et al. (2013)). Due to this connectivity, VIP+ cells are
specialized in providing disinhibition in neocortical circuits (Pfeffer (2014); Tremblay
et al. (2016)). A schematic of the resulting circuit can be found in Fig. 1.4.
The circuitry described above is limited to the chemical synapses between different
populations. However, many interneuronal classes also maintain electrical couplings
through gap junctions (Galarreta and Hestrin (1999); Gibson et al. (1999); Hestrin and
Galarreta (2005)). The predominant gap-junctional channel expressed in neurons is
connexin36 (Cx36) (Evans and Martin (2002); Rash et al. (2001)). Such connectivity is
only found between members of the same class, forming a class-specific syncytium. The
syncytia of PV+ fast-spiking interneurons and SOM+ low-threshold-spiking
12
Figure 1.4: Interneuronal circuit in visual circuit. The schematic shows the
predominant connectivity between three major interneuronal populations in visual cortex.
Note that Sst (SOM) interneurons inhibit everything except themselves. Pvalb (PV) cells
inhibit themselves and the pyramidal cells. Vip cells were found to inhibit Sst interneurons
only. Figure reproduced from Pfeffer et al. (2013).
interneurons were first reported and shown to be electrically distinct (Galarreta and
Hestrin (1999); Gibson et al. (1999); Hestrin and Galarreta (2005); Fanselow et al.
(2008)). The PV+ fast-spiking syncytium includes basket cells and chandelier cells
(Hestrin and Galarreta (2005); Woodruff et al. (2011)) but it is still unclear whether
Martinotti cells are electrically connected with SOM+ non-Martinotti cells (Tremblay
et al. (2016)). Another reported syncytium is the one between multipolar bursting cells
which target dendritic domains (Blatow et al. (2003); Hestrin and Galarreta (2005)).
Irregular-spiking interneurons expressing cannabinoid receptors were found to be
electrically coupled as well (Galarreta et al. (2004); Hestrin and Galarreta (2005)).
More recently, VIP+ cells were reported to function cooperatively through electrical
coupling (Karnani et al. (2016)). Such homotypic electrical coupling is apparently a
common pattern among interneuronal populations of neocortex. However, it is still not
clear whether neurogliaform cells are electrically connected in a homotypic way
(Tremblay et al. (2016)). There is evidence that they are exclusively interconnected in
layer I (Chu et al. (2003)) but, in contrast, they are promiscuously connected to other
cell types in layers II/ III (Simon et al. (2005)).
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1.3 Fast-spiking, PV+ basket cells
As elaborated above, the three terms fast-spiking interneurons, PV+ interneurons, and
soma-targeting basket cells do not refer to exactly the same group of neurons. Despite
the popular notion that all PV+ cells are soma-targeting basket cells, or that all
fast-spiking interneurons are PV+, this is not the case (Markram et al. (2004)). It is
rather an approximation of reality. This thesis focuses on the interneuronal population
that is formed by the intersection of these classes even though the title refers to
fast-spiking interneurons in general. The above notion is usually used in studies to
distinguish these cells from the SOM+, low-threshold-spiking, dendrite-targeting
interneurons (e.g., Adesnik et al. (2012); Wilson et al. (2012)) and the same notion is
used here for the same reason. So the terms PV+ cells, fast-spiking interneurons and
soma-targeting basket cells will be used interchangeably throughout the thesis,
referring to the same subpopulation of interneurons.
1.3.1 Ion-channel composition of fast-spiking interneurons
The combination of ion channels expressed in each interneuronal class dictates its
electrophysiological phenotype (Markram et al. (2004)). Characteristics like the
accommodating firing or the bursting are associated with specific ion channels found in
the respective interneuronal populations (Ertel and Ertel (1997); Vergara et al. (1998)).
The ion-channel composition of fast spiking interneurons was also thoroughly
investigated leading to the identification of the ion channels responsible for their high
frequency, non-accommodating firing and their rapid response (Goldberg et al. (2008);
Martina et al. (1998); Erisir et al. (1999); Rudy and McBain (2001); Hu and Jonas
(2014); Martina and Jonas (1997); Li et al. (2007); Bucurenciu et al. (2008)). Kv1.1
channels provide a dampening mechanism at the axon initial segment, filtering out slow
depolarizations and allowing fast-spiking interneurons to rapidly respond only to sharp
depolarizations (Goldberg et al. (2008)). The delayed rectifying Kv3.1 and Kv3.2
channels are highly expressed in fast-spiking interneurons, and they mediate the rapid
repolarization of the cells which is crucial for high-frequency firing (Martina et al.
(1998); Erisir et al. (1999); Rudy and McBain (2001)). The afterhyperpolarization is
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also large enabling the full recovery of inactivated Na+ channels thus sustaining the
high-frequency of firing without accommodation (Martina et al. (1998); Erisir et al.
(1999); Rudy and McBain (2001)). Furthermore, the gating of Na+ channels is
specialized for maintaining the firing, with slower inactivation and faster recovery than
the respective channels in pyramidal cells (Martina and Jonas (1997)). These Na+ and
Kv3 channels are highly expressed in the axon of the cell facilitating the fast and
synchronous release of GABA (Hu and Jonas (2014); Tremblay et al. (2016)). This is
subserved as well by the expression of P/Q-type Ca2+ channels, which feature fast
kinetics (Martina and Jonas (1997); Li et al. (2007); Bucurenciu et al. (2008)), at the
synaptic terminals. The characteristic ion-channel composition of the fast-spiking
interneurons underlies their fast signalling capabilities (Hu and Jonas (2014)).
The specialized Kv3 channels underlie the brief action potentials which characterize
fast-spiking interneurons (Erisir et al. (1999); Rudy and McBain (2001)). Apart from
their short duration, they also have a relatively large afterhyperpolarization (Erisir
et al. (1999); Rudy and McBain (2001)). These features of single action potentials are
widely used to identify the fast-spiking interneurons in local field potential (LFP)
recordings (Bartho´ et al. (2004); Mruczek and Sheinberg (2012); Peyrache et al.
(2012)). The valley to peak duration of these cells is typically lower than 0.4 ms while
the typical duration for regular-spiking cells is 0.7 ms (Bartho´ et al. (2004); Mruczek
and Sheinberg (2012); Peyrache et al. (2012)). In addition, the amplitude ratio between
the valley and the peak is lower compared to other classes, reaching sometimes values
as low as 0.9, due to the relatively large afterhyperpolarization (Peyrache et al. (2012)).
1.3.2 Computational significance of their somatic targeting -
Gain control mechanism
The somatic and peri-somatic targeting of basket cells provides proximal inhibition to
the pyramidal cell, that is, the postsynaptic inhibitory conductances are injected close
to the domain that initiates the action potential. This comes in contrast with the
dendritic or distal inhibition which is delivered to the domain where the pyramidal cell
receives excitatory conductances and integrates them. Vu and Krasne (1992) showed
that this difference between the proximal and distal inhibition had a qualitative
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Figure 1.5: Dendritic vs somatic inhibition and the modulation of the input-output
function. Inhibition was simulated with the application of muscimol, a GABAA agonist. It
was applied either near the soma or the distal dendrites while the excitatory conductance
was varied using dynamic clamping (Pouille et al. (2013)). When dendritic inhibition was
applied, the sigmoidal input-output function was shifted to higher values without any gain
modulation. When somatic inhibition was applied, the slope and maximum value of the
sigmoidal function was decreased indicating a gain control mechanism. Figure reproduced
from Pouille et al. (2013).
difference in the computation carried out by the circuit (Vu and Krasne (1992)). It was
shown that increased excitation could override the distal inhibition and generate a
spike, while the proximal inhibition could attenuate the excitatory input completely
preventing any spike (Vu and Krasne (1992)). They distinguished the two types of
inhibition as relative vs absolute and they discussed their functional implications with
the latter reducing the dynamic range of the response and the former not (Vu and
Krasne (1992)).
In the case of proximal inhibition, inhibitory conductances influence the electrotonic
path of the integrated signal by delivering a shunting effect, with the membrane
becoming leakier, and the signal attenuating rapidly (Pouille et al. (2013)). The
maximum achievable firing rate is decreased in this case. In contrast, distal inhibition
provides a hyperpolarizing effect that can be overcome with stronger excitation and the
cell can reach the same maximum firing rate (Pouille et al. (2013)). Both effects can be
described by specific modulations of the input-output function of the pyramidal cell.
By considering the excitatory input on the x-axis and the firing rate or output of the
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cell on the y-axis, the input-output function is typically a sigmoidal function that
describes the computational capabilities of the cell (Silver (2010)). Important features
of the function include the onset, which is the minimum amount of input that elicits a
non-zero output, the slope or neuronal gain, which expresses the sensitivity of the
output to varying input intensity, and the maximum output value which gives the value
of saturating output for the cell. Examples of input-output functions can be found in
Fig. 1.5. The effects of distal and proximal inhibition on the input-output function are
shown in the same figure. In that study, distal and proximal inhibitory mechanisms
were simulated with the application of muscimol, a GABAA agonist, close to the distal
or proximal dendrites of a pyramidal cell, respectively (Pouille et al. (2013)). Note the
rightward shift of the function to higher values of input without any modulation of the
slope or the maximum firing rate when distal inhibition is applied (Pouille et al.
(2013)). On the other hand, proximal inhibition decreases the slope (neuronal gain)
and the maximum firing rate thus providing a gain control effect (Pouille et al. (2013)).
Such an effect modulates the dynamic range of the output (Vu and Krasne (1992);
Pouille et al. (2013)).
Similar results were demonstrated under in vivo conditions in mouse visual cortex
(Wilson et al. (2012)). The activity of pyramidal cells sensitive to the contrast of the
visual stimuli was recorded while optogenetically activating different interneuronal
populations. In each experiment, either PV+ or SOM+ interneurons were activated.
The PV+ interneurons were considered to provide the proximal soma-targeting
inhibition while the SOM+ interneurons were considered to provide the distal dendritic
inhibition (Wilson et al. (2012)). Examples of how pyramidal input-output functions
are modulated with the photoactivation of each interneuronal population are shown in
Fig. 1.6. Activating the PV+ cells resulted into a significant reduction of the slope and
the maximum output. Such modulation provides a divisive scaling effect or gain
control on the responses of the cell without changing its selectivity (Wilson et al.
(2012)). Activating the SOM+ cells, on the other hand, resulted into a shift of the
function to higher values without a significant change in the neuronal gain. This
modulation sharpens the selectivity of the cell by subtracting the response but keeps
its dynamic range the same (Wilson et al. (2012)).
In a similar in vivo study of neural computation in mouse visual cortex, the PV+
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Figure 1.6: Soma-targeting PV+ cells delivering divisive inhibition and dendrite-
targeting SOM+ cells providing subtractive inhibition. The input-output function of
contrast-sensitive cells in mouse visual cortex is differentially modulated with the optogenetic
activation of different interneurons. When PV+ (soma-targeting) cells are activated, there is
a divisive modulation on the input-output function. When SOM+ (dendrite-targeting) cells
are activated, there is a subtractive modulation on the input-output function instead. Figure
reproduced from Wilson et al. (2012).
interneurons were either activated or silenced using optogenetic tools (Atallah et al.
(2012)). Atallah and colleagues (2012) demonstrated that the neuronal gain of
pyramidal cells can be either decreased or increased depending on the optogenetic
manipulation of PV+ interneurons: there was a divisive decrease with the enhancement
of interneuronal activity and there was a multiplicative increase with their silencing
(Atallah et al. (2012)).
However, the idea that soma-targeting interneurons provide divisive inhibition and
dendrite-targeting interneurons provide subtractive inhibition was challenged (Lee et al.
(2012, 2014); Lovett-Barron et al. (2012); Seybold et al. (2015); Keller and Martin
(2015); El Boustani and Sur (2014)). Lee and colleagues initially reported contradictory
results but after a follow-up study concluded that the intensity of the stimulation can
influence the results (Lee et al. (2012, 2014)). Another study, focusing on the auditory
cortex, reported a wide diversity of modulatory effects and suggested that such
phenomena arise from more complex mechanisms (Seybold et al. (2015)). For instance,
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Keller and Martin distinguished experimentally the fast gain control mechanism from
the slower adaptation mechanism (subtractive inhibition) while showing that the
soma-targeting interneurons are implicated in both (Keller and Martin (2015)). There
are many other factors that are expected to influence the modulation of input-output
functions including the temporal relations of different inputs, the conductance state of
the membrane, the complexity of the dendritic arbour, the active conductances of the
dendrite and more (for a review, see Silver (2010)). Indeed, the relative timing between
the interneuronal response and the pyramidal response was shown to dictate the
quality of inhibition in visual cortex (El Boustani and Sur (2014)).
1.3.3 Functional role of fast-spiking interneurons in cortical
circuit motifs
The cortical circuits between pyramidal cells and interneurons are characterised by
recurrent connectivity patterns (motifs) (Tremblay et al. (2016)). Fast-spiking
interneurons are involved in motifs that deliver feedforward and feedback inhibition
(Buzsa`ki and Eidelberg (1981); Pouille and Scanziani (2001); Pouille et al. (2009);
Geiger et al. (1997); Couey et al. (2013)). With these circuit-based inhibitory
mechanisms, and in combination with their fast signalling capabilities, fast-spiking
interneurons have a functional role in the circuits that extends beyond simple
inhibition (Hu et al. (2014)).
In the case of feedforward inhibition, afferent connections excite both pyramidal cells
and interneurons in a microcircuit. The excited interneurons deliver feedforward
inhibition onto their local pyramidal cells (Buzsa`ki and Eidelberg (1981); Pouille and
Scanziani (2001); Pouille et al. (2009)). Experiments conducted in hippocampal
circuits showed that this disynaptic inhibition is delivered primarily by fast-spiking
interneurons which target perisomatic domains (Pouille and Scanziani (2001)).
Subsequent experiments demonstrated that the fast responses of these interneurons
enable them to deliver feedforward inhibition with minimal delay, before the response of
other interneurons (Pouille et al. (2009)). The rapid feedforward inhibition gives rise to
a coincidence detection mechanism in pyramidal cells as a result of a narrower window
for temporal integration of excitatory postsynaptic potentials (EPSPs) (Pouille and
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Scanziani (2001)). Only the EPSPs that coincide in a shortly after the excitation of the
microcircuit are able to produce an action potential (Pouille and Scanziani (2001)).
In the case of feedback inhibition, local excitation activates the interneurons of the
microcircuit and those interneurons respond with feedback inhibition either onto the
source of excitation (recurrent feedback inhibition) or other principal neurons laterally
placed (lateral feedback inhibition) (Geiger et al. (1997); Couey et al. (2013)). A
substantial contribution of fast-spiking interneurons in both types of feedback
inhibition was demonstrated in entorhinal cortex (Couey et al. (2013)). Through
feedback inhibition, a winner-takes-all mechanism is enabled: the first group of
principal cells that are activated in a microcircuit suppress the initiating of action
potential in others through feedback inhibition (de Almeida et al. (2009)). The fast
signalling of the fast-spiking interneurons is crucial for the efficiency of the mechanism
because the short disynaptic delay of their inhibition enables the winner-takes-all
mechanism with low demands in external input (de Almeida et al. (2009)).
1.3.4 Fast-spiking interneurons in physiological and
pathological network dynamics
Neuronal networks exhibit a diverse dynamic behaviour and the emerging oscillatory
activity has a central role (Wright and Liley (1996); Buzsa´ki (2006)). Neural
oscillations in cortical networks subserve and reflect many cognitive processes including
memory (Buzsa´ki and Draguhn (2004); Klimesch (1999)). During oscillatory activity,
the neurons synchronize their firing, producing a network-wide rhythmic coordination
and thus enabling synaptic plasticity and information processing (Buzsa´ki and
Chrobak (1995); Buzsa´ki and Draguhn (2004)). The interneuronal populations, and
especially the fast-spiking interneurons, play a primary role in the generation and
maintenance of such oscillatory activity (Buzsa´ki and Chrobak (1995); Bartos et al.
(2007); Whittington and Traub (2003)).
Networks of fast-spiking interneurons have special features that make them the ideal
high-frequency (gamma band) oscillators in cortical networks (for a review, see Bartos
et al. (2007)). The abundance of these neurons, the reciprocal inhibitory connections
20
between them, the soma-targeting inhibition that they provide to pyramidal cells and
their high-frequency firing all work synergistically to generate and maintain gamma
oscillations (Bartos et al. (2007)). Experiments carried out in hippocampal slices
demonstrated the importance of synaptic inhibition in the generation of such
oscillations (Whittington et al. (1995)). Synaptically connected interneurons generated
gamma oscillations after blocking ionotropic glutamate receptors and activating
metabotropic glutamate receptors (Whittington et al. (1995)). These oscillations were
terminated as soon as the GABAA receptors were blocked (Whittington et al. (1995)).
Similar experiments with different pharmacological manipulations showed that
GABA-mediated inhibition is necessary and sufficient to generate gamma oscillations
(for a review, see Bartos et al. (2007)). In addition, rhythmic optogenetic stimulation
of the PV+ interneurons was shown to generate gamma oscillations (Cardin et al.
(2009); Sohal et al. (2009)). The oscillation that emerges among the mutually inhibited
fast-spiking interneurons recruits the principal neurons through the synaptic
connections between the two neuronal classes (Bartos et al. (2007)). Other features of
the network like the gap junctions between fast-spiking interneurons (Galarreta and
Hestrin (1999); Gibson et al. (1999)) and the fast and strong glutamatergic synapses
onto these cells (Galarreta and Hestrin (2001); Angulo et al. (1999)) promote their
synchrony (Vida et al. (2006)). Interestingly, a recent study in hippocampal CA1
suggests that interneuronal populations other than the fast-spiking basket cells have a
more prominent role in this type of oscillations (Craig and McBain (2015)).
Interneurons are pivotal for the physiological coordination of activity in cortical
networks and impairments in these neurons are implicated with the emergence of
pathological dynamics (Uhlhaas and Singer (2010); Trevelyan (2016)). Phenomena like
hypersynchronous activity or runaway excitation characterize pathologies like epilepsy
and Parkinsons disease (Uhlhaas and Singer (2006); Trevelyan (2016)). Interneurons
protect the network activity by providing an inhibitory restraint that blocks the
propagation of seizures (Trevelyan et al. (2006); Schevon et al. (2012)). Fast-spiking
PV+ interneurons are crucial in these restraining mechanisms because of their rapid
and timely response to excitatory drive and also their targeting specificity (Trevelyan
(2016)). Indeed, genetic manipulation of these interneurons increases dramatically the
susceptibility of the networks to epileptiform activity (Schwaller et al. (2004); Ogiwara
et al. (2007); Rossignol et al. (2013)). Sessolo and colleagues manipulated
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optogenetically the population of PV+ interneurons in a slice model of focal epilepsy
and showed that, while the population can block the propagation of seizures away from
the focus, it can also generate the seizure at the focus due to postinhibitory rebound
spiking in the principal cells (Sessolo et al. (2015)). However, this type of interneuronal
manipulation has its limitations when it comes to the interpretation of the results due
to the uncoordinated activation of the interneurons (Trevelyan (2016)). Molecular
alterations in the population of PV+ interneurons are also involved in schizophrenia
pathophysiology (Uhlhaas and Singer (2010); Nakazawa et al. (2012); Lewis et al.
(2012)).
1.4 Outline of the thesis
The purpose of this project was to investigate how different aspects of the PV+
interneurons influence the neocortical dynamics. Computational and experimental
approaches were used for this purpose.
Chapter 2 includes the investigation on how divisive inhibition, as delivered by the
soma-targeting interneurons, influences the stability of oscillatory dynamics in
neocortical networks. The impact of divisive inhibition on the transition of the network
into a state of unstable or paroxysmal (seizure-like) oscillations has never been
explored. The aim of this investigation was to determine whether the presence of
divisive inhibition in the network can promote or prevent the onset of such oscillations.
Neural mass models were used in this investigation.
The same modelling framework was used in Chapter 3 where the impact of divisive
inhibition on the phenomena of entrainment and long-range synchronization was
explored. These phenomena are indicative of flexible neural dynamics and impairments
in these phenomena have been reported in schizophrenics (Schwab et al. (2006);
Brenner et al. (2003); Hamm et al. (2015); Pittman-Polletta et al. (2015); Schnitzler
and Gross (2005)). The aim of this investigation was to determine whether divisive
inhibition can enhance or diminish these phenomena in a model neocortical network.
Chapter 4 focuses on the role of the electrical couplings between the PV+ interneurons
22
during the state of raised extracellular K+ concentration. This state is a naturally
occurring state at the focus of a seizure (Heinemann and Dieter Lux (1977); Moody
et al. (1974); Amzica et al. (2002); Gnatkovsky et al. (2008)). Propagation of seizures
through these electrical synapses has been reported under different conditions
(drug-induced, see Gigout et al. (2006); Louvel et al. (2001)). However, the impact of
raised extracellular K+ concentration has never been explored. The possibility of
propagating activity through the PV-syncytium under this condition was explored in
cortical slices using multi-electrode array (MEA) recordings, optogenetic manipulation
and pharmacology. A biophysically detailed model was also used in order to explain
some aspects of the experimental results.
Chapter 5 focuses on the interaction of two different oscillations and the potential
impact of PV+ interneurons during such interaction. Interactions between two different
oscillations have been reported in slice electrophysiology experiments (e.g., see period
concatenation in Roopun et al. (2008a,b)) but the role of the inhibitory interneurons
has not been investigated during such phenomena. The aim of this investigation was to
develop a protocol of interaction between two different oscillations and explore the role
of inhibitory interneurons through pharmacological manipulations. A combination of
MEA recordings, optogenetics and pharmacology were used in a slice electrophysiology
setup for this purpose.
Chapter 6 includes a general discussion on the results of the project and future




Gain control through divisive
inhibition prevents abrupt transition
to chaos in a neural mass model
2.1 Introduction
Neurons can be understood as information processing units that transform synaptic
input into a spike train output. This transformation is often described by an
input-output function, which can be experimentally measured. Recent experiments
have demonstrated that different inhibitory mechanisms can modulate this function
(Mitchell and Silver (2003); Wilson et al. (2012)). These inhibitory mechanisms can be
considered to be either subtractive or divisive based on the modulation that is applied
on the postsynaptic neurons. The subtractive modulation shifts the sigmoidal
input-output function to higher inputs (hyperpolarizing effect), whereas the divisive
modulation decreases the slope of the function (also termed the neuronal gain) (Silver
(2010)). Recent studies demonstrated that the two types of modulations are applied on
the cortical pyramidal neurons by two distinct inhibitory populations.
Dendrite-targeting interneurons provide the subtractive inhibition, whereas divisive
inhibition is provided by soma-targeting interneurons (Wilson et al. (2012); Pouille
et al. (2013)). Additionally, the connectivity patterns between these populations were
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revealed in recent anatomical study in neocortex, where it was shown that the
dendrite-targeting interneurons inhibit the soma-targeting but not the other way
around (Pfeffer et al. (2013)).
In particular, the role of divisive inhibition (i.e., gain control) has been explored by
experimental as well as computational studies, as it is a nonlinear effect that enables
more complex functionality into the system. Gain control has been shown to be crucial
in human vision (Wilson and Kim (1998)), sensory processing (Schwartz and Simoncelli
(2001); Malmierca et al. (2005)), gaze direction (Trotter and Celebrini (1999)), selective
attention (Hillyard et al. (1998)), and motor processing (Treue and Martinez-Trujillo
(1999)). In simulated networks of neurons, divisive inhibition was shown to prevent
some problems (proximity to unstable behavior, sensitivity of dynamics to connectivity
parameters, and slow reaction to fast fluctuating input) caused by the lack of divisive
inhibition (Chance and Abbott (2000)). Additionally it was shown that including
divisive inhibition can improve storage capacity in neuronal networks without
compromising its dynamical stability (Battaglia and Treves (1998)). In terms of
network dynamics, the divisive modulation was found to regulate the duration of the
active and silent phases during rhythmic bursting activity (Tabak et al. (2006, 2011)).
Despite these findings, there are still open questions about the role of divisive
inhibition in the overall network dynamics. In particular, the effect on the transition
between different network states is unclear. In the present computational work,
transitions from low-amplitude oscillations to high-amplitude paroxysmal oscillations
are of interest. A high-amplitude paroxysmal oscillation in local neocortical networks is
a model of hypersynchronous activity which indicates pathological dynamics, as, for
example, in epilepsy (Uhlhaas and Singer (2006)). Experimental studies investigated
the role of different elements of neocortical networks and their interaction with the
thalamus in the generation of such oscillations (Steriade and Contreras (1998);
Bazhenov et al. (2004)). These oscillations closely resemble the spike-wave complexes
that characterize the pathological activity during seizures. Despite the fact that the
interaction between neocortex and thalamus enhances spike-wave complexes, it was
shown that the thalamus is not necessary for the generation or propagation of these
paroxysmal oscillations in neocortex (Steriade and Contreras (1998); Timofeev et al.
(2002); Destexhe et al. (2001)). Computational studies have used limit cycles or
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chaotic attractors to model these paroxysmal oscillations (Wendling et al. (2002);
Lopes da Silva et al. (2003); Suffczynski et al. (2004); Huang et al. (2011); Freeman
(1987)). Despite the fact that chaoticity is a property not always found in this type of
pathological activity, the chaotic attractors usually have high-amplitude and complex
behavior that resembles such paroxysmal activity. Also a three-dimensional chaotic
attractor has the same dimensionality as the seizure attractors analyzed from EEG
signals (Babloyantz and Destexhe (1986)). For a review on seizure dynamics and the
types of attractors that are used to model this type of activity can be found in Deco
et al. (2008). In the present work, the transition to paroxysmal oscillations is modeled
as a transition from a low-amplitude limit cycle (order) to a high-amplitude chaotic
attractor (chaos) in a model of local neocortical networks which were shown to exhibit
such activity even in isolation. Furthermore, a recent study on the macroscopic
behavior of spiking neural networks verifies the coexistence of order and chaos in local
networks (Montbrio´ et al. (2015)).
One intensively studied route to chaos is via a so-called cascade of period-doubling
bifurcations (Tresser et al. (2014)). During a period-doubling bifurcation, a limit cycle
is replaced by a new periodic orbit with double the period of the original orbit.
Period-doubling bifurcations are well documented in complex neural systems, both
theoretically (Ermentrout (1984); Breakspear et al. (2006)) and experimentally
(Ishizuka and Hayashi (1996); Crevier and Meister (1998); Perez Velazquez et al.
(2003)). Additionally, cascades of period-doubling bifurcations are often found
preluding the onset of paroxysmal or irregular behavior in these studies. Interestingly,
the cascades of period-doubling bifurcations can happen at a constant transition rate,
first described by Feigenbaum (Feigenbaum (1978)). The Feigenbaum constant was
since found to apply universally in many dissipative systems in nature (Libchaber et al.
(1982); Testa et al. (1982); Makin et al. (2008)). The significance of Feigenbaum
universality, and particularly of the Feigenbaum constant (Feigenbaum (1978)), is that
it provides a prediction for the onset of chaos in parameter space. A system complying
with Feigenbaum universality has a well-defined relative boundary between order and
chaos, whereas a system with non-Feigenbaum behavior can exhibit abrupt transitions
between the two states. Non-Feigenbaum behavior is still an open field of study. Some
classes of such behavior have already been characterized, mainly in discrete dynamical
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systems (Kuznetsov et al. (1997); Kim et al. (2001); Kuznetsov et al. (2005)).
Examples of this behavior in continuous dynamical systems remain poorly understood.
Previous studies of neural population dynamics reported period-doubling transitions
(Huang et al. (2011); Ermentrout (1984); Breakspear et al. (2006); Rodrigues et al.
(2009)). However, none of them, to our knowledge, focused on the influence of
inhibitory mechanisms on the period-doubling cascades. The primary aim of this study
is to apply bifurcation theory and investigate the role of divisive inhibition in a neural
mass model while it undergoes a period-doubling cascade leading to chaos. In
particular, I will explore how the system behaves in relevance to Feigenbaum
universality in two different cases: while the model includes divisive inhibition and
while it uses only subtractive inhibition.
2.2 Models and Methods
2.2.1 Modeling framework
As in previous studies, neural mass models are used in this work, giving an abstract
and macroscopic description of neocortical networks comprised of excitatory and
inhibitory populations. The dynamics arise from the interaction of these populations
which are expressed by a set of ordinary differential equations (ODEs). In particular,
the model used here is an extended version of the spatially localized Wilson-Cowan
model (Wilson and Cowan (1972)), which is primarily used to model the oscillatory
behavior of neural systems (Tsodyks et al. (1997); Deco et al. (2009); Wang et al.
(2012)). This type of model is conceptually simple and well studied and can be easily
analyzed using bifurcation theory (Borisyuk and Kirillov (1992); Pinto et al. (1996);
Monteiro et al. (2002)). Therefore it is an ideal choice for investigating how abstract
concepts like subtractive or divisive inhibition can change the network’s behavior at the
population level. The model introduced here can be considered as a generalization of
the Wilson-Cowan model (Wilson and Cowan (1972)). This generalization can be used
to model not only subtractive inhibition, as featured in the classic model, but also
divisive inhibition. In order to achieve this, I consider the excitation and external
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inputs to be the drivers of the network, whereas the inhibition is used only to modulate
the sigmoidal input-output functions of all the units in the network. Distinguishing
between drivers and modulators in the network is inspired by the Sherman-Guillery
proposition (Sherman and Guillery (1998)). This separation of drivers from the
modulators comes in contrast to the way that inhibition was previously modeled: as a
subtraction from the input, that is, as a negative driver. An equivalent result can be
obtained instead by shifting the input-output function to higher inputs (see Fig. 2.1,
bottom left), that is, subtractive modulation of the input-output function. This
displacement represents the subtractive inhibition in the proposed model. Similarly,
the divisive inhibition can be modeled as a gain control mechanism that decreases the
slope and maximum output of the input-output functions (see Fig. 2.1, bottom right).
By choosing the logistic function as the input-output function, we can model these
modulations by promoting the constants for displacement and slope to variables that
can be dynamically controlled by the inhibitory populations in the model. This
modification results in a function of three variables F (x, θ, α), F : R× R+0 × R+0 → R.
Variable x represents the input or the driver of the unit, variable θ represents the
displacement of the sigmoidal curve along the x axis, and variable α represents the
slope of the curve. Thus, the input-output function F (driver, subtractive modulator,
divisive modulator) is given by:












where the minimum displacement θj and the maximum slope αj are constants,
representing the default case when no modulatory inhibition is delivered to the unit.
Specifically, these constants differ for different populations: j = {e, s, d} for the
excitatory, subtractive, and divisive inhibitory populations, respectively. Note also that
the last term in the expression only depends on the variable of slope α and it is used
for decreasing the maximum value of the output along with the decrease in slope (see
Fig. 2.1 for a schematic).
Using the input-output function F we now have an easy way to express subtractive and





























Figure 2.1: Schematic of the ESD model. The model incorporates an excitatory
population (E), a subtractive (S), and a divisive (D) inhibitory population. The lower panels
show how the two inhibitory mechanisms modulate the input-output function of their target
population. Note the nonreciprocal inhibitory connection between S and D. The external
inputs to the populations are omitted in this schematic.
ESD model
The model incorporating both subtractive and divisive inhibition (the ESD model, also
see Fig. 2.1) is given by the following system of ordinary differential equations (ODEs):
dE
dt
= −E + (ke − E)Fe(weeE + Pe, wesS,wedD),
dS
dt
= −S + (ks − S)Fs(wseE + Ps, wssS, 0), (2.2)
dD
dt















with j = {e, s, d}. The variables of the system, E, S, and D, express the activity level
of the excitatory, subtractive inhibitory, and divisive inhibitory population respectively.
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The functions Fj are the sigmoidal input-output functions as presented above.
Parameters Pj give the external inputs to the units and they are considered to be
independent of time in this study. The refractory period (see Wilson and Cowan
(1972)) is assumed to be the same for all populations and equal to 1 (omitted here).
The connectivity parameter wji ≥ 0 represents the weight of connection from unit i to
unit j. The absence of the inhibitory connection wsd is justified by the anatomical
findings (Pfeffer et al. (2013)). Note that the divisive inhibitory population is
considered divisive just because it delivers divisive inhibition to the excitatory
population. Its self-inhibition connection wdd remains subtractive; no divisive
modulation is evidenced, to our knowledge, in neuronal population other than on the
pyramidal cells. All three populations are assumed to work at the same time scale, so
all time constants are omitted in this model. A schematic of the model can be found in
Fig. 2.1.
ESS´ model
An equivalent model but without the divisive inhibition (ESS´ model) is given by the
following system of ODEs:
dE
dt
= −E + (ke − E)Fe(weeE + Pe, wesS + wes´S´, 0),
dS
dt
= −S + (ks − S)Fs(wseE + Ps, wssS, 0), (2.4)
dS´
dt
= −S´ + (ks´ − S´)Fs´(ws´eE + Ps´, ws´sS + ws´s´S´, 0),
with the same input-output functions Fj, j = {e, s, s´}, as described in Eq. (2.1). Note
that the only thing that changes compared to the ESD model is the quality of
inhibition that is provided by the secondary inhibitory population, S´, to the excitatory
population, E. Instead of being divisive, denoted by D, now it is subtractive, denoted




The divisive inhibition in the network can be modeled in a way that is not purely
divisive modulation of the input-output function of the excitatory population but
rather a combination of divisive and subtractive modulation. This can be thought as a
more biologically realistic modulation, which more closely resembles the experimental
data (Wilson et al. (2012); Pouille et al. (2013)). An additional constant parameter
q ∈ [0, 1] is introduced in the model in order to express the fraction of divisive
modulation that is delivered to the excitatory population. The rest of the modulation,
1− q, is delivered as subtractive. For a schematic see Fig. 2.5(a). The only change in
the ESD model [Eq. (2.2)] is the input-output function of the excitatory population:



























The input-output functions Fs and Fd remain the same as in Eq. (2.1). I shall use this
nonideal divisive inhibition at a later stage in the analysis to simulate mixture models
between the ESD and ESS´ models. Table 2.1 summarizes all the model parameters I
used in this study.
2.2.2 Feigenbaum number
The Feigenbaum number expresses the rate by which the system undergoes the
period-doubling bifurcations en route to chaos. Therefore it can be used as a relative
measure of the abruptness of period-doubling cascades. Considering a cascade of
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R2n −R2n−1 . (2.7)
An approximation of this number, based on the first four period-doubling bifurcations
R2, R4, R8, and R16, was calculated by use of the following ratio:
δˆ =
R8 −R4
R16 −R8 . (2.8)
This measure can be compared with the Feigenbaum constant δ = 4.6692 · · ·
(Feigenbaum (1978)), which was discovered to be a characteristic constant for all
one-dimensional maps and many dissipative systems undergoing period-doubling
cascades (Cvitanovic (1984); Strogatz (1994)). Values of δˆ near the Feigenbaum
constant are considered as an indication that the system complies with the Feigenbaum
universality, whereas values far from this constant indicate a non-Feigenbaum behavior.
Essentially, the number δˆ estimated from a period-doubling cascade offers us a way to
classify the route into chaos. If δˆ is close to the Feigenbaum constant, then the
transition into chaos is well understood and can be reduced to the dynamics of a
one-dimensional map. If δˆ is far from the Feigenbaum constant, then the transition to
chaos is underpinned by more complex processes. Particularly, if δˆ > δ, then the onset
of chaos is considered relatively more abrupt.
2.2.3 Bifurcation analysis using numerical continuation
The toolbox MATCONT (Dhooge et al. (2003)) was used for the detection of
bifurcation points and the numerical continuation of bifurcation curves presented in
this work. A fourth-order Runge-Kutta method (ode45) implemented in MATLAB
Release 2013b (The MathWorks, Inc., Natick, MA) was used for the numerical
integration of the ODEs in all the reported results. Other built-in ODE solvers were
also used and produced similar results.
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Table 2.1: Parameter sets used for the results shown. For all cases: Pe = 1.1, Ps = Pd = 0,
θe = 4, θs = θd = 3.7, αe = 1.3, αs = αd = 2. Note the varying parameters denoted with
var.
No wee wes wed/wes´ wse wss wde/ws´e wds/ws´s wdd/ws´s´ Fig.
1 var 12 28 14 2 20 21 0 2.2
2 var 12 var 14 2 20 21 0 2.3(a-b)
3 20.7 12 19 14 2 20 21 0 2.3(c)
4 19.6 12 19 14 2 20 21 0 2.3(d)
5 var 12 28 14 2 20 var 0 2.4
6 var 12 var var 2 20 var 0 2.5(b) black
7 21 var 28 14 var var 21 var 2.5(b) red
8 var 12 28 14 2 20 21 0 2.5(d)
9 21 11.5 24 var 1.5 20 21.5 6 2.6
10 21 11.5 var 15 1.5 20 var 8 2.7(a)
11 21 11.5 24 var 1.5 19.5 var 6 2.7(b)
12 21.5 12 var 16 2 20 18 0 2.10
2.3 Results
In this work, the role of divisive inhibition in the transition from order to chaos
through a period-doubling cascade is examined. For this purpose, the model introduced
in the previous section was used. The connectivity between the two inhibitory
populations is unidirectional and follows the experimental findings in neocortical
networks (Wilson et al. (2012); Pfeffer et al. (2013)). A schematic of the model with all
the connectivity parameters can be found in Fig. 2.1. A numerical approach was used
for its analysis throughout.
The introduced model can exhibit transitions from a limit cycle (order) to a chaotic
attractor through a cascade of period-doubling bifurcations. Figure 2.2(a) shows the
bifurcation diagram of such a transition. The cascade parameter used in this example
is the self-excitation synaptic weight, wee. The limit cycle emanates from a
supercritical Andronov-Hopf bifurcation and the amplitude of the oscillation increases
with the increase of the cascade parameter. The first four period-doubling bifurcations
are labeled as R2, R4, R8, and R16, denoting the beginning of the period-2, period-4,
period-8, and period-16 cycles, respectively. Instances of the phase space at different
stages of the transition can be seen in Fig. 2.2(b), including the chaotic attractor
appearing at the end of the cascade. The strange attractor is topologically similar to
the Ro¨ssler attractor (Ro¨ssler (1976)), the Sprott D attractor (Sprott (1994)), and the
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Genesio-Tesi attractor (Genesio and Tesi (1992)) exhibiting a stretching and folding
mechanism (Gilmore et al. (2008)). The period-doubling cascade shown in Fig. 2.2(a)
has a Feigenbaum number close to the Feigenbaum constant, δˆ ≈ δ .
The behavior during the transition in this model, which includes divisive inhibition, is
compared with an equivalent one which does not include divisive inhibition. All the
parameters of the model are the same; the only thing that changes is the quality of
inhibition delivered by the secondary inhibitory population. The two versions of the
model are labeled as ESD and ESS´ and are expressed by the sets of ODEs Eq. (2.2)
and Eq. (2.4), respectively. The first four period-doubling bifurcations R2, R4, R8, and
R16 were numerically calculated in both ESD and ESS´ models using the MATCONT
toolbox (Dhooge et al. (2003); see Models and Methods). The same toolbox was used
to produce the period-doubling bifurcation curves by varying both the cascade
parameter and another connectivity parameter. This way it is possible to explore
whether the transition from order to chaos is sensitive to changes in network
connectivity. The resulting bifurcation diagrams are shown in Figs. 2.3(a) and 2.3(b).
As shown in the lower panels of Figs. 2.3(a) and 2.3(b), the rate of bifurcation δˆ was
calculated for each value of the varying parameter on the abscissa (see Models and
Methods). This measure was plotted alongside the Feigenbaum constant δ = 4.6692 · · ·
(Feigenbaum (1978)) represented by the dashed line in the same panels. This plot
reveals whether the behavior of the model follows Feigenbaum universality. In Fig. 2.3,
an example of the comparison between ESD and ESS´ is shown with self-excitation
wee being the cascade parameter and wed (respectively wes´ for ESS´) being the varying
connectivity parameter.
From the example in Fig. 2.3, it is obvious that the two versions of the model, ESD
and ESS´, can exhibit a significantly different behavior. While the δˆ value is always
near the Feigenbaum constant in the ESD model, the δˆ value for the ESS´ model is
sensitive to changes of the parameter wes´ and can take a wide range of values. There is
actually a linear increase as the parameter wes´ is increased. The results indicate that
the ESD model complies with the Feigenbaum universality and has always smooth
transition from order to chaos, whereas the ESS´ model exhibits a non-Feigenbaum
behavior with transitions which can be much more abrupt. Similar observations can be
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Figure 2.2: Example of a period-doubling cascade in the ESD model and
the different oscillatory states of the system. (a) The bifurcation diagram, where
local minima of variable E are plotted against the cascade parameter wee, shows the
successive period-doubling bifurcations R2, R4, R8, and R16 occurring at a rate δˆ close to
the Feigenbaum constant δ ≈ 4.67. (b) The phase space plots show the different oscillatory
states of the system from a period-1 cycle up to the chaotic attractor. The value ranges for




















































































































ESŚ model ESD model
Figure 2.3: Comparison between the ESS´ and ESD model in terms of their
Feigenbaum behavior and their first return maps. [(a)-(b)] Bifurcation diagrams for
the ESS´ and ESD models showing the first four period-doubling curves. The parameter
wee was used as the cascade parameter in both cases. The lower panels show the calculated
δˆ of the cascades for varying wes´ and wed, respectively. [(c)-(d)] First return maps of typical
chaotic attractors produced by the ESS´ and ESD model, respectively. The maps are
produced by taking the local minima of the variable E (red dots on the attractors in the inset
plots). The parameter values used to produce the chaotic attractors are marked with a red
cross in the respective bifurcation diagram in (a) or (b) (see also Table 2.1).
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made using other cascade parameters, like wds or wse, and other varying connectivity
parameters (see also Appendix A).
This difference in behavior between ESS´ and ESD model can be also seen in the first
return maps of their chaotic attractors [see Fig. 2.3(c) and 2.3(d)]. By taking the local
minima of the chaotic activity of excitatory population E, I constructed the first return
maps Emin(n+ 1) vs Emin(n) where Emin(n) the n-th local minimum. In particular,
the chaotic activity was produced using the parameters marked with a red cross in
Figs. 2.3(a) and 2.3(b). As shown in Figs. 2.3(c) and 2.3(d), only the return map of the
ESD attractor is one-dimensional and unimodal, indicating compliance to Feigenbaum
universality (Strogatz (1994)). This type of return map is typical of attractors resulting
from a stretching and folding mechanism (Gilmore et al. (2008)). In contrast, the ESS´
model produces a two-dimensional and bimodal return map, indicating that the
attractor is not folded completely upon the first return; that is, its dynamics cannot be
described by a one-dimensional map as the universality requires.
The question that arises is how does the divisive inhibition in the ESD model ensure
Feigenbaum behavior preventing any abrupt transitions? Can this observation be
generalized to all possible parameter sets that produce transitions to chaos through
period-doubling cascade? Studies on non-Feigenbaum behavior suggest that
phenomena of codimension-2 or higher can disturb the period-doubling curves in their
neighborhood, resulting in arbitrarily abrupt transitions (Kuznetsov et al. (1997)). In
Fig. 2.4, the bifurcation diagrams include also the Andronov-Hopf bifurcation curve
and the saddle-node (also known as fold) bifurcation curve along with the
period-doubling bifurcation curves. The ESS´ diagram reveals a codimension-2
bifurcation called zero-Hopf bifurcation (or fold-Hopf) at the point where the two
bifurcation curves tangentially intersect (Guckenheimer and Kuznetsov (2007)). As the
δˆ value indicates, the period-doubling bifurcation curves are disturbed near the
zero-Hopf bifurcation resulting into a non-Feigenbaum behavior. For higher values of
wds, though, away from the zero-Hopf bifurcation point, the δˆ value returns to values
near the Feigenbaum constant. A branch of subcritical Neimark-Sacker bifurcation also
appears in Fig. 2.4(a), originating from the zero-Hopf point as expected (Guckenheimer
and Kuznetsov (2007)). This results in the appearance of an unstable torus in phase


































































ESŚ model ESD model
Figure 2.4: Zero-Hopf (ZH) and Neimark-Sacker bifurcations are implicated in
the non-Feigenbaum behavior of the ESS´ model. The Andronov-Hopf bifurcation
curves (orange) are plotted alongside the period-doubling bifurcation curves for both the
ESS´ and ESD model. A saddle-node bifurcation curve (cyan) was also found near the
Andronov-Hopf curve only in the case of ESS´. These two bifurcation curves tangentially
intersect and produce a zero-Hopf (ZH) bifurcation point. Near the ZH point, the value
of δˆ is increased indicating a non-Feigenbaum behavior in the ESS´ model. In contrast, the
ESD model does not exhibit any interaction between Andronov-Hopf and saddle-node curves
(at least in this example) and the model continues to obey Feigenabum universality. The
shaded area indicates the existence of a torus. Other plotting conventions are the same as
in Figs. 2.3(a)-2.3(b).
curves (shaded area). Tori (stable and unstable) and quasiperiodic activity are features
easily found in the ESS´ model and they are always linked with the zero-Hopf and
Neimark-Sacker bifurcations in this model. This and similar findings (see Appendix A)
suggest that the appearance of such bifurcations (zero-Hopf and Neimark-Sacker) can
be responsible for the non-Feigenbaum behavior and abrupt transitions in our model.
The implication of Neimark-Sacker bifurcation in non-Feigenbaum behavior is also
documented in another study in which such phenomena are found in a two-dimensional
model map (Kuznetsov et al. (2005)). Apparently these bifurcations can appear in the
ESS´ system but what about the ESD? Does the divisive inhibition prevent such
bifurcations for all possible parameter settings?
To address this question I introduce an additional parameter in the ESD model. The
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parameter q ∈ [0, 1] creates a continuum between the two extremes: ESS´ at q = 0 and
ESD at q = 1. With any other value within this range, the secondary inhibitory
population of the model exhibits a combination of subtractive and divisive inhibition
[for a schematic see Fig. 2.5(a)]. Using this model, it is possible to incorporate the
results shown in Figs. 2.3 and 2.4 in a single plot and examine what is the behavior of
the model between the two extremes. As shown in Fig. 2.5(d), the behavior of the
system switches gradually from non-Feigenbaum (q < 0.2) to Feigenbaum (q > 0.4).
The saddle-node bifurcation curve and also the zero-Hopf bifurcation point are found
for low values of q, near the ESS´ extreme. Starting from q = 0, the saddle-node
bifurcation curve is very close to the Andronov-Hopf bifurcation curve. They
tangentially meet each other at the zero-Hopf point and then they diverge rapidly from
each other for values of q higher than 0.2. The saddle-node bifurcation curve reaches a
cusp point (CP) at around q = 0.51 and returns back to lower values of q, preventing
any subsequent interactions with the Andronov-Hopf bifurcation curve for high values
of q (q > 0.5). Note also that at around q = 0.4 and wee = 18.3 the two bifurcation
curves seem to intersect again but actually they do not; two different fixed points
bifurcate separately in this case so no zero-Hopf is produced there. Despite the fact
that the cusp point does not always appear in such bifurcation diagrams and therefore
the saddle-node bifurcation curve can sometimes reach high values of q (depending on
the parameter set used), the two bifurcation curves always seem to diverge from each
other for high values of q (data not shown). If this is true for all possible parameter
sets, then the appearance of a zero-Hopf bifurcation is impossible for high values of q
(near the ESD extreme). Also the presence of the cusp point (CP) indicates that the
phenomenon of hysteresis is also possible for low q values. During this phenomenon the
whole period-doubling cascade can be skipped and the system can directly transition
from a resting state to chaos through a saddle-node bifurcation instead (see
Appendix B for an example). Note that the saddle-node bifurcation is considered as
the most common transition into seizure dynamics (Jirsa et al. (2014)).
Next I examined if it is possible to find any zero-Hopf bifurcation points in the
parameter space for high values of q. For this purpose, a numerical optimization
approach was used to search for such points in the parameter space for different values
of q. In particular, the search starts from random points in the parameter space and































































Figure 2.5: Zero-Hopf (ZH) bifurcations can only be found when divisive inhibition
is far from being purely divisive (low values of q). (a) Schematic of the model
incorporating the q parameter which enables the modeling of nonideal divisive inhibition
and creates a spectrum between ESS´ and ESD. (b) Counting the zero-Hopf bifurcations
found for different values of q using a random search in the parameter space. (c) Intuitive
schematic of how the presence or the absence of the divisive inhibition shapes the boundary
between order and chaos. (d) Bifurcation diagram showing an example of the spectrum
between ESS´ (for q = 0) and ESD (for q = 1). Note the presence of the saddle-node curve
(cyan) near the Andronov-Hopf curve (orange) only for low values of q.
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Andronov-Hopf bifurcations by varying the connectivity parameters. More precisely,
the search tries to find fixed points where one of the eigenvalues of the Jacobian matrix
is zero, λ1 = 0, and the other two are purely imaginary conjugates, λ2,3 = ±iω
(Izhikevich (2007); see Appendix C for details). Running the algorithm multiple times
with these criteria, it is expected to reveal multiple occurrences of zero-Hopf
bifurcation in the parameter space. The algorithm was tested and successfully
managed to find the particular zero-Hopf bifurcation points that were first found by
MATCONT and shown in Figs. 2.4 and 2.5, demonstrating its reliability. After
multiple runs (107 for each q value), the overall results of this search are shown in
Fig. 2.5(b). The two curves show all the occurrences of zero-Hopf bifurcation which
were found for different values of q. Each curve corresponds to a different subset of
varying parameters (see Appendix C for details). Apparently all the zero-Hopf points
found in the system are limited in the region near the ESS´ extreme, with q < 0.5. This
plot clearly shows that it is impossible for the random search algorithm to find any
fixed points undergoing a zero-Hopf bifurcation for values of q ≥ 0.5. This result
coupled with some further analysis on the distribution of the zero-Hopf points (see
Appendix D) indicates that pure or almost pure divisive inhibition can prevent
phenomena like zero-Hopf and Neimark-Sacker bifurcations. Therefore it prevents
non-Feigenbaum behavior and abrupt transitions into chaos.
2.4 Discussion
The comparison between a model of neocortical networks with divisive inhibition
(ESD, q = 1) and an equivalent one without divisive inhibition (ESS´, q = 0) suggests
that gain control plays a special role in the dynamics of such networks. The present
numerical study of the transition from order to chaos in this type of networks shows
that pure or almost pure divisive inhibition ensures that the transition always complies
with Feigenbaum universality. Complying with Feigenbaum universality means that
there is always a well-defined boundary (in relative terms) that separates the regions of
order and chaos in the parameter space regardless of the specific values of connectivity
weights. In contrast, when the divisive inhibition is replaced by subtractive, the
transition can be abrupt or smooth depending on the exact parameter settings of the
42
network. Without divisive inhibition, the period-doubling transition to chaos can be
considered unpredictable. An intuitive representation of the difference between the two
cases is depicted in the schematic of Fig. 2.5(c). As outlined in the Introduction,
similar findings about divisive inhibition (preventing instabilities and the sensitivity to
parameter changes) were found in a recurrent network of interconnected neurons with
firing rate dynamics (Chance and Abbott (2000)). This indicates that this effect of
divisive inhibition is not limited only to the abstract Wilson-Cowan type of models.
Consequently, the role of divisive inhibition is worth investigating also in spiking neural
networks that feature gain modulation (e.g., Vogels and Abbott (2005); Litwin-Kumar
et al. (2016)).
The non-Feigenbaum behavior, which is only found when the inhibition is far from
being divisive (low q values), is linked with the appearance of zero-Hopf and
Neimark-Sacker bifurcations. In general, when the model lacks divisive inhibition, it
seems to have a more diverse dynamic repertoire with the possibility of exhibiting
phenomena of codimension-2 or higher. This increased effective dimension of the
dynamics might be the underlying explanation for the non-Feigenbaum behavior found
in the model, as suggested in Kuznetsov et al. (1997). The gain control mechanism
prevents these phenomena and therefore prevents non-Feigenbaum critical behavior.
Additionally, the simple generic structure of this system suggests that gain control
might have a similar effect in structurally equivalent systems.
The model is capable of incorporating mixed effects from divisive and subtractive
inhibition (using the parameter q). This is because different factors have been
suggested to enable and modulate (possibly in combination) divisive inhibition. Such
factors include synaptic noise (Chance et al. (2002); Fellous et al. (2003)) and target
positions on the principal cells of the inhibitory input (Pouille et al. (2013)). As both
the synaptic noise variance and the target position can vary in a continuous fashion, it
is reasonable to include the degree of divisive inhibition as a continuous parameter. I
shall elaborate on the implications of linking synaptic noise to our parameter q.
Experimental studies investigated how synaptic noise influences the gain control
mechanism of shunting inhibition which is provided primarily by soma-targeting
interneurons (Wilson et al. (2012)). By simulating the background synaptic noise with
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a dynamic clamping technique, it was shown that highly variable synaptic input is
required for the modulation of neuronal gain (Chance et al. (2002)). A similar in vitro
approach was taken in Fellous et al. (2003), where they controlled the magnitude and
the variance of the excitatory and inhibitory conductances independently. In agreement
with the previous study, the input-output relationship of pyramidal neurons was
divisively modulated proportionally with the variance of the injected conductances. A
computational study of this mechanism also demonstrated the importance of highly
variable synaptic noise in gain modulation with a biophysically detailed neuron model
(Prescott and De Koninck (2003); for a review, see Silver (2010)). In our model, high
values of the q parameter can indicate that the network is functioning under high
synaptic noise conditions, that is, high variance of the synaptic currents. By linking
the parameter q with high synaptic noise, our model provides hypotheses which can be
tested either experimentally with electrophysiological setups or computationally with
detailed networks of spiking neuron models. For instance, I predict that when the
synaptic noise is increased, the possible dynamic phenomena in the network are more
limited (no codimension-2 bifurcations), structures such as tori are less likely to arise,
the transition to chaos through period-doubling bifurcations follows a Feigenbaum
behavior, and the chaotic attractor can be described by a one-dimensional first return
map. In experimental setups, the prediction about tori might prove most interesting,
as they would correspond to quasiperiodic oscillations or amplitude modulated
oscillations (also observed in experiments, Dı´az et al. (2007)).
Our findings might also have implications in the understanding of pathological
dynamics in the brain and the role that gain control may play on their onset. The
dynamics in pathologies like epilepsy and Parkinson’s disease are characterized by
hypersynchronous activity in local networks (Hammond et al. (2007); Uhlhaas and
Singer (2006)) and, consequently, reduced entropy (Trevelyan et al. (2013)). This
activity can be either regular or irregular but the common feature is the excessive
synchronous activity that is detected in electroencephalogram (EEG) or local field
potential (LFP) recordings. Such abnormally synchronous oscillations are also
characterized as paroxysmal events, that is, featuring rapid fluctuations between
extremely high and low values in the mean-field potential. The transition into chaos in
our model can be considered as such a transition to a pathological state exactly
because of the paroxysmal oscillations that emerge (e.g., see Fig. 2.8 in Appendix B).
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Figure 2.2(a) shows how the local minima get more and more extreme as we progress
through the cascade and into the chaotic regime. A similar plot can be produced for
the local maxima of the system (not shown) indicating that the range of activity
increases while the oscillation becomes more complex. These observations are typical
among period-doubling cascades and the resulting chaotic attractors as dictated by the
α constant of the Feigenbaum universality (Feigenbaum (1978)). Through these
cascades, the activity is pushed to its limits and, consequently, becomes increasingly
paroxysmal. Many computational studies modeled pathological dynamics and in
particular seizure like activity with chaotic attractors that produce complex
paroxysmal oscillations resembling the spike-wave or polyspike-wave complexes usually
seen in epilepsy patients’ EEG (Freeman (1987); Huang et al. (2011); Breakspear et al.
(2006); Rodrigues et al. (2009)). In addition, some of these models feature
period-doubling cascades at the onset or offset of the paroxysmal activity (Huang et al.
(2011); Breakspear et al. (2006); Rodrigues et al. (2009)). Period-doubling cascades
were also detected in the analysis of EEG taken from patients of temporal lobe epilepsy
(Perez Velazquez et al. (2003)). Hence I suggest that the low-dimensional chaotic
attractor as introduced here could be identified as a paroxysmal state, with gain
control serving as a way to prevent relatively rapid transitions into such a state.
In more general terms, chaotic dynamics in local networks imply a failure of stable
periodic activity that is necessary for long-range synchronization at specific frequencies.
Hence, any brain function that relies on stable periodic activity of local neocortical
networks would be impaired by the onset of chaos. It is well established that long-range
synchronization at α and θ frequencies are crucial for memory and other cognitive
functions (Klimesch (1999)). Furthermore, failure in long-range synchronization at β
and γ frequencies is associated with pathologies like schizophrenia (Uhlhaas and Singer
(2006)). The results presented here suggest that divisive inhibition is responsible for
maintaining stable periodic behavior and thus enabling synchronization. Indeed,
preliminary simulation results in a paradigm of long-range synchronization between two
local networks suggest that the inclusion of divisive inhibition prevents chaotic activity
and enhances synchronization. Hence, by preventing abrupt transition into chaos,
divisive inhibition could act to prevent the onset of pathological neural dynamics.
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Figure 2.6: Example of an abrupt period-doubling cascade in the ESS´ model. The fourth
period-doubling bifurcation comes relatively much more abruptly compared to the previous
one (δˆ ≈ 12.35).
Appendix A Abrupt period-doubling cascade and
non-Feigenbaum behavior in the ESS´
model
Figure 2.6 shows an example of an abrupt period-doubling cascade leading to chaos
taken from the ESS´ model. The specific parameters used are given in Table 2.1,
Parameter Set 5. Comparing it to the typical, fractal in nature, Feigenbaum cascade in
ESD (see Fig. 2.2), this cascade can be considered as a much more abrupt transition
into chaos with δˆ ≈ 12.35 which is much higher than the Feigenbaum constant
(Feigenbaum (1978)).
Figures 2.7(a) and 2.7(b) are showing two more examples of non-Feigenbaum behavior
produced by the ESS´ model. The specific parameters used in both cases are given in
Table 2.1. The period-doubling bifurcation curves, in both of these examples, are found
to be distorted or twisted resulting into values of δˆ that can vary widely. The presence
of the saddle-node bifurcation curves near these cascades is hypothesized to be
interfering locally with limit cycles in phase space. This prevents the neighboring limit
cycles to bifurcate in a typical Feigenbaum way. Saddle-node and Andronov-Hopf

































































Figure 2.7: Zero-Hopf bifurcation found near the non-Feigenbaum critical behavior in the
ESS´ model. The parameter sets for these examples can be found in Table 2.1. The legend
applies for both (a) and (b). Other plotting conventions are the same as in Fig. 2.4.
Neimark-Sacker (torus) bifurcations. Such phenomena were implicated in
non-Feigenbaum behavior in previous works (Kuznetsov et al. (1997, 2005)).
Appendix B Transition to chaos through a
saddle-node bifurcation (hysteresis
phenomenon)
As shown in Fig. 5(d), the system can enter the chaotic region through a saddle-node
bifurcation at low values of q. This is possible as a result of a hysteresis phenomenon.
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Figure 2.8: Example of the activity entering chaos directly from the resting state. At time
point 50, a saddle-node bifurcation occurs and the node on which the activity was resting
vanishes. After that point the trajectory converges to the chaotic attractor.
Consider the following scenario. I keep q constant at 0.2. By increasing the parameter
wee from 17 to 19, the activity starts from a resting state (i.e., converges to a stable
fixed point) and remains in the resting state despite the appearance of a limit cycle at
the Andronov-Hopf curve (at wee ≈ 18.7). The system is bistable at this point. Then,
by increasing wee even more, the limit cycle undergoes the period-doubling cascade
while the activity remains at rest. At wee ≈ 21 the stable fixed point collapses on the
saddle point and vanishes (saddle-node bifurcation), leaving the system monostable
again with the chaotic attractor as the only attractor in phase space. At this point the
system transitions from a resting state to a chaotic state directly. A trace of such a
transition can be seen in Fig. 2.8. Until time point 50, the activity is at rest. The
saddle-node bifurcation occurs at time point 50 and the activity is chaotic after that.
At that time point, the value of the parameter wee reaches 21. See also Table 2.1 for
the rest of the parameters [same as Fig. 5(d)]. Note that this type of bifurcation, the
bistable nature of the behavior, and the direct current shift that is present resemble the
experimental signature of seizure like event onset (Jirsa et al. (2014)).
Appendix C Random search in parameter space
for zero-Hopf bifurcations
A nonlinear optimization method was used to find zero-Hopf bifurcations starting from
random points in the parameter space. In particular, fminsearch function was used in
MATLAB Release 2013b for the reported results. The search tries to find fixed points
where one of the eigenvalues of the Jacobian matrix is zero, λ1 = 0, and the other two
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are purely imaginary conjugates, λ2,3 = ±iω (Izhikevich (2007)). The algorithm starts
from a random point p0 in the parameter space and tries to solve the optimization













=(λi))2 + l. (2.9)
The set p is a set of parameters including the three variables E, S, and D and four
connectivity weights w. The functions gi, i = {1, 2, 3}, are the right-hand side of the
ODEs in Eq. (2.2) in combination with the input-output function in Eq. (2.5).
Minimizing these functions to 0 is equivalent as solving the system of the three
nullclines and therefore finding a fixed point in the phase space. The eigenvalues λi,
i = {1, 2, 3}, are the eigenvalues of the Jacobian matrix of the system. Minimizing the
product
∏
i |λi|2 ensures that at least one of the eigenvalues is 0 which is the criterion





i=(λi))2 ensures that the other two eigenvalues are complex
conjugates with zero real parts. This is the criterion for the Andronov-Hopf bifurcation.
The penalty term l is a positive number only when the search algorithm diverges
outside the valid parameter space in which the search is limited. This number is
proportional to the divergence from the valid parameter space. In all other cases l = 0.
The valid parameter space is enclosed in the range [0 0.5] for each of the three variables
E, S, and D and the range [0 50] for each of the varying connectivity parameter w. The
results shown in Fig. 2.5(b) are produced for two different cases, for either
p = {E, S,D,wee, wed, wse, wds} or p = {E, S,D,wes, wss, wde, wdd}. Note that both
combinations of the connectivity parameters involve all three nullclines of the system.
Given that the parameter space is a seven-dimensional space, for each q value the
algorithm was run 107 times in order to achieve a reasonably comprehensive search.
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Appendix D Distribution of the zero-Hopf
phenomena in the parameter space
This section reports some supporting results about the random search which was
performed to find zero-Hopf bifurcation points for different values of the parameter q.
As shown in Fig. 5(b), the points were only found for low values of q. Varying the
parameters wes, wss, wde, and wdd (red dashed line) all the zero-Hopf points were
limited at q ≤ 0.45. Figure 2.9(a) shows the distribution of these points across the four
connectivity parameters. It is evident that all zero-Hopf points are found in a limited
range of values below 50 for each parameter. The search was actually limited to values
below 50, but even if this limit was higher, it would not return more points. This is
true assuming that all zero-Hopf points are lying on a single continuous hypersurface in
the parameter space.
Figure 2.9(b) shows the distribution of the same points across the varying parameters
wee, wed, wse, and wds [black solid line in Fig. 5(b)]. In this case it is apparent that as
the q value increases, the zero-Hopf points are found at increasingly higher values of
wed. At q = 0.25, the ZH points are actually found near the arbitrarily chosen upper
limit of 50 for wed. This suggests that our results might be biased. The other three
parameters (wee, wse, and wds) are clearly limited to values lower than 50 so they do
not raise any concerns. In order to check whether more ZH points can be found for
higher values of q by varying these parameters, the valid ranges for parameter values
were expanded to [0 200] for wed and [0 100] for the other three parameters. The
random search was run again and indeed a few more ZH points were found for q = 0.3
and q = 0.35. For these additional ZH points, wed has very high values (in the range
[150 200]), whereas the other three parameters remain very limited to values below 50
(data not shown). Apparently, the hypersurface that accommodates the ZH points
collapses on just one parameter, namely wed. This result suggests that it might be
possible to produce zero-Hopf phenomena even for high values of q just by keep
increasing disproportionally wed while the other parameters remain stable at low
values. It is also evident from the previously reported results [e.g., see Figs. 2.3 and
2.7(a)] that the chaotic region can actually be extended for high values of wed. But as















































Figure 2.9: Box plots showing the distribution of ZH points found in the parameter space
for the four varying parameters (a) {wes, wss, wde, wdd} and (b) {wee, wed, wse, wds}. The
horizontal line indicates the median value, the box edges indicate the 25th and 75th percentiles
and the whiskers extend to include the whole range of values. (a) As q increases, the ZH
points are found in an increasingly limited range of values below 50. (b) In contrast, the
values for the parameter wed are increasing as q increases and they reach the upper limit of
50.
max-min amplitude along the dimension D decreases much faster than the max-min
amplitude along the other two dimensions making the attractor almost a
two-dimensional object in phase space. This flattening of the attractor defeats its
modeling purpose. Assuming that all the parameters have the same order to
magnitude, ZH points cannot be found for high values of q.
So based on these results and assuming that all zero-Hopf points are lying on a single
continuous hypersurface and also assuming that all connectivity parameter values have
the same order of magnitude, no zero-Hopf bifurcations can be found in a model with
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Figure 2.10: Increasing wed and keeping everything else constant quickly flattens out the
chaotic attractor. Ampl(X) denotes the max-min amplitude in dimension X. Note that
q = 1 in this case. See also Table 2.1 for the rest of the parameter values.
strong divisive inhibition (high q value) and therefore any abrupt period-doubling
transition to chaos is prevented.
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Chapter 3
Gain control through divisive
inhibition enhances entrainment and
long-range synchronization in a
neural mass model
3.1 Introduction
Neural networks exhibit a diverse dynamic repertoire at macroscopic and microscopic
scales as evidenced in electrophysiological recordings or through imaging (Wright and
Liley (1996); Chialvo (2010); Buzsa´ki (2006); Vogels et al. (2005)). The oscillatory
activity often seen in such data is part of this repertoire and it is understood that it
plays a crucial role in information processing and many cognitive processes (Klimesch
(1999); Buzsa´ki and Draguhn (2004); Buzsa´ki (2006)). Neural oscillations are
considered an efficient way to achieve temporal coordination among neurons (Laurent
(2002)) and, thus, a way to enable the integration of information and the facilitation of
synaptic plasticity (Buzsa´ki and Draguhn (2004)). Specific frequency bands of
oscillations are known to subserve specific cognitive processes. Studies showed, for
example, that memory and attention are associated with gamma oscillations (30-80 Hz)
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and deficiencies of such oscillatory behaviour are linked to neurological and psychiatric
disorders (Schnitzler and Gross (2005); LeBeau (2013)).
Neural networks were found to resonate in particular frequencies, that is, their
oscillations are stronger in these frequencies (Herrmann (2001); Hutcheon and Yarom
(2000)). The resonant frequencies of the networks depend on factors like the resonance
of the neurons that compose the network, the connectivity between them and the size
of the network (Pike et al. (2000); Stark et al. (2013); Lea-Carnall et al. (2016);
Masuda and Aihara (2004)). It has been demonstrated through electroencephalogram
(EEG) or magnetoencephalogram (MEG) recordings that the frequency of oscillation
can be adjusted to match the stimulation frequency and this is usually done by
external stimulation, like photic driving or transcranial magnetic stimulation (TMS)
(Schwab et al. (2006); Thut et al. (2011)). This phenomenon is called entrainment.
The ability of the networks to be entrained is not limited only under the conditions of
external stimulation. It has been demonstrated that endogenous electric fields that are
generated in neocortex can entrain network activity as well (Froehlich and McCormick
(2010)). It has also been shown that the phenomenon of entrainment can emerge in a
network model with a biologically realistic spike-timing-dependent plasticity with
asymmetric learning windows, demonstrating its universality (Masuda and Kori
(2007)). Networks’ ability of entrainment is an indication of functional flexibility and
consequently of healthy brain dynamics (Schwab et al. (2006); Spiegler et al. (2011)).
Distributed neural networks have also the ability to synchronize despite long
conduction delays. The oscillatory activity of distant networks interacting through
long-range connections, with axonal conduction delays of tens of milliseconds (Swadlow
and Waxman (2012)), can be synchronous in particular frequency bands (Belluscio
et al. (2012); Linkenkaer-Hansen et al. (2001)). The synchronization between two
signals is traditionally considered in terms of their similarity in the time domain. In
particular cases of connectivity, cortico-cortical or cortico-thalamic circuits are able to
diminish any phase shift or time lag in long-range synchronization through the
self-organizing process of dynamical relaying (Fischer et al. (2006); Vicente et al.
(2008)). However, synchronization can be also defined as an interdependency or
correlation between other aspects of the signals, such as amplitude, frequency or phase
(Quian Quiroga et al. (2002)). The widely documented phase synchronization
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phenomenon, for example, is known to subserve memory and cognition as evidenced by
EEG studies (for a review, see Fell and Axmacher (2011)).
Dynamic phenomena such as these were extensively investigated through
computational models (Vogels et al. (2005); Deco et al. (2008)). Neural mass models
like the Wilson-Cowan oscillators (Wilson and Cowan (1972); Cowan et al. (2016);
Lea-Carnall et al. (2016); Spiegler et al. (2011); Gollo et al. (2014)) and the
Jansen-Ritt model (Jansen and Rit (1995); Moran et al. (2007)) are considered
appropriate for this purpose because of their ability to model easily such abstract and
macroscopic phenomena. Lea-Carnall et al. (2016) used coupled Wilson-Cowan
oscillators to explore how network size, connectivity and delays influence the resonance
properties of a cortical area. Spiegler et al. (2011) investigated the mechanisms of
entrainment in a Jansen-Rit neural mass model and reproduced the phenomenon as
seen in EEG. Borisyuk et al. (1995) used coupled Wilson-Cowan oscillators to
investigate their synchronization using different types of long-range connections. Other
studies focused on how different cortical motifs can achieve zero-lag synchronization
across different scales of abstraction (Viriyopase et al. (2012); Gollo et al. (2014)) or
how the coupling strength and the conduction delays influence the synchronization
between two coupled networks (David and Friston (2003); Huang et al. (2011)).
Despite the fact that there is an extensive literature about this topic, the role of
different inhibitory mechanisms has not been investigated computationally, perhaps
because the classic neural mass models feature only subtractive inhibition. The
difference between subtractive inhibition, which provides a hyperpolarizing effect, and
divisive inhibition, which provides gain control, is well established for decades now
(Silver (2010); Ayaz and Chance (2012)). Recent experimental findings in cortical
circuits, though, linked these mechanisms with the dendrite-targeting
(somatostatin-positive) and the soma-targeting (parvalbumin-positive) interneurons
(Wilson et al. (2012); Atallah et al. (2012); Pouille et al. (2009)), respectively, reviving
the interest in them (Litwin-Kumar et al. (2016)). In addition, recent experimental and
computational studies showed that it is precisely this difference in their targeting that
enables their different effects (Jadi et al. (2012); Pouille et al. (2013)). So, considering
the fact that divisive inhibition was shown to have a positive impact on the stability of
the dynamics and robustness of oscillations in local recurrent networks (Chance and
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Abbott (2000); Vida et al. (2006); Papasavvas et al. (2015)), it would also be
appropriate to explore its effect on entrainment and global long-range synchronization
in particular while incorporating the new experimental findings.
As mentioned above, abnormalities in the oscillatory behaviour of neural networks are
usually indicative of a psychiatric or neurological disorder (Schnitzler and Gross (2005);
LeBeau (2013)). More specifically, the phenomena of entrainment and long-range
synchronization are known to be deficient in pathologies like schizophrenia and
Alzheimer’s disease. In fact, impairment in entrainment is suggested as a biomarker for
the pathology of schizophrenia (Brenner et al. (2003); Hamm et al. (2015)). In
addition, long-range synchronization was repeatedly found impaired in schizophrenics,
especially in beta and gamma frequency bands (Uhlhaas and Singer (2010);
Pittman-Polletta et al. (2015); Schnitzler and Gross (2005)). Similar deficiencies were
reported for Alzheimer’s disease as well (Uhlhaas and Singer (2006); Stam et al. (2003);
Schnitzler and Gross (2005)).
In this study I investigate the role of divisive inhibition in the phenomena of
entrainment and long-range synchronization in a neural mass model. The model used is
an extended and more versatile version of the Wilson-Cowan model that incorporates
gain control through divisive inhibition (Papasavvas et al. (2015)). A network model
with divisive inhibition is compared with a model without divisive inhibition in both
entrainment and long-range synchronization. The effect of divisive inhibition is then
generalized across the parameter space by random generation of the parameter sets.
3.2 Methods
3.2.1 Modelling framework
Modulation of the input-output function The models used in this study are an
extended version of the spatially localized Wilson-Cowan model (Wilson and Cowan
(1972)). These models feature one excitatory population and two inhibitory
populations. They also feature divisive inhibition in addition to the subtractive
inhibition that the original Wilson-Cowan model uses. This modelling framework was
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introduced in Papasavvas et al. (2015). The divisive inhibition is possible by using a
more versatile input-output function that accepts three variables: the input x, the
subtractive modulation θ, and the divisive modulation α.












for j ∈ {e, i}, where e stands for excitatory and i stands for inhibitory. Note that this
equation is the same as Eq. (2.1). With this definition for the sigmoidal input-output
function, the model can exhibit a dynamic gain control, through divisive inhibition, in
addition to the hyperpolarizing effect of the subtractive inhibition. For more details on
how this definition relates to and expands on the original Wilson-Cowan formulation
see Papasavvas et al. (2015).
Single local network for the scenario of entrainment Using the input-output
function Fj in Eq. (3.1), we can now describe a recurrent local network with one
excitatory population (E(t)) and two inhibitory populations: one representing the
dendrite-targeting interneurons providing subtractive inhibition (Idend(t)) and the other
representing the soma-targeting interneurons providing divisive inhibition (Isoma(t)).
Note that the divisive inhibition is provided only onto the excitatory population. The
three populations and their connectivity between them (based on the anatomical study
of primary visual cortex in Pfeffer et al. (2013)) is described by the following system of












= −Isoma(t) + (ki − Isoma(t))Fi(w5E(t), w6Idend(t) + w7Isoma(t), 0).
(3.2)











































Figure 3.1: The models under comparison: with and without divisive
inhibition. Schematics of the local network models that are being compared. They feature
one excitatory (E) and two inhibitory populations (Idend and Isoma). Note the different
quality of inhibition that is delivered by Isoma onto E. The panels on the right show how the
input-output function is modulated by the subtractive and divisive inhibition.
qualitative aspect: it does not feature divisive inhibition, that is, the soma-targeting





























for j ∈ {e, i}, which applies for both Eqs. (3.2) and (3.3). In Fig 3.1 you can see a
schematic for each local network. The parameters chosen for the input-output
functions Fj (Eq. (3.1)) are: θe = 4, θi = 3.7, αe = 1.3, and αi = 2 for both models.
The time constant τ in both systems (Eqs. (3.2) and (3.3)) was set to τ = 0.05. This
value was chosen based on the response of both systems to an instantaneous input, as
shown in Fig 3.8. The figure shows both networks responding with an exponential
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decay after an instantaneous input at time t0 = 100 ms. This decay has a characteristic
half-life t1/2 = 39.8 ms. Based on this, the value of time constant τ was chosen to yield
t1/2 ≈ 40 ms which is a good approximation of the response of electrically stimulated
neocortical networks in electrophysiological experiments (Alfonsa et al. (2015)).
Coincidentally, this value of τ sets the range of intrinsic frequencies for the model of
cortical networks to the physiologically relevant theta range (Stark et al. (2013)).
The connectivity parameters between the populations were set to w1 = 14.5, w2 = 12,
w4 = 14, w5 = 20, and w6 = 16 for both systems whereas w3 = 15 and w7 = 8 for the
case of the network with divisive inhibition (Eq. (3.2)) and w3 = 8 and w7 = 20.5 for
the case of the network without divisive inhibition (Eq. (3.3)). This difference in the
connectivity parameters between the two cases is used to set the two networks in a
comparable dynamic regime. Their dynamic regime is explored by their bifurcation
diagram shown in Fig 3.8 (produced using the toolbox MATCONT; Dhooge et al.
(2003)). This diagram shows the bifurcations of the two systems by varying the value
of a time-independent input, P (t) = P . Moreover, Fig 3.8 shows the frequency of
oscillation for each network against its relevant values of P ; note that the range of
values P that cause oscillations are different for each network. These frequencies, which
belong to theta band, can be considered as the frequencies at which the networks
resonate; they are thought as the preferred or intrinsic frequencies. Fig 3.8 shows that
the two networks have comparable oscillating behaviour, at least in the interval
2 ≤ P ≤ 4.5. Specifically, their oscillatory behaviour is comparable in terms of
frequency, amplitude, and offset for the chosen set of connectivity parameters wj. Note
that these comparable settings can only serve as an illustrative example for the
comparison. The main findings of this comparison will be generalized at the end by
randomly sampling the parameter space.
Coupled local networks for the scenario of synchronization For the scenario
of long-range synchronization, in which two local networks interact with each other, a
six-dimensional system of delayed differential equations (DDEs) was used instead. The
set of variables in this case is {E(t), Idend(t), Isoma(t), E¯(t), I¯dend(t), I¯soma(t)} where
barred variables represent the second local network. The system that features divisive

























= −I¯soma(t) + (ki − I¯soma(t))Fi(w5E¯(t), w6I¯dend(t) + w7I¯soma(t), 0).
(3.5)
Note the long-range connections c1 and c2 connecting the two local networks with
conduction delay tdel. These connections are between the excitatory populations. Note
also that I consider the case of coupled identical oscillators here, that is, both local
networks have the same connectivity parameters wj (same values as above) and receive
the same constant input P = 2 to produce a baseline oscillatory activity.
Similarly, I used another six-dimensional system of DDEs comprising two local
networks without divisive inhibition using Eq. (3.3) as a building block.
The simulations were carried out in MATLAB Release 2013b (The MathWorks, Inc.,
Natick, MA) using the built in integrators ode45 and dde23 for the ODEs and DDEs,
respectively.
Nonideal divisive inhibition For the purpose of generalizing the results at the
final stage of this study, another version of the model is used. This version, with the
inclusion of an extra parameter q, produces a spectrum between the two extremes
described by the Eqs. (3.2) and (3.3). In this version, the soma-targeting interneurons,
Isoma, can provide both subtractive and divisive inhibition to the excitatory population
at the same time and the proportion of each quality is dictated by the parameter q. By
varying the parameter q from 0 to 1, it is possible to scan the spectrum from the case
of a purely subtractive to the case of a purely divisive inhibition being delivered from
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the soma-targeting interneurons. With any other value in between, the modulation has
a mixture of subtractive and divisive quality with proportions 1− q and q, respectively.
Note that the overall weight of the connection between Isoma and E remains the same
and is given by w3. This model can be considered as a model featuring a nonideal,
more biologically realistic version of divisive inhibition. To implement this, only the
input-output function of the excitatory population, Fe(x, θ, α), needs to be updated:



























This updated input-output function of the excitatory population can be used in
conjunction with the systems of ODEs or DDEs described in Eqs. (3.2) and (3.5),
respectively.
3.2.2 Entrainment measure
The entrainment of a local network to an oscillatory input (sinusoidal) with frequency
fin is measured by calculating the discrete Fourier transform (using fft in MATLAB)
of the response of the network (after the initial transient activity) and specifically the
response of the excitatory population, E(t). After removing the harmonics, the
transform Ek is then normalized so that
∑
k Ek = 1. Finally, the entrainment of the
network to an input frequency fin is given by Efin . This measures the proportion of the
power concentrated at the input frequency fin in the power spectrum. This can take




In order to measure synchronization between two local networks, two synchronization
measures were used: cross-correlation and phase synchronization. Both of these
measures quantify the interdependence between two signals based on different aspects
(Quian Quiroga et al. (2002)). The signals on which these measures were applied are
the activities of the two excitatory populations, E(t) and E¯(t) in Eq. (3.5).
Cross-correlation Cross-correlation is a linear measure that quantifies similarities of
the two signals in the time domain. The cross-correlation between two signals, xn and






(xn − µx)(yn+m − µy)
σxσy
, (3.8)
where µx and σx are the mean and standard deviation of the signal x, respectively. In
the results, the reported value of cross-correlation is the maximum value of r(m). The
respective lag m = arg max
m
r(m) at which the maximum occurs is reported as well.
Phase synchronization Phase synchronization measures can detect
interdependencies between two signals in an alternative way. They are based on a
flexible measure of the phase difference between the signals. Instead of focusing on the
time domain, phase synchronization can detect any locking between the phases of the
two signals even if the signals are composed of completely different frequencies.
In this study, it was measured by calculating first the Hilbert transformation (phase φ)
of the signals using the hilbert function in MATLAB and then the phase difference
between them:
φxy(t) = uφx(t)− vφy(t) (3.9)
with u, v some integers. The phase synchronization index is thus given by:
γ =
√
〈cosφxy(t)〉2t + 〈sinφxy(t)〉2t (3.10)
In every case, the γ reported as a result is the maximum across the different ratios of
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integers u and v. The ratios u : v that are used are {1: 1, 1 : 2, 2 : 1, . . . , 3 : 4, . . . , 5 : 1}.
For more information on phase synchronization see Quian Quiroga et al. (2002).
3.3 Results
3.3.1 Entrainment
First I investigated the role of divisive inhibition in the scenario of entrainment. In this
scenario, a local network, with its own resonant or preferred frequency of oscillation,
receives a sinusoidal input and its entrainment to the input frequency is measured.
This is carried out with both networks: with and without divisive inhibition. See
Fig 3.2A for a schematic of this scenario and Methods for a description of the two
models and the measurement of entrainment.
The sinusoidal input was modelled as P (t) = P + A sin(2pifint). The entrainment was
measured in the interval of input frequencies, fin, from 0.25 to 40 Hz. The average
oscillating input 〈P (t)〉, or equivalently its offset P , is varied in the interval [1.5, 4.3]
and [1.9, 4.3] for the cases of the networks with and without divisive inhibition,
respectively. These intervals are the intervals in which the two networks produce
oscillatory behaviour in the presence of a steady, time-invariant input P (see Fig 3.8).
The amplitude A of the sinusoidal input is equal to 0.5 for this set of results.
The two models behave differently under this scenario. The model featuring divisive
inhibition exhibits enhanced entrainment compared to the other. The results
comparing the two models can be found in Fig 3.2B. The green lines represent the
preferred frequencies of oscillation for each different value of P . These preferred or
intrinsic frequencies are the same frequencies presented in Fig 3.8. As expected, both
models can be completely entrained to input frequencies fin that are close to their
preferred as shown by the white areas in the heat maps. Note that for the model with
divisive inhibition the white area is wider especially for low values of fin and P . In
contrast, both models fail to get entrained in the black areas and in this case these
areas are wider for the model without divisive inhibition. Note that these black areas


































Figure 3.2: Entrainment of the network with and without divisive inhibition.
(A) Schematic of the entrainment scenario: a local network with three populations receiving
an oscillating input with frequency fin. This input is delivered only to the excitatory
population. Note that the details about the connectivity between the populations are not
included in this schematic: this local network can be considered as either featuring divisive
inhibition or not (see Fig. 3.1 for the connectivity details). (B) Measured entrainment for
different values of input frequency fin and input average 〈P (t)〉 for both local networks:
with and without divisive inhibition. The green lines represent the intrinsic frequencies of
the networks (see also Fig 3.8). The white areas close to the intrinsic frequencies indicate
a complete entrainment in which the networks respond with an oscillation that matches the
input frequency. The black areas indicate a failure in entrainment whereas any other colour
indicates partial entrainment: the input frequency is just one among many frequencies found
in the power spectrum of the activity. Examples of partial and failed entrainment can be found
in Fig 3.9. Note that the range of values on the x-axis is different between the two networks
(see also Fig 3.8). For comparison, the grey dashed line on the left heat map matches the
lower x-value on the right heat map. The two heat maps suggest that, at least for low values
of 〈P (t)〉 (〈P (t)〉 < 3.2), the model with divisive inhibition achieves entrainment in a wider
range of input frequencies fin.
indicate partial entrainment, which means that the power spectrum of the network’s
response features multiple peaks and one of them is located at fin. In these cases the
activity is usually quasi-periodic (see also phase drift ; Ermentrout and Kopell (1991))
and sometimes chaotic featuring a complex waveform with many different frequencies.
The heat maps reveal many areas where the network with divisive inhibition exhibits
partial entrainment whereas the model without divisive inhibition fails completely. An
example of such waveforms can be seen in Fig 3.9 where both models receive the same
input (fin = 16 Hz and P = 2) but only the model with divisive inhibition achieves
partial entrainment with quasi-periodic activity whereas the model without divisive
inhibition oscillates at its intrinsic frequency alone.
In general, the network with divisive inhibition can be entrained, completely or
partially, to a wider range of input frequencies fin as compared with the network
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lacking divisive inhibition. This is apparent especially for P < 3.2. For higher values of
P the two heat maps look very similar with no obvious difference between the two
cases. This can be explained by the fact that with increasing P , the activity of the
populations E and Idend is increasing, but the activity of Isoma is decreasing for both
models (see Fig 3.8). The contribution of the relevant population Isoma to the
network’s dynamics is monotonically decreasing from approximately 10% at P = 2 to
approximately 2% at P = 3.2 and this is due to the disinhibitory connection w6. So by
diminishing the effect of the relevant population Isoma, which either delivers divisive
inhibition or not, it is expected that the behaviour of the two models will become
almost identical. This diminishing effect is true at least for this specific parameter set
which is used as an illustrative example for the comparison.
3.3.2 Long-range synchronization
In the scenario of long-range synchronization, two local networks are coupled with
excitatory connections between their excitatory populations. The weights of these
connections are given by c1 and c2. These connections are considered to be long-range
connections so they introduce a conduction delay into the system. More specifically, in
this study, they are considered to have the same conduction delay. In addition, the
excitatory populations receive the same external input P inducing the same oscillatory
behaviour in each local network. A schematic of this scenario can be seen in Fig 3.3A.
Cross-correlation with symmetrical long-range connection weights without
delay. The comparison between the models with and without divisive inhibition for
the synchronization scenario starts considering the case of symmetry and no delay. In
the case of symmetry, I consider the long-range connections to be equal, c = c1 = c2. In
the case of no delay, I consider the same connections introducing a delay of 0, tdel = 0.
As expected, when these apply and additionally the local networks have the same
initial conditions ({E(0), Idend(0), Isoma(0), E¯(0), I¯dend(0), I¯soma(0)} = {0, 0, 0, 0, 0,
0}), the system exhibits zero-lag synchronization between the local networks regardless
of the presence of divisive inhibition, as seen in Fig 3.3B. In this case, because the local
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Figure 3.3: Long-range synchronization scenario and zero-lag synchronization
in the case of symmetry (c = c1 = c2) and no delay (tdel = 0). (A) Schematic of the
long-range synchronization scenario: two local networks coupled with excitatory connections
between their excitatory populations. The excitatory populations also receive the same
external input P which produces the baseline oscillatory activity (not shown). Note that
the details about the connectivity within each local network are omitted in this schematic:
the two local networks can be considered as either featuring divisive inhibition or not (see
Fig. 3.1 for the connectivity details). (B) Lag between the two local networks for the cases of
with and without divisive inhibition and for low values of c. When the initial conditions of the
local networks are the same, they start in synchrony and remain in synchrony regardless of the
value c. When the initial conditions are different though, and the local networks are initially
out of synchrony, only the system with divisive inhibition achieves zero-lag synchronization
with low values of c. (C) The minimum value of c that is needed for the systems to achieve
zero-lag synchronization for different values of P . Note the different behaviour of the two
systems for values of P < 3.2. The dashed line at P = 2 represents the example shown in
panel (B).
synchrony for whatever value of the connection weight c. This is shown with a zero lag
between them as derived from the cross-correlation measure.
In the same figure, though, it is apparent that the results between the models with and
without divisive inhibition differentiate when the initial conditions of the two local
networks are different ({E(0), Idend(0), Isoma(0), E¯(0), I¯dend(0), I¯soma(0)} = {0, 0, 0,
0.3, 0, 0}). The simulation starts with them being out of synchrony. The local
networks remain out of synchrony, with a non-zero lag, when they are isolated, c = 0.
For c > 0, the system that exhibits divisive inhibition manages to synchronize the local
networks with zero lag after the initial transient phase of the simulation. On the other
hand, when the system does not exhibit divisive inhibition, the local networks achieve
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zero-lag synchronization only for values of c higher than 0.8. For lower values, a
non-zero lag is maintained between them. In fact, for 0.1 < c < 0.4, the system without
divisive inhibition tends to an anti-phase synchronization with a lag close, but not
always equal, to half of the period. This tendency of a system of weakly coupled
Wilson-Cowan oscillators (without divisive inhibition) to an anti-phase synchronization
was reported previously in Borisyuk et al. (1995). The same behaviour was found in
similar oscillating systems of coupled pendulums (Bennett et al. (2002)). At least in
this example, divisive inhibition cancels this tendency and can enable zero-lag
synchronization even with a weak coupling between the local networks, 0 < c < 0.8.
Qualitatively the same results were found for other initial conditions as well. For all
the remaining results, though, I consider that the simulation starts with the local
networks out of synchrony by setting the initial conditions to {E(0), Idend(0), Isoma(0),
E¯(0), I¯dend(0), I¯soma(0)} = {0, 0, 0, 0.3, 0, 0}.
The results shown in Fig 3.3B are for the case of constant input P = 2 which is the
chosen value for all the remaining results for the long-range synchronization. In
Fig 3.3C, it is shown that the same qualitative results are found for other values of P .
This plot shows the minimum value of c that is needed to achieve zero-lag
synchronization against different values of constant input P . Apparently, the two
systems, with and without divisive inhibition, behave differently for values of P < 3.2:
the one achieves zero-lag synchronization even with near zero values of c whereas the
other demands much higher values of c (c ≈ 0.7). For P ≥ 3.2 the two systems behave
similarly demanding relatively high values of c to achieve zero-lag synchronization.
This difference between high and low values of P can once again be explained by the
diminishing contribution of the soma-targeting population Isoma in the network’s
dynamics as the value of P increases (see Entrainment above and Fig 3.8).
Note that the results reported here focus on the qualitative difference between the two
network models: the one with divisive inhibition achieves zero-lag synchronization even
with weak coupling whereas the other does not. This is evidenced for P < 3.2 when
divisive inhibition is stronger and it applies with different initial conditions as well. It
is true that for 3.2 < P < 3.5 in Fig 3.3C the system without divisive inhibition
achieves zero-lag synchronization with slightly lower values of c, but this is a
quantitative difference that is sensitive to the initial conditions.
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Cross-correlation with asymmetrical long-range connection weights without
delay. Next, I consider the case where there is still no delay in the system, tdel = 0,
but there is no longer symmetry in the connectivity between the local networks: the
long-range connections c1 and c2 can vary independently. The synchronization between
the local networks is still measured using cross-correlation and the lag as described in
Methods. The comparative results of cross-correlation and lag between the systems
with and without divisive inhibition can be found in Fig 3.4. In both cases, the
synchronization is generally higher when the long-range connectivity is close to
symmetry, that is, close to the diagonal c1 = c2. The synchronization is diminished,
though, when we move away from the diagonal. Note that the values on the diagonal
are the same as the values presented in Fig 3.3B. Note also that the system without
divisive inhibition has particularly low synchronization with weak coupling, c1 < 1 and
c2 < 1 as it was shown earlier. In general these heat maps have similar characteristics
between the two cases, with and without divisive inhibition, but the synchronization is
measured to be higher across the map when divisive inhibition is included in the
system. This is shown clearly in the respective distributions of the values next to the
colourbars. The areas in the maps that are grey represent parameter sets that do not
produce oscillations.
Phase synchronization with asymmetrical long-range connection weights
and variable delay. The synchronization between the local networks was also
measured using phase synchronization. Phase synchronization was chosen as an
alternative measure at this stage based on the fact that it is a widely used measure in
EEG synchronization and it was found to be weakly correlated with cross-correlation
thus giving complementary information (Dauwels et al. (2010)). This measure
quantifies synchronization in a more informative way than cross-correlation being able
to detect relationships between the phases of the signals (see Methods). The phase
synchronization results and the comparison between the systems with and without
divisive inhibition can be found in Fig 3.5. These results include also different values
for the delay parameter tdel. When tdel = 0, the heat maps of phase synchronization are
similar to the respective ones of cross-correlation in Fig 3.4 with higher synchronization
close to the diagonal and lower synchronization away from it. Both maps are
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Figure 3.4: Synchronization with no delay (tdel = 0) as measured with cross-
correlation and lag. The heat maps show the cross-correlation and lag between the local
networks for the two cases: with and without divisive inhibition. Synchronization is generally
higher close to the diagonal for both cases. The system with divisive inhibition though
achieves higher measured synchronization across the map as shown by the distributions next
to the colourbar.
achieves higher synchronization across the map. With tdel = 10 ms, the areas with high
synchronization (white areas) shrink into more limited areas around the diagonal
especially in the case of the network without divisive inhibition. This value of delay
would correspond to approximately 70 mm of myelinated and 7 mm of non-myelinated
axons considering conduction velocities approximately 7 m/s and 0.7 m/s, respectively
(Swadlow and Waxman (2012). Increasing the delay to 20 ms (corresponding to
approximately 140 mm of myelinated and 14 mm of non-myelinated axons), the phase
synchronization is being decreased in general, as expected. However in the case of
divisive inhibition the heat map is not symmetric any more and it features
discontinuities: notice, for example, the areas of red and white being next to each
other. The map seems to have a two-layer morphology with another layer of high
synchronization appearing unexpectedly. What is happening in this case is that the
algorithm detects a 2:1 phase synchronization (with the activity being quasi-periodic)
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rather than the more common 1:1 phase synchronization. The reported result is always
the maximum phase synchronization among all the different combinations (see
Methods). This is an example of how the phase synchronization measure can be more
informative than cross-correlation. In the case of the system without divisive inhibition,
the heat map is symmetric and more homogeneous. The difference between the two
cases can be summarized by the distributions of phase synchronization values plotted
on the right of the colourbar. Note the bimodality of the distribution for the case with
divisive inhibition which represents its double layered heat map. These results show
that the system with divisive inhibition achieves, at least in this illustrative example,
better phase synchronization even with the introduction of different values of
conduction delay and this continues to apply for values of tdel as high as 30 ms
(corresponding to 210 mm of myelinated and 21 mm of non-myelinated axons).
The distributions of phase synchronization indices presented in Fig 3.5 can be plotted
against the delay parameter to investigate how sensitive the systems are to the increase
of tdel. Fig 3.6 shows clearly how the distribution of phase synchronization values
changes with the increase of the delay parameter for both cases, with and without
divisive inhibition. Firstly, in both cases the systems achieve and maintain relatively
high synchronization for values of tdel up to approximately 20 ms whereas higher values
of delay cause a dramatic decrease in synchronization indices. Secondly, this dramatic
decrease in synchronization indices is more pronounced when the system does not have
divisive inhibition. Thirdly, the system with divisive inhibition, while its
synchronization indices are decreasing with increasing delay tdel > 20 ms, maintains a
bimodal distribution with a second peak lying at high values of phase synchronization
(see also Fig 3.5).
3.3.3 Generalizing the results
The comparison presented above between a network incorporating divisive inhibition
and another one without divisive inhibition serves as an illustrative example but in
order to generalize to findings across the parameter space I introduce an extra
parameter, q, to the model. This parameter expresses the divisiveness of the
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Figure 3.5: Phase synchronization with different values of conduction delay
tdel. The heat maps show the phase synchronization for the two cases of distributed networks,
with and without divisive inhibition, at different values of conduction delay. As expected, the
increase of conduction delay has a negative impact on the synchronization between the two
local networks. Nevertheless, the presence of divisive inhibition enhances the synchronization
between the local networks (see the distributions of synchronization indices on the right of
the colourbars). Notice that both 1:1 and 1:2 phase synchronization was detected in the
same map, as indicated by the bimodal distribution of the synchronization indices, when the
system incorporates divisive inhibition at tdel = 20 ms.
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Figure 3.6: Distribution of phase synchronization indices for different values
of conduction delay tdel. The heat maps show the distribution of phase synchronization
indices for the two cases of networks, with and without divisive inhibition, for different values
of conduction delay. Each column is a normalized histogram of these indices derived from
maps like the ones presented in Fig 3.5. The network with divisive inhibition is less sensitive
to the increase of the delay parameter and maintains a bimodal distribution for high values
of tdel.
divisive). See Fig 3.7A of a schematic of this model and Methods for its
implementation.
First, I generalize the results in the phenomenon of long-range synchronization. A
repeated random sampling of the parameter space was used to achieve this (see
Appendix B). An illustrative example of the process is shown in Figs 3.7B and 3.7C. In
Fig 3.7B it is shown how the q parameter can create a spectrum between the two
extremes and their respective synchronization maps like the ones presented in Fig 3.5.
The way to generalize the results is to investigate what is happening for intermediate
values of q in terms of phase synchronization. Thus, in Fig 3.7C the slope λ is
calculated using linear regression based on the values of phase synchronization for q =
0.4, 0.45, 0.5, 0.55, 0.6. In this case, which comes from the example in Fig 3.5 at tdel =
30 ms, there is an increase with increasing values of q and is characterized with
λ = 0.0214.
From the 105 samples taken from the parameter space, only 3.1% (3084) produced
oscillations and the calculation of a well-fitted slope was possible. The distribution of
the calculated slopes can be found in Fig 3.7D. This distribution has a mean of 0.0429
















































































Figure 3.7: Introducing parameter q to the model and generalizing the results
across the parameter space. (A) Schematic of the model incorporating the parameter q
which expresses the divisiveness of the inhibition provided by Isoma. (B) Illustrative example
of how parameter q can create a spectrum between the two extremes: a model with purely
subtractive inhibition (q = 0) and a model with purely divisive inhibition (q = 1) provided
by Isoma. (C) Calculation of the slope λ using linear regression on the phase synchronization
indices at different values of q. (D) Distribution of all the slopes calculated after a random
sampling of the parameter space for the purpose of generalizing the results of long-range
synchronization. Notice the strong skewness (2.209) of the distribution towards positive
values which indicates that, with increasing divisiveness, synchronization tends to increase
too. (E) Schematic illustrating the overall results for the generalization of the effect of divisive
inhibition on entrainment. The direction of the arrows indicate increasing q. The thickness
of the arrows expresses how strong is the tendency of the system to transit from one state of
entrainment to another. The states are N for no entrainment, P for partial entrainment, and
C for complete entrainment. In the majority of cases (67.7%) the entrainment is qualitatively
enhanced with increasing divisiveness (increasing q).
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mean, are close to 0 is expected because it was shown above that the slope should be
very close to zero whenever c1 and c2 are approximately equal and the delay is
relatively low (see Fig 3.5). The positive skewness of this distribution indicates that
increasing the divisiveness of the inhibition provided by the soma-targeting population
increases the phase synchronization across the parameter space.
A similar approach was used to check whether entrainment is enhanced by divisive
inhibition across the parameter space (see Appendix B). The results include the cases
with a monotonic increase or decrease of the entrainment in a qualitative sense. Thus,
there are six different cases: (i) increase from no entrainment to partial entrainment,
(ii) increase from no entrainment to complete entrainment, (iii) increase from partial
entrainment to complete entrainment, (iv) decrease from complete entrainment to
partial entrainment, (v) decrease from complete entrainment to no entrainment, and
(vi) decrease from partial entrainment to no entrainment. After taking 106 samples
from the parameter space, only 0.15% (1494) would produce oscillations and a
monotonic increase or decrease of the entrainment with increasing q. From these 1494
samples, 67.7% (1011) had a monotonic increase and 32.3% (483) had a monotonic
decrease. The schematic in Fig 3.7E illustrates the results. The six arrows represent
the six cases (i)-(vi) and the thickness of each arrow is proportional to the number of
samples that represents each case. These results demonstrate that increasing the
divisiveness of the inhibition generally enhances the entrainment of a local network
across the parameter space.
Discussion
The findings demonstrate how divisive inhibition can promote the phenomena of
entrainment and long-range synchronization in a neural mass model. The presence of
this gain control mechanism in the model enhances the entrainment of a local network
by enabling its entrainment to a wider range of frequencies (see Fig 3.2). Additionally,
the divisive inhibition enhances long-range synchronization for different values of
coupling strength and delay. In fact, the model exhibiting divisive inhibition has lower
sensitivity to the change of such parameters as shown in Figs 3.5 and 3.6. This link
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between divisive inhibition and low sensitivity in parameter changes has been
demonstrated in different models and phenomena in the past (Chance and Abbott
(2000); Papasavvas et al. (2015)).
As shown in Fig 3.6, regardless of the presence of divisive inhibition in the network, the
long-range synchronization is much more sensitive to increasing values of delay beyond
20 ms. The network is able to achieve, in general, higher synchronization with delays
below 20 ms, which is approximately 1/7 of the intrinsic period of 141 ms, but with a
delay beyond this value, there seems to be a transition in another state in which
synchronization is relatively much more deficient. Studies on the connectome suggests
that this threshold at 20 ms delay is enough at least for the distribution of conduction
delays found in the rhesus monkey. Considering its cortico-cortical connections,
including interhemispheric, the values of conduction delay range up to 18 ms (Swadlow
and Waxman (2012). Additionally, considering a mean conduction velocity of 7 m/s
(Swadlow and Waxman (2012)) and the distribution of intrahemispheric connection
lengths in human cortex which ranges up to 0.1 m (Kaiser (2011)), the mean delay
ranges up to 14.3 ms. This verifies that the threshold of 20 ms delay found by
simulating the model is consistent with the distribution of functional delays found in
primates, considering, of course, cortical networks that resonate at theta frequencies.
The main findings of the comparison were generalized across the parameter space using
an extra parameter q, expressing the divisiveness of inhibition, revealing its general
impact to the system regardless of the specific parameters used (see Fig 3.7). In
general, both entrainment and long-range synchronization were found to be enhanced
with increasing divisiveness using randomly generated parameter sets. This
generalization suggests that the same effects of divisive inhibition can be found in
networks with widely different connectivity settings. Note that these results do not
demonstrate that increased divisiveness is beneficial for every single different parameter
set: there are cases in which entrainment or long-range synchronization are getting
worse with increased value of q. Actually, what is shown in Fig 3.7 is that, with
increased divisive inhibition, these phenomena are enhanced on average across the
parameter space.
The reported results reveal, in addition to the quantitative enhancement, a qualitative
75
effect of divisive inhibition in such network models. The results in Figs 3.3B and 3.3C
demonstrate that divisive inhibition enables zero-lag synchronization even with weak
coupling when there is symmetry and no delay. As far as I know, this is the first time
to observe such behaviour in two weakly coupled identical oscillators. The failure of
zero-lag synchronization with weak coupling was reported in the past for neural and
mechanical systems of coupled oscillators (Borisyuk et al. (1995); Bennett et al.
(2002)). Despite the fact that this qualitative effect is true for different initial
conditions, it is still unknown whether the effect can be generalized for different
connectivity settings of the identical local networks. This can potentially be a future
direction of the study by focusing on symmetrical weak couplings without delay
between the networks and applying analytical approaches to test whether gain control
ensures zero-lag synchronization.
As shown in Fig 3.2, the local network with divisive inhibition tends to exhibit more
readily quasi-periodic activity when it is driven with high frequency oscillation, thus
achieving partial entrainment. In situations like the one shown in Fig 3.9, the network
with divisive inhibition has more flexible oscillations that can include the high input
frequency and the low intrinsic frequency in the same waveform. This type of
oscillations are phenomenologically similar to the well documented phenomenon of
cross-frequency coupling, which is usually observed between theta and gamma
frequencies (Belluscio et al. (2012); Lodge et al. (2009); Pastoll et al. (2013)). This
does not suggest, however, that this model can serve as a mechanistic model of
cross-frequency coupling; it suggests that the flexibility that gain control provides can
subserve this type of phenomena as well.
It is evidenced that long-range synchronization between distant areas is crucial for
information processing (see Introduction). This is especially true for the integration of
information at a global scale where substantial delays are involved. Despite the fact
that the long-distance connections found in neural systems can reduce the delays by
minimizing the processing steps (Kaiser and Hilgetag (2006)), delays of up to 18 ms are
unavoidable in the primate cortex (Swadlow and Waxman (2012)). The robust
synchronization between multiple distant areas is a requirement for the processing of
different features of an object according to the synchronization theory of the binding
problem(von der Malsburg (1995)). According to this theory, synchronous oscillations
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between these areas serve as the feature binding mechanism which produces a complete
and distinct perception of an object. Thus, the enhancement of long-range
synchronization by divisive inhibition could promote the integration of information at a
global scale.
Considering the positive impact of divisive inhibition on the phenomena of entrainment
and long-range synchronization which are crucial for physiological brain dynamics, it is
fair to suggest that any deficit in divisive inhibition can possibly lead to pathological
brain dynamics. No direct causal link has been found so far experimentally between
the phenomenon of divisive inhibition and any measurable pathological phenotype.
However, there is a plethora of evidence linking deficits in soma-targeting interneurons,
the population that predominantly provides divisive inhibition (Wilson et al. (2012);
Atallah et al. (2012)), with the phenotype of schizophrenia (for a review, see Nakazawa
et al. (2012)) and other neurological conditions, such as epilepsy (Rossignol et al.
(2013); Tan et al. (2012)). Studies on brain tissue recovered from schizophrenia
patients provide evidence of molecular alterations in soma-targeting interneurons
resulting into lower expression of GAD67 and higher expression of µ opioid receptor
which leads to deficient synthesis and release of GABA (Curley and Lewis (2012);
Lewis et al. (2012)). Similar postmortem studies verified that these abnormalities of
the population are mostly molecular and not structural (Glausier et al. (2014)).
Additionally, loss of these interneurons in entorhinal cortex was reported in
LPA1-deficient mice which serve as an animal model of schizophrenia (Cunningham
et al. (2006)). Other studies investigated whether these alterations are exclusively
found in the soma-targeting population or whether there is an implication of the
dendrite-targeting population (somatostatin-positive) as well. The results are
contradictory with one study implicating the dendrite-targeting interneurons (Morris
et al. (2008)) while another reported no implication (Mellios et al. (2009)). The
soma-targeting population of interneurons is referred to as parvalbumin-positive basket
cells or fast-spiking GABAergic neurons in these studies.
The cognitive deficits found in schizophrenia patients are thought to result from the
failure of the soma-targeting interneurons to generate high frequency oscillations
exactly because of these abnormalities in the population (Nakazawa et al. (2012); Lewis
et al. (2012); Uhlhaas and Singer (2006); Cunningham et al. (2006)). Indeed, it is well
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established that this population is the single most important inhibitory population for
the generation of gamma frequency oscillations because of their highly specialized
synapses (Bartos et al. (2007)). But is the failed rhythmogenesis at gamma frequencies
the only causal link between the molecular alterations in soma-targeting interneurons
and the deficits in entrainment and long-range synchronization in schizophrenia? It is
evidenced that these deficits are not limited only to gamma frequencies but also at the
lower range of beta frequencies (Yeragani et al. (2006); Vierling-Claassen et al. (2008);
Uhlhaas and Singer (2006)). Entrainment and synchronization were found to be
impaired even at alpha frequencies (White et al. (2010); Rice et al. (1989); Jin et al.
(2000)). In fact, long-range interactions were reported to rely predominantly on
middle-frequency rhythms (4-12 Hz) rather than high (von Stein et al. (2000); Bressler
et al. (1993); Lakatos et al. (2008)). I hypothesize that impaired divisive inhibition
could be contributing as another causal link between the molecular alterations in the
soma-targeting interneurons and the deficiencies in entrainment and long-range
synchronization in schizophrenia. An initial experiment towards testing this hypothesis
would be to measure and compare the divisive inhibition in animal models of
schizophrenia (e.g., LPA1-deficient mice in Cunningham et al. (2006) or chronically
exposed to phencyclidine rats in Bullock et al. (2009)) and control animals using the
same methodology as in Wilson et al. (2012).
By using an extended version of the Wilson-Cowan model, we showed that a gain
control mechanism can have a positive impact on the dynamics of neocortical networks.
Simulating the divisive inhibition provided by the soma-targeting interneurons in
neocortex yielded enhanced entrainment and long-range synchronization. The
enhancement in entrainment reflects more flexible oscillatory dynamics which is
considered to be crucial for the adaptive functionality of the network (Schwab et al.
(2006); Spiegler et al. (2011)). The ability of distributed networks to synchronize
better is also important for their dynamic coordination which underlies many cognitive
functions (Uhlhaas and Singer (2006, 2010)). The findings were generalized across the
parameter space demonstrating the universality of the effect. Future directions of the
study can potentially test whether the effect persists with noise in the system or with
different patterns of long-range connectivity. The results in this study suggest that the
soma-targeting interneurons and the divisive inhibition that they provide make the
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Figure 3.8: Calibration of the two network models. (A) The response of both
models to an instantaneous input is an exponential decay with half-life t1/2 = 39.8 ms.
(B) Bifurcation diagrams showing a comparable dynamic regime in which the networks are
calibrated to. (C) The two network models respond with similar frequencies of oscillation for
different values of constant input P . (D) The activity of population Isoma in both models
is diminished with increasing values of P making the models converge to exactly the same
behaviour.
Appendix A Supplementary figures
The two local networks, with and without divisive inhibition, were calibrated before
the comparison. The specific parameters for each case were chosen to produce similar
oscillatory behaviour in terms of the frequency, the offset and the amplitude of
oscillation. The results of the calibration are shown in Fig 3.8. The small discrepancies
between the oscillations of the two systems after the calibration were shown not to
influence the main findings of the study due to fact that those findings were generalized
across the parameter space.
The activity of the systems during the entrainment scenario was analysed based on
their power spectrum. An example of the analysis procedure is shown in Fig 3.9. The
system with divisive inhibition produces a complex waveform (quasi-periodic) with
multiple peaks in the spectrum. Some of the power in the spectrum is concentrated on
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the input frequency, thus the entrainment of the system is considered to be equal to
the proportion of that power (i.e. partial entrainment). The system without divisive
inhibition in this example has a simpler activity with just a single peak in the power
spectrum. This frequency is close to its resonant frequency. It fails to accommodate
the much higher input frequency in its spectral composition, thus there is no
entertainment at all.
Figure 3.9: An example of waveforms in the entrainment scenario. Both models
receive oscillating input with frequency fin = 16 Hz and offset P = 2. The model with divisive
inhibition responds with a complex waveform featuring multiple frequencies including fin and
its intrinsic frequency. In contrast, the model without divisive inhibition fails the entrainment
because it exhibits a simple waveform featuring only the fin/2 which is close to its intrinsic
frequency. The power spectrums are plotted after the removal of the harmonics but before
the normalization (see Methods).
Appendix B Random sampling algorithms
For the purpose of generalizing the results across the parameter space, we employ an
unbiased random sampling of the parameter space to check what is the impact, if any,
of increasing divisiveness of the soma-targeting inhibition on the entrainment and
long-range synchronization. This divisiveness is given by the parameter q.
For the scenario of long-range synchronization, the following algorithm was used to
sample the parameter space.
Algorithm for generalizing long-range synchronization
Repeat N times:
1. Randomly select a set of values S1 = {P , w1, w2, w3, w4, w5, w6, w7} with
80
uniform distribution from the intervals 0 ≤ P ≤ 6 and 0 ≤ wj ≤ 30,
j = 1, 2, . . . , 7.
2. Build a local network using S1, q = 0.5 and simulate.
3. If there is no oscillation, then reject S1 and return to step 1 to continue iteration.
Otherwise, continue with next step.
4. Randomly select a set of values S2 = {c1, c2, tdel} with uniform distribution from
the intervals 0 ≤ c1 ≤ 20, 0 ≤ c2 ≤ 20 and 0 ≤ tdel ≤ 40 ms.
5. Build a distributed network with two coupled identical local networks using S1,
S2, q = 0.5 and simulate.
6. If there is no oscillation, then reject S1, S2 and return to step 1 to continue
iteration. Otherwise, continue with next step.
7. Calculate phase synchronization indices for q = 0.4, 0.45, 0.5, 0.55, 0.6.
8. Apply linear regression on the calculated phase synchronization indices to
calculate the slope λ.
9. If the goodness-of-fit of the linear regression is less than 0.9, then reject S1, S2
and return to step 1 to continue iteration. Otherwise, continue with next step.
10. Save S1, S2, and λ and continue iteration.
End of algorithm
For the scenario of entrainment, the following algorithm was used to sample the
parameter space.
Algorithm for generalizing entrainment
Repeat M times:
1. Randomly select a set of values S1 = {P , w1, w2, w3, w4, w5, w6, w7} with
uniform distribution from the intervals 0 ≤ P ≤ 6 and 0 ≤ wj ≤ 30,
j = 1, 2, . . . , 7.
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2. Build a local network with constant input using S1, q = 0.5 and simulate.
3. If there is no oscillation, then reject S1 and return to step 1 to continue iteration.
Otherwise, continue with next step.
4. Randomly select a set of values S2 = {A, fin} with uniform distribution from the
intervals 0 ≤ A ≤ 1 and 1 ≤ fin ≤ 40 Hz.
5. Build a local network with oscillating input using S1, S2, q = 0.5 and simulate.
6. If there is no oscillation, then reject S1, S2 and return to step 1 to continue
iteration. Otherwise, continue with next step.
7. Calculate the entrainment values for q = 0.4, 0.45, 0.5, 0.55, 0.6.
8. Transform the entrainment values into qualitative values by setting all values of
the open interval (0, 1) equal to 0.5 which represents partial entrainment. Values
0 (no entrainment) and 1 (complete entrainment) remain the same.
9. If there is neither monotonic increase nor decrease in the qualitative values of
entrainment with increasing q, then reject S1, S2 and return to step 1 to continue
iteration. Otherwise, continue with next step.
10. Save S1, S2, the qualitative entrainment values and continue iteration.
End of algorithm
Note that, for generalizing the entrainment results, the algorithm focuses on qualitative
differences rather than quantitative. Also the number of repetitions N and M were
chosen to be 105 and 106, respectively. These numbers were verified to be sufficient by
running again each algorithm and yielding almost the same overall results, in terms of
their statistics, as presented in the main text.
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Chapter 4
Optogenetic manipulation of PV+
interneurons and propagation of
activity through the PV-syncytium
4.1 Introduction
4.1.1 Gap junctions and the PV-syncytium
Gap junctions form a syncytium between cells permitting the transfer of ions and small
molecules from one cell to the other. Gap junctions function as electrical synapses
enabling the rapid communication of information between cells with ionic currents
traversing the syncytium. They have a critical role in the physiology of the peripheral
and central nervous system but also in the myocardial cells and smooth muscle cells.
Due to the gap junctions, action potentials propagate through electrically coupled
phasic smooth cells causing the contraction of smooth musculature (Garfield et al.
(1978); Sims et al. (1982); Brink et al. (1996)). Similarly, the myocardium functions as
a syncytium: a wave of depolarization spreads through the electrically coupled
myocardial cells producing a contraction whenever the syncytium is stimulated
(Goodyer (1968); Brink et al. (1996)). Gap junctions mediate the coordination of
activity in such tissue which is characterized by broad action potentials (Brink et al.
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(1996)). Additional functional roles of the gap junctions are associated with wound
healing (Moyer et al. (2002); Coutinho et al. (2003)) and cell death (Andrade-Rozental
et al. (2000)).
Gap junctions play a major role in the peripheral and central nervous system as well.
They are particularly crucial during the development of the central nervous system.
They are involved in the regulation of cell growth and then the migration of the cells
(Bruzzone and Dermietzel (2006)). Gap junctions are prevalent during the initial
developmental stages, coupling cells and coordinating their activity well before the
formation of chemical synapses (Kandler and Katz (1995)). Their prevalence decreases
sharply during differentiation (Walsh et al. (1989)), and continues to decrease during
the later developmental stages as, for example, in the formation of circuits (Peinado
et al. (1993)). Nevertheless, the adult brain features electrical synapses between
specific cell types which provide specific functionality (see below). One of the highly
functional syncytia is the astroglial syncytium which has an important role during
development but also in the adult brain (Kandler and Katz (1995); Dermietzel (1998)).
Electrically coupled glia cells provide signal transmission and metabolic support to
neurons by mediating Ca2+ waves (Cornell-Bell et al. (1990)). This constitutes a
phenomenon of intercellular volume transmission and the gap junctions between glia
provide the most critical mechanism for such functionality (Dermietzel (1998)).
The adult brain features gap junctions between interneurons and these connections are
largely maintained through development and into adulthood (Connors et al. (1983);
Peinado et al. (1993)). Electrical coupling between fast-spiking interneurons has been
demonstrated using both electrophysiological and anatomical studies (Bernardo (1997);
Galarreta and Hestrin (1999); Gibson et al. (1999); Amitai et al. (2002); Fukuda and
Kosaka (2003); Fukuda et al. (2006)). Patch-clamping was used on neighbouring
fast-spiking cells in infragranular layers of neocortex and a high percentage of such
pairs were found to be electrically coupled (Galarreta and Hestrin (1999); Gibson et al.
(1999)). The probability of two interneurons being electrically coupled decreased with
the distance between their somata and the probability dropped to 0 at approximately
200 µm (Amitai et al. (2002)). In such experiments, the electrotonic coupling between
the paired cells was demonstrated with the manipulation of the membrane potential of
one cell by the injection of current in the other (Galarreta and Hestrin (1999); Amitai
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et al. (2002)). Dye coupling was also used to demonstrate the syncytium between
neocortical interneurons (Bernardo (1997)).
The proteins that form gap junctions between neurons are connexin36 (Cx36) and
connexin45 (Cx45) (Evans and Martin (2002)). From these two, Cx36 is widely used to
identify gap junctions in neurons exactly because the protein is found exclusively in
neurons (Rash et al. (2001)). A study applying Cx36 immunohistochemistry found
that large PV+ interneurons have approximately 60 gap junctions distributed along
their dendrites with the majority of them lying up to 150 µm from the soma (Fukuda
et al. (2006)). Nevertheless, their distribution can reach longer distances, close to 400
µm, and establish intercolumnar connections (Fukuda et al. (2006)). The electrical
synapses established by a PV+ interneuron are almost exclusively on to other PV+ cells
(Galarreta and Hestrin (1999)). GABA-ergic chemical synapses are established
between some of these pairs as well, producing a complex response at the presynaptic
cell (Galarreta and Hestrin (1999)).
The junctional conductance between these cells was estimated using different
methodologies. Fukuda and Kosaka used anatomical data from electron microscopy to
estimate the junctional conductance to be about 2.15.3 nS, based on the morphological
size of gap junctions (Fukuda and Kosaka (2003)). Gibson and colleagues used an
electrophysiological methodology with their estimation lying in a similar range of 0.45.5
nS, and verified that the coupling conductance was practically the same between the
two different directions of measurement (Gibson et al. (1999)). Galarreta and colleagues
reported a similar range of values using the same methodology (Galarreta and Hestrin
(1999)). However, Amitai and colleagues suggest that, considering that these cells are
electrically coupled with multiple cells, the average junctional conductance that each
cell receives from its neighbours is approximately 10 nS (Amitai et al. (2002)).
It is well understood that interneuronal populations, like the fast-spiking interneurons,
are critical for the coordination of activity in neocortex, including synchronous and
oscillatory activity (Cobb et al. (1995); Whittington et al. (1995); Lytton et al. (1997)).
The gap junctions between these cells were shown to promote their synchronized firing
with high precision of spike timing (Gibson et al. (1999); Galarreta and Hestrin
(1999)). This can be thought as an excitatory signalling mechanism in the distributed
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network of electrically coupled interneurons that coordinates their firing (Galarreta and
Hestrin (1999)). Consequently, this coordinated release of GABAA, from multiple
coupled interneurons, is able to synchronize the firing of principal cells after a short
period of silence (Whittington et al. (1995)). The emergence of oscillatory activity is
considered to rely on this coordinated interaction (Bartos et al. (2007)). The electrical
coupling was also shown to act as a low-pass filter enhancing the synchronization
between a pair of cells mostly at lower frequencies (Galarreta and Hestrin (1999)).
Gap junctions have also been implicated in the onset and propagation of seizures. Gap
junction blockers were successfully used to block focal seizures induced by tetanus
injection in an in vivo study (Nilsen et al. (2006)). Another study suppressed the
high-frequency oscillations in hippocampus again by applying gap junction blockers
(Draguhn et al. (1998)). These high-frequency oscillations are thought to originate
from the axo-axonic gap junctions between pyramidal neurons (Schmitz et al. (2001);
Draguhn et al. (1998)) and they are associated with seizure onset. Although, it is
conceivable that the mechanisms behind the reported high frequency oscillations
(Draguhn et al. (1998)) are completely different from those characterizing seizure onset
(Trevelyan (2009); Foffani et al. (2007); Trevelyan (2016)). Furthermore, genetic
studies linked epileptogenesis with increased expression of Cx36 (Gajda et al. (2003)).
In contrast, other studies report that blocking the gap junctions with mefloquine can
trigger seizures (Bem et al. (1992); Rouveix et al. (1989)). This might be explained as
a side effect of mefloquine in high doses: partial blockade of Cx43 between astroglia is
possible resulting into a deficient regulation of Ca2+ and metabolic instability (see
above).
Gap junctions were suggested to play a critical role in such pathological phenomena
even in seizure models where only the electrically coupled GABAergic interneurons are
involved. Such epileptiform activity is widely modelled by blocking Kv channels with
4-aminopyridine (4AP) and this activity can persist even after the blockade of
ionotropic glutamate receptors indicating that it is due to discharges of the inhibitory
interneurons alone (Gigout et al. (2006); Louvel et al. (2001)). Furthermore,
backpropagating action potentials were found to be enhanced in basket cells during
sharp wave oscillations (Chiovini et al. (2010)). In such experiments, blocking the gap
junctions between them also abolished the discharges, indicating an antiepileptic effect
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(Gigout et al. (2006)). But this effect can alternatively be demonstrated by blocking
other features of the network. Using the same model of epileptiform events, these
events were blocked in a reversible manner by antagonizing the GABAA receptors (Uva
et al. (2009)). In fact, a study that used the same model in slices from wild-type and
Cx36 knockout mice showed that this effect can be better explained by the blockade of
GABAA receptors, which is a known side effect of the gap junction blocker
carbenoxolone (Tovar et al. (2009)), rather than the blockade of gap junctions
(Beaumont and Maccaferri (2011)).
All these results, with some being contradictory, indicate that the role of gap junctions
in epilepsy is still poorly understood. Such studies reveal the difficulties introduced in
the investigation of gap junctions when using pharmacological agents to block them.
These drugs are well-known for their non-specific effect and this is especially
pronounced in the case of the widely used carbenoxolone (Rozental et al. (2001); Tovar
et al. (2009); Beaumont and Maccaferri (2011)). Carbenoxolone can be considered a
drug with low specificity for many reasons including: blocking many different connexins
(Rozental et al. (2001)), blocking NMDA receptors (Chepkova et al. (2008)), blocking
voltage gated Ca2+ channels (Vessey et al. (2004)), blocking AMPA and GABAA
receptors (Tovar et al. (2009)) and decreasing input resistance (Tovar et al. (2009)) (for
a commentary see Connors (2012)).
In this study, I used several different gap junction blockers, because of the low
specificity and limitations of each blocker. As indicated above, carbenoxolone is
non-specific in its actions, however, it was used during the initial stages of the study.
Other more specific blockers were preferred, namely, mefloquine (Cruikshank et al.
(2004)) and quinine (Srinivas et al. (2001)). Mefloquine is considered more specific,
targeting Cx36 and Cx50 (Cruikshank et al. (2004)), with limited side effects. It was
found having no impact on the cells resting membrane potential or input resistance but
it did alter the action potential dynamics in hippocampal pyramidal cells, thus,
affecting their excitability (Behrens et al. (2011)). Mefloquine was produced as an
improvement over quinine (Cruikshank et al. (2004)). Quinine is the drug from which
mefloquine was derived and there is evidence that, other than gap junctions, it affects
voltage-gated and ligand-gated channels as well (Cruikshank et al. (2004); Yatani et al.
(1993); Snyders et al. (1992)). Nevertheless, quinine was used in this study because of
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its reversible effect on gap junctions: quinine is less lipophilic than mefloquine, thus, it
can be washed out.
4.1.2 Cable theory
Cable theory is the mathematical analysis of signal propagation within neurons.
Through this theory, we can simulate spread of electrical current in cable-like
structures, that is, structures with elongated, cylindrical geometry. The attenuation
and delay of propagating signals is greater when they traverse such cable-like
structures. Its use in neuroscience has been successful exactly because the vast
majority of dendrites and axons of neurons have this type of geometry. Abstracting the
complex morphology of neuronal structures into a series of connected cylindrical
compartments is essential in the application of cable theory.
Historically, cable theory has its roots in the middle of the 19th century with the work
of Lord Kelvin on the spread of potential along the submarine telegraph cable (Koch
(2004)). Later, the concept of the core conductor was formulated by Hermann which
refers to a thin membrane surrounding an electrically conducting cylindrical core
placed in a solution of electrolytes (Hermann (1881)). This concept was introduced to
understand the propagation of current in nerve axons, and cable theory emerged from
its systematic study (Koch (2004)). Elements of cable theory were applied in the study
of squids giant axon in the 1930s and 1940s (Hodgkin and Rushton (1946); Davis Jr
and Lorente (1947)), but the theory reached its full potential with the work of Rall in
the 1960s and 1970s (Rall (1989)).
The problem of calculating the current flow ii through a cylindrical axon with radius α
can be described in terms of an equivalent electrical circuit. Such a circuit is shown in
Fig. 4.1. The membrane is characterised by two parameters: the membrane resistance
rm and the membrane capacitance cm. These two elements are connected in parallel
and they traverse the membrane connecting the intracellular with the extracellular
space. In addition, ri is the resistance of the cytoplasm, ro is the resistance of the
extracellular medium and x expresses the distance along the cylinder. Any current
injected in the cylinder will flow down two paths: across the membrane as leak current
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Figure 4.1: Schematic of the circuit describing the flow of current inside a cable in the
context of cable theory (schematic from Johnston and Wu (1995)).
im and along the cylinder as intracellular current ii. The assumptions made for this
circuit are:
1) The intracellular current flow is limited to one spatial dimension x, along the cable.
Currents along its radius are neglected (one-dimensional cable theory).
2) The extracellular resistance is 0 for simplicity.
With the second assumption we consider the extracellular space to be isopotential, that
is, constant potential along the dimension x. This is a reasonable assumption in most
cases but in some cases, such as cases of tightly packed axons or significant
extracellular currents, the assumption is an oversimplification (Johnston and Wu
(1995)). The first assumption is also fair considering that the majority of dendrites and
axons are very narrow. The radial variations of the potential are negligible compared
to the longitudinal variations (Dayan and Abbott (2001)).
In the case of linear cable theory we consider the membrane to be linear and uniform.
This means that the parameters characterising the membrane are the same throughout
the cylinder and they are independent of the membrane potential. This is a significant
constraint considering that all the nonlinear, voltage-depended properties of the
dendrites and axons are ignored. Such active properties are expected to boost the
signal along the cylinder and they influence the dynamics significantly. For that reason,
these properties are included in the context of nonlinear cable theory. Nevertheless,
this introduction focuses on the linear cable theory which provides a conceptual
framework introducing the most important parameters that are relevant for the study.
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Considering now the above assumptions and the circuit in Fig. 4.1, a current injected
somewhere along the cylinder will produce a membrane potential Vm with an evolution




The spatial variable x denotes the distance from the site of injection and the equation
is Ohms law expressing the decrease in membrane potential with distance is equal to
the current times the resistance. The intracellular current ii, however, is not constant
along the cylinder because some is leaking out through rm and cm, that is, leak current










The leak current is the sum of the current flowing through the membrane resistance
and the current flowing through the membrane capacitance:



















This is called the cable equation describing how the membrane potential changes in
time and along the cylinder. It is the single most important equation in linear cable
theory from which other equations are derived for special cases. There are other forms




















where α is the radius of the cable. This is the length constant and it is useful because
the electrotonic distance X can be easily expressed as X = x/λ.
Cable theory is relevant in this study because the gap junctions form a syncytium
between the interneurons. This syncytium can be considered as an extended neuronal
structure with many nodes (neuron somata) connected with long branching cables.
The gap junctions can be considered as ohmic resistances connecting the neighbouring
cables. Any activity propagating through the syncytium is either flowing passively
through the cables or it can be regenerated at the nodes of the network. If the latter
applies, then the propagation of activity will mainly depend on the electrotonic distance
between the nodes. As long as the nodes are electrotonically close enough, the activity
can continue propagating. Factors like the cable length, the leakiness of the membrane,
the thickness of the dendrite and the linear conductance of the gap junctions are
expected to play the most important role in this phenomenon. All these factors of the
system can be manipulated in an in silico experimental environment in order to explore
their influence on the phenomenon of propagating activity through the syncytium.
4.1.3 Rationale behind the experiments
All previous demonstrations of propagating activity through the PV-syncytium
involved states that are not naturally occurring (i.e., induced by drugs; Gigout et al.
(2006); Louvel et al. (2001)). In this study, the question was whether naturally
occurring states can exhibit such propagation. Thus, the possibility of propagation
during a state of elevated concentration of extracellular K+ was explored. The increase
of this concentration during seizures has been reported repeatedly (Heinemann and
Dieter Lux (1977); Moody et al. (1974); Amzica et al. (2002); Gnatkovsky et al. (2008),
see also Discussion). In this study, the extracellular concentration of K+ was gradually
increased while an area in layer V was illuminated with blue light. The PV+ cells in
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the slice are stimulated by the light through the expression of ChR2. In order to detect
any propagation, I used a linear MEA placed along layer V.
In addition, I ran another series of experiments where I applied optogenetic silencing of
the PV+ cells during bursts of activity. This was achieved with the expression of
Halorhodopsin (eNpHR) in PV+. These bursts were spontaneously initiated while the
slice was bathed in a solution with low-Ca2+ (Sanchez-Vives and McCormick (2000)).
The purpose was to investigate whether the silencing of these interneurons has an
impact on the bursting activity of the local network.
4.2 Methods
4.2.1 Cortical expression of optogenetic proteins
All animal handling and experimentation were done according to UK Home Office
guidelines. Cortical channelrhodopsin-2 (ChR2) expression was achieved by using
genetically engineered transgenic mice. Brain slices were prepared from first generation
cross-breeding of homozygous floxed-channelrhodopsin mice (B6;
129S-Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze/J; Jackson Laboratory, stock
number 012569) with homozygous PV-cre mice (B6; 129P2-Pvalbtm1(cre)Arbr/J; Jackson
Laboratory, stock number 008069). Cortical halorhodopsin (eNpHR) expression was
achieved with the same strategy. Brain slices were prepared from first generation
cross-breeding of the homozygous floxed-halorhodopsin mice (Ai39; B6;
129S-Gt(ROSA)26Sortm39(CAG-HOP/EYFP)Hze/J; Jackson Laboratory, stock number
014539) with PV-cre mice (B6; 129P2-Pvalbtm1(cre)Arbr/J; Jackson Laboratory, stock
number 008069). Wild-type mice (C57BL/6J) not expressing any optogenetic protein
were also used for control experiments.
4.2.2 Preparation of brain slices
For the ChR2 experiments, young mice (6-12 weeks) were perfused. They were first
anesthetised using Ketamine (0.3 mL / 30 g) and then perfused with ice-cold
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sucrose-based artificial cerebrospinal fluid (ACSF: NaHCO3 24mM, KCl 3 mM,
NaH2PO4 1.25 mM, sucrose 227.8 mM, glucose 10mM, MgCl2 4 mM) before the brain
was removed to prepare coronal brain slices. For the eNpHR experiments, young to
mature mice (2-8 months) were sacrificed by cervical dislocation, and the brain was
removed to prepare coronal brain slices. For the extracellular recordings, I used 400 µm
thick slices, and for intracellular recordings, 350 µm thick slices. The slices were cut on
Leica VT1200 vibratome (Leica Microsystems, Wetzlar, Germany) either in ice-cold
oxygenated (95% O2 / 5% CO2) ACSF (NaCl 125mM, NaHCO3 26mM, glucose 10mM,
KCl 3.5 mM, NaH2PO4 1.26 mM, MgCl2 3mM) for the eNpHR experiments or in
ice-cold oxygenated (95% O2/ 5% CO2) sucrose-based ACSF as above for the ChR2
experiments. After cutting, the slices were transferred to an incubation, interface
chamber (room temperature) perfused with oxygenated (normal) ACSF (NaCl 125
mM, NaHCO3 26 mM, glucose 10 mM, KCl 3.5 mM, NaH2PO4 1.26 mM, CaCl2 2 mM,
MgCl2 1 mM) for at least 1 hour before transferring them to a recording interface
chamber. In the recording interface chamber, the ACSF used was either normal ACSF
as above for the ChR2 experiments or low-Ca2+ ACSF (NaCl 125 mM, NaHCO3 26
mM, glucose 10 mM, KCl 3.5 mM, NaH2PO4 1.26 mM, CaCl2 1.1mM, MgCl2 1mM)
(Sanchez-Vives and McCormick (2000)) for the eNpHR experiments. The ACSF was
perfused at 1.5 2.5 ml /min and its temperature was kept at 33-36 oC. In the case of
the ChR2 experiments, the concentration of extracellular K+ was systematically being
increased during the recording by adding KCl to the perfused ACSF. Figs 4.2 and 4.3
show details about the experimental setup for the ChR2 and eNpHR experiments,
respectively.
4.2.3 Extracellular recordings
Multichannel extracellular recordings were collected at 25 kHz unless otherwise stated,
using a linear 16-channel-probe configuration (A16x1-2mm-100-177; NeuroNexus;
electrode separation, 100 µm) for the ChR2 experiments or a four tetrode
16-channel-probe configuration (A4x1-tet-3mm-150-121; NeuroNexus; tetrode
separation, 150 µm) for the eNpHR experiments. This was connected to an
ME16-FAI-µPA-system and MC-Rack software (Multichannel Systems, Reutlingen).
Data acquisition was carried out using a 1401-3 Analog-Digital converter (Cambridge
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Figure 4.2: Schematic of the experimental setup and equipment used in the
ChR2 study of the PV-syncytium.(A) Schematic of the experimental setup during the
extracellular recordings using a linear 16-electrode array. The photostimulation was delivered
using patterned illumination through the objective. (B) Schematic of the linear 16-electrode
array used in the experiments. The image was taken from the NeuroNexus catalogue. Note
that the distance between adjacent electrodes is 0.1 mm. (C) The recordings were taken from
the dorsal area of the slice, targeting the primary visual area. (D) Example of an experiment
where the illumination was delivered to a 4-electrode wide area in the centre of the array.
The electrodes E6 up to E9 were considered to be in the photostimulated area while the
propagation of activity was recorded at a distant electrode.
Electronic Design, Cambridge) and Spike2 software (Cambridge Electronic Design,
Cambridge). The electrode array was placed along layer V in the occipital dorsal area
of neocortex (see Fig. 4.2), approximately corresponding to primary visual cortex
(Allen Mouse brain atlas, Goldowitz (2010)).
4.2.4 Optogenetic illumination
Channelrhodopsin was activated by a 470nm LED delivering light through the
objective using the patterned illuminator Polygon400 (Mightex Systems, Pleasanton,
CA, USA). The system was controlled and the patterns were designed through the
PolyScan 2 software from the same company. The light intensity was measured at
approximately 2 mW/mm2 (courtesy of Mr. Eike Joest).
Halorhodopsin was activated by a 561nm, 50mW solid-state laser (Cobolt) connected
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to a fibre optic with a fine cannula (400 µm core, 0.20 NA; Thorlabs). The illumination
was controlled by a SR475 laser shutter (Stanford Research Systems). After optimizing
the optic fibre coupling, the total light power at the cannula tip was measured at 15-30
mW. The light intensity was adjusted by adding different neutral density filters (ND
filters 0.2-0.6; Thorlabs) placed in the light path between the laser and the optic fibre.
Different filters could be used for different slices, however it was always constant at any
given slice. After adding neutral density filter, laser output power ranged between 3-20
mW measured at the tip of the cannula.
Desensitization of the eNpHR protein was minimized, as described by Han and Boyden
(2007), by co-illumination also with blue light (epifluorescent illumination through
bandwidth excitation filter (460nm, halfwidth 40nm), through a 4x air objective (0.28
NA, Nikon; approximately 12mW/mm2 at the tissue). This was used only during the
extracellular recordings.
4.2.5 Patch-clamp experiments
Recordings were made using a laser spinning disc confocal microscope (Visitech) fitted
with Patchstar micromanipulators (Scientifica) mounted on a Scientifica movable top
plate. Electrophysiological data was collected using a Multiclamp 700B amplifier
(Molecular Devices) and Digidata acquisition boards connected to Dell desktop
computers running pClamp software (Molecular Devices). During the entire recording,
cells were bathed in oxygenated (95% O2/ 5% CO2) ACSF solution (perfusion at 13
ml/min) heated to 3337C by a sleeve heater element (Warner Instruments) around the
inflow tube. Whole cell recordings were made using 3-7M pipettes made of borosilicate
glass (Harvard apparatus). The electrode filling solution used was: K-methyl-SO4 125
mM, Hepes 10 mM, Mg-ATP 2.5 mM, NaCl 6mM; 290 mOsM and pH 7.35.
4.2.6 Pharmacology
For the purpose of blocking the glutamate currents both NBQX and D-APV were used.
NBQX (HelloBio) was used at 20 µM concentration to block the AMPA receptors.
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Figure 4.3: Schematic of the experimental setup and equipment used in the
eNpHR study.(A) Schematic of the experimental setup of the extracellular recordings using
a 4-tetrode MEA. The illumination was delivered by a solid-state laser through a fine cannula.
(B) The recordings were taken from the dorsal area of the slice, targeting the primary visual
area (VISp). The image was downloaded from the Allen Mouse Brain Atlas (Goldowitz
(2010)). (C) Schematic of the 4-tetrode array used in the experiments. The image was
taken from the NeuroNexus catalogue. (D) Schematic of the experimental setup used for
intracellular recordings using a glass micropipette as the recording electrode. Note that the
illumination in this case is delivered through the objective.
D-APV (Abcam Biochemicals) was used at 50 µM concentration to block the NMDA
receptors. In addition, the gap junction blockers Mefloquine (50 µM, (Cruikshank et al.
(2004)); Sigma), Quinine (100 µM, (Srinivas et al. (2001)); Aldrich), Carbenoxolone
(100 µM, (Rozental et al. (2001)); Tocris Bioscience) were used.
4.2.7 Network model
A network model of the PV-syncytium was developed and simulated in NEURON 7.4
(Hines and Carnevale (1997)). The simulations were carried out on a Windows 10
(64-bit) computer with an Intel Core i5-3337U processor. The network comprised
identical fast-spiking interneurons as used by Konstantoudaki et al. (2014) (see also
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Durstewitz and Gabriel (2007)). The model of fast-spiking interneuron used in the
present study was obtained from ModelDB (accession number 168310). These cells are
biophysically detailed but morphologically simple. The biophysical mechanisms
featured by the soma include: fast Na+ channel, A-type K+ channel, delayed-rectifier
K+ currents, Ca2+ buffering mechanism, slow K+ current, N-type high-threshold
activated Ca2+ current, and the hyperpolarization-activated cation current. The
mechanisms of the dendrite include the fast Na+ channel, the A-type K+ channel, and
the delayed-rectifier K+ currents whereas the axon has only the fast Na+ channel and
the delayed-rectifier K+ currents. For modelling the membrane random fluctuations,
artificial current with Poisson characteristics was injected in the soma (Konstantoudaki
et al. (2014)). The neuron model used in this study had the same biophysics as
described in (Konstantoudaki et al. (2014)). The morphology was slightly modified,
though, with each cell having two rather than just one dendrite of length 0.2 mm
(Amitai et al. (2002); Fukuda et al. (2006)). The dendrites are composed of 10
segments. Each dendrite features a gap junction at a distance d from the soma. These
are used to electrically connect the cells in a chain formation with 0.1mm spacing
between the cells (see Fig. 4.12). One gap junction is used to electrically connect the
cell with the neighbouring cell up the chain whereas the other is used to connect it
with the neighbouring cell down the chain. The first cell is only connected with one cell
down the chain and receives input directly to its soma from a current clamp mechanism
instead.
4.2.8 Statistical analysis
In order to test whether the optogenetic silencing in the eNpHR experiments had a
significant effect on the firing rates of active neurons, a paired Wilcoxon signed-rank
test was used. This is a non-parametric statistical hypothesis test applied on paired
differences, in this case, the difference in the firing rate before and during as well as
during and after the illumination. It is an alternative to the paired t-test when the
assumption of normality in the data is violated (McDonald (2009)). This test has three
other assumptions:
1. The dependent variable is either ordinal or continuous.
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2. The independent variable consists of two categorical groups (e.g., before and after).
3. The distribution of the differences between the pairs is symmetrical in shape.
As with any other statistical hypothesis testing, the effect is considered statistically
significant if the null hypothesis can be rejected as improbable. The null hypothesis in
this case is that the differences between the pairs come from a distribution with median
0. This analysis was carried out in MATLAB Release 2013b (The MathWorks, Inc.,
Natick, MA) using the function signrank.
4.3 Results: Optogenetic activation of PV+ cells
I investigated the propagation of activity through the PV-syncytium in occipital
cortical brain slices in different levels of extracellular K+. Extracellular recordings were
made from 29 mouse brain slices prepared from 10 young adult mice which expressed
ChR2 under the PV promoter. I recorded extracellular field potentials using a linear
multi-electrode array (MEA; 1.5 mm wide array of 16 electrodes with 0.1 mm spacing
between the shafts) placed along layer V (see Fig. 4.2). I focused in layer V in which a
dense network of electrically coupled PV+ cells is well documented (Galarreta and
Hestrin (1999); Fukuda and Kosaka (2003)). The photostimulation was a 3-second long
train of pulses with frequency of 20 Hz (50% duty cycle), repeated every 20 seconds.
The rationale of the experiments was to deliver a focal activation of PV+ interneurons,
and record any propagating activation away from that focus. Precise photostimulation
was crucial for the control and reproducibility of the experiment, and to achieve this, I
used a patterned illuminator (see Materials and Methods). For instance, see Fig. 4.2D
for an example of photostimulation which is limited to an area of 400 × 100 µm, that
is, equivalent to the extent of 4 adjacent microelectrodes.
I first assessed the ability of photoactivation of PV+ cells in the photostimulation area
as recorded by adjacent electrodes (usually 2 to 4) under the conditions of normal
ACSF (3.5 mM extracellular K+). Reliable activity was indeed recorded at those
electrodes and the activity was limited in the specific area. The concentration of
extracellular K+ was increased, by adding KCl in the perfused ACSF during the
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experiment, with small increments of 1 or 2 mM (in some of the earlier experiments,
larger increments of up to 4 mM were used). The resting membrane potential of the
cells was gradually depolarized due to the increase of the concentration making the
cells more excitable (Somjen (2004)). After each K+ increment, activity was recorded
for at least 5 min. As expected, spontaneous activity increased as the levels of
extracellular K+ were increased (Jensen and Yaari (1997); Korn et al. (1987)).
4.3.1 Propagation of activity with increased extracellular K+
I observed that there was a threshold of extracellular K+ above which local field
potential activity propagated out from the photostimulation area. This was observed
by events recorded at distant electrodes outside the illuminated area. While the
photo-induced activity of PV+ cells was limited to the illumination area at low
extracellular K+, additional induced activity was recorded at distant electrodes outside
the illumination area at high extracellular K+. The firing outside the illumination area
was time-locked with the firing inside the illumination area, indicating propagating
waves of activation.
An example of such propagation arising under conditions of high extracellular K+ is
shown in Fig. 4.4. The blue traces come from electrodes, 8th and 9th along the linear
array, in the photostimulation area where reliable activity is induced throughout the
experiment even at normal K+ levels (3.5 mM). The black traces come from the 11th,
12th and 13th electrodes which are 200 400 µm away from the photostimulation area.
Note that all these traces come from high-pass filtered channels with cutoff frequency
at 300Hz. As Fig. 4.4 shows, at normal K+ levels the induced activity is limited to the
photostimulation area whereas at high K+ levels the activity seems to propagate to the
11th electrode (E11) as well (see zoomed-in traces). Notice also the increased
spontaneous activity between the photostimulation periods at high K+ levels.
This phenomenon was observed in multiple slices, approximately 1 in 3 slices, in which
the induced activity was propagating to distant electrodes up to 0.6 mm away from the
photostimulation area (n=10 propagations, range 0.1 0.6 mm with a median of 0.4
mm). In one of these propagations, more than one distant electrodes were involved.
99
Figure 4.4: Propagating activity arising with raised extracellular K+. The area
around electrodes E8 and E9 is photostimulated (marked with blue) with 3 seconds long train
of 20Hz pulses which repeat every 15 s. PV+ cells around these electrodes are responding with
4-5 spikes per pulse (see zoom-in traces). After raising the extracellular K+ concentration
(from 3.5mM to 7.5mM), induced activity is recorded in a distant electrode as well, namely
at E11. The activity recorded at E11 has lower spike rate compared to the activity in E8
and E9. It is also delayed compared to the activity recorded in the photostimulated area.
The activity at the distant electrode is hypothesized to propagate through electrical synapses
considering that the stimulated cells are GABAergic in nature.
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Figure 4.5: Concentration of extracellular K+ needed to observe propagation of
activity. The plot shows the cumulative proportion of detected propagations at different
values of extracellular K+ concentration. The majority of propagations (8 out of 10) were
observed with an increase of the extracellular K+ up to 9.5 mM.
The pooled data is reported in Fig. 4.5 where the cumulative proportion of detected
propagations is plotted against the extracellular K+ concentration. The concentration
of extracellular K+ needed to enable the propagation of activity at a distant area was
calculated by fitting a sigmoidal function (logistic) to the pooled data: the 50%
threshold is reached at 8.49 mM. As mentioned above, during the early stages of the
study, large increments of K+ concentration were applied (e.g., from 7.5 mM to 11.5
mM). This is the reason why some propagations reported here needed a concentration
of 11.5 mM to be detected. That proved to be unnecessarily high and was later avoided
because of the possible spreading depression which interfered with the experimental
process.
4.3.2 Pharmacological manipulations
The hypothesis was that the induced activity at the photostimulation area propagates
to the distant electrodes through the PV-syncytium. In order to test whether the
propagated activity goes through the electrical synapses between PV+ cells,
pharmacological manipulations were used. Note that from all the propagations
reported in Fig. 4.5, only 6 of them were confirmed to travel through the gap
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Figure 4.6: Pharmacological manipulation of the propagating activity. To test
whether the activity at the distant electrode seen in Fig. 4.4 is propagating through gap
junctions, I applied some pharmacological agents. First, the glutamate receptors were blocked
by applying NBQX and D-APV. The spontaneous activity is decreased but the induced
activity remains strong at the distant E12 indicating that glutamate is not involved in the
propagation. Then, the gap junction blocker quinine was applied. The induced activity in E12
was suppressed evidenced by decreasing amplitude and spike rate. It was gradually silenced.
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junctions. The rest, recorded early on during the study, were not pharmacologically
tested so they are considered as putative propagations through the gap junctions.
First, glutamatergic currents were suppressed with the application of NBQX and
D-APV. The purpose of this application is twofold: to decrease the spontaneous
activity so the induced would be more pronounced and to eliminate the possibility of a
multi-synaptic propagation involving glutamate release. Indeed, as observed in 4
different slices, the suppression of glutamatergic currents was found to suppress the
propagation too. In such cases, the propagated activity gradually diminishes along
with the suppressed spontaneous activity, indicating a multi-synaptic propagation
involving ionotropic glutamate receptors. In contrast, in the example of Fig. 4.6 left
panel, the propagation to E11 and E12 remains strong while the spontaneous activity
diminishes in E8 and E9, indicating that no glutamate is involved in this propagation.
A gap junction blocker was then applied to test whether the putative propagation
through the gap junctions would cease. For this purpose, the gap junction blockers
quinine, mefloquine and carbenoxolone were used in different experiments. Quinine and
mefloquine were preferred because of their ability to block specifically the relevant
channels Cx36 and Cx50 with minor side effects (Cruikshank et al. (2004); Srinivas
et al. (2001)). In contrast, carbenoxolone was used only once because of its low
specificity (Rozental et al. (2001)). Following the same experiment, Fig. 4.6 right panel
shows how the propagated activity is suppressed after the application of quinine. This
suppression is characterized by a decrease in the amplitude and the firing rate of the
recorded activity at E12 (see zoomed-in traces).
The advantage of quinine over mefloquine is that its effects are reversible by washing it
out (Srinivas et al. (2001)). The expected result of the washout in this experiment was
the reappearance of the propagated activity, and indeed this is exactly what happened,
as shown in Fig. 4.7 left panel when quinine, NBQX and D-APV were washed out. In
the example shown, the propagated activity reappeared first in E11 and E12 for a short
time and then the propagated activity built up and remained strong in E13 for several
minutes. Interestingly, despite the fact that the propagation was recorded in E11 and
E12 before, now that the activity reached E13, both E11 and E12 were silent (see
Discussion). After a persistent propagation of the activity as recorded in E13, a second
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Figure 4.7: Validating the implication of gap junctions by applying multiple gap
junction blockers. The propagated activity silenced in Fig. 4.5 was recovered by washing
out quinine. In this case, NBQX and D-APV were also washed out. Induced activity was
recorded at E11 and E12 but it was limited in time. Stable activity with increasing amplitude
was recorded at E13. This activity remained strong for several minutes until another gap
junction blocker was applied, namely mefloquine. The propagated activity was once again
blocked but this time through a decrease in spike rate without a gradual decrease in amplitude.
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blockade was achieved after applying mefloquine (see Fig. 4.7 right panel). Note that
the second blockade of the propagation was achieved in the absence of the glutamate
blockers indicating that they are not required for the effect.
As mentioned above, the blockade of gap junctions, shown in Fig. 4.6 was
characterized by a significant and gradual decrease in amplitude. This was a common
effect found in 4 out of 6 propagations when a gap junction blocker was used. In Fig.
4.7, though, the second blockade on the same slice was not characterized by this
significant and gradual decrease in amplitude. Instead, it just exhibited a decrease in
firing rate. The same effect was observed in another experiment where only mefloquine
was used. Fig. 4.8 shows the entire protocol of that experiment. The two electrodes
E13 and E9 were sufficient to show the propagation and its blocking with E13 being in
the photostimulation area and E9 away from it. Initially, at normal K+ levels, induced
activity was recorded only at E13. Then, the extracellular K+ concentration was
increased to 8.5 mM and the activity was propagating to E9. Notice the very high
levels of spontaneous activity at this stage. It seems that the activity at E13 was being
silenced completely during each photostimulation but actually only the spontaneous
activity was silenced; the induced activity in E13 remains the same (see zoomed-in
traces). After the application of NBQX and D-APV the spontaneous activity was
reduced massively and the propagating induced activity was recorded clearly between
E13 and E9 (see zoomed-in traces). At the final stage, mefloquine was applied and the
propagation was blocked by a gradually decreasing firing rate. Note, though, that some
lower amplitude activity remained in E9 even after the blockade.
The working hypothesis behind these propagations was that they initiate from PV+
cells in the photostimulation area, they travel through the gap junctions between these
cells and the activity is regenerated through action potentials in PV+ cells outside the
photostimulation area. If this is true, then the activity recorded from outside the
photostimulated area would have a spike waveform characteristic of PV+ cell firing.
Analysis of spike waveforms was carried out to check this. A demonstration of this
analysis is shown in Fig. 4.9 where the average spike waveforms are calculated from the
signals E13 and E9 from Fig. 4.8 after NBQX and D-APV were applied. In this
example, the valley-to-peak width t and the valley-to-peak amplitude ratio v/p are
relatively low, consistent with the action potential signature of fast-spiking
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Figure 4.8: Blocked propagation of activity with a gradual decrease of firing rate
rather than gradual decrease of amplitude. The activity at two different electrodes is
plotted: electrode E13 in the illuminated area (blue) and electrode E9 outside the illumination
area (black). When the extracellular K+ has a normal concentration, there is induced
activity only at E13. With the rise of extracellular K+ has concentration, induced activity is
observed in E9 as well. Blocking the AMPA and NMDA receptors diminishes the spontaneous
activity but leaves the induced activity strong. Subsequent application of the gap junction
blocker mefloquine diminishes the propagated activity in E9. The blockade of the activity is
characterized by a gradual decrease in firing rate.
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Figure 4.9: Analysing the waveforms of recorded spikes. In order to test whether
the propagated activity is indicative of fast-spiking interneurons, the spike waveforms were
analysed using two metrics: the spike width t (valley to peak) and the valley-peak amplitude
ratio v/p (Peyrache et al. (2012)). The spikes plotted here are taken from example in Fig.
4.7. The activity on the left was recorded at the photostimulated area and the activity on
the right was recorded at the distant electrode. The propagated activity on the right has
an indicative waveform of a fast-spiking interneuron with very low t and v/p (Bartho´ et al.
(2004); Peyrache et al. (2012); Mruczek and Sheinberg (2012)).
interneurons (Peyrache et al. (2012)). The same analysis was carried out for all
propagated activity yielding a valley-to-peak width t ranging from 0.24 to 0.36 ms
(0.30 ± 0.02 ms) and a valley-to-peak amplitude ratio v/p ranging from 1.01 to 1.94
(1.48 ± 0.14). These results support the idea that the propagated activity is recorded
from fast-spiking interneurons rather than regular-spiking cells (Bartho´ et al. (2004);
Peyrache et al. (2012); Mruczek and Sheinberg (2012)). They also support the idea
that recorded activity represents action potentials rather than inhibitory post-synaptic
potentials (IPSPs) which have significantly longer waveforms.
The speed of propagation can be calculated analysing the timing of the spikes recorded
and considering the distance between the electrodes involved. As mentioned above, the
photostimulation is delivered as a 20 Hz train of pulses with 50% duty cycle: this gives
a period of 50 ms during which the light is on for 25 ms and off for the remaining 25
ms. Analysing the timing of spikes during this period for both electrodes E13 and E9 of
the previous example, produces the spike time histograms shown in Fig. 4.10. Clearly
the spikes recorded in E9 outside the photostimulation area are delayed compared to
the ones recorded inside the photostimulation area (E13). Taking the time points of
the average first spike (marked with asterisk) and considering 0.4 mm distance between
the electrodes, the speed is calculated at 52.2 mm/s. The same approach was carried
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Figure 4.10: Calculating the speed of propagation from the spike time histograms.
The propagation speed was calculated by first plotting the spike histograms during the
illumination pulse period of 50 ms (25 ms light on and 25 ms light off) at two electrodes.
The first peaks, marked here with asterisks, were then chosen for both the photostimulated
electrode and the distant electrode. The propagation speed was directly calculated from the
time difference between these peaks and the known distance between the electrodes (0.4 mm
in this example).
out for all recorder propagations and the distribution of propagation speeds is plotted
in Fig. 4.11. This plot includes 6 propagations through the gap junctions that were
confirmed with pharmacological manipulations and 4 putative propagations through
gap junctions that were collected in the early stages of the study without any
pharmacological manipulation. The calculated propagation speeds are relatively
consistent with the exception of one putative propagation (135.1 mm/s), which lies 3.6
interquartile ranges away from the median (63.6 mm/s). After excluding the outlier,
the experimental results yield a propagation speed of 58.9 ± 5.3 mm/s.
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Figure 4.11: Distribution of calculated propagation speeds. Scatter plot of all the
propagation speeds including 6 that were confirmed to propagate through gap junctions using
gap junction blockers and 4 that were not tested and are considered putative. The x-axis
gives the distance covered by the propagating activity.
4.3.3 Computational modelling of the phenomenon
In order to explore the phenomenon in the context of cable theory (see Introduction),
the experiment was modelled in the NEURON 7.4 environment (see Methods). A
schematic of the model can be found in Fig. 4.12, where fast-spiking interneurons are
electrically coupled in a chain formation. The cells were depolarized,to simulate the
effect of high extracellular K+, by setting their resting membrane potential Vm to -49
mV. Random fluctuations of the membrane potential were modelled with an injected
noise signal. The first cell in the chain was stimulated with current with the same
characteristics as in the experiment: 20 Hz with 50% duty cycle. As shown in Fig.
4.12, the first cell responds to the stimulation with a comparable firing rate (3-4 spikes
per 25ms pulse) to the one seen in the experiments and the activity propagates down
the chain through the gap junction with conductance ggap which is placed at distance d
from the soma. These and other parameters were manipulated to investigate their role
in the propagation (see below). The example shown in Fig. 4.12 is based ggap = 18.18
nS and d = 0.1 mm and the activity propagates successfully down the chain. The
probability of spike regeneration decreases rapidly as the activity propagates from one
cell to the next. As a result, the activity dies out at a distance of 0.3 mm in this
example. The histograms on the right reveal the massive decrease of firing rate as the
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Figure 4.12: Simulating the propagation of activity in a chain of electrically coupled
fast-spiking interneurons. A model network of electrically coupled fast-spiking interneurons
was developed. The cells were connected in a chain formation with a distance of 0.1 mm
between each pair. The cells feature detailed biophysics (see Methods) but their morphology
is reduced to a compartment of soma and two dendrites composed of 10 segments. The
dendrites feature a gap junction with conductance ggap placed at a distance d from the
soma. The cells feature a noisy membrane potential and are depolarized to -49 mV to
simulate the effect of high extracellular K+. The first cell receives stimulating pulses of 25
ms width and 50 ms period and the activity propagates down the chain through the gap
junctions. Some spikes are regenerated from node to node but the overall spike rate drops
sharply as the number of intermediate nodes increases. The spike time histograms on the
right are used to calculate the propagation speed in the same way as above (see Fig. 4.10).
activity propagates through the syncytium and it also shows the timing of spikes
relative to the 50 ms period of stimulation. Notice that, during each 50 ms stimulation
period, 4 spikes are usually induced in the first cell of the chain from which the first
one has the highest probability of regeneration at the next node. The same behaviour
was found during the experiments (see Fig. 4.10). The propagation speed reported
below is calculated from the spike-time histograms using the same approach used in the
analysis of the experimental results (see Fig. 4.10).
The distance d of the gap junctions from the soma is one of the parameters
manipulated in the chain model. The speed of propagation was calculated for different
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Figure 4.13: Calculating the propagation speed for different values of distance
from the soma, d. The speed of propagation varies with values comparable to the
experimental results. Increasing the distance d of the gap junction from the soma increases
the length of the cable through which the activity has to travel. This results into greater
delays of regeneration and therefor lower speeds of propagation from cell to cell. The speed
calculated 200 µm away from the stimulated cell is lower that the speed calculated 100
µm away. This indicates that the intermediate spike regenerations introduce delays in the
propagation.
values of the parameter d. It was varied from 0.05 mm to 0.2 mm which represents a
physiological range of values as measured in visual cortex (Fukuda et al. (2006)). The
results in Fig. 4.13 include the speed of propagation as calculated at 0.1 mm and 0.2
mm away, that is, from the first to the second or the third cell, respectively. As
expected, the propagation speed is decreasing with increasing d : the action potential
travels through a longer cable and the regeneration is delayed at each next node.
Notice, however, that the speed calculated at 0.2 mm down the chain (range: 34-48
mm/s) is lower than the speed calculated at 0.1 mm (range: 40-50 mm/s) indicating
that the regeneration of the spike at intermediate nodes introduces some delay in the
propagation. This suggests that the propagation, at least in this example, has a
regenerative nature rather than a passive propagation of depolarization.
The successful regeneration and continued propagation of the activity is expected to
depend heavily on some cable parameters of the system (see Introduction). These
parameters include the membrane resistance rm, the diameter of the dendritic cross
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Figure 4.14: Relationship between the minimum gap-junctional conductance, ggap,
needed for the propagation and other parameters. (A) The minimum ggap that enables
propagation is inversely proportional to the membrane resistance, rm, for medium or high
values of dendritic diameter D. This does not apply when the dendrite is thin (D = 1.5 µm)
in which case the minimum ggap remains almost constant with the increase of rm. (B) The
minimum ggap has a linear relationship with the dendrite diameter for D higher or equal to
3 µm. The slope of this linear relationship increases slightly with the decrease of rm. Their
relationship becomes nonlinear for D lower than 3 µm. The results suggest a qualitatively
different propagation of activity between low and high values of D.
section and the conductance of the gap junction ggap. The values of such parameters
should yield, in combination, an electrotonic distance that is high enough for the action
potential to travel through the coupled dendrites and reach the next soma in the chain.
These parameters were systematically varied in the network model to reveal the
trade-offs between them. More specifically, the membrane resistance, rm, and the
diameter of the dendrite, D, were varied and the minimum gap-junctional conductance,
ggap needed for successful propagation was calculated (see Fig. 4.14). The following
results were produced with the noise disabled and the resting membrane potential was
arbitrarily set to -48 mV to simulate the effect of increased extracellular K+
concentration.
The results in Fig. 4.14A show that the minimum value of gap-junctional conductance
needed for propagation is inversely proportional to the membrane resistance as long as
the diameter of the dendrite is higher or equal to 3 µm (see below). This relationship
indicates that when the membrane is leaky (low membrane resistance) the gap-junction
conductance needs to be higher for the activity to propagate. On the other hand, with
high membrane resistance, as in the case of the 4AP model (see Discussion), the
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Figure 4.15: Qualitatively different types of spike propagation for different values
of dendritic diameter D. The plots show the somatic and dendritic membrane potential
in two electrically coupled cells for different values of D. The dendritic membrane potential is
measured at the same compartment where the gap junction is located with its conductance
ggap set to 2 nS. When the dendrite is very thin (D ≤ 1 µm) there is a dendritic spike
preceding the somatic spike of the postsynaptic cell. In contrast, the somatic spike slightly
precedes the dendritic spike when D ≥ 1.5 µm. At D = 1.25 µm the propagation fails. The
membrane resistance, rm, is set to 5000 Ω·cm.
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propagation can exist even with low gap-junction conductance. In addition, having
thicker dendrites increases the leak current and demands higher values of ggap for the
propagation of activity. However, the relationship changes when we have a thin
dendrite (1.5 µm). The minimum ggap needed seems to be almost constant at
approximately 1.9 nS for whatever value of membrane resistance. Actually, in contrast
to the previous observations, the minimum ggap is slightly decreased when membrane
resistance is low.
This strange behaviour of the system when the dendrite is thin is demonstrated in Fig.
4.14B as well. The diameter of the dendrite is varied and the minimum gap-junctional
conductance is plotted for three different values of membrane resistance. The minimum
ggap needed for propagation increases linearly with the increase of diameter beyond 3
µm in all three cases. The slope of this increase is slightly increased as the membrane
resistance decreases. However, when the dendrite is thin with a diameter up to 2 µm,
the minimum ggap has a nonlinear relationship to the diameter. The minimum ggap has
a higher value than expected with a peak at 2.5 nS when the diameter is approximately
1.25 µm. Yet, at very low values of diameter (0.5 µm) the minimum ggap drops to
values as low as 0.75 nS. Interestingly, the behaviour of the system in this regime of
thin dendrites seems to be qualitatively the same whatever the value of the membrane
resistance. Even the values of ggap are almost the same. These results suggest that the
dynamics of the propagating activity are qualitatively different between high and low
values of the dendrite diameter.
To further investigate this unexpected behaviour, I examined the traces of the
simulation. In particular, the membrane potential at the somata and the dendrites of
the first two cells was investigated. The dendritic compartments used were the ones
featuring the gap junctions, which were placed 0.1 mm away from the soma. In these
simulations, the ggap was set to 2 nS and the traces were extracted for the diameter
values 0.75, 1, 1.25, 1.5, and 2 µm. According to Fig. 4.14B, the propagation fails only
in the case of D = 1.25 while it is successful in all the other cases. Indeed, as shown in
Fig. 4.15, there is no propagation of the action potential when D = 1.25 µm but
propagation is achieved in the rest. However, the propagation for values lower than
1.25 µm is qualitative different than the propagation for values higher than that. When
the dendrite is very thin, the postsynaptic dendritic compartment, which features
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Figure 4.16: The two different regimes of propagating activity. This plot explains
the curves shown in Fig. 4.14B. The area above the curves indicate the parameter settings
that produce propagating activity and, as shown here, there are two different regimes for
such propagation. The red area represents the regime of dendrite-first propagation, where
the dendritic spike precedes the somatic spike. In this regime the minimum ggap needed for
the propagation increases linearly with the increase of the diameter, D. On the other hand,
the blue area represents the regime of soma-first propagation. The relationship between ggap
and D is non-linear in this case. Note that the red area supersedes the blue area because the
dendrite is always the first that is depolarized through the gap junction and has the chance
of spiking.
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voltage-dependent conductances, generates an action potential that precedes the action
potential recorded at the soma (dendrite-first propagation). In contrast, when the
dendrite is thicker, the slight depolarization of the postsynaptic dendrite generates an
action potential at the postsynaptic soma which then travels back to the dendrite
(soma-first propagation).
Further investigation reveals the two different regimes of activity that can explain the
curves in Fig.4.14B. As shown in Fig. 4.16, there are two distinct regimes of
propagating activity in the parameter space. The two different types of propagation
shown in the traces of Fig. 4.15 are represented by the red and blue areas of the
parameter space in Fig. 4.16. Parameters from the red area produce the dendrite-first
propagation where the depolarization on the postsynaptic dendrite is strong enough to
generate a dendritic spike which then generates a somatic spike. The minimum ggap
needed for the direct generation of a dendritic spike increases linearly with the increase
of the dendrite’s diameter. In contrast, parameters taken from the blue area generate a
soma-first propagation where the dendrite is depolarized and this depolarization
generates, with some delay, a somatic spike which then travels back to the dendrite. As
shown in the figure, there is a non-linear relationship between the minimum
conductance of the gap junction and the diameter of the dendrite. Notice that the red
regime supersedes the blue regime exactly because the depolarization starts from the
dendrite and if the depolarization is strong enough it will produce a dendritic spike
that always precedes the spike at the soma.
As shown in Fig. 4.15, the propagation fails when the ggap is set to 2 nS and the
diameter is set to 1.25 µm. Considering the two different regimes of propagating
activity shown in Fig. 4.16, this can be explained as follows. The ggap is neither strong
enough to generate directly a dendritic spike (as in the red regime) nor it is strong
enough to travel down the dendrite and generate a somatic spike (as in the blue
regime).
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Figure 4.17: Extracellular recording of an exemplar short burst of activity in the
low-Ca2+ solution. Spontaneous bursting activity such as this was repeatedly recorded in
layer V of slices bathing in low-Ca2+ solution. Though, this type of activity did not match
the expected activity as described in previous studies (Sanchez-Vives and McCormick (2000);
Shu et al. (2003)). The bursts of activity recorded were usually much longer than expected
and did not have low (delta) frequency of occurrence.
4.4 Results: Optogenetic silencing of PV+ cells
Recordings were made from layer V of neocortical brain slices (n=19), bathed in ACSF
modified to induce spontaneous UP and DOWN state transitions (Sanchez-Vives and
McCormick (2000)). Indeed, the solution induced some activity but it had different
characteristics than expected. Instead of short and slowly oscillating bursts of activity,
usually shorter than 2 s (Sanchez-Vives and McCormick (2000); Shu et al. (2003)), the
activity was longer without any oscillating behaviour. An example of the spontaneous
activity during this experiment is shown in Fig. 4.17. Bursts of activity persisted for
several seconds with a relatively stable firing rate. The activity was either single unit or
multi-unit. The example in Fig. 4.17 is an example of short single unit activity lasting
for approximately 5 seconds but much longer activity was also recorded, sometimes
persisting for more than 40 seconds. In order to examine the effect of the illumination
on these bursts, only a subset of them was considered. The following analysis includes
only bursts of single unit activity with a firing rate of at least 5 spikes/s that were long
enough to receiving at least 2 consecutive illuminations (15 s apart). From all the slices
used (n=19) only a subset of them exhibited long enough activity to be analysed (n=8).
These slices provided 11 long bursts of activity that were later analysed (see below).
The optogenetic silencing of the PV+ interneuronal population during this type of
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Figure 4.18: Extracellular recording of a putative pyramidal cell that was repeat-
edly silenced by optogenetic silencing of the PV+ cells. (A) High-pass extracellular
recording from layer V featuring bursting activity persisting for several seconds. The activity
was repeatedly silenced by yellow light illumination (yellow bars) which was expected to si-
lence exclusively the PV+ cells. (B) A typical waveform (in terms of amplitude and width) of
a spike taken from the single unit activity in (A). The spike-width of the cell is long (0.6 ms)
indicating a putative pyramidal cell rather than putative PV+ interneuron. This observation
rendered the silencing effect as paradoxical.
activity yielded a paradoxical effect. Instead of an increase in the firing rate, as
expected from the decreased inhibition (disinhibition) in the local network, what was
observed was a decrease of firing rate and even complete silencing of the activity in
some cases. An example of such a silencing is shown in Fig. 4.18A. This silencing
would be trivially explained only if the recorded neurons were PV+ cells, that is, the
cells that express eNpHR. I found this phenomenon to be potentially interesting,
though, because it was found multiple times in the recordings (see below) and the
trivial explanation would be statistically improbable considering that the PV+ cells are
only approximately 10% of the cells in neocortical layer V (Markram et al. (2004)). So,
this raised the question: does the low Ca2+solution in these preparations induce bursts
of activity mainly in the PV+ population rather than any other population? In order
to address this question, the spike waveforms for these bursts were analysed. Based on
the spike width cells were classified as putative PV+ cell or not. As an example, Fig.
4.18B shows a typical spike waveform of the activity shown in Fig. 4.18A with a spike
width of 0.6 ms which is much longer than the typical fast-spiking interneuron
waveform (shorter than 0.4 ms valley to peak; Bartho´ et al. (2004); Peyrache et al.
(2012); Mruczek and Sheinberg (2012)).
The same spike waveform analysis was applied on all the recorded bursts of activity
that fulfilled the criteria described above. The purpose was to identify putative PV+
cell activity, based on the spike width metric as used in Chapter 4, and exclude it from
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Figure 4.19: The effect of silencing the PV+ interneurons on the activity of
putative pyramidal cells (n=9). (A) Firing rate before, during and after the illumination.
The paradoxical effect of illumination is evident with a decreased firing rate during the
illumination and a subsequent increase after the illumination. These firing rates for each
cell are averaged over at least two consecutive illuminations. This effect was found to be
significant both at the onset and the offset of illumination with p<0.001 in a paired Wilcoxon
signed-rank test (-6.44 ± 1.26 spikes/s, range -11.77 - 0.67 spikes/s; 9.19 ± 2.07, range
-2.73 - 23.67 spikes/s, respectively). (B) Firing rates were normalized on the pre-illumination
firing rate to show the percentage of change. Note that the firing rate after the illumination
is higher than the initial firing rate in most cases. (C) The distribution of the firing rate
difference at the onset and offset of illumination shown with box plots.
the statistical analysis. Indeed 2 out of 11 bursts had a particularly short spike
waveform (0.2 ms and 0.24 ms) and these cells were removed from the pooled data as
putative PV+ cells (Erisir et al. (1999); Bartho´ et al. (2004)). The remaining 9 bursts
had a spike width of at least 0.4 ms and were considered to be not putative PV+ cells.
The firing rate was calculated pre-illumination, during illumination, and
post-illumination for the remaining 9 bursts to test whether there was a robust
paradoxical effect when silencing the PV+ cells. The results in Fig. 4.19A show that
there is a consistent effect of the illumination with a decrease in the activity during the
silencing of PV+ interneurons. A paired Wilcoxon signed-rank test was applied
between the pre- and the during-illumination firing rates as well as between the during-
and post-illumination. In both cases the effect was found to be significant with p ¡
0.001 (-6.44 ± 1.26 spikes/s, range -11.77 - 0.67 spikes/s; 9.19 ± 2.07, range -2.73 -
23.67 spikes/s, respectively). Notice that one of the cells had a particularly high initial
firing rate which is more common to PV+ cells than pyramidal cells. Nevertheless,
because only the spike width metric was used to identify and exclude putative PV+
cells, this outlier remained in the analysis. The firing rates were normalized based on
the pre-illumination value to reveal the percentage of change in Fig. 4.19B. The box
119
Figure 4.20: Testing whether the photovoltaic effect is involved in the paradoxical
effect seen in the eNpHR experiments. (A) Firing rate before, during and after the
illumination. The illumination has no impact on the firing rate of the recorded cells indicating
that the photovoltaic effect cannot explain the paradoxical effect seen above. A paired
Wilcoxon signed-rank test yielded no significant result with p = 0.30 (-2.33 ± 1.74 spikes/s,
range -13.66 - 7.01 spikes/s) and p = 0.79 (0.19 ± 1.36 spikes/s, range -5.34 - 8.66 spikes/s)
for the illumination onset and offset, respectively. (B) Firing rates were normalized on the
pre-illumination firing rate to show the percentage of change. (C) The distribution of the
firing rate difference at the onset and offset of illumination shown with box plots. Note that
the median value is very close to 0 indicating no significant effect.
plots in Fig. 4.19C show the distribution of change in firing rates on the onset and
offset of the illumination. Note that the firing rates tend to increase right after the
illumination to values even higher than the initial, pre-illumination values (2.92 ± 1.75
spikes/s, range -9.99 - 14.00 spikes/s). This rebound activity can potentially be due to
hyperpolarizing-activated currents (see Discussion).
One possible explanation for this paradoxical effect is the photovoltaic effect (Becquerel
effect). We therefore examined whether the results may arise from a non-biological
source, by running some control experiments. For these control experiments, the whole
procedure was the same but, instead of running it on tissue with the expression of
eNpHR in PV+ cells, it was run on tissue from wild-type animals (n=11 slices) from
which only a subset of them exhibited long enough bursting activity to be analysed
(n=5). Because of the limited number of slices shorter bursts were also considered. The
selected bursts were at least 9 seconds long: 3 seconds before, 3 seconds during and 3
seconds after the illumination. Seeing the same effect would mean that the illumination
alone can induce these changes in firing rate through the photovoltaic effect. The same
analysis was applied as in Fig. 4.19 but the results of the control experiments yielded
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Figure 4.21: Intracellular recording of a putative pyramidal cell undergoing
spontaneous transitions between depolarized and hyperpolarized states. Current-
clamp recording from a putative pyramidal cell (based on its morphology) bathing in low-
Ca2+ solution. During the depolarized state it maintains a firing state of approximately 5
spikes/s. It spontaneously transitions to a hyperpolarized state with a step-wise decrease
of the membrane potential (approximately 6 mV). The firing rate during the hyperpolarized
state is less than 1 spike/s. It spontaneously returns to a depolarized state at the end of this
sample.
no significant effect (n=12 bursts). Fig. 4.20 shows the results on which the paired
Wilcoxon signed-rank test returned p = 0.30 (-2.33 ± 1.74 spikes/s, range -13.66 - 7.01
spikes/s) and p = 0.79 (0.19 ± 1.36 spikes/s, range -5.34 - 8.66 spikes/s) for the
illumination onset and offset, respectively.
The paradoxical phenomenon remained unexplained after the control experiments.
Then a new hypothesis was introduced. I hypothesized that the activity recorded was
similar to the UP states as described in (Sanchez-Vives and McCormick (2000)) despite
the fact that the recorded bursts of activity had different characteristics (see above). If
this is the case, it is expected that both pyramidal neurons and interneurons
simultaneously transition into an UP state (step-wise depolarization of their membrane
potential) resulting into a burst of activity. Then the optogenetic silencing, that is,
hyperpolarization of the PV+ interneurons, induces a DOWN state for the duration of
the illumination at least for the PV+ cells. According to the theory behind the UP
states, the depolarization of both cell types is self-maintained by the balance of
excitation and inhibition during this activity. Thus, the idea behind the hypothesis is
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Figure 4.22: Sparse expression of eNpHR tagged with GFP. Example of a
slice with a sparse expression of eNpHR and GFP in PV+ cells (Ai39; B6; 129S-
Gt(ROSA)26Sortm39(CAG-HOP/EYFP)Hze/J; Jackson Laboratory, stock number 014539).
The imaging was carried out during the intracellular recordings. Scale bar = 50 µm.
that disturbing this balance, even by silencing the interneurons, would silence the
activity of the local network that depends on it.
In order to test this hypothesis, though, intracellular recordings were needed to monitor
the membrane potential of the cells and identify any depolarized states in low-Ca2+
conditions. Preliminary recordings were carried out in slices expressing no opsin for
this purpose. Indeed depolarized states were detected in 2 cells, one of which is shown
in Fig. 4.21. The transitions between the depolarised and hyperpolarized states were
spontaneous with a step wise increase or decrease of the membrane potential. In this
example, the change in membrane potential was approximately 6 mV. Note the
relatively stable firing rate (approximately 5 spikes/s) during the depolarized state.
The preliminary results described above were followed by experiments targeting
pyramidal cells in slices where eNpHR is expressed only in PV+ cells. An example of
this sparse expression can be found in Fig. 4.22 where the expression of eNpHR is
labelled with green fluorescent protein (GFP). The patching was always targeted to
cells that would have the typical pyramidal shape but in order to make sure that the
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Figure 4.23: Activating eNpHR-currents by illumination had no effect on the
membrane potential of a putative pyramidal cell. This current-clamp recording was
taken from a putative pyramidal cell in layer V. The whole neighbourhood of the patched
cell was illuminated with 561 nm light (yellow bars) in order to silence the PV+ cells in its
local network. The fact that the illumination had no effect on the membrane potential of the
cell during the hyperpolarized state (before 65 s) indicates that this cell is indeed not a PV+
interneuron. The illumination had no effect on its membrane potential during the depolarized
state (after 65 s) either. Assuming that during its depolarized state this cell was taking part
to a collective UP state across the local network, there is no indication that silencing the
neighbouring PV+ cells can also silence the collective activity of the network.
cell was not expressing any eNpHR, I would illuminate with yellow light during a
hyperpolarized state to check whether it hyperpolarizes even more. If there was no
such response, then I waited for the putative pyramidal cell to spontaneously transition
into a depolarized state with persistent activity and used the illumination again to
check whether it induces a hyperpolarized state and silences the activity. Fig. 4.23
shows an example of such a recording in the current-clamp mode. Neither the activity
nor the membrane potential was influenced by the illumination of light. The same
qualitative results were collected from 4 cells (2 whole-cell and 2 cell-attach recordings)
providing no support for the hypothesis that silencing the PV+ interneurons can also
silence the pyramidal cells during a depolarised state.
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4.5 Discussion
The study with the eNpHR experiments was terminated without a solid finding or a
clear conclusion. The main reason is that the experimental setup used was not the
appropriate setup to explore the effect of silencing the PV+ cells during an active state
of a local network. The experiments were designed to produce recurrent local network
activity in the neocortex using the same solution (yet not the same cortical area) as
described in Sanchez-Vives and McCormick (2000). However, the bursting activity
recorded did not resemble the recurrent, slow oscillating activity that was expected
(Sanchez-Vives and McCormick (2000); Shu et al. (2003)). Thus, the assumption that
the recorded activity was a manifestation of a balanced interaction between excitation
and inhibition, was not grounded. An alternative experimental setup with in vivo
electrophysiology and optogenetics would be more appropriate to explore the question.
Such recurrent activity is reliably produced during sleep (Steriade et al. (1993)).
The ChR2 experiments yielded some interesting results regarding the propagation of
activity when electrically coupled PV+ cells are photostimulated. First, I found that
there is a threshold of extracellular K+ concentration above which the activity does
propagate in the slice preparations. This threshold is at approximately 8.5 mM.
Second, pharmacological manipulations showed that these propagations involved gap
junctions and persisted even after blocking glutamatergic currents (see schematic in
Fig. 4.24). This suggests that the activity propagates through the PV-syncytium and
does not rely on chemical synaptic transmission. Spike waveform analysis of the
propagated activity was found to be indicative of the characteristic action potentials of
fast-spiking interneurons.
The speed measured during the experiments might be overestimated. The propagation
speed was measured with the assumption that the activity recorded at the distant
electrode is a propagation of the activity recorded at the electrode close to the borders
of the illumination area. But as shown in Fig. 4.2D, the illumination area can extend
around 0.05 mm away from that electrode and the propagated activity might originate
from the border of the illumination area instead. Having this in mind, the propagations
recorded might actually represent shorter propagations, shorter by approximately
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0.05mm, thus the mean speed measured drops from 58.9 mm/s to 51.6 mm/s
considering the median distance 0.4 mm (see Fig. 4.11).
Simulating the experiment in NEURON provided primarily a qualitative description of
the behaviour seen in the brain slices. The quantitative results of the simulation might
not be accurate enough considering all the different factors that influence the
phenomenon. The speed of propagation, as measured from the simulation, is
comparable to the one measured from the experiments. However, the specific values for
parameters like, the membrane resistance, gap junction conductance or the dendritic
morphology were shown to influence greatly the dynamics of spike propagation in the
simple chain network (see Figs. 4.14 and 4.15). Simulation of a larger network with
biologically realistic connectivity can potentially reproduce better the phenomenon: the
network parameters are possibly more important in the phenomenon rather than the
cellular parameters.
Another phenomenon that raises questions is the evidence of the propagated activity in
different electrodes at different times. This was actually observed only once and it is
the example shown in Figs. 4.5 4.7. In this example, the propagated activity is
recorded in multiple electrodes located 0.2 to 0.4 mm away. The propagation to the
electrodes closer to the illumination area was observed during the early stages of the
experiment. The propagation to the most distant electrode was observed in later stages
instead. The propagation travels further in the later stages but when it does reach the
most distant electrode, it seems to skip the intermediate electrodes that were active
before. How can the activity propagate to a more distant electrode while skipping
previously active electrodes? If there was no activity in the intermediate electrodes
from the beginning, the explanation would be that there was no interneuron actively
involved in the propagation near those electrodes. The propagation can potentially use
a route other than the shortest which passes through every intermediate electrode. But
in this case there is evidence that propagated activity can reach the intermediate
electrodes as well. Is it possible for the propagated activity to skip some intermediate
nodes? I hypothesize that the activity propagates through all cells but regenerates only
in the last cell of the chain under the conditions of depolarization block in the
intermediate nodes. Under these conditions the activity might propagate passively
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Figure 4.24: Schematic summarizing the experimental procedure used to demon-
strate the propagation of activity through the PV-syncytium under the condition
of increased extracellular K+. PV+ cells expressing ChR2 were photostimulated inside
the illumination area (blue trace). Induced, time-locked activity was recorded outside the
illumination area (black trace) after raising the concentration of extracellular K+, indicating
propagation. Blocking the glutamatergic currents did not influence the induced activity; it
suppressed only the spontaneous activity. The propagated activity was blocked only after
applying gap-junction blockers.
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through the intermediate interneurons without regeneration and finally regenerate the
spike at the end of the chain.
As mentioned in Introduction, experiments using gap junction blockers can be difficult
to interpret, because of their multiple other side effects (Connors (2012); Behrens et al.
(2011); Cruikshank et al. (2004); Yatani et al. (1993); Snyders et al. (1992)). In order
to overcome this problem, the strategy usually followed is to apply different gap
junction blockers during the replication of the experiment (Middleton et al. (2008);
Uusisaari et al. (2002); Gigout et al. (2006)). Following this strategy, the involvement
of the gap junctions is verified through the convergence of the different blockers effect
(Middleton et al. (2008)). Similarly in this study, three blockers were used. The same
qualitative effect was seen with the broad-spectrum blocker carbenoxolone, which
targets neuronal and glial connexins at the same time (Rozental et al. (2001)), and the
more specific Cx36 blockers quinine and mefloquine (Srinivas et al. (2001); Cruikshank
et al. (2004)). All of them have side effects but none of the known side effects is
common to all three of them (see Introduction). The fact that there was successful
blockade of the propagation with all different blockers strengthens the evidence that
the propagating activity depends on the gap junctions.
In this study, the gap junctions were considered to be nonplastic and nonrectifying.
This assumption was applied also in the simulations of the network model. However,
there is experimental evidence, from vertebrates and invertebrates, that gap junctions
can also be rectifying (Furshpan and Potter (1959); Auerbach and Bennett (1969));
that is, the coupling coefficient between two electrically coupled cells is different
depending on the direction of measurement. This is believed to be due to structural
asymmetries of the junction (Verselis et al. (1994)). The conductance of a gap junction
can also be regulated either indirectly by non-junctional factors (membrane properties,
other chemical synapses) or directly by the modification of the channel itself (Pereda
et al. (2013)). Such channel modifications were firstly observed in horizontal cells in
the retina (Piccolino et al. (1984)), but more recently synaptic depression and
potentiation was reported in electrical couplings of the Mauthner cell (Pereda and
Faber (1996); Smith and Pereda (2003)). The functional implications of the
gap-junctional plasticity is still poorly understood (Pereda (2014)).
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Regarding the connectivity between fast-spiking interneurons, there is a coexistence of
chemical and electrical synapses (Galarreta and Hestrin (1999); Gibson et al. (1999);
Pfeffer et al. (2013)) (see also Introduction). The electrical coupling delivers an
excitatory signal whereas the chemical delivers an inhibitory signal. When a
presynaptic PV+ interneuron fires, the electrically and chemically postsynaptic cell
receives a complex postsynaptic potential consisting of a sharp spikelet followed by a
long hyperpolarization (Gibson et al. (1999)). Computational studies explored the
functional role of each type of synapse but also the potential of their combination in
terms of synchronization and dynamics (Lewis and Rinzel (2003); Nomura et al.
(2003); Kopell and Ermentrout (2004); Pfeuty et al. (2007)). Lewis and Rinzel used
electrically and chemically connected pairs of leaky integrate-and-fire neurons to
explore their synchronization and the results suggest that the combination of both
types of coupling actually undermines their synchronous firing (Lewis and Rinzel
(2003)). Simulations of paired interneurons and extended interneuronal networks
featuring both electrical and bidirectional chemical synapses suggest that a bistability
between synchronous and asynchronous firing is possible (Nomura et al. (2003)).
Kopell and Ermentrout concluded that they have complementary roles: while the
inhibitory couplings are important to make the network dynamics more stable by
reducing sensitivity to initial conditions, the electrical couplings can synchronize much
more efficiently the network when there is heterogeneity of currents (Kopell and
Ermentrout (2004)). In another study, the two types of coupling were found to
cooperate and increase the synchronous firing of the network only under the conditions
of strong inhibitory synapses (Pfeuty et al. (2007)). In particular, the finding of this
study was that the synchronization capabilities of the electrical synapses are modulated
by the strength of the chemical synapses (Pfeuty et al. (2007)). As yet, the role of this
combination of coupling and the complex postsynaptic potential is still unclear and
limited to the phenomena of synchronization and oscillatory dynamics. Investigations
in other phenomena, such as synaptic plasticity or sensory information processing, can
potentially reveal additional functionalities of the coupling between PV+ cells.
The functional role of gap junctions in excitable tissue like in musculature and
myocardium was reviewed briefly in Introduction. In addition, their important role in
development was also mentioned. In those cases, the action potentials that traverse the
syncytium through the gap junctions seem to be appropriately broad for the
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functionality of contraction or the regulation of cell growth and migration. Note that
these broad action potentials resemble the low frequency component of the 4AP-models
burst in the PV-syncytium (Gigout et al. (2006); Louvel et al. (2001)). This type of
coarse activity though seems to contradict the signalling norms of neural systems.
Except for the metabolic support of the astroglial syncytium, the signalling is
characterized by high information content and temporal precision. Despite the fact
that these bursts of activity are not part of the physiological repertoire of the system,
the gap junctions between fast-spiking interneurons enable such pathological activity
undermining the normal function of the network.
4.5.1 Extracellular K+ concentration and seizures
The relation between the concentration of extracellular ions and seizures is still unclear
(Devinsky et al. (2013); Somjen (2004)). Seizure dynamics and fluctuations of
extracellular K+ are correlated but there is still a debate whether these fluctuations
can cause a seizure or merely contribute to its evolution (Somjen (2004)). Artificial
increases of extracellular K+ were shown to induce seizures or promote paroxysmal
activity (Zuckermann and Glaser (1968); Somjen and Giacchino (1985); Jensen and
Yaari (1997); Korn et al. (1987)). Concentrations of 7-8 mM were enough to observe
these results but all of these studies involved epileptiform activity in hippocampus
where the interstitial space is smaller compared to neocortex (McBain et al. (1990)).
The elevated concentration of extracellular K+ depolarizes the cells rendering them
more excitable (Somjen (2004)). It is expected to have a major impact especially on
the dendrites of PV+ interneurons because of their high dendritic expression of K
channels (Hu et al. (2010)). It also causes the increase of intracellular Cl- which results
in less effective synaptic inhibition thus promoting paroxysmal activity (Korn et al.
(1987); Alfonsa et al. (2015); Somjen (2004)).
The accumulation of extracellular K+ under physiological conditions was hypothesised
to generate seizures (Green (1964); Fertziger and Ranck (1970)). It was described as a
positive feedback loop where the release of excess K+ from overexcited neurons
reinforced paroxysmal activity making the seizure self-sustaining (Fertziger and Ranck
(1970)). Indeed, the use of potassium-selective microelectrodes enabled researchers to
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record the significant elevation of extracellular K+ concentration during seizures
induced by electrical stimulation or drugs (Heinemann and Dieter Lux (1977); Moody
et al. (1974); Amzica et al. (2002); Gnatkovsky et al. (2008)). The concentration was
shown to reach 8-12 mM, which is high enough to trigger seizures by itself (Jensen and
Yaari (1997); Korn et al. (1987)), thus supporting the potassium hypothesis of seizure
generation. However, there are some observations, such as the concentration increase
lagging behind the electrographic seizures, which do not support the hypothesis
(Somjen (2004)).
Whether or not the elevated extracellular K+ concentration can initiate a seizure, it is
evidenced that it contributes to its course because of the effect on the neurons and
synapses (Hablitz and Heinemann (1987, 1989); Heinemann et al. (1990)). The results
in this chapter suggest a special functionality of the PV-syncytium at the core of a
seizure where the extracellular K+ concentration can rise above 8 mM. Recruited PV+
interneurons in the ictal core can potentially signal, through the fast medium of gap
junctions, members of the syncytium in the surrounding area around the core, that is,
the penumbra. Such mechanism might enhance the surround inhibition and contribute
to the activity in the penumbral territories which restricts the propagation of a seizure
(Trevelyan et al. (2006); Schevon et al. (2012); Trevelyan (2016)).
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Chapter 5
Interaction between two oscillations
5.1 Introduction
Oscillating activity in neural networks is a pivotal phenomenon of neural dynamics
(Buzsa´ki (2006)). Electrophysiological and imaging techniques revealed oscillating
behaviour of neural networks ranging from very low frequencies, below 1 Hz (Steriade
(1999)), to very high, exceeding 100 Hz (Grenier et al. (2003); Ylinen et al. (1995)).
Neural oscillations are organized in discrete frequency bands and each band is
associated with psychophysical processes or states (Roopun et al. (2008b)). This
rhythmic behaviour enables the synchronization of neuronal activity that mediates
information processing, synaptic plasticity, and cognitive functions (for reviews, see
Buzsa´ki and Draguhn (2004); Klimesch (1999)).
Experimental evidence shows that oscillations of different frequency bands can occur
simultaneously and interact in hippocampal and neocortical networks (Penttonen and
Buzsa´ki (2003); Roopun et al. (2008b); Canolty et al. (2006); Cunningham et al.
(2003); Bragin et al. (1995); Colgin et al. (2009); Belluscio et al. (2012); Akam et al.
(2012)). This co-occurrence was usually observed between the bands delta, theta, and
gamma (Penttonen and Buzsa´ki (2003); Roopun et al. (2008b)). Canolty and
colleagues reported an interaction between theta (4-8 Hz) and high gamma frequencies
(80-150 Hz) in neocortex (Canolty et al. (2006)). The power of the fast oscillation was
modulated by the slower oscillation and the spatial profile of the interaction was found
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to be task-dependent (Canolty et al. (2006)). This cross-frequency coupling
phenomenon was also reported in entorhinal cortex (Cunningham et al. (2003)) and in
hippocampus where theta oscillations were found to interact with slow gamma (30-80
Hz) as well (Bragin et al. (1995); Colgin et al. (2009); Belluscio et al. (2012)). This
type of interaction is common between frequencies that differ by a factor of 2 or more
and the fast oscillation is usually nested in the slow oscillation (Roopun et al. (2008a)).
Another phenomenon was observed in cortical slices where two different oscillations, a
gamma (40 Hz) and a high beta (25 Hz), interacted and produced a slower oscillation
(Roopun et al. (2008a)). The periods of the two fast oscillations, one expressed in
infragranular layers and the other in supragranular layers, were concatenated and
produced a slower oscillation with a period equal to their sum (Roopun et al. (2008a)).
This transition was triggered with a decrease in excitatory drive after the application of
an AMPA-receptor blocker (Roopun et al. (2008a)). Note that, in this case, the ratio
between the frequencies is non-integer and lower than 2 (Roopun et al. (2008a,b)).
The functional role of such interactions is still unclear but there are indications that
they are implicated in neural communication and computation (Canolty and Knight
(2010)). For instance, cross-frequency coupling between theta and gamma was shown
to be correlated with the performance in a learning task (Tort et al. (2009)). It was
also shown to change according to behavioural events (Tort et al. (2008)). Considering
that high-frequency oscillations reflect information processing at a local level (von Stein
et al. (2000)) whereas slow oscillations can synchronize distributed areas for
multi-sensory processing (von Stein et al. (2000); Lakatos et al. (2008)),
cross-frequency coupling was suggested as a mechanism for information transfer
between global and local functional networks (Canolty and Knight (2010)). Similar
explanation was suggested for the period concatenation phenomenon (Roopun et al.
(2008a,b)). Period concatenation can provide a mechanism for hierarchical
organization and transformation of the different frequencies and enable parallel
information processing across multiple temporal and spatial scales (Roopun et al.
(2008b); see also, spectrally distributed processing in Palva et al. (2005)).
The experiments described in this chapter were designed to investigate the interaction
of two slow oscillations in a cortical slice preparation. The oscillations, featuring
different frequencies (3 and 4 Hz), were generated by optogenetic stimulation of the
132
pyramidal cells in supragranular layers. Note that, the two frequencies have a
non-integer ratio lower than 2 which suggests the possibility of period concatenation
during the interaction (Roopun et al. (2008a,b)). The purpose of this study was also to
explore any implications of the interneurons in the interaction by applying
pharmacological manipulations.
5.2 Methods
5.2.1 Cortical expression of optogenetic proteins
All animal handling and experimentation were done according to UK Home Office
guidelines. Cortical channelrhodopsin-2 (ChR2) expression was achieved by using
genetically engineered transgenic mice. Brain slices were prepared from first generation
cross-breeding of homozygous floxed-channelrhodopsin mice (B6;
129S-Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze/J; Jackson Laboratory, stock
number 012569) with homozygous Emx1-cre mice (B6; 129S2-Emx1tm1(cre)Krj/J;
Jackson Laboratory, stock number 005628). Wild-type mice (C57BL/6J) not
expressing any optogenetic protein were also used.
5.2.2 Preparation of brain slices
Young to mature mice (2-8 months) were sacrificed by cervical dislocation, and coronal
brain slices were prepared for extracellular recordings in the same way as described in
the previous chapter. Normal ACSF was used during these experiments.
5.2.3 Extracellular recordings
Multichannel extracellular recordings were collected at 25 kHz, using a linear
16-channel-probe configuration as described in the previous chapter. It was placed
along layer V as in the previous chapter.
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5.2.4 Optogenetic illumination
Channelrhodopsin was activated by a 470nm LED delivering light through the
objective using the patterned illuminator Polygon400 (Mightex Systems, Pleasanton,
CA, USA). The system was controlled and the patterns were designed through the
PolyScan 2 software from the same company. The light intensity used was
approximately 1 - 1.5 mW/mm2 (courtesy of Mr. Eike Joest).
In order to produce two different frequencies of illumination with the same illuminator
(i.e. single blue light source), a protocol of illumination had to be designed. The goal
was to deliver simultaneously a 3 Hz and a 4 Hz illumination in two separate areas: let
us call them the red and the yellow areas. The protocol of illumination used is shown
in Fig. 5.1A. Each second is composed by 24 frames, that is, the Nyquist frequency of
the least common multiple between the desired frequencies. Each column in Fig. 5.1A
can be considered covering a time bin of a 24th of a second, that is, approximately 42
ms. During each time bin, a frame is projected and it is either projecting to both areas
or to the yellow area alone or the red area alone or to none. Fig. 5.1A shows how a 3
Hz illumination is composed in the yellow area and the 4 Hz illumination is composed
in the red area. The same figure also shows with orange colour when the two
illuminations coincide.
5.2.5 Pharmacology
Pharmacological manipulations were carried out using the following substances:
D-APV (50 µM), ZD7288 (50 µM), scopolamine (30 µM), baclofen (5 µM), NBQX (20
µM), TTX (1 µM).
5.3 Results
During the experiments, the protocol of illumination described above was projected
onto a cortical slice in which ChR2 is expressed under the Emx1 promoter (pyramidal
cells and glia) (see Methods). A medial area in the supragranular layers was considered
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Figure 5.1: Illumination protocol producing two oscillations and the coincidence
detection effect during their interference.(A) The design of the illumination protocol
producing simultaneously a 3 Hz and a 4Hz illumination. The two illuminations are assigned
to different areas: the yellow (1st row) and the red (3rd row). Each second is split into 24
time bins (columns). A frame is projected during each time bin dictating which areas are
illuminated. The middle row indicates when the two illuminations coincide. (B) Schematic
of the experimental setup. The linear MEA is placed along layer V in a cortical slice with the
expression of ChR2 in pyramidal cells and glia. (C) Recordings taken from three electrodes:
one on the medial side, one on the lateral side and one in between. The activity in the middle
follows initially the baseline activity on the medial side. Then, the two different oscillations
interfere, giving rise to a coincidence detection pattern in the middle. After the interference,
the activity returns to the baseline with some delay. (D) The baseline activity (3Hz) is now
induced in both red and yellow areas. The red area is oscillating with 4 Hz only during
the interference period. The same effect is found in the middle but the recovery now is
instantaneous due to the stable overall stimulation used. All spike counts are averaged over
15 repetitions of the illumination protocol. 135
to be the yellow area and a lateral area was considered to be the red area receiving a 3
Hz and a 4 Hz illumination, respectively. The recordings were made using a linear
MEA placed along layer V. As Fig. 5.1B shows, the illumination was covering
approximately 5-6 electrodes wide areas on either side, leaving a 4-6 electrodes wide
area in the middle without any illumination.
As expected, a 3 Hz oscillation was recorded at the medial side of the array and a 4 Hz
oscillation was recorded at the lateral side of the array but the activity recoded in the
middle had a more complex pattern with frequency 1 Hz. The majority of spikes
recorded in the middle area were limited to the time bins when there was coincidence
between the two illuminations. An example of this effect can be found in Fig. 5.1C,
which shows the spikes recorded at three different electrodes in the array which was
placed in layer V: one electrode immediately deep to the red area (lateral), another
immediately deep to the yellow area (medial), and another from the deep middle area.
Note that, in this example, the 3 Hz illumination was used as a baseline activity, that
is, the medial area was receiving the illumination before the interference period and
continued to receive the same illumination after the interference period. As Fig. 5.1C
shows, the activity in the middle responds to the baseline activity initially and the
same baseline activity recovers slowly after the interference period. Note that the
coincidence detection pattern of activity in the middle is characterized by higher spike
count (during the active time bins) compared to the baseline activity. Note also that
the protocol was always repeated 15 times and the spike count reported is the average
between the repetitions.
I hypothesised that the increased spike count during the interference, and the slow
recovery after that, can be explained by the increased overall photostimulation that the
slice receives: during the interference of the two oscillatory illuminations, the area in
the middle receives twice the input per second on average. In order to test this
hypothesis, the photostimulation protocol was changed to feature the baseline activity
in both areas before and after the interference phase. This makes the overall
illumination being constant from phase to phase. An example of this experiment is
shown in Fig. 5.1D in which both illuminated areas receive a 3 Hz baseline
photostimulation initially, then the red area switches to a 4Hz illumination, and finally
the illumination returns to the baseline in both areas. The recovery after the
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Figure 5.2: Variation of the illumination protocol yielding the same qualitative
result. This variation is labelled as 4Hz lateral, that is, the baseline activity is 4Hz on the
lateral side (red). Notice that the medial side (yellow) changes from 4Hz to 3Hz and back
to 4Hz. The same coincidence detection pattern arises in the middle during the interference
of the two different frequencies. The phenomenon is also evident in the raw traces in green.
interference is now instantaneous and the spike count per time bin during the
interference is not significantly higher compared to the baseline activity, as expected.
However, the coincidence detection pattern that arises during the interference is still
unexplained. Why would the activity be limited to the time bins when both
illuminations are ON simultaneously, and not extending into the periods when only one
area is illuminated?
This effect proved to be very robust. The coincidence detection pattern was reproduced
in 8 slices with different variations of the illumination protocol. The same pattern of
activity was recorded when the baseline activity was 4 Hz rather than 3 Hz or when
the 3 Hz illumination was assigned to the lateral side rather than the medial. These
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Figure 5.3: The average activity in each second is reduced when there is
interference between the two different frequencies. The normalized spike count
per second is reduced to approximately 66% of the baseline activity during the interference.
The same result stands for all the different experiments including the variations of the protocol
(blue) and the pharmacological manipulations (red).
four variations are labelled based on the frequency (3Hz or 4Hz) and the side (medial
or lateral) of the baseline activity. The examples in Fig. 5.1 are labelled as 3Hz medial
whereas the variation in Fig. 5.2 is labelled as 4Hz lateral.
Pharmacological manipulations were then used to investigate the role of specific ion
channels and receptors in the phenomenon. First, the NMDA receptors were
investigated by applying D-APV (n=2 slices). Blocking the NMDA receptors had no
qualitative effect on the pattern: the coincidence detection pattern was still recorded in
the middle area. Subsequently, I blocked the HCN channels which mediate the
hyperpolarization-activated (Ih) currents by applying ZD7288 (n=1 slice). Blocking
these currents had no qualitative effect on the pattern. In addition, scopolamine was
used to block the muscarinic acetylcholine receptors (mAChRs) (n=1 slice). The effect
persisted in the middle area. The GABAB agonist baclofen was also used without any
qualitative effect (n=1 slice). A combination of baclofen, D-APV and NBQX was used
blocking both NMDA and AMPA receptors while simulating the release of GABAB
(n=1 slice). The pattern was still recorded in the middle area. Only the application of
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TTX managed to block the coincidence detection pattern along with all other activity
in the slice (n=1 slice).
Neither the different variations of the illumination protocol nor the pharmacological
manipulations described above had any impact on the pattern of coincidence detection.
The qualitative effect during the interference is also characterized by a quantitative
change: the spike count per second is reduced during the interference phase. In the
example seen in Fig. 5.1D, the activity during the baseline phase is 367.1 spikes/s and
it drops to 240.4 spikes/s during the interference. The interference pattern has only
65.5% of the baseline spike count in the specific example. Approximately the same
reduction was found in all the experiments described above. The normalized spike
count per second before and during the interference is plotted in Fig. 5.3 for all the
different experiments. The experiment with TTX was not included in this figure due to
the complete absence of activity.
This persistence of the phenomenon even after pharmacologically blocking major
synaptic mechanisms suggested that it might be manifested through other means, like
the emergence of electric fields (Froehlich and McCormick (2010); Qiu et al. (2015)).
Such electric fields can arise in the two illumination areas and interact in the middle
area bypassing all synaptic mechanisms. Electric fields (ephaptic effects) generated
from population activity were shown to propagate through slice preparations of
hippocampus without the need of synaptic connections (Zhang et al. (2014); Qiu et al.
(2015)). However, this hypothesis of ephaptic transmission was controversial knowing
the limited strength of these fields, even in the densely packed hippocampus, much less
in neocortex (Zhang et al. (2014); Qiu et al. (2015)). Nevertheless, in order to test it, I
used a double slice experimental setup where one slice had the expression of ChR2 as
before and the other had no opsin expressed (wild-type). The electrodes were placed in
the supragranular layers of the wild-type tissue and the illumination was delivered to
the genetically enhanced slice that was laying next to it. The arrangement can be seen
in Fig. 5.4. The hypothesized electric fields were expected to emerge from the ChR2
slice on the left and excite the cells in the wild-type slice with some recorded activity
as evidence. No such activity was recorded indicating that the interfering electric fields
are not a viable explanation for the phenomenon.
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Figure 5.4: Testing whether electric fields are involved in the phenomenon using a
double slice setup. A ChR2 (left) and a wild-type (right) cortical slice are placed against
each other with their layer I areas almost touching each other (see also schematic on the
right). The electrodes are placed in the wild-type slice and the illumination is targeted on
the supragranular layers of the ChR2 slice (shaded area). There was no activity recorded in
the wild-type slice (see local field potential) indicating that the electric fields emerging in the
ChR2 slice are not strong enough to induce activity in cells approximately 400 µm away.
The next hypothesis was that the phenomenon could be explained by an imprecise
delivery of light. This was supported by two subsequent experiments where the slices
were cut in a way that the three areas (lateral, medial and the middle) were physically
separated. The slices were cut across all layers to eliminate all synaptic connections
between the illumination areas and the area in the middle. An example of such
preparation is shown in Fig. 5.5. Note that the cuts reach the white matter. Even in
this case the phenomenon occurred. This observation suggests that the illumination is
not precise enough with the light either directly hitting the middle area or it reaches
the middle area through scattering.
In order to test the precision of the illumination, I ran an experiment with a moving
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Figure 5.5: Eliminating all synaptic interactions by cutting the slice (ChR2) and
separating the three different areas. The cortical area in the middle is physically
separated from the medial and lateral sides where the illumination is targeted (yellow and red
areas marked). Note that the cuts (white arrows) in the slice are reaching the white matter
eliminating any synaptic connection between the different areas. Even under these conditions,
the coincidence detection pattern is evident in the raw traces during the interference period.
box of illumination over a severed slice. Part of the neocortical area of the slice was
removed. The results show that the illumination is precisely delivered to the moving
box. The partial slice in Fig. 5.6 responded only when the illumination area is actually
covering a part of the slice (Fig. 5.6B) but not when it is approximately 50 µm away
(Fig. 5.6A). This indicates that the illumination is precise enough at least in terms of
direct light illumination but poor precision is still possible due to the scattering of light.
Double slice experiments were once again used to test the scattering of light. As before,
a ChR2 slice and a wild-type slice were used in the same experiment but in this case,
instead of illuminating on the ChR2 slice, the illumination was delivered on the
wild-type slice. The ChR2 slice, with the MEA placed along its supragranular layers,
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Figure 5.6: Testing the precision of the illumination. A rectangular area of
illumination is moved parallel to the array of electrodes on a slice (ChR2) which is partly
missing. The dashed lines show the boundaries of the cut slice. The illumination in A does
not induce activity despite the fact that it is close to the boundary of the slice. In contrast,
the illumination in B, which actually touches the boundary of the slice, induces activity (see
local field potential traces). The displacement of the illuminated area between A and B is
approximately equal to the width of the electrode shaft which is 55 µm.
was set next to the wild-type one. The arrangement is shown in Fig. 5.7A. The
light-sensitive cells in the ChR2 slice were indeed activated through the scattering of
light on the wild-type slice. Notice also that there is a significant distance between the
slices; they are not touching. Nevertheless the scattered light is able to produce
activity in the supragranular layers of the ChR2 slice efficiently. This is not the case
when the wild-type slice is removed (see Fig. 5.7B). The absence of the tissue prevents
any scattering of light in this case (similar to Fig. 5.6A).
5.4 Discussion
The experiments described in this chapter yielded unexpected results which were only
partly explained. The interaction of the two oscillations did not produce an activity
comparable to the period concatenation phenomenon (Roopun et al. (2008a,b)).
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Figure 5.7: Demonstration of the significant scattering of light with a double slice
setup. (A) The wild-type slice on the left receives photostimulation (shaded area) and
the scattered light reaches the ChR2 slice on the right from where the activity is recorded
(see local field potential). The scattering is enough to activate the ChR2 cells despite the
distance between illumination area and the ChR2 slice (0.3-0.4 mm). (B) The wild-type slice
is removed and no more activity is recorded (see traces). The light is not scattered in this
case.
Instead, a coincidence detection pattern was produced during the interference of the
two oscillations. The activity recorded in the middle during the interference was limited
to the periods of time when both medial and lateral areas were active. Despite the fact
that some proposed explanations were proven to be wrong, I still cannot explain the
phenomenon with confidence. Some speculations and a proposed experiment to test
them are described below. Through pharmacological manipulations, and especially
through the blockade of glutamatergic currents, I showed that the phenomenon cannot
be explained due to synaptic activity and thus the implication of fast-spiking
interneurons (e.g., through feed-forward inhibition, Pouille and Scanziani (2001);
Pouille et al. (2009)) is unlikely. I also showed that the phenomenon does not occur
due to the interference of electric fields originating from the photostimulated areas.
The results suggest that the scattering of light is much more significant than expected.
Areas located 0.4 mm away from the illuminated area can be activated through the
scattered light (see Fig. 5.7). This introduces a significant issue regarding the precision
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of photoactivation in similar experimental setups. A possible solution to this issue
would be to decrease the intensity of light or to shrink the illumination area. Ideally,
the intensity of light should be the bare minimum for the direct activation of the cells
in the illuminated area. In that case, the scattered light is expected to be too weak to
activate significant numbers of cells outside that area. Alternatively, the scattered light
can be decreased significantly by shrinking the illumination area.
Considering the significant scattering of light in these experiments, the coincidence
detection pattern recorded could be the result of direct activation of the horizontally
extended dendritic structures of layer V pyramidal cells. I hypothesize that the activity
recorded in layer V comes mainly from pyramidal cells with wide dendritic structures
in layers I and II. Their tufts were activated through scattered light and the
coincidence detection pattern reflects the interaction of the two currents flowing from
either side (Larkum et al. (2009); Schaefer et al. (2003)). The interaction between
propagating and backpropagating signals might be responsible for the average
reduction of activity during the interference (Williams and Stuart (2000)). This
suggests that the effect is a result of subcellular mechanisms and this is also supported
by the fact that pharmacological blockade of synaptic activity did not influence the
pattern in any qualitative way. This hypothesis can be tested with whole cell
recordings from layer V pyramidal cells in cortical slices. The same illumination
protocol as described above can be used on the slice. The same coincidence detection
pattern is expected to arise. Alternatively, simulations of a biophysically detailed
neuron model of layer V pyramidal cell can be used. This strategy will also enable an




6.1 Overarching discussion on the theoretical
chapters
The work presented in chapters 2 and 3 is a theoretical investigation of the functional
role of divisive inhibition in neocortical dynamics. The fast-spiking, soma-targeting
interneurons are the primary source of this type of inhibition due to their selective
targeting on the somatic and peri-somatic domain of pyramidal cells (Wilson et al.
(2012); Pouille et al. (2013); Atallah et al. (2012)). The results in these chapters show
that the mechanism of divisive inhibition renders the network dynamics less sensitive
to changes in certain anatomical features. This was demonstrated in two different
phenomena using the same neural mass model. First, the onset of chaotic activity was
shown to follow a universal transition regardless of the specific connectivity settings
(Papasavvas et al. (2015)). Second, the long-range synchronization between two
neocortical areas was found to be less sensitive to the increase of conduction delay and
the asymmetry of their long-range connections. Simulating the phenomenon of
entrainment using the same neural mass model revealed another interesting effect of
divisive inhibition. The oscillatory dynamics were more flexible and the network was
entrained to a wider range of frequencies.
These effects were observed by introducing divisive inhibition, as a gain control
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mechanism, in a neural mass model. In particular, it was introduced in an extended
version of the spatially localized Wilson-Cowan model which had originally two
populations, one excitatory and one inhibitory (Wilson and Cowan (1972)). The neural
mass model of a local neocortical network was modelled here as three populations, one
excitatory and two inhibitory. The fact that the dimensionality of the network was
increased from 2 to 3 is potentially important. The first inhibitory population,
representing the dendrite-targeting interneurons, was always delivering a subtractive
inhibition to the excitatory population. The other inhibitory population, representing
the soma-targeting interneurons, was either delivering divisive inhibition or subtractive
inhibition or a combination of the two. Note that there were two different interneuronal
populations (variables) delivering the two types of inhibition. The input-output
function of the excitatory population was dynamically modulated in two different ways
by two different variables. In addition, the first inhibitory population was inhibiting
the second, consistent with the anatomical evidence (Pfeffer et al. (2013)). I speculate
that having this increased dimensionality, from 2 to 3, was important for the
investigation and the observations made. It was possible to introduce the mechanism of
divisive inhibition in a two-population network instead, with the inhibitory population
delivering at the same time a combination of subtractive and divisive inhibition. In that
case, the chaotic activity would not be possible, because it demands a dimensionality of
at least 3, but the phenomena of entrainment and long-range synchronization would be
possible to simulate. I speculate that the introduction of divisive inhibition in this way,
with its dynamics being exactly the same with subtractive inhibition, would fail to
have the same positive effect on the two phenomena. The input-output function needs
to be modulated in two different ways independently in order to enable more flexible
dynamics and thus the enhancement of entrainment and long-range synchronization.
6.2 Overarching discussion on the experimental
chapters
One of the main findings from chapter 5 is that the scattering of light is significant and
can stimulate cells, in the case of ChR2 expression, outside the illumination area. This
observation calls for a reconsideration of the results reported in chapter 4 where
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activity was found to originate and propagate from inside the illumination area to
neighbouring territories. Can the results be interpreted differently considering the
significant scattering of light? Is it possible that the cells outside the illumination area
were stimulated sufficiently by scattered light thus producing action potentials after
the increase of extracellular K+ and the depolarization of their membrane?
First, it is worth noting that the illumination areas in the ChR2 experiments of chapter
4 are significantly smaller than the ones in chapter 5 (see Figures 4.2 and 5.5),
suggesting that the issue of scattering light was not as significant. Furthermore, ChR2
in chapter 4 was expressed only in PV+ cells which have less excitable dendrites than
the pyramidal cells in chapter 5 (Martina et al. (2000); Goldberg et al. (2003); Stuart
and Sakmann (1994)). It is true that the propagations reported had a median distance
of 400 µm from the illumination area which, as shown in chapter 5, is a distance that
scattered light can reach easily. However, the fact that the time-locked activity outside
the illumination area was always recorded with a significant delay compared to the
activity inside the illumination area excludes the possibility of their somata being
directly stimulated by the scattered light.
Is it possible that their distant dendrites, which can typically reach 200 µm away from
the soma, were stimulated by the scattered light? This possibility is also excluded
because it cannot explain the suppression effect of gap junction blockers on the activity
outside the illumination area. Gap junction blockers would either have no effect in that
case or the effect would be the opposite because they are expected to make the cell
electrotonically more compact.
As discussed in chapter 4, some results, and in particular the speed of propagation
through the PV-syncytium, might not be accurate. The scattering of light supports the
idea that the calculated speed of propagation was potentially overestimated. PV+ cells,
located outside the illumination area but close enough to receive sufficient scattered
light, could initiate a propagation that was shorter than what was initially considered.
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6.3 Future directions in the study of fast-spiking,
PV+ interneurons
Recent advances in the study of fast-spiking, PV+ interneurons opened up new avenues
and introduced new questions for further research. Research is increasingly turning
towards questions about their impact on a network and behavioural level, and, in
particular, the functional role of their specialized cellular physiology and connectivity
on those levels (for a review, see Hu et al. (2014)). This thesis can be considered as a
contribution to this endeavour with investigations on how their gain modulatory
capabilities and their electrical synapses influence the dynamics of neocortical
networks. Further investigations on the specific properties of these interneurons will
potentially enable the clinicians to target them for therapeutic interventions in many
conditions (Hu et al. (2014)).
PV+ interneurons were implicated in learning paradigms and synaptic plasticity
mechanisms in sensory cortices (Yazaki-Sugiyama et al. (2009); Kuhlman et al. (2013);
Wolff et al. (2014); Letzkus et al. (2011); Sparta et al. (2014); Donato et al. (2013)).
The function of these cells in the circuits of visual cortex was found to be temporarily
suppressed after monocular deprivation and this suppression enabled the re-wiring of
the circuit for the establishment of ocular dominance (Yazaki-Sugiyama et al. (2009);
Kuhlman et al. (2013)). A similar disinhibitory mechanism was also found between
amygdala interneurons and cortical PV+ interneurons in an associative fear learning
paradigm (Wolff et al. (2014)). Learning was achieved by the suppression of activity of
PV+ interneurons in auditory cortex (Wolff et al. (2014); Letzkus et al. (2011)). In
contrast, optogenetic stimulation of these interneurons in prefrontal cortex facilitated
the extinction of reward-associated behaviour (Sparta et al. (2014)). Furthermore, it
was recently suggested that not only the activity of PV+ interneurons has an impact
on learning, but also that learning has an impact on the interneuronal network
plasticity as well (Donato et al. (2013)).
PV+ interneurons are characterized by a pronounced polarity in terms of the
excitability of their dendrites and axons (Hu et al. (2014)). While their dendrites
feature a low ratio between the Na+ and K+ channels (Hu et al. (2010)), in contrast,
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their axons have a distinctively high ratio (Hu and Jonas (2014)). This makes their
dendrites weakly excitable whereas their axons are highly excitable, and this polarity
distinguishes PV+ interneurons from pyramidal neurons or other interneuronal classes
(Martina et al. (2000); Goldberg et al. (2003); Stuart and Sakmann (1994)). This
characteristic distribution of the ion channels, and especially the high expression of
Na+ channels at the axon, is critical for the fast signalling of PV+ cells (Hu et al.
(2014)). Links between impaired signalling or abnormal distribution of ion channels
and the phenotype of neuropsychiatric diseases were established recently (Hu et al.
(2014); Ogiwara et al. (2007); Mashimo et al. (2010); Fazzari et al. (2010)).
The subcellular and connectivity features of PV+ cells are implicated in epilepsy in
different ways as recent studies show (Hu et al. (2014); Ogiwara et al. (2013); Mashimo
et al. (2010)). Nonsense and missense mutations of the Nav1.1/SCN1A gene give rise
to different functional impairments of these interneurons and consequently to different
phenotypes of epilepsy (Ogiwara et al. (2013); Mashimo et al. (2010)). The Nav1.1
channel is highly expressed in the axonal compartment of these cells and any mutation
has a significant effect on their electrophysiological responses (Ogiwara et al. (2007)).
The nonsense mutation impairs both the high-frequency firing and the fast propagation
of the signal along the axon (Ogiwara et al. (2007)). These impairments are suggested
to cause severe myoclonic epilepsy of infancy (Dravet syndrome) after it was shown
that the nonsense mutation can replicate the phenotype of the disease in mouse models
(Ogiwara et al. (2013)). The missense mutation of the gene alters the inactivation
properties of the Nav1.1 channel resulting into a decreased excitability of the axon
(Mashimo et al. (2010)). This was shown to produce the phenotype of generalized
epilepsy with febrile seizures plus (GEFS+) in rats (Mashimo et al. (2010)). As
described in chapter 4, the electrical synapses between the PV+ interneurons are
implicated in epileptogenesis and seizure propagation (Gajda et al. (2003); Gigout
et al. (2006); Louvel et al. (2001); Uusisaari et al. (2002)). Furthermore, the results
reported in the same chapter demonstrate that activity can propagate through the
PV-syncytium during a seizure due to the elevated concentration of extracellular K+.
These observations suggest that the population of PV+ interneurons should be
considered as a potential target for the treatment of epilepsy.
Subcellular and electrophysiological alterations in PV+ cells are also implicated in
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schizophrenia (Lewis et al. (2012, 2005); DelPino et al. (2013)). Altered expression of
different genes was reported in schizophrenia patients (Lewis et al. (2012, 2005)). The
upregulation of µ opioid receptor and the downregulation of GAD67 were reported for
PV+ interneurons in the prefrontal cortex (Curley and Lewis (2012); Lewis et al.
(2012)). The synthesis and release of GABA is impaired due to these alterations
(Curley and Lewis (2012); Lewis et al. (2012)). Similarly, mutations in both ErbB4 and
Nrg1 genes were reported in schizophrenia patients (Lewis et al. (2005)). These are
exclusively expressed in PV+ interneurons and their mutation lead to
electrophysiological deficiencies in these cells (Fazzari et al. (2010)). Both their
excitatory synaptic inputs and their inhibitory synaptic outputs are affected (Fazzari
et al. (2010); DelPino et al. (2013)). The dysregulation of Na+ and K+ channels causes
an impairment of the fast-spiking and fast signalling phenotypes of these cells (Janssen
et al. (2012)). Such molecular alterations in the soma-targeting, PV+ interneurons are
hypothesized to impair the mechanism of gain control in the cortical circuits. As
discussed in chapter 3, these subcellular alterations can potentially cause the
impairment in entrainment and synchronization which characterizes schizophrenia due
to a deficient divisive inhibition. Further investigation of these interneurons is still
necessary to understand how molecular aberrations influence the functionality of the
system at a network and behavioural level.
6.4 Towards multi-scale modelling
The dynamics of neural systems can be studied at different spatial scales: from the
microscopic scale of subcellular and cellular elements, to the mesoscopic scale of the
circuits and the macroscopic scale of global networks. Churchland and Sejnowski used
the term levels of organization to refer to these different spatial scales (Churchland and
Sejnowski (1992)). The examples of pathological dynamics described above suggest
that, in order to fully understand a condition, we need to consider its phenotype at
multiple levels (Lytton (2008); Jirsa et al. (2010)). The same applies for the
understanding of complex physiological functions of the brain, such as memory and
multi-modal sensory processing (Djurfeldt et al. (2008); Coombes (2010)). In the case
of disorders, a mechanistic understanding of how alterations in one level (e.g.,
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molecular) can produce pathological dynamics in another level (e.g., circuit) is pivotal
for the development of effective treatments (Nakazawa et al. (2012); Lytton (2008)).
Such multi-scale phenomena have been described in all major neurological and
psychiatric disorders (Nakazawa et al. (2012); Lytton (2008); Uhlhaas and Singer
(2006)). Multi-scale models that include two or more interacting levels of organization
can assist towards a comprehensive understanding of the causal links between the
different levels of the pathology.
Models of neural systems that focused on a single level proved to be useful in
explaining simpler phenomena observed in experimental data. Depending on the
questions posed, single-level models with the appropriate degree of abstraction were
developed to explain phenomena at the microscopic, mesoscopic or macroscopic scale
(Hodgkin and Huxley (1952); Wilson and Cowan (1972, 1973); Jansen and Rit (1995)).
The abstraction of irrelevant aspects, either at the same or another level of
organization, is crucial for the development of tractable models, that is, models which
are easily analysed and interpreted (Jirsa et al. (2010); Djurfeldt et al. (2008)).
Hodgkin and Huxley, working at the microscopic level, applied abstraction to ignore
the irrelevant ion channels in order to explain the mechanism of an action potential
based on the function of Na+ and K+ channels alone (Hodgkin and Huxley (1952)).
This type of models, focusing on a single cell or a small group of coupled cells, can be
used to explore phenomena which rely on the biophysics of ion channels and synaptic
activity. Whole cell recordings are usually used to inform these models or test any
hypotheses that are formulated after the simulation of the model. In the case of
mesoscopic or macroscopic models, the membrane potentials and the synaptic activity
between large neuronal populations are abstracted by applying the mean-field
approximation (Renart et al. (2004); Deco et al. (2008)). To preserve the tractability of
the model, the models dimensionality is reduced by representing a large number of
variables with their average. Emergent population phenomena, such as oscillations or
the resonance of a network, can be easily modelled as the interaction of excitatory and
inhibitory populations (Wilson and Cowan (1972, 1973); Jansen and Rit (1995)).
Mesoscopic models are usually related to local field potential (LFP) recordings which
represent the activity of a localized network. The macroscopic models resemble the
dynamics of distributed networks as recorded in electroencephalograms (EEG) or
functional magnetic resonance imaging (fMRI) (Deco et al. (2008)).
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Over the last decade, advances in high performance computing enabled the
development of multi-scale models which combine two or more levels of organization
(Breakspear and Stam (2005); Kiebel et al. (2008); Breakspear and Knock (2008);
Markram (2006)). Three different strategies have been employed (Jirsa et al. (2010)).
The first strategy uses a hierarchical organization of the networks elements taking
advantage of the modular and recursive topological patterns of the functional networks
(Meunier et al. (2009); Echtermeyer et al. (2011)). This produces an explicit
multi-scale framework where there are level-specific equations describing the relation of
each level with the next one (Jirsa et al. (2010)). Theoretical frameworks to explore
spatial and temporal correlations were proposed using this architecture and predictions
about function-structure relationship were produced (Breakspear and Stam (2005);
Kiebel et al. (2008)). A second approach, which was termed multi-scale minded, focuses
predominantly on a single level, while also incorporating dynamics with reduced
complexity from adjacent levels (Jirsa et al. (2010); Breakspear and Knock (2008)).
The reduction in complexity is typically achieved by applying the mean-field
approximation as mentioned above (Jirsa et al. (2010); Deco et al. (2008)). The third
approach, which is termed as the brute force approach, follows a bottom-up
construction of a circuit based on a highly detailed microscopic scale in terms of its
biophysics and anatomy (Jirsa et al. (2010)). Multiple circuits can be used as building
blocks for a larger network but the cellular detail is preserved (Jirsa et al. (2010)). This
strategy was introduced with the Blue Brain project, with a realistic cortical column as
its goal (Markram (2006)). Some emergent phenomena were recently reported in the
first draft of the project (Markram et al. (2015)). The major concern about this
strategy, however, other than its very high demands in computational power, is the
interpretability of the results due to its very high complexity (Jirsa et al. (2010)).
Multi-scale modelling can help us transcend levels of understanding and explore the
role of different populations in cortical microcircuits or even global brain networks.
Following these approaches, it is possible to support the investigation on how
fast-spiking interneurons, or any other neuronal class, influence neocortical dynamics in
health and disease. Alterations at the molecular level, as the ones described in the
previous section, can be introduced at the lower level of a multi-scale model in order to
simulate their impact on the functionality of the neuronal circuit. This will help
formulate new hypothesis or refine existing ones that can be tested through
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experimentation. I believe, such synergistic application of theory and experimentation
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