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Abstract
This paper deals with the solution of following chemotaxis system with competitive
kinetics and nonlocal terms

ut = d1∆u− χ1∇ · (u∇w) + u
(
a0 − a1u− a2v − a3
∫
Ω u− a4
∫
Ω v
)
, x ∈ Ω, t > 0,
vt = d2∆v − χ2∇ · (v∇w) + v
(
b0 − b1u− b2v − b3
∫
Ω u− b4
∫
Ω v
)
, x ∈ Ω, t > 0,
wt = d3∆w − λw + ku+ lv, x ∈ Ω, t > 0,
in a smoothly bounded domain Ω ⊂ RN , N ≥ 1, where a0, a1, a2, b0, b1, b2 > 0 and
a3, a4, b3, b4 ∈ R. The purpose of this paper is to investigate the impact on nonlocal
terms of the system, and to find clear conditions on parameters such that the system
possesses a unique global bounded solution. Our conclusion quantitatively suggests
that the nonlocal competitions can contribute to global and uniformly bounded so-
lutions, while the global cooperations are adverse to boundedness of system. That
is:
• If a3, a4, b3, b4 > 0, i.e., there are nonlocal intraspecific and interspecific compe-
titions, when N ≤ 2, then for any positive parameters the solution of system is
globally bounded; when N ≥ 3, suitable large a1, b2 (local intraspecific competi-
tions) ensure there is no blowup.
• If a3, a4, b3, b4 < 0, i.e., there are globally intraspecific and interspecific coopera-
tions, then for any N ≥ 1, a clear and largeness condition on a1, b2 is obtained
which makes the system admits a boundedness solution.
Furthermore, we consider the globally asymptotically stability of spatially homoge-
neous equilibrium with weak and strongly asymmetric competition cases, respectively.
Keywords: Chemotaxis system, boundedness, asymptotically stability, competitive source,
nonlocal source.
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1 Introduction
Chemotaxis indicates the movement of living organisms in response to certain chemical
substances in their environments. This type of movement exists in many biological phe-
nomena such as bacteria aggregation and immune system response. In order to depict the
aggregation of Dictyostelium discoideum, Keller and Segel heuristically derived the cele-
brated mathematical model in [27, 28] at the beginning of the 1970s, which is the so-called
KS model. The most outstanding characteristic of KS model is the chemotactic term. The
corresponding initial boundary value problems have been used to model not only the men-
tioned biological processes at the microscopic scale but also population dynamics at the
macroscopic scale in the context of life sciences, etc. Roughly speaking, such problems of-
ten be classified as parabolic-parabolic systems (see [16,57,59]) or parabolic-elliptic systems
(see [14, 15, 24, 39, 55, 56, 60]). With the development and complement of analytical theory
and mathematical method, the original model has been modified by various scholars with
the aim of improving its consistency with biological reality. For example, when the logistic
type source term including the consumption of resources around the environment is taken
into account in the model, there are also many works on various central aspects like global
existence, lager time behaviors, finite time blow-up, and so on (see [32,36,49,51,62] and the
references therein). For more historical background, mathematical results, biological signifi-
cance and more extensive progress on the classical KS model and its variants, we would like
to mention the surveys [3, 18, 19].
It is well known that the situation of single population is rare in the real biological sys-
tems, there usually are multiple organisms existing at the same time [20,26,44,53]. Systems
of two biological species and one substance without logistic growth factors have been studied
in [5,6,8–11,41] with the motivation that whether multi-species chemotaxis mechanisms can
be responsible for processes of cell sorting. The competition of living space and resource
between biological individuals in the same or different species is common in ecosystem, so
in order to formulate the dynamic behaviors of system more clear, the competitions be-
tween different organisms or some other evolutionary behaviors often should be taken into
account [17,43,65]. The following two species and one chemical stimulus problem with clas-
sical Lotka-Volterra type competition [38] has been proposed by Tello and Winkler in [52]
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and then been considered by many authors,

ut = d1∆u− χ1∇ · (u∇w) + µ1u(1− u− a¯1v),
vt = d2∆v − χ2∇ · (v∇w) + µ2v(1− v − a¯2u),
τwt = d3∆w − λw + ku+ lv.
(1.1)
When τ = 0, di = 1(i = 1, 2, 3), k = l = 1 and a¯1, a¯2 ∈ [0, 1), Tello and Winkler [52]
proved that, if 2(χ1 + χ2) + a¯1µ2 < µ1 and 2(χ1 + χ2) + a¯2µ1 < µ2, then the solution of
the corresponding initial value problem (1.1) exists globally and is bounded and the unique
nontrivial spatially homogeneous steady state (u¯∗, v¯∗, w¯∗) of the system, as given by
u¯∗ ≡
1− a¯1
1− a¯1a¯2
, v¯∗ ≡
1− a¯2
1− a¯1a¯2
, w¯∗ ≡
k
λ
u¯∗ +
l
λ
v¯∗
is globally asymptotically stable. In case of competitive exclusion, i.e., a¯1 > 1 > a¯2 ≥ 0,
Stinner, Tello and Winkler [47] considered system (1.1) with d3 = l = 1 and proved that all
nontrivial solutions will be global in time and exists bounded if k χ1
µ1
+χ2
µ2
< 1. Moreover, under
some extra assumptions on k, χ1
µ1
and χ2
µ2
, their results suggest that the bounded solution
approaches the homogeneous steady state (0, 1) in which the aggressive subpopulation is
at its carrying capacity and the less aggressive species has died out. For more follow-up
investigations about boundedness, large time behaviors of solutions one can see [7,34,37,54].
Recently, applying the skills given in [25, 58], we [63] obtain a sufficient condition on initial
data and parameters such that, for arbitrarily lager positive constant M and some points
(x˜, t˜), the solution of problem (1.1) with full-parameters version satisfy u(x˜, t˜)+v(x˜, t˜) > M ,
this means that the associated carrying capacity of system (1.1) can be exceeded during
evolution to an arbitrary extent.
As far as the fully parabolic model is concerned, namely, τ = 1, Lin, Mu and Wang [33]
studied problem (1.1) and got the boundedness of solutions with N ≥ 2 and some other
assumptions on parameters. Bai and Winkler [2] got the global bounded existence of solution
when N ≤ 2. For cases a¯1, a¯2 ∈ (0, 1) and a¯1 ≥ 1 > a¯2 > 0, they further revealed that
the global attractivity property of the corresponding equilibrium is actually inherited if
the positive parameters satisfy some conditions, respectively. More recently, the authors
in [30] constructed a condition on parameters such that the solution of problem (1.1) with
di = 1 (i = 1, 2, 3), N = 3 exists globally and bounded. Li [31] proved that the corresponding
solution of problem (1.1) can exceed any given threshold for suitable large initial data. In
additions, the authors in [21] established the existence of nonconstant positive steady states
through bifurcation theory, and obtained some conclusions on the stability of the bifurcating
solutions. The formation of time-periodic and stable patterns had been investigated in [61] by
Hopf bifurcation analysis, the bifurcation values, spatial profiles and time period associated
with these oscillating patterns were obtained therein.
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The nonlocal terms of integral type have been attracting considerable attention for build-
ing the mathematical models in the context of chemotaxis see for instance [1,12,46] and the
reference therein. In order to develop a new mathematical model of cancer cell invasion
of tissue which focusses on the role of the highly controlled invasion mechanisms involved,
Szyman´ska et al. in [48] applied an integro-differential equation model involving cancer
cells. As explained in [48], due to the fact that individual cells proliferating within the
overall tumour cell mass have to compete for nutrients, oxygen and space, so even cancer
cells under some conditions are suppressed in their proliferation. They considered this phe-
nomenon by using a logistic growth term. But, assuming ordinary logistic growth may be
over-simplification. The logistic type growth means that proliferation of the cells depends
on the cells and the extracellular matrix concentration at given point, whereas the prolifera-
tion probably actually depends on the cell and extracellular matrix concentration in a local
neighbourhood, namely, the immediate surrounding of a cell influences its ability to divide.
Hence they included a nonlocal term describing a neighbourhood of a cell that inhibits its
proliferation in the model. The nonlocal term is
µ1u
(
1−
∫
Ω
k1,1(x, y)udy −
∫
Ω
k1,2(x, y)vdy
)
,
here µ1 denotes the cancer cell proliferation rate, and k1,1(x, y), k1,2(x, y) are given spatial
kernels. The terms u
∫
Ω
k1,1(x, y)udy and u
∫
Ω
k1,2(x, y)vdy describe the inhibition of the
cells’ proliferation caused by the density of surrounding cells and extracellular matrix re-
spectively. Green et al. [13] investigated the effect of hepatocyte-stellate cell interactions on
the aggregation process, and they also adopted nonlocal terms to represent cell-cell interac-
tions due to overcrowding or the action of the stellate’ processes on hepatocyte, see [13] for
detail.
Negreanu and Tello [40] considered following competitive system under chemotactic ef-
fects with nonlocal terms

ut = ∆u− χ1∇ · (u∇w) + u(a0 − a1u− a2v − a3
∫
Ω
u− a4
∫
Ω
v),
vt = ∆v − χ2∇ · (v∇w) + v(b0 − b1u− b2v − b3
∫
Ω
u− b4
∫
Ω
v),
0 = ∆w − λw + k1u+ k2v + f,
(1.2)
the forcing term f represents that the chemical substance is also introduced in the system
from outside, which is a uniformly bounded and satisfies f ∈ Cα,β(Ω¯× [0,∞)) for α > 0, β ≥
1 + α
2
and for some positive constant C0 there holds∫ ∞
0
| sup
x∈Ω
f − inf
x∈Ω
f | ≤ C0 <∞.
The result in [40, Theorem 0.2] suggests that the solution of system (1.2) exists bounded and
converges to the constant pair (u∗, v∗). Issa et al. in [45] considered full-parameter version of
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(1.2) with f ≡ 0, and they obtained the boundedness and asymptotic behaviors of solution
under different cases by so-called eventual comparison method.
In particular, the following classical parabolic-elliptic type KS system with both local
and nonlocal heterogeneous logistic source has been considered in [23],


ut = ∆u− χ∇ · (u∇v) + u
(
a0(x, t)− a1(x, t)u− a2(x, t)
∫
Ω
u
)
,
0 = ∆v + u− v,
here a0(x, t), a1(x, t) are nonnegative bounded functions, and a2(x, t) is a bounded real valued
function. The authors showed the local existence and uniqueness of classical solutions to
the corresponding initial boundary value problem, and studied systematically the global
existence and boundedness of solution, the existence of entire and time periodic positive
solution. In addition, aiming to detect the influence of nonlocal term on the behavior of
solutions, Bian et al. [4] considered the classical parabolic-elliptic type KS system with
nonlocal terms as follows,


ut = ∆u− χ∇ · (u∇v) + u
α
(
1−
∫
Ω
uβdx
)
,
0 = ∆v + u− v,
where α ≥ 1, β > 1. The authors proved that if spatial dimension N ≥ 3, and the parameters
satisfy 2 ≤ α < 1 + 2β
N
or
α < 2 and
N + 2
N
(2− α) < 1 +
2β
N
− α,
then the system admits a unique global classical solution which is uniformly bounded. This
conclusion suggests that the β > N
2
can prevent chemotactic collapse.
Inspired by the mentioned works, in this paper, we study following chemotaxis system of
parabolic-parabolic-parabolic type


ut = d1∆u− χ1∇ · (u∇w) + u
(
a0 − a1u− a2v − a3
∫
Ω
u− a4
∫
Ω
v
)
, x ∈ Ω, t > 0,
vt = d2∆v − χ2∇ · (v∇w) + v
(
b0 − b1u− b2v − b3
∫
Ω
u− b4
∫
Ω
v
)
, x ∈ Ω, t > 0,
wt = d3∆w − λw + ku+ lv, x ∈ Ω, t > 0,
∂u
∂ν
=
∂v
∂ν
=
∂w
∂ν
= 0, x ∈ ∂Ω, t > 0,
(u, v, w)(x, 0) = (u0, v0, w0), x ∈ Ω,
(1.3)
where Ω ⊂ RN (N ≥ 1) is a bounded domain with smooth boundary ∂Ω, ∂
∂ν
denotes the
derivative with respect to the outer normal on ∂Ω, the parameters satisfy
d1, d2, d3, χ1, χ2, a0, a1, a2, b0, b1, b2, λ, k, l > 0 and a3, a4, b3, b4 ∈ R. (1.4)
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The functions u = u(x, t) and v = v(x, t) are the densities of the two species, w = w(x, t)
stands for the concentration of an attractive signal produced by u and v, ∆ψ, ψ ∈ {u, v, w}
expresses the random diffusions of species and signals with ratios d1, d2 and d3, respectively.
The cross diffusion terms expresses the advection of species due to chemotaxis, χi (i =
1, 2) are two positive constants which measure the sensitivity of the mobile species to the
chemical substances. Terms ku and lv indicate that the mobile species produces the chemical
substance as time goes by, in the meantime the signal substance also degrading with tempo
λ, −a1u
2,−b2v
2 represent the crowding effect which is caused by the local intra-specific
competition with peers of the same species, while the other two negative feedback terms
−a2uv and −b1vu represent the local interspecific competition between the two species.
a0, b0 measure the intrinsic species growth. When a3 > 0 and b4 > 0, they are the strength
of nonlocal intraspecific competition between the two species, respectively, a4 and b3 are
the strength of nonlocal interspecific competition if a3, b3 > 0. Similarly, if a3, b4 < 0 and
a4, b3 < 0, then the species globally intraspecific cooperation and interspecific cooperation,
respectively. The initial data (u0, v0, w0) are nonnegative and nontrivial function, which
satisfy
u0, v0 ∈ C
0(Ω¯), w0 ∈ W
1,q(Ω¯) for q > max{2, N}. (1.5)
For the two species described in problem (1.3) with a3, a4, b3, b4 > 0, the weak competition
regime is when
b1 + b3|Ω|
a1 + a3|Ω|
<
b0
a0
<
b2 + b4|Ω|
a2 + a4|Ω|
, (1.6)
and in this case the unique positive constant equilibrium (u∗, v∗, w∗) can be calculated as
u∗ :≡
a0(b2 + b4|Ω|)− b0(a2 + a4|Ω|)
(b2 + b4|Ω|)(a1 + a3|Ω|)− (a2 + a4|Ω|)(b1 + b3|Ω|)
,
v∗ :≡
a0(b1 + b3|Ω|)− b0(a1 + a3|Ω|)
(a2 + a4|Ω|)(b1 + b3|Ω|)− (b2 + b4|Ω|)(a1 + a3|Ω|)
,
w∗ :≡
a0[k(b2 + b4|Ω|)− l(b1 + b3|Ω|)] + b0[l(a1 + a3|Ω|)− k(a2 + a4|Ω|)]
λ[(b2 + b4|Ω|)(a1 + a3|Ω|)− (a2 + a4|Ω|)(b1 + b3|Ω|)]
.
(1.7)
While the strongly asymmetric competition case is when
b1 + b3|Ω|
a1 + a3|Ω|
<
b2 + b4|Ω|
a2 + a4|Ω|
≤
b0
a0
, (1.8)
and the corresponding semi-trivial equilibria is
(u⋆, v⋆, w⋆) :≡
(
0,
b0
b2 + b4|Ω|
,
lb0
λ(b2 + b4|Ω|)
)
. (1.9)
The full strong competition regime is when
b1 + b3|Ω|
a1 + a3|Ω|
>
b0
a0
>
b2 + b4|Ω|
a2 + a4|Ω|
. (1.10)
Our main results for present paper are summarized as follows.
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1. We first build global existence and boundedness properties with all space dimensions
N ≥ 1. In particular, when N ≤ 2, if there is no globally cooperates between the
species, i.e., a3, a4, b3, b4 > 0, then the solution of problem (1.3) exists boundedness for
any sizes of parameters given in (1.4); while when a3, a4, b3, b4 < 0, we find a condition
on parameters such that the solution exists boundedness. On the other hand, for
the high dimensional case N > 2, a clear condition on a1 and b2 is obtained, which
indicates that suitable large a1 and b2 ensures that the solution is bounded uniformly,
see Theorem 2.1;
2. After the boundedness outcome, the second aspect we consider in this paper is the
stabilization of constant solution (u∗, v∗, w∗) and (u⋆, v⋆, w⋆), respectively. In the weak
competition regime (1.6), we shall prove that for any initial values the constant solution
(u∗, v∗, w∗) is globally asymptotically stable if a1 and b2 properly big, see Theorem
3.1. As for the strongly asymmetric case, the same globally asymptotical stability of
(u⋆, v⋆, w⋆) is shown when b2 is suitable large only, see Theorem 3.2.
Problem (1.3) becomes to system (1.1) when
a0 = a1 = µ1, a2 = µ1a¯1,
b0 = b2 = µ2, b1 = µ2a¯2,
a3 = a4 = b3 = b4 = 0.
(1.11)
In this case, the weak competition regime (1.6) reduces to a¯1, a¯2 ∈ (0, 1) for system (1.1),
and the strongly asymmetric competition case (1.8) becomes to a¯1 ≥ 1 > a¯2 > 0, while,
the full strong competition regime (1.10) is equivalent to a¯1 > 1 and a¯2 > 1. Then our
results mentioned above also imply the corresponding conclusions on system (1.1), which
improve and extend some existing results, see the corollaries and remarks underneath our
main theorems.
For the globally asymptotical stability properties of system (1.3) with full strong compe-
tition regime (1.10), we leave it as a open question for future research.
The rest of paper is organized as follows. In Section 2, we consider the boundedness of
solution to problem (1.3). The main theorem in this aspect, some remarks and the detailed
proofs are given in order. In Section 3, we study the stabilization of constant stationary
solution, and this section is divided into two parts. The globally asymptotical stability
of (u∗, v∗, w∗) under weak competition regime shall be obtained in Subsection 3.1, and in
Subsection 3.2, we show the globally asymptotical behaviors of (u⋆, v⋆, w⋆) under strongly
asymmetric competition case.
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2 Boundedness of solution
For any constant a ∈ R, its positive part and its negative part are given by
(a)+ = max{0, a} and (a)− = max{0,−a}.
It should be point out that the regularity of initial values in (1.5) is enough for us to
establish the local existence of solution to problem (1.3), see [2, 55], but we need further
following assumption on w0(x),
w0(x) ∈ W
2,r(Ω) for r > N. (2.1)
which makes Lemma 2.7 below valid then a integral estimate of element w(x, t) can be used
to obtain the boundedness of solution.
Now, we give the main conclusion about boundedness for problem (1.3).
Theorem 2.1. Let initial data satisfy (1.5) and (2.1) and p > N be a constant. Assume
the parameters meet (1.4). If one of the following conditions is satisfied
• N ≤ 2 and
min{a1, b2} > max {(a3)−, (b4)−, (a4)−, (b3)−} |Ω|, (2.2)
• or N ≥ 3, (2.2) holds and
a1 > (p− 1)χ1 + p[(a3)− + (a4)−]|Ω|
1
p + [(a3)− + (b3)−]|Ω|
p + (2k)p+1(χ1 + χ2)Cp,
b2 > (p− 1)χ2 + p[(b4)− + (b3)−]|Ω|
1
p + [(a4)− + (b4)−]|Ω|
p + (2l)p+1(χ1 + χ2)Cp,
(2.3)
where Cp is a positive constant which is corresponding to the maximal Sobolev regularity (see
Lemma 2.7), then the solution of problem (1.3) exists globally and bounded in Ω¯× (0,+∞).
The conclusion of Theorem 2.1 is applicable for problem (1.1). When (1.11) holds, then
problem (1.3) becomes to system (1.1) and (2.2) holds obviously and our condition (2.3)
turns to
µ1 > (p− 1)χ1 + (2k)
p+1(χ1 + χ2)Cp,
µ2 > (p− 1)χ2 + (2l)
p+1(χ1 + χ2)Cp,
(2.4)
which gives a relation between the sizes of µi and χi such that the solution of problem
(1.3) exists globally and uniformly bounded. Hence, Theorem 2.1 covers the result in [2,
Theorem 1.1] with case N ≤ 2. We get following corollary automatically which completes
the boundedness property of solution to corresponding initial boundary value problem (1.1)
for space dimensions N ≥ 3.
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Corollary 2.1. Let N ≥ 3, d1, d2, d3, χ1, χ2, µ1, µ2, a¯1, a¯2, λ, k, l be positive constants and
(2.4) hold. Then, for any choice of initial value satisfy (1.5) and (2.1), the solution of
system (1.1) with homogeneous Neumann boundary condition is bounded in Ω¯× (0,+∞).
The authors in [33] also studied problem (1.1) and proved that, if Ω is a smooth bounded
convex domain with N ≥ 3 and the parameters satisfy
λ ≥
1
2
and k = l = 1, (2.5)
and
µ1 >
χ1N
4
, µ2 >
χ2N
4
,
as well as
µ1 +
1
2
a¯1µ1 +
1
2
a¯2µ2
χ1
χ2
>
χ1N
2
, µ2 +
1
2
a¯2µ2 +
1
2
a¯1µ1
χ2
χ1
>
χ1N
2
,
then the solution of problem (1.1) is bounded. The convexity of domain and assumption
(2.5) have been deleted in [30] with special case d1 = d2 = d3 = 1, N = 3.
Remark 1. Corollary 2.1 gives a answer to the open question proposed in [33, Remark 1.5],
that is, the convexity of domain is not necessary for the bounded solution of problem (1.1) for
any N ≥ 3. Moreover, the conclusion extends the outcome obtained in [30] to more general
parameters version of problem (1.1) with N > 3.
Remark 2. We give some comments about the impact on nonlocal terms of problem (1.3).
If a3, a4, b3, b4 > 0, then (2.2) can be deleted since a1, b2 > 0, and (2.3) becomes to
a1 > (p− 1)χ1 + (2k)
p+1(χ1 + χ2)Cp,
b2 > (p− 1)χ2 + (2l)
p+1(χ1 + χ2)Cp.
So Theorem 2.1 tell us that under the influence of local and nonlocal competitive kinetics, if
N ≤ 2, the solution of problem (1.3) exists bounded for any positive parameters; while for
N ≥ 3, we need suitably large strength of the crowding effect caused by the local intraspecific
competition with peers of the same species to dominate the actions of two cross diffusion
terms. When a3, a4, b3, b4 < 0, which means that there are globally intraspecific cooperate
and interspecific cooperate between two species, then (2.2) and (2.3) suggest that we need
some larger a1, b2 to ensure the solution existing bounded.
Throughout the sequel in this section, we aim to prove Theorem 2.1. As a preliminary,
we state firstly the following local well-posedness of solution to problem (1.3), which can be
got by well-established fixed point arguments, see [55].
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Lemma 2.1. For any initial value satisfying (1.5) and parameters meeting (1.4), there exists
Tmax ∈ (0,∞] and a uniquely determined triple (u, v, w) of functions
u(x, t) ∈ C0([0, Tmax)× Ω) ∩ C
2,1(Ω× (0, Tmax)),
v(x, t) ∈ C0([0, Tmax)× Ω) ∩ C
2,1(Ω× (0, Tmax)),
w(x, t) ∈ C0([0, Tmax)× Ω) ∩ C
2,1(Ω× (0, Tmax)) ∩ L
∞
loc([0, Tmax);W
1,q(Ω)),
which solves problem (1.3) classically in Ω × (0, Tmax). Furthermore, we have the following
extensibility criterion: If Tmax <∞, then
lim
t→Tmax
(
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖L∞(Ω) + ‖w(·, t)‖L∞(Ω)
)
=∞.
We shall need the following auxiliary lemma [50] to derive some time independent esti-
mates.
Lemma 2.2. Let T > 0, τ ∈ (0, T ), a, b > 0. Suppose that y : [0, T ) → [0,∞) is absolutely
continuous and
y′(t) + ay(t) ≤ h(t) for a.e. t ∈ (0, T )
with nonnegative function h ∈ L1loc([0, T )) satisfying
∫ t+τ
t
h(s)ds ≤ b for all t ∈ [0, T − τ).
Then
y(t) ≤ max
{
y(0) + b,
b
aτ
+ 2b
}
for all t ∈ [0, T ).
The following lemma gives us the boundedness of solution with L1-norm.
Lemma 2.3. Assume that (u, v, w) is the solution of problem (1.3), Ω ⊂ RN , N ≥ 1 and
condition (2.2) holds. Then there exist positive constants C1 and C2 such that∫
Ω
(u+ v) ≤ C1 for all t ∈ (0, Tmax) (2.6)
and ∫ t+τ
t
∫
Ω
(u2 + v2) ≤ C2 for all t ∈ (0, Tmax − τ) (2.7)
with τ := min{1, 1
2
Tmax}.
Proof. Integrating the first and the second equations of (1.3) over Ω and using the boundary
condition we can see
d
dt
∫
Ω
u = a0
∫
Ω
u− a1
∫
Ω
u2 − a2
∫
Ω
uv − a3
(∫
Ω
u
)2
− a4
∫
Ω
u
∫
Ω
v
10
and
d
dt
∫
Ω
v = b0
∫
Ω
v − b1
∫
Ω
uv − b2
∫
Ω
v2 − b3
∫
Ω
u
∫
Ω
v − b4
(∫
Ω
v
)2
.
By the Young inequality and the assumptions a0, a1, a2, b0, b1, b2 > 0 we have
d
dt
∫
Ω
(u+ v) ≤ a0
∫
Ω
u+ b0
∫
Ω
v − a1
∫
Ω
u2 − b2
∫
Ω
v2 + C3
(∫
Ω
(u+ v)
)2
, (2.8)
where
C3 := max
{
(a3)−, (b4)−,
(a4)− + (b3)−
2
}
,
then (2.8) and the Cauchy-Schwarz inequality leads to
d
dt
∫
Ω
(u+ v) ≤ max{a0, b0}
∫
Ω
(u+ v)− C4
(∫
Ω
(u+ v)
)2
,
where C4 :=
min{a1,b2}
|Ω|
− C3 > 0 in view of (2.2), so we get (2.6) by a straightforward ODE
comparison argument.
Applying (2.6) to (2.8) we can see
d
dt
∫
Ω
(u+ v) ≤ (a0 + b0)C1 − a1
∫
Ω
u2 − b2
∫
Ω
v2 + C3C
2
1 .
Upon a time integration from t to t+ τ , by the fact that u, v are nonnegative and τ ≤ 1 we
obtain ∫ t+τ
t
∫
Ω
(u2 + v2) ≤
(a0 + b0 + 1)C1 + C3C
2
1
min{a1, b2}
,
so we finish our proof.
Lemma 2.4. Assume that (u, v, w) is the solution of problem (1.3) and Ω ⊂ RN , N ≥ 1 and
condition (2.2) holds. Then there exists positive constant C6 such that
∫ t+τ
t
∫
Ω
|∆w|2 ≤ C6 for all t ∈ (0, Tmax − τ), (2.9)
with τ := min{1, 1
2
Tmax}.
Proof. By multiplying the third equation of (1.3) with −∆w and integrating by parts we
see that
1
2
d
dt
∫
Ω
|∇w|2 = −d3
∫
Ω
|∆w|2 − λ
∫
Ω
|∇w|2 − k
∫
Ω
u∆w − l
∫
Ω
v∆w. (2.10)
Using the Young inequality, we get
d
dt
∫
Ω
|∇w|2 + 2λ
∫
Ω
|∇w|2 ≤
max{k2, l2}
d3
∫
Ω
(u2 + v2).
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Applying Lemma 2.2 with y(t) =
∫
Ω
|∇w|2, a = 2λ, b = max{k
2,l2}
d3
C2, here C2 is the positive
constant given in (2.7), then above inequality deduces
∫
Ω
|∇w|2 ≤ C7 for all t ∈ (0, Tmax). (2.11)
We can infer from (2.10) that
1
2
d
dt
∫
Ω
|∇w|2 +
d3
2
∫
Ω
|∆w|2 ≤
max{k2, l2}
d3
∫
Ω
(u2 + v2).
Upon a time integration from t to t + τ , by (2.11), (2.7) and the fact τ ≤ 1 we obtain
(2.9).
The following key lemma will be used to prove global existence and boundedness of
solution.
Lemma 2.5. For the solution (u, v, w) of problem (1.3) with N ≥ 1 and condition (2.2)
holds, if there exists p0 ≥ 1 such that p0 >
N
2
and
‖u(·, t)‖Lp0(Ω) + ‖w(·, t)‖Lp0(Ω) < +∞ for all t ∈ [0, Tmax).
Then Tmax = +∞ and we can find a constant C > 0 independent of t such that
sup
t>0
(
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖L∞(Ω) + ‖w(·, t)‖L∞(Ω)
)
≤ C.
Moreover, the bounded solution is a Ho¨lder function in the sense that there exists σ ∈ (0, 1)
such that
‖u‖
C2+σ,1+
σ
2 (Ω×[t,t+1])
+ ‖v‖
C2+σ,1+
σ
2 (Ω×[t,t+1])
+ ‖w‖
C2+σ,1+
σ
2 (Ω×[t,t+1])
≤ C
for all t ≥ 1.
Proof. In the first equation of (1.3), by the nonnegativity of a2v and (2.6) we know
u
(
a0 − a1u− a2v − a3
∫
Ω
u− a4
∫
Ω
v
)
≤ u [a0 − a1u+ (a3)−C1 + (a4)−C1]
≤
[a0 + (a3)−C1 + (a4)−C1]
2
4a1
.
Similarly, we can control the last term in the second equation of (1.3) by a positive constant
which is independent to t. Then the remaind proof is similar to that in [2, Lemma 2.6], to
avoid repetition it is not described here.
In order to use Lemma 2.5 we further need some bounded estimates of solution with
Lp(Ω) norm. The following Gagliardo-Nirenberg inequality [42] is useful for us.
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Lemma 2.6. Suppose that κ1 ∈ (0, κ2), 1 ≤ κ2, κ3 ≤ ∞ with (N − κ3)κ2 < Nκ3. Then for
any ψ ∈ W 1,κ3(Ω) ∩ Lκ1(Ω), there exists optimum constant CGN > 0 such that
||ψ||Lκ2(Ω) ≤ CGN ·
(
||∇ψ||λ
∗
Lκ3(Ω) · ||ψ||
1−λ∗
Lκ1(Ω) + ||ψ||Lκ1(Ω)
)
,
where
λ∗ =
N
κ1
− N
κ2
1− N
κ3
+ N
κ1
∈ (0, 1).
Applying the maximal Sobolev regularity (see [35, Theorem 3.1]), we next give a integral
estimate of solution for the Neumann problem to inhomogeneous linear heat equation (see
e.g. [22, Lemma 2.1], [29, Lemma 2.2] and [64, Lemma 2.2]), which relates to the third
equation in (1.3), and we will use this result to solution element w(x, t).
Lemma 2.7. Let r > 1 be a constant. Consider the following initial-boundary value problem

ζt = d3∆ζ − λζ + g, (x, t) ∈ Ω× (0, T ),
∂ζ
∂ν
= 0, (x, t) ∈ ∂Ω × (0, T ),
ζ(x, 0) = ζ0(x), x ∈ Ω,
(2.12)
then for any ζ0(x) ∈ W
2,r(Ω)(r > N) with ∂ζ0(x)
∂ν
= 0 on ∂Ω and g(x, t) ∈ Lr((0, T );Lr(Ω)),
problem (2.12) admits a unique classical solution. Moreover, for any s0 ∈ [0, T ), there exists
constant Cr > 0 such that for all s ∈ (s0, T ) we have∫ T
s0
eλrs||∆ζ(·, s)||rLr(Ω)
≤ Cr
∫ T
s0
eλrs||g(·, s)||rLr(Ω) + Cre
λrs0
(
||ζ(·, s0)||
r
Lr(Ω) + ||∆ζ(·, s0)||
r
Lr(Ω)
)
.
The following lemma gives us the boundedness of solution with L2(Ω) norm when N = 2.
Lemma 2.8. Assume that (u, v, w) is the solution of problem (1.3), Ω ⊂ R2 and condition
(2.2) holds. Then for all t ∈ (0, Tmax) there exists positive constant C such that∫
Ω
(
u2 + v2
)
≤ C. (2.13)
Proof. Testing the first equation of (1.3) against u and integrating by parts
1
2
d
dt
∫
Ω
u2 = −d1
∫
Ω
|∇u|2 + χ1
∫
Ω
u∇v · ∇w + a0
∫
Ω
u2
−
∫
Ω
u2
[
a1u+ a2v + a3
∫
Ω
u+ a4
∫
Ω
v
]
,
which togethers with (2.6) and the assumptions a2 ≥ 0 implies
1
2
d
dt
∫
Ω
u2 ≤ −d1
∫
Ω
|∇u|2+χ1
∫
Ω
u∇v ·∇w+
∫
Ω
u2 [a0 + (a3)−C1 + (a4)−C1 − a1u] . (2.14)
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It is easy to see that
∫
Ω
u2 [a0 + (a3)−C1 + (a4)−C1 − a1u] ≤ c1 :=
4 [a0 + (a3)−C1 + (a4)−C1]
3
27a21
|Ω|.
On the other hand, once more integrating by parts and using the Cauchy-Schwarz inequality
we find that
χ1
∫
Ω
u∇v · ∇w = −
χ1
2
∫
Ω
u2∆w ≤
χ1
2
‖u‖2L4(Ω)‖∆w‖L2(Ω). (2.15)
Let ψ = u, κ2 = 4, κ3 = κ1 = 2 and N = 2 in Lemma 2.6, then
‖u‖2L4(Ω) ≤ (2CGN)
2
(
‖∇u‖L2(Ω)‖u‖L2(Ω) + ‖u‖
2
L2(Ω)
)
,
which combines (2.15) and the Young inequality imply that there exists positive constant c2
such that
χ1
∫
Ω
u∇v · ∇w ≤ 2χ1C
2
GN
(
‖∇u‖L2(Ω)‖u‖L2(Ω) + ‖u‖
2
L2(Ω)
)
‖∆w‖L2(Ω)
≤ d1
∫
Ω
|∇u|2 + c2‖u‖
2
L2(Ω)
(
‖∆w‖2L2(Ω) + 1
)
.
Then, (2.14) gives us
d
dt
∫
Ω
u2 ≤ 2c2
(
‖∆w‖2L2(Ω) + 1
)(∫
Ω
u2
)
+ 2c1. (2.16)
We next fix t ∈ (0, Tmax), and then obtain from (2.7) that there exists t0 ∈ [0, Tmax) such
that t− τ ≤ t0 ≤ t and ∫
Ω
u(x, t0)
2 ≤ c3 := max
{
C2,
∫
Ω
u20
}
,
so an integration of (2.16) over (t0, t) shows that
∫
Ω
u2 ≤
(∫
Ω
u2(x, t0)
)
· e
2c2
∫ t
t0
(
‖∆w‖2
L2(Ω)
+1
)
+ 2c1
∫ t
t0
e
2c2
∫ t
s
(
‖∆w‖2
L2(Ω)
+1
)
,
which togethers with (2.9) and the fact t− t0 ≤ τ ≤ 1 lead to (2.13) immediately.
For the case N ≥ 3, we have following Lp(Ω)-norm estimate for any p ≥ 1.
Lemma 2.9. For any p > N and the solution of problem (1.3), if condition (2.3) holds,
then there exists a positive constant C such that for all t ∈ (0, Tmax)∫
Ω
(up + vp) ≤ C.
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Proof. Multiplying the first equation of (1.3) by up−1, integrating by parts over Ω and using
the assumptions a2 ≥ 0, (2.6) and the Young inequality, we obtain
1
p
d
dt
∫
Ω
up ≤ −d1(p− 1)
∫
Ω
up−2|∇u|2 + (p− 1)χ1
∫
Ω
up−1∇u · ∇w
+
∫
Ω
up
(
a0 − a1u− a3
∫
Ω
u− a4
∫
Ω
v
)
≤ −
(p− 1)χ1
p
∫
Ω
up∆w +
∫
Ω
up
(
a0 − a1u− a3
∫
Ω
u− a4
∫
Ω
v
)
≤
(p− 1)χ1
p
[
p
p + 1
∫
Ω
up+1 +
1
p + 1
∫
Ω
|∆w|p+1
]
+ a0
∫
Ω
up − a1
∫
Ω
up+1 + (a3)−
∫
Ω
up
∫
Ω
u+ (a4)−
∫
Ω
up
∫
Ω
v.
(2.17)
By the Young and Ho¨lder inequality we further know
(a3)−
∫
Ω
up
∫
Ω
u ≤
p(a3)−
p + 1
(∫
Ω
up
) p+1
p
+
(a3)−
p+ 1
(∫
Ω
u
)p+1
≤
p(a3)−
p + 1
|Ω|
1
p
∫
Ω
up+1 +
(a3)−
p+ 1
|Ω|p
∫
Ω
up+1.
Similarly,
(a4)−
∫
Ω
up
∫
Ω
v ≤
p(a4)−
p + 1
|Ω|
1
p
∫
Ω
up+1 +
(a4)−
p+ 1
|Ω|p
∫
Ω
vp+1.
Hence, adding λ
∫
Ω
up on both sides of (2.17) implies
1
p
d
dt
∫
Ω
up + λ
∫
Ω
up
≤
(p− 1)χ1
p(p+ 1)
∫
Ω
|∆w|p+1 + (a0 + λ)
∫
Ω
up
+
1
p+ 1
(
(p− 1)χ1 + p[(a3)− + (a4)−]|Ω|
1
p + (a3)−|Ω|
p − a1
)∫
Ω
up+1
+
(a4)−
p+ 1
|Ω|p
∫
Ω
vp+1,
then,
d
dt
∫
Ω
up + pλ
∫
Ω
up
≤ χ1
∫
Ω
|∆w|p+1 + p (a0 + λ)
∫
Ω
up + (a4)−|Ω|
p
∫
Ω
vp+1
+
(
(p− 1)χ1 + p[(a3)− + (a4)−]|Ω|
1
p + (a3)−|Ω|
p − a1
)∫
Ω
up+1.
(2.18)
For any fixed s0 ∈ [0, T ), use the variation of constants formula to (2.18) for s ∈ [s0, t] ⊂
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[0, T ), we derive
∫
Ω
up ≤ e−pλ(t−s0)
∫
Ω
up(s0) + χ1
∫ t
s0
e−pλ(t−s)
∫
Ω
|∆w|p+1
+
∫ t
s0
e−pλ(t−s)
[
p (a0 + λ)
∫
Ω
up + (a4)−|Ω|
p
∫
Ω
vp+1
]
+
(
(p− 1)χ1 + p[(a3)− + (a4)−]|Ω|
1
p + (a3)−|Ω|
p − a1
)∫ t
s0
e−pλ(t−s)
∫
Ω
up+1.
(2.19)
Similarly, for element v we can obtain
∫
Ω
vp ≤ e−pλ(t−s0)
∫
Ω
vp(s0) + χ2
∫ t
s0
e−pλ(t−s)
∫
Ω
|∆w|p+1
+
∫ t
s0
e−pλ(t−s)
[
p (b0 + λ)
∫
Ω
vp + (b3)−|Ω|
p
∫
Ω
up+1
]
+
(
(p− 1)χ2 + p[(b4)− + (b3)−]|Ω|
1
p + (b4)−|Ω|
p − b2
)∫ t
s0
e−pλ(t−s)
∫
Ω
vp+1.
(2.20)
Combining (2.19) and (2.20),
∫
Ω
(up + vp)
≤ e−pλ(t−s0)
∫
Ω
(up(s0) + v
p(s0)) + (χ1 + χ2)
∫ t
s0
e−pλ(t−s)
∫
Ω
|∆w|p+1
+
∫ t
s0
e−pλ(t−s)
[
p (a0 + λ)
∫
Ω
up + p (b0 + λ)
∫
Ω
vp
]
+
(
(p− 1)χ1 + p[(a3)− + (a4)−]|Ω|
1
p + [(a3)− + (b3)−]|Ω|
p − a1
)∫ t
s0
e−pλ(t−s)
∫
Ω
up+1
+
(
(p− 1)χ2 + p[(b4)− + (b3)−]|Ω|
1
p + [(a4)− + (b4)−]|Ω|
p − b2
)∫ t
s0
e−pλ(t−s)
∫
Ω
vp+1.
(2.21)
Let ζ = w, r = p > N and g = ku + lv in Lemma 2.7, we know there exists Cp+1 > 0 such
that
(χ1 + χ2)
∫ t
s0
e−pλ(t−s)
∫
Ω
|∆w|p+1
≤ (χ1 + χ2)Cp
∫ t
s0
∫
Ω
e−pλ(t−s)(ku+ lv)p+1
+ (χ1 + χ2)Cpe
pλs0
(
‖w(·, s0)‖
p+1
Lp+1(Ω) + ‖∆w(·, s0)‖
p+1
Lp+1(Ω)
)
.
(2.22)
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Taking (2.22) into (2.21), we have∫
Ω
up +
∫
Ω
vp
≤ e−pλ(t−s0)
∫
Ω
(up(s0) + v
p(s0))
+ (χ1 + χ2)Cp+1e
pλs0
(
‖w(·, s0)‖
p+1
Lp+1(Ω) + ‖∆w(·, s0)‖
p+1
Lp+1(Ω)
)
+
∫ t
s0
e−pλ(t−s)
[
p (a0 + λ)
∫
Ω
up + p (b0 + λ)
∫
Ω
vp
]
+
∫ t
s0
e−pλ(t−s)
[
K1
∫
Ω
up+1 +K2
∫
Ω
vp+1
]
,
(2.23)
where
K1 := (p− 1)χ1 + p[(a3)− + (a4)−]|Ω|
1
p + [(a3)− + (b3)−]|Ω|
p − a1 + (χ1 + χ2)Cp(2k)
p+1,
K2 := (p− 1)χ2 + p[(b4)− + (b3)−]|Ω|
1
p + [(a4)− + (b4)−]|Ω|
p − b2 + (χ1 + χ2)Cp(2l)
p+1.
By application of the Young inequality we know that there exist arbitrarily small and positive
constants τ1, τ2, and respectively, positive constants C¯(τ1) and C˜(τ2) such that
p (a0 + λ)
∫
Ω
up ≤ τ1
∫
Ω
up+1 + C¯(τ1)|Ω|,
p (b0 + λ)
∫
Ω
vp ≤ τ2
∫
Ω
vp+1 + C˜(τ2)|Ω|,
so (2.23) becomes∫
Ω
up +
∫
Ω
vp
≤ e−pλ(t−s0)
∫
Ω
(up(s0) + v
p(s0))
+ (χ1 + χ2)Cpe
pλs0
(
‖w(·, s0)‖
p+1
Lp+1(Ω) + ‖∆w(·, s0)‖
p+1
Lp+1(Ω)
)
+
∫ t
s0
e−pλ(t−s)
[
(K1 + τ1)
∫
Ω
up+1 + (K2 + τ2)
∫
Ω
vp+1
]
+
(
C¯(τ1) + C˜(τ2)
)
|Ω|
∫ t
s0
e−pλ(t−s).
It follows from the condition (2.3) that K1 + τ1 ≤ 0 and K2 + τ2 ≤ 0. We further note here
that integral
∫ t
s0
e−pλ(t−s) can be controlled by a positive constant which is independent to t.
Hence, above inequality completes the proof immediately.
Now, we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. For the case N = 1, by (2.6) and Lemma 2.5 we know the correspond-
ing solution is bounded. We further know from (2.13) and Lemma 2.5 that the solution of
problem (1.3) is globally bounded for N = 2. Similarly, for the solution with N ≥ 3, the
conclusion also holds due to Lemma 2.9 and Lemma 2.5.
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3 Stability of solutions
In this section, we consider the stability of constant stationary solution to problem (1.3).
We first state the globally asymptotically stability of the constant solution (u∗, v∗, w∗) to
problem (1.3) under the weak competition case.
Theorem 3.1. Assume ai, bi > 0, i = 3, 4, (u
∗, v∗, w∗) be given by (1.7) and (1.6) hold. Let
̟1 := a1 − a4|Ω| − b3|Ω|,
̟2 := b2 − a4|Ω| − b3|Ω|,
̟3 :=
d1a2χ
2
2v
∗ + d2b1χ
2
1u
∗
16d1d2d3a2b1λ
.
(3.1)
If
b1l
2̟1 + a2k
2̟2 > 2a2b1kl, (3.2)
and
̟1̟2 > a2b1 +
(
b1l
2̟1 + a2k
2̟2 − 2a2b1kl
)
̟3, (3.3)
then (u∗, v∗, w∗) is globally asymptotically stable with respect to problem (1.3) in the sense
that
lim
t→+∞
(
‖u(·, t)− u∗‖L∞(Ω) + ‖v(·, t)− v
∗‖L∞(Ω) + ‖w(·, t)− w
∗‖L∞(Ω)
)
= 0.
Remark 3. Our conditions in above theorem make sense with suitable lager a1 and b2. We
recall the expressions of u∗ and v∗ which given by (1.7), then
u∗ : ≡
a0(b2 + b4|Ω|)− b0(a2 + a4|Ω|)
(b2 + b4|Ω|)(a1 + a3|Ω|)− (a2 + a4|Ω|)(b1 + b3|Ω|)
=
a0 −
b0(a2+a4|Ω|)
(b2+b4|Ω|)
(a1 + a3|Ω|)−
(a2+a4|Ω|)(b1+b3|Ω|)
(b2+b4|Ω|)
and
v∗ : ≡
a0(b1 + b3|Ω|)− b0(a1 + a3|Ω|)
(a2 + a4|Ω|)(b1 + b3|Ω|)− (b2 + b4|Ω|)(a1 + a3|Ω|)
=
a0(b1+b3|Ω|)
(a1+a3|Ω|)
− b0
(a2+a4|Ω|)(b1+b3|Ω|)
(a1+a3|Ω|)
− (b2 + b4|Ω|)
.
The expressions above tell us that, for fixed a0, a2, a3, a4, b0, b1, b3, b4, constant u
∗ and v∗
sufficiently close to 0 as a1, b2 sufficiently large, then for fixed d1, d2, d3, χ1, χ2, λ, the constant
̟3 tends to 0 as ̟1 and ̟2 sufficiently big. This implies (3.2) and (3.3) immediately.
Subsequently, (1.6) is obvious.
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When (1.11) holds, problem (1.3) reduces to system (1.1) and (1.6) reduces to a¯1, a¯2 ∈
(0, 1), then the assumptions in Theorem 3.1 can be rewritten as ̟1 = µ1, ̟2 = µ2 and
̟3 =
d1µ1a¯1χ
2
2v
∗ + d2µ2a¯2χ
2
1u
∗
16d1d2d3µ1µ2a¯1a¯2λ
,
as well as
a¯1k
2 + a¯2l
2 > 2a¯1a¯2kl, (3.4)
and
1 > a¯1a¯2 +
(
a¯1k
2 + a¯2l
2 − 2a¯1a¯2kl
) d1µ1a¯1χ22v∗ + d2µ2a¯2χ21u∗
16d1d2d3µ1µ2a¯1a¯2λ
. (3.5)
Since a¯1, a¯2 ∈ (0, 1), we know (3.4) holds naturally and (3.5) makes sense if µ1, µ2 suitable
lager or χ1, χ2 appropriate small. Moreover, (3.5) is equivalent to the result obtained in [2,
Theorem 1.2].
Next, we study the globally asymptotically behaviors of (u⋆, v⋆, w⋆) with strongly asym-
metric exclusion case.
Theorem 3.2. Let ai, bi > 0, i = 3, 4, (u
⋆, v⋆, w⋆) be given by (1.9) and (1.8) hold. Assume
̟1 and ̟2 be the constants given by (3.1) with ̟1 > 0, and
¯̟ 3 :=
χ22v
⋆
16d2d3b1λ
.
If the parameters satisfy (3.2) and
̟1̟2 > a2b1 +
(
b1l
2̟1 + a2k
2̟2 − 2a2b1kl
)
¯̟ 3. (3.6)
Then (u⋆, v⋆, w⋆) is globally asymptotically stable with respect to problem (1.3) in the sense
that
lim
t→+∞
(
‖u(·, t)− u⋆‖L∞(Ω) + ‖v(·, t)− v
⋆‖L∞(Ω) + ‖w(·, t)− w
⋆‖L∞(Ω)
)
= 0.
Remark 4. Compared with the weak competition case in Theorem 3.1, the strongly asymmet-
ric exclusion case only need appropriate big b2 and fixed a1 which satisfies a1 > a4|Ω|+ b3|Ω|
to stabilize the constant steady-state solution (u⋆, v⋆, w⋆).
3.1 Weak competition
In this subsection we will work towards the proof of Theorems 3.1, the arguments are based
on an energy-type inequality, see [2, Lemma 3.2].
Lemma 3.1. Suppose the parameters satisfy (1.6), (3.1), (3.2) and (3.3). Let (u, v, w)
be the global and bounded classical solution of problem (1.3) with nonnegative initial value
u0, v0 6≡ 0. Then for all t > 0 there exist δ1 > 0 and ǫ1 > 0 such that
E1(t) ≥ 0 (3.7)
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and
E ′1(t) ≤ −ǫ1F1(t), (3.8)
where
E1(t) :=
∫
Ω
[
u(·, t)− u∗ − u∗ ln
u(·, t)
u∗
]
+
∫
Ω
[
v(·, t)− v∗ − v∗ ln
v(·, t)
v∗
]
+
δ
2
∫
Ω
(w(·, t)− w∗)2,
F1(t) :=
∫
Ω
(u(·, t)− u∗)2 +
∫
Ω
(v(·, t)− v∗)2 +
∫
Ω
(w(·, t)− w∗)2.
Proof. The inequality (3.7) can be obtained with the same way in [2, Lemma 3.2]. We only
prove (3.8). According to (3.2) and (3.3) we have
̟1̟2 − a2b1
b1l2̟1 + a2k2̟2 − 2a2b1kl
> ̟3,
which combines the definitions of ̟1, ̟2 and ̟3 suggest that
4λa2 [(a1 − a4|Ω| − b3|Ω|)(b2 − b3|Ω| − a4|Ω|)− b1a2]
(a1 − a4|Ω| − b3|Ω|)b1l2 + (b2 − b3|Ω| − a4|Ω|)a2k2 − 2a2b1kl
>
d1a2χ
2
2v
∗ + d2b1χ
2
1u
∗
4d1d2d3b1
,
so there exists a constant δ1 such that
δ1 <
4λa2 [(a1 − a4|Ω| − b3|Ω|)(b2 − b3|Ω| − a4|Ω|)− b1a2]
(a1 − a4|Ω| − b3|Ω|)b1l2 + (b2 − b3|Ω| − a4|Ω|)a2k2 − 2a2b1kl
(3.9)
and
δ1 >
d1a2χ
2
2v
∗ + d2b1χ
2
1u
∗
4d1d2d3b1
. (3.10)
For such fixed δ1 the functional E1(t) can be rewritten as
E1(t) = A1(t) +
a2
b1
B1(t) + C1(t)
with
A1(t) :=
∫
Ω
[
u(·, t)− u∗ − u∗ ln
u(·, t)
u∗
]
,
B1(t) :=
∫
Ω
[
v(·, t)− v∗ − v∗ ln
v(·, t)
v∗
]
,
C1(t) :=
δ1
2
∫
Ω
(w − w∗)2.
We test the first equation of (1.3) by 1− u
∗
u
and use the boundary conditions to obtain
d
dt
A1(t) = −d1u
∗
∫
Ω
∣∣∣∣∇uu
∣∣∣∣
2
+ χ1u
∗
∫
Ω
∇u
u
· ∇w
+
∫
Ω
(u− u∗)
(
a0 − a1u− a2v − a3
∫
Ω
u− a4
∫
Ω
v
)
.
(3.11)
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For the last term of equality (3.11) we use the equality
a0 = a1u
∗ + a2v
∗ + a3|Ω|u
∗ + a4|Ω|v
∗
and the Young and the Ho¨lder inequalities to have
∫
Ω
(u− u∗)
(
a0 − a1u− a2v − a3
∫
Ω
u− a4
∫
Ω
v
)
=
∫
Ω
(u− u∗)
(
a1(u
∗ − u) + a2(v
∗ − v) + a3
∫
Ω
(u∗ − u) + a4
∫
Ω
(v∗ − v)
)
= −a1
∫
Ω
(u− u∗)2 − a2
∫
Ω
(u− u∗)(v − v∗)− a3
(∫
Ω
(u− u∗)
)2
− a4
∫
Ω
(u− u∗)
∫
Ω
(v − v∗)
≤ − (a1 − a4|Ω|)
∫
Ω
(u− u∗)2 − a2
∫
Ω
(u− u∗)(v − v∗) + a4|Ω|
∫
Ω
(v − v∗)2,
which together with (3.11) implies
d
dt
A1(t) ≤ −d1u
∗
∫
Ω
∣∣∣∣∇uu
∣∣∣∣
2
+ χ1u
∗
∫
Ω
∇u
u
· ∇w
− (a1 − a4|Ω|)
∫
Ω
(u− u∗)2 − a2
∫
Ω
(u− u∗)(v − v∗) + a4|Ω|
∫
Ω
(v − v∗)2.
(3.12)
Testing the second equation of (1.3) by 1− v
∗
v
and using the equality
b0 = b1u
∗ + b2v
∗ + b3|Ω|u
∗ + b4|Ω|v
∗,
we can get following inequality by similarly argument,
d
dt
B1(t) ≤ −d2v
∗
∫
Ω
∣∣∣∣∇vv
∣∣∣∣
2
+ χ2v
∗
∫
Ω
∇v
v
· ∇w
− (b2 − b3|Ω|)
∫
Ω
(v − v∗)2 − b1
∫
Ω
(u− u∗)(v − v∗) + b3|Ω|
∫
Ω
(u− u∗)2.
(3.13)
Multiplying the third equation of (1.3) by w−w∗ and by the fact λw∗ = ku∗+ lv∗ we further
see
d
dt
C1(t) = −δ1d3
∫
Ω
|∇w|2 − λδ1
∫
Ω
(w − w∗)2 + kδ1
∫
Ω
(w − w∗)(u− u∗)
+ lδ1
∫
Ω
(w − w∗)(v − v∗).
(3.14)
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By (3.12), (3.13) and (3.14), for all t > 0 we can see
d
dt
E1(t) ≤ − (a1 − a4|Ω| − b3|Ω|)
∫
Ω
(u− u∗)2 − 2a2
∫
Ω
(u− u∗)(v − v∗)
+ kδ1
∫
Ω
(u− u∗)(w − w∗)−
a2(b2 − b3|Ω| − a4|Ω|)
b1
∫
Ω
(v − v∗)2
+ lδ1
∫
Ω
(v − v∗)(w − w∗)− λδ1
∫
Ω
(w − w∗)2 − d1u
∗
∫
Ω
∣∣∣∣∇uu
∣∣∣∣
2
+ χ1u
∗
∫
Ω
∇u
u
· ∇w −
a2d2v
∗
b1
∫
Ω
∣∣∣∣∇vv
∣∣∣∣
2
+
a2χ2v
∗
b1
∫
Ω
∇v
v
· ∇w
− δ1d3
∫
Ω
|∇w|2
= −
∫
Ω
X · (P ·XT )−
∫
Ω
Y · (S · Y T ),
(3.15)
where X, Y are two vector functions and XT , Y T are their transposes, for all (x, t) ∈ Ω ×
(0,∞], X, Y are defined by
X(x, t) := (u− u∗, v − v∗, w − w∗),
Y (x, t) :=
(
|∇u|
u
,
|∇v|
v
, |∇w|
)
,
the constant symmetric matrices P and S are defined as follows:
P :=


a1 − a4|Ω| − b3|Ω| a2 −
kδ1
2
a2
a2(b2−b3|Ω|−a4|Ω|)
b1
− lδ1
2
−kδ1
2
− lδ1
2
λδ1

 ,
and
S :=


d1u
∗ 0 −χ1u
∗
2
0 a2d2v
∗
b1
−a2χ2v
∗
2b1
−χ1u
∗
2
−a2χ2v
∗
2b1
d3δ1

 .
Next, we claim that P and S are two positive definite matrices. In this end, we shall
compute the three principal minors of P and S respectively, and show that all of them are
positive. It is easy to see that M1 := a1 − a4|Ω| − b3|Ω| > 0 and
M2 := (a1 − a4|Ω| − b3|Ω|)(b2 − b3|Ω| − a4|Ω|)
a2
b1
− a22 > 0
due to (3.2) and (3.3). Moreover,
M3 : = |P| =
δ1
4b1
(
4λ
[
(a1 − a4|Ω| − b3|Ω|)(b2 − b3|Ω| − a4|Ω|)a2 − b1a
2
2
]
− δ1
[
(a1 − a4|Ω| − b3|Ω|)b1l
2 + (b2 − b3|Ω| − a4|Ω|)a2k
2 − 2a2b1kl
] )
> 0
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in view of (3.9). Similarly, we can prove that all the three principal minors of S are positive
with (3.10). Hence, the claim is true. Furthermore, we can infer from the definiteness
properties that there is a suitable positive constant ǫ1 satisfies
X · (P ·XT ) ≥ ǫ1|X|
2 and Y · (S · Y T ) ≥ ǫ1|Y |
2,
this combines (3.15) lead to (3.8).
Beside the relation of E1(t) and F1(t), we further need following conclusion which can be
found in [2, Lemma 3.1].
Lemma 3.2. Suppose that f : (1,∞) → [0,∞) is a uniformly continuous nonnegative
function such that
∫∞
1
f(t)dt <∞. Then f(t)→ 0 as t→∞.
Now, we prove our first stabilization result.
Proof of Theorem 1.2. Making use of (3.7) and (3.8) we obtain
∫ ∞
1
F1(t)dt ≤
E1(1)
ǫ
<∞.
From Lemma 2.5 we know that the bounded solution elements u, v and w are Ho¨lder con-
tinuous in Ω¯× [t; t+ 1] uniformly with respect to t > 1, from which we conclude that F1(t)
is uniformly continuous in (1,∞). Therefore, Lemma 3.2 implies
∫
Ω
(u− u∗)
2 +
∫
Ω
(v − v∗)
2 +
∫
Ω
(w − w∗)
2 → 0, (3.16)
as t→∞. By the Gagliardo-Nirenberg inequality we know there exists C1 > 0 such that
‖u− u∗‖L∞(Ω) ≤ C1‖u− u∗‖
n
n+2
W 1,∞(Ω)‖u− u∗‖
2
n+2
L2(Ω)
Herein, it follows from Lemma 3.2 that (u(·, t))t>1 is bounded in W
1,∞(Ω), thus we conclude
from (3.16) that u(·, t) → u∗ in L
∞(Ω) as t → ∞. By similar arguments for v and w we
obtain our conclusions.
3.2 Strongly asymmetric competition
In the sequel, we consider the solution of problem (1.3) with exclusion competition case.
Similar to the method used in [2, Lemma 3.4], we introduce following two functionals with
some positive constant δ2,
E2(t) :=
∫
Ω
u(·, t) +
∫
Ω
[
v(·, t)− v⋆ − v⋆ ln
v(·, t)
v⋆
]
+
δ2
2
∫
Ω
(w(·, t)− w⋆)2,
F2(t) :=
∫
Ω
u2(·, t) +
∫
Ω
(v(·, t)− v⋆)2 +
∫
Ω
(w(·, t)− w⋆)2.
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Lemma 3.3. Suppose the parameters satisfy (3.2) and (3.6). Let (u, v, w) be the global and
bounded classical solution of problem (1.3) with u 6= 0 and v 6= 0. Then for all t > 0 there
exist δ2 > 0 and ǫ2 > 0 such that E2(t) ≥ 0 and
E ′2(t) ≤ −ǫ2F2(t). (3.17)
Proof. The proof follows a strategy similar to Lemma 3.1 and the idea comes from [2, Lemma
3.4]. For readers’ convenience, we give a proof of (3.17) here.
It follows from (3.2) and (3.6) that
̟1̟2 − a2b1
b1l2̟1 + a2k2̟2 − 2a2b1kl
> ¯̟ 3,
which leads to
4λa2 [(a1 − a4|Ω| − b3|Ω|)(b2 − b3|Ω| − a4|Ω|)− b1a2]
(a1 − a4|Ω| − b3|Ω|)b1l2 + (b2 − b3|Ω| − a4|Ω|)a2k2 − 2a2b1kl
>
a2χ
2
2v
⋆
4d2d3b1
,
so we can find a constant δ2 satisfies (3.9) and
δ2 >
a2χ
2
2v
⋆
4d2d3b1
. (3.18)
For such fixed δ2 the functional E2(t) can be rewritten as
E2(t) = A2(t) +
a2
b1
B2(t) + C2(t)
with
A2(t) :=
∫
Ω
u(·, t),
B2(t) :=
∫
Ω
[
v(·, t)− v⋆ − v⋆ ln
v(·, t)
v⋆
]
C2(t) :=
δ2
2
∫
Ω
(w − w⋆)2.
Then we can use the first equation of problem (1.3) and the Young inequality to obtain
d
dt
A2(t) =
∫
Ω
u
(
a0 − a1u− a2v − a3
∫
Ω
u− a4
∫
Ω
v
)
=
∫
Ω
u
(
a0 − a1u− a2(v − v
⋆)− a2v
⋆ − a3
∫
Ω
u− a4
∫
Ω
(v − v⋆)− a4v
⋆|Ω|
)
= (a0 − a2v
⋆ − a4v
⋆|Ω|)
∫
Ω
u− a1
∫
Ω
u2 − a2
∫
Ω
u(v − v⋆)− a3
(∫
Ω
u
)2
− a4
∫
Ω
u
∫
Ω
(v − v⋆)
≤ (a0 − a2v
⋆ − a4v
⋆|Ω|)
∫
Ω
u− (a1 − a4|Ω|)
∫
Ω
u2 − a2
∫
Ω
u(v − v⋆)
+ a4|Ω|
∫
Ω
(v − v⋆)2.
(3.19)
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In fact, by the second inequality of (1.8) we know
v⋆ =
b0
b2 + b4|Ω|
>
a0
a2 + a4|Ω|
,
then it is easy to check that a0 − a2v
⋆ − a4v
⋆|Ω| < 0, so (3.19) implies
d
dt
A2(t) ≤ − (a1 − a4|Ω|)
∫
Ω
u2 − a2
∫
Ω
u(v − v⋆) + a4|Ω|
∫
Ω
(v − v⋆)2. (3.20)
We testing the second equation of (1.3) by 1− v
⋆
v
to obtain
d
dt
B2(t) = −d2v
⋆
∫
Ω
∣∣∣∣∇vv
∣∣∣∣
2
+ χ2v
⋆
∫
Ω
∇v
v
· ∇w
+
∫
Ω
(v − v⋆)
(
b0 − b1u− b2v − b3
∫
Ω
u− b4
∫
Ω
v
)
.
(3.21)
Using the equality b0 = b2v
⋆ + b4|Ω|v
⋆ and the Young and the Ho¨lder inequalities to have∫
Ω
(v − v⋆)
(
b0 − b1u− b2v − b3
∫
Ω
u− b4
∫
Ω
v
)
=
∫
Ω
(v − v⋆)
(
b2v
⋆ + b4v
⋆|Ω| − b1u− b2v − b3
∫
Ω
u− b4
∫
Ω
v
)
=
∫
Ω
(v − v⋆)
(
−b1u− b2(v − v
⋆)− b3
∫
Ω
u− b4
∫
Ω
(v − v⋆)
)
≤ −b1
∫
Ω
(v − v⋆)u− (b2 − b3|Ω|)
∫
Ω
(v − v⋆)2 + b3|Ω|
∫
Ω
u2.
Then (3.21) gives
d
dt
B2(t) ≤ −d2v
⋆
∫
Ω
∣∣∣∣∇vv
∣∣∣∣
2
+ χ2v
⋆
∫
Ω
∇v
v
· ∇w
− b1
∫
Ω
(v − v⋆)u− (b2 − b3|Ω|)
∫
Ω
(v − v⋆)2 + b3|Ω|
∫
Ω
u2.
(3.22)
Multiplying the third equation of (1.3) by w−w⋆ and by the fact λw⋆ = lv⋆, we further see
d
dt
C2(t) = −δ2d3
∫
Ω
|∇w|2 − λδ2
∫
Ω
(w − w⋆)2 + kδ2
∫
Ω
(w − w⋆)u
+ lδ2
∫
Ω
(w − w⋆)(v − v⋆).
(3.23)
It follows from (3.20), (3.22) and (3.23) that
d
dt
E2(t) ≤ − (a1 − a4|Ω| − b3|Ω|)
∫
Ω
u2 − 2a2
∫
Ω
u(v − v⋆)
+ kδ2
∫
Ω
u(w − w⋆)−
a2(b2 − b3|Ω| − a4|Ω|)
b1
∫
Ω
(v − v⋆)2
+ lδ2
∫
Ω
(v − v⋆)(w − w⋆)− λδ2
∫
Ω
(w − w⋆)2
−
a2d2v
⋆
b1
∫
Ω
∣∣∣∣∇vv
∣∣∣∣
2
+
a2χ2v
⋆
b1
∫
Ω
∇v
v
· ∇w − δ2d3
∫
Ω
|∇w|2
= −
∫
Ω
X¯ · (P¯ · X¯T )−
∫
Ω
Y¯ · (S¯ · Y¯ T ),
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where
X¯(x, t) := (u, v − v⋆, w − w⋆) and Y¯ (x, t) :=
(
|∇v|
v
, |∇w|
)
,
furthermore, P¯ and S¯ are still the constant symmetric matrices given by
P¯ :=


a1 − a4|Ω| − b3|Ω| a2 −
kδ2
2
a2
a2(b2−b3|Ω|−a4|Ω|)
b1
− lδ2
2
−kδ2
2
− lδ2
2
λδ2

 ,
and
S¯ :=

 a2d2v
⋆
b1
−a2χ2v
⋆
2b1
−a2χ2v
⋆
2b1
d3δ2

 .
The positive definiteness of P¯ has been proved in Lemma 3.1 already, and inequality (3.18)
ensures symmetric matrices S¯ is positive definite. Hence, we can get (3.17) and finish our
proof as in Lemma 3.1.
Proof of Theorem 3.2. Theorem 3.2 can be proved with similar arguments used in the proof
of Theorem 3.1, so we omit detail here.
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