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ABSTRACT 
This paper extends the notion of diagonal sums of a square matrix to “weighted 
diagonal sums”. Using simple probabilistic arguments, most of the results of Wang [5] 
concerning the maximum and minimum diagonal sums of doubly stochastic matrices 
are extended to maximum and minimum weighted diagonal sums of stochastic 
matrices (Sec. 3). Two stronger versions of one of Wang’s conjectures are also proven 
(Theorems 4.1 and 5.1), of which the latter easily generalizes to the case of 
non-negative matrices (Theorem 5.2). The paper ends with a few open questions and 
counter-examples. 
1. INTRODUCTION 
Let A = (aJ be a real n-square matrix. Let S, denote the full symmetric 
group of degree n. For u E S,,, the sequence of elements al,(,), . . . , a,(“) is 
called the diagonal of A corresponding to u, and the sum 21iaticij is called the 
diagonal sum of A corresponding to u. 
The permanent of A is defined by 
per-4 = 2 II aio(i). 
aE.7, i=l 
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This matrix function appears naturally in certain combinatorial problems [3]. 
In 1926, van der Waerden [4] conjectured that if A is an n-square doubly 
stochastic (d.s.) matrix, then 
perA > n!/n” (1.2) 
with equality iffA=J,, where .I,, is the n-square ds. matrix each of whose 
entries is l/n. While the conjecture of van der Waerden itself remains 
unresolved, a number of interesting partial results have been obtained by 
several authors. The interested reader may refer to Marcus and Mint [l] for 
a comprehensive survey of the literature. 
A consequence of (1.2) and the well-known arithmetic-geometric inequal- 
ity is that if A is an n-square d.s. matrix, then there exists u E S, such that 
5 %7(l) ’ ‘3 
i=l 
(1.3) 
%7(i) > O for i=l,...,n. 
A considerably strengthened version of (1.3) was proven by Marcus and Ree 
PI. 
Since then, the diagonal sums of d.s. matrices have earned considerable 
attention. Wang [S] defined the maximum and minimum diagonal sums of an 
n-square d.s. matrix A to be respectively 
and 
and investigated some of the numerical properties of these functions and 
obtained bounds for per A in terms of h(A). 
The results obtained by Wang [S,pp. 495-4961 establish a great similar- 
ity between the h-function and the rank function, and Wang formulated the 
following conjectures as analogues of the well-known Sylvester and 
Frobenius inequalities for the rank function: 
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CONJECTURE 1.1. Zf A and B are n-square d.s. matrices, then 
h(A)+h(B)-h(AB)<n. (1.6) 
CONJECTURE 1.2. Zf A, B and C are n-square d.s. matrices, then 
h(AB)+ h(BC) < h(B)+ h(ABC) (1.7) 
Wang also raised the open question: When does equality hold in (1.6)? 
Clearly, if A or B is a permutation matrix, then equality holds. Through the 
following example, Wang, however, showed that there exist d.s. matrices A 
and B, neither a permutation matrix, such that equality holds in (1.6). 
EXAMPLE 1.1. Let 
Then 
AB= 
and 
0 ’ J2 and B= _ _ _I_ _ ! 1 . L-2 I 0 
h(A)+h(B)-h(AB)=n. 
In this paper, we generalize the notion of diagonal sums to weighted 
diagonal sums; and, relying mostly on simple probabilistic arguments, we 
extend many of Wang’s results to “maximum and minimum weighted 
diagonal sums” of stochastic matrices (Sec. 3). A generalization of Conjecture 
1.1 for the maximum weighted diagonal sums of stochastic matrices (Theo- 
rem 4.1) is proven, once again using elementary probability theory. In Sec. 5, 
we show that (1.6) holds for any two n-square matrices A and B with 
0 < ait < 1 and 0 < bii < 1 for all i, i, and deduce necessary and sufficient 
conditions for equality in (1.6). From this follows easily a theorem concem- 
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ing the trace and maximum diagonal sums of any two non-negative matrices. 
Section 6 contains some useful remarks. 
2. NOTATION AND PRELIMINARIES 
Unless otherwise stated, all matrices appearing in the sequel will be 
n-square, and all vectors will be row vectors with n components, n > 2. We 
will denote the full symmetric group of degree n by S. For u E S, u-l 
denotes the usual inverse of the element u. The number of elements in a set 
A is denoted by ) Al. 
Let Z denote the set of all non-negative matrices. Let 0 denote the set of 
all matrices A = (uii) with 0 < aij < 1 for all i, /. Also let 
P= (7rl,..., 
i 
Tn):Ti>O, i=l,..., n; x7ri=1 . 
1 I 
A ES is called (row) stochastic if Ciuii = 1 for all i. A stochastic matrix A is 
doubly stochastic (d.s.) if its transpose denoted by A r= (a& where uij = uii 
for all i, i, is also stochastic. The set of all stochastic matrices will be denoted 
by a. Also for I~EP, we let 
and note that when ?I= (l/n,. . ., l/n), 9, is simply the set of all d.s. 
matrices. We point out that in the language of Markov chains, if the finite 
Markov chain generated by a stochastic matrix A EQ,, is aperiodic and 
irreducible, then the vector ?r is called the stationary probability distribution 
of the chain. In fact, in such a case w = (l/n, . . . , l/n) iff A is d.s. 
For aES, REP and AEZ, we consider the “weighted diagonal sums” 
C iriiaioiij and define 
and 
to be respectively the maximum and minimum weighted diagonal sums of A 
with respect to Q. 
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DEFINITION 2.1. Let u E S. By the diagonal u, we mean the set of 
ordered pairs {(i,a(i)):i=l,..., n}. Two diagonals u, r E S are disjoint if for 
all i, we have u(i) # T(i). A set of diagonals is disjoint if the diagonals are 
pairwise disjoint. 
DEFINITION 2.2. A collection E of diagonals belonging to S is said to 
cover an n X n array if 
U {(i,u(i)):i=l,...,n}= il$I{(4i)}. 
OEE 
If in addition, E is disjoint, then E is said to cover the array exactly. 
It is clear that a mutually disjoint set of diagonals E covers an n X n array 
iff]E/=n. 
In the sequel, we will often invoke the following 
THEOREM 2.1. (The covering theorem [5,p. 4841). Let A be an n X n 
array, and let (I~,. . .,up be p given mutually disjoint diagonals of A, 
1 < p < n - 1. Then one can select n-p mutually disjoint diagonals 
OP 
+ l,. . . , a,, such that { ul,. . . , u,} covers A exactly. 
3. SOME CONSEQUENCES OF THE COVERlNG THEOREM 
In this section we prove a number of results using the covering theorem 
and elementary probability theory. 
THEOREM 3.1. 
(i) ForallA~~,a~P,wehaveh,(A)>l/n. 
(ii) Let aEP. Then AEQ,, and h,,(A)=l/n iff ri>1/2n for all i and 
uij=(~i+77j-l/n)/n77~ for all i, i. 
Proof. 
(i) Let N={1,2,..., n}, and consider the pair of random variables Xi, X, 
defined such that for all i, i E N, 
P[X,=i]=q, 
P[X,=i,X,=j]=7riuii. (3.1) 
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Choose a sequence ur, . . . , a,, which covers A exactly and define the mutually 
exclusive and totally exhaustive events 
E,= I; [X,=i,X,=u,(i)], a=1 fz. >***> (3.2) 
i=l 
Then the result follows by noting that P(E,) = IZi~iai,,(ij, (Y = 1,. . . ,n, and 
X;=J(E,)= 1. 
(ii) The proof of the sufficiency part is purely computational and hence 
omitted. 
Conversely, assume that A E 9, and h,(A) = l/n. 
For i, i E N, set 
Then 1 Si ( i)l = (n - l)!, and therefore, 
= l/n. 
But 
~~~u~~(~,<h,(A)=~ forall UES, 
whence 
for all uES. (3.5) 
From (3.5) we get, for fixed i, i E N, 
& 2 2 *k”kdk)= ;’ (3.6) 
’ DES,(~) k 
(3.3) 
(3.4) 
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Now 
x Cnkak,(k)=7Tiuij(n-1)!+ C C ITkukG(k) 
ohs, k ohs, k#i 
=,~jj(n-1)!+(“-2)!k~,T~(1-u~) 
t 
=n(n-2)!niuii+(n-2)!(1-7ri-4. (3.7) 
The last equality follows from the fact that A E &?,, and hence C,?r,n, = 7rj 
for all i. 
Using (3.7) in (3.6), we get 
n 1 
?Tu..---- = - - &(l-ri-rj), 
“In-1 n F-9 
(3.8) implies that 
1 
--&(l-~i-*j)“*, 
n 
and this is equivalent to 
ni + ri > l/n. (3.9) 
Thus (3.9) is true for all i, j EN. In particular, setting i = i, we get 
7ri > 1/2n for all i EN, 
and thus from (3.8), which again is true for all i, j E N, 
ri+7rj-l/n 
uii = for all 
n7rj 
i, iEN, 
and the proof is complete. 
By considering 
B= &(nJ,-A) 
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in part (i) and modifying the proof of part (ii) in the above theorem, we 
obtain the analogous result for k, which is stated as 
THEOREM 3.2. 
(i) For all AEQ, ?rEP, we have k,(A) < l/n. 
(ii) Let ‘TT E P. Then A E!& and k,(A) = l/n iff ri > 1/2n for all i and 
aii=(ai+~j-l/n)/nnifor all i, j. 
Taking, in particular, ‘II = (l/ n, . . . , l/n) in Theorem 3.1 and Theorem 
3.2, we obtain the following result for d.s. matrices, which is stated as 
Proposition 1.1 in [5]: 
COROLLARY 3.1. Let A be a d.s. matrix. Then 
with equality iff A =J,,. 
(3.10) 
Also in the course of proving the above theorems, we have proven 
COROLLARY 3.2. Given A E a, ?r E P and a set T of diagonals covering A 
exactly, there exist ‘J~,cJ~ E T such that 
(3.11) 
THEOREM 3.3. 
(i) For all AE& WEP, 
h,(A) + k,,(A) G 1. (3.12) 
(ii) If n = 2 or A is a permutation matrix, then equality holds in (3.12). 
(iii) Let n > 3 and ul be a “maximum diagonal” of A (with respect to 
‘IT), i.e., Eiiia,,lCij= h,(A). Then h,,(A) + k,,(A) = 1 iff aiolCij = 1 for all indices 
i for which ri > 0. (In particular, if ri > 0 for all i, then h,,(A) + k,,(A) = 1 iff 
A is a permutaation matrix.) Also h,,(A) + k,(A) = 1 iff h(A) = 1 and k,,(A) = 
0. 
Proof. 
(i) Let u1 be a maximum diagonal of A, and let g2 be a diagonal disjoint 
from ul. Defining the random variables X,, X, as in (3.1) and the mutually 
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exclusive events 
E,= u [X,=i,X,=a,(i)], a = 1,2, 
the result follows by noting that 
l>P(Ei)+P(Es)=h,,,(A)+ C~iU,,,(i,>h,(A)+k,(A). (3.13) 
i 
(ii) is easily verified. 
(iii) If u,~,(~) = 1 for all indices i for which vi > 0, then h,,(A) = 1, and by 
(3.12), h,(A) + k,(A) = 1 and k,,(A) =O. 
Now assume that n > 3 and equality holds in (3.12). Then (3.13) shows 
that every diagonal disjoint from ur has the same weighted sum k,(A), 
whence, choosing n - 1 such diagonals us,, . , ,a,, which together with ui 
cover A exactly, and defining the events as in (3.2), we obtain, 
h,(~)+k,(A)=l= )=P(E,)=h,(A)+(n-l)k,(A), 
a 
which gives k,(A) = 0. Thus h,,(A) = 1, and the result follows by noting that 
uii < 1 for all i, i. n 
In particular, if we set v=(l/n,. .., l/n) and restrict ourselves to d.s. 
matrices, we get the following result of Wang [5, Proposition 2.11: 
COROLLARY 3.3. Let A be d.s. Then 
(3.14) 
with equality iff n =2 or A is a permutation matrix. 
Before concluding this section, we present two propositions which are 
generalizations of Wang’s results [5, Corollary 2.1 and Proposition 2.31: 
PROPOSITION 3.1. ForunyAE8, TTEP, 
6) 
h,.,(A)+(n-l)k,,(A)<l, (3.15) 
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with equality iff for any set of diagonals ul,. . . , a, that covers A exactly, 
where a1 is a maximum diagonal of A with respect to Q, the diagonals 
ez,..., a, are all minimum diagonals of A with respect to W. 
(ii) 
(n- l)h,(A) + k,,(A) > 1, (3.16) 
with equality iff for any set of diagonals rl,. . .,r,, that covers A exactly, 
where r1 is a minimum diagonal of A with respect to ‘TT, the diagonals 
TV,. . . , r,, are all maximum diagonals of A with respect to T. 
Proof. 
(i) Define the random variables X,, X, as in (3.1) and the events E,, 
cu=l , . . .,n, as in (3.2). Then 
1~ 5 P(E,)=h,(A)+ i (C17,ai~~(il)ah~(A)+(n_l)k,iA), 
a=1 a=2 i 
and equality holds iff ~i~ia,,,~i~= k,,(A) for all (Y > 2. 
(ii) Apply (i) to 
B= &ink-A). 
PROPOSITION 3.2. For any A E a, w E P, 
n 
(3.17) 
with equality if h,(A) = f, and any diagonal disjoint fram a maximum 
diagonal with respect to v is a minimum diagonal with respect to Q with 
sum k,,(A) = l/Z(n - 1). 
Proof. We have, 
h, (A)kv (4 G 
h,r(A)[l-hr(A)l 
n-l 
h,(A)-%(A) 
= 
n-l 
1 
‘4(n-1)’ 
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the last inequality following from the fact that 
When equality holds in (3.17), we have, h,(A)=: and h,(A)+(n-l)k,(A) 
= 1, whence from Proposition 3.1, every diagonal disjoint from a maximum 
diagonal with respect to T is a rninimum diagonal with respect to T with sum 
k,,(A)=1/2(n-1). n 
4. A GENERALIZATION OF CONJECTURE 1.1 TO h, 
In this section we prove the following theorem, of which Conjecture 1.1 
is a special case with T= (l/n,. . . , l/n): 
THEOREM 4.1. Let IrEP, AEQ2, and BEO. Then 
h,(A)+h,,(B)-h,(AB)Gl. (4.1) 
Proof Let N={1,2,..., n}, and define the random variables X,, X,, X, 
such that for all i, i, kEN, 
P(X,=i)=77,, 
P(X,=i,X2=j)=7riaji, 
P (Xi = i, X2 = i, X3 = k) = riajibi,. 
Suppose uA and us are maximum diagonals of A and B respectively with 
respect to II. Define the events 
E,= I_+ [X,=i,X2=a,(i)] 
and 
E,= v [Xs=i,X,=o,(i)]. 
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Also let C= AB = (ci,). Then P (E,) = h,(A). Also, 
J’(E,)=C,P U [&=i, 
i f i 
x,=i, x,=aB(i)]) 
= 7 F Tf”jibioB(i)= 2 Tiibio,(i)= ‘v(~ )> i 
since A E 52,. Further, 
P(E,nE,)=P [X1=$ X,=u,(i), 
dP IJ [X,=i, 
i i 
=XP( u [X1=& x2=j, x,=u, 
i I 
= 22 C niaijbjuB t”* ii)) 
i 1 
and the theorem follows by noting that 
i?(i))]) 
l>P(E,)+P(E,)-P(E,nE,)>h,(A)+h,(B)-h,,(AB). 
5. CONJECTURE 1.1 HOLDS FOR 0 
In this section we restrict ourselves to simple diagonal sums and define 
the maximum diagonal sum of the matrix A to be 
h(A) = ygy F G(i). (5.1) 
u E S is called a maximum diagonal of A if Ziiaio(ij= h(A). We also recall that 
0 is the set of all matrices A = (uii) with 0 < uii f 1 for all i, i. We denote the 
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set of all permutation matrices by 9. Also TrA denotes the trace of the 
matrix A. 
The main result of this section is Theorem 5.1. Before presenting this 
result, we state three simple lemmas which will be useful in its proof. 
LEMMA 5.1. Let A.B EO. Then 
with eyuulity iff 
TrA + TrB - TrAB < n, (5.2) 
(l-uii)(l-b,,)=O for all i (5.3) 
and 
uii bii = 0 for all i # i. (5.4 
Proof. The lemma follows from the inequalities 
TrA+TrB-TrAB-n= uii+bii- ~uiibii--1 
i 
< c (n,, + bji - aii bii - 1) 
i 
= 2 (a,,-l)(l-b,,)<O. 
The next two lemmas are very easy to verify, and hence we state them 
without proof. 
LEMMA 5.2. Let P, Q E 9. For any matrix A, we have 
h(A)= h(PAQ). (5.5) 
LEMMA 5.3. u is a maximum diagonal of A iff 0-l is a maximum 
diagonal of A T, 
We now present the main result of this section as 
THEOREM 5.1. Let A, B EO. Then 
h(A)+h(B)-h(AB)<n. (5.6) 
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Equality holds only if for any maximum diagonals u1 of AT and o2 of B, 
(l-U~~,(i,)(l-bio,(i))=O fOrall i 
and 
(5.7) 
Proof. Let uA and a, be maximum diagonals of A and B respectively, 
and define the permutation matrices P = ( pii) and Q = ( qdf) by 
Pii = 
1 if i=u*(j), 
0 otherwise 
and 
9i/= ’ i 0 
if i=uB((j), 
otherwise. 
VW 
(5.10) 
Letting C= PA and D= BQ, we can verify that, for all i, 
(5.11) 
and 
4 = bio,(i). (5.12) 
That is, C (D) is obtained by rearranging the rows (columns) of A (B) so as to 
bring the elements on the chosen maximum diagonal to the main diagonal. 
Now, in view of Lemmas 5.1 and 5.2, and Eqs. (5.11) and (5.19 we have, 
h(A)+ h(B)- h(AB)=TrC+TrD- h(CD) 
< TrC+TrD-TrCD< n. 
Also (5.3) and (5.4) show that equality holds in (5.6) only if 
(l-a&~(ij)(l-biO,(ij)=O for all i (5.13) 
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and 
ufk;l(i)bjoB(i) = O for all i#i. 
The proof is complete by invoking Lemma 5.3. 
(5.14) 
n 
COROLLARY 5.1. Let A and B be d.s. Then 
h(A)+h(B)-h(AB)<n, (5.15) 
with equality iff f or any maximum diagonals u1 of A T and o2 of B, 
(l-u~,,~i~)(l-bio,~i~)=O foralli. (5.16) 
Proof. Observing that when A and B are d.s., (5.7) implies (5.8), we 
need, in view of the theorem, only prove the sufficiency of (5.16) for equality 
to hold in (5.15). Therefore, assume that (5.16) holds. Using the notations 
introduced in the proof of Theorem 5.1, we now have (1 - c,,)(l - diJ = 0 for 
all i. Let m be the number of indices i such that cii = 1. Clearly, the cases 
m = 0 and m = n are trivial. So assume that 1< m < n. Now there exists a 
permutation matrix R such that 
where C,,_, and D,,, are of order n - m and m respectively. Then 
h(A)+h(B)-h(AB)=h(RTCR)+h(RTDR)-h(RTCDR) 
=[m+h(C,-,~)]+[h(D,)+(n-m)]-[h(D,)+h(C,-,)l 
= 72. n 
Corollary 5.1 provides a simple inspection criterion for equality to hold in 
(5.15): Given d.s. matrices A and B, let cji be the largest among those 
numbers lying on the ith column of A and the ith row of B. Equality holds in 
(5.15) iff cji = 1 for all i. Example 1.1 clearly satisfies this condition. 
The results given above resolve Conjecture 1.1 completely. 
We also note that Lemma 5.1 and Theorem 5.1 yield in an obvious way 
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the following rather interesting theorem for non-negative matrices: 
THEOREM 5.2. Let A = (uJ and B = (b,J I be non-negative matrices. 
Suppose that a = maxi,+rii > 0, and b = max,, ibij > 0. Then: 
(a) 
sup {uTrA+vTrB-uuTrAB} 6n, 
O=Gu<l/a 
O<o<l/b 
(5.17) 
with equality iff there exist 0 < I_+, < l/a and 0 < v < l/b such that 
(u,‘-~~~)(v{~-b,,)=O forull i (5.18) 
and 
uii bii = 0 for all i # j. (5.19) 
lb) 
oG~~I,o { uh(A) + vh(B) - uuh(AB)} < n, 
O<o<l/b 
(5.20) 
with equality only if there exist 0 < u0 < l/u and 0 < v. < l/b such that for 
any maximum diagonals u1 of AT und a2 of B, 
(u~l-a~Ul~i~)(v~‘-biO Ci,)=O 2 forull i (5.21) 
and 
u$l(i)bjol(i) = 0 for all i#j. (5.22) 
Before concluding this section we present an example to show that the 
necessary conditions given in Theorem 5.1 and Theorem 5.2 for equality to 
hold in (5.6) and (5.20) respectively are not, in general, sufficient: 
EXAMPLE 5.1. Consider 
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with ur and u2 the identity, and a = b = 1. It is easy to check that A and B 
satisfy (5.7) and (5.8), as well as (5.21) and (5.22), the latter with ua= ue= 1. 
We now have 
and 
h(A)+h(B)-h(AB)=1<2 
O<u<l/a O<U<l 
O<ocl/b O<o<l 
6. CONCLUDING REMARKS 
In [S] it is shown that for any two d.s. matrices A, and A, and 
Be= (l/n,. . . , l/n), 
holds. However, the inequality 
h,(A,Aa) G min(&(AJ, h,(Aa)) 
does not hold in general. That it does not hold even for A,, A, E a,, is seen 
from 
EXAMPLE 6.1. Take n = 2 and 1> ~;a > 0. The general form of a matrix 
A ED,, where r = (rr, 7~2) and 7~~ = 1 - ~a, is given by 
Now take 7~r, ~a, ql, q2 such that 
and define 
Ai = 1 - 9i 4i 
vh/“z I l-n,qJa, ’ 
i= 1,2. 
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Then it can be easily verified that 
h&A,) = I-2~,9,, h, (A,) = 27r,9,, 
27ri(qi+ 92) -2’r’,9,9s/%l 
We also give a numerical example which is not a special case of the 
general situation in Example 6.1: Take pi = $, ~a= i, 
Then A,A, - A,A,, as can be checked. Also, h,,(A,)= g, h,(A,)= 5 and 
h,(A,A,) = $, whence 
holds, 
4, (AlA,) = h, (AzAr) > 4 (A,) 
At this stage it seems natural to ask whether 
h,(A,A,) G m=( h,(AJ, h,(Ad) 
holds. We do not know the answer. 
That Conjecture 1.2 for d.s. matrices is true for n=2 can be easily 
verified: Put 
A,= ‘-9, 94 
1 
[ 9i 1 l-9, ’ i = I,2,3, 
where 0 < gi < 1, i = 1,2,3. It is easy to show that 
h(A,) = I+ )i?q, - 11, 
h(A,Ai)=l+)(29,-1)(29/-l)), i#i, 
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Then h(A,A,) + h(A,A,) < h(A,) + h(A,A,A,) is a consequence of the fact 
that 
129, - llil - I291 - ll)(l - 129, - 11) > 0. 
Again, for n > 3, we have no answer. Our attempts in resolving this question 
by trying to generalize Conjecture 1.2 along the lines of Theorem 4.1 show 
that if a#(+, k), 
h,,(AB) + h,,(X) < h,,.(B)+h,,(ABC) (6.1) 
does not hold even if A, B, C E&$,. To see this, consider 
EXAMPLE 6.2. Without loss of generality, assume that 0 < 7~~ < i < ~a < 
1, and let 
Ai= 
l- 9i 9i 
“19i/TZ 1 1-7T19i/7T2 ’ 0<9,<1, i=l,2,3. 
It is easy to show that 
h,iAIAJ=~+2rr,9i+9i-~--&, i#j, 
1 
and 
kr JAlA2-43) ; + 2~191+ + 9192 
+ 
9293 
+ 
9391 = 92 93 - + --- 919293 1 772 r2” 4771 . 
Taking ri = i, r2 = 5, 91 = i, q2 = 93 = z gives 
h,,(A,A,) + h,(A,A,) > &(A,) + hrr(AlA2A3)~ 
as is easily verified. 
We do pose the open 
QUESTION. Does (6.1) hold if A, B, C are all d.s. and 12 > 3? 
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Also, the conditions for equality to hold in (4.1) were found to be too 
involved, and we could not obtain any simple set of criteria. 
The authors are gruteful to the referee for pointing out a minor error in 
an earlier draft of the paper and also for prociding Example 5.1. 
Professor K. Balasubramanian of Madras, India, has meanwhile informed 
one of the authors that he too has independently prooed our Lemma 5.1 and 
Theorem 5.1. 
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