Abstract
Introduction
Ego-motion estimation is a crucial component in a vision-based driving assistance system [1] . Accurate ego information can be used in many intelligent vehicle applications, such as router plan, obstacle detection, collision avoidance etc. Unfortunately sensors fitted in a vehicle such as speedometer are unable to produce reliable ego-motion information. Therefore a visual odometer system, which can accurately estimate ego-motion, is required for vehicle navigation and obstacle detection.
There has been a significant development in the research on visual vehicle ego-motion estimation. Enormous algorithms based on different principles have been proposed [2] , [3] , [4] . In [5] A Giachetti, M Campani, and V Torre have proved the feasibility of using optical flow to recover vehicle ego-motion. It's noticed that precise optical flow of the road area is required to produce reliable ego-motion estimation. It's challenging to create accurate optical flow of a normal road scene. Firstly, a typical traffic scene contains lots of outlier information such as other vehicles or moving background. These outliers may introduce great false into estimation. Secondly, the road bed contains large homogenous area where it's difficult to perform optical flow estimation. Thirdly, existing noises jeopardise quality of optical flow.
To overcome the above problems we propose a novel vehicle ego-motion estimation method, which consists of optical flow refinement and image segmentation. Firstly a Pulse-Coupled Neural Network (PCNN) is used to perform road segmentation and detection. Then a novel optical flow refinement algorithm will produce accurate motion estimation in the detected road region. Finally calculated optical flow is analysed for vehicle ego-motion estimation. This paper is organized as follows. Section 2 introduces the outline of the proposed method. Section 3 presents the algorithm we use for road segmentation. Section 4 describes the novel algorithm for optical flow estimation and refinement. Ego-motion recovery details are presented in section 5. The method is tested and experiment results are shown in Section 6. Finally brief conclusion is made in Section 7.
Method Outline
The method aims to produce a reliable vehicle self motion estimation from an image sequence acquired by a monocular camera mounted on the vehicle. It determines ego-motion of a vehicle travelling on the planar structure road. Architecture of the method is shown in Fig. 1 . The outline of the proposed method is described as follows: 1) PCNN divides the image into road and non-road areas based on their texture smoothness. 2) Original optical flow is calculated in the detected road area by using standard correlation technique. Block Matching Probability (BMP) and Block Matching Certainty (BMC) are also calculated. 3) Block Matching Probability (BMP) is re-calculated in a 3-D PCNN structure by taking neighbouring motion information into account. 4) Re-calculated BMP is analysed to optimize optical flow. 5) Ego-motion of vehicle is recovered from the refined 2-D motion field.
Road detection
Typical traffic scene contains road and non-road area. There are lots of outlier, such as other vehicles, pedestrians, buildings and trees, in the non-road area. These outliers will intoduce errors into vehicle egomotion estimation. Thus the key issue of vehicle egomotion estimation is to produce reliable road detection. In this paper we apply PCNN to segment and detect road based on texture smoothness.
PCNN is a novel neural network model based on biological modelling of the cat's visual cortex [6] , [7] . Owing to its excellent ability of information grouping and clustering, PCNN has been effectively used for image segmentation [8] , [9] . In our case, Fast Linking PCNN [10] is applied to enable a firing wave to propagate through an entire frame to produce complete segmentation. The dynamic activity of a neuron is described as follows:
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PCNN divides the image into an array of segmentations based on intensity. It's noticed that the road area mainly consists homogenous areas with lack of texture features. In comparison the non-road area contains complex featured objects. Accordingly segmentation of road area is likely to be continuous and smooth. On the other hand non-road tends to produce disconnected segmentation. Segmentations with high smoothness level will be grouped together to produce the road segmentation. The corresponding pixels in the image are defined as road area.
Optical flow refinement
Optical flow estimation of the road area is essential to vehicle ego-motion estimation. Unfortunately previous methods [11] , [12] , [13] often fail to produce reliable optical flow when are applied to image sequence taken by a camera fixed on a moving vehicle because of the following three difficulties: 1) Lack of texture The road bed mainly consists of homogenous regions, where intensity varies insignificantly. Insufficient texture information brings great instability into the optical flow calculation. 3) Large displacement When the vehicle is moving at speed of 40 km/h, the displacement of point may be more than 7 pixels in a 15 fps image sequence. As a consequence, an algorithms based on the popular differential technique can't produce the correct result.
To overcome the above difficulties we propose a novel optical flow refinement algorithm. It can produce more reliable optical flow by taking neighbouring motion information into account. A novel concept, Block Matching Probability (BMP), is introduced to measure the probability of a displacement being selected as the motion description of a pixel. Then 3-D structure PCNN will re-calculate BMP to improve accuracy of optical flow. Architecture of the optical flow refinement algorithm is shown in Fig. 2 . 
Block Matching Probability Calculation
Normal correlation techniques produce optical flow by searching for the displacement with the minimum Sums of Absolute difference (SAD). SAD of displacement ( , )
x y r r r in pixel ( , ) i j is defined as: 
where b is the size of the pre-defined matching block. Block Matching result (BM) is also defined as:
Where ε is a small constant to prevent division by 0. Higher BM value represents lower SAD and higher block matching level. A new concept, Block Matching Probability (BMP), is introduced to measure the probability of a displacement being selected as the motion description of a pixel:
Where * ( , ) r i j donates the displacement with the highest BM in pixel ( , ) i j . Block Matching Certainty (BMC) is also defined to measure the difference between the highest BMP value and others in each column: 
BMP Re-Calculation
BMP Re-calculation is performed in a 3-D PCNN structure [14] . The PCNN is shown in Fig. 3 . The network first finds the column with the highest BMC value. Then the neuron with the highest BMP in this column will fire. The fired neuron produces a liftup to neighborhood in its layer through the Linking channel. Neighboring neurons will fire at the next step if they have already received considerably high BMP inputs. The firing wave expands until there is no neighboring neuron which has high enough BMP input to fire anymore. Then firing in this circle is completed. Network will search the second highest BMC and start another firing in another circle. For fired neuron ( , , ) i j r , its BMP value is replaced with the higher internal activity. In this way the neuron's BMP is recalculated. The dynamics of neuron is described as follows:
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, , * δ is initially set to the highest BMP in column ( , ) i j and kept updated to track the highest activity in this column. The whole BMP Re-calculation procedure is completed when the motion similarity level threshold θ is less than the pre-defined minimum min θ .
The underlying principle of BMP re-calculation is that adjacent points are likely to belong to the same object and have the same motion. A higher probability is set to displacement, if most of neighborhoods also have the same motion estimation. When local information is disturbed or insufficient, auxiliary information from the neighborhood is crucial to produce reliable motion estimation in noise existing or homogenous area. Experiments prove the algorithm effectively eliminates errors induced by noise and insufficient texture.
Optical flow refinement
The re-calculated 3-D BMP matrix is analyzed to produce the final optical flow in this step. Displacement with the highest BMP in each column ( , ) i j is selected as the optical flow of pixel ( , ) i j . Optical flow refinement is performed as where R is the final optical flow field and *( , ) r i j is the displacement which has the highest re-calculated BMP * in column ( , ) i j . Certainty index matrix BMC * is also re-calculated and is used to filter out unreliable optical flow. Final optical flow field of road produced will be used to perform vehicle ego-motion recovery in the next section.
Recovery of ego-motion
When the vehicle is moving on a flat structured road, its 2-D motion field is expected to have a specific form [15] . The refined optical flow field is investigated to produce reliable vehicle ego-motion estimation in this section. In our case, one calibrated camera coordinate system x-y-z and one world coordinate system X-Y-Z are used to define position of an object in front of the vehicle. Z is parallel to the camera optical axis z . X and Y are aligned with image axes x and y . The image plane is Z f = , where f is the known focal length of the camera. For a point ( , , ) X Y Z in the world system, its perspective projection on the image plane ( )
So the 2-D motion field in the image plane is given by 2 2 ,
Assuming the camera is moving with vehicle at the translational velocity ( )
x y z t t t = t and angular velocity ( )
, the velocity of a point in the 3-D world is expressed as:
Substituting equation (24) in (23) gives:
If the road is parallel to plane X Z − , the height of the camera H is measurable. Points on the road can be expressed as
Substitute equation (26) in (25) to get: ( )
Experiments
In this section, the vehicle ego-motion estimation method is tested for a rectilinear and a curvilinear road respectively. Two test image sequences are recorded when the vehicle is moving on straight and curved roads. Frames are acquired at 15 fps and processed offline. Camera parameters H and f are given. Since the time interval the length of the lane marker are known, the ground true value of vehicle motion is calculated by matching road markers manually.
Road segmentation & detection
First we test the accuracy of the proposed road segmentation & detection algorithm. Fig. 4 (a) and (b) are two frames acquired when the vehicle is moving on a rectilinear and a curvilinear road. Fig. 4(c) is a typical road area segmentation produced by PCNN, which is smooth and connected. Meanwhile Fig. 4(d) shows disconnected segmentation which is produced in the non-road area. Segmentations with high smooth level are combined to produce the final segmentation and its corresponding pixels will be defined as the road area. Fig. 4 (e) and (f) are segmentation and detection results of a rectilinear road. Fig. 4 (g) and (h) are segmentation and detection results of a curvilinear road. We can see that the proposed algorithm produces reliable road detection results. 
Optical flow Refinement
We test the optical flow refinement algorithm in two consecutive images taken when the vehicle is moving straightforward, as shown in Fig. 5 
Vehicle ego-motion estimation
The ego-motion estimation method is tested respectively when the vehicle is moving on rectilinear and curvilinear roads. A total of 20 consecutive images are analyzed for both situations. Comparison of vehicle ego-motion estimation and ground truth value is shown in Fig. 7 . The solid line represents ground truth and the broken line is the estimated value. When the vehicle is moving straightforward at about 37 km/h, average instantaneous error is 0.49 km/h and average angular error is 0.002 rad/s, as shown in Fig 7. 
Conclusion
In this paper a novel vehicle ego-motion estimation method is described. The method consists of dynamic road detection and optical flow refinement. Firstly Pulse-Coupled Neural Network (PCNN) is used to perform dynamical road segmentation and detection. Then an optical flow refinement algorithm is proposed to produce reliable optical flow. Calculated optical flow is used for vehicle ego-motion estimation. The propose method mainly has the following two advantages over other correlation techniques: 1) Road area is dynamically segmented and detected by using PCNN. Only motion information of the road area is analysed for vehicle ego-motion estimation. Outlier information which may induce error is effectively removed and computation cost is greatly reduced as well. 2) A novel optical flow refinement algorithm is proposed to improve quality of optical flow field by taking neighbouring motion information into account. It eliminates errors induced by noise disturbance and lack of texture in the road area.
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