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Abstract—In this work, we present a method for obtaining
an implicit objective function for vision-based navigation. The
proposed methodology relies on Imitation Learning, Model Pre-
dictive Control (MPC), and Deep Learning. We use Imitation
Learning as a means to do Inverse Reinforcement Learning in
order to create an approximate costmap generator for a visual
navigation challenge. The resulting costmap is used in conjunc-
tion with a Model Predictive Controller for real-time control and
outperforms other state-of-the-art costmap generators combined
with MPC in novel environments. The proposed process allows
for simple training and robustness to out-of-sample data. We
apply our method to the task of vision-based autonomous driving
in multiple real and simulated environments using the same
weights for the costmap predictor in all environments.
Supplementary video: https://youtu.be/WyJfT5lc0aQ
I. INTRODUCTION
In robotics, vision-based control has become a popular
topic as it allows navigating in a variety of environments.
A notable contribution is the ability to work in areas where
positional information such as GPS or VICON data is not
possible to obtain. While vision-based controls are harder to
analytically write equations for when compared to positional-
based controls, it has been shown to work by millions of
humans using it every day.
Using neural networks (NNs) for vision-based control has
become ubiquitous in literature. Drews [1] uses an architecture
that separates the vision-based control problem into a costmap
generation task and then uses an MPC controller for generating
the control. This method allows for the less principled area of
feature extraction and interpretation for autonomous driving to
be done by the NN, and solve the stochastic optimal control
problem in a principled way. This architecture provides better
observability into the learning process as compared to tradi-
tional end-to-end (E2E) control approaches [2]. Additionally,
this decouples the state estimation and controller, allowing us
to leverage standard state estimation techniques with a vision-
based controller.
In general, most of the NN models suffer from the gener-
alization problem; a trained NN model does not work well
on a new test dataset if the training and testing dataset are
very different from each other. To solve this generalization
problem in new environments, in this work, we focus on
generalizing vision-based control systems to new previously
unseen environments. This will focus on the ability of a
single network to generate reasonable costmaps even in a
novel environment not seen during training. We propose an
automatic way to generate the costmap without requiring
access to a pre-defined costmap or any labels with which
to perform segmentation, classification, or recognition. The
key idea is using a vision-based E2E Imitation Learning (IL)
framework [2]. In this E2E control approach, we only need
to query the expert’s action to learn a costmap of a specific
task. During training, the model implicitly learns a mapping
from sensor input to the control output. Specifically in vision-
based autonomous driving, if we train a deep NN by imitation
learning and analyze an intermediate layer by reading the
weights of the trained network and the activated neurons of it,
we see the mapping converged to extracting important features
that link the input and the output (Fig. 2).
In a broad sense, the convolutional layer parts of the
trained E2E network become a function that extracts important
features in the input scene. This can be viewed as an implicit
image segmentation done inside the deep convolutional neural
network where the extracted features will depend on the task
at hand. For example, if the task is learning to visually track
an object, the network will implicitly find the object as an
important feature. In another case, if the task is to perform
autonomous lane-keeping, the boundaries of the lane will
become important.
Our work is obtaining a costmap based on an intermediate
convolutional layer activation, but the middle layer output
is not directly trained to predict a costmap; instead, it is
generating an implicit objective function related to relevant
features. This allows our work to produce reasonable costmap
on unseen data where direct costmap prediction methods [1]
would fail because the data would be out of their prediction
domain. As an analogy, our method is similar to learning the
addition operator a+b = c whereas a prediction method would
be similar to a mapping between numbers (a, b)→ c.
A. Related Work
In classic path planning of robotic systems, sensor readings
and optimization are all done in a world coordinate frame.
Specifically, monocular vision-based planning has shown a lot
of success performing visual servoing in ground vehicles [1, 3–
6], manipulators [7], and aerial vehicles [8].
Drews et al. [6] learns to generate a costmap from camera
images with a bottleneck network structure using a Long Short
Term Memory (LSTM) layer. This costmap is then given to
a particle filter which uses it as a sensor measurement to
improve state estimation and is also used as a costmap for
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the Model Predictive Control (MPC) controller. Drews [1]
tries to generalize this approach by using a Convolutional
LSTM (Conv-LSTM) [9] and a softmax attention mechanism
and shows this method working on previously unseen tracks.
However, the training of this architecture requires having a
predetermined costmap to imitate and the track it was shown
to generalize to had visually similar components (dirt track
and black track borders) to recognize.
Loquercio et al. [10] constructs a system for vision-based
agile drone flight that generalizes to new environments. They
separate their system into a perception and control pipeline.
The perception pipeline was a Convolutional Neural Network
(CNN), taking in raw images and producing a desired direction
and velocity, trained in simulation on a large mixture of
random backgrounds and gates. By providing many random
textures, the perception pipeline is trained to be more gener-
alized than training on just real data. They show this system
can perform similarly or better than a system trained on real-
world data alone from real drones. However, their method is
still best applied to drones where it is relatively easy to match
a desired direction and velocity.
E2E learning has been shown to work in various lane-
keeping applications [11–13]. However, these methods only
control the steering angle and assume constant velocity. While
this is a valid assumption in most cases of driving, there are
times where the coupling of steering and throttle is necessary
to continue driving on the road.
Ollis et al. [14] proposed an image-space approach: planning
a path for a ground-based robot in the image-space of an
onboard monocular camera. This technique is most related
to our approach since they applied a learned color-to-cost
mapping to transform a raw image into a costmap-like image,
and performed path planning directly in the image space.
B. Contribution and Organization
The contributions of this work are threefold:
• We introduce a novel inverse reinforcement learning
method which approximates a cost function from an
intermediate layer of an end-to-end policy trained with
imitation learning.
• We perform a sampling-based stochastic optimal control
in image space, which is perfectly suitable for our driver-
view binary costmap.
• Compared to state-of-the-art methods, our proposed
method is shown to generalize by generating usable
costmaps in environments outside of its training data.
The remaining of the paper is organized as follows: In
Section II, we briefly review some preliminaries used in our
work with some literature reviews. Section III introduces the
Model Predictive Path Integral (MPPI) control algorithm in
image space and in Section IV-C, we introduce our Approx-
imate Inverse Reinforcement Learning algorithm. Section V
details vision-based autonomous driving experiments with
analysis and comparisons of the proposed methods. Finally,
we conclude and discuss future directions in Section VI and
Section VII.
II. PRELIMINARIES
A. Inverse Reinforcement Learning
Markov Decision Processes (MDPs) are used as a frame-
work for modeling both Reinforcement Learning (RL) and In-
verse Reinforcement Learning (IRL) problems [15]. An MDP
is generally formulated as the following tuple (X,U, T,R, γ)
where X is the space of possible states, U is the space of
possible actions, T (x′|x, u) is the transition function from state
x to x′ using action u, R(x, u, x′) is the reward for going to
state x′ from x using action u, and γ is the reward discount
factor. In RL, the reward function R is unknown to the learning
agent; it receives observations at time t of the reward, rt, by
moving through X and U . The goal of RL is to learn a policy
pi : X → U that achieves the maximum expected reward∑
t=1 γ
trt.
In IRL, there is an unknown expert policy, pie, from which
we receive observations in the form of (xt, ut) at time t, acting
according to some optimal reward R∗. IRL is then learning a
reward function Rˆ that describes the expert policy pie [16].
While this formulation can be easy to write, IRL can
be considered a harder problem to solve than RL. There is
generally not a single reward function that can describe an
expert behavior [16]. Assumptions need to be made on the
formulation of the reward function and properly evaluating the
learned Rˆ involves creating a new policy, pie and comparing it
to the observed pie. Creating this pie then requires either solving
or approximating a solution to a new MDP (X,U, T, Rˆ, γ).
Despite these difficulties, IRL can be an extremely useful
tool. If we can approximate a reward function from observa-
tions, we can then train new agents to maximize this reward. It
can be considered similar to IL in that sense, as we could train
agents to perform according to an expert behavior. However,
it is important to note that, unlike in IL, the learning agents
could then potentially outperform the expert behavior. This
is especially true when the expert behavior is suboptimal or
applied in a different environment. Russell [17] and Arora and
Doshi [16] also describes how a learned reward function is
more transferable than an expert policy because as a policy can
be easily affected by different transition functions T whereas
the reward function is can be considered a description of the
ideal policy.
Most of the IRL work in the literature requires one more
pipeline of training to figure out the mapping between the input
trajectories and the reward function. For example, M. Babes
and Subramanian. [18] introduced maximum likelihood ap-
proach to IRL while the maximum entropy approach was
introduced in [19] to find a generative model that yields tra-
jectories that are similar to the expert’s. They find a weighted
distribution of reward basis functions in an iterative way. This
step still requires some hand-tuning; for example, picking
proper basis functions to form the distribution.
However, in our work, we do not need any new design of
basis functions because we learn a policy end-to-end and can
get an approximate Rˆ for ‘free’, i.e. without any hand-tuning.
Since optimal controllers can be considered as a form of
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model-based RL, this Rˆ can then be used as the cost function
that our MPC controller optimizes with respect to.
B. Imitation Learning
RL is one way to train agents to maximize some notion
of task-specific rewards. One of the major problems in RL is
the sample-inefficiency problem: the agents have to explore
the action-state space without any prior knowledge of the
environment or task. However, IL uses supervised learning
to train a control policy and bypass this sample-inefficiency
problem. In IL, a policy is trained to accomplish a specific
task by mimicking an expert’s control policy, which in most
cases, is assumed to be optimal. Accordingly, IL provides a
safer training process. In this work, we will use sections of a
network trained with End-to-End Imitation Learning (E2EIL)
using MPC as the expert policy. Literally, E2EIL trains agents
to directly output optimal control actions given image data
from cameras; End(sensor reading) to End(control).
While IL provides benefits in terms of sample efficiency, it
does have drawbacks. Here, we shortly talk about three major
problems in IL.
Generalizability: The training data collected from an opti-
mal expert does not usually include demonstrations of failure
cases in unsafe situations. Ross et al. [20] introduced an online
Data Aggregation (DAgger) method, which mixes the expert’s
policy and the learner’s policy to explore various situations like
-greedy. However, even with the online scheme of collecting
datasets, it is impossible to experience all kinds of unexpected
scenarios. Accordingly, E2EIL is vulnerable to out-of-training-
data. There are little to no guarantees on what a Neural
Network (NN) trained with IL will output when given an input
vastly different from its training set. [21–23] demonstrated
failure cases of deep end-to-end controllers; the controllers
failed to predict a correct label from a novel (out-of-training-
data) input and there was no way to tell the output prediction
is trustworthy without considering the Bayesian technique.
Upper-bounded: The best job a learner can do is capped
by the ability of a teacher since the objective of the IL setting
is to mimic the expert’s behavior.
Interpretability: Since the end-to-end approach uses a to-
tally blackbox model from sensor input to control output, it
loses interpretability; when it fails, it is hard to tell if it comes
from noise in the input, if the input is different from the
training data, or if the model has just chosen a wrong control
output due to ending training prematurely.
From these reasons, E2E IL controllers are not widely used
in the real-world applications, such as self-driving cars. Our
approach provides solutions to these problems by leveraging
the idea of using Deep Learning (DL) only in some blocks of
autonomy, hence becomes more interpretable.
In the case of autonomous driving, given a cost function to
optimize and a vehicle dynamics model, we can compute an
optimal solution via an optimal model predictive controller.
Therefore, the problem simplifies from computing a good
action to computing a good approximation of the cost function.
In this paper, we provide evidence of better performance
than the expert teacher by showing a higher success rate of
task completion when a task requires generalization to new
environments.
C. Model Predictive Path Integral Control
MPC-based optimal controllers provide planned control
trajectories given an initial state and a cost function by
solving the optimal control problem. In general, a discrete-time
optimal control problem whose objective is to minimize a task-
specific cost function J(x,u) can be formulated as follows:
J(xt,ut) = φ(xT) +
T−1∑
t=t0
l(xt,ut). (1)
V (xt0) = minut
[
J(xt,ut)
]
, (2)
subject to discrete time, continuous state-action dynamical
system
xt+1 = F (xt,ut), (3)
where xt ∈ Rn represents the system states at time t, ut ∈
Rm represents the control at time t, φ is the state cost at the
final time T, l is the running cost, and V is the state-value
function. J in this optimal control settings corresponds to the
negative reward (−R) in RL and F corresponds to the state
transition function T in RL. F is assumed to be time-invariant
and a finite time-horizon t ∈ [0, 1, 2, ...T− 1] has the unit of
time determined by the control frequency of the system. The
optimal control is solved in a receding horizon fashion within
an MPC framework to give us a real-time optimal control
sequence u0,1,2,...T−1.
We choose to use a sampling-based stochastic optimal
controller MPPI [24] because it can operate on non-linear
learned dynamics and can have non-convex cost functions.
This enables us to run the controller directly on the output
costmap of the network. Furthermore, it enables using arbitrary
learned dynamics for a given system. Therefore, for our
approach to generalize to a completely different dynamical
environment, we simply need to change the dynamics used by
MPPI and the approach continues to work.
MPPI outputs the optimal control sequence given a cost
function. Sequences of control vectors are sampled around
a nominal trajectory and are propagated forward ∆t in time
using the dynamics model to generate state-action pairs that
are input into the cost function. Then a cost weighted average
is computed over the sampled controls. This result is shifted
down a time step and used as the nominal trajectory to sample
controls from in the next optimization round. Each trajectory
has a time horizon of T. The optimization can be repeated
K times. The exploration variance Σ represents the variance
of the zero-mean Gaussian that MPPI uses when sampling
random controls.
For the navigation task, our cost function will follow a
similar format as in [1] with the squared cost on the desired
speed since we are operating at low speeds. Also φ(xT) = 0
in this application. The running cost function at time t, which
does not penalize the control, is as shown in Eq. (4):
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l(xt) = Cs(vdx − vx,t)2 + γt · CcI(xt), (4)
where Cs, Cc are coefficients that represent the penalty applied
for speed and crash, respectively. I is an indicator function that
returns 1 if the vehicle position in the image space is on top of
the high-cost region or another reason would cause the vehicle
to crash, and returns 0 otherwise. vx and vdx are measured body
velocity in the x direction and desired velocity respectively. γt
is a discount. Obstacle checking is implemented as a costmap
lookup, since this gives computational efficiency. How we
convert an image into a costmap that can be queried by MPPI
is covered in Section III.
For this navigation task, we followed the same definition
of the system state and control in the MPPI paper [24] and
[1]: x = [x, y, yaw, roll, vx, vy, ˙yaw] is the vehicle state in a
world coordinate frame and u is [throttle, steering].
III. MPPI IN IMAGE SPACE
We used MPPI [24] as an expert in IL and also an optimal
controller for testing our costmap like in [1, 5, 6]. It is
important to note that near-perfect state estimation and a GPS
track map is provided when MPPI is used as the expert, but as
in [1], only body velocity, roll, and yaw from the state estimate
is used when it is operating using vision.
Image space from a mounted camera on a robot is a local
and fixed frame; i.e. the state represented in the image space
is relative to the robot’s camera.
MPPI uses a data-driven neural network model as a vehicle
dynamics model. The data-driven neural network model takes
in time, control and state (roll, body frame velocity in x,y and
yaw rate) information as an input, and outputs the next state
derivatives as described in [24].
Since we are planning an optimal path given a costmap
image in first-person-view, the vehicle’s future state trajectory
described in the world coordinates must be transformed into a
2D image in a moving frame of reference. This coordinate
transformation technique is widely used in 3D computer
graphics [25]. The coordinate transformation consists of 4
steps:
World→ Robot→ Camera→ Film→ Pixel.
In this work, we follow the convention in the computer
graphics community and set the Z (optic)-axis as the vehicle’s
longitudinal (roll) axis, the Y-axis as the axis normal to the
road, the positive direction being upwards, and the X-axis as
the axis perpendicular on the vehicle’s longitudinal axis, the
positive direction pointing to the right side of vehicle.
Let us define roll, pitch, yaw angles as φ, θ, ψ and the
camera (vehicle) position Ucam, Vcam,Wcam in the world
coordinates. The camera focal length is defined as f . Then,
we construct the rotation matrices around the U, V, W-axis
RU , RV , RW , the translation matrix Ttl, the robot-to-camera
coordinate transformation matrix Tr→c and the projection
matrix Tc→f→p as:
RU =
1 0 00 cosφ −sinφ
0 sinφ cosφ
 , RV =
 cosθ 0 sinθ0 1 0
−sinθ 0 cosθ
 ,
RW =
cosψ −sinψ 0sinψ cosψ 0
0 0 1
 , Ttl =
1 0 0 −Ucam0 1 0 −Vcam
0 0 1 −Wcam
 ,
Tr→c =
0 1 00 0 1
1 0 0
 , Tc→f→p = [f/Z 0 oX/Z0 f/Z oY /Z
]
,
(5)
where the projection matrix Tc→f→p projects the point
(X,Y, Z) in the camera coordinates into the film coordinates
using the perspective projection equations from [25] and the
offsets oX and oY transform the film coordinates to the pixel
coordinates by shifting the origin.
The total rotation matrix is computed as
R = RWRVRU ∈ R3×3 (6)
and the matrix Tw→r, transforming the world coordinates to
the robot coordinates by translation and rotation, is calculated
as
Tw→r = RTtl ∈ R3×4. (7)
Then, after converting the X,Y,Z-axes to follow the con-
vention in the computer vision community through Tr→c, the
projection matrix Tc→f→p converts the camera coordinates to
the pixel coordinates. Finally, we get the T matrix, which
transforms the world coordinates to the pixel coordinates:
T = Tc→f→pTr→cTw→r ∈ R2×4. (8)
To obtain the vehicle (camera) position in the pixel coordi-
nates (u,v):
[
u′
v′
]
= T

Ucam
Vcam
Wcam
1
 . (9)
However, this coordinate-transformed point [u′, v′] in the
pixel coordinates has the origin at the top left corner of the
image. In our work, as we deal with the state trajectory of
the vehicle, we define the new origin at the bottom center of
the image [w2 , h], where h and w represents the height and
width of the image, and rotate the axes by switching u′ and
v′. Finally, we subtract [v′, u′] from [w2 , h] and get the final
[u, v]: [
u
v
]
=
[
w/2
h
]
−
[
v′
u′
]
. (10)
We still use the same system dynamics in Eq. (3) for
model prediction, where x = [x, y, yaw, roll, vx, vy, ˙yaw]
is the vehicle state in a world coordinate frame and u
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is [throttle, steering]. In other words, MPPI still plans in
regular driving space, in the world coordinates.
Through the coordinate transform at every timestep, the
MPPI-planned final future state trajectory mapped in image
space on our costmap looks like Fig. 1.
We use the total cost function Eq. (1) with a running cost
Eq. (4) and zero terminal cost for an autonomous driving task.
In this formulation of MPPI, two cost terms predominate:
speed and track-related crash costs. The track cost depends
on the costmap and it is a binary grid map (0, 1) describes
occupancy of features we want to avoid driving through, e.g.
track boundaries or lane boundaries on the road. Going off the
image plane does not have a cost associated with it.
Fig. 1. MPPI in image space. The green trajectory is the MPPI-planned future
state trajectory in image space. The black and white background represents
the costmap that MPPI is optimizing.
IV. METHODS
In this work, we introduce a method for an inverse re-
inforcement learning problem and the task is vision-based
autonomous driving. More specifically, we focus on lane-
keeping and collision checking like in [1, 2, 5, 6, 12]. The
following methods are evaluated in Section V.
A. End-to-End Imitation Learning for Autonomous Driving
Pan et al. [2] constructed a CNN that takes in RGB images
and spits out control actions of throttle and steering angles for
an autonomous vehicle. It was trained using DAgger on data
provided by an expert MPC controller. While it can achieve
aggressive driving targets and was shown to handle various
lighting conditions on the same track, it in general does not
generalize to brand new tracks. This is most likely due to the
images creating a feature space not seen in training. While
the last layers may not be able to choose the proper action,
intermediate layers still perform some feature extraction. This
feature extraction is further discussed in Section IV-C.
B. Attention-based Costmap Prediction
Drews [1] provides a template NN architecture and training
procedure to try to generalize costmap prediction to new
environments in a method we call Attention-based Costmap
Prediction (ACP). The concise description of this work is
to create a NN that can take in camera images and output
a costmap used by a MPC controller. The major contribu-
tions over [5, 6] are using a Conv-LSTM layer to maintain
the spatial information of states close together in time as
well as a softmax attention mechanism applied to sparsify
the Conv-LSTM layer. They show that the attention image
mimics areas where humans focus when driving a vehicle,
which provides evidence of a generalization technique similar
to humans. The costmap generated by this NN architecture
is then provided to an MPPI controller. By separating the
perception and low-level control into two robust components,
this system can be more resilient to small errors in either.
Their final model is trained on a mixture of real datasets of
a simple racetrack as well as simulation datasets from a more
complex track. The full system is then able to drive around
the real world version of the complex track in an aggressive
fashion without crashing. It is the most generalized method
for achieving autonomous driving in new environments that
the authors of this paper have found in the literature.
C. Approximate Inverse Reinforcement Learning (AIRL)
Our method can be considered a mixture of the two previ-
ously mentioned; we will be using both E2EIL and an MPC
controller. Although our work relies on E2EIL and MPC,
we tackle a totally different problem: IRL from E2EIL. Our
main contribution is learning an approximate, ‘generalizable’
costmap ‘from’ E2EIL with a minimal extra cost of adding
a binary filter. On top of this AIRL, we perform MPC in
image space (Section III) with a real-time-generated agent-
view costmap. To repeat our problem statement, it is an inverse
reinforcement learning problem of learning a cost function and
the task is autonomous driving.
We extract middle convolutional layers from the trained
E2EIL network and use them as a costmap for MPC. The
averaged activation map (heat map) of each pixel in the
middle layer of E2EIL network is used to generate a costmap.
Pixel-wise heatmaps or activation maps have been widely
used to interpret and explain the NNs predictions and the
information flow, given an input image [26, 27]. After training,
each neurons activation from the middle layer tells us the
relevance of input, important features (Fig. 3a), and output.
We interpret this intermediate stage, the activated heatmap,
as important features, which relates the input and the output.
Under the optimal control settings, we view these relevant
features as cost function-related features, the intermediate step
between the observation and the final optimal decision.
Our proposed approach requires one assumption: just like
typical IL settings, we assume the expert’s behavior is optimal.
In this work, we used a model predictive optimal controller,
MPPI [24], as the expert for E2EIL. This is similar to [1]
in that we have separated the perception pipeline from the
controls.
The training process is the same as the E2EIL controller;
AIRL only requires a dataset of images, wheel speed sensor
readings, and the expert’s optimal solution to train a costmap
model (see Fig. 2). The input image size is 160 × 128 × 3
and the output costmap from the middle layer is 40×32. This
2D costmap comes from taking the average of the activated
neurons with respect to all 128 kernels (128× 40× 32× 3→
40×32×3), and converting the 3D RGB channel into greyscale
(40 × 32 × 3 → 40 × 32). This is then resized to 160 × 128
for MPPI.
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Unlike [1, 5, 6], our method does not require access to a
predetermined costmap function in order to train. Also, due to
the fact that E2EIL can be taught from human data only [12],
our approach can learn a cost function even without teaching
specific task-related objectives to a model.
2x2	max	pooling
3x3	convolution+ReLU
fully	connected+ReLU
linear
Used	for	Training
Used	for	Testing
MPPI
Costmap
Steering
Throttle
32	filters
RGB	image
64	filters
128	filters +
Wheel	speed
Steering
Throttle
Fig. 2. Blue box: The same structure used in [2] for IL training. For IRL
testing, only the red-dashed part, from the image input to the second max
pooling layer is used. This middle layer internally and implicitly learns the
mapping from an input image to important features, which can be used as a
costmap.
We would like to use all of the activated middle layer
neurons to generate a costmap, but the magnitude of the
activation is different for each feature. Since we consider all
the activated features important for a costmap, we add a binary
(0 or 1) filter. The binary filter outputs 1 if the activation is
greater than 0. In this way, we equally regard all the activated
features as important ones. Adding a binary filter may look like
a simple step, but this is the biggest reason why our costmap
generation is stable while the E2E controller fails. Details will
be discussed in Section VI.
Furthermore, for safe navigation, there are two ways to
make collision-free navigation. One way is to assume the
robot to be larger than its actual size; this is equivalent to
putting safety margins around the robot. The other way is
to assume the obstacles to be larger than their real size,
making the optimal path planning more conservative in the
real world. Both approaches will result in a similar behavior
of collision-averse navigation, but since our paper focuses on
generating a costmap, we introduce a 3 × 3 Gaussian blur
filter on the costmap so that the pixels around the objects are
also highlighted and a trajectory crossing them is penalized
(Fig. 3c). This Gaussian blur is tunable, so the costmap
also becomes tunable to match a user-defined risk-sensitivity.
Increasing the size of the blur will generate a more risk-averse
costmap for an optimal controller. As a result, with a risk-
sensitive costmap, the optimal controller drives the vehicle in
low-speed while gaining more safety (less collisions). On the
other hand, risk-neutral costmap allows the vehicle to drive at
a high speed, but results in more risky behavior (e.g. driving
too close to the road boundaries). We also tested blurring the
features in the input image space, so that the pixels close to
the important features are also relevant. As expected, it showed
similar results compared to putting a Gaussian blur filter. The
approaches introduced in this paragraph are the extensions of
the vanilla AIRL method and can be used in the risk-sensitive
control case. In the next section, we show the experimental
results of the vanilla AIRL and leave some room for the risk-
sensitive version for future works.
(a) (b) (c)
Fig. 3. The two-step filtering process of making a safety-considered costmap.
(a) is the original output from the deep CNN middle layer. The white colored
pixels are the activated neurons averaged among the convolution filters. After
applying a binary filter (b), the white pixels have a cost of 1 and the black
ones have a cost of 0. Finally a Gaussian blur of 3× 3 is applied in (c)
V. EXPERIMENTS
We compare the methods mentioned in Section IV on the
following scenarios:
1) Track A (real world complex track)
2) Track C (real world pavement)
3) Track B (real world oval track)
4) Track D (gazebo, simulated Track B)
5) Track E (gazebo, simulated)
6) TORCS driving simulator
7) KITTI dataset
For a fair comparison, we trained all models with the
same dataset used in [6]. The data set consists of a vehicle
running around a 170m-long track shown in Fig. 4 as Track
A. It includes various lighting conditions, and views on the
track. Also shown in the supplementary video1, the testing
environment includes different lighting/shadow conditions and
all the ruts, rocks, leaves, and grass on the dirt track provide
various textures. With a learning rate of 0.001, Adam [28]
was used as an optimizer in Tensorflow [29]. The learning
converged with a training loss of 4e−3 after 400 epochs. The
rest of this section will explore how each method performed
on each track. These methods were compared over various
real and simulated datasets including the TORCS open source
driving simulator [30] dataset and the KITTI dataset [31]. For
the TORCS dataset, we used the baseline test set collected by
[32]. All hardware experiments were conducted using the 1/5
scale AutoRally autonomous vehicle test platform [33].
1 https://youtu.be/WyJfT5lc0aQ
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(a) The test vehicle (b) Track A
(c) Track B (d) Track C
(e) Track D (f) Track E
Fig. 4. a) The 1/5 scaled ground vehicle used for experiments and b) the
track used for training (Track A) and c-g) tracks used for testing (Track B,
C, D, and E) Track D and E are from the ROS Gazebo simulator. Note that
Track E is a simulated version of Track A, and Track D is a simulated version
of Track B.
A. Costmap Prediction
We first ran our costmap models AIRL and ACP on various
datasets to show reasonable outputs in varied environments.
The datasets used are KITTI, TORCs, Track A, Track B, and
Track C as shown in Fig. 3. AIRL produced costmaps that are
interpretable by humans. The predicted costmap of the ACP
is interpreted similarly to our method. The vehicle is located
at the bottom middle of the costmap and black represents the
low-cost region, white represents the high-cost. The difference
is that ACP produces a top-down-view/bird-eye-view costmap,
whereas our method, AIRL, produces a driver-view costmap.
ACP produced clear cost maps models in Track A (which it
was trained on) and Track C, though Track C’s costmap was
incorrect. These results show an inability for ACP to generalize
to varied different environments whereas our method produces
similar looking costmaps throughout.
B. Autonomous Driving
We then took all three methods and drove them on Tracks
B, C, D, and E.For Tracks B, D, and E,we ran each algorithm
in both clockwise and counter-clockwise for 20 lap attempts
and measured the average travel distance. We can see in
Fig. 7, that our approach was the only method that was able
to finish the whole lap of driving Track B and D.Compared to
other methods, AIRL tended to hug track boundaries closely,
presumably because of the sparsity of our costmaps. We note
in Section V-C a failure state of our method and potential
reasons for it.
Fig. 5. From Top: KITTI, TORCS, Track A, Track B, and Track C. Left
Column: Resized and cropped input image. Middle Column: AIRL (ours)
costmap generation without a blur filter. Right: Direct costmap prediction
from ACP. E2EIL does not provide a costmap output so it is not pictured
here. Note that ACP works well on Track A data, which it was trained on.
The parameters we used for AIRL’s MPPI in image space
for all trials are as follows: K = 2, vdx = 5.0m/s for
off-road driving, vdx = 2.5m/s for on-road driving, ∆t =
0.02,T = 60,Σsteer = 0.3,Σthrottle = 0.35, Cspeed = 1.8,
and Ccrash = 0.9. T was set to correlate to approximately 6m
long trajectories, as this covers almost all the drivable area in
the camera view (see Fig. 1).
ACP failed to drive more than half of Track B because the
predicted costmap was not stable as seen in Fig. 5. We ensured
that the poor performance of ACP was not due to improper
tuning of MPPI by training another model of [1] on Track B
data only. We then tuned MPPI with this model and drove it
around Track B successfully for 10 laps straight before being
manually stopped. After this verification of MPPI parameters,
we applied the same parameters to ACP. Unfortunately, we did
not see the same track coverage with properly tuned MPPI.
When looking at the costmaps generated from ACP in Fig. 6,
we can see that the model trained on Track A is not generating
a clear costmap.
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Fig. 6. Costmap prediciton differences of ACP due to different training data
on Track B. Left: Resized and cropped input image from Track B. Middle:
costmap prediction from ACP trained on Track B. Right: costmap prediction
from ACP trained on Track A.
Overall, ACP performed best on Track E, which is a
simulated version of the track it was trained upon, Track A.
The other Tracks have a similar issue to Track B, i.e. unclear
costmaps.
Fig. 7. Generalization results of autonomous driving on tracks outside of
the training dataset.
Surprisingly, E2EIL was able to drive up to half of a lap on
Track B. In all of the sim datasets (Tracks D and E), it did
not move. This is most likely due to images not matching the
training distribution of images. The ability to drive on Track
B is most likely due to the images being somewhat similar to
Track A as can be seen in Fig. 5.
We also verified the generalization of each method at a
totally new on-road environment, Track C. We made a 30m-
long zigzag lane on the tarmac to look like a real road
situation. Since the training data was collected at Track A
(Fig. 4b), an off-road dirt track, the tarmac surface is totally
new; in addition, the boundaries of the course changed from
black plastic tubes to taped white lanes (Fig. 4d). The width
between the boundaries varied from 0.5 m to 1.5 m and was
in general much tighter than the off-road tracks. Moreover,
we ran our algorithm in the late afternoon, which has very
different lighting conditions compared to the training data as
seen in Fig. 5.
Even under this large change of environments, AIRL with
MPPI was still able to accomplish a lane-keeping task most
of the time, whereas the other two methods, E2EIL and ACP
immediately failed the task.
C. Failure case
From Track E, we report a failure case of our method where
the vehicle could not proceed to move forward. Fig. 8 shows
the case where at a specific turn, the optimal controller does
not provide a globally optimal solution because the costmap
it tries to solve does not include any meaningful or useful
information to make a control decision.
Fig. 8. Left: Input image to AIRL. Right: Predicted costmap, which is not
able to tell MPPI which direction to take.
VI. DISCUSSION
A. Why did other methods fail?
If we split the typical autonomy pipeline in two, we can
split it into a) a pipeline from sensor measurements to task-
specific objective functions generation, and b) a pipeline from
objective functions to corresponding optimal path and control.
In the costmap learning approach ACP, Drews [1] uses deep
learning to replace the pipeline a), and uses an MPC controller
to handle b). However, if the first pipeline fails to produce a
correct objective function, the second part of path planning
will calculate a wrong result and fail the task, no matter how
well the controller or path planner is tuned. In our experiments,
we saw this happens frequently (Fig. 5) and we analyze
that this false prediction is came from the input image. The
input might be new to the network, i.e. the training data did
not include that specific image, or the trained network did
not correctly learn the mapping from those input data to a
corresponding output.
Our approach also replaces the first pipeline a) with deep
learning, but it always outputs a correct costmap through AIRL
no matter whether the input is corrupted or new. In E2EIL, al-
though the middle layer outputs meaningful features/heatmap,
a small change of each middle layers activation coming from
a novel input results in a random or false NN output. For this
reason, we cannot use the whole (same) architecture and its
weights used in the E2EIL training phase. However, without
throwing it away, we can still use the CNN portion of the
original network for feature extraction, which shows great
generalizability after applying the binary filter we introduced
in the AIRL costmap generation step. As a result, in AIRL,
a small change of the activated heatmap does not affect the
final costmap.
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B. Comparison to a simple road detection method
A binary road-detection network + MPPI might perform
as well as our proposed approach. However, a road-detection
network requires manual labeling of what is a road and what
is not. Also, to train a network which predicts the road, we
would have to cover all possible kinds of roads to have good
generalizability, but which increases the amount of labeling
required dramatically. Our approach uses the imitation learning
framework, which does not require any extra labeling, and
learns the task-related costmap which generalizes to various
kinds of roads.
C. Max Speed compared to [1]
In [1], the authors set the target velocity to almost twice as
fast as our settings. They were able to do this for many reasons.
First, predicting drivable area [1] rather than obstacles (our
approach) lends itself to faster autonomous racing. Second, the
costmap generated in [1] has more gradient information than
our binary costmap. This allows MPPI to compute trajectories
that are better globally. Third, the myopic nature of our
algorithm is the main reason why our algorithm cannot go
as fast as [1]. Our approach finds a locally optimal solution
given a drivable costmap in front of the agent. Unlike our
approach, [1] specifically trained a costmap predictor to predict
a costmap 10-15m ahead with a pre-defined global costmap
although the camera could not see that far ahead.
D. Beyond Autonomous Driving
Any vision-based MDP problems, especially for camera-
attached agents (e.g. manipulator, drone), are possible appli-
cations of the proposed approach. For a manipulator reaching
task or a drone flying task with obstacle avoidance, and after
imitation learning of the tasks, our middle layer heatmap will
output a binary costmap composed of specific features of
obstacles (high cost) and other reachable/flyable regions (low
cost). With these cost maps, an optimal MPC controller can
run in image space as in Section III.
E. Future Directions
Our idea of extracting middle layers of CNNs and using
them as a costmap generator can be used to boost the train-
ing procedure of end-to-end controllers; if we use a known
costmap to train an end-to-end controller, using moment
matching like in [18, 19], we can train a deep CNN controller
with two loss functions, one to fit a costmap in the middle layer
and the other with the final action at the output. In this way,
the end-to-end model will simultaneously learn the costmap
internally and the optimal policy explicitly and become more
robust under new or different environments.
Similar to the max speed problem in Section VI-C, our
proposed method has a problem being too myopic. It works
well in navigation along with a model predictive controller,
but the MPC only solves an optimization problem with a local
costmap. To solve this problem, we can incorporate a recurrent
framework so that we can predict further into the future and
find a better global solution.
The problem of driving too close to the road boundaries or
obstacles can be solved by introducing a risk-sensitive AIRL
with a blur filter introduced in Section IV-C, but we can also
solve the problem by converting our binary costmap to have
smooth gradient information like in [1]. This will help MPPI or
any gradient-based optimal controller to find a better solution
which drives the vehicle to stay in the middle of the road (the
lowest cost area).
VII. CONCLUSION
We introduced an Approximate Inverse Reinforcement
Learning framework using deep Convolutional Neural Net-
works. Transferring middle layers of an IL-trained network as
a cost function holds the promises to automate the feature ex-
traction and cost function design for other vision-based tasks.
The proposed method allows to avoid manually designing a
cost map that is generally required in supervised learning.
Our approach outperforms other state-of-the-art vision and
deep-learning-based controllers in generalizing to new envi-
ronments.
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