Multiple positive solutions of nonlinear Neumann problems with time and space singularities  by Yao, Qingliu
Applied Mathematics Letters 25 (2012) 93–98
Contents lists available at SciVerse ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Multiple positive solutions of nonlinear Neumann problems with time
and space singularities
Qingliu Yao
Department of Applied Mathematics, Nanjing University of Finance and Economics, Nanjing 210003, PR China
a r t i c l e i n f o
Article history:
Received 22 August 2010
Received in revised form 27 May 2011
Accepted 1 June 2011
Keywords:
Singular differential equation
Neumann boundary value problem
Positive solution
Existence and multiplicity
a b s t r a c t
Allowing the nonlinear term to be singular with respect to both the time and space
variables, we consider the positive solutions of a nonlinear Neumann boundary value
problem. By constructing two height functions and estimating the integrations of these
height functions, the existence and multiplicity of positive solutions are established.
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1. Introduction
Let 0 < λ < π2 be a positive constant and ξ ∈ C(0, 1) ∩ L1[0, 1]. We consider the following nonlinear second-order
Neumann boundary value problem
(P)

u′′(t)+ λ2u(t) = f (t, u(t))+ ξ(t), 0 < t < 1,
u′(0) = u′(1) = 0.
In this paper, the function u∗ ∈ C[0, 1] is called a positive solution of the problem (P) if u∗(t) satisfies (P) and u∗(t) > 0, 0 ≤
t ≤ 1.
Neumann boundary value problems canmodel a class of important physical phenomenawhose gradients equal to zero at
boundary points. In recent years, nonlinear second-order Neumann boundary value problems have attracted the attention
of many researchers; for example, see [1–8] and the references therein.
In order to study the problem (P), we list some necessary symbols. Let G(t, s) be the Green function of the homogeneous
linear problem
u′′(t)+ λ2u(t) = 0, 0 ≤ t ≤ 1, u′(0) = u′(1) = 0,
that is
G(t, s) =

cos λ(1− t) cos λs
λ sin λ
, 0 ≤ s ≤ t ≤ 1,
cos λ(1− s) cos λt
λ sin λ
, 0 ≤ t ≤ s ≤ 1.
LetM = 1
λ sin λ ,m = 1+cos λ2λ sin λ , σ = 1+cos λ2 . Then
M = max
0≤t,s≤1
G(t, s), m = min
0≤t,s≤1G(t, s), σ = m/M.
Additionally, write ξ ∗ = max0≤t≤1
 1
0 G(t, s)ξ(s)ds.
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Very recently, Chu et al. [4] established the following existence theorem concernedwith single positive solution by using
a nonlinear alternative principle of Leray–Schauder. As the authors emphasized, the theorem is applicable to the case where
f (t, u) is singular at u = 0 and ξ(t)may take negative values.
Theorem 1.1. Assume that ξ ∈ C[0, 1] and there exists r¯ > 0 such that the following conditions are satisfied:
(C1) f : [0, 1] × (0, r¯] → [0,+∞) is continuous.
(C2) There exist continuous functions g : (0, r¯] → (0,+∞), h : (0, r¯] → [0,+∞), η : [0, 1] → [0,+∞) such that
(1) g(u) is nonincreasing in u ∈ (0, r¯];
(2) h(u)/g(u) is nondecreasing in u ∈ (0, r¯];
(3) 0 ≤ f (t, u) ≤ η(t)[g(u)+ h(u)], (t, u) ∈ [0, 1] × (0, r¯].
(C3) g(σ r¯)

1+ h(r¯)g(r¯)

max0≤t≤1
 1
0 G(t, s)η(s)ds < r¯ − ξ ∗.
(C4) There exists a continuous function ζ : [0, 1] → [0,+∞) such that max0≤t≤1 ζ (t) > 0 and f (t, u) ≥ ζ (t), (t, u) ∈
[0, 1] × (0, r¯].
(C5) ζ (t)+ ξ(t) ≥ 0, 0 ≤ t ≤ 1 andmax0≤t≤1[ζ (t)+ ξ(t)] > 0.
Then problem (P) has at least one positive solution u∗ with 0 < ‖u∗‖ < r¯ .
The purpose of this paper is to improve Theorem 1.1 by using the localization method in [7,9]. We will consider the
properties of the nonlinear term f (t, u)+ξ(t) on some bounded sets, and establish the existence andmultiplicity of positive
solutions according to these properties. In this paper, we will carry the advantage of Theorem 1.1, namely the function
f (t, u) may be singular at u = 0. Different from Theorem 1.1, we will allow f (t, u) to be singular at t = 0, t = 1 and
lim infu→0+ f (t, u) = −∞, 0 ≤ t ≤ 1. Moreover, we will cancel the condition (C2) and obviously relax the conditions (C1),
(C4) and (C5).
The remaining part of this paper is organized as follows. In Section 2, we will transform the problem (P) into an
integral equation and prove that the related integral operator is completely continuous. In Section 3, we will introduce
two height functions to describe the growth feature of the nonlinear term f (t, u)+ ξ(t) on the bounded sets with the form
of (0, 1)× [σ r, r]. After that, by estimating the integrations of these height functions and applying the Guo–Krasnosel’skii
fixed point theorem of cone expansion–compression type, we will establish several local existence theorems. In Section 4,
we will verify that Theorem 1.1 is a special case of main results and illustrate that our improvements are true and essential
by an example.
2. Preliminaries
Let 0 < r1 < r2. We call that the function f (t, u) satisfies the assumptions (H1)–(H3) on the set (0, 1)× [σ r1, r2] if
(H1) f : (0, 1)× [σ r1, r2] → [0,+∞) is continuous.
(H2) There exists a nonnegative function jr2r1 ∈ C(0, 1) ∩ L1[0, 1] such that f (t, u) ≤ jr2r1(t), (t, u) ∈ (0, 1)× [σ r1, r2].
(H3) f (t, u)+ ξ(t) ≥ 0, (t, u) ∈ (0, 1)× [σ r1, r2].
If f (t, u) satisfies (H1) on (0, 1)×[σ r1, r2], then f (t, u) is local continuous only on the set (0, 1)×[σ r1, r2] and therefore
may be singular at t = 0, t = 1 and u = 0. So, the problem (P) has the singularities of time and space.
Let C[0, 1] be the Banach space with norm ‖u‖ = max0≤t≤1 |u(t)| and K = {u ∈ C[0, 1] : u(t) ≥ σ‖u‖, 0 ≤ t ≤ 1}.
Then K is a cone of nonnegative functions in C[0, 1]. Write
Ω(r) = {u ∈ K : ‖u‖ < r}, ∂Ω(r) = {u ∈ K : ‖u‖ = r}.
If f (t, u) satisfies the assumptions (H1)–(H3) on the set (0, 1)× [σ r1, r2]. Define the operator T as follows
(Tu)(t) =
∫ 1
0
G(t, s)[f (s, u(s))+ ξ(s)]ds, 0 ≤ t ≤ 1, u ∈ Ω(r2) \Ω(r1).
Obviously, Tu is well defined and Tu ∈ C[0, 1].
Lemma 2.1. Suppose that f (t, u) satisfies the assumptions (H1)–(H3) on the set (0, 1)×[σ r1, r2]. Then T : Ω(r2)\Ω(r1)→ K
is completely continuous.
Proof. By the assumption (H2), there exists a nonnegative function jr2r1 ∈ C(0, 1)∩L1[0, 1] such that f (t, u) ≤ jr2r1(t), (t, u) ∈
(0, 1)×[σ r1, r2]. Let u ∈ Ω(r2) \Ω(r1). Then σ r1 ≤ σ‖u‖ ≤ u(t) ≤ ‖u‖ ≤ r2, 0 ≤ t ≤ 1. So f (t, u(t)) ≤ jr2r1(t), 0 < t < 1.
Let un, u0 ∈ Ω(r2) \ Ω(r1) and ‖un − u0‖ → 0. Then limn→∞ un(t) = u0(t), 0 ≤ t ≤ 1. By the assumption (H1),
limn→∞ f (t, un(t)) = f (t, u0(t)), 0 < t < 1. By the assumption (H2), |f (t, un(t)) − f (t, u0(t))| ≤ 2jr2r1(t), 0 < t < 1.
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Applying the Lebesgue dominated convergence theorem ([10], Theorem 2.1), we get that
lim
n→∞ ‖Tun − Tu0‖ = limn→∞ max0≤t≤1
∫ 1
0
G(t, s)[f (s, un(s))− f (s, u0(s))]ds

≤ M lim
n→∞
∫ 1
0
|f (s, un(s))− f (s, u0(s))|ds
= M
∫ 1
0
lim
n→∞ |f (s, un(s))− f (s, u0(s))|ds = 0.
This shows that T : Ω(r2) \Ω(r1)→ C[0, 1] is continuous.
By the assumption (H3), f (t, u(t))+ ξ(t) ≥ 0, 0 < t < 1. It follows that, for any u ∈ Ω(r2) \Ω(r1), one has,
‖Tu‖ = max
0≤t≤1
∫ 1
0
G(t, s)[f (s, u(s))+ ξ(s)]ds ≤ M
[∫ 1
0
jr2r1(s)ds+
∫ 1
0
|ξ(s)|ds
]
.
This shows that the set T (Ω(r2) \Ω(r1)) is uniform bounded in C[0, 1].
Direct computations give
|G(t1, s)− G(t2, s)| ≤ |t1 − t2|, 0 ≤ t1, t2, s ≤ 1.
So, for any u ∈ Ω(r2) \Ω(r1) and 0 ≤ t1 ≤ t2 ≤ 1,
|(Tu)(t1)− (Tu)(t2)| ≤
∫ 1
0
|G(t1, s)− G(t2, s)| [f (s, u(s))+ ξ(s)] ds
≤ max
0≤s≤1
|G(t1, s)− G(t2, s)|
[∫ 1
0
jr2r1(s)ds+
∫ 1
0
|ξ(s)|ds
]
≤
[∫ 1
0
jr2r1(s)ds+
∫ 1
0
|ξ(s)|ds
]
|t1 − t2|.
This shows that the set T (Ω(r2) \Ω(r1)) is equicontinuous in C[0, 1].
Additionally, for any u ∈ Ω(r2) \Ω(r1) and 0 ≤ t ≤ 1
(Tu)(t) ≥ m
∫ 1
0
[f (s, u(s))+ ξ(s)]ds = σ
∫ 1
0
M[f (s, u(s))+ ξ(s)]ds
≥ σ max
0≤t≤1
∫ 1
0
G(t, s)[f (s, u(s))+ ξ(s)]ds = σ‖u‖.
Thus T : Ω(r2) \Ω(r1)→ K .
By the Arzela–Ascoli theorem, the operator T : Ω(r2) \Ω(r1)→ K is completely continuous. 
In order to prove main results, we need the following Guo–Krasnosel’skii fixed point theorem of cone expansion–
compression type.
Lemma 2.2. Let X be a Banach space, K be a cone in X. Assume that Ω1,Ω2 are bounded open subsets of K with 0 ∈ Ω1 ⊂
Ω1 ⊂ Ω2, T : Ω2 \Ω1 → K is a completely continuous operator such that either
(1) ‖Tx‖ ≤ ‖x‖, x ∈ ∂Ω1 and ‖Tx‖ ≥ ‖x‖, x ∈ ∂Ω2, or
(2) ‖Tx‖ ≥ ‖x‖, x ∈ ∂Ω1 and ‖Tx‖ ≤ ‖x‖, x ∈ ∂Ω2.
Then T has a fixed point inΩ2 \Ω1.
3. Main results
We introduce the following height functions to describe the growth features of the nonlinear term f (t, u)+ξ(t) on some
bounded sets.
ϕ(t, r) = max{f (t, u)+ ξ(t) : u ∈ [σ r, r]},
ψ(t, r) = min{f (t, u)+ ξ(t) : u ∈ [σ r, r]}.
For the geometric interpretation, ϕ(t, r) is themaximum height function of f (t, u)+ ξ(t) on the set (0, 1)×[σ r, r];ψ(t, r)
is the minimum height function of f (t, u) + ξ(t) on the same set. If f (t, u) satisfies (H1)–(H3) on (0, 1) × [σ r1, r2] and
r1 ≤ r ≤ r2, then ϕ(·, r) and ψ(·, r) are nonnegative integrable on [0, 1].
We obtain the following local existence theorems. Among others, Theorem 3.1 is a basic existence criterion of a positive
solution for the problem (P).
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Theorem 3.1. Suppose that there exist two positive number a < b such that the function f (t, u) satisfies the assumptions
(H1)–(H3) on the set (0, 1)× [σa, b] and one of the following conditions is satisfied:
(a1) max0≤t≤1
 1
0 G(t, s)ϕ(s, a)ds ≤ a andmax0≤t≤1
 1
0 G(t, s)ψ(s, b)ds ≥ b.
(a2) max0≤t≤1
 1
0 G(t, s)ψ(s, a)ds ≥ a andmax0≤t≤1
 1
0 G(t, s)ϕ(s, b)ds ≤ b.
Then problem (P) has at least a positive solution u∗ ∈ K C1[0, 1] C2(0, 1) such that a ≤ ‖u∗‖ ≤ b.
Proof. Without loss of generality, we only prove the case (a1).
If u ∈ ∂Ω(a), then ‖u‖ = a and σa ≤ u(t) ≤ a, 0 ≤ t ≤ 1. So f (t, u(t))+ ξ(t) ≤ ϕ(t, a), 0 < t < 1. It follows that
‖Tu‖ = max
0≤t≤1
∫ 1
0
G(t, s)[f (s, u(s))+ ξ(s)]ds
≤ max
0≤t≤1
∫ 1
0
G(t, s)ϕ(s, a)ds ≤ a = ‖u‖.
If u ∈ ∂Ω(b), then ‖u‖ = b and σb ≤ u(t) ≤ b, 0 ≤ t ≤ 1. So f (t, u(t))+ ξ(t) ≥ ψ(t, b), 0 < t < 1. It follows that
‖Tu‖ ≥ max
0≤t≤1
∫ 1
0
G(t, s)ψ(s, b)ds ≥ b = ‖u‖.
By Lemmas 2.1 and 2.2, the operator T has one fixed point u∗ ∈ Ω(b) \Ω(a). This implies that
u∗(t) = (Tu∗)(t) =
∫ 1
0
G(t, s)[f (s, u∗(s))+ ξ(s)]ds, 0 ≤ t ≤ 1.
According to the assumptions (H2) and (H3), f (t, u∗(t)) + ξ(t) is a nonnegative integrable function on [0, 1]. Successively
differentiating with respect to t on the both sides of the above equality, we get that
(u∗)′(t) =
∫ 1
0
∂
∂t
G(t, s)[f (s, u∗(s))+ ξ(s)]ds, 0 ≤ t ≤ 1,
(u∗)′′(t)+ λ2u∗(t) = f (t, u∗(t))+ ξ(t), 0 < t < 1.
So u∗ ∈ K C1[0, 1] C2(0, 1). Obviously, ∂
∂t G(0, s) = ∂∂t G(1, s) ≡ 0, 0 ≤ s ≤ 1. It follows that (u∗)′(0) = (u∗)′(1) = 0.
Therefore, u∗(t) is a solution of the problem (P), u∗ ∈ K and a ≤ ‖u∗‖ ≤ b. Since u∗(t) ≥ σa, 0 ≤ t ≤ 1, the solution
u∗(t) is positive. 
Theorems 3.2 and 3.3 deal with the multiple positive solutions. The proofs are similar to Theorem 3.1.
Theorem 3.2. Suppose that there exist three positive number a < b < c such that the function f (t, u) satisfies the
assumptions (H1)–(H3) on the set (0, 1)× [σa, c] and one of the following conditions is satisfied:
(b1) max0≤t≤1
 1
0 G(t, s)ϕ(s, a)ds ≤ a,max0≤t≤1
 1
0 G(t, s)ψ(s, b)ds > b andmax0≤t≤1
 1
0 G(t, s)ϕ(s, c)ds ≤ c.
(b2) max0≤t≤1
 1
0 G(t, s)ψ(s, a)ds ≥ a,max0≤t≤1
 1
0 G(t, s)ϕ(s, b)ds < b andmax0≤t≤1
 1
0 G(t, s)ψ(s, c)ds ≥ c.
Then problem (P) has at least two positive solutions u∗1, u
∗
2 ∈ K

C1[0, 1] C2(0, 1) such that a ≤ ‖u∗1‖ < b < ‖u∗2‖ ≤ c.
Theorem 3.3. Suppose that there exist four positive number a < b < c < d such that the function f (t, u) satisfies the
assumptions (H1)–(H3) on the set (0, 1)× [σa, d] and one of the following conditions is satisfied:
(c1) max0≤t≤1
 1
0 G(t, s)ϕ(s, a)ds ≤ a,max0≤t≤1
 1
0 G(t, s)ψ(s, b)ds > b and max0≤t≤1
 1
0 G(t, s)ϕ(s, c)ds < c,max0≤t≤1 1
0 G(t, s)ψ(s, d)ds ≥ d.
(c2) max0≤t≤1
 1
0 G(t, s)ψ(s, a)ds ≥ a,max0≤t≤1
 1
0 G(t, s)ϕ(s, b)ds < b and max0≤t≤1
 1
0 G(t, s)ψ(s, c)ds > c,max0≤t≤1 1
0 G(t, s)ϕ(s, d)ds ≤ d.
Then problem (P) has at least three positive solutions u∗1, u
∗
2, u
∗
3 ∈ K

C1[0, 1] C2(0, 1) such that a ≤ ‖u∗1‖ < b <‖u∗2‖ < c < ‖u∗3‖ ≤ d.
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4. Improvements
In this section, we verify that main results improve Theorem 1.1.
Proposition 4.1. Theorem 1.1 is a special case of Theorem 3.1(a2).
Proof. Suppose that the conditions (C1)–(C5) are satisfied. Let b = r¯, a = min

max0≤t≤1
 1
0 G(t, s)[ζ (s)+ ξ(s)]ds, 12 r¯

.
Then a < b and a > 0 by (C5). Let ζ (t) be the function in (C4). By (C4) and (C5), one has
f (t, u)+ ξ(t) ≥ ζ (t)+ ξ(t) ≥ 0, (t, u) ∈ [0, 1] × [σa, b].
So f (t, u) satisfies the assumption (H3) on [0, 1] × [σa, b]. By (C1), f : [0, 1] × (0, b] → [0,+∞) is continuous. Let
jba(t) = max{f (t, u) : σa ≤ u ≤ b}, 0 ≤ t ≤ 1.
Then jba(t) is a continuous function on [0, 1] and f (t, u) ≤ jba(t), (t, u) ∈ [0, 1]× [σa, b]. So f (t, u) satisfies the assumptions
(H1) and (H2) on [0, 1] × [σa, b].
By the definitions of a and ψ(t, a), one has
ψ(t, a) = min{f (t, u) : σa ≤ u ≤ a} + ξ(t) ≥ ζ (t)+ ξ(t), 0 ≤ t ≤ 1,
max
0≤t≤1
∫ 1
0
G(t, s)ψ(s, a)ds ≥ max
0≤t≤1
∫ 1
0
G(t, s)[ζ (s)+ ξ(s)]ds ≥ a.
By (C2), one has, for 0 ≤ t ≤ 1,
ϕ(t, b) = max{f (t, u) : σb ≤ u ≤ b} + ξ(t)
≤ max{η(t)[g(u)+ h(u)] : σb ≤ u ≤ b} + ξ(t)
≤ η(t)max

g(u)
[
1+ h(u)
g(u)
]
: σb ≤ u ≤ b

+ ξ(t)
≤ g(σb)
[
1+ h(b)
g(b)
]
η(t)+ ξ(t).
Since b = r¯ , by (C3) one has
max
0≤t≤1
∫ 1
0
G(t, s)ϕ(s, b)ds ≤ g(σb)
[
1+ h(b)
g(b)
]
max
0≤t≤1
∫ 1
0
G(t, s)η(s)ds+ max
0≤t≤1
∫ 1
0
G(t, s)ξ(s)ds
< b− ξ ∗ + ξ ∗ = b.
By Theorem 3.1(a2), the proof is completed. 
Example 4.2 demonstrates that our improvements are true and essential.
Example 4.2. Consider the nonlinear Neumann boundary value problem
u′′(t)+ 1
9
π2u(t) = 4 ln u(t)+ ξ(t), 0 < t < 1,
u′(0) = u′(1) = 0.
In this problem λ = 13π, f (t, u) = f (u) = 4 ln u, ξ(t) ≡ 1. So,M = 2
√
3
π
,m = 3
√
3
2π and σ = 34 .
Let a = 4, b = 16. Then σa = 3 and f (u) satisfies (H1)–(H3) on (0, 1)× [3, 16]. Moreover,
ψ(t, 4) = min{4 ln u+ 1 : 3 ≤ u ≤ 4} = 4 ln 3+ 1
≈ 5.3944 > 4.8368 ≈ 8π
3
√
3
= 4m−1,
ϕ(t, 16) = max{4 ln u+ 1 : 12 ≤ u ≤ 16} = 4 ln 16+ 1
≈ 12.0904 < 14.5104 ≈ 8π√
3
= 16M−1.
It follows that
max
0≤t≤1
∫ 1
0
G(t, s)ψ(s, 4)ds ≥ m
∫ 1
0
ψ(s, 4)ds > m · 4m−1 = 4,
max
0≤t≤1
∫ 1
0
G(t, s)ϕ(s, 16)ds ≤ M
∫ 1
0
ϕ(s, 16)ds < M · 16M−1 = 16.
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By Theorem 3.1(a2), the problem has a positive solution u∗ ∈ K and 4 ≤ ‖u∗‖ ≤ 16. However, f (u) and ξ(t) do not
satisfy (C1), (C4) and (C5). Hence, the existence conclusion cannot be derived from Theorem 1.1.
Since limu→+0 f (u) = −∞, the problem has attractive singularity. The example shows that Theorem 1.1 is not applicable
to the problem (P)with the attractive singularity.
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