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Magnetic and transport signatures of Rashba spin-orbit coupling on the ferromagnetic
Kondo lattice model in two dimensions.
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Instituto de F´ısica Rosario y Departamento de F´ısica,
Universidad Nacional de Rosario, Rosario, Argentina
(Dated: July 30, 2014)
Motivated by emergent phenomena at oxide surfaces and interfaces, particularly those involv-
ing transition metal oxides with perovskite crystal structure such as LaTiO3/SrTiO3, we examine
the ferromagnetic Kondo lattice model (FKLM) in the presence of a Rashba spin-orbit coupling
(RSOC). Using numerical techniques, under the assumption that the electrons on localized orbitals
may be treated as classical continuum spins, we compute various charge, spin and transport prop-
erties on square clusters at zero temperature. We find that the main effect of the RSOC is the
destruction of the ferromagnetic state present in the FKLM at low electron fillings, with the con-
sequent suppression of conductivity. In addition, near half-filling the RSOC leads to a departure of
the antiferromagnetic state of the FKLM with a consequent reduction to the intrinsic tendency to
electronic phase separation. The interplay between phase separation on one side, and magnetic and
transport properties on the other, is carefully analyzed as a function of the RSOC/hopping ratio.
PACS numbers: 71.27.+a, 71.70.Ej, 73.20.-r
I. INTRODUCTION
Transition metal oxides (TMOs) are typical strongly
correlated systems because of the available d-orbitals,
and are characterized by a complex interrelation between
charge, spin and orbital degrees of freedom, leading in
turn to remarkable properties such as high-Tc super-
conductivity in cuprates and colossal magnetoresistance
in manganites. The intensive study of these strongly
correlated systems has identified the ultimate origin of
those phenomena as caused by the collective behaviour
of electrons, which could only be captured by appropriate
many-body approaches.
Additional emergent phenomena at the interface be-
tween strongly correlated materials, and particularly
TMOs, or at the surface of such materials, have been
revealed even more recently by a number of theoretical
and experimental studies.1 In essence, this exciting new
physical phenomena is induced by the breaking of the in-
version symmetry, r→ −r, at the interface (or surface)
itself. Also, it is important to notice that by reducing
the spatial dimensionality, to two dimensions (2D) in the
present case, usually enhances the effects of electron cor-
relations as it is well-known in fact by studies on cuprates
and other layered perovskites. As a result of the bro-
ken inversion symmetry, and due to relativistic consider-
ations, it appears the so-called Rashba effect2, which de-
scribes various momentum-dependent spin-splitting pro-
cesses, including spin currents and the spin-Hall effect.3,4
The relativistic or Rashba spin-orbit coupling (RSOC) is
usually stated by the Hamiltonian:5
HSOC = αR(k × σ) · zˆ (1)
where k is the electron momentum, σ the electron spin,
and zˆ is the unit vector normal to the surface or inter-
face. As emphasized in a rather extensive literature, the
Rashba SOC opens new avenues for applications in spin-
tronic devices.6–8 The Rashba coefficient αR is in princi-
ple proportional to the electric field appearing due to the
broken inversion symmetry, and in an appropriate device,
this electric field can also be tuned by an external gate
voltage.
Various types of interfaces between TMOs where
RSOC is present have been studied, mostly involving
SrTiO3
9–12, particularly LaAlO3/SrTiO3
13–15, but also
LaMnO3/SrMnO3 interfaces
1 have been considered. The
contribution of gate tunable RSOC in addition to the in-
plane RSOC of broken symmetry origin, has been mea-
sured in LaAlO3/SrTiO3 interfaces.
12,14 A Rashba SOC
has also been reported in devices involving magnetic lay-
ers such as a Co layer with asymmetric Pt and AlOx
interfaces16–18. Experimental indications of Rashba SOC
have also been reported at surfaces in SrTiO3
19 and in
KTaO3
20.
The microscopic description of several transition metal
oxides and heavy fermions is achieved through general-
izations of the ferromagnetic Kondo lattice model21–24
(FKLM) also called the double exchange model partic-
ularly when the Hund exchange coupling is much larger
than the hopping integral. Renewed features and mate-
rials to which this model can be applied are discussed
in Ref. 26. For a large Hund coupling, it is known
that a metallic ferromagnetic (FM) phase up to a fill-
ing ν ∼ 0.8, followed by a tendency towards an anti-
ferromagnetic (AFM) state with semiconducting or in-
sulating properties.25,27–33 Another issue that has been
thoroughly discussed in the context of manganites is the
presence of an instability towards phase separation.29,34
Most of these previous studies have been accomplished
using the highly simplifying hypothesis that the elec-
trons in the localized orbitals behave as classical con-
tinuum spins, which is a reasonable assumption at least
for manganites.35 This assumption allows the use of a
finite-temperature Monte Carlo technique to sample the
2classical spins.27
The main goal of the present study is to determine
how the Rashba spin-orbit coupling affects the magnetic
and transport properties in the 2D FKLM, particularly
in its simplest form when only one conduction electron
orbital is included. Although a quantitative study of in-
terfaces in TMOs and hence a comparison with for exam-
ple transport experiments9 would require a multi-orbital
model,36 we believe that a first effort to qualitatively
understand the effects of the RSOC should start from
the single-orbital FKLM, following the program which
has been pursued for example in the study of mangan-
ites. In fact, as we will show below, the resulting model
Rashba-FKLM presents a highly complex interplay be-
tween magnetic and transport properties which deserves
a careful study before taking into account more involved
multi-orbital models. Due to the increased complexity
implied by the inclusion of the RSOC, we also concen-
trate our study to zero temperature, although actually
most of the previous studies have dealt with essentially
zero-temperature properties. This allows us to study the
RSOC in the full range from zero to infinity, with respect
to the band hopping parameter. The issue of phase sep-
aration will also be addressed in the present effort since
experimental indications for this instability on interfaces
with strong Rashba SOC have also been reported.37
The Kondo lattice model supplemented by a Rashba
spin-orbit coupling for the conduction electrons on the
hexagonal lattice has been recently considered to study
topological and Kondo insulating phases.38 We would
also like to stress that the relativistic Rashba SOC is not
the on-site or atomic spin-orbit interaction usually dis-
cussed in the context of TbMnO3
39, Sr2IrO4
40 or in the
perovskite-like Ruddlesden-Popper series of the ruthen-
ates Srn+1RunO3n+1.
41 This is also the case of recently
studied models for the LaAlO3/SrTiO3 interface.
11 In the
model considered in the present work, the RSOC con-
tributes to the kinetic energy and competes with spin-
conserving hopping term.42 We would like to emphasize
that the above mentioned systems where the RSOC takes
place in ferromagnetic layers16–18 can also be modelled
by the Rashba-FKLM with the localized classical spins
playing the role of FM moments. Finally, materials with
strong RSOC also display many other interesting features
such as the above mentioned topological insulators43–45,
and relativistic Dirac electrons in graphene46 and other
compounds.47,48
The paper is organized as follows. In Sec. II, we intro-
duce our Rashba-Ferromagnetic Kondo Lattice model.
The zero temperature perturbative MC method is de-
scribed in Sec. III. Results for magnetic and transport
properties, and phase separation, for all electron fillings
are presented in Sec. IVA, together with a study of the
effect of magnetic fields and spectral functions which are
performed only at quarter filling.
II. MODEL
It is well-known that in TMOs with perovskite struc-
ture, the originally five-fold degenerate 3d orbitals are
split into three-fold degenerate t2g orbitals xy, yz, zx and
two-fold degenerate eg orbitals x
2−y2, 3z2−r2. The pro-
totypical TMO compounds where the FKLM was applied
are the manganites with occupied t2g orbitals that ap-
pear as localized spins. However in the surface/interfaces
of this material the RSOC is somewhat weak, although
it has been suggested that the spin-spiral state of or-
thorhombic manganites is strongly deformed by their
relativistic spin-orbit interaction.49 In SrTiO3, only the
t2g orbitals are partially occupied and involved in both
hopping and Rashba processes. However, at the sur-
face/interface, the filling of orbitals could change due
to orbital mixing.50,51 More importantly, itinerant elec-
trons in the t2g bands of Ti interact with local mag-
netic moments originating from electrons localized at the
interface,13,52 which could be described by a Rashba-
FKLM as the one here studied. Besides, across an in-
terface, located in the xy plane, due to symmetry con-
straints, the solely surviving hoppings are those involving
zx/zx, yz/yz, and 3z2 − r2/3z2 − r2 orbitals.1 There is
additional complexity at the interface such as dynami-
cal transfer of electrons from the bulk and location of
the interface layer.14,53 A possible effective Rashba cou-
pling has been proposed for Sr2RuO4, where a FKLM
for its d4 orbitals would be appropriate, only within its
chiral superconducting state.54 Finally, the model stud-
ied in the present work could be applied to describe the
observed tilting of magnetic order in the already men-
tioned systems containing a Co layer with asymmetric
interfaces.16–18 In this case, the interaction between lo-
calized spins J (see below) should be strongly ferromag-
netic.
Hence, we believe that important insights on the
physics of perovskite interfaces can be obtained from the
Rashba-FKLM for a single delocalized orbital coupled to
classical localized spins defined by the Hamiltonian:
H1o = H0 +Hint
H0 = −t0
∑
<l,m>,σ
(c†lσcmσ +H.c.) + λSO
∑
l
[c†l+x↓cl↑
− c†l+x↑cl↓ + i(c†l+y↓cl↑ + c†l+y↑cl↓) +H.c.]
Hint = −JH
∑
l
Sl · sl + U
∑
l
nl↑nl↓
+ J
∑
<l,m>
Sl · Sm (2)
The first term in the noninteracting part H0, is the usual
hopping term, H0,hop, and the second one corresponds
to the RSOC, H0,SO, assuming a square lattice in the
xy plane (z is the spin quantization axis).55 The first
term in the interacting part of the Hamiltonian Hint
is the ferromagnetic Hund term, HH , between localized
Sl and conduction electron sl spins. The second term
3is the Hubbard repulsion between conduction electrons,
HU , and the last one corresponds to the antiferromag-
netic exchange Hamiltonian between localized spins, HJ .
This last term is due to virtual processes involving var-
ious hoppings and the Coulomb interaction U , and it
may be antiferromagnetic or ferromagnetic. The nota-
tion for the coupling −JH in Hint is drawn from the
Kondo lattice model and has been widely used for the
one-orbital FKLM and even in the two-orbital double ex-
change model.24 In Kanamori’s notation, it should read
−2JH , but this notation is mostly used in multi-orbital
models for TMO. As noticed in previous literature,27,34 a
large value of the Hund coupling is appropriate for man-
ganites. We should emphasize however that the model
here proposed, as above discussed, is not solely proposed
for manganites but for various other compounds and de-
vices. In this sense, the important issue is that the
adopted value of JH (see below) leads to the presence
of a broad FM region, followed by a phase separated one
with dominant AFM correlations, which are the main
phases of the 2D FKLM.
To start the study of the effects of the RSOC on the
known properties of the FKLM in 2D, we set U = 0
and J = 0. Actually, it is well-known that a large JH
prevents double occupancy in one-orbital models so in
principle U = 0 is not very restrictive. In addition, it has
been shown that FM correlations at intermediate fillings,
which are already present for not very large JH , are just
enhanced by U .23,25 The effect of U at large fillings on
phase separation is more involved. It would be expected
that a finite U would prevent the tendency to PS but
actual calculations have shown that this only occurs for
U ≫ JH ,29 which is a situation outside of our current
interest. Interestingly, it was shown that for a spinless
two-orbital “Hubbard” model, valid for the FM phases
and large-JH limit of manganites, the kinetic energy of a
much simpler single-band model can be used to mimic the
one of the eg model.
56 It is also important to realize that
the case U = 0 is also the relevant one for three-orbital
models for SrTiO3 surfaces and interfaces.
50–52
We normalize the hopping and RSOC parameters as
t20 + λ
2
SO = 1 whose square root will be henceforth
adopted as the unit of energy. The RSOC implies the
movement of electrons and hence it has a kinetic energy
associated with it. Then, this normalization keeps the
total kinetic energy approximately constant with λSO/t0
as is shown in Subsection IVB. The ratio λSO/t0 can be
considered as the tangent of the angle between the spin-
flipping and spin-conserved hoppings. The whole purpose
of this normalizaion is to keep constant the ratio between
JH and the total kinetic energy, for a fixed JH . Alterna-
tively t0 could be kept fixed and adopted as the unit of
energy, but in this case a change in λSO would imply an
effective change of JH because the total kinetic energy
would also change. In this case we would have to deal
with the double effect of varying λSO/t0 and JH,eff/t0
which would make the analysis less clear. In any case, we
have verified that the results do not change qualitatively
with both conventions in the range λSO ≤ t0.
We adopted throughout the value of JH = 10 in this
unit, which satisfies the above mentioned requirements,
as shown in Subsection IVA. The solely parameters left
are then the ratio λSO/t0, and the electron filling ν ≡
Ne/N (N ≡ L× L).
III. METHOD
In this work, we will employ a Monte Carlo technique
that is based on the assumption that the localized spins
are described by classical continuum spins Sl = (S, θl, φl)
in spherical coordinates.25,27,28
The technique works at follows. Starting from a given
set of θl, φl, a new configuration is proposed by changing
at a given site j, θj → θ′j = θj +∆θ, φj → φ′j = φj+∆φ.
The new configuration is accepted by computing the dif-
ference in total energy ∆E = E(θ′, φ′)−E(θ, φ) with the
usual Metropolis (or Glauber) criterion. For the nonin-
teracting case (U = 0 in the one-orbital Hamiltonian),
the single-particle Hamiltonian is diagonalized using li-
brary subroutines and the ground state |Ψ0〉 is built by
filling the lowest Ne states (Ne is the total number of
electrons, see Appendix A). For the interacting case, a
full diagonalization of the many-body problem requires
the implementation of for example the Lanczos algorithm
which is much costlier than the treatment of the single-
particle problem and severely restricts the size of the clus-
ters that can be studied. In both cases, interacting and
noninteracting, to diagonalize the Hamiltonian at each
site is excessively expensive and we resort to the so-called
perturbative Monte Carlo (PMC)57–59, in which the full
Hamiltonian is only diagonalized after a sweep on the
whole lattice.
In this perturbative version, at each sweep a site is
chosen (sequentially in the present work) and a change
is proposed, θj → θ′j , and φj → φ′j . Now, the differ-
ence in energy is computed as ∆E = 〈Ψ0|∆H |Ψ0〉, where
∆H involves only local changes in the Hamiltonian, more
specifically in the terms HH and HJ , which are derived
in Appendix B.
For completeness, we would like to emphasize that the
present MC technique is classical. It should not be con-
fused with a quantum MC (QMC) technique as for ex-
ample the finite-temperature path-integral auxiliary field
algorithm applied in Ref. 60 to the 2D Kondo lattice
model. The advantage of this QMC technique is that
it could deal with finite Hubbard repulsion U as well as
with quantum localized spins. Its main disadvantage is
that it is affected by the “minus sign problem” which ren-
ders this technique virtually inapplicable to models with
fermionic degrees of freedom except when it is performed
at half-filling as implemented in Ref. 60. In addition to
the above mentioned papers, the classical MC has been
widely used for a variety of related models, for example
to study the double-exchange model on the pyrochlore
lattice.30,31
4Since in this work we limit ourselves to study zero
temperature properties, the Monte Carlo simulation is
reduced to a simple optimization procedure, the so-
called simulated annealed optimization, in which a Boltz-
mann weight is used with a parameter that plays the
role of “temperature”. Hence, using the resulting zero-
temperature PMC technique, clusters as large as 16× 16
can be studied with conventional desktop computers, al-
though most of the results presented below correspond
to the 8 × 8 clusters and in some cases we show results
for the 12×12 cluster, just to show that finite size effects
are relatively small. The “temperature” in the simulated
annealing process is lowered from 0.01 to 0.0008 in 8-10
steps, involving a total of one million MC sweeps with
150,000 MC sweeps in the final measurement stage. At
least two independent runs were performed for each set
of parameters. The energy for the lowest value of the
“temperature” considered differs from the one of the pre-
vious value within a relative tolerance of 5 10−5 and, in
the worst case, it is enough to achieve a relative error of
10−4 with respect to the exact energy of the FM state
starting from a random configuration, close to quarter
filling. We have checked the results obtained by the full
and the perturbative MC for various electron densities
and values of λSO/t0, and for various types of boundary
conditions.
We have also taken into account different types of
boundary conditions (BC). Most of the results reported
in the following were obtained for open BC, which avoids
problems associated with open and close level shells.
To compute transport properties we adopted mixed BC,
open in one direction and periodic in the other, which
would correspond to a closed “strip” or ring geometry.
Results obtained for fully periodic BC, although noisier,
agrees reasonably well with the ones obtained with open
or mixed BC.
Typical error bars due to PMC statistics are of the size
of the symbols employed. Results for the Drude peak
strongly depend on the boundary conditions employed
and hence the total error for these results are much larger
than the PMC errors, as indicated in Subsection IVB.
IV. RESULTS
A. Magnetic properties
In the pure FKLM, various types of magnetic order
have been detected in the JH -density phase diagram in
2D, and this variety is even richer in the presence of an
AFM interaction between localized spins J .27,28 As we
show in this Subsection, this is also the case when λSO
is turned on, even at a fixed JH = 10 and at zero J .
Let us start by examining the total energy as a func-
tion of electron density and λSO. In Fig. 1, we show the
difference between the energy and the energy of the FM
state, which is exactly computed by setting θl = 0 in (2),
as a function of ν and for various values of λSO, obtained
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FIG. 1: (Color online) Energy relative to the energy of the
FM state, per site, vs. electron density for various values of
λSO/t0. Symbols are PMC results, lines correspond to trial
spiral order. The inset is a zoom of the [0.75, 0.9] density
region for the PMC results only. Results for the 8× 8 cluster
with open BC.
by PMC for the 8×8 cluster with open BC. For λSO = 0,
the behaviour of the energy is consistent with the known
result of a FM order up to ν . 0.8. Now, an increas-
ing RSOC makes the energy to increasingly depart from
the FM level indicating a departure from the FM order
which can be understood as a lowering of the spin-flipping
term H0,SO by an AFM localized spin background. This
departure in energy is maximal close to quarter-filling
(ν = 0.5). For larger fillings, for λSO = 0 the energy
strongly departs from the FM one indicating the prox-
imity to an AFM order that appears due to an effective
AFM exchange interaction caused by virtual processes
involving t0. On the other hand, for a finite λSO, the
energy starts to get back closer to the one of the FM
state in spite of the fact that the peak of the magnetic
structure factor (discussed below) continues moving away
from (0, 0). Notably, close to half-filling, the effect of the
RSOC is to reduce the tendency to the AFM state. Ev-
idently, the effective exchange due to virtual processes
involving λSO would no longer be AFM.
It is interesting also to compare the energies obtained
by PMC, with the ones obtained for a fixed localized
magnetic order that can be plugged in (2) and readily
computed. In particular, in most of the phase diagram,
energies quite close to the PMC ones can be obtained
for a generalized spiral order, defined for the classical
spin at site (x, y) as θxy = kxx + kyy, φxy = φ0. In
particular we have examined the values kα = 2nαπ/L,
nα = 0, ..., L (α = x, y), and φ0 = mπ/4, m = 0, ..., 7.
Diagonal spiral states, kx = ky , were mostly previously
considered,61 but in the presence of RSOC we found in
a large portion of the phase diagram more stable off-
diagonal spiral orders as discussed below. Of course the
FM (AFM) state correspond to the diagonal spiral state
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FIG. 2: (Color online) Energy relative to the energy of the
FM state vs. electron density, per site for various values of
λSO/t0. (a) λSO/t0 ≥ 1 (λSO = 0 added for completeness),
8× 8 cluster. Lines and open symbols were obtained for open
BC; stars (λSO/t0 = 1) and filled squares (λSO/t0 = 2) for
mixed BC. (b) Comparison of results obtained for the 8 × 8
(lines and open symbols) and 12×12 (filled symbols) clusters
with open BC in the range 0.6 < ν < 0.9. For λSO/t0 = 1,
results for the 12×12 cluster with mixed BC (circles) are also
included.
with kx = ky = 0 (kx = ky = π). For λSO = 0 all values
of φ0 are equivalent, and the energy for a given (kx, ky)
is the same for all the symmetry-equivalent k points. On
the other hand, for λSO > 0, the optimal energy of the
spiral with (kx, ky, φ0) is degenerate with the one with
(−kx,−ky, φ0 + π) but they are different than the opti-
mal energies for the spiral orders with (kx,−ky, φ0+π/2)
and (−kx, ky, φ0 + 3π/2)). This symmetry breaking cor-
responds to the one observed for the magnetic structure
factor as discussed below. The energy of the spiral states
have been added to Fig.1 for comparison. These energies
follow the general trend of the ones obtained by PMC.
However, the tendency to FM order observed for ν & 0.5
and λSO > 0 is actually more pronounced for the spiral
state, and in fact the FM state is actually recovered for
densities in the interval [0.8, 0.9] in the range of RSOC
values considered.
We have also examined the canted state,22 defined by
θl = 0 and θ0 for the two sublattices (φl = φ0), but we
found that its energies are higher than the ones of the
generalized spiral state for all the parameter space con-
sidered, except when both coincide in the FM or AFM
states. This result, for λSO = 0, is consistent with previ-
ous computational studies for FKLM.34
As it can be seen in Fig. 2(a) the tendency of sup-
pressing the AFM phase, and approaching to the FM
state as the density approaches half-filling, continues
for larger values of λSO/t0, including the limiting value
λSO/t0 =∞, at which the FM is finally reached at ν = 1.
Of course this limit cannot be realized in real materials
but it is of general mathematical interest. In this plot,
results for mixed BC (or strips) on the same 8×8 cluster
are added for comparison for λSO/t0 = 1 and 2. The
FIG. 3: (Color online) (a) Magnetic phase diagram in the
electron density-λSO/t0 plane determined from the modulus
of the peak of the magnetic structure factor, where dark blue
corresponds to FM order (|kpeak| = 0) and dark red to AFM
order (|kpeak| = 1). (b) Intensity of χ(kpeak) in density-
λSO/t0 plane. Results for the 8× 8 cluster with open BC.
irrelevance of the sign of λSO has been checked by a set
of independent PMC runs. In Fig. 2(b) results for the
8 × 8 and 12 × 12 clusters with open BC, and also for
the 12 × 12 cluster with mixed BC, provide additional
evidence that finite-size effects are negligible for these
clusters and boundary conditions.
To understand the magnetic behavior suggested by the
study of the ground state energies in Figs. 1-2, the spin-
spin correlations between localized spins, C(r) = 〈Sr ·
S0〉 (0 is the reference site), and their Fourier transform
leading to the static magnetic structure function χ(k),
have been computed.
The RSO coupling leads to a very rich magnetic land-
scape. To describe the variety of magnetic orders present
let us start by examining the results for χ(k), in the
density-λSO/t0 plane, depicted in Fig. 3. In Fig. 3(a)
we show the modulus of the peak of χ(k), |kpeak|,
which essentially describes the proximity to the FM state
(|kpeak| = 0), or to the AFM state (|kpeak| = 1), its max-
imum value (in units of
√
2π) for the 8 × 8 cluster with
open BC. For λSO = 0 there is a neat crossover from
kpeak = (0, 0) to kpeak = (π, π) states at ν ≈ 0.8, con-
sistently with previous studies. However, if for ν . 0.8,
C(r) shows an algebraic decay towards a finite value at
the maximum distance indicating long range FM order,
for ν & 0.8, C(r) indicates short range AFM order ex-
cept at ν = 1 where a long-range AFM order is achieved.
In the ν & 0.8 region, the behavior has been explained
as a phase separated AFM-FM state34 which we discuss
below. In the following the term order will refer to at
least short range magnetic order.
As λSO/t0 is increased, the peak of the magnetic struc-
ture factor departs from both FM and AFM states but
remain close to them in the low and high electron density
regions respectively, up to λSO/t0 ∼ 2. It is interesting to
note that for very large values of the RSOC, λSO/t0 & 4
the situation is reversed, that is, the low (high) density
region holds now a AFM (FM) state. One should notice
however that, as shown in Fig. 3(b), the amplitude of
6FIG. 4: (Color online) (a) Magnetic phase diagram in the
electron density-λSO/t0 plane determined from the distance
of the peak of χ(k) to the diagonal line in momentum space
(see text), with dark blue (red) corresponding to diagonal
(off-diagonal) k, obtained for the 8× 8 cluster with open BC.
Right panels: χ(k) for ν = 0.97, (top panel) and ν = 0.69
(bottom panel), 12 × 12 cluster , λSO/t0 = 0.5, with open
BC. The color bar code is the same as in Fig. 3
.
χ(kpeak) is reduced as the RSOC is increased from zero
up to λSO/t0 = 1, and then it starts to increase again
until recovering its maximum value for λSO/t0 > 4.
At quarter filling, where the physics is dominated by
the kinetic energy, as a difference to half-filling where
it is dominated by the effective AFM exchange interac-
tion, the results of Fig. 3(a) suggest an extension of the
effective double-exchange model21,
H0,eff =
∑
l,m
(−t˜lm + λ˜l,m)a†l am (3)
where
t˜lm = t0 cos
θlm
2
λ˜l,m = λSO sin
θlm
2
(4)
Here θlm is the angle between two localized spins at sites
l and m. Following Ref. 62 it is simple to derive this
result at least for the cases when θl − θm = 0, π or π/2
independently of φl, φm.
It should also be noticed that most of the phase dia-
gram is dominated by magnetic states characterized by
an off-diagonal peak of χ(k), that is, kpeak,x 6= kpeak,y .
This behavior is shown in Fig. 4, where the distance of
kpeak to the diagonal, d = |kpeak,x − kpeak,y |/
√
2 is plot-
ted in the density-λSO/t0 plane. It is apparent that this
distance is maximal for intermediate values of λSO/t0
and close to half-filling. It is interesting also to note
that for these cases, the rotational invariance is broken,
that is, the PMC simulations are able to select states
where the magnetic structure factor is maximal only at
two points (kx, ky), and (−kx,−ky) as shown for two ex-
amples, ν = 0.97 (top right panel) and ν = 0.69 (bottom
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FIG. 5: (Color online) Kinetic energy per site along x di-
rection for (a) the spin conserving hopping, and (c) the spin
flipping or RSOC terms of the Hamiltonian as a function of
electron density, for various values of λSO/t0. Drude weight
for (b) the spin conserving hopping and (d) the spin flipping
or RSOC as a function of electron density, for various values
of λSO/t0. Symbols and colors are the same as in Fig. 1. Re-
sults for the 8 × 8 cluster with periodic BC and strips with
twisted BC.
right panel), both for λSO/t0 = 0.5, obtained on the
12× 12 cluster with open BC. This behavior of the mag-
netic structure factor indicates the presence of a striped
magnetic order as it was also previously detected for the
FKLM in the presence of a finite exchange J between lo-
calized spins or for smaller JH .
29 Although the energies
are slightly higher, there is in general a good qualitative
agreement between the momentum of the optimal spiral
state and the momentum of the peak of χ(k) obtained
by PMC at least for densities ν . 0.75.
To our knowledge, this is the first report of the influ-
ence of the RSOC on the well-known FM-AFM phases in
the 2D FKLM.
B. Transport properties
The optical conductivity is defined as the real part of
the linear response to the electric field and can be written
as:63
σ(ω) = Dδ(ω) + σreg(ω) (5)
= Dδ(ω) +
π
L
∑
n6=0
|〈Ψn|j|Ψ0〉|2
En − E0 δ(ω − (En − E0))
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FIG. 6: (Color online) (a) Total kinetic energy along the x di-
rection, and (b) total Drude peak for various values of λSO/t0.
Lines are guides to the eye. Results for the 8× 8 cluster av-
eraged over periodic BC and strips with twisted BC.
where the paramagnetic current along the x-direction is:
j = jhop + jSO
jhop = −iet0
∑
j,σ
(c†j+xσcjσ − c†jσcj+xσ)
jSO = ieλSO
∑
j
[(c†j+x↓cl↑ − c†l+x↑cl↓)−H.c.] (6)
where jhop and jSO are the spin-conserving and spin-
flipping contributions respectively (the electron charge
e = 1 in the following). The Drude weightD is calculated
from the f-sum rule as:
D
2π
= −〈H0,x〉
2L
− 1
L
∑
n6=0
〈Ψn|j|Ψ0〉|2
En − E0 (7)
where Kx ≡ −〈H0,x〉 is the total kinetic energy of elec-
trons along the x-direction.
In order to track the contribution from spin-conserving
and spin-flipping transport, from (5), (6) and (7), one
can formally define the corresponding quantities for the
λSO = 0 and t0 = 0 limits,
σα(ω) = Dαδ(ω) +
π
L
∑
n6=0
|〈Ψn|jα|Ψ0〉|2
En − E0 δ(ω − (En − E0))
Dα
2π
= −〈H0,α〉
2L
− 1
L
∑
n6=0
〈Ψn|jα|Ψ0〉|2
En − E0 (8)
with α = hop, SO, respectively. Of course, for nonzero
t0 and λSO, σ(ω) 6= σhop(ω) + σSO(ω), D 6= Dhop +
DSO, unless there is no excited state |Ψn〉 such that
〈Ψn|jhop|Ψ0〉 6= 0 and 〈Ψn|jSO|Ψ0〉 6= 0 simultaneously.
Results for the hopping and SO contributions to the
kinetic energy per site along the x-direction are shown in
Figs. 5(a),(c) respectively, and results for the correspond-
ing contributions to the Drude peak, with the above men-
tioned caveats, in Figs. 5(d),(b). These results present
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FIG. 7: (Color online) Drude weight D and maximum value
of the magnetic structure factor χ, for (a) λSO/t0 = 0.5, (b)
1.0, and (c) 1.5 at electron density ν = 0.5. The hopping
and SO contribution to D are plotted with circles (red) and
diamonds (green) respectively. Up triangles (black) and stars
(blue) correspond to the total D and χmax respectively. χ has
been normalized in this plot in such a way that χmax ≤ 0.25.
Vertical dotted and dashed lines correspond to changes of the
momentum of the peak of χ. Results for the 8× 8 strip BC.
oscillations due to various level crossings in spite of be-
ing averaged on the 8× 8 cluster over periodic and strip
BC, in this latter case taking phases enclosing magnetic
fluxes equal to 0, π/2 and π (“twisted” BC). In Fig. 5(b)
we include the error bars on one point for λSO/t0 = 0.75
is indicative of the dispersion of the values obtained for
different BC. Results for the contributions to the Drude
peak are only plotted up to densities ν = 0.75, beyond
that the total Drude weight, computed according Eq. (7),
starts to appreciably deviate from Dhop + DSO. Up to
this electron filling, Dhop and DSO roughly follows the
behavior of Khop,x and KSO,x respectively.
The total kinetic energy along the x direction, and
the total Drude peak, calculated using Eq. (7), are
shown in Fig. 6. The total kinetic energy (Fig. 6(a)),
for a given density, has very small variation in the range
0 ≤ λSO/t0 ≤ 1. On the other hand, the Drude
peak is suppressed by increasing RSOC in a monotonous
way, within the dispersion of the data previously noticed
(Fig. 6(b)). For λSO/t0 = 0, and for densities ν . 0.75,
the Drude peak is approximately equal to half the kinetic
energy per site, Kx/N , that is, the contribution from the
8second term in (7) is very small. It is interesting to notice
a cusp in Kx/N as a function of ν at ν ∼ 0.75 suggest-
ing the presence of a crossover in the transport behavior.
For densities larger than ν ∼ 0.75, the Drude peak starts
to decrease in a rather abrupt fashion, departing from
the value of Kx/2N . By observing the density of states
(DOS), this crossover suggested by the cusp in Kx/N
vs. ν, could be related to the Fermi level moving from
the bulk of the conduction band towards its high energy
edge as ν is increased, forming a pseudogap.28,34 Close
to ν = 1 this pseudogap separates the conduction band
and a small peak at slightly higher energies, which could
be considered as an “impurity” band and hence it gives
support to a semiconductor scenario. These features are
well-known in the pure FKLM34 and do not change sig-
nificantly as the RSOC is turned on.
Another indication of the interplay between magnetic
and transport properties can be observed by computing
the optical conductivity in the presence of a magnetic
field H along the z-direction, which is imposed by adding
to the Hamiltonian a Zeeman term,
HZ = −H
∑
l
(Szl + s
z
l ), (9)
µB = ~ = 1, and the giromagnetic factor has been in-
cluded in H . Results obtained for the 8 × 8 cluster
with strip BC, at quarter filling, and for various values
of λSO/t0 are shown in Fig. 7. In this figure we show
the evolution with H of the hopping and the RSO con-
tributions to the Drude peak, the total Drude weight,
and the maximum value of the static magnetic suscep-
tibility. In Fig. 7(a), for λSO/t0 = 0.5, changes in the
Drude peaks can be observed around H ∼ 0.02, where
two consecutive crossovers in the peak of χ(q), first from
(0, π/4) to (0, π/2) and then to (0, 0) also occur. Simi-
larly for λSO/t0 = 1.0 (Fig. 7(b)), changes in the Drude
peak can be observed nearH ∼ 0.1 simultaneously with a
change in kpeak from (0, π/4) to (0, 0). For λSO/t0 = 1.5
(Fig. 7(c)) Dhop, DSO and D change at H ∼ 0.07 where
kpeak changes from (π, π) to (π, 0), and also at H ∼ 0.25
where kpeak changes from (π, 0) to (0, 0). It is clear a
general trend at each of those crossovers of increasing
(reducing) the hopping (SO) contribution to the Drude
peak, although it seems that in most cases the reduc-
tion in the DSO is more important than the increase of
Dhop. This is understandable since the departure of the
FM order due to the RSOC is precisely opposed by the
magnetic field trying to restore the FM order. We would
like to emphasize the fact that the peak of the static
magnetic structure factor does not exhaust the richness
of the magnetic state. In fact, there are in general many
other peaks competing with the one with largest weight.
This is the situation for λSO/t0 = 1.0, for 0.1 . H . 0.2
where the pair of peaks (0, π/4)/(0,−π/4) is competing
with the dominant one at (0, 0).
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FIG. 8: (Color online) Left panel: density-chemical potential
stability diagram for various values of λSO/t0. Right panels:
snapshots of PMC simulations of FM and AFM bonds (see
text) for λSO = 0 (top panel) and λSO/t0 = 1 (bottom panel)
at ν = 0.875. Results for the 8 × 8 cluster with open (left
panel) and periodic (right panels) BC.
C. Phase separation
As emphasized in many previous studies on
FKLM,29,34 the behavior of magnetic and transport
properties in the high density region can be understood
by the presence of a phase separated state between
AFM and FM orders. These two orders correspond to
different stable electron fillings, one smaller than ∼ 0.75
and the other equal to 1. The electron filling stability
is determined by computing the so-called Maxwell
construction, which is performed by adding a chemical
potential term to the Hamiltonian, −µNe, where Ne is
the number of electrons, and determining the electron
filling that minimizes the total energy of the resulting
Hamiltonian as a function of the chemical potential µ.
Results for the 8 × 8 cluster with open BC are shown
in Fig. 8(left panel) for various values of λSO/t0 in the
high electron density region. For λSO = 0, that is, for the
pure FKLM, we recover the well-known phase separated
(PS) state29,34 which extends between densities ν = 0.72
and 1. As λSO/t0 is increased such PS state is gradually
suppressed, for example for λSO/t0 = 1, the largest PS
state extends between ν = 0.82 and 0.94. This PS region
is further reduced by increasing λSO/t0. Qualitatively
similar behavior is obtained for the 8 × 8 cluster with
periodic and mixed BC, and for the 12× 12 cluster with
open BC.
This suppression of the PS state can be understood
by the fact that the AFM effective exchange, which pro-
vides the attractive force leading to PS, is suppressed by
the RSOC, and even at half-filling, the AFM order dis-
appears for λSO/t0 & 0.3 as shown in Fig. 3(a). In fact,
the suppression of the PS state is actually related to the
substitution of the AFM order by some stripe order with
momentum close to (π, π). This is illustrated in the right
panels of Fig. 8 where snapshots of the values of Sl · Sm
on each horizontal bond during the PMC simulations, on
the 8 × 8 with periodic BC are shown. This quantity is
normalized in such a way that it is equal to 1 (−1) for par-
9allel (antiparallel) spins on the bond. Fig. 8 (top panel)
shows a neat PS state between FM and AFM regions
for λSO = 0, that is the FKLM, consistently with previ-
ous studies. On the other hand, for λSO/t0 = 1, Fig. 8
(bottom panel) shows a very different picture, which il-
lustrates the suppressed PS and the presence of striped
states previously discussed. In any case, by relating the
FM domains to conducting ones, and the close-to-AFM
domains to insulating ones, it becomes understandable
that the system behaves for ν & 0.75 as a semiconductor
or a poor conductor due to a pseudogap.
D. Spectral functions
Finally, we studied the spectral functions correspond-
ing to create or annihilate an electron with momentum
k, A(±)(k, ω), defined as:
A(+)(k, ω) =
∑
n,σ
|〈Ψ(+1)n |c†kσ|Ψ0〉|2δ(ω − (E(+1)n − E0))
A(−)(k, ω) =
∑
n,σ
|〈Ψ(−1)n |ckσ|Ψ0〉|2δ(ω − (E(−1)n − E0))
(10)
A(−)(k, ω) probes occupied states, and hence it describes
photoemission spectra (PES), while A(+)(k, ω) detects
unoccupied levels, and it is conventionally ascribed to
“inverse” PES (IPES). The δ-peaks are usually consid-
ered after being broadened by a Lorentzian function with
width ǫ.
Fig. 9 shows the lower or bonding band of the spectra
(there is another identical band shifted at higher energies
by JH) at quarter filling along the line (0, 0)→ (π, 0)→
(π, π) → (0, 0), obtained for the 8 × 8 cluster with pe-
riodic BC. For the pure FKLM (λSO = 0), Fig. 9(a),
the shoulder near (π, 0) is responsible for the large con-
ductivity at this filling. As λSO/t0 increases, the peak
at (0, 0) ((π, π)) is shifted to higher (lower) energies thus
reducing the number of states at the Fermi level and con-
sequently the conductivity. This reduction of the DOS
at the Fermi level could be thought as the opening of a
pseudogap, but as it is clear from Fig. 9 there is a re-
structuring of the Fermi surface as a function of λSO. In
the limit of λSO/t0 =∞, the Fermi surface only touches
the Fermi level at the high-symmetry points (0, 0), (π, 0),
(0, π) and (π, π) of the Brillouin zone (BZ).
For a better visualization of the Fermi surface in the
limit of λSO/t0 =∞, we show in Fig. 10 the energy dis-
persion E(±)(k) obtained from the first peak above the
Fermi level for A(+)(k, ω) (upper sheet) and the first peak
below the Fermi level for A(−)(k, ω) (lower sheet). Both
PES and IPES sheets touch the Fermi level at the Γ, X ,
Y and M points, the time-reversal invariant momenta of
the square BZ,44 consistently with Fig. 9(d). The be-
havior of E(k) at the Γ, X , Y and M points, resem-
bles the features called Dirac cones, since the linear dis-
persion is equivalent to two-dimensional massless Dirac
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FIG. 9: (Color online) Spectral functions A(±)(k, ω) for
λSO/t0 = 0 (a), 0.75 (b), 4.0 (c) and∞ (d), at density ν = 0.5
(bonding band). The PES is plotted with full lines (black) and
the IPES with dashed lines (red). The Fermi level is indicated
with vertical dotted lines. The Lorentzian width employed is
ǫ = 0.1. Results obtained for the 8×8 with periodic BC. Lines
with dots in (a) and (d) correspond to the 32 × 32 obtained
with fixed FM and AFM order of localized spins respectively.
fermions, which are notably found in graphene46 but also
in other compounds such as pnictides47 and heavy el-
ement compounds.48 The cones touch the Fermi level,
located approximately at ω = −5.019, at their vertices.
It is worth to notice that the observed Dirac cones do
not appear for the noninteracting H0,SO term in Eq. (2),
10
FIG. 10: (Color online) Energy dispersion for λSO = 1, t0 =
0, at ν = 0.5, obtained from A(±)(k, ω). Results for the 32×32
cluster with AFM fixed localized spin order, periodic BC.
as it can be readily checked by a simple tight-binding
calculation.
The results in Figs. 9 and 10 were obtained for J = 0,
as all results in this work. Within MC errors, we found
the presence of Dirac cones down to λSO/t0 = 10 but so
far we have not study this issue systematically. In prin-
ciple, an AFM J (J > 0) should enhance the tendency to
an AFM order in the localized spins, and hence one would
expect that the Dirac cones could be realized for lower
values of λSO/t0. Of course, what it really matters is
that the conduction electrons have an AFM order, which
implies then that also the Hund coupling JH should be
large enough. By imposing a fixed AFM order in the lo-
calized spins, for λSO = 1, t0 = 0, we actually found that
Dirac cones with vertices at the Fermi level were present
for JH as low as 3 (in the usual units), at quarter-filling.
V. CONCLUSIONS
In this work we have analyzed the interplay between
the Rashba spin-orbit coupling on one side, and the hop-
ping and Hund couplings that characterizes the ferromag-
netic Kondo lattice model on the other. Near quarter-
filling, the RSOC moves the system away from the ferro-
magnetic metallic state that is present in the pure FKLM,
leading to a rich variety of magnetic states and to a loss
of conductivity. Near half-filling, on the other hand, the
mechanism that favours an antiferromagnetic order in the
pure FKLM is no longer fully acting in the presence of
the RSOC, and the system presents a tendency towards
striped magnetic orders. As a consequence the presence
of phase separation between antiferromagnetic and fer-
romagnetic regions in the FKLM is suppressed by the
RSOC. In some studies of the effect of strong Rashba
coupling on transition metal oxides interfaces, it was re-
ported a tendency towards phase separated state caused
by the RSOC.12 However in the systems considered the
RSOC is proportional to the electron density, a situation
that does not correspond to the model studied in the
present work. The system still has a very low conductiv-
ity in the high density region in the presence of a RSOC,
a characteristic of a semiconductor or a pseudogap, since
the DOS is not significantly changed upon switching on
the RSOC.
Remarkably, in the limit of RSOC much larger that
the hopping integral, the nature of the magnetic states
is reversed, that is at quarter-filling the system evolves
towards an AFM state, and exactly at half-filling the
system becomes a perfect FM.
To our knowledge, this is the first report of the in-
fluence of the Rashba spin-orbit coupling on the well-
known ferromagnetic-antiferromagnetic phases in the 2D
ferromagnetic Kondo lattice model, particularly impor-
tant when manganites are involved in interfaces.
The general relationship between conductivity and
magnetic order becomes clear at ν = 0.5, particularly
when a magnetic field is applied through a Zeeman term.
Here, it is clear that a more realistic model for the or-
bitals involved in the interface as well as more details
on the interface are needed to make a comparison with
experiments.
The profound effects of the RSOC can also be noticed
by examining the spectral functions of creating and an-
nihilating electrons at ν = 0.5. For the pure FKLM, the
spectral functions along the main symmetry lines, resem-
bles that of a Fermi liquid. On the other hand, in the
opposite limit of λSO ≫ t0 the Fermi surface is reduced to
Dirac points located at the Γ, X , Y and M points of the
Brillouin zone of the square lattice. The observed Dirac
cones are a nontrivial feature of the RSOC connected to
an AFM background by the Hund coupling.
Future work along this direction includes the search of
these features for more realistic sets of parameters better
describing the complexity of TMOs surfaces and inter-
faces. The rich physics of these interface systems, in-
cluding superconductivity10 and spin-Hall effect will also
be addressed in future work.
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Appendix A: Hilbert space
The Rashba spin-orbit term, and actually also the
Hund’s term after the classical localized spins assump-
tion leading to (B1), makes the z-projection of the total
spin, Sztotal, no longer a good quantum number.
In the noninteracting case, in real space, the single-
particle Hamiltonian has to be formulated in the space
11
of spin up and down electrons, thus becoming a 2N×2N
matrix (N is the number of cluster sites).
In the interacting case, the Hilbert space has to include
all possible values of Sztotal, from −Ne/2 to Ne/2, thus
increasing the difficulty in reaching large cluster sizes.
For example, in the 4 × 4 cluster, at quarter filling, the
dimension of the Hilbert space is 10,518,300.
Appendix B: Variation of the Hamiltonian
It is easy to prove that the Hund coupling between
localized and conduction electron spins can be written
as:
Sl · slα = S
2
cos θl(nlα↑ − nlα↓)
+ S sin θl(e
iφlc†lα↓clα↑ +H.c.) (B1)
In the same way, the AFM coupling between localized
spins can be written as:
Sl · Sm = S2[sin θl sin θm cos(φl − φm)
+ cos θl cos θm] (B2)
Then, the variation of the HH term results:
∆HH(l) = JHS
∑
α
1
2
(cos θ′l − cos θl)(nlα↑ − nlα↓) +
[(sin θ′le
iφ′
l − sin θleiφl)c†lα↓clα↑ +H.c.)] (B3)
The variation of the HJ term is:
∆HJ(l) = JS
2
∑
m(l)
sin θm[sin θ
′
l cos(φm − φ′l)
− sin θl cos(φm − φl)]
+ cos θm(cos θ
′
l − cos θm) (B4)
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