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5ВСТУП
Ще здавна вiдомо, що поведiнка великих ансамблiв
об’єктiв, якi мають запас внутрiшньої енергiї, виявляє спiльнi
закономiрностi незалежно вiд того, належать цi об’єкти до
живої чи неживої природи. Так, спостереження за рухом пiску
в пустельних барханах або за виникненням снiгових лавин
приводить до вiдчуття, що за цими процесами приховується
розумне начало (типу Океану в "Солярисi"А.А. Тарковського).
Те саме вiдчуття виникає пiд час спостереження за поведiнкою
представникiв живої природи, не надiлених розумом, – колонiї
мурашок, рою бджiл, пташиної зграї i т.д. З iншого боку, дiї натовпу
людей, кожен з яких надiлений iнтелектом, часто наводять на
думку про їх безрозсуднiсть (найбiльш яскраво вираженими
носiями такої поведiнки є угруповання спортивних фанатiв).
Особливе мiсце у колi зазначених явищ займає поведiнка
економiчних систем, де конструктивнi зусилля величезної маси
учасникiв процесу можуть призводити до мимовiльних фiнансових
крахiв, катастрофiчного перерозподiлу коштiв i т.д. До подiбних
проблем приводять дослiдження переходу вiд неживого до
живого, соцiальних явищ, психiки людини i багато чого iншого.
Названi проблеми, що зводяться до самоорганiзацiї
великих ансамблiв, є предметом мiждисциплiнарного наукового
напряму, що отримав назву синергетика (вiд давньогрецького
поняття спiвпраця, спiльна дiя). Простий фiзичний приклад
самоорганiзацiї становлять фазовi переходи типу кипiння рiдини.
Їх опис грунтується на термодинамiчнiй схемi, в рамках якої
з великого термостата видiляється мала пiдсистема, стан якої
задається параметром порядку. Термостат впливає на стан
6пiдсистеми за допомогою змiн механiстичного i термiчного
параметрiв стану, що зводяться до поля, сполученого
параметру порядку, i керуючого параметра (для
переходу типу кипiння рiдини їх роль вiдiграють тиск/об’єм
i температура/ентропiя вiдповiдно). Основна особливiсть
термодинамiчної схеми полягає в тому, що термостат може
впливати на видiлену пiдсистему, але вона через свої малi розмiри
не змiнює стан термостата.
Зовсiм iнша картина спостерiгається у процесi
самоорганiзацiї, де неможливо роздiлити пiдсистему i термостат. У
зв’язку з цим всi ступенi свободи — параметр порядку, сполучене
поле i керуючий параметр — набувають рiвноправного характеру.
Найбiльш популярним прикладом такого роду є спонтанне
випромiнювання лазера, де зазначенi величини зводяться
до напруженостi iндукованого поля, електричної поляризацiї
середовища та iнверсної заселеностi електронних рiвнiв. Через
сумiрнiсть iз термостатом система, що самоорганiзується, набуває
вiдкритого характеру, а її опис вимагає самоузгодженого подання
еволюцiї параметра порядку, сполученого поля i керуючого
параметра. Найбiльш яскравим проявом такої поведiнки є
детермiнований хаос, обумовлений появою в просторi станiв
траєкторiй типу дивного атрактора1 [1].
У колi сучасних проблем особливе мiсце займають
енергетичнi, екологiчнi, соцiальнi та iншi завдання, вирiшення
яких вимагає, з одного боку, залучення величезних ресурсiв, а
з iншого – не може бути досягнуте методом проб i помилок,
оскiльки системi неможливо нав’язати необхiдну поведiнку.
У зв’язку з цим особливу актуальнiсть набули дослiдження
1Атрактор (вiд англ. attract – привертати, притягувати) – множина точок у
фазовому просторi динамiчної системи, до яких прямують траєкторiї системи.
Найпростiшим випадком атрактора є точка. Атракторами можуть бути i кривi,
або довiльнi складнi множини точок фазового простору, в тому числi фрактальнi
множини. В останньому випадку атрактори називають дивними.
7колективної поведiнки, що виявляється у самоорганiзацiї
фiзичних, бiологiчних, соцiальних та iнших систем [2]– [10].
У результатi з’явився новий напрям, що отримав назву фiзика
складних систем, який займається вивченням систем, поведiнка
яких може змiнюватися непередбачуваним чином залежно вiд
стану їх складових i зовнiшнiх умов [11]– [15].
Матерiал запронованого посiбника зводиться до викладу
оптимальної синергетичної схеми, що дозволяє подати
самоузгодженим чином еволюцiю складних систем у
процесi самоорганiзацiї. Оскiльки поняття самоорганiзацiї
є узагальненням фiзичної концепцiї фазового переходу,
то запропоновану феноменологiчну теорiю необхiдно
розглядати як розвиток теорiї термодинамiчних перетворень
на вiдкритi системи (див. роздiл 1). Для пiдтвердження спiльностi
розвиненого пiдходу обране широке коло складних систем, що
мiстить об’єкти неживої природи, економiчнi системи та ансамблi
високоорганiзованих органiзмiв. Дослiдження цих систем у
роздiлах 2–4 показує, що їх поведiнка багато в чому визначається
дiєю стохастичних джерел, обумовлених впливом випадкових
чинникiв.
У рамках теорiї самоорганiзацiї ми грунтуємося на системi
Лоренца [1], розгляд якої показує (пiдроздiл 1.1), що її змiннi
описують самоузгоджену поведiнку параметра порядку,
сполученого поля i керуючого параметра. Згiдно з
пiдроздiлом 1.2 адiабатичний режим самоорганiзацiї, в якому
змiна двох останнiх параметрiв наслiдує поведiнку першого,
вiдповiдає картинi фазового перетворення з тiєю вiдмiннiстю,
що стацiонарне значення керуючого параметра не зводиться
до параметра нагнiтання. У найпростiшому випадку перехiд вiд
безперервного перетворення до переривчастого забезпечується
залежнiстю часу релаксацiї параметра порядку вiд його
величини. У пiдроздiлi 1.3 показано, що за наявностi такої
залежностi зростання параметра нагнiтання iндукує спочатку
8фазовий перехiд першого роду, а потiм бiфуркацiю Хопфа, що
приводить до зародження граничного циклу, який означає
перiодичнi змiни параметра порядку i керуючого параметра, що
вiдповiдають реакцiї Бiлоусова-Жаботинського. Використання
методiв, розвинених у теорiї катастроф, показує, що жодна з
унiверсальних деформацiй, якi задаються зовнiшньою дiєю, не
забезпечує умов стiйкостi граничного циклу, оскiльки такi умови
вимагають нелiнiйної залежностi цiєї дiї вiд стану системи. Згiдно з
пiдроздiлом 1.4 зазначена залежнiсть забезпечується за наявностi
канонiчної пари швидких змiнних, величини яких залежать
вiд модуля комплексного параметра порядку, що змiнюється
повiльно. Тодi усереднення за швидкими змiнами його фази
iндукує калiбрувальне поле, напруженiсть якого зводиться до
кутової швидкостi обертання фазової площини, що визначається
частотою зовнiшньої дiї. За аналогiїєю з обертальним рухом
He4 поведiнка системи, що самоорганiзується, зводиться до
множинного резонансу, картина якого визначається перiодичним
розподiлом граничних циклiв за фазовою площиною. Останнiй
пiдроздiл 1.5 присвячений узагальненню системи Лоренца на
випадок зворотного зв’язку дробового порядку, де параметр
порядку набуває позитивної степенi a ≤ 1. Згiдно з пiдроздiлом 2.6
таке узагальнення забезпечує степеневий спад функцiї розподiлу
параметрiв стану самоподiбної стохастичної системи. Для
детермiнiстичної системи Лоренца спад показника a приводить
до зменшення фрактальної розмiрностi та звуження областi
iснування дивного атрактора.
Другий роздiл присвячений дослiдженню процесiв
самоорганiзацiї структурованих фiзичних систем на прикладах
гранульованого середовища та тонкого шару мастила. Для
першого з них самоузгоджене урахування ефектiв самоорганiзацiї
досягається (пiдроздiл 2.1) доповненням гiдродинамiчних
доданкiв членами, що враховують мiкроскопiчний внесок
взаємодiї окремих частинок у процесi течiї. У результатi перехiд
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системою рiвнянь, де роль параметра порядку вiдiграє амплiтуда
флуктуацiй швидкостi частинок, сполучене поле зводиться
до середньої швидкостi, а керуючий параметр – до зсувної
компоненти напруження. Показано, що знайденi в пiдроздiлi
2.2 спiввiдношення для просторових профiлiв середньої швидкостi
течiї та її флуктуацiй дозволяють пояснити експериментальну
картину течiї сипкого середовища. Задачi про затвердiння
тонкого шару мастила за механiзмом фазового переходу першого
роду присвячений пiдроздiл 2.3. Тут роль параметра порядку i
сполученого поля вiдiграють зсувнi компоненти напруження i
деформацiї, а керуючий параметр зводиться дотиску, вiдлiченого
вiд порога, при якому розходиться динамiчна в’язкiсть.
Опис переривчастого режиму самоорганiзацiї досягається
(пiдроздiли 2.4-2.6) за допомогою введення до рiвняння, яке
описує поведiнку керуючого параметра, стохастичного джерела,
що становить собою бiлий шум. У результатi поведiнка системи
описується рiвнянням Ланжевена, стацiонарний розподiл
розв’язань якого показує, що режим переривчастої течiї
забезпечується флуктуацiями пружного напруження. Наступний
пiдроздiл 2.5 присвячений дослiдженню розподiлу iнтервалiв
течiї системи, що самоорганiзується, всi ступенi свободи якої
мають, з одного боку, зворотний зв’язок дробового порядку,
а з iншого — мiстять адитивнi шуми. Це дозволяє описати
степеневий хвiст розподiлу iнтервалiв течiї, показник якого
визначається iнтенсивнiстю зворотного зв’язку. У пiдроздiлi 2.6
показано, що, окрiм названого пiдходу, режим переривчастої течiї
описується дробово-диференцiальним рiвнянням Фоккера-
Планка, вигляд якого визначається динамiчним показником
i показником похiдної за часом. Дослiдження самоподiбних
розв’язань цього рiвняння показує, що переривчаста течiя
середовища зводиться до режиму субдифузiї. Цей висновок
пiдтверджується дослiдженням нелiнiйного рiвняння Фоккера-
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Планка, у якому дробовi показники визначаються неадитивнiстю
стохастичної системи.
У роздiлi 3 розглянута самоорганiзацiя статистичних
ансамблiв, флуктуацiї яких визначають еволюцiю систем
економiчного типу. Дослiдження впливу зовнiшнiх умов на
вибiр стратегiї фiнансового ринку описується у пiдроздiлi 3.1.
Самоузгоджена еволюцiя такої системи подається рiвняннями,
в яких роль параметра порядку вiдiграє корелятор отриманої
iнформацiї з подальшою змiною цiн, сполучене поле зводиться
до наявної iнформацiї, а керуючий параметр – до трейдерiв, що
дiють згiдно з певною стратегiєю. Використання адiабатичного
наближення показує, що суттєва перебудова фiнансового
ринку, яка означає дотримання всiх гравцiв певної стратегiї,
вiдбувається, якщо їх початкове число перевищує критичний
порiг, що задається середнiм геометричним вiд повного та
критичного значень числа гравцiв.
Статистичний розгляд економiчної структури суспiльства
(пiдроздiл 3.2) грунтується на самоузгодженому описi еволюцiї
попиту, виробничої функцiї та умовної цiни: за умов наслiдування
двома останнiми величинами поведiнки першої, економiчна
система переходить до впорядкованого стану, що вiдповiдає
високопродуктивнiй економiцi, якщо купiвельна спроможнiсть
населення перевищує критичне значення. Економiчна структура
суспiльства визначається спiввiдношенням купiвельної
спроможностi з iнтенсивнiстю флуктуацiй умовної цiни: якщо
їх значення малi, середнiй попит буде також обмежений
невеликими значеннями, що вiдповiдають низькопродуктивному
стану економiки; зi зростанням однiєї з названих величин
функцiя розподiлу попиту стає бiмодальною; для великих
значень купiвельної спроможностi та малих флуктуацiй умовної
цiни розподiл попиту має єдиний максимум, що вiдповiдає
середньому класу населення. Розподiл попиту набуває степеневої
асимптотики, вiдомої як закон Парето, якщо коливання умовної
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цiни переважають над випадковими змiнами решти величин.
Дослiдження самоподiбної економiчної системи показує, що
iснування надбагатого прошарку населення можливе тiльки за
наявностi кризових явищ, що перешкоджають економiчному
розвитку протягом довгого часу.
Пiдроздiли 3.3–3.5 подають економiчну еволюцiю для
переходу мiж низько- та високопродуктивним станами. Це
досягається за допомогою фазових портретiв, якi визначають
поведiнку попиту, виробничої функцiї та умовної цiни для рiзних
спiввiдношень часiв їх змiни. При несумiрностi масштабiв
змiни двох перших величин критичне зростання часу змiни
умовної цiни приводить до коливального режиму. Це означає, що
високопродуктивний стан досягається за умов послiдовних криз
та пiдйомiв економiки. У протилежному разi еволюцiя системи
визначається унiверсальною дiлянкою фазової траєкторiї,
положення якої задається купiвельною спроможнiстю населення.
Якщо остання перевищує критичне значення, а умовна цiна
змiнюється набагато повiльнiше за iншi величини, то система
переходить до режиму дивного атрактора, де її еволюцiя стає
абсолютно непередбачуваною.
Четвертий роздiл присвячений статистичнiй теорiї активних
частинок з урахуванням корельованих шумiв. Синергетичне
подання колективного руху таких частинок досягається (пiдроздiл
4.1), якщо за параметр порядку брати середню швидкiсть, а пiд
сполученим полем i керуючим параметром розумiти далекодiючу
силу хiмiчного типу i параметр внутрiшнього стану, що визначає
реакцiю частинок на цю силу. Використання системи рiвнянь
самоорганiзацiї дозволяє представити самоузгоджену картину
переходу групи активних частинок до режиму поступального
руху. Врахування стохастичних джерел показує, що залежно вiд
ступеня збудження та iнтенсивностей флуктуацiй далекодiючої
сили й параметра внутрiшнього стану система може здiйснювати
обертальний рух iз центром мас, що перебуває у станi спокою;
12
поступальний рух, утворюючи щiльну групу, або послiдовно
чергувати зазначенi режими.
Якщо в ролi активних частинок виступають керованi
транспортнi засоби (пiдроздiл 4.2), то характер колективного
руху задається вiдхиленнями вiд оптимальних значень iнтервалу
та швидкостi руху, а також внутрiшнiм параметром транспортного
потоку, величина якого визначається умовами руху. У рамках
пiдходу Гамiльтона до стохастичних рiвнянь руху розклад за
кумулянтами приводить до функцiї розподiлу, вигляд якої
задається зовнiшньою дiєю. Виявляється, що основну роль у
розкидi параметрiв транспортного потоку вiдiграють скорельованi
флуктуацiї його внутрiшнього параметра. Зменшенню граничного
значення цього параметра, величина якого визначає оптимальний
режим руху, сприяє зростання низькочастотної складової
iнтенсивностi шуму, а також збiльшення характерного часу
змiни iнтервалу руху стосовно вiдповiдного масштабу змiни
швидкостi.
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Роздiл 1
ОСНОВИ ТЕОРIЇ САМООРГАНIЗАЦIЇ
Процес самоорганiзацiї є одним iз найбiльш загадкових та
iнтригуючих явищ, що привертає увагу фiзикiв, хiмiкiв, бiологiв,
соцiологiв та вчених з iнших галузей науки. Найбiльш популярним
прикладом самоорганiзацiї є хiмiчна реакцiя Бiлоусова-
Жаботинського1, за умов якої протягом довгого часу перiодично
пробiгає хвиля, що змiнює один колiр рiдини в пробiрцi на iнший.
Оскiльки реакцiя проходить при досить високих температурах,
то така поведiнка означає, що хаотично рухомi молекули рiдини
перiодично включаються у самоузгоджений процес, який швидко
поширюється за об’ємом, змiнюючи колективну поведiнку
системи. Подiбнi змiни колективної поведiнки спостерiгаються
у великих скупченнях живих органiзмiв (зграя птахiв або звiрiв,
рiй комах i тому подiбне), а також у соцiумi – пiд час вiйн i
революцiй, що втягують величезнi маси людей навiть всупереч їх
волi. Спонтаннi процеси самоорганiзацiї спостерiгаються також
1У спрощенiй схемi реакцiя Бiлоусова-Жаботинського складається з
двох стадiй, що змiнюються з перiодичнiстю в 1 хвилину: на першiй стадiї
тривалентний церiйCe3+ (рожевий колiр) окислюється бромнуватою кислотою
HBrO3, що приводить до надлишку iонiв Ce4+ (блакитний колiр); у другiй
стадiї чотиривалентний церiй Ce4+ вiдновлюється органiчною сполукою
(малоновою кислотою) i переходить доCe3+, тобто блакитний колiр змiнюється
рожевим. У наш час реакцiєю Бiлоусова-Жаботинського називають цiлий клас
хiмiчних реакцiй, що проходять у коливальному режимi, коли деякi параметри
реакцiї (колiр, концентрацiя компонентiв, температура та iн.) змiнюються
перiодично, утворюючи складну просторово-часову структуру реакцiйного
середовища.
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пiд час виникнення смерчiв, у течiях океану i циклонах, у поведiнцi
клiтин органiзму при морфогенезi i так далi.
Незважаючи на достатньо велике поширення, на сьогоднiшнiй
день вiдсутня мiкроскопiчна картина самоорганiзацiї, оскiльки
вона вимагає розумiння механiзмiв процесу, якi в кожному
окремому випадку мають рiзну природу. Так, для реакцiї
Бiлоусова-Жаботинського недостатньо вiдомi деталi перехiдних
реакцiй, їх константи, умови вибору реагентiв тощо. З iншого
боку, можливiсть появи коливального режиму з’являється вже
з розгляду простих моделей. У зв’язку з цим постає питання:
чому цi моделi дозволяють пояснити таке складне колективне
явище, як самоорганiзацiя? Вiдповiдь на це питання полягає
у тому, що множина можливих ступенiв свободи складної
системи подiляється на два класи – нескiнченна множина
мiкроскопiчних ступенiв i невелике число макроскопiчних
(для позначення останнiх iснує термiн гiдродинамiчнi моди).
Згiдно iз синергетичним принципом пiдпорядкованостi [2]
у ходi еволюцiї системи гiдродинамiчнi моди пригнiчують
поведiнку мiкроскопiчних ступенiв свободи, цiлком визначаючи
картину самоорганiзацiї. У результатi колективна поведiнка
системи задається декiлькома параметрами, якi становлять
амплiтуди гiдродинамiчних мод. З iншого боку, в самоорганiзацiї
нерiвноважної системи повинна вiдiгравати принципово важливу
роль дисипацiя, обумовлена процесами дифузiї, в’язкостi та
теплопровiдностi, якi забезпечують перехiд до стацiонарного
стану.
Цей роздiл присвячений розгляду теорiї самоорганiзацiї, що
базується на самоузгодженому поданнi еволюцiї дисипативних
гiдродинамiчних мод.
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1.1 Сиcтема Лоренца
Традицiйно фiзичнi процеси пiдроздiлялися на два
великi класи – детермiнованi та стохастичнi. Згiдно з
концепцiєю Лапласа розв’язання рiвнянь динамiки (особливо
з використанням комп’ютерної бази) дозволяє передбачити
поведiнку детермiнованих систем на скiльки завгодно тривалий
час. На вiдмiну вiд цього поведiнка стохастичних систем,
майбутнє яких практично не залежить вiд минулого, може
бути подана тiльки ймовiрним чином, коли прогнозуються
статистичнi характеристики типу середнiх значень та дисперсiй
випадкових величин. У 1970-тi роки було показано, що iснує ще
один важливий клас процесiв – так званий детермiнований
хаос. Хоча з формальної точки зору такi процеси є чисто
детермiнованими (якщо точно знати їх поточний стан, можна
встановити, що вiдбудеться у скiльки завгодно далекому
майбутньому), передбачити поведiнку такої системи можна
тiльки протягом обмеженого часу, оскiльки будь-яка неточнiсть
у визначеннi початкового стану експоненцiйно зростає з часом,
що призводить до втрати iнформацiї про початковий стан. Таким
чином, по закiнченнi великого вiдрiзку часу система поводиться
хаотично, а її опис знову зводиться до статистичних методiв.
Необхiдно зазначити, що iз названих процесiв детермiнований
хаос є, мабуть, найбiльш поширеним – така поведiнка була
виявлена у гiдродинамiчних системах, фiзицi лазерiв, астрофiзицi,
фiзицi плазми, екологiї, соцiологiї й т.д.
Уперше чутливiсть поведiнки системи до задання початкових
умов продемонстрував у 1963р. американський вчений Едвард
Лоренц [1]. Щоправда, його цiкавило таке вузьке практичне
питання: чому розвиток новiтнiх технологiй, удосконалення
комп’ютерної технiки та обчислювальних алгоритмiв не приводить
до отримання достовiрних прогнозiв погоди на термiн бiльше
двох-трьох тижнiв? Для вiдповiдi на це запитання Лоренц
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запропонував просту модель конвекцiї атмосфери, в рамках якої
розглядається релеївська течiя у шарi атмосфери зi сталою
рiзницею температур мiж нижньою та верхньою межами [16].
 
Едвард Нортон Лоренц (Edward Nor-
ton Lorenz) (23.05.1917, Уест-Хартфорд,
Коннектикут – 16.04.2008, Кембридж,
Массачусетс, США) – американский
математик i метеоролог, один iз засновникiв
теорiї хаосу, автор ефекту метелика та
атрактора Лоренца. З 1946 року працював у
Массачусетському технологiчному iнститутi,
профессор. Був членом Американської
академiї гуманiтарних i природничих наук,
Американського метеорологiчного товариства
i Нацiональної академiї наук США.
Iноземний член з вiддiлення океанологiї,
фiзики атмосфери i географiї (геофiзична
гiдродинамiка) АН СРСР (з 1991 р. РАН) з
27.12.1988 р.
Така течiя подається простими рiвняннями:
X˙ = −σX + σY,
Y˙ = −Y −XZ + rX, (1.1)
Z˙ = −bZ +XY,
де X характеризує швидкiсть конвективного потоку; Y – рiзниця
температур мiж нижнiми та верхнiми потоками; Z пропорцiйне
вiдхиленню градiєнта температур вiд зафiксованого значення;
крапка означає диференцiювання за часом t, що вимiрюється у
масштабi змiни рiзницi температур Y . Тут r = R/Rc – вiдношення
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числа Релея до критичного значення2, σ – число Прандтля3, b –
стала, пов’язана з геометрiєю задачi.
Подальше дослiдження системи Лоренца показало, що
вона вiдображає кiнетичну картину колективної поведiнки
макроскопiчної системи [17]. При цьому система (1.1) подається у
виглядi
η˙ = −η + h,
σh˙ = −h+ ηS, (1.2)
(σ/b)S˙ = (r − S)− ηh,
де h – поле, сполучене параметру порядку η; S – керуючий
параметр. Легко переконатися безпосередньою пiдстановкою, що
система (1.1) переходить до (1.2), якщо динамiчнi змiннi X , Y , Z i
час t замiнюються згiдно з такими спiввiдношеннями:
t′ ≡ σt, η ≡ X/
√
b, h ≡ Y/
√
b, S ≡ r − Z. (1.3)
Рiвняння (1.2) показують, що параметр σ становить
вiдношення характерних часiв змiни поля h i параметра порядку
η, останнє з яких взято за масштаб вимiру часу t′; вiдповiдно
параметр b зводиться до вiдношення характерних часiв змiни
поля h i керуючого параметра S; нарештi, параметр r визначає
ступiнь зовнiшньої дiї, що вiддаляє систему вiд рiвноважного
стану. У свою чергу, спiввiдношення (1.3) показують, що параметр
порядку η i сполучене поле h представляють динамiчнi змiннi X ,
2Число Релея – безрозмiрне число, що визначає поведiнку рiдини пiд
впливом градiєнта температури. Якщо число Релея бiльше за деяке критичне
значення, рiдина стає нестiйкою i виникають конвективнi потоки та бiфуркацiя.
R = gβ∆Td
3
να , де g – прискорення вiльного падiння; β – коефiцiєнт теплового
розширення; ∆T – рiзниця температур; d – характерний розмiр областi рiдини;
ν – кiнематична в’язкiсть; α – коефiцiєнт температуропровiдностi.
3Число Прандтля є фiзичною характеристикою середовища i залежить
тiльки вiд його термодинамiчного стану (σ = ν/α).
18
Y , вiднесенi до масштабу
√
b, а керуючий параметр S зводиться
до змiнної Z, вiдлiченої вiд порога r у протилежному напрямi.
Найбiльш популярний приклад самоорганiзацiї у фiзицi є
спонтанне випромiнювання лазера, опис якого поклав початок
розвитку синергетичної схеми Хакена [2]. При цьому роль
параметра порядку η вiдiграє напруженiсть поля електромагнiтної
хвилi, сполучене поле h зводиться до поляризацiї активного
середовища, а керуючий параметр S – до рiзницi заселеностей
електронних рiвнiв.
1.2 Кiнетика самоорганiзацiї
Якщо часи змiни сполученого поля та керуючого параметра
набагато менше за масштаб змiни параметра порядку, то в
рiвняннях (1.2) можна покласти σ  1, b. Це означає, що
величини h(t) ≈ h(η(t)), S(t) ≈ S(η(t)) наслiдують змiну
параметра порядку η(t), i у двох останнiх рiвняннях (1.2) лiвi
частини стають нескiнченно малими. У результатi отримуємо
рiвняння
h =
rη
1 + η2
, S =
r
1 + η2
, (1.4)
що виражають сполучене поле i керуючий параметр через
параметр порядку. Якщо η  1, перше з цих спiввiдношень
має лiнiйний вигляд, що характеризується сприйнятливiстю χ ≡
∂h/∂η = r. Зi зростанням параметра порядку до значення η = 1
залежнiсть h(η) виходить на насичення, а для η > 1 проявляє
спадний характер, який вiдповiдає негативнiй сприйнятливостi
χ, що означає нестiйкiсть системи. Що стосується останнього
рiвняння (1.4), то воно описує зменшення керуючого параметра
вiд максимального значення S = r при η = 0 до мiнiмальної
величини S = r/2 при η = 1. Очевидно, спадний характер
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залежностi S(η) є проявом принципу Ле-Шательє4.
Якщо пiдставити (1.4) до (1.2), то приходимо до рiвняння
Ландау-Халатникова
η˙ = −∂E/∂η (1.5)
iз синергетичним потенцiалом
E =
1
2
η2 − r
2
ln
(
1 + η2
)
. (1.6)
Лев Давидович Ландау (22 сiчня 1908р., Баку
– 1 квiтня 1968р., Москва) – радянський
фiзик, академiк АН СРСР (обраний у 1946).
Лауреат Нобелiвської, Ленiнської та трьох
Сталiнських премiй. Член академiй наук
Данiї, Нiдерландiв, Американської академiї
наук i мистецтв (США), Французького
фiзичного товариства, Лондонського
фiзичного товариства i Лондонського
королiвського товариства.
Наукова спадщина Ландау велика i рiзноманiтна. Вiн розробив теорiю
дiамагнетизму вiльних електронiв – дiамагнетизм Ландау (1930р.), разом
з Євгеном Лiфшицем створив теорiю доменної структури феромагнетикiв
i отримав рiвняння руху магнiтного моменту – рiвняння Ландау-Лiфшиця
(1935р.), ввiв поняття антиферомагнетизму як особливої фази магнетика
(1936р.), вивiв кiнетичне рiвняння для плазми у випадку кулонiвської
взаємодiї i встановив вигляд iнтеграла зiткнень для заряджених частинок
(1936р.), створив теорiю фазових переходiв (1935-1937р.), уперше отримав
спiввiдношення мiж щiльнiстю рiвнiв у ядрi та енергiєю збудження (1937р.),
створив теорiю надтекучостi гелiю, поклавши тим самим початок створенню
фiзики квантових рiдин (1940-1941р.), спiльно з В.Л. Гiнзбургом побудував
феноменологiчну теорiю надпровiдностi (1950р.), розвинув теорiюфермi-рiдини
4Принцип Ле-Шательє: якщо на систему, яка знаходиться у рiвновазi,
впливати ззовнi, змiнюючи яку-небудь iз умов (температуру, тиск,
концентрацiю i т.д.), то рiвновага змiщується таким чином, щоб зменшити
цi змiни.
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(1956р.), запропонував закон збереження комбiнованої парностi та висунув
теорiю двокомпонентного нейтрино (1957р.). За пiонерськi дослiдження в галузi
теорiї конденсованих середовищ, зокрема теорiї рiдкого гелiю, у 1962 роцi
Ландау була присуджена Нобелiвська премiя з фiзики.
Величезною заслугою Ландау є створення радянської школи фiзикiв-
теоретикiв, до складу якої входили такi вченi, як I.Я. Померанчук,
I.М. Лiфшиць, Є.М. Лiфшиць, О.О. Абрикосов, А.Б. Мiгдал,
Л.П. Питаєвський, I.М. Халатников, Ю.М. Каган.
Ландау спiльно з Євгеном Лiфшицем є творцем класичного десятитомного
курсу теоретичної фiзики, що неодноразово видавався та був перекладений
декiлькома мовами.
Якщо параметр зовнiшньої дiї r менший вiд критичного
значення r = 1, то залежнiсть E(η) має монотонно зростаючий
характер з мiнiмумом у точцi η0 = 0, i система не упорядковується.
У закритичнiй областi r > 1 синергетичний потенцiал набуває
мiнiмуму при ненульовому значеннi параметра порядку
η0 =
√
r − 1, (1.7)
яке зростає за кореневою залежнiстю. При рiзкому переходi до
закритичної областi r > 1 параметр порядку за час
τ = (r − 1)−1 (1.8)
набуває стацiонарного значення (1.7) за дебаївським законом
η = η0
(
1− e−t/τ) . (1.9)
Викладена картина вiдповiдає безперервному фазовому
переходу, коли впорядкований i невпорядкований стани
синергетичного потенцiалу (1.6) не роздiленi бар’єром, а параметр
порядку повiльно зростає з часом згiдно iз законом (1.9). Для
переходу до переривчастого перетворення будемо вважати, що
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час релаксацiї параметра порядку τη зростає з його величиною η
згiдно iз залежнiстю [18]
1
τη
= 1 +
κ
1 + (η/ητ )
2 , (1.10)
що характеризується позитивними константами κ, ητ . У
результатi права частина першого з рiвнянь (1.2) набуває
доданка −κη/ [1 + (η/ητ )2]. Як i для безперевного перетворення
адiабатичне наближення σ  1, b приводить до рiвняння (1.5), де
синергетичний потенцiал (1.6) набирає вигляду
E =
[
1
2
η2 − r
2
ln
(
1 + η2
)]
+
κη2τ
2
ln
[
1 +
(
η
ητ
)2]
. (1.11)
Для малих значень r залежнiсть E(η) має монотонно зростаючий
характер з мiнiмумом η0 = 0. У точцi
rc0 = 1 + (κ− 1)η2τ + 2ητ
√
κ (1− η2τ ) (1.12)
з’являєтся плато, яке при r > rc0 трансформується у мiнiмум,
що вiдповiдає стацiонарному значенню параметра порядку
η0 6= 0, i максимум, який роздiляє мiнiмуми впорядкованої та
невпорядкованої фаз. З подальшим зростанням параметра r
мiнiмум впорядкованої фази заглиблюється, а висота мiжфазного
бар’єра зменшується, набуваючи нульового значення для
критичного параметра
rc = 1 + κ. (1.13)
Для r ≥ rc залежнiсть E(η) має той самий вигляд, що i для
безперервного фазового переходу. Критичне значення (1.13) буде
бiльшим за порогове (1.12), якщо параметр κ перевищуватиме
граничну величину
κmin =
η2τ
1− η2τ
. (1.14)
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Стацiонарнi значення параметра порядку
η∓0 = η00
[
1∓
√
1 +
η2τ
η400
(r − rc)
]1/2
, (1.15)
η200 ≡
1
2
[
(r − 1)− (1 + κ) η2τ
]
вiдповiдають нестiйкому стану η−0 , коли синергетичний потенцiал
має максимум, i стiйкому η+0 у його мiнiмумi. Тут керуючий
параметр
S0 =
(1 + η200)−
√
(1 + η200)
2 − (1− η2τ ) r
1− η2τ
(1.16)
повiльно спадає зi зростанням r вiд значення
Sc0 = 1 + ητ
√
κ
1− η2τ
, (1.17)
що вiдповiдає r = rc0, до S → 1 при r →∞.
Отриманi спiввiдношення (1.12)–(1.17) приводять до
залежностей, показаних на рис.1.1. З них видно, що при
повiльному збiльшеннi параметра нагнiтання у точцi r = rc
вiдбувається стрибок параметра η0 вiд нуля до
√
2η00, а потiм його
значення повiльно зростає згiдно iз законом (1.15); при цьому
керуючий параметр перестрибує з лiнiйної дiлянки S = r на ту, що
спадає (1.16). Для зворотного зменшення r вiд великих значень
параметр порядку η+0 спадає згiдно iз залежнiстю (1.15), а у точцi
r = rc0, η0=η00 стрибком спадає до нуля; вiдповiдно керуючий
параметр спочатку зростає згiдно iз законом (1.16), а пiсля
стрибка до верхньої дiлянки S = r починає спадати. Така картина
означає наявнiсть гiстерезису, обумовленого енергетичним
бар’єром, який виявляється при ητ < 1. Характерно, що зi
зменшенням параметра κ до мiнiмального рiвня (1.14) рiвняння
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Рисунок 1.1 – Залежнiсть стацiонарних значень параметра
порядку (а) та керуючого параметра (б) вiд параметра нагнiтання
для ητ = 0.5, κ = 5
(1.12), (1.13), (1.17) зводяться до граничних спiввiдношень
rc0 → rc, Sc0 → rc, якi означають звуження петлi гiстерезису в
точку.
Наведена синергетична схема вiдповiдає феноменологiчнiй
картинi фазових переходiв, у рамках якої керуючий параметр
S зводиться до ентропiї, а синергетичний потенцiал E –
до внутрiшньої енергiї. Принципова вiдмiннiсть цiєї схеми вiд
термодинамiчної вiдображається у залежностi параметра S вiд
стану системи, що самоорганiзується. Це обумовлено вiдкритим
характером синергетичної системи, яка стає рiвноправною до
термостата.
1.3 Автоколивання, обумовленi бiфуркацiєю
Хопфа
З формальної точки зору термодинамiчне перетворення
вiдповiдає простим типам перебудови простору станiв: за умов
безперервного фазового переходу вiдбувається бiфуркацiя
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невпорядкованого стану до пари точок впорядкованої фази, якi
вiдповiдають рiзним знакам параметра порядку. У разi переходу
першого роду, окрiм точки, що вiдповiдає невпорядкованому
стану, на фазовому портретi зароджуються сiдла, що
вiдповiдають енергетичним бар’єрам, i вузли впорядкованої
фази [18]. Незалежно вiд цих вiдмiнностей термодинамiчне
перетворення характеризується тим, що при фазовому переходi
мiнiмум синергетичного потенцiалу невпорядкованої фази
трансформується в локальнi мiнiмуми впорядкованого стану
системи.
Цей пiдроздiл присвячений дослiдженню складнiшої картини,
коли бiфуркацiя Хопфа5 приводить до трансформацiї локального
мiнiмуму впорядкованої фази до континуального набору мiнiмумiв
автомодульованого стану (див. рис.1.2). Очевидно, при цьому
на фазовому портретi утворюється граничний цикл, що описує
модуляцiю параметра порядку [19]. Спочатку ми дослiджуємо
найбiльш простий випадок, в якому бiфуркацiя Хопфа приводить
до одиничного граничного циклу, а в пiдроздiлi 1.4 розглянемо
складнiшу ситуацiю, коли перебудова системи виражається у
появi набору граничних циклiв, що вiдповiдають множинному
резонансу.
Згiдно з теоремою про центральний багатовид [19] поблизу
точки бiфуркацiї еволюцiя системи, що має n > 2 ступенiв
свободи, визначається часовими залежностями пари дiйсних
змiнних X1(t), X2(t). Тому задача зводиться до визначення умов,
за яких рiвняння руху цих змiнних
X˙1 = F
(1), F (1) = F (1) (X1, X2) ;
X˙2 = F
(2), F (2) = F (2) (X1, X2)
(1.18)
приводять до розв’язання, що вiдповiдає граничному циклу
5Для бiфуркацiї Хопфа втрата стiйкостi дисипативною системою локальна,
тому фазовi траєкторiї залишаються в околi точки рiвноваги, що означає
виникнення в цьому околi граничного циклу i, як наслiдок, автоколивань.
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Рисунок 1.2 – Характерний тривимiрний вигляд синергетичного
потенцiалу, що вiдповiдає бiфуркацiї Хопфа за вiдсутностi (а) та
за наявностi (б) нестiйкого циклу
(тут i далi крапка над символами означає диференцiювання за
часом, правi частини рiвнянь (1.18) являють собою узагальненi
сили, спряженi вiдповiдним ступеням свободи). Простий приклад
граничного циклу дає система лiнiйних рiвнянь Лотки-Вольтерра
X˙1 = λX1 − ωX2,
X˙2 = ωX1 + λX2,
(1.19)
визначена параметрами λ, ω. Дiйсно, якщо подiлити одне з цих
рiвнянь на iнше, то подальше iнтегрування за умови λ = 0
приводить до рiвняння кола X21 + X
2
2 = const зi сталою, що
визначає її радiус. Звiдси бачимо, що у загальному випадку
рiвняння (1.18) дають граничний цикл, якщо їх лiнiйна складова
зводиться до системи (1.19). Це означає, що в стацiонарному станi
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X1 = X10,X2 = X20, де зникає залежнiсть вiд часу, матриця Якобi
Λαβ ≡ ∂F
(α)
∂Xβ
∣∣∣∣
Xβ=Xβ0
; α, β = 1, 2, (1.20)
що зводиться до зворотної сприйнятливостi, набирає канонiчної
форми
Λˆ =
(
λ − ω
ω λ
)
, (1.21)
яка, незважаючи на простоту, має загальний вигляд. Дiйсно, на
дiагональнi компоненти матрицi (1.21) накладається вимога, щоб
вони одночасно зводилися до нуля у критичнiй точцi, що вiдповiдає
зародженню граничного циклу. Тому вони можуть розрiзнятися
тiльки чисельним коефiцiєнтом, вiд якого легко позбавитися за
рахунок вибору одиниць вимiру. Що стосується недiагональних
компонент, то збiг їх абсолютних величин є наслiдком умови
Онзагера на симетрiю кiнетичних коефiцiєнтiв у рiвняннях (1.19),
а вибiр протилежних знакiв забезпечує самоорганiзацiю системи.
Рiвнянням (1.18) зручно надати векторну форму
~˙X = ~F , (1.22)
використовуючи позначення
~X ≡
(
X1
X2
)
, ~F ≡
(
F (1)
F (2)
)
. (1.23)
У рамках такого подання визначну роль вiдiграють власнi
значення Λ, Λ¯ i вектори eα, e+α матрицi (1.20), якi задаються
спряженими рiвняннями
2∑
β=1
Λαβeβ = Λeα,
2∑
β=1
e+β Λβα = Λ¯e
+
α . (1.24)
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Тут показник Ляпунова
Λ ≡ λ+ iω (1.25)
визначається iнкрементом λ та частотою ω. У канонiчному
випадку (1.21) власне значення (1.25) вiдповiдає векторам
~e ≡ |e) = 1√
2
(
1
−i
)
, ~e+ ≡ (e| = 1√
2
(1 i) , (1.26)
що задовольняють умову нормування
~e+~e ≡ (e|e) ≡
2∑
α=1
e+α eα = 1. (1.27)
Для надання канонiчного вигляду рiвнянню (1.22) введемо
псевдовектор
~x ≡ |x) = ~X − ~X0, (1.28)
вiдлiчений вiд стацiонарного стану ~X0, та нелiнiйну складову сили
~f = ~F − Λˆ~x. (1.29)
У результатi (1.22) зводиться до вигляду
~˙x = Λˆ~x+ ~f(~x). (1.30)
Визначимо комплексно-спряженi змiннi:
z ≡ (e|x) =
2∑
α=1
xαe
+
α =
1√
2
(x1 + ix2) ,
z¯ ≡ (x|e) =
2∑
α=1
xαeα =
1√
2
(x1 − ix2) ,
(1.31)
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що являють собою проекцiю вектора стану (1.28) на власнi
вектори (1.26) матрицi (1.21). Їх можна отримати дiєю оператора
проектування
P̂ ≡ |e) (e| = 1
2
(
1 i
−i 1
)
(1.32)
на початковий псевдовектор (1.28), записаний у компонентнiй
формi (1.23):
P̂~x =
1
2
(
1 i
−i 1
)(
x1
x2
)
=
x1 + ix2
2
(
1
−i
)
≡ z~e. (1.33)
Якщо помножити це рiвняння на ~e+, отримаємо матричний вираз
для визначень (1.31)
z = ~e+P̂~x ≡
(
e|P̂ |x
)
,
z¯ = ~x+P̂~e ≡
(
x|P̂ |e
)
,
(1.34)
останнє з яких є результатом комплексного сполучення першого
з урахуванням ермiтовостi оператора P̂ . Використовуючи
спiввiдношення (1.32), (1.26), (1.21), легко впевнитися в основних
властивостях оператора проектування:
P̂~e = ~e, ~e+P̂ = ~e+; P̂ 2 = P̂ , P̂+ = P̂ , P̂ Λˆ = ΛˆP̂ .
(1.35)
Врахування останньої дiї оператора (1.32) на рiвняння (1.30)
з подальшим помноженням на (e| ≡ ~e+ та додаванням за
компонентами дає канонiчну форму Пуанкаре
z˙ = Λz + v (z, z¯) , v (z, z¯) ≡ ~e+P̂ ~f = (e| P̂ |f) , (1.36)
в якiй видiлена лiнiйна складова узагальненої сили.
Легко впевнитися, що перехiд вiд компонентного подання
x˙1 = F
(1)(x1, x2),
x˙2 = F
(2)(x1, x2)
(1.37)
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до канонiчного рiвняння руху для комплексної змiнної z ≡
1√
2
(x1 + ix2), визначеної рiвностями (1.31), (1.34), досягається
поданням правої частини (1.36) комплексною силою
F = F (z, z¯) ≡ 1√
2
F (1) (x1(z, z¯), x2(z, z¯)) +
+ i
1√
2
F (2) (x1(z, z¯), x2(z, z¯)) . (1.38)
Її нелiнiйна складова v ≡ F − Λz задається рядом6
v(z, z¯) =
∑
2≤m+n≤3
vmn
m!n!
zmz¯n +O(|z|4), |z|2 ≡ zz¯ (1.39)
з коефiцiєнтами
vmn ≡ ∂
m+nv(z, z¯)
∂zm∂z¯n
∣∣∣∣
z,z¯=0
=
∂m+nF (z, z¯)
∂zm∂z¯n
∣∣∣∣
z,z¯=0
. (1.40)
Врахування рiвняння (1.38) та зв’язку мiж похiдними
∂
∂z
=
∂x1
∂z
∂
∂x1
+
∂x2
∂z
∂
∂x2
=
1√
2
(
∂
∂x1
− i ∂
∂x2
)
,
∂
∂z¯
=
∂x1
∂z¯
∂
∂x1
+
∂x2
∂z¯
∂
∂x2
=
1√
2
(
∂
∂ = x1
+ i
∂
∂x2
)
(1.41)
приводить спiввiдношення (1.40) до вигляду
vmn = 2
− 1+m+n
2
(
∂
∂x1
− i ∂
∂x2
)m(
∂
∂x1
+ i
∂
∂x2
)n
×
× [F (1) (x1, x2) + iF (2) (x1, x2)]x1,x2=0 . (1.42)
6Мине зупиняємося на причинах вибору верхнiх меж для сум у (1.39), (1.47),
припускаючи їх iнтуїтивно зрозумiлими. Математичне обгрунтування такого
вибору можна знайти у [19].
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Звiдси для рiзнихm, n маємо
v11 = 2
−3/2
[(
F
(1)
11 + F
(1)
22
)
+ i
(
F
(2)
11 + F
(2)
22
)]
, (1.43)(
v20
v02
)
= 2−3/2
(
F
(1)
11 − F (1)22 ± 2F (2)12
)
+
+ i 2−3/2
(
F
(2)
11 − F (2)22 ∓ 2F (1)12
)
, (1.44)
v21 =
1
4
[(
F
(1)
111 + F
(1)
122
)
+
(
F
(2)
112 + F
(2)
222
)]
+
+ i
1
4
[(
F
(2)
111 + F
(2)
122
)
−
(
F
(1)
112 + F
(1)
222
)]
, (1.45)
де позначено
F
(δ)
αβ ≡
∂2F (δ)
∂xα∂xβ
∣∣∣∣
~x=0
, F
(δ)
αβγ ≡
∂3F (δ)
∂xα∂xβ∂xγ
∣∣∣∣
~x=0
; α, β, γ; δ = 1, 2.
(1.46)
Перейдемо тепер до комплексного параметра порядку φ,
зв’язок якого зi змiнною z задається рiвностями
z = φ+ χ(φ, φ¯), χ ≡
∑
2≤m+n≤4
χmn
m!n!
φmφ¯n. (1.47)
Коефiцiєнти χmn визначаються таким чином, щоб рiвняння (1.36)
набрало вигляду Гiнзбурга-Ландау (у математичнiй термiнологiї
– нормальну форму Пуанкаре, що не мiстить квадратичних
доданкiв)
φ˙ = Λφ+ C|φ|2φ+O(|φ|4), |φ|2 ≡ φφ¯. (1.48)
Задача зводиться до виразу параметра нелiнiйностi C через
структурнi константи vmn, визначенi рiвностями (1.40).
Диференцiювання складної функцiї z(t) = φ(t) +χ
(
φ(t), φ¯(t)
)
)
дає
z˙ = φ˙+ χφφ˙+ χφ¯
˙¯φ; χφ ≡ ∂χ
∂φ
, χφ¯ ≡
∂χ
∂φ¯
. (1.49)
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Вiднiмаючи (1.48) вiд (1.36), отримуємо рiвняння
χφφ˙+ χφ¯
˙¯φ = Λχ(φ, φ¯) +
[
v(z, z¯)− C|φ|2φ]+O(|φ|5), (1.50)
лiва частина якого випливає iз (1.49), а у правiй враховане перше
рiвняння (1.47). Виражаючи часовi похiднi з (1.48), з точнiстю до
кубiчних доданкiв, знаходимо рiвняння
φΛχφ + Λ¯φ¯χφ¯ − Λχ =
∑
2≤m+n≤3
vmn
m!n!
(φ+ χ)m
(
φ¯+ χ¯
)n −
− (Cφ+ Cχφφ+ C¯χφ¯φ¯) |φ|2, (1.51)
у якому врахований розклад (1.39). Згiдно з останнiм
спiввiдношенням (1.47), лiва частина цього рiвняння має вигляд
φΛχφ + Λ¯φ¯χφ¯ − Λχ =
∑
2≤m+n≤4
χmn
(
mΛ + nΛ¯− Λ)
m!n!
φmφ¯n. (1.52)
Для визначення коефiцiєнтiвχmn iзm+n = 2 розглянемо рiвняння
(1.51), утримуючи складовi другого порядку за φ, φ¯. Згiдно з (1.52)
при цьому лiва частина записується у виглядi∑
m+n=2
χmn
(
mΛ + nΛ¯− Λ)
m!n!
φmφ¯n =
χ20
2
Λφ2 + χ11Λ¯φφ¯+
+
χ02
2
(
2Λ¯− Λ) φ¯2. (1.53)
Порiвнюючи її множники при φ2, φφ¯ i φ¯2 з вiдповiдними
коефiцiєнтами у спiввiдношеннi
v20
2
φ2 + v11φφ¯+
v02
2
φ¯2, (1.54)
до якого зводиться права частина (1.51), знаходимо
χ20 =
v20
Λ
, χ11 =
v11
Λ¯
, χ02 =
v02
2Λ¯− Λ . (1.55)
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Далi потрiбно видiлити у (1.51) доданки, що мiстять |φ|2φ. При
цьому в суму (1.52) дає внесок тiльки доданок, що вiдповiдаєm =
2, n = 1, i лiва частина рiвняння (1.51) набирає вигляду
χ21
2Λ + Λ¯− Λ
2!1!
φ2φ¯ =
χ21
2
(
Λ + Λ¯
) |φ|2φ = χ21<Λ|φ|2φ. (1.56)
Вiдповiдно сума у правiй частинi мiстить доданки
v20
2
(φ+ χ)2 + v11 (φ+ χ)
(
φ¯+ χ¯
)
+
v02
2
(
φ¯+ χ¯
)2
+
+
v21
2
(φ+ χ)2
(
φ¯+ χ¯
)
, (1.57)
що приводять до множника перед |φ|2φ
v20χ11 + v11 (χ20 + χ¯11) + v02χ¯02 +
v21
2
=
= 2v11v20
<Λ
|Λ|2 +
|v11|2
Λ
+
|v02|2
2Λ− Λ¯ +
v21
2
, (1.58)
де остання рiвнiсть враховує вигляд коефiцiєнтiв (1.55). Оскiльки
доданки рiвняння (1.51), що мiстять χφ|φ|2φ i χφ¯|φ|2φ¯, дають
внесок вищого порядку, нiж |φ|2φ, то їх можно випустити, i рiвностi
(1.55), (1.56) та (1.58) становлять параметр нелiнiйностi рiвняння
(1.48) у виглядi
C = 2v11v20
<Λ
|Λ|2 +
|v11|2
Λ
+
|v02|2
2Λ− Λ¯ +
v21
2
− χ21<Λ. (1.59)
Знайдений вираз (1.59) є неповним, оскiльки мiстить
невiдомий коефiцiєнт χ21, визначення якого вимагає врахування
не тiльки доданкiв, пропорцiйних |φ|2φ, але i кубiчних доданкiв φ3
|φ|2φ¯, φ¯3 [19]. Слiд, проте, врахувати, що параметр нелiнiйностi
мiститься тiльки у доданку вищого порядку ряду (1.48), де дiйсне
значення показника Ляпунова Λ ≡ λ + iω беруть таким, що
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дорiвнює нулю. Тодi з (1.59) отримуємо вираз для показника
Флоке Φ ≡ C|λ=0
Φ =
1
2
v21 − i
ω0
(
|v11|2 + 1
3
|v02|2
)
, (1.60)
де введена характерна частота ω0 ≡ ω|λ=0. Стацiонарна точка, що
зароджує граничний цикл, стає нестiйкою за умови <Φ < 0, що
зводиться до нерiвностi <v21 < 0. У результатi умова утворення
граничного циклу набирає вигляду(
F
(1)
111 + F
(1)
122
)
+
(
F
(2)
222 + F
(2)
112
)
< 0, (1.61)
де врахована рiвнiсть (1.45).
Зазначимо, що в монографiї [19] замiсть (1.60) отримано вираз
Φ =
1
2
v21 − i
ω0
(
|v11|2 + 1
6
|v02|2 − 1
2
v20v11
)
. (1.62)
Але при цьому у визначеннях (1.43)– (1.45) структурних констант
vαβ замiсть (1.37) використовувалося рiвняння ~˙y = ~F(~y), де
вiдхилення вiд стацiонарного стану ~X0 визначалося рiзницею
(1.28), комбiнованою з подальшим поворотом:
~y ≡ P~x, ~x ≡ ~X − ~X0. (1.63)
Вiдповiдна матриця
P̂ ≡
(
1 0
Λ11
ω0
− Λ12
ω0
)
(1.64)
приводить комплексну силу (1.38) до вигляду
F ≡ PF. (1.65)
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У результатi знайдений у [19] критерiй утворення граничного циклу
виражається дуже громiздкою нерiвнiстю:
2ω0
[(
F (1)111 + F (1)122
)
+
(
F (2)222 + F (2)112
)]
<(
F (1)11 + F (1)22
)(
F (2)11 −F (2)22 − 2F (1)12
)
+(
F (2)11 + F (2)22
)(
F (1)11 −F (1)22 + 2F (2)12
)
.
(1.66)
Тут на вiдмiну вiд (1.61) нижнi iндекси вказують диференцiювання
за компонентами перетвореної координати ~y, а не початкової ~x.
Для пiдтвердження правомiрностi критерiю (1.61) дослiдимо
систему Лоренца стосовно лазера, спонтанне випромiнювання
якого визначається рiвняннями еволюцiї напруженостi
поля випромiнювання E, поляризацiї середовища P i
рiзницi заселеностей рiвнiв S [2]. У цьому випадку режим
самоорганiзованої модуляцiї можливий тiльки за умови, що
рiвняння для напруженостi поля набуває нелiнiйного доданка [20]:
ϕ(E) ≡ κE
1 + E2/E2τ
, (1.67)
константи якого κ > 0, Eτ визначають дисперсiю часу релаксацiї
(1.10). У результатi поведiнка системи описується рiвняннями
τEE˙ = −E + aEP − ϕ(E),
τP P˙ = −P + aPES,
τSS˙ = (Se − S)− aSEP.
(1.68)
Тут τE , τP , τS – масштаби змiни величин, зазначених iндексами;
aE , aP , aS – позитивнi константи зв’язку; Se – параметр
нагнiтання. Вимiряємо величини t, E, P , S у масштабах τE , Es =
(aPaS)
−1/2, Ps = (a2EaPaS)
−1/2, Ss = (aEaP )−1 вiдповiдно. Тодi
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рiвняння (1.68) набирають вигляду
E˙ = −E + P − ϕ(E),
σP˙ = −P + ES,
εS˙ = (Se − S)− EP,
(1.69)
де введенi спiввiдношення характерних часiв σ ≡ τP/τE , ε ≡
τS/τE .
При виконаннi адiабатичної умови τP  τE лiву частину
другого рiвняння (1.69) можна брати такою, що дорiвнює нулю,
внаслiдок чого поляризацiя виражається рiвнiстю P = ES.
Пiдставляючи її до першого та третього рiвнянь (1.69), отримуємо
систему
E˙ = −E(1− S)− ϕ(E),
S˙ = ε−1
[
Se − S(1 + E2)
]
.
(1.70)
Стацiонарнi стани вiдповiдають невпорядкованому (0, Se) i
впорядкованому станам (останнє визначається рiвностями (1.15),
(1.16), де як параметр порядку η слiд розумiти напруженiсть E).
Як показує подальший розгляд, поведiнка системи визначається
похiдними функцiї ϕ(E) у першому з рiвнянь (1.69):
ϕ′(E) = κ
1− E2/E2τ
(1 + E2/E2τ )
2
,
ϕ′′(E) = − 2κ
Eτ
(E/Eτ )(3− E2/E2τ )
(1 + E2/E2τ )
3
, (1.71)
ϕ′′′(E) = − 6κ
E2τ
1− 6(E/Eτ )2 + (E/Eτ )4
(1 + E2/E2τ )
4
.
При цьому елементи матрицi Якобi мають вигляд
Λ11 = S − Λc, Λc ≡ 1 + ϕ′(E); Λ12 = E;
Λ21 = −2ε−1SE; Λ22 = −ε−1(1 + E2),
(1.72)
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де роль змiнних X1, X2 вiдiграють величини E, S, яким потрiбно
надати значення 0, Se у невпорядкованому станi та (1.15), (1.16) –
у впорядкованому. У першому з них
Λ11 = Se − Sc, Λ12 = Λ21 = 0, Λ22 = −ε−1. (1.73)
Рiвняння для власних значень (1.24) дає iнкремент
λ =
1
2
[
(S − Λc)− ε−1
(
1 + E2
)]
(1.74)
i характерну частоту
ω =
1
2
√
8ε−1E2S − [(S − Λc) + ε−1(1 + E2)]2. (1.75)
Стацiонарний стан втрачає стiйкiсть за умови
ε(S − Λc) > 1 + E2, (1.76)
а коливальна поведiнка виявляється при
8εE2S >
[
ε(S − Λc) + (1 + E2)
]2
. (1.77)
Для невпорядкованого стану (0, Se) перша з цих умов набирає
вигляду
Se > Sc + ε
−1, (1.78)
а друга нiколи не виконується. Це означає, що граничний цикл
не може зароджуватися з невпорядкованого стану, i далi ми
розглянемо тiльки впорядкований.
Для перевiрки критерiю зародження циклу (1.61) випишемо
ненульовi похiднi узагальненої сили:
F
(1)
11 = −ϕ′′(E0), F (1)12 = 1;
F
(2)
11 = −2ε−1S0, F (2)12 = −2ε−1E0;
F
(1)
111 = −ϕ′′′(E0); F (2)112 = −2ε−1.
(1.79)
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Тодi з урахуванням (1.71) нерiвнiсть (1.61) набирає вигляду
3
εκ
E2τ
1− 6(E0/Eτ )2 + (E0/Eτ )4
(1 + E20/E
2
τ )
4
< 1. (1.80)
Значення параметрiв Se, κ, за яких реалiзується ця умова,
показанi на рис.1.3. З нього видно, що граничний цикл
утворюється при значному нагнiтаннi Se i великих параметрах
Рисунок 1.3 – Фазова дiаграма, що визначає область стiйкого
граничного циклу (видiлена штрихуванням) при Eτ = 0.9. Нижня
суцiльна лiнiя задається умовою Φ = 0, верхня – рiвнiстю C = 0
при λ < 0; штриховi лiнiї визначаються умовою=ω = 0, пунктирна
– рiвнiстю λ = 0
нелiнiйностi κ (згiдно з [20], зростання параметра Eτ також
розширює область самоорганiзованої модуляцiї). Характерно,
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що значення параметрiв Se, κ i Eτ , при яких реалiзується режим
самоорганiзованої модуляцiї, не завжди задаються умовою
<Φ < 0, яка згiдно з (1.80) визначає стiйкiсть граничного циклу
(на рис.1.3 цiй умовi вiдповiдає нижня суцiльна лiнiя). При
великих κ нижня межа зародження граничного циклу (штрихова
лiнiя) визначається умовою =ω = 0, що забезпечує коливальну
поведiнку з частотою (1.75). З iншого боку, незважаючи на
стiйкiсть впорядкованого стану з iнкрементом λ < 0, вище за
пунктирну лiнiю може реалiзуватися режим самоорганiзованої
модуляцiї, до якого впорядкована система переходить за
сценарiєм фазового переходу першого роду. У цьому випадку
верхня межа граничного циклу визначається умовою C = 0 при
λ < 0, яка накладається на параметр нелiнiйностi (1.59).
Для пiдтвердження правомiрностi знайдених умов було
проведено чисельне розв’язування рiвнянь (1.70) при значеннях
параметрiв, що вiдповiдають точкам a–f на рис.1.3. Вибiр цих
точок визначається такими умовами (κ,Eτ = const):
a) λ < 0, =ω 6= 0, Φ > 0;
b) λ > 0, =ω 6= 0, Φ < 0;
c) λ > 0, =ω = 0, Φ < 0;
d) λ > 0, =ω = 0, Φ < 0;
e) λ < 0, =ω = 0, C < 0;
f) λ < 0, =ω = 0, C > 0.
(1.81)
Згiдно з рис.1.4, граничний цикл утворюється в точках c, d, e,
i вiдсутнiй у станах a, b, f. Вiдповiдно до рис.1.3 це повнiстю
пiдтверджує критерiї (1.61), (1.76) i (1.77) щодо системи Лоренца
(1.69).
Завершуючи дослiдження самоорганiзованої модуляцiї,
розглянемо залежнiсть ϕ(E) сили вiд параметра порядку,
яка забезпечує виконання умови (1.61). Згiдно з теорiєю
катастроф [21], зовнiшня сила ϕext ≡ −∂Vext/∂E визначається
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Рисунок 1.4 – Вигляд фазових портретiв, що вiдповiдають
точкам а–f на рис.1.3 (товста суцiльна лiнiя вiдповiдає стiйкому
граничному циклу, штрихова – нестiйкому)
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потенцiалом
Vext = AE +
B
2
E2 +
C
3
E3 +
D
4
E4 +
F
5
E5, (1.82)
вигляд якого задається вибором параметрiв A, B, C, D, F . При
цьому можливi сценарiї поведiнки системи вичерпуються трьома
типами унiверсальних деформацiй – складкою, збiркою або
хвостом ластiвки. Перша з них забезпечується, якщо в (1.82)
покласти B = D = F = 0, а параметри A, C вважати
довiльними. У разi збiрки маємо C = F = 0, а сталi A, B, D
довiльнi. Для хвоста ластiвки D = 0, а параметри A, B, C, F є
вiльними. Дослiдження унiверсальних деформацiй показало [22],
що будь-яка з них забезпечує тiльки вироджений випадок, в якому
умова утворення граничного циклу <Φ = 0 супроводжується
виконанням вимоги λ = 0 втрати стiйкостi вузла, що охоплюється
цим циклом. Характерно, що обидвi названi умови забезпечуються
тiльки при фiксованих значеннях параметрiв A, B, C, D, F , вибiр
яких обмежений лiнiєю в утворюваному ними просторi, при цьому
нi при якому виборi цих параметрiв не виконується умова стiйкостi
граничного циклу <Φ < 0. Таким чином, жодна з унiверсальних
деформацiй не приводить до граничного циклу. З фiзичної точки
зору це обумовлено тим, що потенцiал (1.82), який задає цi
деформацiї, визначається тiльки зовнiшньою дiєю i не залежить
вiд стану системи, що самоорганiзується.
Як показує викладена схема, зовсiм iнша ситуацiя складається
при включеннi нелiнiйної сили (1.67): її дiя приводить спочатку
до фазового переходу першого роду, а потiм до бiфуркацiї
Хопфа, що зароджує модуляцiю параметра порядкуE i керуючого
параметра S. Подання рiвняння Гiнзбурга-Ландау (1.48) у формi
Ландау-Халатнiкова (1.5) показує, що картина самоорганiзованої
модуляцiї визначається ефективним потенцiалом
Veff = −Λ|φ|2 − C
2
|φ|4, (1.83)
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параметри якого задаються рiвняннями (1.25), (1.59). Зi змiною
модуля параметра порядку η ≡ |φ| дiйсна частина цього
потенцiалу
|Veff | = −λη2 − Φ
2
η4, λ ≡ <Λ, Φ ≡ <C|λ=0 (1.84)
набуває мiнiмуму в точцi η0 =
√−λ/Φ, якщо виконуються умови
λ > 0, Φ < 0. (1.85)
Вище ми довели, що цi умови визначають зародження граничного
циклу для потенцiалу, зображеного на рис.1.2а.
1.4 Перiодична множина граничних циклiв
У попередньому пiдроздiлi ми показали, що бiфуркацiя
Хопфа приводить до швидкої змiни пари спряжених змiнних,
якi визначають картину граничного циклу. Якщо, окрiм швидких
змiнних, є пов’язанi з ними повiльнi, то бiфуркацiя Хопфа може
привести до iстотної перебудови їх динамiки. Покажемо це на
основi рiвнянь Гамiльтона
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
; {qi} = q,Q, {pi} = p, P (1.86)
для швидких i повiльних координат q, Q i спряжених з ними
iмпульсiв p, P (тут i далi крапка над змiнною означає її
диференцiювання за часом). Вiдповiдний гамiльтонiан
H(q, p;Q,P ) = Hs(Q,P ) +Hf (q, p;Q) (1.87)
подiляється на складову Hs(Q,P ), яка залежить вiд повiльних
змiнних, i внесок Hf (p, q;Q), величина якого визначається не
лише швидкими змiнними, але i повiльною координатою.
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Згiдно зi стандартною схемою [23] перейдемо вiд швидких
змiнних q, p до канонiчної пари, яка зводиться до кута ϕ, що
швидко змiнюється, та дiї I , що змiнюється повiльно. Цей перехiд
не змiнює перший доданок гамiльтонiана (1.87), перетворюючи
другий згiдно зi спiввiдношенням
H
′
f (ϕ; I,Q) = Hf (q, p;Q) + Q˙
∂Ψ(q; I,Q)
∂Q
, (1.88)
вигляд якого задається функцiєю Ψ(q; I,Q), що визначається
такими зв’язками:
∂Ψ(q; I,Q)
∂q
= p,
∂Ψ(q; I,Q)
∂Q
= P,
∂Ψ(q; I,Q)
∂I
= ϕ. (1.89)
Ураховуючи швидку змiну кута ϕ, природно усереднити за ним
доданок (1.88):
H
′
(I,Q) ≡ 〈H ′f (ϕ; I,Q)〉 ≡
1
2pi
2pi∫
0
H
′
f (ϕ; I,Q)dϕ. (1.90)
Для знаходження гамiльтонiана (1.90) необхiдно замiсть
багатозначної функцiї Ψ(q; I,Q) використати однозначно
визначену функцiю
Φ(ϕ; I,Q) ≡ Ψ
(
q(ϕ; I,Q); I,Q
)
, 0 ≤ ϕ ≤ 2pi. (1.91)
Тодi останнiй доданок у рiвностi (1.88) визначається
спiввiдношенням
∂Φ
∂Q
=
∂Ψ
∂Q
+ p
∂q
∂Q
. (1.92)
Його використання приводить до такої форми середнього (1.90):
H
′
(I,Q) = H(I,Q)+Q˙
〈
∂Φ
∂Q
− p ∂q
∂Q
〉
, H(I,Q) ≡ 〈Hf (q, p;Q)〉.
(1.93)
43
У результатi використання канонiчної пари змiнних дiя-кут
дає усереднене значення гамiльтонiана (1.87) у виглядi
Hef (I;Q,P ) ≡ 〈H ′(ϕ, I;P,Q)〉 =
= H(I;Q,P ) + Q˙
(〈
∂Φ
∂Q
〉
−
〈
p
∂q
∂Q
〉)
, (1.94)
де перший доданок
H(I;Q,P ) ≡ H(I,Q) +Hs(Q,P ) (1.95)
залежить тiльки вiд повiльних змiнних.
Рiвняння руху цих змiнних визначаються умовою екстремуму
ефективної дiї [23]
Sef{Q(t), P (t); I(t)} ≡
∫ tf
tin
[
P (t)Q˙(t)−Hef
(
I(t);Q(t), P (t)
)]
dt,
(1.96)
форма якого задається гамiльтонiаном (1.94) (тут tin, tf
становлять початковий та кiнцевий моменти часу). Варiацiя
цього виразу за узагальненим iмпульсом приводить до рiвняння
руху
Q˙α =
∂H
∂Pα
, (1.97)
яке зберiгає початкову форму (1.86) (тут i далi вважається, що
повiльнi змiннi становлять векторнi величини з компонентами Qα,
Pα). З iншого боку, варiацiя дiї (1.96) за повiльною координатою
дає рiвняння
P˙α = − ∂H
∂Qα
+ Fαβ
∂H
∂Pβ
, (1.98)
що мiстить доданок, обумовлений дiєю ефективного поля,
напруженiсть якого задається антисиметричним тензором
Fαβ ≡ ∂Aβ
∂Qα
− ∂Aα
∂Qβ
(1.99)
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з векторним потенцiалом
Aα ≡
〈
pβ
∂qβ
∂Qα
〉
. (1.100)
Тут використане правило суми за грецькими iндексами, що
повторюються.
Отриманi спiввiдношення (1.98)–(1.100) означають, що
швидкi змiни величин, якi залежать вiд повiльних змiнних,
iндукують ефективне поле, потенцiал якого визначається
кореляцiєю мiж змiнами швидкого iмпульсу та швидкiстю
змiни швидкої координати зi зростанням повiльної [24]. За
повною аналогiєю з обертанням надтекучого He4 це означає,
що бiфуркацiя Хопфа приводить до обертання не лише
конфiгурацiйної точки, але i всiєї областi фазового простору,
обмеженої граничним циклом. Таким чином, фазова площина
системи поводить себе не як математичний, а як фiзичний
об’єкт [25].
Зазначимо, що названий результат отримано для
гамiльтонових систем, тодi як рiвнянняЛоренца, що знаходиться в
основi розгляду, наведеного у попередньому пiдроздiлi, описують
дисипативну систему. Проте iз спiввiдношень (1.86)–(1.100)
легко побачити, що проведений розгляд вимагає гамiльтонової
динамiки тiльки для швидких змiнних, а повiльнi можуть
змiнюватися довiльним чином. Маючи на увазi цю обставину,
розглянемо кiнцеву область фазової площини, яка утворюється
координатою q та iмпульсом p i обертається з кутовою швидкiстю
~ω0 i моментом iнерцiї I . З фiзичної точки зору величина ~ω0 визначає
частоту зовнiшнього поля, а момент iнерцiї I зводиться до повної
дiї фазової площини, що обертається. Якщо вона поводиться як
твердий диск, то фазова точка з координатою r, вiдлiченою вiд
центра обертання, має лiнiйну швидкiсть vn = [~ω0r].
Вище ми показали, що бiфуркацiя Хопфа приводить до
утворення граничного циклу, який iндукує ефективне поле,
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визначене потенцiалом (1.100) i напруженiстю (1.99). Для фазової
площини їх величини зводяться до лiнiйної та кутової швидкостей
w i ~ω, вiдповiдно. Завдяки дiї ефективного поля цi швидкостi
не збiгаються з величинами vn i ~ω0, обумовленими обертанням
фазової площини як цiлого. Дiйсно, якщо утворення граничного
циклу подати як впорядкування, що визначається комплексним
параметром порядкуу φ = ηeiϕ, то градiєнт фази vs ≡
s∇ϕ з ∇ ≡ ∂/∂r i елементарною дiєю s спрямований так,
щоб компенсувати обертання фазового простору поза граничним
циклом, де швидкiсть w = vn − vs. Формально це виражається у
подовженнi градiєнта ∇ ⇒ ∇ − (i/s)w калiбрувальним полем w.
На вiдмiну вiд твердотiльного обертання фазової площини його дiя
приводить до нелiнiйного зв’язку ~ω = (1/2)rot w мiж кутовою ~ω i
лiнiйноюw компонентами швидкостi обертання.
Добре вiдомий приклад такої поведiнки являє собою
надтекучий He4, який знаходиться у посудинi, що обертається
[26, 27]. За аналогiєю з цим випадком густина ефективної енергiї
фазової площини, що обертається разом з набором граничних
циклiв, має вигляд
E = e(η) +
1
2
∣∣∣ (−is∇−w) η∣∣∣2 + I
2
ω2. (1.101)
У рамках феноменологiчної схеми густина енергiї, зумовлена
утворенням граничних циклiв, має вигляд (1.6), який поблизу
точки бiфуркацiї зводиться до розкладу Ландау
e(η) = aη2 +
b
2
η4 (1.102)
з коефiцiєнтами a ≡ (1 − r)/2, b ≡ r/2. Другий доданок у правiй
частинi (1.101) визначає енергiю неоднорiдностi з градiєнтом,
подовженим за рахунок векторного потенцiалу калiбрувального
поляw, а останнiй член становить кiнетичну енергiю площини, що
обертається.
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За наявностi зовнiшньої дiї з частотою ~ω0 поведiнка системи
задається густиною ефективного потенцiалу
E˜ = E − (I~ω0 +M) ~ω0, (1.103)
величина якого визначена у вiдношеннi до площини, що
обертається з кутовим моментом M = I (~ω − ~ω0). Стацiонарнi
розподiли параметра порядку η(r) i вiдносної швидкостi w(r)
задаються умовою екстремуму ефективної енергiї
E{η(r),w(r)} =
∫
E˜
(
η(r),w(r)
)
dr, (1.104)
де iнтегрування проводиться по всiй фазовiй площинi. При цьому
граничнi умови набирають вигляду:
• далеко вiд граничного циклу
η = 0, ∇η = 0, w = [~ω0, r], ~ω = ~ω0; (1.105)
• всерединi граничного циклу
η = η0, ∇η = 0, w = 0, ~ω = 0; (1.106)
• на лiнiї граничного циклу
n (−is∇−w) η = 0. (1.107)
Тут n – одиничний вектор, перпендикулярний до граничного
циклу; η0 =
√−a/b – стацiонарне значення параметра порядку,
що вiдповiдає мiнiмуму залежностi (1.102).
Згiдно з наведеними рiвняннями густина енергiї
невпорядкованої фази, яка нескiнченно вiддалена вiд граничного
циклу, дорiвнює E˜(0) = −(I/2)~ω20, тодi як для впорядкованої
областi, обмеженiй цим циклом, маємо E˜(η0) = −(|a|/2)η20.
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У результатi умова фазової рiвноваги E˜(η0) = E˜(0) визначає
характерне значення кутової швидкостi
ωc ≡
√
|a|η20
I
=
√
a2
Ib
, (1.108)
яке задає масштаб енергiї Ec ≡ Iω2c = |a|η20 = a2/b. Окрiм цього,
визначимо характернi довжини λ, ξ та їх спiввiдношення
λ ≡
√
Ib
4|a| , ξ ≡
√
s2
2|a| ; κ ≡
√
I
I0
, I0 ≡ 2s
2
b
. (1.109)
Далi зручно вимiрювати густину енергiї E˜ в одиницяхEc, величину
параметра порядку η вiднести до η0, кутову швидкiсть ~ω – до ωc,
лiнiйнi швидкостi vn, w – до 2
√
2λωc, кутовий момент M – до
2
√
2Iλωc, вiдстань r – до λ. Тодi густина енергiї (1.103) зводиться
до простого вигляду
E˜ =
∣∣∣ (−iκ−1∇−w) η∣∣∣2 − (η2 − 1
2
η4
)
−
(
~ω0 − 1
2
~ω
)
~ω. (1.110)
Якщо пiдставити цю рiвнiсть до повної енергiї (1.104) i
проварiювати отриманий функцiонал, то отримаємо рiвняння
κ−2∇2η = − (1−w2) η + η3, (1.111)
−rot rot w = η2w. (1.112)
Згiдно з [26, 27] їх розв’язання визначаються параметром κ,
який задається двома останнiми рiвняннями (1.109). Зазвичай
область змiни швидких змiнних настiльки мала, що виконується
умова κ ≤ 2−1/2, i самоорганiзацiя системи приводить до
утворення єдиного граничного циклу. Цiкавiшу ситуацiю маємо
у тому разi, коли фазова площина настiльки велика, що
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реалiзується обернена умова κ > 2−1/2. Тодi в iнтервалi кутових
швидкостей ωc1 < ω0 < ωc2, обмежених граничними значеннями
ωc1 ≡ lnκ√
2κ
ωc =
|a|
4s
(
I
I0
)−1
ln
I
I0
, (1.113)
ωc2 ≡
√
2κωc = |a|/s, (1.114)
утворюється змiшаний стан, який є набором колових граничних
циклiв, що обертаються та перiодично розподiленi за фазовою
площиною, яка перебуває у спокої, незважаючи на дiю
зовнiшнього моменту. Кожному з цих циклiв вiдповiдає
елементарна дiя 2pis, а їх густина на одиницю площi досягає
максимальної величини Nmax = 1/piξ2 для зовнiшньої частоти
ω0 = ωc2. При зменшеннi частоти в iнтервалi 0 < ωc2 − ω0  ωc2
густина граничних циклiв зменшується згiдно з рiвнiстю
N
Nmax
=
ω0
κ
− η
2
2κ2
, (1.115)
у якiй середнє за фазовою площиною значення η2 пов’язане з
частотою ω0 спiввiдношенням
η2 =
2κ
β(2κ2 − 1)(κ− ω0), β ≡ η
4/(η2)2 = 0.1596. (1.116)
При цьому середня частота
ω = ω0 − η2/2κ = ω0 − (κ− ω0)/β(2κ2 − 1) (1.117)
менша вiд зовнiшньої ω0 на величину
M = −η2/2κ = −(κ− ω0)/β(2κ2 − 1), (1.118)
що дорiвнює середнiй поляризацiї фазової площини завдяки
обертанню граничних циклiв. Максимальна величина кутової
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швидкостi досягається в їх центрах, а мiнiмальне значення
ωmin = ω0 −
√
2(κ − ω0)/(2κ2 − 1) – у центрах трикутникiв,
що утворюються решiткою граничних циклiв (див. рис.1.5).
Середня змiна ефективної енергiї (1.104), обумовлена обертанням
граничних циклiв,
E = Iω2c
(
1
2
+ ω2 − η
4
2
)
= Iω2c
[
1
2
+ ω2 − (κ− ω)
2
1 + β(2κ2 − 1)
]
(1.119)
визначається середньою швидкiстю ω, диференцiювання за якою
приводить до (1.117).
Рисунок 1.5 – Розподiл граничних циклiв, що обертаються, за
фазовою площиною при κ > 2−1/2, ωc1 < ω0 < ωc2
Поблизу нижньої межi ωc1 густина граничних циклiв N =
(κ/2pi)ω невелика, i їх можна розглядати незалежним чином.
Зважаючи на те, що w(r) змiнюється на вiдстанях r ∼ 1, а η(r) –
на довжинах r ∼ κ−1  1, для вiдносної швидкостi використаємо
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рiвняння (1.112) з η2 ≈ 1 i κ 1:
w = −κ−1K1(r), (1.120)
де K1(r) – функцiя Ганкеля уявного аргументу. Вiдповiдно
параметр порядку визначається рiвнянням (1.111) з w = −1/κr:
η ' cr при r  κ−1,
η2 ' 1− (κr)−2 при r  κ−1, (1.121)
де c – позитивна константа. Iз (1.120) випливає
w ≈ −1/κr при r  1;
w ≈ −
√
pi/2κ2 r−1/2e−r при r  1. (1.122)
Залежнiсть ω(ω0) характеризується монотонно зростаючою
кривою, яка при ω0 = ωc1 має вертикальну дотичну, а зi
зростанням ω0 виходить на пряму лiнiю ω = ω0. Ефективна
енергiя одного граничного циклу становить (2pi/κ2) lnκ, а кутова
швидкiсть ω у його центрi вдвiчi бiльше ωc1.
Проведений розгляд показує, що утворення граничного циклу
в результатi бiфуркацiї Хопфа є фазовим переходом, визначеним
комплексним параметром порядку φ = ηeiϕ. Його амплiтуда
η зводиться до повiльної змiнної (вище вона була позначена
як Q), а кут ϕ швидко змiнюється з часом, розподiляючись у
просторi таким чином, що градiєнт vs ≡ s∇ϕ компенсуєшвидкiсть
vn = [~ω0r] обертання фазової площини як цiлого. Завдяки
цьому впорядкування сприяє зменшенню лiнiйної швидкостi
w = vn − vs нижче значення vn. Оскiльки кутова та лiнiйна
складовi зв’язанi спiввiдношенням ~ω = (1/2)rotw, що властиве
напруженостi й потенцiалу калiбрувального поля, то зазначена
компенсацiя приводить також до редукцiї зовнiшнього значення ~ω0
до внутрiшнього ~ω < ~ω0.
Зазвичай область змiни координати та iмпульсу, що вiдповiдає
граничному циклу, займає всю фазову площину, завдяки чому
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параметр κ =
√
I/I0 набуває значень κ ∼ 1. При цьому
бiфуркацiя Хопфа приводить до утворення єдиного граничного
циклу, що являє собою перiодичнi змiни стану системи, що
самоорганiзуюється. У протилежному разi область змiни швидких
змiнних, що вiдповiдає граничному циклу, набагато менша за
повну площу фазової площини, i виконується умова κ  1. Якщо
при цьому система пiддається перiодичнiй дiї, частота якої ω0
обмежена iнтервалом ωc1 − ωc2, визначеним рiвностями (1.113),
(1.114), то процес самоорганiзацiї приводить до множинного
резонансу iз зовнiшнiм полем (для частот ω0 < ωc1 бiфуркацiя
Хопфа не реалiзується, а для ω0 > ωc2 граничний цикл
розпливається за всiєю фазовою площиною, забезпечуючи
коливання, заданi зовнiшнiм полем). В iнтервалi ωc1 − ωc2
середнi величини координати та iмпульсу, що вiдповiдають даному
резонансу, визначаються положенням вiдповiдного граничного
циклу, а амплiтуда їх коливань задається кореляцiйною довжиною
ξ, визначеною другою рiвнiстю (1.109). Зi зростанням зовнiшньої
частоти перший iз зазначених резонансiв з’являється при ω0 =
ωc1, а їх максимальне число Nmax ∼ ξ−2 досягається при частотi
ω0 = ωc2. При цьому густина граничних циклiв змiнюється згiдно
iз законом (1.115), а середня частота резонансу задається рiвнiстю
(1.117).
1.5 Дробова система Лоренца
Як зазначалося у пiдроздiлi 1.1, система Лоренца є однiєю
iз найбiльш простих i унiверсальних моделей поведiнки складної
системи, значно вiддаленої вiд рiвноважного стану. У простому
випадку поведiнка такої системи подається диференцiальними
рiвняннями (1.2), якi визначають часовi залежностi параметра
порядку η(t), сполученого поля h(t) i керуючого параметра S(t).
Аналiтичне дослiдження системи (1.2) реалiзується тiльки за
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умов адiабатичного наближення
σ  1, b ≥ 1, (1.123)
коли лiвими частинами у двох останнiх рiвняннях можна
знехтувати, i вони стають алгебраїчними. У результатi система
Лоренца зводиться до рiвняння Ландау-Халатнiкова (1.5),
права частина якого є похiдною за параметром порядку вiд
синергетичного потенцiалу типу (1.6), (1.11). Такого роду
синергетична модель дозволяє узагальнити картину фазових
перетворень [18] на структурнi перетворення нерiвноважного
конденсованого середовища [8], течiю гранульованого
середовища [28] i транспортнi потоки [29]; а також подати
перехiд мiж хаотичним i когерентним станами фiнансового
ринку [30]– [31]. Бiльше того, послаблення зворотного зв’язку
i релаксацiї за рахунок переходу до дробової системи Лоренца
(див. нижче) дозволяє iнтерпретувати явище самоорганiзованої
критичностi [32].
На вiдмiну вiд зазначених випадкiв цей пiдроздiл присвячений
дослiдженню детермiнованого хаосу [1], який виникає за умов
протилежних (1.123). У цьому випадку аналiтичний розгляд стає
неможливим, i задача зводиться до чисельного дослiдження
дивного атрактора [33], що становить фрактальну множину точок,
до якої збiгаються траєкторiї системи у фазовому просторi η, h,
S. Основною характеристикою такої множини є розмiрнiсть, яка
набуває дробового значення D ≈ 2.06 [34] i означає, що атрактор
Лоренца не зводиться до двовимiрної поверхнi i, в цей самий час,
не заповнює тривимiрний об’єм.
Грунтуючись на фрактальних уявленнях, визначимо
кореляцiйну розмiрнiсть ν атрактора Лоренца, користуючись
методом Рунге-Кутта 6-го порядку, пiдвищене значення якого
забезпечує необхiдну точнiсть [35]. Дотримуючись [1], [36],
вiзьмемо стандартнi значення
σ = 10, b = 8/3. (1.124)
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У цьому випадку залежнiсть кореляцiйної розмiрностi ν вiд
ступеня зовнiшньої дiї r має форму, показану на рис.1.6. Видно,
що в точцi r ≈ 24 кореляцiйна розмiрнiсть зростає стрибком вiд
ν ≈ 0 до вказаного значення ν ≈ 2.06. Проте при подальшому
зростаннi параметра r кореляцiйна розмiрнiсть зазнає провалiв
до значення ν ≈ 1, що вiдповiдає лiнiйнiй множинi, в областях,
прилеглих до точок r ≈ 71, r ≈ 92.5, r ≈ 100 i так далi.
При докладнiшому дослiдженнi структури зазначених мiнiмумiв
(рис.1.6б) виявляється, що дивний атрактор вироджується в лiнiю
не в окремих точках, а в областях кiнцевої ширини ∆r ∼
1. Подальше розв’язання деяких iз цих областей (наприклад,
показаної на рис.1.6б) виявляє дрiбнiшi мiнiмуми (типу наведеного
на рис.1.6в), де кореляцiйна розмiрнiсть падає до значень, що
перевищують ν = 1. Це означає, що перш нiж виродитися в лiнiю,
дивний атрактор може зазнати менш радикальної перебудови,
яка, проте, проходить таким самим рiзким чином, як i у глибоких
провалах.
Таким чином, екстремальне зростання параметра зовнiшньої
дiї r приводить до iєрархiчного ланцюга перебудов дивного
атрактора, що знижують його розмiрнiсть. Змiну форми
атрактора, що вiдповiдає мiнiмумам залежностi ν(r) у точках
r = 40, r = 90.165 i r = 92.5, де кореляцiйна розмiрнiсть набуває
значень ν ' 2.06; 1.4; 1, показано на рис.1.7. З нього легко
побачити, що зi зростанням r вiдбувається утворення iєрархiчної
послiдовностi острiвцiв, недосяжних для конфiгуративної точки,
що становить еволюцiю системи [37]. Система Лоренца, хоча i є
найпростiшою нелiнiйною моделлю, дозволяє пояснити настiльки
складне явище, як самоорганiзована критичнiсть [32]. Це
досягається, якщо, з одного боку, ввести у правi частини рiвнянь
(1.2) стохастичнi джерела, а з iншого – ослабити зворотний
зв’язок i релаксацiю. Залишаючи розгляд стохастичних джерел до
пiдроздiлу 2.5, обмежимося дослiдженням впливу iнтенсивностi
зворотного зв’язку, величина якого задається позитивним
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Рисунок 1.6 – Залежнiсть кореляцiйної розмiрностi ν вiд ступеня
зовнiшньої дiї r
показником a ≤ 1, що виникає iз замiною параметра порядку
η ⇒ sign(η) |η|a, (1.125)
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Рисунок 1.7 – Змiна форми атрактора Лоренца зi зростанням
ступеня зовнiшньої дiї: а) r = 40; б) r = 90.165; в) r = 92.5
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де знакова функцiя визначена рiвностями sign(η) = 1 при η >
0 i sign(η) = −1 при η < 0. Сенс цiєї замiни полягає в
тому, що перехiд вiд параметра порядку η до його абсолютного
значення дозволяє уникнути уявних значень степеневої функцiї ηa
з дробовим показником a.
З iншого боку, введення знакової функцiї забезпечує стiйкiсть
системи на межi η → −∞.7 У результатi рiвняння (1.2) набирають
вигляду дробової системи Лоренца [38]
∂η
∂t
= −sign(η) |η|a + h,
σ
∂h
∂t
= −h+ sign(η) S|η|a, (1.126)(σ
b
) ∂S
∂t
= (r − S)− sign(η) |η|ah.
Для визначення областi iснування дивного атрактора знайдемо
розв’язання системи (1.126) в лiнiйнiй формi
η = η0
(
1 + α eλt
)
,
h = h0
(
1 + β eλt
)
, (1.127)
S = S0
(
1 + γ eλt
)
,
де λ – невiдомий iнкремент; параметри η0, h0, S0 вiдповiдають
стацiонарному стану; амплiтуди α, β, γ представляють малi
вiдхилення вiд цього стану. Пiдставляючи (1.127) до (1.126),
приходимо до системи алгебраїчних рiвнянь, якi для нульового
порядку за α, β, γ  1 дають стацiонарнi значення:
η0 = ± (r − 1)
1
2a , h0 = η
a
0 = ±
√
r − 1, S0 = 1,
7Дiйсно, за вiдсутностi цiєї функцiї ефективна сила на межi η → −∞
мала б асимптотику −|η|a, яка вiдповiдає потенцiалу −(a + 1)−1|η|a+1, що
необмежено зменшується. Знакова функцiя забезпечує позитивнi значення
цього потенцiалу, а отже, i його необмежене зростання на межi η → −∞.
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а у першому порядку – однорiдну систему
(η0λ+ aη
a
0)α − h0β = 0,
−(aηa0)α + (σh0λ+ h0)β − ηa0γ = 0, (1.128)
(ah0η
a
0)α + (h0η
a
0)β +
(σ
b
λ+ 1
)
γ = 0.
Умови розв’язання цiєї системи приводять до кубiчного рiвняння
λ3 + Aλ2 +Bλ+ C = 0 (1.129)
з коефiцiєнтами
A ≡ 1 + b
σ
+ a(r − 1)− 1−a2a ,
B ≡ b
σ2
r +
ab
σ
(r − 1)− 1−a2a , (1.130)
C ≡ 2ab
σ2
(r − 1) 3a−12a .
Прямою пiдстановкою неважко переконатися, що рiвняння
(1.129) має чисто уявнi коренi, що вiдповiдають втратi стiйкостi
полюсiв (1.128), за умови8 AB = C. У результатi приходимо до
бiфуркацiйого рiвняння[
(1 + b) + aσ(r − 1)− 1−a2a
] [
r + aσ(r − 1)− 1−a2a
]
= 2aσ(r − 1) 3a−12a ,
(1.131)
яке визначає область параметрiв, де дивний атрактор стає
єдиною множиною, що притягує траєкторiї. Iз графiка вiдповiдної
залежностi r(a), наведеної на рис.1.8 (пунктирна лiнiя) для
стандартного вибору параметрiв (1.124), видно, що зменшення
показника a швидко звужує iнтервал значень r, при яких
8У цьому випадку рiвняння (1.129) може бути подане у виглядi (λ− λ0)(λ−
iω)(λ+iω) = 0, де λ0, ω – дiйснi числа, що призводять до коефiцiєнтiвA ≡ −λ0,
B ≡ ω2, C ≡ −λ0ω2 = AB.
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Рисунок 1.8 – Область iснування дивного атрактора (обмежена
суцiльною лiнiєю i затемнена). Штрихова лiнiя показує межу
появи лiнiйного атрактора (як i для дивного вона знайдена
чисельно), пунктирна – область стiйкостi стацiонарного стану
(задається рiвнянням (1.131))
реалiзується режим дивного атрактора. Бiльше того, якщо
величина a не перевищує критичне значення ac, то зворотний
зв’язок настiльки слабкий, що хаотична поведiнка не реалiзується
взагалi.
Визначення критичного показника a приводить до дуже
громiздкої чисельної процедури. Щоб уникнути її, скористаємося
критичним значенням ac, починаючи з якого стає нестiйким
стацiонарний стан (1.127) (iз рис.1.8 бачимо, що величина ac
дає нижню межу показника a, при якому з’являється дивний
атрактор). Якщо визначити точку a = ac умовою |dr/da| = ∞,
то пiсля диференцiювання рiвняння (1.131) за a приходимо до
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рiвняння
2(3a− 1) + (1− 5a)r + a(a− 1)σ(r − 1)− 1−a2a −
−
[
1 + b
σ
+ a(r − 1)− 1−a2a
] [
σ(1− a)− 2(r − 1) 1+a2a
]
= 0.
(1.132)
Спiльне розв’язання рiвнянь (1.131), (1.132) дає залежнiсть
ac(σ, b), показану на рис.1.9. Iз неї бачимо, що зменшенню
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Рисунок 1.9 – Залежнiсть критичного показника ac вiд кiнетичних
параметрiв, що є спiввiдношеннями характерних часiв змiни поля
i параметра порядку (σ) та поля i керуючого параметра (b)
критичного показника ac, яке означає розширення областi
iснування дивного атрактора, сприяє зростанню параметра σ i
зменшенню b. Фiзично це означає, що дивний атрактор виникає
при швидкiй змiнi параметра порядку i вповiльненнi керуючого
параметра [18]. Характерно, що нi за яких значень параметрiв σ, b
критичний показник не набуває значення ac < 0.5. Проте в областi
σ > 10 + 8.64 b (1.133)
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вiдбувається зрив до мiнiмальної величини ac = 0.5, коли дивний
атрактор виникає незалежно вiд показника зворотного зв’язку a.
Розглянемо нарештi явний вигляд залежностi кореляцiйної
розмiрностi ν вiд ступеня зовнiшньої дiї r для рiзних значень
показника зворотного зв’язку a. Як бачимо iз вставки на
верхньому полi рис.1.10, навiть дуже незначна варiацiя
a приводить до iстотної змiни величини ν, обумовленої як
зрушенням iснуючих провалiв залежностi ν(r), так i появою нових
(у першому випадку на кривiй ∆ν(r) виникає пара пiкiв рiзного
знака, в другому – єдиний мiнiмум). При помiтному зменшеннi
показника a число провалiв, де кореляцiйна розмiрнiсть набуває
значення менше нiж ν ≈ 2.06, значно збiльшується, i залежнiсть
ν(r) набирає явно вираженої фрактальної форми (це видно зi
вставки на графiку ν(r), взятому при a = 0.9, де показано тонку
структуру мiнiмумiв, видiлених на основному полi). Подальше
зменшення показника a до значень a ≥ ac приводить, вiдповiдно
до рис.1.8, до iстотного звуження областi дивного атрактора, який
при великих r трансформується у лiнiйну множину з розмiрнiстю
ν = 1. З подальшим зростанням параметра r стає нестiйким i
лiнiйний атрактор.
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Рисунок 1.10 – Вплив показника зворотного зв’язку a на
залежнiсть кореляцiйної розмiрностi ν вiд ступеня зовнiшньої дiї
r. Вставка на верхньому полi показує змiну ∆ν = ν0.999 − ν1 для
переходу вiд значення a = 1 до a = 0.999. Вставка при a = 0.9
показує тонку структуру мiнiмумiв, видiлених на основному полi
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Завдання для самоконтролю
1. Що являє собою реакцiя Бiлоусова-Жаботинського? Чому
її вiдносять до прикладiв явища самоорганiзацiї?
2. Запишiть i проаналiзуйте систему рiвнянь Лоренца (1.1).
3. Отримайте iз (1.1) систему вигляду (1.2) за допомогою
спiввiдношень (1.3).
4. Вкажiть, за яких умов сполучене поле h та керуючий
параметр S можуть задаватися рiвняннями (1.4). Отримайте
цi рiвняння iз системи (1.2).
5. Проаналiзуйте рiвняння Ландау-Халатнiкова, отримане iз
системи Лоренца за адiабатичних умов.
6. Знайдiть координати можливих мiнiмумiв синергетичного
потенцiалу (1.6).
7. Отримайте вираз та побудуйте графiк залежностi параметра
порядку вiд часу.
8. Як змiнюється система Лоренца (1.2), якщо вiд
безперервного переходу перейти до переривчастого?
9. Якого вигляду набирає синергетичний потенцiал (1.6) для
переривчастого переходу?
10. Знайдiть значення параметра r, за яких вiдбуваються якiснi
змiни вигляду синергетичного потенцiалу.
11. Отримайте стацiонарнi значення параметра порядку (1.15),
що вiдповiдають екстремумам потенцiалу (1.11).
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12. Побудуйте графiки залежностi стацiонарних значень
параметра порядку η та керуючого параметра S вiд
параметра нагнiтання r для рiзних спiввiдношень мiж
константами κ та ητ .
13. Дайте визначення бiфуркацiї Хопфа.
14. Проаналiзуйте систему лiнiйних рiвнянь Лотки-Вольтерра.
15. Отримайте рiвняння (1.30) iз (1.18).
16. Який вигляд має оператор проектування?
17. Доведiть основнi властивостi оператора проектування P̂ , що
задаються формулами (1.35).
18. Отримайте рiвняння (1.42) для коефiцiєнтiв нелiнiйної
складової комплексної сили з урахуванням рiвнянь (1.38)–
(1.41).
19. Iз загальної формули для коефiцiєнтiв нелiнiйної складової
комплексної сили отримайте їх конкретний вигляд для рiзних
m i n (див. (1.43)–(1.45)).
20. Знайдiть параметр нелiнiйностi рiвняння (1.48) у виглядi
(1.59).
21. Запишiть умови утворення граничного циклу.
22. Отримайте вираз для показника Флоке.
23. Знайдiть першi три похiднi функцiї ϕ(E), що задається
рiвнянням (1.67).
24. За допомогою перенормування основних величин отримайте
систему рiвнянь (1.68) у безрозмiрному виглядi (1.69).
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25. Знайдiть вираз для поляризацiї середовища за адiабатичних
умов.
26. Знайдiть умови втрати стiйкостi стацiонарного стану.
27. Знайдiть умову появи коливальної поведiнки.
28. Знайдiть ненульовi похiднi узагальненої сили (див. (1.79)).
29. Проаналiзуйте фазову дiаграму, що визначає область
стiйкого граничного циклу (див. рис.1.3).
30. Як враховуються швидкi та повiльнi змiннi пiд час запису
гамiльтонiана (1.94)?
31. Запишiть умови, що реалiзуються на лiнiї, всерединi та
далеко вiд граничного циклу.
32. Iз загальної формули (1.103) отримайте безрозмiрну густину
енергiї E˜ у виглядi (1.110).
33. Проаналiзуйте фазовi портрети, наведенi на рис.1.4.
34. Проаналiзуйте залежнiсть кореляцiйної розмiрностi ν вiд
ступеня зовнiшньої дiї r.
35. Пояснiть необхiднiсть використання знакової функцiї для
побудови дробової системи Лоренца.
36. Знайдiть розв’язок системи рiвнянь (1.128) стосовно
параметра λ.
37. Дайте визначення дивному атрактору.
38. Проаналiзуйте вплив показника зворотного зв’язку a
на залежнiсть кореляцiйної розмiрностi ν вiд ступеня
зовнiшньої дiї r.
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Роздiл 2
САМООРГАНIЗАЦIЯ СУЦIЛЬНИХ
СЕРЕДОВИЩ
Незважаючи на простоту i велике поширення сипких
(гранульованих) середовищ, рiвень їх дослiдження вiдповiдає
розвитку фiзики твердого тiла першої третини минулого
сторiччя [39]– [41]. Це зв’язано з тим, що за рiзних умов
сипке середовище може проявляти як властивостi твердого
тiла, так i рiдини. Найяскравiше така поведiнка спостерiгається
у поведiнцi сипких пiскiв, описанiй вiдомим мандрiвником
В.К. Арсеньєвим [42]. Наведений ним опис дає наочне уявлення
про подвiйну природу сипкого середовища: за умов хаотичної
дiї хвиль прибою та тиску, зменшеного вихiдним струменем газу,
пiсок проявляє властивостi в’язкої рiдини; за вiдсутностi названих
умов вiн подiбний до твердого тiла. Iнтенсивнi дослiдження
останнiх 10 − 15 рокiв показали, що така подвiйнiсть пов’язана
з тим, що середньоквадратична флуктуацiя u швидкостi руху
частинок набуває гiдродинамiчного характеру, що приводить до
макроскопiчного ступеня свободи – ефективної (гранульованої)
температури T ≡ mu2 (m – маса частинки) [41], [43].
Найпростiшим випадком є плоска течiя Куетта, яка
забезпечується рiвномiрним рухом нижньої межi гранульованого
середовища зi швидкiстю U уздовж осi x. При цьому
неоднорiднiсть розвивається у перпендикулярному напрямку
y i виявляє такi закономiрностi [43]:
• поблизу рухомої межi течiя обмежена тонким шаром, у
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якому флуктуацiї швидкостi u зменшуються повiльнiше, нiж
середнє значення V ;
• просторовий профiль швидкостi V (y), вiднесеної до
максимального значення U , не залежить вiд величини V ,
тиску P i режиму течiї – стацiонарного або переривчастого;
• напруження зсуву σ = µP стале за об’ємом течiї й
характеризується коефiцiєнтом тертя µ = µ(U), величина
якого падає зi зростанням швидкостi U до значення,
властивого сухому тертю.
Iнший прояв подiбного роду має твердотiльна поведiнка
тонкого шару мастила, розмiщеного мiж атомарно плоскими
поверхнями [44]. Таке завдання покладене в основу проблеми
зниження коефiцiєнта тертя, що обумовлює її величезне
прикладне значення [45]. В експериментальних умовах
твердотiльна поведiнка виявляється в тому, що, досягнувши
межi текучостi, спостерiгається переривчастий рух, який
властивий тертю поверхонь твердих тiл. Така поведiнка
пояснюється частковим затвердiнням плiвки мастила, що
складається iз декiлькох молекулярних шарiв. Повне плавлення
вiдбувається, якщо напруження зсуву перевищує деяке критичне
значення [46], [47].
Початок аналiтичному опису поведiнки надтонкого шару
змащувальної плiвки поклали працi [48]– [50], де, зокрема,
було введено параметр порядку, що визначає степiнь плавлення
завдяки зсуву. Значне просування у феноменологiчному уявленнi
процесу тертя у надтонких рiдких плiвках було досягнуто в роботi
[51], на основi розгляду в’язкопружного середовища в рамках
наближення Гiнзбурга-Ландау.
Далi ми покажемо [28], [38], [52], що синергетична концепцiя
дозволяє описати послiдовним чином перехiд вiд рiдиноподiбної
до твердотiльної поведiнки як для сипкого середовища (пiдроздiли
2.1, 2.2), так i для тонкої плiвки мастила (пiдроздiл 2.3).
67
2.1 Початковi рiвняння поведiнки сипкого
середовища
Розумiння закономiрностей плоскої течiї Куетта може бути
досягнуте в рамках гiдродинамiчної теорiї [43], де поведiнка
системи параметризується полями температури T (y, t) i швидкостi
V (y, t). Перше пiдпорядковується рiвнянню теплопровiдностi
T˙ = −T + (χT ′)′ + σV ′, (2.1)
доповненому законом течiї σ = ηV ′. Тут  – параметр
дисипацiї, обумовленої непружними зiткненнями частинок; χ –
температуропровiднiсть; η – динамiчна в’язкiсть; σ – зсувна
компонента напруження; крапка означає повну похiдну d/dt ≡
∂/∂t+V∇ за часом t, штрих – за координатою y. Поле швидкостi
визначається рiвнянням руху
V˙ = νV
′′
, (2.2)
де кiнематична в’язкiсть ν пов’язана з динамiчною η =
νρ через густину середовища ρ. За умов плоскої течiї тиск
пiдпорядковується умовi P ′ = 0, що означає його незмiннiсть за
об’ємом. Система (2.1),(2.2) замикається рiвнянням стану
d3
(
1− ρ
ρc
)
=
T
P
, (2.3)
де d – розмiр частинки, критична густина ρc вiдповiдає точцi
переходу до склоподiбного стану. Завдяки змiнi густини ρ
матерiальнi константи , χ, ν критичним чином залежать вiд
параметрiв стану:
, χ ∼ P
T 1/2
; ν ∼
(
P
T
)β
T 1/2, β ≥ 1. (2.4)
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Якiсна змiна поведiнки системи, зумовлена гiдродинамiчною
модою флуктуацiй швидкостi, виражається за наявностi двох
режимiв: класична течiя рiдини, що вiдповiдає кiнцевим
температурам T , малим тиску P i густинi ρ; твердотiльна
поведiнка, за якої T дуже мала, P великий, а густина ρ ≤ ρc
близька до критичної. Вказана вiдмiннiсть подана у [43]
за рахунок апрiорного додавання середовищу необхiдних
критичних властивостей – у першiй областi показник β взятий
рiвним одиницi, а в другiй iстотно перевищує її (β ' 1.75). У
результатi гiдродинамiчна теорiя [43] пояснює експериментальну
картину течiї сипкого середовища, тодi як картина переходу
з твердотiльного режиму до гiдродинамiчного залишається
за рамками розгляду. Розглянемо цю картину, дотримуючись
роботи [28].
2.2 Самоорганiзацiя сипкого середовища
Враховуючи нерiвноважний характер переходу, можна
вважати, що його опис досягається в рамках синергетичного
подання [8], яке узагальнює термодинамiчну картину фазових
перетворень. Як видно iз пiдроздiлiв 1.1, 1.2, задача зводиться
до знаходження рiвнянь релаксацiї для параметра порядку,
сполученого йому поля i керуючого параметра. При написаннi
цих рiвнянь ми виходитимемо з того, що самоузгоджена картина
досягається, якщо для кожного ступеня свободи враховується
мiкроскопiчний канал дисипацiї, зумовлений рухом окремих
частинок, i макроскопiчний – пов’язаний з колективною
поведiнкою (течiєю середовища).
Як параметр порядку, що вiдрiзняє текучий стан
вiд твердотiльного зручно взяти замiсть температури T
середньоквадратичну амплiтуду флуктуацiй швидкостi
u ≡ √T/m. Тодi, опускаючи нелiнiйнi доданки i вводячи
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гiдродинамiчний член u˙ ∼ V˙ = νV ′′, iз рiвняння (2.1) отримуємо
u˙ = − u
tu
+ χu′′ + aν V ′′, a = const > 0. (2.5)
Тут перший доданок враховує мiкроскопiчний канал дисипацiї за
рахунок непружних зiткнень, iнтенсивнiсть яких, визначена в (2.1)
параметром , обернено пропорцiйна часу релаксацiї tu. Доданки,
що залишилися, становлять макроскопiчний канал дисипацiї за
рахунок просторової змiни швидкостi флуктуацiй u (термiчний
внесок) та її середнього значення V (гiдродинамiчний внесок). У
рамках самоузгодженої схеми гiдродинамiчне рiвняння (2.2) слiд
доповнити нелiнiйним доданком, що вiдображає мiкроскопiчний
канал дисипацiї, зумовлений дiєю сколювального напруження на
флуктуацiї швидкостi:
V˙ = −g uσ + νV ′′. (2.6)
Тут g – позитивна константа. Останнє з рiвнянь визначає
релаксацiю пружного напруження σ до значення σe, що задається
зовнiшньою дiєю:
σ˙ =
σe − σ
tσ
− gσν uV ′′. (2.7)
Як i ранiше, перший доданок вiдображає мiкроскопiчний механiзм
релаксацiї, що забезпечується локальним перерозподiлом
частинок з характерним часом tσ; другий доданок враховує
колективний внесок, обумовлений флуктуацiйним перерозподiлом
частинок, що рухаються з прискоренням V˙ ∼ νV ′′.
Для аналiзу синергетичних рiвнянь (2.5)–(2.7) зручно
скористатися безрозмiрними змiнними, якщо вiднести час t,
координату y, амплiтуду флуктуацiй швидкостi u, її середнє
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значення V i пружне напруження σ до таких масштабiв1:
tu, l ≡
√
χtu, uc ≡ (ggσtσ)−1/2, Vc ≡ χ
aν
uc, σc ≡ (agtu)−1.
(2.8)
Тут гiдродинамiчнi величини координати i часу визначаються
виразами
λ2 ≡ ντ = η
2
ρG
, τ ≡ η
G
, (2.9)
де G – характерне значення модуля зсуву. У результатi поведiнка
сипкого середовища подається безрозмiрною системою рiвнянь
u˙ = −u+ u′′ + V ′′, (2.10)
(τ/tu) (l/λ)
2 V˙ = −uσ + V ′′, (2.11)
(tσ/tu)σ˙ = (σe − σ)− uV ′′. (2.12)
Характер їх розв’язання задається спiввiдношенням часiв tu, τ ,
tσ i масштабiв l, λ. Дисипативна картина фазового переходу
реалiзується, коли непружнi зiткнення настiльки слабкi, що
час релаксацiї tu набагато перевищує гiдродинамiчний масштаб
(l/λ)2 τ i мiкроскопiчний час tσ [8]:
(l/λ)2 τ  tu, tσ  tu. (2.13)
Оскiльки безрозмiрнi швидкостi u˙, V˙ , σ˙ мають однаковий порядок,
то умови (2.13) дозволяють знехтувати лiвими частинами рiвнянь
(2.11), (2.12). У результатi отримуємо залежностi кривизни
профiлю середньої швидкостi V ′′ i внутрiшнього напруження
σ вiд середньоквадратичної флуктуацiї швидкостi u у виглядi
(1.4), де параметр порядку η замiнюється амплiтудою флуктуацiй
швидкостi u, поле h– кривизною V ′′, а ентропiя S – напруженням
1У звичайних умовах кiнематична в’язкiсть ν не перевищує коефiцiєнт
температуропровiдностi χ, а масштаб змiни середньої швидкостi Vc перевищує
вiдповiдне значення uc амплiтуди її флуктуацiй [43].
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σ. Тодi спонтанне зростання амплiтуди флуктуацiй в iнтервалi,
обмеженому максимальним значенням u = 1, приводить
до збiльшення кривизни V ′′ профiлю середньої швидкостi та
релаксацiї внутрiшнього напруження σ < σe нижче за рiвень,
що фiксується зовнiшнiми умовами. Пiдстановка спiввiдношення
V ′′(u) у (2.10) дає рiвняння Гiнзбурга-Ландау-Халатнiкова
u˙ = u′′ − ∂E
∂u
, (2.14)
вигляд якого визначається енергiєю флуктуацiй E(u), що
задається спiввiдношенням (1.6) i вимiрюється в одиницях u2c .
Для малого напруження σe залежнiсть E(u) має монотонно
зростаючий вигляд з мiнiмумом u = 0, що вiдповiдає
твердотiльному стану. Зi зростанням σe до значень, що
перевищують критичний рiвень σc, з’являється мiнiмум
u0 =
√
σe − 1, (2.15)
який вiдповiдає текучому стану (впорядкована фаза). При цьому
кривизна профiлюшвидкостi набуває кiнцевого значення V ′′0 = u0,
а внутрiшнє напруження спадає до критичного значення σc = 1.
У стацiонарному станi u˙ = 0 рiвняння (2.14) має перший
iнтеграл
1
2
(u′)2 = E + |E0|, E0 ≡ E(u0) ' −1
4
(σe − 1)2 < 0. (2.16)
Тут ми врахували, що у впорядкованiй фазi, яка вiдповiдає
y = −∞, виконання умов u = u0, u′ = 0 вимагає,
щоб константа iнтегрування зводилася до абсолютного значення
енергiї впорядкування E0, для оцiнки якої проведено розклад до
квадратичних доданкiв за рiзницею (σe − 1) 1.
Залишаючи в рiвняннi (2.16) доданки порядкiв u2 i u4,
знаходимо стацiонарний розподiл флуктуацiй у виглядi кiнка
u = u0 tanh
(
y0 − y
ξ
)
, ξ2 ≡ 2
σe − 1 , (2.17)
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де введена кореляцiйна довжина ξ, що розходиться при
критичному значеннi пружного напруження; стала iнтегрування
y0  ξ визначає ширину примежової областi, де флуктуацiї
швидкостi спадають вiд стацiонарного значення (2.15) до нуля.
Пiдставляючи розподiл (2.17), який зменшується на кореляцiйнiй
довжинi ξ, до залежностi σ(u), бачимо, що у перехiднiй областi
сколювальна компонента напруження монотонно зростає вiд
критичного значення σc = 1 до величини σe > σc, що задається
зовнiшнiми умовами (див. рис.2.1а). Такий розподiл напруження
обумовлює критичне зростання коефiцiєнта тертя µ ≡ σ/P
вiд гiдродинамiчного значення 1/P ≡ (gatuP )−1, що спадає зi
зменшенням iнтенсивностi непружних зiткнень i посиленням
зв’язку флуктуацiй з напруженням (див. (2.6)), до величини σe/P ,
що вiдповiдає сухому тертю. Зазначимо, що вказана поведiнка
аж нiяк не суперечить висновку [43] про незмiннiсть пружного
напруження в областi течiї. Дiйсно, цей висновок грунтується
на використаннi макроскопiчного наближення, в рамках якого
мiжфазна межа передбачається нескiнченно тонкою, тодi як у
нашому випадку пружне поле змiнюється на кореляцiйнiй довжинi
ξ 6= 0.2
Комбiнування залежностi V ′′(u) зi спiввiдношенням u′(y), що
випливає iз (2.16), приводить до рiвняння для середньої швидкостi
течiї
V ′ = −
√
2
2
ln
[
1 + u2
(σe − 1)− u2
]
. (2.18)
Згiдно з рис.2.1б, градiєнт цiєї швидкостi монотонно зростає на
2Вiдмiтимо також, що формальне використання рiвностi (2.16) на межi течiї
y = y0, що вiдповiдає u = 0, приводить до кiнцевого градiєнта флуктуацiй
швидкостi
u′0 =
u0
ξ
=
1√
2
(σe − 1).
З фiзичної точки зору наявнiсть такого градiєнта зовсiм не означає появу
теплового потоку J ∝ T ′, оскiльки на межi течiї градiєнт температури T ′ ≡
2muu′ зникає завдяки зникненню флуктуацiй самої швидкостi u = 0.
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Рисунок 2.1 – а) просторова залежнiсть середньоквадратичних
флуктуацiй швидкостi u (крива 1) i пружного напруження σ
(крива 2); б) вiдповiднi профiлi градiєнта швидкостi V ′ (крива 1)
i середньої швидкостi V (крива 2). Прийнято, що y0 = 5, σe = 2
вiдстанях 0 < y < y0 вiд значення
V ′(0) ' −
√
2
y0
ξ
+
√
2
2
ln
2(σe − 1)
σe
(2.19)
до нуля. У результатi профiль швидкостi V (y) розбивається на
дiлянки швидкого (0 < y < y0 − ξ) i повiльного (y0 − ξ < y < y0)
падiння. Оскiльки флуктуацiї u(y) змiнюються лише при y0 − ξ <
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y < y0, то в основнiй областi течiї 0 < y < y0−ξ середня швидкiсть
спадає швидше, нiж її флуктуацiї [43].
Проведений розгляд показує, що використання рiвнянь
самоорганiзацiї (2.5)–(2.7) дозволяє подати самоузгоджену
картину переходу сипкого середовища iз твердотiльного до
текучого стану.
2.3 Самоорганiзацiя тонкого шару мастила
Згiдно з експериментальними даними, перехiд тонкого
шару мастила до рiдкого стану може забезпечуватися як
термодинамiчним, так i механiчним плавленням [51]. Якщо
перший iз вказаних процесiв є звичайним фазовим переходом,
то розумiння другого може бути досягнуто лише в рамках
синергетичного пiдходу, викладеного в пiдроздiлi 1.2. Цей
пiдхiд грунтується на тому положеннi, що режим рiдкої
течiї вiдрiзняється вiд твердотiльного аномально великими
флуктуацiями швидкостей руху молекул [38], [28]. У даному
пiдроздiлi ми виходимо з iншої особливостi реологiчного3
переходу – затвердiння суцiльного середовища супроводжується
критичним зростанням тиску [43]. Як бачимо з подальшого,
використання цiєї особливостi дозволяє подати не лише
механiчне, але й термодинамiчне плавлення середовища [52].
Це досягається за рахунок того, що самоорганiзацiя являє собою
реологiчний процес, викликаний, з одного боку, позитивним
зворотним зв’язком напруження зсуву σ i тиску P з деформацiєю
зсуву ε, а з iншого – негативним зв’язком напруження зсуву σ i
деформацiї ε з тиском P .
Переходячи до вибору змiнних, що параметризують систему,
3Реологiя – наука про деформацiї та течiю суцiльних середовищ, що
виявляють пружнi, пластичнi та в’язкi властивостi.
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виходитимемо з поведiнки часу релаксацiї
τ = χ/γ, (2.20)
величина якого задається узагальненою сприйнятливiстю χ i
кiнетичним коефiцiєнтом γ [53]. Для в’язкопружного середовища
роль сприйнятливостi вiдiграє зворотний модуль зсуву G−1, а
кiнетичний коефiцiєнт зводиться до зворотного значення η−1
в’язкостi зсуву. У результатi спiввiдношення (2.20) набирає
вигляду [54]
τ = η/G. (2.21)
Для в’язкопружного переходу i фазових перетворень типу зсуву
модуль G прямує до нуля, i час релаксацiї (2.21) розходиться
[55]. Для переходiв типу рiдина–твердий стан узагальнена
сприйнятливiсть практично не змiнюється, i розходження часу
(2.21) забезпечується зростанням в’язкостi [56].
Переходячи до викладу останнього iз названих сценарiїв,
припустимо, що рiвняння релаксацiї компоненти зсуву σ тензора
пружного напруження має лiнiйну форму
τσσ˙ = −σ +Gε. (2.22)
Тут перший доданок у правiй частинi описує дебаєвську
релаксацiю за час τσ, другий член вiдповiдає за реакцiю
напруження на деформацiю зсуву ε. У стацiонарному випадку
σ˙ = 0 кiнетичне рiвняння (2.22) переходить у закон Гука
σ = Gε. (2.23)
Релаксацiя в’язкопружного середовища описується рiвнянням
Фойхта-Кельвiна [57]
ε˙ = −ε/τ0 + σ/η, (2.24)
де τ0 – час релаксацiї середовища, що не зводиться до величини
(2.21), а останнiй доданок описує течiю в’язкої рiдини, викликану
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напруженням зсуву. Стацiонарний випадок ε˙ = 0 вiдповiдає
закону гукiвського типу σ = Gefε, де ефективний модуль Gef ≡
η/τ0 розходиться в точцi перетворення. Критичне уповiльнення
релаксацiї середовища забезпечується необмеженим зростанням
величини η. Проте, якщо температурне розходження в’язкостi
зсуву описується законом Фогеля-Фулчера, то дослiджувана
особливiсть забезпечується змiною тиску поблизу порога Pcr [58]
η =
η0
P/Pcr − 1 , (2.25)
де η0 ≡ τ0G – характерне значення в’язкостi.
Як показує розгляд, викладений у пiдроздiлах 1.1, 1.2,
самоузгоджений опис вимагає, щоб рiвняння для параметра
порядку σ i сполученого поля ε були доповненi рiвнянням руху
керуючого параметра P :
P˙ = (Pe − P )/τP − gPσε. (2.26)
Тут Pe – тиск, що фiксується зовнiшнiми умовами; τP –
вiдповiдний час релаксацiї; gP > 0 – константа зворотного зв’язку.
Далi зручно вимiрювати величини σ, ε, P , t в одиницях
σsc =
√
PcrG
τPgP
, εsc =
√
Pcr
τPgPG
, Psc = Pcr, τsc = τσ,
(2.27)
вiдповiдно. Тодi основнi рiвняння (2.22), (2.24), (2.26) набирають
вигляду
τσσ˙ = −σ + ε, (2.28)
τ0ε˙ = −ε+ (P − 1)σ, (2.29)
τP P˙ = (Pe − P )− σε, (2.30)
властивого системi Лоренца (1.2), якщо пiд параметром порядку
мати на увазi напруження зсуву σ, пiд сполученим полем –
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деформацiю зсуву ε, а пiд керуючим параметром – тиск (P − 1),
вiдлiчений вiд порога P = 1.
Аналiз поведiнки системи досягається в рамках адiабатичного
наближення, що забезпечується спiввiдношенням масштабiв часу
τ0, τP  τσ, (2.31)
коли деформацiя ε(t) i тиск P (t) наслiдують змiни напруження
σ(t). Вважаючи лiвi частини рiвнянь (2.29), (2.30) такими,
що дорiвнюють нулю, приходимо до залежностей сколювальної
деформацiї та тиску вiд компоненти зсуву пружного напруження,
що має вигляд (1.4). Цi залежностi означають, з одного боку, що
самоорганiзацiя приводить до зменшення тиску P , викликаного
негативним зворотним зв’язком напруження σ i деформацiї
ε, а з iншого – вiдбувається зростання пружної деформацiї
ε, обумовлене позитивним зворотним зв’язком напруження
σ з тиском P . Очевидно, такий процес вiдповiдає появi
твердотiльного стану, яке вiдрiзняється вiд рiдкого наявнiстю
сколювальних компонент пружного поля.
Пiдстановка залежностей типу (1.4) до (2.28) дає рiвняння
Ландау-Халатнiкова вигляду (1.5), де синергетичний потенцiал
має форму
V =
σ2
2
− Pe − 1
2
ln(1 + σ2). (2.32)
Для тиску, що перевищує критичну величину
P0 = 2, (2.33)
стацiонарний стан σ˙ = 0 вiдповiдає мiнiмуму потенцiалу (2.32), де
пружне напруження, деформацiя та тиск набувають значення
σ0 = ε0 =
√
Pe − 2, P0 = 2, (2.34)
що вiдповiдають твердотiльному стану шару мастила. Вiдповiдно
зсувна в’язкiсть дорiвнює η0 ≡ η(P = P0).
78
Рiвняння Максвелла (2.22) передбачає використання
iдеалiзованої моделi, в рамках якої залежнiсть напруження
вiд деформацiї має вигляд закону Гука σ = Gε для ε < εsc, а пiсля
досягнення граничного значення σ = σsc пружне напруження
залишається сталим, забезпечуючи пластичну течiю зi швидкiстю
ε˙ = (σ − σsc)/η. Насправдi дiлянка пластичної деформацiї
кривої σ(ε) має не нульовий, а кiнцевий нахил, що фiксується
коефiцiєнтом змiцнення Θ < G. Це приводить до залежностi
модуля зсуву G ≡ η0/τσ у рiвняннi (2.22) вiд напруження σ.
Для врахування цiєї залежностi скористаємося найпростiшим
наближенням
G(σ) = Θ +
G−Θ
1 + (σ/σG)2
, (2.35)
яке описує в’язкопружний перехiд при значеннi напруження σG,
що не перевищує масштаб σsc. У результатi час релаксацiї τσ
набуває залежностi
1
τσ(σ)
=
1
τΘ
[
1 +
θ−1 − 1
1 + (σ/σG)2
]
, (2.36)
де введено час пластичної релаксацiї (порiв. з (2.21))
τΘ = ησ/Θ, (2.37)
а величина θ = Θ/G < 1 визначає вiдношення нахилiв пластичної
та гукiвської дiлянок деформацiйної кривої.
У рамках адiабатичного наближення (2.31) система рiвнянь
самоорганiзацiї (2.28)–(2.30), де замiсть τσ стоїть τσ(σ), зводиться
до рiвняння Ландау-Халатнiкова вигляду (1.5) iз синергетичним
потенцiалом
V =
σ2
2
{
1− Pe − Pcr
Pcr
(
σ
σsc
)−2
ln
[
1 +
(
σ
σsc
)2]}
+
+
σ2G
2
(θ−1 − 1) ln
[
1 +
(
σ
σG
)2]
, (2.38)
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де використанi розмiрнi величини. За аналогiєю з аналiзом,
проведеним у пiдроздiлi 1.2, легко побачити, що для малих значень
Pe залежнiсть V (σ)має монотонно зростаючий вигляд з мiнiмумом
у точцi σ = 0. Для значення
P 0c = Pcr
[
2 +
σ2G
σ2sc
(θ−1 − 2) + 2σG
σsc
√
(θ−1 − 1)
(
1− σ
2
G
σ2sc
)]
(2.39)
з’являється плато, яке при Pe > P 0c трансформується в мiнiмум,
що вiдповiдає значенню параметра порядку σ0 6= 0, i максимум,
що роздiляє мiнiмуми впорядкованої i невпорядкованої фаз.
Iз подальшим зростанням параметра Pe мiнiмум впорядкованої
фази заглиблюється, а висота мiжфазного бар’єра зменшується,
набуваючи нульового значення при критичному значеннi
Pc = Pcr(1 + θ
−1). (2.40)
Для Pe ≥ Pc залежнiсть V (σ) має той самий вигляд, що i для
фазового переходу другого роду. Стацiонарнi значення параметра
порядку мають вигляд
σ0 = σ00
1∓
[
1 +
(
σscσG
σ200
)2
Pe − Pc
Pcr
]1/2
1/2
, (2.41)
σ200 ≡
1
2
[(
Pe
Pcr
− 2
)
σ2sc −
σ2G
θ
]
, (2.42)
де верхнiй знак вiдповiдає нестiйкому стану, коли синергетичний
потенцiал має максимум, а нижнiй– стiйкому. Як видно з рис.1.1а,
при повiльному збiльшеннi зовнiшнього тиску у точцi Pe = Pc
вiдбувається стрибок параметра σ0 вiд нуля до
√
2σ00, а потiм
його значення зростає повiльно. При зворотному зменшеннi Pe вiд
великих значень параметр порядку σ0 повiльно зменшується до
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точки Pe = P 0c , σ0 = σ00, а потiм стрибком набуває нульового
значення. Цей гiстерезис зумовлений енергетичним бар’єром,
властивим переходу першого роду, який реалiзується в iнтервалi
P 0c < Pe < Pc для величин параметра α≡σG/σsc, менших за
значення 1. Зi зростаннямшвидкостi змiни тиску петля гiстерезису
звужується.
Iстотна вiдмiннiсть синергетичних переходiв вiд
термодинамiчних полягає у тому, що стацiонарне значення
керуючого параметра P0 не збiгається зi значенням Pe, що
задається зовнiшньою дiєю. Для переходу другого роду це
значення зводиться до критичної величини Pcr, а в разi першого
роду реалiзується значення
P− = Pcr
1 + (1 + β2)−
√
(1 + β2)2 − p (1− α2)
1− α2
 ,(2.43)
β2 ≡
(
σ00
σsc
)2
=
1
2
[
(p− 1)− α
2
θ
]
,
α ≡ σG
σsc
, p ≡ Pe
Pcr
, (2.44)
що вiдповiдає мiнiмуму залежностi V (σ). Оскiльки величини
Pc, P− являють собою мiнiмальнi значення керуючого параметра,
починаючи з яких вiдбувається фазовий перехiд, то вказаний факт
означає, що негативний зворотний зв’язок мiж параметром
порядку i сполученим полем, який вiдповiдає останньому
доданку (2.26), викликає настiльки сильне зниження керуючого
параметра, яке лише на межi забезпечує самоорганiзацiю. Згiдно з
рис.1.1б при квазiстатичному зростаннi Pe вiд 0 до Pc стацiонарне
значення керуючого параметра лiнiйно зростає в тому самому
iнтервалi. Пiсля стрибка вниз при Pe = Pc величина P0 повiльно
зменшується згiдно iз залежнiстю (2.43) до Pcr при Pe → ∞.
При зворотному зменшеннi Pe стацiонарний тиск P0 спочатку
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монотонно зростає за залежнiстю (2.43), а потiм здiйснює стрибок
у точцi P 0c вiд значення
P 0m = Pcr
(
2 + α
√
θ−1 − 1
1− α2
)
(2.45)
до P 0c . Зазначений гiстерезис виявляється тiльки в областi,
обмеженiй мiнiмальним значенням
θmin = 1− α2. (2.46)
2.4 Синергетична картина переривчастого
режиму течiї суцiльних середовищ
Особливiсть поведiнки суцiльного середовища, яка властива
системам, що самоорганiзуються, полягає у тому, що при
пiдвищеннi зовнiшнього навантаження твердотiльний стан
переходить до режиму течiї не вiдразу, а через переривчастий
режим (в англомовнiй термiнологiї stick-slip regime), при якому
стан спокою чергується з течiєю середовища випадковим
чином [39]– [41]. Далi ми покажемо, що така поведiнка
визначається дiєю стохастичних джерел на систему, що
самоорганiзується [28,38].
Через гiдродинамiчний характер синергетичних рiвнянь (2.5)–
(2.7) пружне напруження становить величину σ, усереднену за
фiзично малим об’ємом. На вiдстанях порядку розмiру частинок
виявляються флуктуацiї, для врахування яких у рiвняння (2.7) слiд
додати стохастичне джерело (
√
I/tσ)η(t), що характеризується
iнтенсивнiстю I i бiлим шумом η(t), для якого 〈η(t)〉 = 0,
〈η(t)η(t′)〉 = δ(t − t′). Тодi в адiабатичному наближеннi (2.13)
кривизна профiлю швидкостi V ′′(t) i напруження σ(t) набувають
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стохастичних доданкiв:
V ′′(t) = V ′′ + V˜ ′′η(t), σ(t) = σ + σ˜η(t); (2.47)
V˜ ′′ ≡ g
ν
√
Iu
1 + u2/u2c
, σ˜ ≡
√
I
1 + u2/u2c
, (2.48)
де першi доданки (2.47) мають вигляд (1.4). Комбiнування цих
рiвностей з (2.5) приводить до просторово залежного рiвняння
Ланжевена
tuu˙ = l
2u′′ + f(u) +
√
I(u)η(t), (2.49)
f(u) ≡ −u+ σe
σc
u
1+u2/u2c
, I(u) ≡
[
aνtuV˜
′′(u)
]2
. (2.50)
Стацiонарний розподiл його однорiдних розв’язань
P(u) ∝ I−1(u) exp
{∫
f(u)
I(u)
du
}
, (2.51)
має максимум у точцi, що визначається умовою [59]
x3 − σe
σc
x2 − 2 I
σ2c
(x− 2) = 0, x ≡ 1 + u
2
u2c
. (2.52)
Згiдно з фазовою дiаграмою, показаною на рис.2.2, при
напруженнях σe, що перевищують межу σc2 ≡ (1 + 2I)σc,
найбiльш iмовiрнi флуктуацiї швидкостi вiдповiдають значенням
u 6= 0, i поведiнка системи зводиться до дослiдженого ранiше
режиму течiї. Зi зменшенням напруження до σe < σc2 з’являється
максимум у точцi u = 0, що вiдповiдає твердотiльному стану. Пiд
кривою σc1 ≡ σe(I), що задається рiвнянням
I2
σ4c
− I
σ2c
[
27
2
(
1− 1
3
σe
σc
)
− 1
8
(
σe
σc
)2]
+
1
2
(
σe
σc
)3
= 0, (2.53)
цей максимум стає єдиним.
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Рисунок 2.2 – Фазова дiаграма станiв сипкого середовища
пiд дiєю пружного напруження iз середнiм значенням σe та
iнтенсивнiстю флуктуацiй I . Кривi 1, 2 показують межi σc1, σc2
областi спокою N i безперервної течiї A, SS – режим stick-slip
Таким чином, урахування флуктуацiй пружного напруження
приводить до появи двофазного стану при навантаженнях σc1(I) <
σe < σc2(I). У цiй областi система може випадковим чином
переходити iз твердотiльного стану до текучого, реалiзуючи
переривчастий режим stick-slip. Такий режим досягається навiть
за вiдсутностi зовнiшнього напруження, якщо iнтенсивнiсть
флуктуацiй перевищує значення Ic = (27/2)σ2c . При цьому
реалiзується поведiнка, властива самоорганiзованiй критичностi
[13].
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2.5 Використання дробової системи рiвнянь
самоорганiзацiї для статистичного опису
переривчастої течiї
Задача зводиться до знаходження функцiї розподiлу P (τ)
тривалостi τ iнтервалiв течiї, що чергуються зi станом спокою.
Оскiльки дослiджуваний режим характеризується вiдсутнiстю
якого-небудь масштабу часу, то розподiл визначається
однорiдною функцiєю
P (τ) = τ−2aP(x), x ≡ τ/τc, (2.54)
властивою для самоподiбних систем. Тут a < 1 – показник
розподiлу; τc – критичне значення тривалостi iнтервалу течiї,
що вiдповiдає промiжку часу мiж двома сусiднiми випадками
течiї. Останнiм часом з’ясувалося (див., наприклад, [15]), що
статистична поведiнка таких систем визначається ентропiєюРеньї
s =
ln
∑
i p
q
i
1− q , (2.55)
яка набирає больцманiвського вигляду на межi q → 1.
Умова екстремуму цього виразу з урахуванням умови нормування∑
i pi = 1 при фiксованому значеннi енергiї ζ =
∑
i εipi приводить
до розподiлу
pi = Z
−1 [1− β(1− q)(εi − ζ)]
1
1−q (2.56)
зi статистичною сумою
Z =
∑
i
[1− β(1− q)(εi − ζ)]
1
1−q . (2.57)
Вираз (2.56) набирає стандартної експоненцiальної форми для
q = 1, тодi як у випадку q 6= 1 характеризується степеневою
асимптотикою pi ∼ (ζ − εi)
1
1−q .
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З формальної точки зору еволюцiю стохастичної системи
можна розглядати як процес дифузiї за потенцiйним рельєфом,
який має складну фрактальну структуру [60]. Для отримання
вiдповiдного рiвняння Ланжевена ми виходитимемо з подання
такої дифузiї як самоузгодженої еволюцiї стохастичної системи
в результатi конкуренцiї позитивного зворотного зв’язку, що
обумовлює збiльшення ентропiї (complexity) системи s, i
негативного внеску, який зменшує енергiю пружного напруження
ζ. При цьому величина τ вiдiграє роль параметра порядку,
ентропiя s вiдповiдає сполученому полю, а енергiя ζ становить
керуючий параметр.
Дотримуючись синергетичного пiдходу, подамо самоузгоджену
еволюцiю системи спiввiдношеннями, що зв’язують швидкостi
змiни τ˙ , s˙, ζ˙ зазначених величин з їх значеннями. Тодi
детермiнiстичну картину еволюцiї системи описуватимуть
рiвняння типу (1.2) для ступенiв свободи τ, s, ζ. Для врахування
стохастичностi їх необхiдно доповнити випадковими доданками,
пропорцiйними бiлому шуму η(t). У результатi самоузгоджена
поведiнка стохастичної системи подається узагальненими
рiвняннями самоорганiзацiї:
tτ τ˙ = −τ + Aτs+
√
Iτ η(t), (2.58)
tss˙ = −s+ Asτζ +
√
Is η(t), (2.59)
tζ ζ˙ = (ζe − ζ)− Aζτs+
√
Iζ η(t), (2.60)
де ti – часи релаксацiї вiдповiдних величин; Ai – константи
лiнiйного та нелiнiйного зв’язкiв, Ii – iнтенсивностi флуктуацiй
кожного iз ступенiв свободи i = τ, s, ζ.
В адiабатичному наближеннi ts, tζ  tτ рiвняння (2.59), (2.60)
призводять до залежностей
s(t) = s¯+ s˜η(t), ζ(t) = ζ¯ + ζ˜η(t), (2.61)
де детермiнiстичнi та флуктуацiйнi складовi визначаються
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рiвняннями:
s¯ = Asζeτd(τ), s˜ =
(√
Is + Asτ
√
Iζ
)
d(τ);
(2.62)
ζ¯ = ζed(τ), ζ˜ =
(√
Iζ − Aζτ
√
Is
)
d(τ),
d(τ) ≡ (1 + AsAζτ 2)−1. Останнiй iз флуктуацiйних доданкiв
нефiзичний, оскiльки дає повну компенсацiю флуктуацiй ζ˜
для тривалостi iнтервалу течiї τ = A−1ζ
√
Iζ/Is. Формальною
причиною зазначеної суперечностi є неможливiсть вживання
звичайних методiв аналiзу до рiвняння Ланжевена [61].
Тому, використовуючи вiдоме правило адитивностi дисперсiй
гаусiвських випадкових величин [15], запишемо флуктуацiйнi
доданки для ентропiї та енергiї пружного напруження у виглядi
s˜ =
√
Is + A2sτ
2Iζd(τ); ζ˜ =
√
Iζ + A2ζτ
2Isd(τ). (2.63)
Таким чином, завдяки дiї синергетичного принципу супiдрядностi
адитивнi флуктуацiї ентропiї та енергiї пружного напруження
стають мультиплiкативними.
Пiдстановка першого iз спiввiдношень (2.61) до (2.58)
приводить до рiвняння Ланжевена
tτ τ˙ = f(τ) +
√
I(τ)η(t), (2.64)
де ефективна сила та iнтенсивнiсть стохастичного джерела
визначаються рiвностями
f(τ) ≡ −τ + AτAsζeτd(τ), (2.65)
I(τ) ≡ Iτ + A2τ
(
Is + A
2
sτ
2Iζ
)
d2(τ). (2.66)
Зазначимо, що вираз (2.66) випливає iз правила адитивностi
iнтенсивностей шумiв, тодi як безпосередня пiдстановка
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рiвнянь (2.61), (2.62), у (2.58) привела б до результату[
I
1/2
τ + Aτ
(
I
1/2
s + AsτI
1/2
ζ
)
d(τ)
]
η(t).
Рiвняння Ланжевена (2.64) має нескiнченний набiр
випадкових розв’язань, розподiл яких визначається рiвнянням
Фоккера-Планка
∂P (τ, t)
∂t
=
∂
∂τ
{
−f(τ)P (τ, t) + ∂
∂τ
[I(τ)P (τ, t)]
}
. (2.67)
У стацiонарному випадку ∂P/∂t = 0 розподiл iнтервалiв течiї
задається спiввiдношеннями (2.51), де u замiнюється на τ . Згiдно
з (2.66) степенева поведiнка, властива режиму самоорганiзованої
критичностi (СОК), реалiзується за умов Iτ , Is  Iζ , для яких
стацiонарний розподiл iнтервалiв течiї набирає вигляду
P (τ) =
Z−1
τ 2d2(τ)
exp
{
I−1ζ
(AsAτ )2
∫
f(τ)
τ 2d2(τ)
dτ
}
(2.68)
з константою нормування Z. На межi τ → 0 iнтеграл у (2.68)
прямує до сталої величини, а множник d(τ) до одиницi, i отриманий
розподiл характеризується асимптотикою P ∼ τ−2. Хоча вона має
степеневий вигляд (2.54), показник 2a = 2 перевищує значення
2a ≈ 1.5, властиве режиму СОК.
Неважко бачити, що необхiдне зменшення показника a
досягається, якщо параметр порядку τ у синергетичних рiвняннях
(2.58)–(2.60) набуває степеня a < 1. З фiзичної точки зору
замiна параметра τ ≤ 1 збiльшеним значенням τa означає, що
процес впорядкування позначається на самоузгодженiй поведiнцi
системи сильнiше, нiж в iдеальному випадку a = 1. У результатi
така поведiнка подається дробовою схемою самоорганiзацiї зi
стохастичними джерелами:
tτ τ˙ = −τa + Aτs+
√
Iτ η(t), (2.69)
tss˙ = −s+ Asτaζ +
√
Is η(t), (2.70)
tζ ζ˙ = (ζe − ζ)− Aζτas+
√
Iζ η(t). (2.71)
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Для аналiзу цих рiвнянь зручно використати безрозмiрнi
величини, якщо вiднести час t, тривалiсть iнтервала течiї
τ , ентропiю s, енергiю пружного напруження ζ i вiдповiднi
iнтенсивностi шуму Iτ , Is, Iζ до таких масштабiв:
tc ≡ tτ (AsAζ)a−12a ;
τc ≡ (AsAζ)− 12a , Icτ ≡ (AsAζ)−
1
a ;
sc ≡ (A2τAsAζ)−
1
2 , Ics ≡ (A2τAsAζ)−1; (2.72)
ζc ≡ (AτAs)−1, Icζ ≡ (AτAs)−2.
У результатi система (2.69)–(2.71) набирає вигляду
τ˙ = −τa + s+
√
Iτη(t),
(ts/tc)s˙ = −s+ τaζ +
√
Isη(t) (2.73)
(tζ/tc)ζ˙ = (ζe − ζ)− τas+
√
Iζη(t).
Перш нiж приступити до аналiзу функцiї розподiлу iнтервалiв
τ , зазначимо, що в стацiонарному детермiнiстичному випадку
система (2.73) приводить до розв’язання
τ0 = (ζe − 1) 12a , a ≤ 1, (2.74)
яке узагальнює стандартну кореневу залежнiсть з a = 1.
Використання фрактальної моделi Iзiнга показує [62], що
показник a визначається параметром Цаллiса 0 ≤ q ≤ 1 згiдно з
рiвнiстю
a =
1 + q
2
. (2.75)
Таким чином, приходимо до умови 1
2
≤ a ≤ 1.
Використання рiвнянь (2.73) дозволяє природним чином
подати можливi сценарiї поведiнки систем, яким властивий режим
СОК [63]. Перший iз цих сценарiїв реалiзується за вiдсутностi
флуктуацiй (Iτ , Is, Iζ = 0), якщо час релаксацiї енергiї перевищує
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вiдповiднi часи змiни ентропiї та тривалостi iнтервалу течiї:
tζ ≥ tstτ ; крiм того, параметр зовнiшньої дiї ζe повинен
перевищувати критичне значення ζe = 1 [8]. У результатi дробова
система Лоренца (2.73) являє собою дивний атрактор, описаний
у пiдроздiлi 1.5. Врахування флуктуацiй Iτ , Is, Iζ 6= 0 забезпечує
стохастичну поведiнку, яка навiть за вiдсутностi зовнiшньої дiї
(ζe = 0) може проявляти самоорганiзацiю i, таким чином,
вiдповiдає режиму СОК iншого класу.
Розгляд цього режиму зводиться до дослiдження стохастичної
системи iз шумами Iτ , Is, Iζ 6= 0, якi задовольняють адiабатичну
умову ts, tζ  tτ . Тодi поведiнка системи подається рiвняннями
(2.61)–(2.64), де τ замiнюється на τa, d(τ) на da(τ) ≡ 1 +
τ 2a, а ефективнi значення сили та iнтенсивностi шуму набирають
вигляду
f(τ) ≡ −τa + ζeτada(τ), (2.76)
I(τ) ≡ Iτ +
(
Is + Iζτ
2a
)
d2a(τ). (2.77)
Вiдповiдно розподiл тривалостi iнтервалiв руху середовища має
вигляд (2.51) з максимумом, що задається рiвнянням
2aIζτ
2a + τ 1−a
(
1 + τ 2a
)2 [
(ζe − 1)− τ 2a
]
= 2a (Iζ − 2Is) . (2.78)
Звiдси видно, що вплив флуктуацiй iнтервалiв течiї неiстотний,
тодi як флуктуацiї енергiї пружного напруження та ентропiї
позначаються критичним чином. Межа переходу до текучого
стану, яка фiксується умовою τ = 0, визначається рiвнянням
Iζ = 2Is. (2.79)
Критичнi значення iнтенсивностей шумiв задаються умовою∣∣∣ dτdζe ∣∣∣ =∞, яка приводить до виразу
τ 1−a(1 + τ 2a)2
[
(5 + a−1) + (a−1 − 1)τ−2a]−
−ζeτ 1−a(1 + τ 2a)
[
(3 + a−1) + (a−1 − 1)τ−2a] = 4aIζ . (2.80)
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Спiльне розв’язання рiвнянь (2.78), (2.80) в режимi СОК (ζe =
0) приводить до фазової дiаграми, показаної на рис.2.3. З цiєї
1 2 3 4 5 60
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1 2
3
4
N
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Figure 2
Рисунок 2.3 – Фазова дiаграма станiв системи залежно вiд
iнтенсивностей флуктуацiй Iζ , Is енергiї пружного напруження та
ентропiї при Iτ = 0, ζe = 0 (пунктирна, суцiльна i штрихова
кривi вiдповiдають показникам a = 0.5, 0.75, 1.0; ромби 1–4
вiдповiдають кривим на рис.2.4)
дiаграми видно, що такий режим реалiзується у двофазнiй областi
SS, яка вiдповiдає переривчастiй течiї. Зi зменшенням параметра
зворотного зв’язку a ця область iстотно розширюється.
Стацiонарний розподiл тривалостi iнтервалiв течiї для
iнтенсивностей флуктуацiй енергiї пружного напруження та
ентропiї, що вiдповiдають точкам 1–4 на рис.2.3, має вигляд,
показаний на рис.2.4. З нього виходить, що степенева поведiнка,
властива режиму СОК, реалiзується за умов Iτ , Is  Iζ . У
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Рисунок 2.4 – Розподiл iнтервалiв течiї при a = 0.75
та iнтенсивностях флуктуацiй, що вiдповiдають ромбам з
вiдповiдними номерами на рис.2.3
результатi приходимо до (2.54) з функцiєю
P(τ) = Z−1d−2a (τ) exp
{
−I−1ζ
∫
d−2a (τ)
τa
dτ
}
. (2.81)
Тут Z – константа нормування, а безрозмiрний iнтервал течiї τ ,
вiднесений до масштабу τc (див. другу рiвнiсть (2.72)) вiдiграє
роль скейлiнгової змiнної x ≡ τ/τc у (2.54). Оскiльки на межi
τ → 0 iнтеграл у (2.81) веде себе регулярним чином, то отриманий
розподiл зводиться до необхiдного степеневого вигляду.
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2.6 Дослiдження самоподiбної течiї суцiльного
середовища
Виходитимемо iз визначення iнтеграла дробового порядку $
[64,65]
I$x f(x) ≡
1
Γ ($)
x∫
0
f(x′)
(x− x′)1−$dx
′, $ > 0, (2.82)
де f(x) – довiльна функцiя, Γ(x) – гамма-функцiя Ейлера.
Обернена операцiя похiдної D$x ≡ I−$x подається рiвнiстю
D$x f(x) ≡
1
Γ (−$)
x∫
0
f(x′)
(x− x′)1+$dx
′. (2.83)
В областi 0 < $ < 1 зручно використати визначення
D$x f(x) ≡
$
Γ (1−$)
x∫
0
f(x)− f(x′)
(x− x′)1+$ dx
′, (2.84)
де врахована вiдома рiвнiсть aΓ(a) = Γ(a+ 1) при a ≡ −$.
Згiдно з (2.82) функцiя (2.81) може зводитися до iнтеграла
порядку 1− a:
P(τ) = Z−1d−2a (τ) exp
{
− Γ(1− a)
Iζ
I1−a−τ d−2a (τ)
}
. (2.85)
З iншого боку, вiдомо [66]– [73], що спiввiдношення такого типу
являє собою розв’язання дробового рiвняння Фоккера-Планка
τ−2aDωt P(τ, t) =
= D$−τ
{
τ−aP(τ, t) + IζD
$
−τ
Γ ($)
[
d2a(τ) P(τ, t)
]}
. (2.86)
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Помножуючи рiвняння (2.86) на τ 2$ та усереднюючи за τ , для
середньої величини порядку α ≡ 2$
|τ | ≡ 〈τα〉 1α , 〈τα〉 ≡
∞∫
−∞
ταP (τ, t)dτ, α > 0, (2.87)
де розподiл P (τ, t) задаєтся однорiдною функцiєю (2.54),
отримуємо
|τ |z ∼ t, z = 2$
ω
. (2.88)
Цей вираз вiдповiдає межi великого часу, де визначну роль
вiдiграє дифузiйний внесок (z – динамiчний показник).
Комбiнування рiвностей (2.85), (2.88) i (2.82) приводить до
спiввiдношення 1− a = $ = zω/2, згiдно з яким
a = 1− zω
2
. (2.89)
У наближеннi середнього поля розподiл (2.54) має показник a =
3/4, що приводить до спiввiдношення
zω = 1/2. (2.90)
Якщо еволюцiя системи проходить за вiдсутностi пасток у
фазовому просторi, то показник похiдної за часом набуває
значення ω = 1 [74], яке вiдповiдає динамiчному показнику z =
1/2. Його величина набагато менша за значення z = 1, властиве
балiстичнiй поведiнцi, i не може вiдповiдати режиму СОК. З
iншого боку, дифузiйний режим, що вiдповiдає показнику z = 2,
забезпечується тiльки для показника похiдної за часом ω = 1/4.
Таким чином, у наближеннi середнього поля, коли a = 3/4,
$ = 1/4, переривчастий режим течiї, зумовлений наявнiстю
ефективних пасток у фазовому просторi, характеризується
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показником похiдної за часом 1
4
< ω < 1
2
. Вiдповiдно динамiчний
показник змiнюється в iнтервалi 2 > z > 1.
Розглянемо тепер зв’язок зазначених показникiв з параметром
неадитивностi q, який визначає спiввiдношення (2.55)–(2.57).
Як вiдомо, еволюцiя неадитивної системи подається нелiнiйним
рiвнянням Фоккера-Планка [75]
Dωt P (τ, t) = D2−τP q(τ, t), (2.91)
де показники ω > 0, q > 0 не є цiлими, а одиницi вимiру
визначаються величиною коефiцiєнта дифузiї. Для однорiдної
функцiї розподiлу
P (τ, t) = τ−1c P(x); x ≡ τ/τc, τc ≡ τc(t) (2.92)
отримаємо
τ 1+qc ∼ tω. (2.93)
З iншого боку, використання лiнiйного рiвняння Фоккера-Планка
дробового порядку (див. (2.86))
Dωt P (τ, t) = D2$−τP (τ, t) (2.94)
приводить до залежностi
τ 2$c ∼ tω, (2.95)
порiвняння якої з (2.93) дає зв’язок
1 + q = 2$. (2.96)
Оскiльки для самоподiбних систем середнє значення |τ | у (2.87)
зводиться до масштабу τc, то з рiвнянь (2.88), (2.93) i (2.95)
випливає зв’язок
1 + q = zω. (2.97)
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Вище ми показали, що типове значення величини zω не
перевищує 1 (так, у наближеннi середнього поля маємо (2.90)).
У результатi умова (2.97) не виконується, i наведений режим
еволюцiї системи не реалiзується. Цей режим вiдповiдає картинi
супердифузiї, яка забезпечується польотами Левi, що становлять
довiльнi (у тому числi нескiнечннi) зсуви блукаючої частинки
[74, 76]. Згiдно з рiвнянням Фоккера-Планка (2.86) такий процес
характеризується динамiчним показником z ≡ 2$/ω ≤ 2. Цей
показник визначається iндексом Левi α, значення якого задає
iмовiрнiсть зсуву x
p(x) ∼ x−(D+α) (2.98)
у фрактальному фазовому просторi розмiрнiстю D. При α < 2
показник z зводиться до iндексу Левi (z = α < 2), а для α ≥ 2
вiдповiдає звичайнiй дифузiї (z = 2) [77].
Основна особливiсть польотiв Левi полягає в тому, що
блукання неперервнi у часi, але дискретнi у просторi. Зовсiм
iнша ситуацiя спостерiгається у випадку субдифузiї, коли зсуви
частинки неперервнi, але завдяки дiї пасток вiдбуваються в
дискретнi моменти часу. Вище ми показали, що саме така ситуацiя
вiдповiдає переривчастому режиму течiї, коли показник похiдної
за часом ω < 1 є дробовим. На мiкроскопiчному рiвнi цей процес
може бути поданий розподiлом Цаллiса [75,78]
p(x) ∝ [1− β(1− q)x2] 11−q , β = const > 0, (2.99)
де параметр q > 1 задається фрактальними властивостями
фазового простору i фiксується показником Левi α згiдно з
рiвнiстю
q = 1 +
2
D + α
. (2.100)
Перевага степеневого виразу (2.99) порiвняно з експоненцiальним
розподiлом полягає в тому, що для всiх показникiв α > 0 вiн дає
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кiнцеве значення q-зваженого середнього Цаллiса
〈x2〉q ≡
∫
x2pq(x)dDx, (2.101)
де пiдiнтегральна функцiя змiнюється, як x−(1+α). У результатi
закон випадкових блукань набирає вигляду
〈x2〉q ∼ tω, ω =
{
q − 1, α, q < 2;
1− (q − 1)D
2
, α ≥ 2, q > 1. (2.102)
На вiдмiну вiд закону супердифузiї (2.95), де $ < 1, ω = 1, у
випадку субдифузiї отримуємо оберненi спiввiдношення $ = 1,
ω < 1, i остання рiвнiсть у (2.88) дає динамiчний показник z > 2.
У загальному випадку $,ω 6= 1 пiдстановка (2.102) до (2.97)
приводить до зв’язкiв
z =
{
1+q
1−D
2
(q−1) , 1 < q ≤ qD;
1+q
q−1 , qD ≤ q ≤ 2,
(2.103)
де введене граничне значення параметра неадитивностi
qD ≡ 4 +D
2 +D
. (2.104)
Зазначимо, що отриманi спiввiдношення (2.102)–(2.104)
визначають процес субдифузiї не у реальному геометричному
просторi, а у фазовому з фрактальною розмiрнiстюD.
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Завдання для самоконтролю
1. Що являє собою плоска течiя Куета?
2. Сформулюйте основнi принципи гiдродинамiчної теорiї
поведiнки сипкого середовища.
3. Подайте рiвняння (2.5)–(2.7) у безрозмiрному виглядi.
4. Знайдiть розв’язання системи (2.10)–(2.12) за умов
(2.13) щодо кривизни профiлю середньої швидкостi V ′′
i внутрiшнього напруження σ.
5. Знайдiть розв’язання рiвняння Гiнзбурга-Ландау-
Халатнiкова (2.14).
6. Отримайте рiвняння (2.18) для середньої швидкостi течiї.
7. Проаналiзуйте просторовi залежностi середньоквадратич-
них флуктуацiй швидкостi u, пружного напруження та
вiдповiднi профiлi градiєнта швидкостi V ′ i середньої
швидкостi V .
8. Чим може забезпечуватися перехiд тонкого шару мастила до
рiдкого стану?
9. Запишiть самоузгоджену систему рiвнянь, що описує
перехiд тонкого шару мастила до рiдкого стану.
10. Подайте рiвняння (2.22), (2.24) i (2.26) у безрозмiрному
виглядi.
11. Знайдiть розв’язання системи (2.28)–(2.30) за умов (2.31)
щодо деформацiї зсуву ε i тиску P − 1, вiдлiченого вiд порога
P = 1.
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12. Iз рiвняння (2.28) з урахуванням умов (2.31) та розв’язань
рiвнянь (2.29), (2.30) отримайте рiвняння Ландау-
Халатнiкова i вiдповiдний синергетичний потенцiал.
13. Враховуючи, що в системi (2.28)–(2.30) час релаксацiї
τσ змiнюється згiдно з (2.36), отримайте синергетичний
потенцiал у виглядi (2.38).
14. Наведiть синергетичний потенцiал (2.38) у безрозмiрному
виглядi.
15. Знайдiть стацiонарнi значення напруження зсуву, що
вiдповiдають екстремумам синергетичного потенцiалу
(2.38).
16. Знайдiть тиск, що вiдповiдає мiнiмуму залежностi (2.38).
17. Отримайте рiвняння Ланжевена (2.49) з урахуванням у
рiвняннi (2.7) стохастичного джерела (
√
I/tσ)η(t), що
характеризується iнтенсивнiстю I i бiлим шумом η(t).
18. Отримайте умови визначення максимуму стацiонарного
розподiлу (2.51).
19. Проаналiзуйте фазову дiаграму станiв сипкого середовища
пiд дiєю пружного напруження iз середнiм значенням σe та
iнтенсивнiстю флуктуацiй I .
20. Запишiть вираз для ентропiї Реньї.
21. Запишiть i проаналiзуйте узагальненi рiвняння
самоорганiзацiї, що являють собою самоузгоджену
поведiнку стохастичної системи.
22. Отримайте рiвняння Ланжевена (2.64) з урахування
розв’язань системи (2.58)–(2.60) за адiабатичних умов.
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23. Запишiть i проаналiзуйте дробовi рiвняння самоорганiзацiї зi
стохастичними джерелами.
24. Наведiть рiвняння (2.69)–(2.71) у безрозмiрному виглядi.
25. Яким чином можна подати сценарiї поведiнки систем, яким
властивий режим самоорганiзованої критичностi (СОК)?
26. Отримайте рiвняння (2.76),(2.77) iз (2.73).
27. Проаналiзуйте фазову дiаграму станiв системи залежно вiд
iнтенсивностей флуктуацiй енергiї пружного напруження та
ентропiї.
28. Запишiть та проаналiзуйте розподiл Цаллiса для iмовiрностi
зсуву x.
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Роздiл 3
САМОУЗГОДЖЕНИЙ ОПИС СИСТЕМ
ЕКОНОМIЧНОГО ТИПУ
Останнiми роками спостерiгається значний розвиток
класичної економiки [79] за рахунок використання концепцiй
i методiв, першочергово розроблених у природничих науках.
Так, застосування методiв статистичної фiзики дозволило
представити основнi особливостi економiчних крахiв, побудувати
теорiю фiнансових ризикiв, розвинути принципи формування
оптимального портфеля, iнтерпретувати процеси змiни
економiчних показникiв i обмiнних курсiв валют [31, 80, 81].
З iншого боку, з’явилася еволюцiйна економiка, яка спирається
на теорiю систем, що розвиваються, та теорiю бiологiчної
еволюцiї [82, 83]. Нарештi, отримала розвиток синергетична
економiка [84, 85], що базується на теорiї вiдкритих систем,
що дозволяє представити процеси самоорганiзацiї у фiзицi,
хiмiї, бiологiї, соцiологiї i т.д. Таким чином сформувався новий
напрям – фiзична економiка [86] (в англомовнiй лiтературi
використовується термiн econophysics [31,80,81]).
На сьогоднiшнiй день склалися три основнi напрями
еконофiзики [87]. Перший зводиться до дослiдження часових
рядiв, що показують змiни обмiнних курсiв валют, вартостi
цiнних паперiв, товарiв, послуг i т.д. Iнший напрям являє
собою мережевий аналiз економiчних систем, у рамках якого
кожному агентовi (країнi, пiдприємству, трейдеру, товару або
послузi) приписується вузол складної мережi, а їх взаємодiя
подається вiдповiдними зв’язками. Нарештi, останнiй iз названих
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напрямiв зводиться до дослiдження розподiлiв внутрiшнiх валових
продуктiв країн та iндивiдуальних доходiв, а також розподiлiв
фiрм за чисельнiстю зайнятих робiтникiв, за основним капiталом,
кiлькiстю реалiзованих товарiв, наданими послугами i так далi.
Розвитку цього напряму, що зводиться до статистичного аналiзу
складних систем, присвячена основна частина цього роздiлу.
Одним iз об’єктiв дослiдження фiзичної економiки є
фiнансовий ринок, який становить складну статистичну систему,
поведiнка якої непередбачувана завдяки величезному числу
чинникiв, що впливають на динамiку цiн [81]. Дуже простим
i природним методом прогнозування поведiнки такої системи
є зiставлення iснуючого стану ринку з попереднiм [88]. Таке
зiставлення характеризується взаємозв’язком мiж отриманою
iнформацiєю, яка зводиться до набору професiйних знань
про зовнiшнi та внутрiшнi чинники, що визначають динамiку
макроекономiчних величин (процентної ставки, iнфляцiї,
геополiтичного положення, профiлю змiни цiн i т.д.), i
реакцiєю фiнансового ринку, яка виражається в кореляцiї
мiж iнформацiєю про попереднiй стан ринку i подальшiй
змiнi цiн. Якщо на нескiнченно вiддалених часах фiксацiї
iнформацiї та цiн вiдповiдний корелятор набирає ненульового
значення, то встановлюється когерентний стан фiнансового
ринку, еквiвалентний угодi трейдерiв про дотримання певної
стратегiї. Дослiдженню умов такої угоди присвячений пiдроздiл
3.1.
Найважливiше завдання фiзичної економiки зводиться до
з’ясування умов еволюцiї низькопродуктивного стану економiки
до високопродуктивного, з одного боку, та опису картини
переходу мiж ними (економiчної кризи або економiчного
дива) – з iншого [30]. Вiдповiдно до типу стацiонарного
стану складається i економiчна структура суспiльства, що
становить розподiл населення за лiквiдними накопиченнями
або iншим показником. На основi соцiологiчних опитувань,
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експертних оцiнок i непрямих даних було з’ясовано, що можна
видiлити низько- та високооплачувану групи населення, а також
порiвняно нечисленний надбагатий прошарок – так званий
утiкаючий хвiст, доходи i накопичення якого настiльки великi,
що обмежуються державою або переводяться до iнших країн
(вiдплив капiталу). Бiльш нiж столiття тому було встановлено, що
розподiл багатства у надбагатому прошарку пiдпорядковується
степеневому закону Парето [89], емпiричнi дослiдження якого
виявили [90, 91], що вiдповiдний показник залишається сталим
не лише з часом, але i практично не змiнюється з переходом вiд
одного економiчного спiвтовариства до iншого.
Вiльфредо Парето (Vilfredo Pareto) (Париж,
15.07.1848р. – Женева, 20.08.1923р.),
iталiйський економiст i соцiолог, представник
математичної школи в економiцi. Парето вiдомий
своїм так званим "законом Парето що описує
процес розподiлу доходiв, i теорiєю елiти. В
основу його соцiологiї покладена iдея про те,
що значна частина соцiальних дiй не має нiчого
спiльного з логiкою, а вчинки iндивiдiв зазвичай
продиктованi намаганням надати нерацiональним
дiям деяку видимiсть логiчностi. В його уявленнi
iсторiя людства подається як змiна настроїв
серед елiти.
Використання методiв фiзичної економiки дозволило
пояснити основнi iз зазначених особливостей. Так, якщо уявити
накопичення багатства w як процес випадкових блукань, то
використання дискретної [92] та неперервної [93] моделей
приводить до немонотонного розподiлу
P (w) ∝ w−ν exp
(
−ν − 1
w
)
, (3.1)
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хвiст якого має вигляд закону Парето iз показником ν.
Аналогiчну залежнiсть дають також феноменологiчна модель
Лотки-Вольтерра, що дослiджує еволюцiю системи хижак–
жертва [94], i мiкроскопiчна модель Максвелла, в рамках якої
трейдери уявляються як частинки, що випробовують непружнi
зiткнення [95]. Спiльним недолiком пiдходiв, розвинених у [92]–
[95], є те, що вони приводять до вiдсутностi надбiдного прошарку,
властивого країнам з нерозвиненою економiкою. Крiм того, не
враховується механiзм, що показує, яким чином здiйснюється
перехiд вiд одного типу розподiлу до iншого (наприклад, як можна
позбавитися надбiдного прошарку).
Подолання зазначених обмежень досягається в пiдроздiлах
3.2, 3.3, 3.4 на основi простої феноменологiчної моделi,
використання якої дозволяє за аналогiєю з теорiєю
конденсованого середовища [8, 10] зобразити економiчну
структуру суспiльства та умови реалiзацiї перехiдних явищ
типу економiчної кризи.
3.1 Синергетична картина фiнансового ринку,
що еволюцiонує вiдповiдно до отриманої
iнформацiї
Оскiльки фiнансовий ринок є вiдкритою системою,
доречно дослiджувати його в рамках синергетичного пiдходу,
що узагальнює картину фазових перетворень [18]. Згiдно з
пiдроздiлом 1.1, проста теорiя, що описує перехiд мiж хаотичним
i когерентним станами ринку, грунтується на рiвняннях еволюцiї
параметра порядку, сполученого поля та керуючого параметра.
Для визначення сенсу зазначених величин розглянемо систему,
що складається з N трейдерiв, iз яких N ≤ N дотримуються
певної стратегiї (назвемо їх стратегiчно орiєнтованими), а останнi
N −N дiють випадковим чином (випадково орiєнтованi трейдери).
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Припустимо, що цiна P (t) деякого активу (акцiї, облiгацiї i
т.д.), взятого в момент часу t, змiнюється за промiжок часу τ
на величину δP (t + τ). При цьому стратегiчно орiєнтованi
партнери ухвалюють рiшення зi змiни цiни, виходячи iз змiни
iнформацiї δI(t), що вiдбувається в попереднiй момент часу t у
фiнансових iндексах, самiй цiнi або iнших економiчних показниках
(дивiдендах, процентнiй ставцi, рiвнях iнфляцiї, безробiття та
iнше). У результатi випадковi величини δI(t) i δP (t + τ)
виявляються статистично залежними, i корелятор
〈δP (t+ τ)δI(t)〉 ≡ lim
T→∞
1
T
T∫
0
δP (t+ τ)δI(t)dt
набуває ненульового значення.
Корiнна змiна фiнансового ринку, що означає угоду про
вибiр певної стратегiї, вiдбувається, якщо цей корелятор набуває
кiнцевих значень при нескiнченному вiддаленнi моментiв фiксацiї
iнформацiї та цiн, тобто за умови τ →∞. Таким чином, вiдмiннiсть
стратегiчно орiєнтованих трейдерiв вiд випадково орiєнтованих
зводиться до того, що для перших корелятор
C = lim
τ→∞
〈δP (t+ τ)δI(t)〉 ≡ lim
τ→∞
lim
T→∞
1
T
T∫
0
δP (t+ τ)δI(t)dt
(3.2)
набуває ненульових значень, а для других C = 0. У зв’язку з цим
можна говорити про корелятор (3.2) як про параметр порядку, що
визначає вибiр стратегiї у дiях трейдерiв. Вiдповiдно, сполучене
поле зводиться до iнформацiї I , а роль керуючого параметра
вiдiграє число N трейдерiв, що дiють згiдно з певною стратегiєю.
Це означає, що зi зростанням N вище критичного значення,
фiнансовий ринок переходить з некорельованого стану C = 0, в
якому трейдери дiють випадковим чином, до когерентного стану
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C 6= 0, що визначається вибором стратегiї щодо малого числа
трейдерiвN  N .
Згiдно iз синергетичною iдеологiєю, викладеною в пiдроздiлах
1.1, 1.2, еволюцiя системи, що самоорганiзується, визначається
самоузгодженими рiвняннями, якi зв’язують швидкостi dC/dt,
dI/dt, dN/dt змiни основних параметрiв з їх значеннями C, I ,N :
τCC˙ = −C + ACI, (3.3)
τI I˙ = −I + AICN, (3.4)
τNN˙ = (Ni −N)− ANCI. (3.5)
Тут крапка означає диференцiювання за часом Ni – початкове
число стратегiчно орiєнтованих трейдерiв; τz – часи релаксацiї;Az
– константи зв’язку ступенiв свободи; z = C, I,N . Для аналiзу
рiвнянь (3.3)–(3.5) зручно використати безрозмiрнi змiннi, якщо
вiднести час t, корелятор C, iнформацiю I i число трейдерiв N до
масштабiв
τC , Csc ≡ (AIAN)−1/2, Isc ≡ (A2CAIAN)−1/2, Nsc ≡ (ACAI)−1.
У результатi еволюцiя фiнансового ринку подається канонiчною
системою рiвнянь самоорганiзацiї (1.2), де роль параметра
порядку вiдiграє корелятор C, сполучене поле зводиться до
iнформацiї I , а керуючий параметр – до числа трейдерiвN .
Подальший аналiз проводиться за аналогiєю з викладеним
у пiдроздiлi 1.2, а нижче наведемо тiльки його результати.
Самоузгоджена поведiнка фiнансового ринку забезпечується,
якщо характерний час τC змiни корелятора (3.2) набагато
перевищує вiдповiднi масштаби τI , τN для iнформацiї та числа
трейдерiв. При цьому змiни останнiх величин наслiдують
еволюцiю корелятора згiдно зi спiввiдношенням (1.4), де
параметр порядку η замiнюється корелятором C, сполучене
поле h вiдповiдає iнформацiї I , а керуючий параметр S вiдповiдає
числу трейдерiв N . Таким чином, збiльшення корелятора C в
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iнтервалi, обмеженому максимальним значенням Csc, приводить
до зростання iнформацiї I i до зменшення числа стратегiчно
орiєнтованих трейдерiв N нижче за початкове значення Ni.
Еволюцiя фiнансового ринку описується рiвнянням Ландау-
Халатнiкова (1.5), де ефективний потенцiал визначається рiвнiстю
(1.6). Для малих значень Ni синергетичний потенцiал має мiнiмум
у точцi C = 0, що вiдповiдає некорельованому стану фiнансового
ринку, в якому вiдсутнiй будь-який зв’язок мiж отриманою
iнформацiєю та його поведiнкою. Зi зростанням Ni до значень,
що перевищують критичний рiвень Nsc, з’являється мiнiмум (тут i
далi використанi розмiрнi одиницi).
C0 = Csc
√
Ni
Nsc
− 1, (3.6)
що вiдповiдає когерентному стану, коли фiнансовий ринок
розвивається вiдповiдно до стратегiї, вибраної вiдносно малою
кiлькiстю трейдерiв Ni  N . Iз синергетичної точки зору
такий стан вiдповiдає впорядкованiй фазi, в якiй iнформацiя
має стацiонарне значення I0 = C0/AC , а стацiонарне число
трейдерiв, що дiють згiдно з визначеною стратегiєю, зменшується
до критичного значенняNsc < Ni.
Набiр трейдерiв можна розглядати за аналогiєю з
положеннями броунiвської частинки, подаючи його як випадковий
гаусiвський ансамбль, в якому N випадкових стрибкiв
частинки приводять до середньоквадратичного зсуву порядку√N  N [61]. Iншими словами, iз повного числа N випадкових
перемiщень когерентними (у сенсi руху в певному напрямi) будуть
тiльки
√N стрибкiв. Грунтуючись на цiй аналогiї, можна вважати,
що в задачi про фiнансовий ринок початкове число гравцiв
Ni, якi дiють узгодженим (когерентним) чином, має порядок
квадратного кореня iз повного числа трейдерiв N . Враховуючи,
що всi величини вимiрянi у масштабi Nsc, доходимо висновку,
що фiнансовий ринок може знаходитися у когерентному станi за
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виконання умови
Ni >
√
NNsc. (3.7)
У загальному випадку набiр трейдерiв може зводитися не
до ансамблю Гауса, а до стохастичної системи, що випробовує
польоти Левi або що потрапляє в пастки (у першому випадку
еволюцiя системи зводиться до процесу супердифузiї, в другому
– до субдифузiї) [74]. Для такої системи коренева залежнiсть√NNsc набирає складнiшого вигляду (NNsc)1/z, що визначається
динамiчним показником z, який набуває значень z < 2 для
супердифузiї та z > 2 для субдифузiї. У результатi умова (3.7)
записується у загальному виглядi
Ni > (NNsc)1/z . (3.8)
Таким чином, фiнансовий ринок починає дотримуватися певної
стратегiї, якщо початкове число трейдерiв перевищує критичну
межу, що задається середнiм геометричним вiд повного i
критичного значень числа гравцiв.
Проведений розгляд показує, що врахування iнформацiї про
попереднiй стан фiнансового ринку може iстотним чином змiнити
його поточний стан. Ця змiна полягає в такому: якщо число
трейдерiв Ni, що перевищує критичне значення (NNsc)1/z,
вибирає певну стратегiю зi змiни цiни, то система переходить
до когерентного стану, що вiдповiдає мiнiмуму синергетичного
потенцiалу (1.6), у якому корелятор (3.2) має стацiонарне
значення (3.6). При цьому частка решти гравцiв, число яких
N − Ni ≤ N , набагато перевищує початкове число Ni 
N стратегiчно орiєнтованих трейдерiв, починають дiяти згiдно з
обраною стратегiєю. Iншими словами, узгодженi дiї малої частки
трейдерiв Ni/N  1 спонтанним чином нав’язують своє рiшення
основнiй масi гравцiвN .
Очевидно, подана ситуацiя може реалiзуватися як в економiцi,
так i у соцiумi, поведiнка якого проявляється у кризових
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подiях типу вiйн, революцiй, переворотiв та iнших соцiальних
потрясiнь. Характерна особливiсть таких явищ полягає у тому,
що вiдносно нечисленна, але жорстко органiзована група нав’язує
своє рiшення основнiй масi населення. Найбiльш яскравими
прикладами таких подiй є жовтневий переворот у Росiї та прихiд
до влади фашистiв у Нiмеччинi.
3.2 Економiчна структура суспiльства
Оскiльки суспiльство – це вiдкрита економiчна система,
доречно дослiджувати його в рамках синергетичного пiдходу.
Як показують попереднi приклади, завдання зводиться до
знаходження рiвнянь еволюцiї параметра порядку, сполученого
поля i керуючого параметра.
Для заданих значень лiквiдних засобiв U i цiни P роль
параметра порядку, що вiдрiзняє високопродуктивний стан
економiки вiд низькопродуктивного вiдiграє функцiя попиту
Q(U, P ), що становить кiлькiсть товару, придбаного за одиницю
часу: у низькопродуктивному, невпорядкованому станi маємо
Q = 0, у високопродуктивному, впорядкованому Q 6= 0.
Вiдповiдно сполучене поле зводиться до виробничої функцiї F ,
яка визначається кiлькiстю продукту, виробленого за одиницю
часу (часу обороту) залежно вiд кiлькостi працiвникiв, зайнятих
у процесi, та вкладених (оборотних) коштiв. Керуючий параметр
представляє умовну цiну p ≡ P/U , яка визначається вiдношенням
дiйсної цiни до наявних коштiв.
У рамках синергетичного пiдходу еволюцiя системи
визначається системою самоузгоджених рiвнянь типу (3.3)–
(3.5), якi зв’язують швидкостi змiни Q˙, F˙ , p˙ зазначених величин iз
їх значеннямиQ, F , p. Для аналiзу цiєї системи введемо масштаби
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вимiрiв часу t, попиту Q, виробничої функцiї F i умовної цiни p:
τQ, Qc ≡ (AFAp)−1/2, Fc ≡ (A2QAFAp)−1/2, pc ≡ (AQAF )−1
(3.9)
вiдповiдно. У результатi економiчна еволюцiя подається
безрозмiрною системою рiвнянь (1.1), де параметр порядку
η, сполучене поле h i керуючий параметр S зводяться до величин
Q, F , p, а параметр нагнiтання r – до купiвельної спроможностi
pe. Якщо для характерних часiв виконується спiввiдношення
τF , τp  τQ, то змiни виробничої функцiї та цiни наслiдують
еволюцiю попиту згiдно зi спiввiдношенням типу (1.4). Це означає,
що збiльшення попиту в iнтервалi, обмеженому максимальним
значенням Qc, приводить до зростання виробничої функцiї F i
до зменшення умовної цiни p нижче за рiвень, що фiксується
купiвельною спроможнiстю pe. Економiчна еволюцiя описується
рiвнянням Ландау-Халатнiкова (1.5), де ефективний потенцiал
визначається рiвнiстю (1.6). За малих значень pe синергетичний
потенцiал має монотонно зростаючий вигляд з мiнiмумом Q0 = 0,
що вiдповiдає низькопродуктивному стану економiки, в якому
переважає бiдний прошарок населення. Зi зростанням pe до
значень, що перевищують критичний рiвень pc, з’являється
мiнiмум
Q0 = Qc
√
pe − pc
pc
, (3.10)
що вiдповiдає висопродуктивному стану, в якому переважає
населення iз середнiми доходами (середнiй клас). При цьому
виробнича функцiя набуває стацiонарного значення F0 = AQQ0,
а умовна цiна зменшується до критичного значення p0 = pc.
Основна особливiсть використаного пiдходу полягає в тому,
що економiчна еволюцiя подається усередненими значеннями
попиту Q, виробничої функцiї F та умовної цiни p, величини
яких насправдi випадково змiнюються з часом. Для врахування
цiєї обставини додамо в правi частини рiвнянь самоорганiзацiї
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стохастичнi доданки
√
IQη(t),
√
IFη(t),
√
Ipη(t), що визначаються
бiлим шумом η(t) та iнтенсивностями IQ, IF , Ip, вимiряними
в одиницях (AFAp)−1, (A2QAFAp)
−1, (AQAF )−2 вiдповiдно. Тодi
в рамках адiабатичного наближення виробнича функцiя F та
умовна цiна p роздiляються на детермiнiстичнi складовi F , p¯ i
стохастичнi доданки F˜ , p˜ (першi визначенi рiвнiстю (2.62), а другi
– виразами (2.63), де пiд τ , s, ζ слiд розумiтиQ, F , p). У результатi
стохастичний процес економiчної еволюцiї описується рiвнянням
Ланжевена типу (2.64). Розподiл його випадкових розв’язань
задається рiвнянням Фоккера-Планка, що має форму (2.67), де
ефективнi значення сили та iнтенсивностi шуму визначаються
спiввiдношенням типу (2.65), (2.66).
Таким чином, стацiонарний розподiл попиту зводиться
до дослiдженого в пiдроздiлi 2.5. Зокрема, виявляється, що
мiнiмальний попит Q = 0 реалiзується, якщо купiвельна
спроможнiсть pe не перевищує критичного значення
p0c = 1 + 2Ip − 4IF , (3.11)
яке зростає зi збiльшенням коливань цiни товару i зменшується
iз розкидом виробничої функцiї. Така ситуацiя вiдповiдає
низькопродуктивному стану економiки. Для дослiдження умов
утворення високопродуктивного стану розглянемо спочатку
звичайний випадок IF = 0, у якому стацiонарний попит набуває
значень
Q2± =
1
2
[
(pe − 3) +
√
(3− pe)2 + 4(2pe − 3 + 2Ip)
]
. (3.12)
Мiнiмальна величина
Q2c =
1
2
[
(pe − 3)−
√
(pe + 7)(pe − 1)
]
(3.13)
досягається на прямiй (3.11), де IF = 0. При купiвельнiй
спроможностi pe < 4/3 критичний попит Qc є комплексним, а
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зi зростанням до значень pe > 4/3 стає дiйсним. Таким чином,
трикритична точка
pe = 4/3, Ip = 1/6 (3.14)
визначає межу утворення високопродуктивного стану. Якщо pe <
4/3 то за умови (3.11) корiнь Q = 0 вiдповiдає максимуму
розподiлу попиту, тодi як при pe > 4/3 –мiнiмуму; вiдповiдно корнi
Q± визначають симетричнi максимуми високопродуктивного
стану. Цей стан реалiзується над кривою pe(Ip), що визначається
рiвнянням
2Ip =
[
27
2
(
1− pe
3
)
− p
2
e
8
]
±
{[
27
2
(
1− pe
3
)
− p
2
e
8
]2
− 2p3e
}1/2
,
(3.15)
згiдно з яким ця крива перетинає горизонтальну вiсь у точках Ip =
0 та Ip = 27/2 i має максимальне значення pe = 2 для
Ip = 2. (3.16)
При IF = 0 крива (3.15) дотикається прямої (3.11) в точцi (3.14).
Описана картина подається дiаграмою, наведеною на
рис.3.1а. Iз нього бачимо, що при значеннях купiвельної
спроможностi, що перевищують межу (3.11), стацiонарний
попит набуває кiнцевого значення Q 6= 0 й економiка вiдповiдає
високопродуктивному стану. При зниженнi рiвня купiвельної
спроможностi з’являється максимум розподiлу в точцi Q = 0,
який вiдповiдає низькопродуктивному стану економiки. Пiд
кривою (3.15) цей максимум стає єдиним. Таким чином, коливання
цiни приводять до появи областi, розмiщеної мiж лiнiями (3.11),
(3.15), у якiй економiка може знаходитися як у низько-, так i
високопродуктивному стацiонарних станах. Ця область вiдповiдає
стратифiкованому суспiльству, яке згiдно з рис.3.1а утворюється
навiть за вiдсутностi купiвельної спроможностi, якщо коливання
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Рисунок 3.1 – Дiаграма можливих станiв економiки для рiзних
значень купiвельної спроможностi pe, коливань цiни Ip i
флуктуацiй виробничої функцiї IF (величини pe, Ip вiдкладенi
за осями координат, значення IF = 0, 1, 2 вiдповiдають рисункам
а, б, в). Кривi 1, 2 показують кордони низькопродуктивного
(а) i високопродуктивного (в) станiв iз областю, що вiдповiдає
стратифiкованому суспiльству (б)
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цiни перевищують порiг Ip = 27/2. У цьому випадку реалiзується
картина, властива режиму самоорганiзованої критичностi [13,14].
Розглянемо, нарештi, спiльний випадок, коли флуктуацiї
виробничої функцiї IF 6= 0. При цьому координати (3.14)
трикритичної точки набирають вигляду
pe =
4
3
(1− IF ), Ip = 1
6
(1 + 8IF ), (3.17)
а положення критичної точки (3.16) змiнюється складнiшим
чином. Як бачимоо iз рис.3.2, врахування флуктуацiй виробничої
функцiї IF 6= 0 приводить до притиснення низькопродуктивного
стану, обмежуючи область його iснування кiнцевими iнтервалами
купiвельної спроможностi pe, коливаннями цiни Ip i флуктуацiями
виробничої функцiї IF . Згiдно з рис.3.1б,в зi зростанням останнiх
до значення IF = 1 трикритична точка (3.17) потрапляє на вiсь
pe = 0, а при IF = 2 низькопродуктивна область зникає зовсiм.
Таким чином, коливання виробничої функцiї трансформують
низькопродуктивний стан до високопродуктивного, приводячи до
появи середнього класу.
Проведений розгляд показує, що залежно вiд купiвельної
спроможностi pe, рiвня коливання цiн Ip i флуктуацiй виробничої
функцiї IF функцiя розподiлу попиту, що вiдображає економiчну
структуру суспiльства, набирає вигляду, показаного на рис.3.3.
Одномодовий режим (рис.3.3в), властивий високопродуктивному
стану економiки, характерний для розвинених країн, де домiнує
середнiй клас [30]. Бiмодальний режим (рис.3.3б), що вiдповiдає
стратифiкованому суспiльству, спостерiгався в Росiї в 90-тi
роки минулого столiття [30]. При цьому видiляється група
надбагатого населення, яка вiдповiдає хвосту розподiлу попиту,
що визначається степеневою залежнiстю Парето
P ∼ Q−ν (3.18)
iз показником ν = 1−2. Незважаючи на нечисленнiсть цiєї групи, її
доходи становлять не менше половини всiх накопичень населення,
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Рисунок 3.2 – Тривимiрна дiаграма iснування
низькопродуктивного стану
i розподiл (3.18) вiдiграє важливу роль в економiчнiй структурi
суспiльства.
Починаючи розгляд закону Парето, зазначимо, що його
степенева форма є ознакою самоподiбної системи, де вiдсутнiй
характерний масштаб [15]. Дiйсно, властивiсть самоподiбностi
виражається однорiднiстю функцiї розподiлу
P (Q/Qc) = Q
ν
cP (Q). (3.19)
Згiдно з (3.19) змiна масштабу Qc випадкової величини Q
приводить до мультиплiкативної змiни ймовiрностi її реалiзацiї P
iз характерним показником ν. Якщо ввести масштабовану змiнну
κ ≡ Q/Qc i функцiю перерозподiлу P(κ) ≡ κνP (κ), можна
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Рисунок 3.3 – Вигляд функцiї розподiлу попиту: а) у
низькопродуктивному станi (pe = 0.1, Ip = 1.1); б) у режимi,
що вiдповiдає стратифiкованому суспiльству (pe = 3 Ip = 2); в) у
високопродуктивному станi (pe = 3.5, Ip = 1.1)
переписати (3.19) у виглядi
P (Q) = Q−νP(κ), κ ≡ Q/Qc. (3.20)
Для самоподiбних систем, де вiдсутнiсть масштабу виражається
умовою Qc → ∞, можна скористатися межею κ → 0. При цьому
функцiяP(κ) прямує до сталого значення i розподiл P (Q) набирає
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степеневої форми (3.18).
Кiлькiсне подання закону Парето, що базується на розподiлi
(2.68), зводиться до розгляду, викладеного в пiдроздiлi 2.5.
Виявляється, що степенева форма розподiлу P (Q) ∼ Q−2
реалiзується за умов Ip  IQ, IF , коли основну роль вiдiграють
коливання цiни. Зменшення показника ν = 2 досягається
замiною параметра порядку Q степеневим множником Q
ν
2 .
У результатi економiчна еволюцiя подається фрактальною
системою синергетичних рiвнянь iз стохастичними джерелами
(2.69)–(2.71), де пiд iнтервалом τ слiд розумiти попит Q, пiд
ентропiєю s – виробничу функцiю F , пiд ζ – умовну цiну p, а
показник a потрiбно замiнити на ν/2.
У результатi умови переходу до режиму самоорганiзацiї
(pe = 0) зображуються дiаграмою, показаною на рис.2.3, де
стан системи визначається iнтенсивнiстю коливань цiн Ip, що
вiдповiдає вiсi Iζ , i флуктуацiями виробничої функцiї IF (їх
iнтенсивнiсть вiдкладена за вiссю Is); беремо також IQ = 0, а
пунктирна, суцiльна i штрихова кривi вiдповiдають показникам
Парето ν = 1.0, 1.5, 2.0. З цiєї дiаграми виходить, що
зменшення показника ν iстотно розширює область коливань
цiн Ip i флуктуацiй виробничої функцiї IF , що вiдповiдає
стратифiкованому суспiльству. Стацiонарний розподiл попиту
з iнтенсивностями флуктуацiй цiни i виробничої функцiї, що
вiдповiдають точкам 1–4 на рис.2.3, має вигляд, показаний на
рис.2.4. Iз нього випливає, що степенева поведiнка, властива
закону Парето, реалiзується за умов IQ, IF  Ip, pe = 0.
Для з’ясування умов самоподiбного розподiлу попиту, що
приводить до закону Парето, необхiдно скористатися методами
аналiзу, викладеними у пiдроздiлi 2.5. Виявляється, що функцiя
розподiлу (3.20) зводиться до iнтеграла дробового порядку 1−ν/2,
а з iншого боку є розв’язком дробово-диференцiального рiвняння
Фоккера-Планка (2.86), що має порядок zω/2 за змiнними Q i ω
за часом (z – динамiчний показник). Звiдси випливає зв’язок zω =
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2− ν, який для типового значення ν = 3/2 дає zω = 1/2. Оскiльки
динамiчний показник обмежений знизу значенням z = 1, то
показник похiдної за часом не перевищує величину ω = 1/2. Таким
чином, процес економiчної еволюцiї вiдповiдає режиму субдифузiї,
який характеризується наявнiстю ефективних пасток у просторi
станiв системи [74]. Це означає, що з часом низькопродуктивний
стан перiодично змiнюється високопродуктивним i суспiльство
стратифiковане за рiвнем попиту.
Отриманий висновок пiдтверджується в рамках пiдходу
Цаллiса [75], де еволюцiя системи представляється нелiнiйним
рiвнянням Фоккера-Планка типу (2.91). Для заданого значення
показника нелiнiйностi q економiчна еволюцiя вiдповiдає процесу
субдифузiї, який визначається показником похiдної за часом
(2.102) i динамiчним показником (2.103).
Проведений розгляд показує, що дiя стохастичних джерел
i фрактальний зворотний зв’язок дозволяють подати основнi
особливостi економiчної структури суспiльства на основi системи
рiвнянь самоорганiзацiї. При цьому надбагатий прошарок
стратифiкованого суспiльства характеризується степеневим
розподiлом (3.20), показник ν якого визначається iнтенсивнiстю
процесiв самоорганiзацiї. З iншого боку, використання дробово-
диференцiального рiвняння Фоккера-Планка показує, що
величина ν задається динамiчним показником z i показником
похiдної за часом ω. У результатi стандартне спiввiдношення
zω = 1/2 виконується тiльки за наявностi пасток у просторi
станiв, де ω < 1. Стосовно економiчної системи це означає
наявнiсть кризових явищ типу фiнансових крахiв, що
перешкоджають розвитку суспiльства протягом досить тривалого
перiоду часу.
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3.3 Динамiка безперервного переходу мiж
низько- та високопродуктивним станами
економiки
Стандартна картина синергетичного переходу грунтується
на адiабатичному наближеннi, в рамках якого час релаксацiї
попиту τQ набагато перевищує вiдповiднi масштаби τF , τp для
виробничої функцiї та цiни. У результатi змiни двох останнiх
величин наслiдують еволюцiю попиту згiдно з рiвняннями стану,
що виражаються рiвностями (1.4). Тодi економiчна еволюцiя
описується рiвнянням Ландау-Халатнiкова типу (1.5), яке
приводить до простого закону дебаївської релаксацiї (1.9), що має
монотонний характер. Цей та наступний пiдроздiли присвяченi
дослiдженню бiльш загальних сценарiїв еволюцiї системи, яка
може набирати дуже складного вигляду.
Найпростiша картина безперервного переходу, який прийнято
вiдносити до другого роду, подається безрозмiрною системою
рiвнянь самоорганiзацiї (1.2), де параметр порядкуу η, сполучене
поле h i керуючий параметр S зводяться до величин Q, F ,
p вiдповiдно. Дослiдимо спочатку випадок τF  τQ, τp, коли
найменше значення має час релаксацiї виробничої функцiї, що
наслiдує змiни попиту й цiни. Тодi можна припустити F˙ = 0,
що дає зв’язок F = pQ. Його врахування приводить до системи
рiвнянь
Q˙ = −Q(1− p), (3.21)
p˙ = δ−1
[
pe − p(1 +Q2)
]
, δ ≡ τp/τQ, (3.22)
поведiнка якої задається купiвельною спроможнiстю pe i
спiввiдношенням характерних часiв змiни цiни i попиту δ.
У загальному випадку стандартний аналiз [96] системи (3.21),
(3.22) показує, що її фазовий портрет характеризується наявнiстю
двох особових точокD(pe, 0), O(1, Q0) з координатами p = pe, Q =
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0 i p = 1, Q = Q0 вiдповiдно, де Q0 визначено рiвнiстю
(3.10). Таким чином, у точцi D реалiзується низькопродуктивний
стан економiки, що вiдповiдає нульовому попиту, а в точцi O –
високопродуктивний, де попит Q 6= 0. Показники Ляпунова в цих
точках визначаються рiвностями
λD =
δ(pe − 1)− 1
2δ
{
1±
√
1 +
4δ(pe − 1)
[δ(pe − 1)− 1]2
}
, (3.23)
λO = − pe
2δ
[
1±
√
1− 8δpe − 1
p2e
]
. (3.24)
Звiдси бачимо, що у передкритичнiй областi (pe < 1),
коли купiвельна спроможнiсть населення менша вiд критичного
значення pc = 1, точка D є стiйким вузлом, а точка O
вiдсутня. У результатi макроекономiчна система еволюцiонує до
стацiонарного низькопродуктивного стану D згiдно з фазовим
портретом, наведеним на рис.3.4а. Iз нього видно, що зростання
параметра δ приводить до закручування траєкторiй довкола
точки D, що вказує на тенденцiю до коливального режиму, яка
виявляється зi збiльшенням iнерцiйностi змiни цiни порiвняно з
попитом.
Згiдно з фазовим портретом, наведеним на рис.3.5, ця
тенденцiя реалiзується повною мiрою при переходi в область, де
купiвельна спроможнiсть pe > 1 перевищує критичне значення.
Тут точка D трансформується в сiдло i з’являється додаткова
точка O, що вiдповiдає високопродуктивному стану економiки.
Для значень параметра δ, обмежених величиною
δc =
p2e
8(pe − 1) , (3.25)
ця точка являє собою стiйкий вузол, а iз його зростанням
до значень δ > δc – стiйкий фокус. У першому випадку
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Рисунок 3.4 – Фазовi портрети низькопродуктивного стану (pe =
0.7pc) для безперервного переходу: а) τF  τQ = τp; б) τQ 
τF = τp; в) τp  τF = τQ. Тут i на всiх рисунках штрихова лiнiя
вказує точки, в яких фазовi траєкторiї мають вертикальну дотичну,
штрихпунктирна – горизонтальну
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Рисунок 3.5 – Фазовi портрети високопродуктивного стану
економiки (pe = 1.5pc) для безперервного переходу: а) τF  τQ =
100τp; б) τF  τQ = τp; в) τF  τp = 100τQ
високопродуктивний стан макроекономiки досягається за рахунок
монотонної змiни умовної цiни i попиту, в другому реалiзується
режим загасаючих коливань цих величин.
Проведений розгляд показує, що при τQ  τp у закритичнiй
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областi 1 < pe ≤ 2 виникає коливальний режим переходу
макроекономiки до високопродуктивного стану: згiдно з рис.3.5в
зменшення попиту приводить до збiльшення умовної цiни,
зростання якої викликає потiм збiльшення попиту, що зменшує
згодом цiну. Очевидно, такого роду коливальний режим дуже
важко реалiзувати насправдi. У дiйсностi характерна частота
становить
ω = pe
√
8δp−2e (pe − 1)− 1
2τp
, (3.26)
а коефiцiєнт загасання дорiвнює
α =
pe
2τp
. (3.27)
Отже, зi зростанням купiвельної спроможностi в iнтервалi 1 <
pe < 2 величини ω, α зростають, а критичне вiдношення часiв
релаксацiї (3.25) зменшується. Це означає, що емiсiя грошової
маси сприяє появi загасаючих коливань, проте бiльшою мiрою
цьому сприяє зростання вiдношення характерних часiв δ =
τp/τQ  1 (див. рис.3.5).
Обернена межа τp  τQ вiдповiдає адiабатичному
наближенню, що становить стандартну картину переходу.
Згiдно iз фазовим портретом, показаним на рис.3.5, зменшення
параметра δ → 0 приводить до збiгання всiх траєкторiй до дiлянки
MOD, положення якої не залежить вiд мiкроскопiчних деталей
системи. Iз рис.3.5а бачимо, що до потрапляння на цю дiлянку
цiна швидко змiнюється, а потiм повiльно еволюцiонує за ним
(при цьому ефект уповiльнення позначається тим сильнiше, чим
менший параметр неадiабатичностi δ). З формальної точки зору
дiлянка MOD вiдповiдає притягувальнiй множинi, яку прийнято
позначати як русло великої рiчки (в англомовнiй термiнологiї
mainstream).
Розглянемо тепер випадок τQ  τF , τp, коли попит змiнюється
настiльки швидко, що встигає наслiдувати змiни виробничої
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функцiї та умовної цiни. Тодi можна покласти Q˙ = 0, що приводить
до зв’язку Q = F , який дає систему рiвнянь
F˙ = −F (1− p), (3.28)
p˙ = τ−1
[
pe −
(
p+ F 2
)]
, τ ≡ τp/τF (3.29)
де час t вимiряно в одиницях τF , i введено вiдношення характерних
часiв τ . Аналогiчно попередньому випадку фазовий портрет
визначається особливими точками D(pe, 0), O(1, F0), де величина
F0 =
√
pe − 1 задає стацiонарне значення виробничої функцiї.
Показники Ляпунова зазначених точок мають вигляд
λD =
τ(pe − 1)− 1
2τ
{
1±
√
1 +
4τ(pe − 1)
[τ(pe − 1)− 1]2
}
, (3.30)
λO = − 1
2τ
[
1±
√
1− 8τ(pe − 1)
]
. (3.31)
Як i ранiше, точка D вiдповiдає низькопродуктивному стану
макроекономiки, являючи собою при pe < 1 стiйкий (що притягує)
вузол, а при pe > 1 – сiдло (при цьому, незважаючи на купiвельну
спроможнiсть pe 6= 0, виробничi потужностi не задiянi повною
мiрою). Точка O, що вiдповiдає високопродуктивному стану,
в якому виробнича функцiя набуває кiнцевого стацiонарного
значення, реалiзується у закритичнiй областi pe > 1, де вона
є притягувальним вузлом при малих значеннях параметра τ , i
стiйким фокусом, якщо величина τ перевищує критичне значення
τc =
1
8(pe − 1) . (3.32)
Вiдповiднi значення частоти коливань i декремента загасання
мають вигляд
ω =
1
2τp
√
8τ(pe − 1)− 1, (3.33)
α = (2τp)
−1. (3.34)
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Зi зростанням купiвельної спроможностi pe критичне значення
τc зменшується, частота ω зростає, а декремент α залишається
незмiнним.
Проведений аналiз i вигляд фазових портретiв на рис.3.6
показують, що при великих значеннях τ , коли цiна змiнюється
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 Рисунок 3.6 – Фазовi портрети високопродуктивного стану (pe =
1.5pc) для безперервного переходу: а) τQ  τF = 100τp; б) τQ 
τF = τp; в) τQ  τp = 100τF
набагато повiльнiше виробничої функцiї, система потрапляє
до режиму загасаючих коливань (рис.3.6в). Зi зменшенням
величини τ до значень τ  1 досягається повiльний режим
економiчної еволюцiї (рис.3.6a). Подiбно до попереднього випадку
в адiабатичнiй межi τ → 0 еволюцiя економiчної системи
набуває унiверсального характеру, що виражається в наявностi
дiлянки MOD на рис.3.6a, потрапляючи на який система
повiльно рухається до стацiонарної точки O, що вiдповiдає
високопродуктивному стану.
У випадку τp  τQ, τF найшвидше змiнюється умовна цiна, i
можна взяти p˙ = 0. У результатi отримуємо зв’язок p = pe − QF ,
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що приводить до рiвнянь
Q˙ = −Q+ F, (3.35)
F˙ = σ−1
[
peQ− F (1 +Q2)
]
, σ ≡ τF/τQ, (3.36)
де введено вiдношення характерних часiв σ. Фазовий портрет має
особливi точки D(0, 0) i O
(√
pe − 1,
√
pe − 1
)
(див.рис.3.7), друга
з яких реалiзується тiльки для високопродуктивного стану при
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Рисунок 3.7 – Фазовi портрети високопродуктивного стану (pe =
1.5pc) для безперервного переходу: а) τp  τQ = 100τF ; б) τp 
τQ = τF ; в) τp  τF = 100τQ
купiвельнiй спроможностi pe > 1. Вiдповiднi показники Ляпунова
визначаються рiвностями
λD = −1 + σ
2σ
[
1±
√
1 + 4σ
pe − 1
(1 + σ)2
]
, (3.37)
λO = −pe + σ
2σ
[
1±
√
1− 8σ pe − 1
(pe + τ)
2
]
. (3.38)
При pe < 1 точкаD становить стiйкий вузол низькопродуктивного
стану, а з переходом до закритичної областi pe > 1
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трансформується в сiдло. При значеннях параметра σ, що
належать iнтервалу (σ−, σ+), де
σ± = (3pe − 4)±
√
8(pe − 1)(pe − 2), (3.39)
точка O, яка вiдповiдає високопродуктивному стану, є
притягувальним фокусом, а поза ним – притягувальним вузлом.
Характернi величини частоти
ω =
√
8σ (pe − 1)− (σ + pe)2
2τF
(3.40)
i коефiцiєнта загасання
α =
σ + pe
2τF
(3.41)
сумiрнi для всiх значень pe, σ. Тому на вiдмiннiсть вiд випадкiв,
розглянутих вище, тут коливальний режим практично не
виявляється.
Згiдно з фазовими портретами, показаними на рис.3.7,
унiверсальнiсть кiнетичної поведiнки системи виявляється як
для τF  τQ, так i для τF  τQ. У першому випадку
вихiд на унiверсальну дiлянку вiдбувається за рахунок швидкої
змiни виробничої функцiї F (t) при практично незмiнному попитi
Q(t) (рис.3.7а), а в другому спостерiгається зворотна картина
– попит змiнюється дуже швидко, а виробнича функцiя майже
не змiнюється (рис.3.7в). В областi τQ ∼ τF унiверсальнiсть
виявляється тiльки для малих початкових значень виробничої
функцiї або попиту (рис.3.7б). На вiдмiну вiд розглянутих ранiше
випадкiв при цьому унiверсальна дiлянка має не спадний, а
зростаючий характер.
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3.4 Динамiка переривчастого переходу мiж
низько- та високопродуктивним станами
економiки
Картина, розглянута в попередньому пiдроздiлi, передбачає,
що в процесi переходiв мiж низько- i високопродуктивним
станами характерний час змiни попиту τQ зберiгає стале
значення. Насправдi реакцiя системи на збiльшення попиту
Q може приводити до зростання масштабу τQ. Подiбно до
розгляду, проведеного в кiнцi пiдроздiлу 1.2, можна показати, що
таке уповiльнення приводить до трансформацiї безперервного
переходу до переривчастого. Дотримуючись (1.10), будемо
виходити з простої залежностi
τQ = τ0
(
1 +
κ
1 +Q2/Q2τ
)−1
, (3.42)
що характеризується позитивними константами τ0, κ,Qτ . Тодi
в рамках адiабатичного наближення τF , τp  τ0 ефективний
потенцiал V (Q) набирає вигляду (1.11), де всi величини
вимiрянi в одиницях (3.9), а пiд η i r слiд розумiти попит
Q i купiвельну спроможнiсть pe. Згiдно з (1.11) при малих
значеннях купiвельної спроможностi pe залежнiсть V (Q) має
монотонно зростаючий вигляд з мiнiмумом в точцi Q = 0,
що вiдповiдає низькопродуктивному стану. При значеннi p0c ,
визначеному рiвнiстю (1.12), з’являється плато, яке при pe > p0c
трансформується в мiнiмум, що вiдповiдає значенню попиту
Q0 6= 0 (високопродуктивний стан), i максимум (нестiйкий стан),
що роздiляє мiнiмуми Q0 = 0 i Q0 6= 0. З подальшим зростанням
купiвельної спроможностi pe мiнiмум високопродуктивного стану
заглиблюється, а висота бар’єра, що роздiляє стацiонарнi стани,
спадає, досягаючи нуля при критичному значеннi pc, визначеному
формулою (1.13). При pe ≥ pc залежнiсть V (Q) має той самий
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вигляд, що i для розглянутого ранiше безперервного переходу.
Стацiонарнi значення попиту визначаються виразами (1.15).
Як бачимо з рис.1.1а, при повiльному збiльшеннi купiвельної
спроможностi в точцi pe = pc вiдбувається стрибок стацiонарного
попиту Q0 вiд нуля до значення
√
2Q00, а потiм його величина
повiльно зростає. При зворотному зменшеннi pe вiд великих
значень стацiонарний попит Q0 повiльно зменшується до точки
pe=p
0
c , Q0=Q00, а потiм стрибком набирає нульового значення.
Згiдно з рис.1.1б стацiонарне значення умовної цiни p0 збiгається
з купiвельною спроможнiстю pe тiльки в iнтервалi 0 < pe <
p0c . Для купiвельної спроможностi pe > p
0
c умовна цiна p0
стає двозначною, набираючи вигляду спадної гiлки, яка повiльно
зменшується вiд значення pc0 (див.(1.17)), що вiдповiдає pe =
p0c , до pc при pe → ∞. При повiльному зростаннi купiвельної
спроможностi pe вiд 0 до pc стацiонарне значення умовної цiни
лiнiйно зростає в тому самому iнтервалi. Пiсля стрибка вниз
в точцi pe = pc величина p0 повiльно зменшується згiдно
iз залежнiстю (1.16). При зворотному зменшеннi купiвельної
спроможностi pe стацiонарне значення умовної цiни p0 здiйснює
стрибок вгору в точцi p0c вiд значення pc0 до p
0
c . Таким чином,
у змiнах попиту Q та умовної цiни p спостерiгається гiстерезис,
обумовлений наявнiстю бар’єра ефективного потенцiалу (1.11).
Перейдемо до дослiдження процесу економiчної еволюцiї,
маючи на увазi пiд характерним часом змiни попиту значення τ0,
що фiгурує в рiвностi (3.42). У випадку τF  τ0, τp можна взяти
F˙ = 0, що приводить до виразу (час вимiрюється в одиницях τ0)
Q˙ = −Q
[
(1− p) + κ (1 +Q2/Q21)−1] , Q1 ≡ Qτ/Qc, (3.43)
що вiдрiзняється вiд (3.21) наявнiстю останнього доданка. Друге
рiвняння має той самий вигляд (3.22), що i для безперервного
переходу.
Фазовий портрет системи (3.43), (3.22) має три особливi точки
D(pe, 0), O(p−, Q−), S(p+, Q+), координати яких визначаються
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рiвностями
p± =
(1 +Q200)±
√
(1 +Q200)
2 − pe (1−Q21)
1−Q21
, (3.44)
Q± =
√
(pe − p±) /p±. (3.45)
Точцi D вiдповiдає показник Ляпунова, що вiдрiзняється вiд
виразу (3.23) замiною рiзницi pe − 1 на pe − pc, де величина pc =
1+κ визначає точку втрати стiйкостi. Тому, як i для безперервного
переходу, для pe < pc точка D є стiйким вузлом, а при pe >
pc – сiдлом. Показники Ляпунова точок O(p−, Q−), S(p+, Q+)
виражаються через їх координати (3.44), (3.45) рiвнiстю
λ± = λ0
(
1±√1 + ∆
)
,
λ0 =
pe − p±
κQ21p±
(p± − 1)2 − pe
2δp±
, (3.46)
λ20∆ =
2
δ
(pe − p±)
(
pe (1− p±)2
Q21κp
2±
− 1
)
,
де δ ≡ τp/τ0. В iнтервалi переривчастого переходу p0c < p < pc
точка S є сiдлом, а O – притягувальним вузлом або фокусом.
Наведенi данi показують, що зi зростанням купiвельної
спроможностi pe фазовий портрет системи змiнюється таким
чином (див.рис.3.8). При pe < p0c , коли залежнiсть V (Q) має
монотонно зростаючий вигляд, точки S, O не реалiзуються, а D
являє собою стiйкий вузол, що вiдповiдає низькопродуктивному
стану макроекономiки. При цьому фазовий портрет має
вигляд, властивий безперервному переходу (див.рис.3.4а). З
перевищенням характерного значення p0c у системi вiдбувається
бiфуркацiя, що полягає в появi сiдла S i стiйкого вузла/фокуса
O, якi визначаються координатами (3.44), (3.45). З пiдвищенням
купiвельної спроможностi pe сiдло, що вiдповiдає енергетичному
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 Рисунок 3.8 – Змiна вигляду фазових портретiв для
переривчастого переходу при рiзних значеннях купiвельної
спроможностi (κ = 1, Qτ = 0.1Qc, τF  τ0 = τp): а) pe = pc;
б) pe = 1.25pc; в) pe = 2.5pc
бар’єру на залежностi V (Q), наближається до вузлаD, i в точцi pc
поглинає його. Подальше пiдвищення купiвельної спроможностi
дає картину, що вiдповiдає високопродуктивному стану для
безперервного переходу.
На рис.3.9 показано, яким чином змiнюється фазовий
портрет, що вiдповiдає високопродуктивному стану економiки
(p0c < pe < p
c), зi збiльшенням вiдношення часiв релаксацiї
δ = τp/τ0. Порiвнюючи з рис.3.5, бачимо, що в околi
точки O поведiнка практично така сама, що i для випадку
безперервного переходу: для адiабатичної межi τp  τ0 фазовi
траєкторiї швидко збiгаються до унiверсальної дiлянки MOS
(рис.3.9а), а для протилежної межi τp  τ0 виявляється
режим загасаючих коливань (рис.3.9в). Єдина вiдмiннiсть
полягає в появi сепаратриси в областi малих значень попиту, що
вiдображає наявнiсть бар’єра на залежностi V (Q). Дослiдження
часових залежностей шляху, що пройшла точка за фазовою
траєкторiєю, показує [18], що, як i в разi безперервного переходу,
тут вiдбувається уповiльнення поблизу русла великої рiчки
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Рисунок 3.9 – Фазовi портрети переривчастого переходу (κ =
1, Qτ = 0.1Qc): а) pe = 1.25pc, τF  τ0 = 100τp; б) pe =
1.25pc, τF  τ0 = τp; в) pe = 1.8pc, τF  τp = 10τ0
MOS, що вiдповiдає околу мiнiмуму високопродуктивного стану.
Знайденi особливостi макроекономiчної еволюцiї можуть
бути поданi на основi вигляду залежностi V (Q, p) ефективного
потенцiалу вiд попиту Q та умовної цiни p, що параметризують
поведiнку системи. При цьому слiд виходити з того факту, що
в ходi своєї еволюцiї система проводить основний час в околi
екстремумiв залежностi V (Q, p). Оскiльки час релаксацiї уздовж
кожної iз осей Q, p обернено пропорцiйний кривизнi залежностi
V (Q, p) уздовж вiдповiдної осi1, то умова τp  τ0 означає, що
залежнiсть V (Q, p) змiнюється набагато швидше уздовж осi p,
нiж уздовж Q. У результатi виявляється, що поверхня функцiї
V (Q, p) має вузький жолоб уздовж унiверсальної траєкторiї,
яка визначається залежнiстю p(Q) типу (1.4). Як видно з
рис.3.9а, в нього система швидко скочується уздовж осi p,
що вiдповiдає великiй кривизнi. Саме наявнiсть цього жолоба
забезпечує унiверсальний характер еволюцiї системи, оскiльки
1Це випливає з того факту, що вказана кривизна обернено пропорцiйна
вiдповiднiй сприйнятливостi, яка, у свою чергу, пропорцiйна вiдповiдному часу
релаксацiї.
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поблизу екстремумiв залежнiсть V (Q, p) завжди має вигляд
параболи:
V ≈ V (Q0, p0) +
χ−1Q
2
(Q−Q0)2 +
χ−1p
2
(p− p0)2 , (3.47)
де значення Q0, p0 визначають положення екстремуму, а
сприйнятливостi χQ, χp – його кривизну.
У зв’язку зi сказаним може здатися, що для межi τ0 
τp, протилежнiй адiабатичнiй, залежнiсть V (Q, p) також повинна
мати жолоб, i стає незрозумiлою природа загасаючих коливань,
наведених на рис.3.9в. Проте необхiдно пам’ятати, що поблизу
точки мiнiмуму залежностi V (Q, p) сприйнятливостi χQ, χp у
рiвностi (3.47) пов’язанi з часом релаксацiї τ0, τp рiзними
спiввiдношеннями χp ∝ τp, χQ ∝ τ0|pe − pc|−1. Оскiльки |pe −
pc|  1, то, незважаючи на невелике значення τ0, кривизна
χ−1Q ∝ τ−10 |pe − pc| параболи (3.47) уздовж осi Q виявляється
порiвняною з кривизною χ−1p ∝ τ−1p залежностi V (Q, p) уздовж
осi p. Iншими словами, для межi τ0  τp залежнiсть V (Q, p)
має поблизу мiнiмуму, що вiдповiдає високопродуктивному стану,
вигляд параболоїда з малими (i сумiрними) кривизнами уздовж
осей Q, p. У результатi конфiгуративна точка, скочуючись до
мiнiмуму, може здiйснювати обертання за поверхнею цього
параболоїда. Очевидно, таке обертання i являє собою загасаючi
коливання, показанi на рис.3.9в.
Вiдмiтимо, що описане критичне зростання сприйнятливостi
χQ у спiввiдношеннi (3.47) носить колективний характер,
властивий системi, що самоорганiзується. Воно не виявляється
поблизу максимуму залежностi V (Q, p), у зв’язку з чим не
вiдбувається закручування сепаратриси для межi τ0  τp
(рис.3.9в).
З аналiтичної точки зору випадок τ0  τF , τp є найбiльш
трудомiстким, оскiльки пiдстановка ефективного часу змiни
попиту (3.42) в початкове рiвняння приводить не до лiнiйного
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зв’язку, а до кубiчного рiвняння. Його розв’язок зручно записати у
виглядi
3Q = F +Q+(F ) +Q−(F ), (3.48)
де введено функцiї
Q±(F ) =
{
F
(
F 2 + F 21
)± 3Q1√3 [(F 2 + F 22 )2 + F 43 ]
}1/3
,
(3.49)
а сталi F1, F2, F3, визначенi рiвностями
F 21 ≡
9
2
Q21(2− κ), F 22 ≡
1
8
Q21
[
36(2− κ)− (8− κ)2] ,
F 23 ≡
1
8
Q21
√
κ(8− κ)3. (3.50)
Пiдстановка зв’язку (3.48) до рiвняння самоорганiзацiї приводить
їх до вигляду (порiв. з (3.28), (3.29))
F˙ = −F + 1
3
p [F +Q+(F ) +Q−(F )] , (3.51)
τ p˙ = (pe − p)− 1
3
F [F +Q+(F ) +Q−(F )] , (3.52)
де час вимiряний в одиницях τF i введене вiдношення часiв
релаксацiї τ ≡ τp/τF .
Хоча аналiтично тут не вдається знайти нi особливих точок,
нi вiдповiдних їм показникiв Ляпунова, чисельне дослiдження
фазового портрета (рис.3.10) показує, що поведiнка системи
збiгається з дослiдженою ранiше. У порiвняннi з вiдповiдним
фазовим портретом безперервного переходу (рис.3.6) можна
зазначити, як i у попередньому випадку, появу сепаратриси при
значеннях умовної цiни p i виробничiй функцiї F , якi вiдповiдають
енергетичному бар’єру, що вiдокремлює високопродуктивний стан
вiд низькопродуктивного.
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Рисунок 3.10 – Фазовi портрети переривчастого переходу (κ =
1, Qτ = 0.1Qc): а) pe = 1.25pc, τ0  τF = 102τp; б) pe =
1.25pc, τ0  τF = τp; в) pe = 1.8pc, τ0  τp = 10τF
Мiркуючи за аналогiєю з попереднiми випадками, неважко
побачити, що при τp  τF , коли максимальним чином
виявляється унiверсальнiсть еволюцiї системи (див.рис.3.10а),
залежнiсть V (F, p) має вузький жолоб уздовж унiверсальної
дiлянки траєкторiй. Наявнiсть режиму загасаючих коливань для
протилежної межi τp  τF (рис.3.10в) вказує на критичне
зростання сприйнятливостi χF ∝ τF |pe − pc|−1 виробничої
функцiї. Очевидно, початковою причиною цього зростання є
критичне зростання сприйнятливостi χQ ∝ τ0|pe − pc|−1, що
вiдповiдає попиту. Наявнiсть жорсткого функцiонального зв’язку
(3.48) мiж попитом i виробничою функцiєю забезпечує зростання
сприйнятливостi виробничої функцiї.
Нарештi, випадок τp  τ0, τF описується спiввiдношенням
(3.36), доповненим рiвнянням (порiв. з (3.35))
Q˙ = −Q
(
1 +
κ
1 +Q2/Q21
)
+ F. (3.53)
Фазовий портрет характеризується наявнiстю трьох особливих
точок D(0, 0), O(F+, Q+) i S(F−, Q−), координати яких задаються
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рiвностями
Q± =
{
Q200 ±
√
Q400 + [pe − (1 + κ)]Q21
}1/2
, (3.54)
F± = pe
Q±
1 +Q2±
. (3.55)
Показник Ляпунова особливої точки D визначається виразом
(3.37), де замiсть 1 + σ−1, pe − 1, (σ ≡ τF/τ0) слiд пiдставити
pc+σ−1, pe−pc, (pc ≡ 1+κ). При pe < pc ця точка є стiйким вузлом,
а при pe ≥ pc – сiдлом. Показники Ляпунова точок O(F+, Q+),
S(F−, Q−) виражаються за допомогою їх координат (3.54), (3.55)
рiвностями
λ± = λ0
(
1±√1 + ∆
)
,
λ0 =
(F± −Q±)2
κQ21
− 1
2
(
1 +Q2±
σ
+
F±
Q±
)
, (3.56)
λ20∆ =
(
1−Q2±
)
F±
τQ±
− 1 +Q
2
±
σ
[
F±
Q±
− 2 (F± −Q±)
2
κQ21
]
.
В iнтервалi реалiзацiї переривчастого переходу p0c < p < p
c точка
S є сiдлом, а O – стiйким вузлом або фокусом.
Чисельне визначення фазового портрета приводить до
картини, показаної на рис.3.11. У порiвняннi з вiдповiдним
портретом для безперервного переходу (див. рис.3.7) видно, що,
як i ранiше, єдине ускладнення полягає в появi сепаратриси в
областi малих значень виробничої функцiї F i попиту Q.
Як i для безперервного переходу, вiдмiннiстю цього випадку є
та обставина, що унiверсальнiсть еволюцiї системи виявляється
не тiльки для межi τF  τ0 (рис.3.11а), але i у протилежному
випадку τF  τ0 (рис.3.11в), де, здавалося б, можна чекати появи
коливань. Це пов’язано з тим, що кривизни парабол уздовж осей
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 Рисунок 3.11 – Фазовi портрети переривчастого переходу (κ =
1, Qτ = 0.1Qc, pe = 1.25pc): а) τp  τ0 = 100τF ; б) τp  τ0 = τF ;
в) τp  τF = 102τ0
F ,Q визначаються значеннями χ−1F ∝ τ−1F |pe− pc|, χ−1Q ∝ τ−10 |pe−
pc| обернених сприйнятливостей. Тому при τF  τ0 виконується
спiввiдношення χ−1F  χ−1Q , яке означає, що кривизна залежностi
V (Q,F ) уздовж осi виробничої функцiї F набагато менша, нiж
уздовж осi попиту Q. У результатi на рис.3.11в траєкторiї, за
якими конфiгуративна точка швидко скочується до русла великої
рiчки, напрямленi практично уздовж осi Q.
Вiдмiтимо, що, незважаючи на складнiсть рiвностi (3.56),
вони дозволяють знайти аналiтичнi вирази для меж iнтервалу
(σ−, σ+), що задає спiввiдношення σ = τF/τ0 часiв змiни
виробничої функцiї та попиту, всерединi якого точка O(F+, Q+)
є стiйким фокусом (див.(3.39)). Ми не наводимо їх, зважаючи на
надзвичайну громiздкiсть.
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3.5 Еволюцiйна картина макроекономiчних
перетворень
Проведений розгляд показує, що економiчна еволюцiя
низькопродуктивного стану до високопродуктивного подається
фазовими портретами, показаними на рис.3.4-3.11. У
випадку безперервного переходу (рис.3.4-3.7) для купiвельної
спроможностi pe < pc фазовий портрет має притягувальний вузол
D, що вiдповiдає низькопродуктивному стану економiки; для
pe > pc вiн трансформується в сiдло, i з’являється додатковий
вузол/фокус O, який вiдповiдає високопродуктивному стану. На
вiдмiну вiд цього на фазовому портретi переривчастого переходу
(рис.3.8-3.11) при pe = p0c вiдбувається бiфуркацiя, в результатi
якої з’являються сiдло S, що вiдповiдає енергетичному бар’єру на
залежностi V (Q), i притягувальний вузол/фокус O, що вiдповiдає
високопродуктивному стану; при цьому притягувальний вузол
D, що характеризує низькопродуктивний стан, залишається
незмiнним. Зi зростанням умовної цiни в iнтервалi (p0c , p
c) сiдло S
прямує до вузла D, поглинаючи його в точцi pc, а вузол/фокус O
змiщується в бiк зростання попиту i виробничої функцiї.
Тип особливої точки O, що вiдповiдає високопродуктивному
стану, залежить вiд спiввiдношення характерних часiв τQ, τF , τp.2
За їх несумiрностi можна видiлити шiсть характерних режимiв:
a) τF  τp  τQ, b) τQ  τp  τF ,
c) τp  τF  τQ, d) τp  τQ  τF ; (3.57)
e) τF  τQ  τp, f) τQ  τF  τp.
Як показує проведений аналiз, у випадках а) – d) точка O
є притягувальним вузлом, i пiсля закiнчення короткого часу
траєкторiя системи виходить до унiверсальної дiлянки (русло
2Для переривчастого переходу пiд величиною змiни попиту τQ слiд мати на
увазi час релаксацiї τ0, що входить до залежностi (3.42).
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великої рiчки), положення якої визначається значенням
купiвельної спроможностi pe. Наявнiсть такої дiлянки обумовлює
унiверсальний характер економiчної еволюцiї системи. Як
видно з наведених фазових портретiв, русло великої рiчки
розмiщене в параметричному просторiQ,F, p таким чином, що при
проектуваннi на площину p−Q, p−F воно має вигляд монотонно
спадної кривої типуMOD на рис.3.5а (безперервний перехiд) або
MOS на рис.3.9а (переривчастий перехiд). Проекцiя на площину
F − Q близька до бiсектриси (див. рис.3.7а, 3.11а). Окрiм
того, в разi переривчастого переходу з’являється унiверсальна
дiлянкаNSP , що вiдповiдає переходу системи через енергетичний
бар’єр (рис.3.8-3.11). Iз наведених фазових портретiв можна
побачити, що для вказаної несумiрностi часiв релаксацiї в
режимах а)–d) вихiд до унiверсальної дiлянки вiдбувається за
майже прямолiнiйними траєкторiями, якi практично паралельнi
осям, що вiдповiдають найменшим часам релаксацiї. Так, у
режимi а) точка спочатку дуже швидко рухається за прямою,
паралельною осi F , потiм переходить до дiлянки, що паралельна
осi p, i рухається за нею зi швидкiстю в τp/τF разiв меншою,
нiж перед цим, але бiльшою, нiж швидкiсть подальшого руху за
унiверсальною дiлянкою у τQ/τp разiв. Пiсля цього вiдбувається
вихiд до русла великої рiчки.
Для спiввiдношень часiв релаксацiї у випадках e), f) система
зазнає загасаючих коливань у площинi, що вiдповiдає двом
найбiльшим значенням цих часiв. Характерно, що для обох
випадкiв найбiльше значення має час змiни умовної цiни τp.
Причиною виникнення коливань є критичне зростання часiв τQ, τF
згiдно зi спiввiдношеннями τQ/(pe − pc), τF/(pe − pc). Поблизу
критичної точки pc вони забезпечують сумiрнiсть величин τQ|pe −
pc|−1τp (у випадку e)) i τF |pe − pc|−1τp (у випадку f)), внаслiдок
чого зв’язок мiж вiдповiдними величинами Q, p i F, p набуває
резонансного характеру. Що стосується еволюцiї уздовж осей F
i Q, якi вiдповiдають у випадках e), f) найменшим часам, то вона
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зберiгає той самий характер, що i при виходi на унiверсальний
режим – система зi швидкiстю у τp/τF (випадок e)) i τp/τQ
(випадок f)) разiв бiльшою, нiж частота коливань, переходить до
вiдповiдної площини за перпендикулярною вiссю.
У загальному випадку кiнетична картина переходу iз
низькопродуктивного стану макроекономiки до високопро-
дуктивного визначається набором трьох синергетичних i трьох
кiнетичних параметрiв. Центральну роль у першiй групi вiдiграє
купiвельна спроможнiсть pe, вiдношення якої до критичного
значення pc визначає тип стану макроекономiки (див. рис.3.8).
Два iнших синергетичних параметри κ i Q1 ≡ Qτ/Qc, значення
яких задають закон (3.42) дисперсiї часу змiни попиту, визначають
область переривчастого переходу. Вона обмежена мiнiмальним
значенням κ = Q21(1−Q12)−1, вiддалення вiд якого розширює цю
область. Характерна особливiсть переривчастого перетворення
полягає в тому, що на фазовому портретi з’являється сепаратриса,
наявнiсть якої приводить до критичної залежностi еволюцiї
системи вiд вибору її початкового стану. Так, на рис.3.9б показано
двi пари близьких станiв A, B i C, E, якi, проте, вiднесенi по рiзнi
сторони сепаратриси (крiм того, перша пара вiдповiдає низькому
значенню початкової цiни, друга – високому). Як видно iз часових
залежностей, наведених на рис.3.12, наявнiсть сепаратриси
обумовлює значне зростання рiзницi попитiв, що вiдповiдають
показаним парам точок. Таку поведiнку вiдображає роздiлення
простору станiв на високо- i низькопродуктивну областi, межа
мiж якими задається сепаратрисою.
Кiнетичними параметрами, що визначають поведiнку системи,
є характернi часи τ0, τF , τp змiн попиту, виробничої функцiї та
цiни в автономних режимах. Проведене дослiдження показує, що
унiверсальна картина економiчної еволюцiї реалiзується, якщо
останнiй iз вказаних часiв має найменше значення. При цьому
система за короткий час τp виходить на унiверсальну дiлянку
MOS (див.рис.3.9–3.11), положення якої залежить тiльки вiд
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Рисунок 3.12 – Часовi залежностi попиту, початковi значення
якого вiдповiдають парам точок A, B i C, E на рис.3.9б: а) низьке
значення початкової цiни; б) високе
синергетичних параметрiв, але не вiд спiввiдношення часових
масштабiв τ0, τF , τp. Очевидно, саме така ситуацiя реалiзується
у високорозвинених економiчних системах. При аномальному
зростаннi часу змiни цiни вiдбувається закручування фазових
портретiв поблизу високопродуктивного стану, який досягається
через послiдовнiсть криз i пiдйомiв економiки. Бiльше того, при
виконаннi умов τF ∼ τQ  τp, якi означають, що купiвельна
спроможнiсть набирає слабкого надкритичного значення
pe − pc ∼ τQ/τp ∼ τF/τp  1, (3.58)
система переходить до режиму дивного атрактора, де економiчна
еволюцiя стає абсолютно непередбачуваною (див. пiдроздiл 1.5).
Це свiдчить про надзвичайну небезпеку регламентацiї цiн в умовах
самоузгодженого розвитку макроекономiки.
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Завдання для самоконтролю
1. Охарактеризуйте основнi напрями еконофiзики.
2. Чим вiдрiзняються стратегiчно орiєнтованi трейдери?
3. Запишiть самоузгоджену систему рiвнянь, що описує
перехiд мiж станами фiнансового ринку вiдповiдно до
отриманої iнформацiї.
4. Подайте рiвняння (3.3)–(3.5) у безрозмiрному виглядi.
5. На основi системи рiвнянь (3.3)–(3.5) отримайте рiвняння
Ландау-Халатнiкова типу (1.5).
6. Отримайте синергетичний потенцiал типу (1.6),
застосовуючи адiабатичнi умови до рiвнянь (3.3)–(3.5).
7. Запишiть самоузгоджену систему рiвнянь, що описує
економiчну структуру суспiльства.
8. Отримайте рiвняння для Q,F, p у безрозмiрному виглядi,
використовуючи масштаби (3.9).
9. Знайдiть залежнiсть виробничої функцiї та умовної цiни вiд
попиту за адiабатичних умов.
10. Запишiть стохастичнi рiвняння самоорганiзацiї, що
описують економiчну структуру суспiльства.
11. Який вигляд мають детермiнiстичнi та стохастичнi доданки
виробничої функцiї та умовної цiни?
12. Отримайте стацiонарний розподiл попиту, що задається
рiвнянням Фоккера-Планка.
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13. Проаналiзуйте дiаграму можливих станiв економiки для
рiзних значень купiвельної спроможностi pe, коливань цiни
Ip i флуктуацiй виробничої функцiї IF (див. рис.3.1).
14. Який вигляд має функцiя розподiлу попиту у
низькопродуктивному, високопродуктивному станах та
у станi, що вiдповiдає стратифiкованому суспiльству?
15. Запишiть фрактальну систему синергетичних рiвнянь iз
стохастичними джерелами, що описує економiчну еволюцiю.
16. Сформулюйте умови, за яких реалiзується самоподiбний
розподiл, що приводить до закону Парето.
17. Знайдiть координати особливих точок фазового портрета
системи (3.21),(3.22).
18. Отримайте вирази (3.23),(3.24) для показникiв Ляпунова.
19. Проаналiзуйте фазовi портрети, наведенi на рис.3.4.
20. Проаналiзуйте фазовi портрети, наведенi на рис.3.5.
21. Знайдiть координати особливих точок фазового портрета
системи (3.28),(3.29).
22. Отримайте вирази (3.30),(3.31) для показникiв Ляпунова.
23. Проаналiзуйте фазовi портрети, наведенi на рис.3.6.
24. Знайдiть координати особливих точок фазового портрета
системи (3.35),(3.36).
25. Отримайте вирази (3.37),(3.38) для показникiв Ляпунова.
26. Проаналiзуйте фазовi портрети, наведенi на рис.3.7.
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27. Запишiть самоузгоджену систему рiвнянь, що дозволяє
описати переривчастий перехiд мiж станами економiки.
28. Побудуйте та проаналiзуйте залежностi стацiонарних
значень попиту та умовної цiни вiд купiвельної спроможностi
для переривчастого переходу мiж станами економiки.
29. Запишiть систему диференцiальних рiвнянь, що описує
динамiку переривчастого переходу мiж низько- та
високопродуктивним станами економiки, коли найменшим є
час змiни виробничої функцiї.
30. Знайдiть координати особливих точок фазового портрета
системи (3.22),(3.43).
31. Отримайте вирази (3.46) для показникiв Ляпунова.
32. Проаналiзуйте фазовi портрети, наведенi на рис.3.8.
33. Проаналiзуйте фазовi портрети, наведенi на рис.3.9.
34. Побудуйте та проаналiзуйте залежнiсть ефективного
потенцiалу V (Q, p) вiд попиту та умовної цiни.
35. Запишiть систему диференцiальних рiвнянь, що описує
динамiку переривчастого переходу мiж низько- та
високопродуктивним станами економiки, коли найбiльшими
є часи змiни виробничої функцiї та умовної цiни.
36. Проаналiзуйте фазовi портрети, наведенi на рис.3.10.
37. Запишiть систему диференцiальних рiвнянь, що описує
динамiку переривчастого переходу мiж низько- та
високопродуктивним станами економiки, коли найменшим є
час змiни умовної цiни.
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38. Знайдiть координати особливих точок фазового портрета
системи (3.36),(3.53).
39. Отримайте вирази (3.56) для показникiв Ляпунова.
40. Проаналiзуйте фазовi портрети, наведенi на рис.3.11.
41. Проаналiзуйте шiсть можливих режимiв (3.57)
спiввiдношення характерних часiв змiни вiдповiдних
величин.
42. Проаналiзуйте часовi залежностi, наведенi на рис.3.12.
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Роздiл 4
КОЛЕКТИВНА ПОВЕДIНКА АКТИВНИХ
ЧАСТИНОК
Основою опису колективної поведiнки простих об’єктiв
типу атомiв конденсованого середовища є теорiя фазових
переходiв – феноменологiчна, коли цей опис грунтується на
термодинамiчному пiдходi (теорiї Ландау), або мiкроскопiчна,
якщо колективнi ефекти подаються на основi поведiнки одиночних
об’єктiв (будемо називати їх частинками). Принципово важливою
особливiстю теорiї фазових переходiв є та обставина, що
колективна поведiнка системи зображується єдиним ступенем
свободи – гiдродинамiчною модою, амплiтуда якої зводиться
до параметра порядку. Це означає, що у великiй системi
(термостатi) видiляється настiльки мала пiдсистема (її стан
визначається параметром порядку), що вона не впливає на стан
термостата, який задається термiчним параметром (ентропiєю) i
механiстичним (зовнiшнiм полем). У результатi термодинамiчна
теорiя фазових переходiв грунтується на iєрархiї зазначених
величин – ентропiя та поле визначають величину параметра
порядку, тодi як його змiна (наприклад, у процесi релаксацiї) не
впливає на стан термостата [97].
Зовсiм iнша ситуацiя складається в системах, що
самоорганiзуються: так, перехiд лазера до режиму спонтанного
випромiнювання не може бути поданий єдиним параметром
порядку (напруженiстю iндукованого поля), i для повного
розумiння картини випромiнювання слiд врахувати рiвноправним
чином електричну поляризацiю середовища та рiзницю
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заселеностей електронних рiвнiв [2]. Iз того факту, що перша
iз зазначених величин вiдiграє роль поля, а друга – ентропiї,
випливає важливий висновок про рiвноправну роль параметрiв
пiдсистеми i навколишнього середовища в процесi самоорганiзацiї
(iз цiєї причини такi системи вiдносять до вiдкритих). Бiльше
того, теорема Рюеля-Таккенса стверджує, що мiнiмальне
число параметрiв, якi дозволяють нетривiальним чином подати
картину самоорганiзацiї (наприклад, перехiд до режиму дивного
атрактора) дорiвнює трьом [2]. Якщо цi параметри мають
флуктуацiйний характер, то синергетична схема дозволяє
пояснити [32] настiльки складне явище, як самоорганiзавана
критичнiсть, проявом якої є землетруси, мимовiльнi лiсовi пожежi,
природний вiдбiр Дарвiна, економiчнi крахи i т.д. (див. [13,14]).
У зв’язку iз викладеним виникає природне запитанння: чи
обмежена картина самоорганiзацiї об’єктами неживої природи,
або при описi колективних ефектiв, коли iндивiдуальнi риси
практично нiвелюються, синергетичний пiдхiд може бути
використаний для живих органiзмiв i соцiальних систем?
Зазначимо, що проблема опису бiологiчних систем на основi
методiв теоретичної фiзики була поставлена ще Гельмгольцем
(1845 рiк) у рамках концепцiї фiзики життя (див. [98]).
Ця проблема обумовлена складнiстю бiологiчних систем, якi
складаються iз багатьох компонентiв, взаємодiючих нелiнiйним
чином, так, що поведiнка всiєї системи не наслiдує поведiнку
окремих компонентiв. З iншого боку, спостережуванi в природi
складнi системи мають дисипативний характер, i самоорганiзацiя
вимагає припливу зовнiшньої енергiї. Використання моделей,
що грунтуються на методах нелiнiйної динамiки i теорiї
самоорганiзацiї, дозволило пояснити такi процеси, як формування
бiологiчного рельєфу (малюнки на вовнi тварин i раковинах
молюскiв), регенерацiю (загоєння ран, видозмiна органiв),
бiологiчнi ритми i синхронiзацiю (дiяльнiсть мозку, кардiологiчнi
цикли), скорочення м’язiв, асоцiативну пам’ять i т.д. [99,100].
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Разом з тим залишається багато бiологiчних процесiв,
що не одержали належного розумiння. Вони зводяться до
виявлення механiзмiв структуроутворення, дослiдження яких
займає одне iз центральних мiсць у природничих i технiчних
науках при розглядi систем, що мають багато стiйких станiв.
Так, дослiдження динамiки системи хижак-жертва виявляє
наявнiсть просторово-часових структур у виглядi фронтiв,
що поширюються, регулярних i стохастичних коливань,
концентричних i спiральних хвиль [100]. Хоча не всi iз зазначених
структур знайденi у реальних системах, про правомiрнiсть
використаних моделей свiдчать спостереження спiральних хвиль
в океанi при обертальному русi плям планктону у кiлометровому
дiапазонi. Стацiонарнi структури i рухливi хвилi, що подiбнi
до концентричних кiл або спiралей, можуть виникати також у
колонiях рiзних бактерiй [101,102].
Особливе мiсце у колi зазначених проблем займає опис
можливих режимiв колективного руху живих органiзмiв –
пташиної зграї, рою комах, що формує слiд руху, колонiї бактерiй,
взаємодiючих за допомогою хiмiчного поля, i т.д. Дослiдження
[100]– [102] показали, що такий рух не залежить вiд рiвня
бiологiчних скопичень – починаючи вiд клiтин i найпростiших
мiкроорганiзмiв i закiнчуючи високоорганiзованими рибами i
птахами. Це дозволяє подати такi скупчення, як ансамблi
активних броунiвських частинок, кожна з яких, маючи запас
внутрiшньої енергiї, може змiнювати свiй внутрiшнiй стан, що
задається параметром θ. Включаючи взаємодiю мiж частинками,
можна подати динамiку скупчення, обумовлену дiєю якого-небудь
реагенту (наприклад, феромонiв, за допомогою яких мурахи
спiлкуються одне з одним). Видiлення такого реагенту приводить
до просторово-часового розподiлу h(r, t) концентрацiї хiмiчних
продуктiв, що еквiвалентно появi поля f = −∇h(r, t), що є
градiєнтом концентрацiї цих продуктiв. Характерно, що реакцiя
частинки на хiмiчний сигнал зводиться не тiльки до її зсуву в
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просторi, але й до утворення хiмiчних продуктiв, склад яких
визначається параметром внутрiшнього стану θ. У результатi для
групи живих органiзмiв реалiзуються такi режими руху:
• обертальний рух навколо вiдносно порожнього центра мас,
у результатi чого скупчення утворює тороїдальну форму (при
цьому центр мас знаходиться у спокої);
• поступальний рух, при якому скупчення рухається як цiле,
утворюючи щiльну групу;
• переривчастий (амебоподiбний) рух – послiдовне
чергування зазначених вище режимiв.
Спроба подання рiзних режимiв руху була розпочата в
роботi [99], однак розвинена там схема не є самоузгодженою.
Це пов’язано з тим, що керуючий параметр, який визначає
колективну поведiнку системи, задається штучним чином – йому
приписуються значення θ = ±1. Це обмеження було знято в
роботi [103], де розвинуто самоузгоджену схему колективного руху
активних частинок, яка грунтується на трипараметричнiй системi
рiвнянь самоорганiзацiї. Її розгляду присвячено пiдроздiл 4.1.
Розвиток сучасних засобiв комунiкацiї зумовив особливу
актуальнiсть проблеми транспортних потокiв, де в ролi активних
частинок виступають керованi дорожнi засоби – автомобiлi.1
До цього часу для опису транспортних потокiв розробленi
та широко використовуються термодинамiчна [105], статистична
[106], гiдродинамiчна i кiнетична теорiї [107]. Вони грунтуються
на припущеннi про послiдовний рух автомобiлiв [107, 108],
моделi Максвелла [109] i теорiї клiтинних автоматiв [109, 110].
Математичним виразом моделi послiдовного руху є рiвняння
Ньютона для системи взаємодiючих частинок, що представляють
1Так, в однiй Нiмеччинi щорiчнi втрати вiд дорожнiх пригод становлять
бiльше 100 мiльярдiв доларiв [104].
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автомобiлi. У рамках такої постановки основна проблема
зводиться до моделювання зовнiшньої сили i потенцiалу
взаємодiї мiж частинками, якi є реакцiєю дорожнього потоку
на змiни швидкостi та її вiдхилення вiд оптимального значення,
змiну iнтервалу руху i т.д. Модель Максвелла грунтується на
кiнетичному рiвняннi Больцмана, в якому вважається, що частота
зiткнень частинок не залежить вiд їх швидкостi. Фiзично це
означає, що автомобiль рухається зi сталою швидкiстю доти,
поки не наздожене бiльш повiльний, пiсля чого набирає його
швидкiсть. Такий пiдхiд дозволяє провести аналiтичний розгляд
розподiлу за розмiрами кластерiв автомобiлiв, що зiштовхнулись,
i знайти статистичнi характеристики транспортного потоку.
Нарештi, у моделi клiтинних автоматiв час, положення, швидкiсть
i прискорення автомобiлiв беруться дискретними, в результатi
чого транспортний потiк зображується одновимiрними гратами,
кожний елемент яких може або пустувати, або бути зайнятим
одним автомобiлем. У результатi, змiнюючи стан системи
вiдповiдно до заданого алгоритму, можна провести ефективне
чисельне моделювання транспортного потоку.
У рамках термодинамiчного пiдходу перехiд нестiйкого
транспортного потоку, що призводить до дорожнiх пробок,
до стiйкого, що вiдповiдає оптимальному режиму руху,
представляється як нерiвноважний перехiд першого роду,
який вiдображає детермiнiстичний бiк явища. Використання
керуючого рiвняння (master equation) дозволяє врахувати
стохастичну природу транспортного потоку, що виражається у
просторово-часовому розподiлi автомобiлiв. Однак при цьому
зовсiм упускається вплив флуктуацiй, якi не тiльки вiдiграють
роль спускового гачка, що включає фазовий перехiд, але i
є причиною самоорганiзацiї [2]. Особлива роль у формуваннi
транспортного потоку належить флуктуацiям внутрiшнього
параметра, величина якого визначається умовами руху (видимiстю
траси, станом дорожнього покриття, метеорологiчними умовами
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i т.д.). Найбiльш природним чином врахування таких флуктуацiй
досягається в рамках синергетического пiдходу, що базується
на системi синергетичних рiвнянь. Дослiдженню цiєї проблеми
присвячено пiдроздiл 4.2.
4.1 Колективний рух живих органiзмiв
Згiдно iз синергетичною схемою [8] розглянемо колективний
рух групи активних частинок, маючи на увазi для визначеностi
зграю птахiв, центр якої може перебувати у спокої або рухатися
поступально. Тодi параметр порядку, що розрiзняє цi стани,
зводиться до середньої швидкостi v руху зграї. Вiдповiдно
сполучене поле являє собою далекодiючу силу f ≡ −∇h(r, t)
хiмiчного типу, а керуючий параметр θ характеризує внутрiшнiй
стан, що визначає реакцiю частинок на цю силу. У результатi
задача зводиться до встановлення зв’язку мiж швидкостями змiни
v˙, f˙ , θ˙ зазначених величин та їх значеннями v, f , θ (для простоти
будемо дослiджувати одновимiрний випадок).
Оскiльки подальший розгляд проводиться за аналогiєю з
дослiдженням суцiльних середовищ (роздiл 2), фiнансового ринку
й економiчної структури суспiльства (роздiл 3), то далi наведемо
тiльки результати. Колективна поведiнка групи активних частинок
подається системою рiвнянь (1.2), де пiд параметром порядку
η, сполученим полем h, керуючим параметром S i параметром
зовнiшнього впливу r варто розумiти величини v, f , θ i θe
вiдповiдно. Використання масштабiв
tv, vc ≡ (AfAθ)−1/2, fc ≡ (A2vAfAθ)−1/2, θc ≡ (AvAf )−1
(4.1)
i спiввiдношень характерних часiв σ ≡ τf/τv, b ≡ τf/τθ
приводить до канонiчної системи (1.2). Самоузгоджена поведiнка
зграї реалiзується, коли час релаксацiї швидкостi τv набагато
перевищує масштаби змiни сполученого поля τf i параметра
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внутрiшнього стану τθ. При цьому змiни двох останнiх величин
вiдповiдають змiнам швидкостi згiдно iз спiввiдношеннями (1.4),
де параметр порядку η замiняється швидкiстю v, а сполучене
поле h i керуючий параметр S позначаються f , θ. Таким
чином, спонтанне зростання середньої швидкостi v в iнтервалi,
обмеженому максимальним значенням vc, приводить до зростання
сполученого поля до величини f = 1 i зменшення параметра
внутрiшнього стану до значення θ = θe/2, що фiксується
зовнiшнiм впливом. Середнє прискорення зграї описується
рiвнянням Ландау-Халатнiкова (1.5), де ефективна енергiя
E(v) визначається рiвнiстю типу (1.6). При малих значеннях
параметра зовнiшнього впливу θe залежнiсть E(v) має монотонно
зростаючий вигляд з мiнiмумом у точцi v = 0, що вiдповiдає
стану спокою центра мас зграї. Зi зростанням θe до значень,
якi перевищують критичний рiвень θc, з’являється стацiонарний
впорядкований стан
v0 = vc
√
θe
θc
− 1, (4.2)
що вiдповiдає поступальному руху. При цьому сполучене поле
набуває кiнцевого значення f0 = (fc/vc)v0, а параметр
внутрiшнього стану зменшується до критичного значення θ0 = θc.
Ранiше ми представляли колективний рух зграї як цiле,
використовуючи параметри, усередненi за її об’ємом. Врахуємо
тепер флуктуацiї швидкостi, сполученого поля i параметра
внутрiшнього стану, додаючи у правi частини рiвнянь (3.3)–(3.5),
деC, I ,N iNi замiненi величинами v, f , θ i θe, стохастичнi джерела√
Ivη(t),
√
Ifη(t),
√
Iθη(t), якi визначаються iнтенсивностями Iv,
If , Iθ, вимiряними в одиницях (AfAθ)−1, (A2vAfAθ)
−1, (AvAf )−2
вiдповiдно; множник η(t) являє собою бiлий шум. Тодi в
рамках адiабатичного наближення сполучене поле f(t) i параметр
внутрiшнього стану θ(t) набирають стохастичної форми (порiв. з
(2.61)–(2.63)):
f(t) = f¯ + f˜η(t), θ(t) = θ¯ + θ˜η(t); (4.3)
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f¯ ≡ θev d(v), f˜ ≡
√
If + Iθv2 d(v); (4.4)
θ¯ ≡ θe d(v), θ˜ ≡
√
Iθ + Ifv2 d(v); (4.5)
d(v) ≡ (1 + v2)−1.
У результатi стохастична поведiнка зграї подається рiвнянням
Ланжевена (2.64), де ефективна сила та iнтенсивнiсть шуму
виражаються рiвностями (порiв. з (2.65), (2.66))
F ≡ −v + θe
1 + v2
, I(v) ≡ Iv +
(
If + Iθ v
2
)
d2(v). (4.6)
Набiр випадкових розв’язань стохастичного рiвняння
визначається рiвнянням Фоккера-Планка (2.67), що приводить
до стацiонарного розподiлу
P (v) =
Z−1
I(v)
exp

v∫
0
F (v′)
I(v′)
dv′
 , (4.7)
де Z – нормувальна стала.
Знайдений розподiл (4.7) зводиться до дослiдженого в
пiдроздiлi 2.5. Так, максимум у точцi v = 0, що вiдповiдає стану
спокою, реалiзується, якщо параметр зовнiшнього впливу θe не
перевищує критичного значення
θ0c = 1 + 2Iθ − 4If , (4.8)
яке зростає зi збiльшенням iнтенсивностi флуктуацiй параметра
внутрiшнього стану i зменшується зi зростанням iнтенсивностi
флуктуацiй сполученого поля. Така ситуацiя вiдповiдає
обертальному руху зграї.
Для дослiдження умов переходу до режиму поступального руху
розглянемо спочатку простий випадок If = 0, коли швидкiсть
набирає два кiнцевих значення v2± типу (3.12) i нульову величину
v2 = 0. Мiнiмальнi значення v2±, що вiдповiдають виразу (3.13),
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досягаються на прямiй (4.8), де If = 0. При θe < 4/3 коренi v±
є комплексними, а при θe > 4/3 – дiйсними, причому v+ = −v−.
Таким чином, у трикритичнiй точцi
θe = 4/3, Iθ = 1/6 (4.9)
виникає поступальний рух, що характеризується симетричним
розподiлом швидкостей з максимумами в точках v±. Умова
iснування коренiв v± приводить до залежностi
2Iθ =
[
27
2
(
1− θe
3
)
− θ
2
e
8
]
±
{[
27
2
(
1− θe
3
)
− θ
2
e
8
]2
− 2θ3e
}1/2
.
(4.10)
Вона вiдповiдає кривiй θe(Iθ), що перетинає горизонтальну вiсь у
точках Iθ = 0, Iθ = 27/2 i має максимум у точцi
θe = 2, Iθ = 2. (4.11)
При If = 0 ця крива торкається прямої (4.8) у точцi (4.9).
Фазова дiаграма можливих режимiв поведiнки групи активних
частинок наведена на рис.3.1а, де пiд pe слiд розумiти параметр
зовнiшнього впливу θe, а пiд Ip – iнтенсивнiсть флуктуацiй Iθ.
При цьому кривi 1, 2 показують межi областей поступального
(в) i обертального (а) рухiв; вiдповiдно (б) позначає область
переривчастого руху. З дiаграми видно, що при значеннях θe, якi
перевищують межу (4.8), найбiльш iмовiрна величина швидкостi
v 6= 0, i група активних частинок рухається поступально. При
зниженнi θe з’являється максимум у точцi v = 0, що вiдповiдає
обертальному руху. Пiд кривою (4.10) цей максимум стає єдиним.
За наявностi флуктуацiй сполученого поля If 6= 0 координати
(4.9) трикритичної точки набирають вигляду
θe =
4
3
(1− If ), Iθ = 1
6
(1 + 8If ), (4.12)
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а положення критичної точки (4.11) змiнюється бiльш складним
чином. Порiвняння рисункiв 3.1а-в показує, що флуктуацiї
сполученого поля заглушають обертальний рух: з їх зростанням до
значення If = 1 трикритична точка (4.12) потрапляє на вiсь θe = 0,
а при If = 2 область обертального руху зникає зовсiм. З iншого
боку, флуктуацiї Iθ параметра внутрiшнього стану приводять до
появи двофазного стану, якому характерний переривчастий рух –
її центр мас по черзi рухається поступальним чином або перебуває
у спокої. Згiдно з рис.3.1а такий режим досягається навiть за
вiдсутностi зовнiшнього впливу (θe = 0), коли iнтенсивнiсть
флуктуацiй Iθ перевищує критичне значення Icθ = 27/2, що спадає
до Icθ = 2(If − 1/4) при If > 2. У результатi система переходить
до режиму самоорганiзованої критичностi, де розподiл швидкостi
(4.7) набуває квазiстепеневого вигляду
P (v) ' I−1θ
(
1 + v2
v
)2
exp
{
I−1θ
∫
F (v)(1 + v2)2
v2
dv
}
∼ I
−1
θ
v2
,
(4.13)
якщо мiж iнтенсивностями шумiв виконується спiввiдношення
Iv, If  Iθ. Таким чином, зростання флуктуацiй параметра
внутрiшнього стану приводить до самоподiбного режиму, який
характеризується однорiдною функцiєю з показником 2.
Як бачимо з рис.3.3, форма розподiлу швидкостей активних
частинок P (v) визначається з того, якiй областi фазової дiаграми
(рис.3.1, 3.2) вiдповiдають параметр зовнiшнього впливу θe та
iнтенсивностi флуктуацiй Iθ, If . В областi обертального руху,
позначенiй на рис.3.1 буквою а, найбiльш iмовiрними будуть
малi швидкостi, розподiленi вiдповiдно до рис.3.3а. Бiмодальний
режим, показаний на рис.3.3б, становить переривчастий рух, що
вiдповiдає областi б на рис.3.1. I, нарештi, одномодовий режим
(рис.3.3в), у якому найбiльш iмовiрнi кiнцевi значення швидкостi,
характерний для поступального руху в областi в фазової дiаграми,
наведеної на рис.3.1.
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4.2 Самоузгоджена картина формування
транспортних потокiв
Розглянемо найпростiший випадок односмугового руху, коли
автомобiлi йдуть один за одним iз середньою швидкiстю V ,
дотримуючись iнтервалу ∆x. У загальному випадку величини V ,
∆x вiдрiзняються вiд оптимальних значень v0, h, зв’язаних мiж
собою характерним часом t0 ≡ h/v0, що становить час пробiгу
оптимального iнтервалу. Вiдхилення вiд iдеального руху подається
девiацiєю iнтервалу
η ≡ ∆x− h (4.14)
i швидкiстю його змiни, вiдлiченої вiд неузгодженостi v0 − V
оптимальної та поточної швидкостей:
v ≡ (∆x˙− v0) + V. (4.15)
Величини (4.14) i (4.15) вiдiграють роль параметра порядку
i сполученого поля. Синергетичне подання досягається, якщо
їх доповнити керуючим (внутрiшнiм) параметром транспортного
потоку θ, величина якого визначається умовами руху (видимiстю
траси, станом дорожнього покриття, метеорологiчними умовами i
т.д.).
У результатi поведiнка транспортного потоку подається
рiвняннями:
η˙ = − η
tη
+ v, (4.16)
v˙ = − v
tv
+ gvηθ, (4.17)
θ˙ =
θe − θ
tθ
− gθηv + ζ(t), (4.18)
де крапка означає диференцiювання за часом; tη, tv i tθ – часи
релаксацiї вiдповiдних величин; gv i gθ – позитивнi константи
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зв’язку. Як i в iнших системах, що самоорганiзуються, кiнетичне
рiвняння для керуючого параметра вiдрiзняється вiд iнших тим,
що релаксацiя величини θ вiдбувається не до нуля, а до
кiнцевого значення θe, величина якого визначається умовами руху
(далi будемо позначати θe як параметр перешкод формуванню
оптимального транспортного потоку). Iнша особливiсть рiвняння
(4.18) полягає в наявностi стохастичного джерела ζ(t), що являє
собою процес Орнштейна–Уленбека:
〈ζ(t)〉 = 0, 〈ζ(t)ζ(t′)〉 = I
τζ
exp
(
−|t− t
′|
τζ
)
, (4.19)
де I – iнтенсивнiсть флуктуацiй керуючого параметра; τζ – час їх
кореляцiї.
У результатi перехiд вiд неупорядкованого транспортного
потоку до впорядкованого подається спонтанними вiдхиленнями
iнтервалу (4.14) i швидкостi (4.15) за умови, що параметр
перешкод θe перевищує критичне значення. Наше завдання
полягає в дослiдженнi впливу стохастичного джерела на еволюцiю
параметра порядку η(t). З цiєю метою обмежимося випадком
tη ≈ tv  tθ, (4.20)
у якому змiна керуючого параметра θ наслiдує вiдхилення
iнтервалу η i швидкостi v. Тодi в лiвiй частининi рiвняння (4.18)
можна покласти tθθ˙ ' 0, i керуючий параметр виражається
рiвнiстю
θ = θe − gθtθηv + tθζ(t). (4.21)
Зведемо систему (4.16), (4.17), (4.21) до єдиного рiвняння для
параметра порядку η(t). З цiєю метою перейдемо до безрозмiрних
величин, вiдносячи час t, вiдхилення iнтервалу η i швидкостi v,
керуючий параметр θ та iнтенсивнiсть шуму ζ до масштабiв
tv, ηc = (gvgθtvtθ)
−1/2, vc = t−1η (gvgθtvtθ)
−1/2,
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θc = (gvtηtv)
−1, ζc = (gvtηtvtθ)−1
вiдповiдно. Тодi рiвняння (4.16) дає швидкiсть
v = η +mη˙, (4.22)
а рiвностi (4.17), (4.21) набирають вигляду
v˙ = −(η +mη˙) + εη − η2(η +mη˙) + ηζ(t), (4.23)
θ = ε− η(η +mη˙) + ζ(t), (4.24)
де позначено
m ≡ tη/tv, ε ≡ θe/θc. (4.25)
Пiдставляючи рiвнiсть (4.23) у результат диференцiювання виразу
(4.22), приходимо до еволюцiйного рiвняння, що має канонiчну
форму нелiнiйного стохастичного осцилятора Ван дер Поля
mη¨ + γ(η)η˙ = f(η) + g(η)ζ(t), (4.26)
де коефiцiєнт тертя γ, сила f i амплiтуда шуму g визначаються
виразами
γ(η) ≡ 1 +m (1 + η2) , f(η) ≡ (ε− 1)η− η3, g(η) ≡ η. (4.27)
4.3 Статистична поведiнка транспортних потокiв
Задача полягає в знаходженнi розподiлу системи у фазовому
просторi, утвореному узагальненими координатою η та iмпульсом
p ≡ mη˙ залежно вiд часу t. З цiєю метою наведемо рiвняння
Ейлера (4.26) у формi Гамiльтона
η˙ = m−1p, (4.28)
p˙ = −m−1γ(η)p+ f(η) + g(η)ζ(t). (4.29)
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Тодi шукана густина ймовiрностi P (η, p, t) зводиться до
усередненої за шумом ζ функцiї розподiлу ρ(η, p, t) розв’язань
системи (4.28), (4.29):
P (η, p, t) = 〈ρ(η, p, t)〉. (4.30)
Будемо виходити з рiвняння безперервностi
∂ρ
∂t
+
[
∂
∂η
(η˙ρ) +
∂
∂p
(p˙ρ)
]
= 0, ρ = ρ(η, p, t). (4.31)
Пiдставляючи сюди рiвностi (4.28), (4.29), приходимо до рiвняння
Лiувiлля
∂ρ
∂t
=
(
L̂+ N̂ ζ
)
ρ, (4.32)
де введенi оператори
L̂ ≡ − p
m
∂
∂η
− ∂
∂p
(
f − γ
m
p
)
, (4.33)
N̂ ≡ −g ∂
∂p
. (4.34)
Переходячи до подання взаємодiї, в рамках якого мiкроскопiчна
функцiя розподiлу набирає вигляду
℘ = e−L̂tρ, (4.35)
приведемо рiвняння (4.32) до простої форми
∂℘
∂t
= R̂℘, R̂ ≡ ζ
(
e−L̂tN̂ eL̂t
)
. (4.36)
Далi використаємо метод кумулянтного розкладання [111], що
з точнiстю до доданкiв порядку O(R̂2) приводить до кiнетичного
рiвняння
∂
∂t
〈℘〉(t) =
 t∫
0
〈R̂(t)R̂(t′)〉dt′
 〈℘〉(t). (4.37)
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Вертаючись вiд подання взаємодiї до вихiдного, для функцiї
розподiлу (4.30) отримаємо
∂
∂t
P (t) =
L̂+
t∫
0
〈ζ(τ)ζ(0)〉
[
N̂
(
eL̂τN̂ e−L̂τ
)]
dτ
P (t). (4.38)
Звичайно фiзичний час t набагато перевищує час кореляцiї шуму
τζ , i верхню межу iнтегрування можна брати такою, що дорiвнює
нескiнченностi. Тодi розкладання експонент у (4.38) приводить до
виразу
∂P
∂t
=
(
L̂+ Ĉ
)
P, (4.39)
де оператор розсiювання
Ĉ ≡
∞∑
n=0
Ĉ(n), Ĉ(n) ≡M (n)
(
N̂ L̂(n)
)
(4.40)
визначається комутаторами
L̂(n+1) = [L̂, L̂(n)], L̂(0) ≡ N̂ (4.41)
i моментами кореляцiйної функцiї (4.19)
M (n) =
1
n!
∫ ∞
0
τn〈ζ(τ)ζ(0)〉dτ. (4.42)
Першi з них становлять
M (0) = I, M (1) = Iτζ . (4.43)
У загальному випадку подальший розгляд неможливий, i тому
обмежимося випадком передемпфованого осцилятора, у якому
сила рiдкого тертя перевищує iншi складовi в −1  1 раз. Тодi
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перехiд до безрозмiрних величин приводить рiвняння (4.28), (4.29)
до вигляду
∂η
∂t
= −1p,
∂p
∂t
=− −2γ(η)p+ −1 [f(η) + g(η)ζ(t)] .
(4.44)
Вiдповiдно рiвняння Фоккера-Планка (4.39) записується у формi(
∂
∂t
− L̂
)
P = −2ĈP, (4.45)
де оператор
L̂ ≡ −1L̂1 + −2L̂2 (4.46)
має компоненти
L̂1 ≡ −p ∂
∂η
− f ∂
∂p
, L̂2 ≡ γ ∂
∂p
p. (4.47)
Оператор розсiювання Ĉ задається виразами (4.34), (4.40) –
(4.42). Тодi з точнiстю до доданкiв другого порядку розклад (4.40)
набирає вигляду
Ĉ = (M (0) − γM (1)) g2 ∂2
∂p2
+ (4.48)
+ M (1)g2
[
−1
g
(
∂g
∂η
)(
∂
∂p
+ p
∂2
∂p2
)
+
∂2
∂η∂p
]
+O(2).
Оскiльки практичний iнтерес має не повна функцiя розподiлу
P (η, p, t), а її iнтегралP(η, t) ≡ ∫ P (η, p, t)dp, розглянемо моменти
вихiдного розподiлу
Pn(η, t) ≡
∫
pnP (η, p, t)dp, (4.49)
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нульовий з яких дає необхiдний результат. Помножуючи
рiвняння (4.45) на pn та iнтегруючи за всiма iмпульсами, пiсля
комбiнування рiвностей (4.44)–(4.49) приходимо до рекурентного
спiввiдношення
2
∂Pn
∂t
+ nγPn + 
(
∂Pn+1
∂η
− nfPn−1
)
=
= n(n− 1) (M (0) − γM (1)) g2Pn−2 − (4.50)
− nM (1)
[
g2
∂Pn−1
∂η
+ ng
(
∂g
∂η
)
Pn−1
]
+O(2).
При n = 0 одержуємо рiвняння для шуканої функцiї P =
P0(η, t)
∂P
∂t
= −−1∂P1
∂η
, (4.51)
яке визначається моментом першого порядку P1. Останнiй
задається рiвнянням
P1 = 
γ
{
fP − ∂P2
∂η
−M (1)
[
g2
∂P
∂η
+ g
(
∂g
∂η
)
P
]}
, (4.52)
що випливає з рiвностi (4.50), де взято n = 1 i враховуються члени
першого порядку за   1. Момент другого порядку P2 виходить
iз (4.50), якщо брати n = 2 i врахувати члени нульового порядку
за :
P2 =
(
M (0)
γ
−M (1)
)
g2P . (4.53)
У результатi рiвняння Фоккера-Планка, наведене у формi
Крамерса-Моєла
∂P
∂t
= − ∂
∂η
(D1P) + ∂
2
∂η2
(D2P) , (4.54)
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виражається через коефiцiєнти дрейфу та дифузiї
D1 = 1
γ
{
f +
[
M (0)g2
∂γ−1
∂η
+M (1)g
(
∂g
∂η
)]}
, (4.55)
D2 = M (0) g
2
γ2
. (4.56)
Стацiонарне розв’язання рiвняння (4.54) приводить до
розподiлу
P(η) = Z
−1(η)
D2(η) exp
 η∫
−∞
D1(x)
D2(x)dx
 , (4.57)
де нормувальна константа задається умовою
Z =
∞∫
−∞
dη
D2(η) exp
 η∫
−∞
D1(x)
D2(x)dx
 . (4.58)
Згiдно з рис.4.1 розподiл (4.57) має добре вираженi
максимуми, положення яких визначаються набором величин
ε, I , τζ i m. При малому параметрi ε, значення якого визначає
рiвень перешкод формуванню транспортного потоку, реалiзується
єдиний максимум у точцi η = 0, що вiдповiдає невпорядкованому
стану. Зi зростанням ε з’являються два симетричних максимуми
в точках ±η˜ 6= 0, що вiдповiдають стацiонарному стану, в
якому вiдбувається спонтанне вiдхилення вiд оптимального
транспортного потоку. Очевидно, правий iз цих максимумiв
визначає режим розрiдженого руху, при якому найбiльш iмовiрним
є iнтервал h + η˜, що перевищує оптимальне значення h, а лiвий
вiдповiдає перевантаженому (congested) транспортному потоку,
що вiдповiдає заниженому значенню iнтервалу h − η˜. Критичне
значення параметра перешкод ε, при якому розподiлP(η) набирає
бiмодального вигляду, задається iнтенсивнiстю I i часом кореляцiї
τζ при випадковiй змiнi внутрiшнього стану транспортного потоку,
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Рисунок 4.1 – Функцiя розподiлу девiацiї iнтервалiв руху.
Цифрами позначенi значення параметра перешкод ε при m = 1,
I = 1, τζ = 1
а також спiввiдношенням m характерних часiв змiни iнтервалу
руху i швидкостi.
Стацiонарний стан транспортного потоку визначається
умовою екстремуму розподiлу (4.57)
D1(η)−D′2(η)
D2(η) = 0. (4.59)
Пiдставляючи сюди вираз (4.28), (4.29), приходимо до рiвняння[
1 +m(1 + η2)
]2 {
[ε− (1− Iτζ)]− η2
}
= 2(1 +m)I. (4.60)
Його розв’язання показано на рис.4.2, вiдповiдно до якого
зростання iнтенсивностi шуму I приводить до появи на монотоннiй
залежностi η˜(ε) двозначної дiлянки, властивої переходам першого
роду. Якщо в (4.60) η = 0, знаходимо граничне значення
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Рисунок 4.2 – Залежнiсть стацiонарної девiацiї iнтервалу руху η0
вiд параметра перешкод ε при m = 1, τζ = 0.2. Кривi 1, 2, 3
вiдповiдають iнтенсивностям шуму I = 0, 2, 5
параметра перешкод
ε0 = 1−
(
τζ − 2
1 +m
)
I, (4.61)
з якого бачимо, що збiльшення iнтенсивностi шуму, особливо
його низькочастотної складової, приводить до зменшення
граничного значення керуючого параметра, що забезпечує перехiд
транспортного потоку iз оптимального режиму руху. Подiбним
чином впливає вiдношення характерного часу змiни iнтервалу руху
до вiдповiдного масштабу змiни швидкостi. З фазової дiаграми,
наведеної на рис.4.3, видно, що зростання часу кореляцiї τζ
приводить до iстотного стиску областi невпорядкованого руху, тодi
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Рисунок 4.3 – Фазовi дiаграми транспортного потоку для часiв
кореляцiї τζ = 0.5 (а) i τζ = 1.3 (б) (скрiзь m = 1).
Область 1 вiдповiдає невпорядкованому транспортному потоку, 2
– впорядкованому
як область впорядкованого транспортного потоку розширюється.
Проведений розгляд показує, що погiршення умов руху
(наприклад, за рахунок зменшення дальностi огляду) приводить
до самоорганiзацiї транспортного потоку, що, у свою чергу,
приводить до вiдхилення вiд оптимального режиму руху. При
цьому iстотну роль вiдiграє характер змiни цих умов: так,
якщо вони настiльки сильно скорельованi, що вiдповiдний час
перевищує критичне значення
τc =
2
1 +m
, (4.62)
то посилення iнтенсивностi флуктуацiй внутрiшнього параметра
транспортного потоку неминуче призведе до порушення
оптимального режиму руху.
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Завдання для самоконтролю
1. Охарактеризуйте можливi режими руху активних частинок.
2. Запишiть самоузгоджену систему рiвнянь, що описує
колективний рух живих органiзмiв.
3. За допомогою масштабiв (4.1) отримайте безрозмiрну
систему рiвнянь, що описує колективний рух живих
органiзмiв.
4. Отримайте рiвняння для ефективної енергiї E(v) скупчення
живих органiзмiв.
5. Запишiть стохастичну систему рiвнянь, що описує
колективний рух живих органiзмiв.
6. Який вигляд мають детермiнiстичнi та стохастичнi складовi
далекодiючої сили i параметра внутрiшнього стану?
7. Отримайте стацiонарний розподiл середньої швидкостi, що
задається рiвнянням Фоккера-Планка.
8. Проаналiзуйте дiаграму можливих режимiв руху активних
частинок (див. рис.3.1).
9. Який вигляд має функцiя розподiлу середньої швидкостi для
поступального, обертального та переривчастого режимiв
руху активних частинок?
10. Запишiть самоузгоджену систему рiвнянь, що описує
картину формування транспортних потокiв.
11. Подайте систему (4.16)–(4.18) у безрозмiрному виглядi.
12. Запишiть спiввiдношення, що характеризує процес
Орнштейна-Уленбека.
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13. Проаналiзуйте систему (4.16)–(4.18) за умов (4.20).
14. Наведiть рiвняння (4.26) у формi Гамiльтона.
15. Отримайте еволюцiйного рiвняння, що має канонiчну форму
нелiнiйного стохастичного осцилятора Ван дер Поля.
16. Отримайте рiвняння Лiувiлля (4.32).
17. Проаналiзуйте функцiю розподiлу девiацiї iнтервалiв руху.
18. Проаналiзуйте залежностi стацiонарної девiацiї iнтервалу
руху η0 вiд параметра перешкод ε для рiзних значень
iнтенсивностi шуму.
19. Проаналiзуйте фазовi дiаграми транспортного потоку для
рiзних часiв кореляцiї.
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