Abstract. We use algebraic geometry to study matrix rigidity, and more generally, the complexity of computing a matrix-vector product, continuing a study initiated in [7, 5] . We (i) exhibit many non-obvious equations testing for (border) rigidity, (ii) compute degrees of varieties associated to rigidity, (iii) describe algebraic varieties associated to families of matrices that are expected to have super-linear rigidity, and (iv) prove results about the ideals and degrees of cones that are of interest in their own right.
Introduction
Given an n × n matrix A, how many additions are needed to perform the map (1.0.1)
x → Ax, where x is a column vector? L. Valiant initiated a study of this question in [15] . He used the model of computation of linear circuits (see §1.2) and observed that for a generic linear map one requires a linear circuit of size n 2 . He posed the following problem:
Find an explicit sequence of matrices A n needing linear circuits of size superlinear in n to compute (1.0.1).
Here, "explicit" has a precise meaning, see [5] . He defined a notion of rigidity that is a measurement of the size of the best depth two circuit (see §1.2) needed to compute (1.0.1), and proved that if one has strong lower bounds for rigidity, one obtains super-linear lower bounds for any linear circuit computing (1.0.1), see Theorem 1.5.1 below. This article continues the use of algebraic geometry, initiated in [5] and the unpublished notes [7] , to study these issues.
1.1. Why algebraic geometry? Given a polynomial P on the space of n × n matrices that vanishes on matrices of low rigidity (complexity), and a matrix A such that P (A) = 0, one obtains a lower bound on the rigidity (complexity) of A.
For a simple example, letσ r,n ⊂ M at n denote the variety of n × n matrices of rank at most r. (If n is understood, we writeσ r =σ r,n .) Then,σ r,n is the zero set of all minors of size r + 1. If one minor of size r + 1 does not vanish on A, we know the rank of A is at least r.
Define the r-rigidity of an n × n matrix M to be the smallest s such that M = A + B where A ∈σ r,n and B has exactly s nonzero entries. Write Rig r (M ) = s.
Define the set of matrices of r-rigidity at most s:
(1.1.1)R[n, r, s] 0 := {M ∈ M at n×n | Rig r (M ) ≤ s}.
Thus if we can find a polynomial P vanishing onR[n, r, s] 0 and a matrix M such that P (M ) = 0, we know Rig r (M ) > s.
Our study has two aspects: finding explicit polynomials vanishing onR[n, r, s] 0 , and proving qualitative information about the polynomials vanishing onR[n, r, s] 0 . The utility of explicit polynomials has already been explained. For a simple example of a qualitative property, consider the degree of a polynomial. As observed in [5] , for a given d, one can describe matrices that cannot be in the zero set of any polynomial of degree at most d with integer coefficients. They then give an upper bound ∆(n) = n 4n 2 for the degrees of the polynomials generating the ideal of the polynomials vanishing onR[n, r, s] 0 , and describe a family of matrices that do not satisfy polynomials of degree ∆(n) (but this family is not explicit in Valiant's sense).
Following ideas in [7, 5] , we not only study polynomials related to rigidity, but also to different classes of matrices of interest, such as Vandermonde matrices. As discussed in [5] , one could first try to prove a general Vandermonde matrix is maximally rigid, and then afterwards try to find an explicit sequence of maximally rigid Vandermonde matrices (a problem in n variables instead of n 2 variables).
Our results are described in §1. 6 . We first recall basic definitions regarding linear circuits in §1.2, give brief descriptions of the relevant varieties in §1.3, establish notation in §1. 4 , and describe previous work in §1. 5 . We have attempted to make this paper readable for both computer scientists and geometers. To this end, we put off the use of algebraic geometry until §5, although we use results from it in earlier sections, and introduce a minimal amount of geometric language in §2.1. We suggest geometers read §5 immediately after §2.1. In §2.2 we present our qualitative results about equations. We give examples of explicit equations in §3.
We give descriptions of several varieties of matrices in §4. In §5, after reviewing standard facts on joins in §5.1 we present generalities about the ideals of joins in §5.2, discuss degrees of cones in §5.3 and then apply them to our situation in §5.4.
Linear circuits.
Definition 1.2.1. A linear circuit is a directed acyclic graph LC in which each directed edge is labeled by a nonzero element of C. If u is a vertex with incoming edges labeled by λ 1 , . . . , λ k from vertices u 1 , . . . , u k , then LC u is the expression λ 1 LC u 1 + · · · + λ k LC u k . If LC has n input vertices and m output vertices, it determines a matrix A LC ∈ M at n,m (C) by setting A j i := p path from i to j e edge of p λ e , and LC is said to compute A LC . The size of LC is the number of edges in LC. The depth of LC is the length of a longest path from an input node to an output node.
Note that size is essentially counting the number of additions needed to compute x → Ax, so in this model, multiplication by scalars is "free".
For example the naïve algorithm for computing a map A : C 2 → C 3 gives rise to the complete bipartite graph as in Figure 1 . More generally, the naïve algorithm produces a linear circuit of size O(nm). If an entry in A is zero, we may delete the corresponding edge as in Figure 2 . Stacking two graphs Γ 1 and Γ 2 on top of each other and identifying the input vertices of Γ 2 with the output vertices of Γ 1 , the matrix of the resulting graph is just the matrix product of the matrices of Γ 1 and Γ 2 . So, if rank(A) = 1, we may write A as a product A = A 1 A 2 where A 1 : C 2 → C 1 and A 2 : C 1 → C 3 and concatenate the two complete graphs as in Figure 3 . Given two directed acyclic graphs, Γ 1 and Γ 2 , whose vertex sets are disjoint, with an ordered list of n input nodes and an ordered list of m output nodes each, we define the sum Γ 1 + Γ 2 to be the directed graph resulting from (1) identifying the input nodes of Γ 1 with the input nodes of Γ 2 , (2) doing the same for the output nodes, and (3) summing up their adjacency matrices, see Figure 4 for an example. In what follows, for simplicity of discussion, we restrict to the case n = m. With these descriptions in mind, we see rigidity is a measure of the complexity of a depth two circuit computing (1.0.1). It does not appear to be an exact measure, because if S 1 , S 2 are matrices with n 3/2 nonzero entries, then x → S 1 S 2 x can be computed with a depth two circuit of size 2n 3/2 and it is possible that S 1 S 2 cannot be written as a sum A + S with 2nrank(A) + |S| = 2n 3/2 . The motivation for the restriction to depth 2 circuits is Theorem 1.5.1.
1.3.
The varieties we study. DefineR[n, r, s] :=R[n, r, s] 0 , the variety of matrices of r-border rigidity at most s, where the overline denotes the common zero set of all polynomials vanishing onR[n, r, s] 0 , called the Zariski closure. This equals the closure ofR[n, r, s] 0 in the classical topology obtained by taking limits, see [6, p118] or [10, Thm 2.33] . If M ∈R[n, r, s] we write Rig r (M ) ≤ s, and say M has r-border rigidity at most s. By definition, Rig r (M ) ≤ Rig r (M ). As pointed out in [5] , strict inequality can occur. For example, when s = 1, one obtains points in the tangent cone as in Proposition 5.1.1(4).
It is generally expected that there are super-linear lower bounds for the size of a linear circuit computing the linear map x n → A n x n for the following sequences of matrices A n = (y i j ), 1 ≤ i, j ≤ n, where y i j is the entry of A in row i and column j: Discrete Fourier Transform DFT matrix: let ω be a primitive n-th root of unity. Define the size n DFT matrix by y i j = ω (i−1)(j−1) . Size n Cauchy matrix: Let x i , z j be variables 1 ≤ i, j ≤ n, and define y i j = 1 x i +z j . (Here and in the next example, one means super linear lower bounds for a sufficiently general assignment of the variables.)
Vandermonde matrix: Let x i , 1 ≤ i ≤ n, be variables, define y i j := (x j ) i−1 . Sylvester matrix:
We describe algebraic varieties associated to classes of matrices generalizing these examples, describe their ideals and make basic observations about their rigidity.
To each directed acyclic graph Γ with n inputs and outputs, or sums of such, we may associate a variety Σ Γ ⊂ M at n consisting of the closure of all matrices A such that (1.0.1) is computable by Γ. For example, to the graph in Figure 5 we associate the variety Σ Γ :=σ 2,4 since any 4 × 4 matrix of rank at most 2 can be written a product of a 4 × 2 matrix and a 2 × 4 matrix. Note that the number of edges of Γ gives an upper bound to the dimension of Σ Γ , but the actual dimension is often less, for example dimσ 2,4 = 8 but Γ has 12 edges. This is because there are four parameters of choices for expressing a rank two matrix as a sum of two rank one matrices.
1.4. Notation and conventions. Since this article is for both geometers and computer scientists, here and throughout, we include a substantial amount of material that is not usually mentioned.
We work exclusively over the complex numbers C.
For simplicity of exposition, we generally restrict to square matrices, although all results carry over to rectangular matrices as well.
Throughout V denotes a complex vector space, PV is the associated projective space of lines through the origin in V , S d V * denotes the space of homogenous polynomials of degree d on V , and Sym(V * ) = ⊕ d S d V * denotes the symmetric algebra. We work with projective space because the objects of interest are invariant under rescaling and to take advantage of results in projective algebraic geometry, e.g., Proposition 5.3.1. For a subset Z ⊂ PV ,Ẑ ⊂ V denotes the affine cone over it.
Let Z ⊂ PV be a projective variety, the zero set of a collection of homogeneous polynomials on V projected to PV . The ideal of Z, denoted I(Z), is the ideal in Sym(V * ) of all polynomials vanishing onẐ. Let I d (Z) ⊂ S d V * denote the degree d component of the ideal of Z. The codimension of Z is the smallest non-negative integer c such that every linear P c ⊂ PV intersects Z and its dimension is dim PV − c. The degree of Z is the number of points of intersection with a general linear space of dimension c. A codimension 1 variety is called a hypersurface and is defined by a single equation. The degree of a hypersurface is the degree of its defining equation.
For a linear subspace U ⊂ V , its annihilator in the dual space is denoted U ⊥ ⊂ V * , and we abuse notation and write (PU ) ⊥ ⊂ V * for the annihilator of U as well. The group of invertible endomorphisms of V is denoted GL(V ). If G ⊂ GL(V ) is a subgroup and Z ⊂ PV is a subvariety such that g·z ∈ Z for all z ∈ Z and all g ∈ G, we say Z is a G-variety. The group of permutations on d elements is denoted S d .
We write log for log 2 . Let f, g : R → R be functions. Write f = Ω(g) (resp. f = O(g)) if and only if there exists C > 0 and
for all x ≥ x 0 . These definitions are used for any ordered range and domain, in particular Z. In particular, for a function f (n), f = ω(1) means f goes to infinity as n → ∞. 
In particular, if there exist ǫ, δ > 0 such that Rig ǫn (A n ) = Ω(n 1+δ ), then any sequence of linear circuits of logarithmic (in n) depth computing {A n } must have size Ω(nlog(logn)). [15] , also see [9, §2.2]) For all ǫ > 0, there exist n × n matrices A with integer entries, all of whose minors of all sizes are nonzero such that
In [5] they approach the rigidity problem from the perspective of algebraic geometry. In particular, they use the effective Nullstellensatz to obtain bounds on the degrees of the hypersurfaces of maximally border rigid matrices. They show the following. Theorem 1.5.5. [5, Thm. 7] Let p k,j > n 4n 2 be distinct primes for 1 ≤ k, j ≤ n. Let A n have entries a k j = e 2πi/p k,j . Then A n is maximally r-border rigid for all 1 ≤ r ≤ n − 2. See Remark 1.6.7 for a small improvement of this result. In [5] they do not restrict their field to be C.
1.6. Our results. Previous to our work, to our knowledge, there were no explicit equations for irreducible components ofR[n, r, s] known other than the minors of size r + 1. The irreducible components ofR[n, r, s] are determined (non-uniquely) by subsets S ⊂ {x i j } of cardinality s corresponding to the entries one is allowed to change. We find equations for the cases r = 1, (Proposition 3.2.1), r = n − 2 (Theorem 3.4.1), and the cases s = 1, 2, 3 (see §3.1). We also obtain qualitative information about the equations. Here are some sample results: Proposition 1.6.1. For each irreducible component ofR[n, r, s], described by some S ⊂ {x i j , 1 ≤ 1, j ≤ n}, there exists a set of generators of the ideal with the following properties.
(1) For each generator P of degree d, there exist I, J ⊂ [n] (repetitions are allowed) of cardinality d, and a subset Σ ⊂ S d such that all monomials appearing in the expression of P are precisely of the form
for σ ∈ Σ. (2) Each generator P of degree d is such that no entries of S appear in P and P is a sum of terms of the form ∆Q where ∆ is a minor of size r + 1 and deg(Q) = d − r − 1. In particular, there are no equations of degree less than r + 1 in the ideal.
Conversely any polynomial P of degree d such that no entries of S appear in P and P is a sum of terms ∆Q where ∆ is a minor of size r + 1 is in the ideal of the component ofR[n, r, s] determined by S. See §2.2 for more precise statements. These results are consequences of more general results about cones in §5.1. Theorem 1.6.2. There are (n − 1)! (the number of n cycles in S n ) components of the hypersurfaceR[n, 1, n 2 − 2n], each of degree n, and all are isomorphic as varieties. To the n-cycle σ ∈ S n , we associate the hypersurface with equation
We remind the reader that ∆ I J is the determinant of the submatrix obtained by deleting the rows of I and the columns of J. (1) Those corresponding to a configuration S where the three entries are all in distinct rows and columns, where if S = {x
} the hypersurface is of degree 2n − 3 with equation
Those corresponding to a configuration where there are two elements of S in the same row and one in a different column from those two, or such that one element shares a row with one and a column with the other. In these cases, the equation is the unique size (n − 1) minor that has no elements of S. If all three elements of S lie on a row or column, then one does not obtain a hypersurface. We give numerous examples of equations in other special cases in §3. Our main tool for finding these equations are the results presented in §2.2, which follow from more general results regarding joins of projective varieties that we prove in §5.2.
If one holds not just s fixed, but moreover fixes the specific entries of the matrix that one is allowed to change, and allows the matrix to grow (i.e., the subset S is required to be contained in some n 0 × n 0 submatrix of A ∈ M at n ), there is a propagation result (Proposition 2.2.5), that enables one to deduce the equations in the n × n case from the n 0 × n 0 case.
When one takes a cone over a variety with vertex a general linear space, there is a dramatic increase in the degree because the equations of the cone are obtained using elimination theory. For example, a general cone over a codimension two complete intersection, whose ideal is generated in degrees d 1 , d 2 will have degree d 1 d 2 . However we are taking cones over very singular points of varieties that initially are not complete intersections, so the increase in degree is significantly less. We conjecture: Conjecture 1.6.4. Fix 0 < ǫ < 1 and 0 < δ < 1. Set r = ǫn and s = n 1+δ . Then the minimal degree of a polynomial in the ideal of each irreducible component ofR[n, r, s] grows like a polynomial in n.
Although it would not immediately solve Valiant's problem, an affirmative answer to Conjecture 1.6.4 would drastically simplify the study.
While it is difficult to get direct information about the degrees of defining equations of the irreducible components ofR[n, r, s], as naïvely one needs to use elimination theory, one can use general results from algebraic geometry to get information about the degrees of the varieties.
Let d n,r,s denote the degree of a general irreducible component ofR[n, r, s] (i.e., the maximum degree of a component ofR[n, r, s]). It will be useful to set k = n − r. Then (see e.g., [1, p95] for the first equality and e.g. [3, p. 50,78] for the fourth and fifth)
i! is the Barnes G-function, S k k C n denotes the irreducible GL n -representation of type (k, k, . . . , k), and [k k ] denotes the irreducible S k 2 -module corresponding to the partition (k, . . . , k). Remark 1.6.7. The shifted Barnes G-function B has the following asymptotic expansion
Since the degree of a variety cannot increase when taking a cone over it, one can replace the n 4n 2 upper bound for ∆(n) in Theorem 1.5.5 with n 2ǫn 2 for any ǫ > 0.
Remark 1.6.8. A reason why deg d n,r,0 equals the dimension of an irreducible GL n -module is discussed in [14] .
We prove several results about the degrees d n,r,s . For example:
We expect equality to hold in (1.6.10). Theorem 1.6.11. Assume equality holds in (1.6.10) for all (r ′ , n ′ , s ′ ) ≤ (r, n, s) and s ≤ n.
Then each irreducible component ofR[n, n − k, s] has degree at most
with equality holding if no two elements of S lie in the same row or column, e.g., if the elements of S appear on the diagonal. Moreover, if we set r = n − k and s = k 2 − u and consider the degree D(n, k, u) as a function of n, k, u, then, fixing k, u and considering D k,u (n) = D(n, k, u) as a function of n, it is of the form
It would be nice to have a geometric or representation-theoretic explanation of this equality.
The precise calculation of the degrees will involve a more sophisticated use of intersection theory (see, e.g. [2] ). We expect a substantial reduction in degree when r = ǫn and s = k 2 − 1.
We define varieties modeled on different classes of families of matrices as mentioned above. We show that a general Cauchy matrix, or a general Vandermonde matrix is maximally 1-rigid and maximally (n − 2)-rigid (Propositions 4.2.3 and 4.3.2). One way to understand the DFT algorithm is to factor the discrete Fourier transform matrix as a product (set n = 2 k ) DF T 2 k = S 1 · · · S k where each S k has only 2n nonzero entries. Then these sparse matrices can all be multiplied via a linear circuit of size 2nlogn (and depth logn). We define the variety of factorisable or butterfly matrices F M n to be the closure of the set of matrices admitting such a description as a product of sparse matrices, all of which admit a linear circuit of size 2nlogn, and show (Proposition 4.6.1): Proposition 1.6.14. A general butterfly matrix admits a linear circuit of size 2nlogn, but does not admit a linear circuit of size n(logn + 1) − 1.
1.7. Future work. Proposition 1.6.1 gives qualitative information about the ideals and we give numerous examples of equations for the relevant varieties. It would be useful to continue the study of the equations both qualitatively and by computing further explicit examples, with the hope of eventually getting explicit equations in the Valiant range. In a different direction, an analysis of the degrees of the hypersurface cases in the range r = ǫn could lead to a substantial reduction of the known degree bounds.
Independent of complexity theory, several interesting questions relating the differential geometry and scheme structure of tangent cones are posed in §5. Let C n ⊗C n be furnished with a basis x i j , 1 ≤ i, j ≤ n. Let S ⊂ {x i j } be a subset of cardinality s and let L S := span S. Let σ r = σ r,n = σ r (Seg(P n−1 × P n−1 )) ⊂ P(C n ⊗C n ) denote the variety of up to scale n × n matrices of rank at most r.
We may rephrase (1.
The dimension of σ r is r(2n − r) − 1 and dimĴ(σ r , L S ) ≤ min{r(2n − r) + s, n 2 } (see Proposition 5.1.1 (3)). We say the dimension is the expected dimension if equality holds. The varietyR[n, r, s], as long as s > 0 and it is not the ambient space, is reducible, with at most
s components, all of the same dimension r(2n − r) + s. To see the equidimensionality, notice that if |S j | = j and S j ⊆ S j+1 , then the sequence of joins J j = J(σ r , L S j ) eventually fills the ambient space. Moreover, dim J j+1 ≤ dim J j + 1, so the only possibilities are J j+1 = J j or dim J j+1 = dim J j + 1. In particular, this shows that for any j there exists a suitable choice of S j such that J j has the expected dimension. Now, suppose that J(σ r , L S ) does not have the expected dimension, so its dimension is r(2n − r) + s ′ for some
showing that the irreducible components ofR[n, r, s] have dimension equal to the expected dimension of J(σ r , L S ). Thus, in particular
andR[n, r, s] is a hypersurface if and only if
We say a matrix M is maximally r-border rigid if M ∈R[n, r, (n − r) 2 − 1], and that M is maximally border rigid if M ∈R[n, r, (n − r) 2 − 1] for all r = 1, . . . , n − 2. Throughout we assume r ≤ n − 2 to avoid trivialities. The set of maximally rigid matrices is of full measure (in any reasonable measure) on the space of n × n matrices. In particular, a "random" matrix will be maximally rigid. Write
The following is a consequence of Proposition 5.2.1:
Generators for the ideal of J(σ r , L) may be obtained from polynomials of the form P = I,J q J I M I J , where (1) M I J is the (determinant of the) size r + 1 minor defined by the index sets I, J (i.e., I, J ⊂ [n], |I| = |J| = r + 1), and (2) only the variables of S c appear in P . Conversely, any polynomial of the form P = q J I M I J , where the M I J are minors of size r + 1 and only the variables of S c appear in P , is in I (J(σ r , L) ).
Let E, F = C n . The irreducible polynomial representations of GL(E) are indexed by partitions π with at most dim E parts. Let S π E denote the irreducible GL(E)-module corresponding to π. We have the GL(E) × GL(F )-decomposition
Let T E ⊂ GL(E) denote the torus (the invertible diagonal matrices). A vector e ∈ E is said to be a weight vector if t · e ∈ê for all t ∈ T E .
Thus a set of generators of I(J(σ r , L)) may be taken from GL(E) × GL(F )-weight vectors and these weight vectors must be sums of vectors in modules S π E⊗S π F where ℓ(π) ≥ r + 1.
The length requirement follows from Proposition 2.2.1(1). Proposition 1.6.1 (1) is Proposition 2.2.2 expressed in coordinates. For many examples, the generators have nonzero projections onto all the modules S π E⊗S π F with ℓ(π) ≥ r + 1.
Recall the notation ∆ I J = M I c J c , where I c denotes the complementary index set to I. This will allow us to work independently of the size of our matrices.
Let S ⊂ {x i j } 1≤i,j≤n and let
, and require further that P be a T E × T F weight vector. Write
The T E -weight of P is (1 λ 1 , . . . , n λn ) where e j appears λ j times in the union of the (I v α ) c 's, and the T F -weight of P is (1 µ 1 , . . . , n µn ) where f j appears µ j times in the union of the (J v α ) c 's. Define (2.2.4) P q ∈ S d+qf M at * n+q by (2.2.3) only considered as a polynomial on M at n+q , and note that P = P 0 .
where S is the same for M at n and M at n+q . In particular, P q ∈ I d+f q (J(σ r+q,n+q , L S )).
Proof. It is clear P q ∈ I d+f q (σ r,n+q ), so it remains to show it is in S d+f q (L S ) ⊥ . By induction it will be sufficient to prove the case q = 1. Say in some term, say v = 1, in the summation of P in (2.2.3) a monomial in S appears as a factor, some x whereQ is a sum of terms, the first of which is (
, but then there must be corresponding terms (x
for each 2 ≤ µ ≤ h. But these must also sum to zero because it is an identity among minors of the same form as the original. One continues in this fashion to show all terms in S in the expression of P 1 indeed cancel.
Corollary 2.2.7. Fix k = n − r and S with |S| = k 2 − 1, and allow n to grow. Then the degrees of the hypersurfaces J(σ n−k,n , L S ) grow at most linearly with respect to n.
Proof. If we are in the hypersurface case and P ∈ I d (J(σ r,n , L S )), then even in the worst possible case where all factors but the first have degree one, the ideal of the hypersurface
Definition 2.2.8. Let P be a generator of I(J(σ r,n , L S )) with a presentation of the form (2.2.3). We say P is well presented if P q constructed as in (2.2.4) is a generator of I(J(σ r+q,n+q , L S )) for all q.
Conjecture 2.2.9. For all r, n, S, there exists a set of generators P 1 , . . . , P µ of I(J(σ r,n , L S )) that can be well presented. ∈ S but no other point of S, then setting for (I, J) and x
for (K, L), (2) these two elements lie in the same column (or row), and (3) the third submatrix contains x
and no other element of S, then the degree 3r + 1 equations
, and P ′′ = P \i 2 , are in the ideal of J(σ r , L S ).
3.2.
Case r = 1.
Proof. Let a 1 , . . . , a n be a basis of E and b 1 , . . . , b n a basis of F . Write p = i,j (λ i a i )⊗(µ j b j ) = λ i µ j y i j , where the y i j 's are the dual basis elements to the x i j 's and evaluate. One gets zero for any permutation σ. If σ is not a k-cycle, each cycle in σ already gives an equation. Theorem 3.2.3. There are (n − 1)! (the number of n -cycles in S n ) components of the hypersurface R[n, 1, n 2 − 2n], each of degree n, and all isomorphic as varieties. To the n-cycle σ ∈ S n , we associate the hypersurface
Proof. If S is such that it admits a k-cycle for some k < n, then it must also admit at least one other cycle, in which case J(σ 1 , L S ) is not a hypersurface. (3) If s = 3 and there are no entries in the same row or column, the ideal is generated in degrees two and three by the 2 × 2 minors not including the elements of S and the difference of the two terms in the 3 × 3 minor containing all three elements of S and the degree is , 2 2 , 3 2 , 4, 5, 6 ). (This weight is hinted at because the first, second and third columns and rows each have two elements of S in them and the fourth, fifth and sixth rows and columns each have three.) Proposition 3.3.4. Let n = 6, r = 2, s = 15, and let S be given by 
Then, J(σ 2,6 , L S ) is a hypersurface of degree 16.
We do not have a concise expression for the equation of J(σ 2,6 , L S ). Expressed naïvely, it is the sum of 96 monomials, each with coefficient ±1 plus two monomials with coefficient ±2, for a total of 100 monomials counted with multiplicity. The monomials are of weight (1 4 
does not vanish on M .
Varieties of matrices

General remarks. Recall the construction of matrices from directed acyclic graphs in §1.
To each graph Γ that is the disjoint union of directed acyclic graphs with n input gates and n output gates we associate the set Σ 0 Γ ⊂ M at n of all matrices admitting a linear circuit (see §1) with underlying graph Γ. We let Σ Γ := Σ 0 Γ ⊂ M at n , the variety of linear circuits associated to Γ.
For example R[n, r, s] 0 = ∪Σ 0 Γ where the union is over all Γ = Γ 1 +Γ 2 (addition as in Figure 4 ) where Γ 1 is of depth two with r vertices at the second level and is a complete bipartite graph at each level, and Γ 2 is of depth one, with s edges. Proof. Let Γ be a fixed graph representing a family of linear circuits with γ edges. Then Γ can be used for at most a γ-dimensional family of matrices. Any variety of matrices of dimension greater than γ cannot be represented by Γ, and since there are a finite number of graphs of size at most γ, the dimension of their union is still γ.
4.2.
Cauchy matrices. Let 1 ≤ i, j, ≤ n. Consider the rational map
The variety of Cauchy matrices Cauchy n ⊂ M at n is defined to be the closure of the image of (4.2.1). It has dimension 2n − 1. To see this note that Cauchy n is the Hadamard inverse or Cremona transform of a linear subspace of M at n of dimension 2n − 1 (that is contained in σ 2 ). The Cremona map is
which is generically one to one. The fiber of Crem n 2 • Cau n over (
One can obtain equations for Cauchy n by transporting the linear equations of its Cremona transform, which are the (n−1) 2 linear equations, e.g., for i, j = 2, . . . , n, y 1 1 +y i j −y i 1 −y 1 j . (More generally, for i 1 , j 1 , i 2 , j 2 it satisfies the equation y
.) Thus, taking reciprocals and clearing denominators, the Cauchy variety has cubic equations
Note Cauchy n is S n × S n invariant. Alternatively, Cauchy n can be parametrized by the first row and column: let 2 ≤ ρ, σ ≤ n, and denote the entries of A by a i j . Then the space is parametrized by a 1 1 , a
] −1 . Note any square submatrix of a Cauchy matrix is a Cauchy matrix, and the determinant of a Cauchy matrix is given by
In particular, if the x i , −z j are all distinct, then all minors of the Cauchy matrix are nonzero.
Proposition 4.2.3. A general Cauchy matrix is both maximally r = 1 rigid and maximally r = n − 2 rigid.
Proof. For the r = 1 case, let σ be an n-cycle and say there were an equation
Cauchy n satisfied. By the S n × S n invariance we may assume the equation is
which may be rewritten as 1
The first term contains the monomial x 1 z 2 · · · z k , but the second does not. For the r = n − 2 case, we may assume the equation is ∆ 1 2 ∆ 23 13 − ∆ 2 1 ∆ 13 23 , because for a general Cauchy matrix all size n − 2 minors are nonzero and we have the S n × S n invariance.
Write our equation as
∆ 1 2 ∆ 2 1 = ∆ 13 23 ∆ 23
13
. Then using (4.2.2) and canceling all repeated terms we get
which fails to hold for a general Cauchy matrix.
4.3. The Vandermonde variety. In [5, p20] , they ask if a general Vandermonde matrix has maximal rigidity. Consider the map
Define the Vandermonde variety Vand n to be the closure of the image of this map. Note that this variety contains n rational normal curves (set all y j except y 0 , y i 0 to zero), and is S n -invariant (permutation of columns). The (un-normalized) Vandermonde matrices are the Zariski open subset where y 0 = 0 (set y 0 = 1 to obtain the usual Vandermonde matrices). Give M at n×n coordinates x i j . The variety Vand n is contained in the linear space {x 1 1 −x 1 2 = 0, . . . , x 1 1 −x 1 n = 0} and its ideal is generated by these linear equations and the generators of the ideals of the rational normal curves Van[y 0 , 0, . . . , 0, y j , 0, . . . , 0]. Explicitly, fix j, the generators for the rational normal curves are the two by two minors of
see, e.g., [4, p. 14]. Proof. For the 1-rigidity, using the S n -invariance, we may assume the monomial is
The first monomial is divisible by y n n but the second is not. For the n − 2-rigidity, since no minors are zero, by the S n -invariance, it suffices to consider equations of the form ∆
This expression is nonzero, because as a polynomial in y 1 it has linear coefficient ∆
132 , which is a product of minors and hence nonzero. Now for the other case let i = 2, j = 2, k = 2. But the y 2 -linear coefficient of ∆
12 , which is also nonzero. 4.4. The DFT matrix. The following "folklore result" was communicated to us (independently) by A. Kumar and A. Wigderson: Proposition 4.4.1. Let A be a matrix with an eigenvalue of multiplicity k > √ n. Then
Proof. Let λ be the eigenvalue with multiplicity k, then A − λId has rank n − k. To have the condition be nontrivial, we need r(2n − r) + s = (n − k)(2n − (n − k)) + n < n 2 , i.e., n < k 2 .
Equations for the variety of matrices with eigenvalues of high multiplicity can be obtained via resultants applied to the coefficients of the characteristic polynomial of a matrix. Proof. Say the matrix is symmetric. Then x 1 2 x 2 3 · · · x n−1 n x n 1 − x 2 1 x 3 2 · · · x n n−1 x 1 n is in the ideal of the hypersurface J(σ 1 , L S ) where S is the span of all the entries not appearing in the expression. 4.5. The DFT curve. We define two varieties that contain the DFT matrix, the first corresponds to a curve in projective space.
Define the DFT curve CDF T n ∈ M at n to be the image of the map
. . .
This curve is a subvariety of Vand n where y 0 = y 1 = x and y j = w j−1 . From this one obtains its equations. The DFT algorithm may also be thought of as factorizing the size n = 2 k DFT matrix into a product of k matrices S 1 , . . . , S k with each S i having 2n nonzero entries. If S 1 , S 2 are matrices with s j nonzero entries, write s j = f j n then S 1 S 2 has at most f 1 f 2 n nonzero entries. Consider the set of matrices A such that we may write A = S 1 · · · S d with s j = f j n and f 1 · · · f d = n. Then A may be computed by a linear circuit of depth d and size (f 1 + · · · + f d )n. In the DFT case we have f j = 2 and d = log(n).
This space of matrices is the union of a large number of components, each component is the image of a map:
whereL s j ⊂ M at n×n is the span of some S ⊂ {x i j } of cardinality s j . In the most efficient configurations (those where the map has the smallest dimensional fibers), each entry y i j in a matrix in the image will be of the form
where the j u 's are fixed indices (no sum).
If we are not optimally efficient, then the equations for the corresponding variety become more complicated, and the dimension will drop.
From now on, for simplicity assume n = 2 k , d = k and s j = 2n for 1 ≤ j ≤ k. Let F M n denote the corresponding variety of factorisable or butterfly matrices: the closure of the set of matrices A such that A = S 1 · · · S k , with k = logn and each S j has at most 2n nonzero entries. The term "butterfly" comes from the name commonly used for the corresponding circuit, see, e.g., [8, §3.7] . By construction every A ∈ F M n admits a linear circuit of size 2nlogn, see, e.g., Figure 6 : the graph has 48 edges compared with 64 for a generic 8 × 8 matrix, and in general one has 2 k+1 k = 2nlogn edges compared with 2 2k = n 2 for a generic matrix. Proof. We will show that a general component of F M n has dimension n(logn+1), so Proposition 4.1.1 applies.
First it is clear that dim F M n is at most n(logn + 1), because if D 1 , . . . , D k−1 are diagonal matrices (with nonzero entries on the diagonal), then Bfly( S 2 , , . . . , S k ). Consider the differential of Bfly at a general point:
We may use Z 1 to alter 2n entries of the image matrix y = S 1 · · · S k . Then, a priori we could use Z 2 to alter 2n entries, but n of them overlap with the entries altered by Z 1 , so Z 2 may only alter n new entries. Now think of the product of the first two matrices as fixed, then Z 3 multiplied by this product again can alter n new entries, and similarly for all Z j . Adding up, we get 2n + (k − 1)n = n(logn + 1).
5. Geometry 5.1. Standard facts on joins. We review standard facts as well as observations in [5, 7] . Recall the notation J(X, Y ) from Definition 2.1.1. The following are standard facts:
Proposition 5.1.1.
( there exists x ∈ X such thatT x X ∩L = 0. (4) If z ∈ J(X, p) and z ∈ x, p for some x ∈ X, then z lies on a line that is a limit of secant lines x t , p , for some curve x t with x 0 = p.
Proof. For assertions (1) , (3), (4) respectively see e.g., [4, p157] , [6, p122] , and [6, p118] . Assertion (2) holds because X, Y ⊂ J(X, Y ). Proposition 5.2.1. Let X ⊂ PV be a variety and let L ⊂ PV be a linear space.
(2) A set of generators of I(J(X, L)) may be taken from
) is empty and
Proof. For the first assertion,
implies that term vanishes as well. The second inclusion of the first assertion is Proposition 5.1.1 (2) . For the second assertion, we can build L up by points as
Consider the case j = 1, then (5.2.3) reduces to q 1 (x)u d−1 (ℓ) = 0 which implies q 1 ∈ I 1 (X) ∩ L ⊥ . Now consider the case j = 2, since q 1 (x) = 0, it reduces to q 2 (x)u d−2 (ℓ), so we conclude , L) ) and the result follows.
5.3. Degrees of cones. For a projective variety Z ⊂ PV and z ∈ Z, letT C z Z ⊂ V denote the affine tangent cone to Z at z and T C z Z = PT C z Z ⊂ PV the (embedded) tangent cone. Set-theoreticallyT C z Z is the union of all points on all lines of the form lim t→0 z, z(t) where z(t) ⊂Ẑ is a curve with [z(0)] = z. If Z is irreducible, then dim T C z Z = dim Z. We will be doing calculations where we will need to keep track of the degree of the tangent cone as a subscheme of the Zariski tangent space. Let m denote the maximal ideal in O Z,z of germs of regular functions on Z at z vanishing at z, so the Zariski tangent space is T z Z = (m/m 2 ) * . Then the (abstract) tangent cone is the subscheme of T z Z whose coordinate ring is the graded ring ⊕ ∞ j=0 m j /m j+1 . To compute its ideal in practice, one takes a set of generators for the ideal of Z and local coordinates (x, y α ) such that z = [(x, 0)], and writes, for each generator P ∈ I(Z), P = x j Q(y) + O(x j+1 ). The generators for the ideal of the tangent cone are the corresponding Q(y)'s. See either of [4, Ch. 20] or [10, Ch. 5] for details. The multiplicity of Z at z is defined to be mult z Z = deg(T C z Z). We will slightly abuse notation writing T C z Z for both the abstract and embedded tangent cone. While T C x Z may have many components with multiplicities, it is equi-dimensional, see [11, p162] . Proposition 5.3.1. Let X ⊂ PV be a variety and let x ∈ X. Assume that J(X, x) = X. Let p x : PV \x → P(V /x) denote the projection map and let π := p x | X\x . Then
Proof. By [10, Thm. 5.11],
Now let H ⊂ PV be a hyperplane not containing x that intersects J(X, x) transversely. Then π(X\x) ⊂ P(V /x) is isomorphic to J(X, x) ∩ H ⊂ H. In particular their degrees are the same.
Note that the only way to have deg(π) > 1 is for every secant line through x to be at least a trisecant line. Proposition 5.3.2. Let X ⊂ PV be a variety, let L ⊂ PV be a linear space, and let x ∈ X. Then we have the inclusion of schemes 
where f j is the largest nonnegative integer (which is at most deg
, but we may consider T x Y ⊂ T x PV and may ignore the additional linear equations that arise as they don't effect the proof.
Generators of J(X, L) can be obtained from elements of I(X) ∩ Sym(L ⊥ ). Let P 1 , . . . , P g ∈ I(X) ∩ Sym(L ⊥ ) be such a set of generators. Then, choosing the f j as above, P 1 (v f 1 , ·) , . . . , P g (v fg , ·) generate I(T C x (J(X, L))).
Note that P 1 (v f 1 , ·) , . . . , P g (v fg , ·) ∈ I(T C x X) ∩ Sym(L ⊥ ), so they are in I(J(T C x X,L)). Thus I(T C x (J(X, L))) ⊆ I(J(T C x X,L)). 1 ] σ r , in particular it is of dimension one less than J(σ r , [x 1 2 ]) which has the same dimension as its tangent cone at any point.
Proposition 5.3.2 implies:
Corollary 5.3.5. Let X ⊂ PV be a variety, let L ⊂ PV be a linear space, and let x ∈ X. Assume T C x J(X, L) is reduced, irreducible, and dim J(T C x X,L) = dim T C x J(X, L). Then we have the equality of schemes J(T C x X,L) = T C x J(X, L).
Degrees of the varieties J(σ r , L S ).
Lemma 5.4.1. Let S be such that no entries of S lie in a same column or row, and let x ∈ S. Assume s < (n − r) 2 , and let S ′ = S\x. Let π : J(σ r , L S ′ ) P n 2 −2 denote the projection from [x]. Then deg(π) = 1.
Proof. We need to show a general line through [x] that intersects J(σ r , L S ′ ), intersects it in a unique point. Without loss of generality, take S to be the first s diagonal entries and x = x 1 1 . It will be sufficient to show that there exist A ∈σ r and M ∈L S ′ such that are no elements B ∈σ r , F ∈L S ′ such that u(A + M ) + vx 1 1 = B + F for some u, v = 0 other than when [B] = [A]. Assume A has no entries in the first row or column, so, moving F to the other side of the equation and letting D denote a matrix with entries in S ′ , we see there must be a D such that A + D with the first row and column removed must have rank at most r − 1 in order that the corresponding B has rank at most r.
If r ≤ ⌈ ⌋+1+i . Then the size r minor consisting of columns {2, 3, . . . , r + 1} and rows {⌊ n 2 ⌋ + 2, ⌊ n 2 ⌋ + 3, . . . , n, 2, 3, . . . , r − ⌈ n 2 ⌉ + 2} is such that its determinant is also always ±1, independent of choice of D.
Let A = C n with basis a 1 , . . . , a n , and let A ′ = a 2 , . . . , a n , and similarly for B = C n . Let with equality holding if no two elements of S lie in the same row or column, e.g., if the elements of S appear on the diagonal. Moreover, if we set r = n − k and s = k 2 − u and consider the degree D(n, k, u) as a function of n, k, u, then, fixing k, u and considering D k,u (n) = D(n, k, u) as a function of n, it is of the form
where p(n) = 
