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Here a fully automated computer algorithm is applied to complex mass spectra of peptides
and proteins. This method uses a subtractive peak finding routine to locate possible isotopic
clusters in the spectrum, subjecting these to a combination of the previous Fourier transform/
Patterson method for primary charge determination and the method for least-squares fitting to
a theoretically derived isotopic abundance distribution for m/z determination of the most
abundant isotopic peak, and the statistical reliability of this determination. If a predicted
protein sequence is available, each such m/z value is checked for assignment as a sequence
fragment. A new signal-to-noise calculation procedure has been devised for accurate deter-
mination of baseline and noise width for spectra with high peak density. In 2 h, the program
identified 824 isotopic clusters representing 581 mass values in the spectrum of a GluC digest
of a 191 kDa protein; this is .50% more than the number of mass values found by the
extremely tedious operator-applied methodology used previously. The program should be
generally applicable to classes of large molecules, including DNA and polymers. Thorough
high resolution analysis of spectra by Horn (THRASH) is proposed as the program’s verb.
(J Am Soc Mass Spectrom 2000, 11, 320–332) © 2000 American Society for Mass Spectrometry
Electrospray ionization (ESI) [1] and matrix-as-sisted laser desorption/ionization (MALDI) [2]have revolutionized the mass spectrometry (MS)
of large molecules [3] such as proteins [4], nucleotides
[5, 6], and polymers [7]. Although MALDI is especially
convenient for routine molecular weight (Mr) determi-
nation, ESI has the unique advantage of producing
multiply charged ions that can be easily dissociated to
provide tandem MS of mixtures and 2D spectra for
“top-down” [8] structural characterization of large bi-
omolecules [9]. Electron capture dissociation (ECD) of
ESI multiply charged ions can provide much more
extensive dissociation, yielding nearly complete se-
quence information for 10 kDa proteins [10–12]. Unique
applications have been developed for the location of
protein and DNA sequence errors [5, 9, 13], identifica-
tion of protein post-translational modifications and
active site locations [14–16], and database searching for
protein identification [17–19]. However, the mass/
charge (m/z) ratio of most ESI product ions of m 5 500
to .105 will be between m/z 500 and ;2000. The
resulting mass spectrum is crowded further by multiple
charge values for the same mass and by a multiplicity of
isotopic peaks for each such nominal m/z value. Fortu-
nately, the routine resolving power (105) of Fourier-
transform MS (FTMS) [20, 21] can provide resolved
isotopic peaks even for mixtures of ions containing
hundreds of nominal mass values represented by thou-
sands of isotopic peaks [7, 11]. The 431 charge state
ions from porcine serum albumin showed .1000
unit-Da spaced peaks, indicative of noncovalent ad-
ducts, with the lowest mass corresponding to its Mr of
67 kDa [22], and the FTMS spectrum of a proteolytic
digest of a 191 kDa protein contained over 5000 isotopic
peaks [11]. Manual interpretation of these spectra is
very tedious, inspiring the development of a variety of
computer-aided data reduction techniques [23–27].
The most common technique is “deconvolution”
(vide infra) [23] that combines peaks of the same mass
values formed with different charge states by taking
advantage of the fact that the charge can only have
integer values. This process becomes increasingly inef-
fective with an increasing multiplicity of mass values,
although the new algorithm Z score [27] does mitigate
these effects for high resolution mass spectra. More
seriously, mass (m) values represented only by a single
z value will only produce noise or anomalous mass
values in the deconvolution process. With unit mass
resolution, an alternative method is effective; each iso-
topic cluster can be assigned a charge (z) based on the
one Da interpeak spacing (1/z, Figure 1) [28, 29] that
allows the calculation of peak mass (m) values. To
determine the rank order of the most abundant peak
versus the monoisotopic peak, the measured abundance
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values of the isotopic peaks are fitted to those calculated
for the expected composition, as the monoisotopic peak
will be obscured by baseline noise for masses greater
than ;10 kDa (Figure 1b). Note that the average mass of
a molecular species varies with the elemental isotopic
abundances (e.g., 13C/12C ratio), but this variation only
changes the abundances of the isotopic peaks, not their
mass values [29]. By convention [29], the mass of the
most abundant isotopic peak, followed by its mass
difference (integer Da value, in italics) from that of the
monoisotopic peak, is used as the relative molecular
weight value, Mr.
Separate computer algorithms have been used for
these two steps to aid human data analysis of an
isotopically resolved spectrum. After the user has iden-
tified an evenly spaced cluster of isotopic peaks (Figure
1) representing an ionized molecular or fragment ion
species, the charge is determined by an automated
program based on a combination of the Fourier and
Patterson transforms of the m/z values of the isotopic
cluster [24]. In the new Zscore algorithm [27], the
identification of isotopic peak clusters is automated as
well. Second, the most probable monoisotopic mass is
determined by chi-squared fitting of the isotopic peak
abundances found for a spectral cluster to that calcu-
lated for an average nucleotide or protein (“averagine”)
of the observed mass [25]. However, the intensities and
m/z locations of each peak must be designated manually
for entry into the latter program, and overlapping
isotopic clusters can cause problems for both programs.
A special problem for spectra of high peak density is
the determination of spectral baseline and signal-to-
noise (S/N) levels, as these usually use data from a
peak-free region adjacent to the peaks being measured.
The abundance accuracy for isotopic peaks of low S/N
is highly dependent on the accuracy of the baseline
value.
Here, we describe a program for integrated data
analysis of multiply charged ions of a complete ESI
mass spectrum (Figure 2). (From experience with larger
proteins [8–16], singly charged ions are of such minor
help that spectra are only recorded above m/z 400 or
500.) Without human interaction, this identifies isotopic
clusters, resolves those that overlap, and subjects these
to the automated charge determination algorithm and
least-squares isotopic abundance distribution-fitting al-
gorithm; the accuracy of the latter is appreciably im-
proved by a novel baseline value determination that
also utilizes data between isotopic peaks. Furthermore,
the resulting mass values can be compared automati-
cally to other information from the sample, such as the
DNA-derived sequence of a protein, to make specific
structural assignments using the interpretation meth-
ods reported by Beavis and co-workers [30]. The overall
program was tested with spectra of proteolytic digests
and MS/MS experiments. The results are compared to
Figure 1. Calculated theoretical isotopic distributions for poly-
averagine with masses (a) 3000, (b) 10,000, and (c) 30,000. Denoted
between each set of adjacent peaks is the mass difference between
their centroids. The dashed line is at 20% abundance, and the
vertical arrow indicates the monoisotopic peak.
Figure 2. Flowchart summary of the automated program.
321J Am Soc Mass Spectrom 2000, 11, 320–332 AUTOMATED REDUCTION OF HIGH-RESOLUTION SPECTRA
the previous algorithm-aided manual interpretation in
terms of the accuracy, extent, and efficiency for produc-
ing structural information. This is proposed as a thor-
ough high resolution analysis of spectra by Horn
(THRASH).
Experimental
The main portion of the code was written using PV-
WAVE version 6.10 (Visual Numerics, Houston, TX)
command language with the Odyssey VDA interface
for PV-WAVE (Finnigan, Madison, WI). The automated
charge state determination program previously devel-
oped by Senko et al. [24] was also implemented with the
PV-WAVE command language. A significant increase
in the speed of the program was gained with an ANSI
C translation of the least-squares fitting procedure,
which is the most calculation-intensive portion of the
program. Interprocess communication libraries in-
cluded in the PV-WAVE package enable the communi-
cation between PV-WAVE and the least-squares fitting
procedure in the SunOS and Sun Solaris UNIX systems.
Theoretical isotopic abundance distributions for pro-
teins and peptides were created using a look-up table of
150 averagine theoretical isotopic distributions with mo-
noisotopic mass values for multiples of 500 Da up to
75,000 Da with all abundance distributions in the
look-up table created by Mercury [31].
THRASH is applied here to previously published
spectra. An electron capture dissociation (ECD) [32]
spectrum (70 scans, 128K data points, m/z 550–1800) of
the 151 ion of cytochrome c isolated by stored-wave-
form inverse Fourier transform (SWIFT), a nozzle–
skimmer (NS) dissociation spectrum (57 scans, 256K
data points, m/z 500–1400) of reduced IgE [33], and a
CAD spectrum of covalently modified thiaminase with
a 1:2 CH3:CD3 label [14] (256K data points) were gen-
erated in this lab on a modified 6 tesla FTICR mass
spectrometer described previously [34]. A spectrum of a
GluC digest of a 191 kDa protein (1000 scans, 512K data
points, m/z 488–1800) [11, 35] was produced on the 9.4
tesla FTICR instrument at the National High Magnetic
Field Laboratory [36]. All of the sample spectra were
analyzed by the program on a Sun Ultra 5 275-MHz
computer.
Algorithm Description
An overview of the algorithm components will be given
before their design and performance are discussed.
Three parameters are required from the user: the de-
sired m/z range in the spectrum to be analyzed, a S/N
threshold for initiation of the isotopic abundance-fitting
procedure (called the “algorithm initiation threshold”),
and the range of expected charge states in the spectrum.
The user may optionally define the minimum reliability
value (RL) necessary for a successful least-squares fit in
place of the default value. The program then proceeds
without human intervention to identify a set of isotopic
peaks from a single molecular or fragment ion entity
(termed here “isotopic peak cluster”), determine the
charge value from the peak spacings, calculate the
relative abundances expected for these peaks, find the
best fit of the calculated and experimental abundances
to identify the monoisotopic peak, and use its mass
value with sequence or other information to character-
ize the isotopic peaks structurally. This process is
repeated until all possible isotopic clusters in the m/z
range are characterized. Note that here we refer to each
of these apparent individual peaks separated by 1 Da as
an “isotopic peak,” even though most such peaks
represent an unresolved cluster of variant isotopic
peaks, as illustrated in Figure 1b. As pointed out by
Marshall and co-workers [37], with sufficient resolving
power (.106) these higher order isotopic peaks can
provide additional information on elemental composi-
tion.
Isotopic Cluster Identification
A 1 m/z-wide “moving data window” is stepped across
the spectrum starting from the lowest m/z end of the
user-defined range. If there is signal within the window
greater than the user-defined algorithm initiation
threshold, a least-squares fitting procedure attempts to
assign a charge state and monoisotopic mass to any
isotopic peak clusters in this region, even considering
signals below the algorithm initiation threshold. Iden-
tified isotopic clusters are subtracted from the spectrum
and the program returns to the moving data window
procedure to check for any other isotopic clusters in the
same region. When there is no signal above the user-
defined algorithm initiation threshold or no isotopic
clusters can be assigned, the moving data window is
incremented 1 m/z. The program ends when the moving
data window reaches the upper m/z limit of the user-
defined range. A list of all mass values and, if applica-
ble, possible protein fragment assignments for each
isotopic cluster are returned to the user. This procedure
is outlined in Figure 2.
Automated Charge Determination Algorithm
If the most intense peak in the 1-m/z data window is
larger than the algorithm initiation threshold, the pro-
gram first attempts to assign a charge state for any
isotopic clusters that may be inside the window. If this
most intense peak in the window is in the upper 0.5 m/z
half, the upper end of the window is extended by 0.5
m/z. All peak data within 60.5 m/z around the maxi-
mum intensity peak within the (possibly extended)
window is sent to the combination Fourier/Patterson
charge determination algorithm [24], which returns the
most probable charge state, enabling calculation of the
approximate mass value for the most abundant isotopic
peak.
Theoretical Isotopic Abundance Distribution
For the model amino acid averagine [25] with the ap-
proximate mass calculated from the previous step, the
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elemental composition and theoretical isotopic abun-
dance distribution are derived. The latter is actually
retrieved by linear interpolation between the two abun-
dance distributions closest in monoisotopic mass within
a look-up table of averagine abundance distributions for
all mass multiples of 500 Da up to 75,000 Da (e.g., Table
1), truncating the distribution peak abundances that are
,20% of the largest peak for monoisotopic mass .2000
Da, ,10% for 1000–2000 Da, and ,1% for masses
,1000 Da. The abundance distribution also includes the
abundance at the “valley point” mass value between
each pair of adjacent peaks, defined to be zero. Adjacent
isotopic peaks are assigned a separation of 1.00235 Da,
a value within experimental error of the Figure 1 data
showing the weighted average mass values of the
components of individual “isotopic peaks” due to the
five elements in averagine (C, H, N, O, S).
For isotopic enrichment, such as a 1:1 CH3/CD3 [14],
the isotopic abundance distributions are calculated for
both the labeled and unlabeled masses, which are
added together, weighted by their concentration ratios.
Matching the Theoretical and Experimental
Isotopic Abundance Distributions
This calculated isotopic abundance distribution is next
compared to the experimental data to find the best
least-squares fit to intensities (relative to a baseline of
S/N 5 1, vide infra) found at the same 1.00235 Da
spacings. The degree of fit is measured repeatedly over
a spectral width of twice the difference between the
monoisotopic m/z and most abundant m/z of a calcu-
lated theoretical abundance distribution (maximum 2
m/z units). For m , 1000, the second isotopic peak must
have S/N . 1.5. Thus, the first match is made with the
calculated distribution centered over the monoisotopic
peak expected for the most abundant experimental
peak. Matching utilizes the values of the peak valleys as
well as tops in the measured spectrum (the experimen-
tal valley abundance is taken as the maximum of the
0.33–0.67 Da region). The matching is repeated at
intervals of one-quarter of the average m/z width be-
tween two data points within the moving data window
(a typical FTMS spectrum has 256K data points at
0.001–0.01 m/z increments). The matching of all of the
theoretical isotopic abundances gives a figure of merit
value (FOM, eq 1) where An is the relative abundance of
Figure-of-merit 5
Number of comparisons
O @~ An 2 NIn!2 1 ~NV!2# (1)
the nth peak in the theoretical abundance distribution;
In is the spectral intensity at the m/z value of the nth
peak (In is calculated by linear interpolation between
the I0 values of the nearest two data points in the
spectrum); V is the maximum spectral intensity in the
adjacent valley; and N is a normalization factor. N is
first calculated from the three largest peaks as the sum
of their theoretical abundances divided by the sum of
their experimental intensities. This is optimized by
recalculating the figure-of-merit for N values 75% to
125% of this base value, stepped by 5%, using the
maximum value found. (For low mass isotopic clusters
in which the monoisotopic peak is also the most abun-
dant peak, the base value for N uses the intensity of
only the largest peak.)
Subsequently, the best fit figure-of-merit is con-
verted into a reliability value (RL value) that indicates
the percentage chance of a successful fit. The conversion
factors were calculated by performing the fully auto-
mated program on 10 spectra, each with at least 100
isotopic clusters, and manually categorizing each isoto-
pic cluster found by the program as a valid fit or a
mismatch. For all charge states, functions were calcu-
lated for conversion from figure-of-merit magnitude to
percentage assignments, the RL value (Figure 3). Be-
cause of insufficient data for charge states greater than
8, the statistics were categorized into three groups of
charge state ranges: 9–10, 11–15, and 16 and higher.
A threshold best fit RL value of 90% is required for
the determination of the fit as successful. When the RL
value is greater than this threshold, the charge state and
most abundant m/z for the largest RL value are assumed
to be the correct values for the isotopic cluster in the
spectrum. An RL value less than the threshold indicates
the possibility of an incorrect assignment from the
automated charge determination program; the assign-
ment is then redetermined using a least-squares fit for
averagine isotopic abundance distributions for each
Table 1. Interpolated versus directly calculated isotopic abundance values for a 5 kDa poly-averagine
# of 13C:
% abundance (absolute error)
0 1 2 3 4 5 6 7 8 9 10
5000 (C222H344N61O67S2) 23.49 65.83 97.18 100.00 80.22 53.27 30.38 15.26 6.87 2.81 1.06
4500 (C200H304N55O60S2)–5500 (C245H388N67O73S2)
24.43 66.87 97.52
100.00
80.54 54.03 31.31 16.06 7.42 3.13 1.22
(0.94) (1.04) (0.34) (0.32) (0.76) (0.93) (0.80) (0.55) (0.32) (0.16)
4750 (C211H332N58O63S2)–5250 (C233H388N64O69S2)
23.76 66.17 97.34
100.00
80.21 53.32 30.48 15.36 6.95 2.86 1.08
(0.27) (0.34) (0.16) (0.01) (0.05) (0.10) (0.10) (0.08) (0.05) (0.02)
4875 (C217H325N60O65S2)–5125 (C228H353N63O68S2)
23.44 65.71 97.08
100.00
80.32 53.41 30.51 15.35 6.92 2.84 1.07
(0.05) (0.12) (0.10) (0.10) (0.14) (0.13) (0.09) (0.05) (0.03) (0.01)
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charge state in the user-defined range. The averagine
abundance distribution that gives the highest RL value
determines both the charge state and the most abundant
m/z simultaneously. If the maximum RL value is above
the user-determined threshold, the charge state and the
most abundant m/z are returned. If the maximum RL
value is still less than the threshold, the program
determines that there are no isotopic clusters within the
moving data window, which is then incremented 1 m/z.
Identification of Other Overlapping Isotopic
Peak Clusters
After this isotopic cluster is found, each of its peaks is
subtracted from the normalized spectrum. A replica of
each isotopic peak resized to its intensity in the best-fit
theoretical isotopic abundance distribution is sub-
tracted. No portion of the peak is allowed to be sub-
tracted below baseline intensity.
After the peaks are removed from the spectrum, the
moving data window procedure is instructed not to
increment if there is any remaining signal over the
user-defined threshold. The program subsequently at-
tempts to find any other isotopic clusters in the same
region by using the charge determination and least-
squares fitting procedures as previously described. The
moving data window only increments after no isotopic
cluster is found or no signal remains above the thresh-
old. For very complex spectra, an option is available
that moves the data window 1 m/z backwards from the
best fit most abundant m/z to find any adjacent isotopic
cluster with its higher m/z peaks obscured by the
isotopic cluster that was just found.
Improved Accuracy of Averaged Centroid
Mass Values
After the peaks of an isotopic peak cluster are identi-
fied, a mass value is derived for the centroid of the data
points across each peak, and this is used to calculate the
corresponding monoisotopic mass value of the peak
cluster. The abundance-weighted average of these val-
ues for each peak is then used as the monoisotopic mass
value for that isotopic cluster.
Matching of the Assigned Mass Values to
Proteolytic or MS/MS Fragments
If the primary structure of the protein or peptide is
known or postulated, a series of a, b, c, y, z (dependent
on the ion fragmentation employed), or proteolytic
peptide fragment masses [30] may be generated and
compared to the masses of the isotopic clusters found
by the program. If the difference in mass between the
theoretically calculated fragment mass and the mass of
the isotopic cluster in the peak list is within a user-
defined allowed mass difference, the isotopic cluster
will be assigned to this peptide fragment. If multiple
fragments fall within the allowed mass difference, all
fragments are assigned to the mass for subsequent user
interpretation.
Baseline and S/N Calculation Using Data Between
Isotopic Peaks
A new procedure for calculating spectral noise (N) and
locating the baseline was necessary because of the
unusually high peak density of these spectra. The
underlying assumption of the method is that the base-
line should contain the highest point density (the signal
intensity that is recorded the most frequently) in a given
region of the spectrum (Figure 4a). First, a plot of
spectral intensity versus the number of data points of
this intensity or less in the region is generated, which
results in a sigmoidal curve (Figure 4b). The derivative
(Figure 4c) of this function (which is subsequently
smoothed for easier interpretation) results in a distribu-
tion of data point densities for given spectral intensity
slices. The maximum value in this distribution, which is
the relative intensity in the spectrum with the highest
data point density, is assumed to be the baseline. The
width of the noise is taken as the full-width half-
maximum (FWHM) of the curve. The S/N of a peak in
the spectrum is calculated by eq 2, where Ipeak equals
peak intensity, Ibaseline equals baseline intensity, and
FWHM equals the width of the noise.
S/N 5
Ipeak 2 Ibaseline
FWHM
(2)
These values are recalculated every 2 m/z units in the
automated analysis program with a total region width
of 4 m/z centered in the upper m/z end of the moving
data window.
Results and Discussion
Automated Analysis of Complicated Spectra
The most obvious benefit of this program is the in-
creased efficiency in the interpretation of complicated
Figure 3. Percent of correct charge assignments (RL) vs. figure-
of-merit as a function of charge state.
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mass spectra. Three published spectra were chosen for
demonstration (Figure 5), each spectrum containing at
least 200 isotopic clusters. The ECD spectrum of the
SWIFT-isolated [38] cytochrome c 151 molecular ion
(12.3 kDa) [32] had been previously analyzed by man-
ually identifying each isotopic cluster with subsequent
analysis by computer-controlled charge determination,
least-squares fitting, and fragment assignment routines.
Analysis over a full day led to characterization of 220
isotopic clusters, 183 of these assigned as an MS/MS
peptide fragment. In contrast, the completely auto-
mated program found 282 isotopic clusters, 231 as-
signed by the program as a peptide fragment, in the m/z
range 550–1800 using an algorithm initiation threshold
S/N of 1.5 in only 19 min. The nozzle–skimmer spec-
trum from ESI of IgE (190 kDa) [33] is a challenge
because of the large number of isotopic clusters with
high charge state, with reduced IgE light chain molec-
ular ions (Mr 5 24018) up to 301 and fragment ions
up to 151; adjacent charge states in this case will have
very little difference in peak spacing, complicating
manual assignment. In this spectrum, the program
found 274 isotopic clusters, including the highly
charged molecular ions, in 47 min. The most compli-
cated spectrum seen to date, a GluC digest of a 191 kDa
protein, was analyzed in 1 h resulting in the character-
ization of 759 isotopic clusters corresponding to 528
mass values found, with almost 400 masses with only
one charge state [11]; further algorithm modifications
described here find 824 isotopic clusters corresponding
to 581 mass values, with 441 masses with only one
charge state. These latter masses of course could not be
characterized by charge state deconvolution, which
would lose most information in such spectra. A full
amino acid sequence was not available for the latter two
samples, but the program was able to locate regions of
each protein that did agree with the partial DNA-
derived sequence. Analysis of this complex spectrum
by either the human/computer combination [24, 25] or
by Zscore [27] gave ,400 mass values, but no attempt
was made to maximize this performance by adjusting
the various input parameters.
Automated Charge Determination
The initial charge state assignment utilizes the pattern
recognition programs already described [24]. As found
previously, for higher (z . 5) charge states the Fourier
transform (FT) is generally the most efficient, with the
Patterson algorithm superior at low charge states, so
that the combination of both is best. The initial FT/
Patterson program is far faster than the backup charge
determination method (vide infra), so that improving
the probability of correct charge state assignment by
FT/Patterson leads to a significant increase in program
efficiency. Critical to this is optimization of the auto-
mated predetermination of the upper and lower m/z
limits surrounding the isotopic cluster. Proteins electro-
sprayed under denaturing conditions usually produce
ions of high relative charge, i.e., m/z , 2000, for which
Figure 4. A comparison of S/N calculations between adjacent
areas (m/z 987–991 and m/z 991–995) in the spectrum of ECD of the
cytochrome c 151 molecular ion. (a) The area in the spectrum to
be analyzed, (b) the number of data points below each spectral
intensity in each area, and (c) their derivative functions.
Figure 5. Three sample spectra tested by the program. (a) ECD of
the SWIFT-isolated 151 molecular ion of cytochrome c, 70 scans.
(b) Nozzle–skimmer dissociation of ions from ESI of IgE, 57 scans.
(c) GluC digest of a 191 kDa protein, 1000 scans [11].
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the m/z window width required for an isotopic peak
cluster actually decreases with increasing mass (com-
pare 31 ions of m 5 3000 versus 301 ions at m 5
30,000, Figure 1a versus 1c). This region is chosen to be
1-m/z wide and centered around the peak of largest
intensity within the moving data window designated
by the peak finding procedure. Although no singly
charged and very few doubly charged isotopic clusters
can be assigned within a window of this width, the
automated program actually performs slightly better
with only a 1-m/z wide window width due to the higher
probability of correctly assigning larger charge states. A
large window often encompasses nearby isotopic clus-
ters in complex spectra, incorrectly using the charge of
another isotopic cluster for the least-squares fit of the
isotopic cluster that is currently being analyzed. In
these cases, the backup charge determination method
must be used for correct assignment, lengthening the
analysis time. A 1.0-m/z window in the full interpreta-
tion of the spectrum of ECD of the 151 molecular ion of
cytochrome c (19 min analysis time) saves 42 s from a
1.5-m/z window, 80 s from a 2-m/z window, and 106 s
from a 3-m/z window. The program more than compen-
sates for the lower probability of finding low charge
state isotopic clusters (in the cytochrome c spectrum,
only 24 of 282 isotopic clusters have charge 11 or 21)
by increasing the probability of finding high charge
state isotopic clusters. For the characterization of larger
proteins, m/z values below ;500 are usually not mea-
sured because of the relatively low information content
of singly charged ions [8–16].
If the analysis is mainly for spectra with isotopic
clusters of lower charge states (,4–51), a window
starting from of 0.75-m/z on the low side and ending at
1.25-m/z on the high side of the most abundant peak is
a good compromise. Because isotopic clusters for low
charge states are skewed towards the high m/z side of
the most abundant peak (Figure 1a), the upper m/z end
of the charge determination window should be ex-
tended further from the most abundant peak than that
of the lower m/z end. For a 11 isotopic cluster, which is
the most skewed, the upper end of the window must be
at least 1 m/z higher (1.25 m/z is chosen) to incorporate
a second isotopic peak in the charge determination
window for a correct assignment, but the lower end of
the window only needs to be wide enough to encom-
pass the low-m/z slope of this most intense peak (,0.1
m/z). However, for charge states 21 and greater, a
width of at least 0.5 m/z (0.75 m/z is chosen) on both
sides is necessary for the inclusion of at least three
abundant isotopic peaks for accurate charge determina-
tion. This compromise combines the minimum require-
ments for the determination of both singly and multiply
charged isotopic clusters while limiting the width of the
window to increase the chance of correct assignment.
Calculation of the Isotopic Abundance Distribution
Generating a new isotopic abundance distribution for
every least-squares fit can be time consuming using the
common polynomial method for calculation [39]; thou-
sands of abundance distributions may be calculated in
the analysis of a spectrum. Instead, this program uses a
look-up table of theoretical distributions stored for a
series of monoisotopic masses. The abundance distribu-
tion for a 30,000 Da poly-averagine takes ;0.3 s to
calculate on a 400-MHz Pentium computer using the
polynomial method, while interpolation takes ;1023 s
on the 275-MHz Sun Ultra 5. The accuracy of the
interpolated intensities versus a directly calculated
abundance distribution depends on the difference in
monoisotopic mass between two successively stored
distributions in the table. Inaccurate values result from
too large a mass difference, but a very small difference
leads to an overabundance of information which may
not fit in available computer memory. Using a 5 kDa
averagine ion as an example (Table 1), storing theoretical
abundance distributions every 1000, 500, and 250 Da
gave absolute accuracies of 0.3%–1.0%, 0.0%–0.3%, and
0.03%–0.14%, respectively, for the first 10 isotopic peak
abundances calculated from the interpolated abun-
dance distributions. Intervals of 500 Da were chosen as
the best compromise between look-up table size, the
accuracy achievable by current FTMS instrumentation,
and the variation between the averagine composition
and that of the sample.
Each isotopic peak is assumed to be uniformly
separated by 1.00235 Da, the average distance between
the centroid of each adjacent isotopic peak with relative
abundance greater than 20% (Figure 1) for poly-averag-
ine. The mass of each isotopic peak is calculated relative
to the assumed most abundant mass of the theoretical
abundance distribution; each is thus a multiple of
1.00235 Da away from the most abundant mass. The
actual peak separation in an abundance distribution
varies from ;1.0029 Da between the monoisotopic peak
and the single 13C peak and decreases to about 1.0020
Da for the highest mass peaks, due to the increasing
abundance of the lower mass components in each
isotopic peak; Figure 1b (insets) shows that only the 2H1
component peak has a higher mass than the 13Cn peaks.
At the edges of the isotopic cluster, there is a slight error
in the mass values of these peaks due to the difference
in peak spacing from the assumed 1.00235 Da. Fortu-
nately, even the largest relative error in the examples
shown (1.00235 vs. 1.00289 for mass 3000, Figure 1a) is
a challenge for the best present instrumentation [37],
representing 0.00054 Da out of 3000 Da, or ,0.2 ppm.
Valley points were found to be beneficial in compar-
ing the theoretical abundance distributions due to a side
effect from the use of the least-squares fit in m/z.
Without valleys, a theoretical distribution with half the
correct charge state (exactly twice the m/z spacing of the
peaks in the spectrum) can return a reasonably large RL
value that could be accepted as a valid fit without
resorting to the backup charge determination method.
To prevent this from occurring, the theoretical abun-
dance distribution is expanded by adding the baseline
intensity as an abundance value at m/z positions exactly
halfway between each isotopic peak. For the fit of a
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theoretical distribution of half the charge state, even the
best isotopic peak alignment will find half of the
experimental peaks compared to valleys in the theoret-
ical abundance distribution, decreasing the figure-of-
merit dramatically (eq 1). The inclusion of valley inten-
sities also helps for groupings of noise spikes, especially
in spectra from multiple scans that can easily be as-
signed as 11 or 21 isotopic clusters; the valley intensi-
ties in the spectrum are chosen to be the maximum
value in the 0.33–0.67 Da region between each pair of
isotopic peaks (rather than the single point exactly
halfway) to reduce the figure-of-merit from such assign-
ments of noise. The figure-of-merit also decreases if an
overlapping isotopic cluster is present, but the reliabil-
ity of a fit actually increases due to a significantly lower
chance of a mismatch because of noise.
Least-Squares Fitting: Monoisotopic Mass
The least-squares fitting procedure is a modified ver-
sion of the chi-squared fitting procedure of Senko et al.
[24]. For its experimental values, the latter uses only the
mass and abundances of each individual isotopic peak,
whereas the procedure here compares the abundance
values actually found in the spectrum at the m/z value
predicted for the specific theoretical abundance distri-
bution that is being compared. The foremost advantage
for this type of fit is the ability to characterize low
intensity isotopic clusters. The least-squares fitting pro-
cedure is initiated even if only one peak is above the
user-defined algorithm initiation threshold, but it then
includes any peak whose abundance is over 20% of that
of the most abundant peak. Peak intensities below 20%
contribute little to the sum of squares in the figure-of-
merit equation and often overlap with other nearby
isotopic clusters in the spectrum, whereas a threshold
.20% loses important information. For the Figure 6
example, an algorithm that utilizes a peak list [24]
would have stored the six peaks above the S/N thresh-
old cutoff of 3/1, so it would choose the most abundant
peak to be at m/z 906.9. However, the 20% relative
intensity cutoff would use 11 peak abundances in the
least-squares fit; the most abundant peak is correctly
assigned to the m/z 906.8 peak. Of even greater impor-
tance, this program finds isotopic clusters whose most
intense peak has S/N as low as 1.5 (Figure 7). In fact, in
this ECD spectrum of cytochrome c, 69 of the 282 total
isotopic clusters found by the program have a most
abundant peak with S/N , 3; .90% of these masses are
assignable as logical fragments ions [12].
Averagine of 2000 Da gives isotopic abundances of 90,
100, 64, 30, and 11, whereas 1000 Da gives 100, 56, 18,
and 4, and 500 Da gives, 100, 28, and 5. Thus for a mass
of ,1000 Da, only two peaks in the isotopic cluster
would be above a 20% relative abundance threshold,
resulting in frequent mismatches due to two peaks
apparently 1 Da apart that are actually from separate
isotopic peak clusters or noise. Thus for masses ,2000
Da, the threshold is lowered to incorporate more peaks
from the theoretical isotopic distribution in the least-
squares fit. The unusually large figure-of-merit values
that are necessary to give high RL values (Figure 3) also
counteract the added uncertainty in fitting low mass
isotopic peak clusters.
Least-Squares Fitting: Charge State Value
A second advantage of this least-squares fitting is the
ability to improve the accuracy of the automated charge
determination program when it indicates an RL value
below the 90% threshold (vide supra). The FT and
Patterson methods employ pattern recognition that, in
effect, tries far fewer combinations of data points than
the least-squares fitting (which is thus far slower); the
fitting should be more accurate, as its charge value
assignments are restricted by isotopic abundance fit-
ting. The program performs most efficiently by first
attempting the automated charge determination, using
the backup method only when the first method fails.
However, as described above, the 1-m/z window width
used for the automated charge determination program
is not wide enough to predict 11 and 21 isotopic peak
clusters routinely. If these are important, this backup
method is necessary to make possible their identifica-
tion with an appropriate user-defined charge state
range. Its use for both charge determination (and most
Figure 6. From the Figure 5b spectrum, least-squares fit assign-
ment of the most abundant peak using (circles) only the five
isotopic peaks S/N . 3, leading to a 1 Da error, and using
(squares) the peaks of abundance .20% of that of the most
abundant peak, leading to the correct assignment.
Figure 7. From the Figure 5a spectrum, a low S/N (;1.5)
isotopic distribution found by the automated program.
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abundant m/z determination) is illustrated (Figure 8) in
matching the averagine abundance distribution pre-
dicted for charges 51 to 91 to the m/z 990 region of the
Figure 5a spectrum. Note that the figure-of-merit values
for the correct 61 and 81 assignments are two and
nearly one order of magnitude, respectively, greater
than the values for the incorrect 51, 71, and 91
assignments.
Least-Squares Fitting: Comparison to the
Chi-Squared Method
Modification of the original chi-squared method [25] by
the figure-of-merit equation provides three advantages:
an averaged normalization factor, the use of absolute
abundance deviations in peak matching, and an FOM
(eq 1) value designed to increase with improved match-
ing. The chi-squared method normalizes the most abun-
dant peak in the theoretical abundance distribution to
the most abundant peak in the spectrum. Using instead
the average of the largest three peaks in the isotopic
cluster yields a larger total signal and better statistics.
This can improve the fit if one peak is anomalously
large, especially for peaks of low S/N. To further
reduce the effect of such statistical variation, normaliza-
tions that are 75% to 125% of this average value are
used to recalculate the figure-of-merit. Using 100 ran-
domly sampled isotopic clusters in four different spec-
tra, recalculation was found to increase the average
figure-of-merit by ;25%, as well as improving the fit of
the experimental and theoretical isotopic abundance
distributions.
A second difference is that the chi-square function
[25] evaluates the abundance differential (predicted
versus experimental) relative to the actual abundance,
whereas the absolute value of the differential is used in
the figure-of-merit calculation. The spectral noise af-
fects the abundance of each isotopic peak roughly
equally on an absolute basis, but chi-squared fitting of
relative values undesirably magnifies the effect of the
noise in the low-intensity peaks. Many examples of low
intensity isotopic peaks showed the FOM calculation to
be significantly advantageous.
The final change is an inversion of the figure-of-merit
equation so that a better fit leads to a smaller value in
the denominator, giving a larger figure-of-merit. A
large value for a good fit is more intuitive and most
easily identified when manual analysis is desired.
Fitting Nonnatural Abundance Distributions
Least-squares fitting is very flexible, allowing essen-
tially any type of isotopic abundance distribution to be
calculated and fit to the spectrum. One application in
which a modified form of abundance distribution is
required is the location of an isotopic label in a spec-
trum of the dissociation products (e.g., a labeled pep-
tide in a complex proteolysis mixture) of a labeled
protein [14]. Most useful is an isotopically labeled
covalent modification to the protein (such as 1:1 d0:d3)
that yields two different individual isotopic abundance
distributions. Visual identification can be difficult if the
isotopic cluster is of low intensity or hidden among
many hundreds of isotopic clusters. Substituting a
quantitative convolution of multiple averagine abun-
dance distributions as the theoretical abundance distri-
bution in the peak finding procedure allows for the
automated identification of these labels. Figure 9 shows
the isotopic label found in a 1:2 nonlabeled:labeled
covalent modification to thiaminase [14] by the pro-
gram. The figure-of-merit for the fit of a calculated
isotopic label is much larger for the label in the spec-
trum than for any other isotopic clusters, even of the
same charge state, which uniquely identifies this label.
Other types of isotopic abundance distributions
could also be calculated for isotopically depleted pro-
teins [40], DNA, or large synthetic polymers. An aver-
age monomer of DNA has been calculated (averabaseine)
Figure 8. (Top) The m/z ;990 region of the Figure 5a spectrum.
(Below) Least-squares abundance fitting for averagine abundance
distributions of 51 to 91 charge states at m/z values (every quarter
datapoint) corresponding to the mass of the most abundant
isotopic peak. The peaks represent the figure-of-merit values for
the distribution being fitted by its most abundant m/z at that
specific value on the x axis. The figure-of-merit for the 61 at m/z
991.5 and the 81 at 992.5 are much larger than those of other m/z
values at these charge states and of all figure-of-merit values at the
other charge states; these values represent the best fit for the two
isotopic clusters shown at the top.
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[41], which can be stored in a look-up table much like
averagine. Although the scope of the program is to
currently analyze spectra of proteins and peptides, only
small modifications are necessary to automate the anal-
ysis of any compound class whose relative elemental
compositions are quite similar.
Overlapping Isotopic Clusters
Despite high (.105) resolving power, spectra that con-
tain hundreds of isotopic clusters of ;1 m/z width in a
1000 m/z range are likely to have several clusters that
overlap. Manual assignment of these is obviously more
difficult, easily overlooking the less abundant cluster.
The subtraction of each normalized best-fit theoretical
isotopic abundance distribution allows the program to
look for any other isotopic clusters within the same
moving data window. Because only the intensities from
the best-fit abundance distribution will be subtracted
from the spectrum, when two isotopic peak clusters
share one peak at the same m/z, the portion of the peak
from the second isotopic cluster remains for the next
pass through this region. Figure 10 shows an example in
which the less abundant 31 ion was only matched
successfully after subtracting the 71 contribution to its
most abundant isotopic peak.
The GluC digest of the 191 kDa protein contains
many instances of overlapping isotopic clusters (Figure
5c), such as its m/z 1006–1010 region (Figure 11). Here
the program found five overlapping clusters, subtract-
ing out each in the order shown.
Another feature is beneficial for very complex spec-
tra. After an isotopic peak cluster is identified and
subtracted, the moving data window is set backwards
by 1-m/z and a best least-squares fit is sought again for
these peaks. In some cases, the higher m/z peaks of an
Figure 9. Location of the isotopic label in (a) the CAD spectrum
of 1:2 d0:d3 labeled thiaminase [14]. (b) Least-squares fit using a
normal averagine abundance distribution with a charge of 41. (c)
Least-squares fit using a 41 1:2 d0:d3 distribution.
Figure 10. Portion of the Figure 5c spectrum with (top) success-
ful matching of a 71 abundance distribution. This mass could be
assigned to a proteolytic fragment within the available partial
sequence data. (Bottom) Peak intensities after subtraction of the
71 distribution making possible the successful matching of a
second abundance distribution.
Figure 11. Assignment of overlapping isotopic peak clusters
from the spectrum of the GluC digest of the 191 kDa protein
(Figure 5c). The first two isotopic clusters found were assignable
to the available partial sequence data.
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isotopic peak cluster in the lower m/z range are ob-
scured by overlap with more abundant isotopic peaks
of high m/z, preventing a successful fit. However, after
subtraction of these more abundant peaks, the residuals
can be matched more successfully by moving the data
window backwards 1-m/z. In this manner, 65 more
isotopic clusters (824 total) were found in the GluC
digest of the 191 kDa (759 previously). This method
does take longer (2 h instead of 1 for the GluC digest),
because the backwards movement of the moving data
window essentially requires analysis of one additional
window length for every isotopic cluster that is found.
S/N Calculation
The peak density in spectra such as Figure 5c is high in
comparison to spectra from almost any kind of spec-
troscopy. This complicates the determination of S/N in
such mass spectra, as the noise level is traditionally
evaluated in regions with only noise. Low intensity real
peaks are possible almost anywhere in the spectrum,
whereas noise can vary with m/z range. Offsetting this,
the high resolving power makes possible the additional
evaluation of noise between many isotopic peaks; for
example, Figure 1b shows a “noise free” spectrum of
mass 10,000 Da peaks at 105 resolving power. An
accurate S/N is especially important in the program for
the algorithm initiation threshold; if the S/N is under-
estimated, the program will not find low intensity
isotopic clusters, whereas an overestimation of the S/N
will force the program to look for isotopic clusters
within the noise, leading to increased analysis times
and possibly many mismatches. An accurate baseline is
also important in the least-squares fitting procedure for
low intensity isotopic clusters; the spectral peak and
valley intensities are both calculated relative to the
baseline.
The new method assumes the baseline should have
the highest density of points in the spectrum. In the
visual inspection of a spectrum, the baseline is seen as a
dark stripe, indicating that most of the data points are
located within this band. A direct calculation of the
baseline would thus involve finding the spectral inten-
sity with the highest point density. A function of the
point density versus the spectral intensity shows a
nearly bell-shaped curve with the maximum at the
baseline with a high intensity tail from the peaks in the
spectrum (Figure 4). This curve simultaneously deter-
mines the magnitude of the noise by its width and
defines the baseline at the top of the curve, which is the
intensity in the spectrum with the largest density of
data points. Figure 4 shows the calculation of the
baseline and noise width on adjacent regions of the
cytochrome c ECD spectrum, the first at m/z 987–991
that is mostly baseline and the second at m/z 991–995
that contains several large peaks. The plot in Figure 4b
shows a noticeable difference in slope between the two
regions, indicating the fewer low abundance data
points in the m/z 991–995 region due to the presence of
the peaks. However, the derivative functions in Figure
4c show that calculated baseline and noise width for
both regions are nearly identical, with the smaller slope
in the Figure 4b curve for m/z 991–995 only indicated by
a smaller maximum data point density (5.5 for m/z
991–995 as opposed to 7 for m/z 987–991) in Figure 4c,
showing that the presence of large peaks does not bias
the S/N calculation.
Improvement in Mass Accuracy by Using
Centroids of Experimental Isotopic Peaks
The best fit of the theoretical isotopic abundance distri-
bution to the experimental data designates a single m/z
value for each of the cluster’s isotopic peaks; these are
not necessarily the values at the peak tops. At ;105
resolving power with 256K or more data points, several
measurements are made across each peak. Specific
methods for utilizing such multiple data to improve
mass characterization have been proposed [42]. The use
here of the weighted average of the centroid masses of
each isotopic peak of the cluster in conjunction with one
or more zerofills has shown improvement of mass
accuracy on average by a factor of 2, and further
investigation into improving the mass accuracy is on-
going.
Methods to Improve Program Speed
The algorithm initiation threshold procedure used in
the moving data window procedure allows the user
some control over the analysis time. If a low threshold
is set, small noise spikes trigger the program to attempt
a least-squares fit, even though there are no isotopic
clusters in the area. For the ECD spectrum of cyto-
chrome c, an algorithm initiation threshold S/N 5 4
gave an analysis time of ,4 min, but this found less
than half of the isotopic clusters in the spectrum found
with S/N 1.5 that required 19 min.
Narrowing the user-determined charge state range
also optimizes speed by reducing the number of least-
squares fits required. With knowledge of the maximum
mass (usually chosen to allow for molecular ion ad-
ducts), the maximum charge can be calculated based on
the m/z of the moving data window. As the program
proceeds to higher m/z, the charge state range de-
creases. The time reported for the full analysis of the
cytochrome c spectrum (Figure 5a) did include the use
of the maximum mass; without this capability, the time
increases from 19 to over 24 min.
Another limiting factor to speed is the number of
data points in the spectrum which is chosen by the
operator to reflect his/her judgment of the spectral
quality. The least-squares fitting was done here every
quarter of a datapoint, found to be an optimum com-
promise between speed and quality of the results.
Obviously this should be tested for spectra from other
laboratories.
Computer capabilities also affect speed. The least-
squares fitting procedure steps through the analysis
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region at one-quarter the m/z spacing between two
points in the spectrum. If the number of points in the
spectrum could be cut in half without degradation of
the quality of the spectrum, the least-squares algorithm
will run twice as fast. However, peaks that are only one
datapoint wide may be accidentally skipped.
The final method relies on the increasing level of
technology. The transfer of the program from a Sun
SparcStation 10 to the Sun Ultra 5 showed a uniform
fivefold decrease in analysis times for all spectra (e.g.,
decreased from 90 min to 19 min with the cytochrome c
ECD spectrum). As computers become faster, the pro-
gram will run faster.
Defining “Deconvolution”
Neither of the two unabridged dictionaries examined
[43] contains the word “deconvolution.” One of these
[43a] has an entry “complicated” as one definition of
“convoluted”; this suggests the origin of using decon-
volution to classify an algorithm that makes a spectrum
less complicated, specifically as one that combines
multiple m/z values of a common m value. However,
most dictionary entries for “convolute” and derivative
words are far more similar to “rolled or wound to-
gether, one part upon another,” “entwined,” implying
that deconvolution instead separates overlapping spe-
cies. In fact, this term has been used extensively in
spectroscopy [44] (even mass spectrometry [44a]) for
separating overlapping bands or peaks, usually based
on the shape expected for an individual band or peak.
Thus we submit that it would be misleading to use
deconvolution to describe THRASH.
Conclusions
Limited direct comparisons with other data reduction
methods [24, 25, 27] indicate that THRASH can identify
possibly 50% more mass values in a complex ESI mass
spectrum such as that of the 191 kDa protein digest (581
mass values). Features of THRASH making this possi-
ble include subtraction of the identified isotopic clus-
ters, determination of the statistical reliability of charge
assignments (Figure 3), utilization of the abundance
value of the valley between the isotopic peaks, and the
calculation of more accurate baseline values with the
new S/N determination program; the last also makes
possible the identification of isotopic clusters for which
only one peak is above the preset threshold. However,
the real evaluation of THRASH awaits its routine use
with a variety of instrumentation and research prob-
lems. Extension of THRASH for use with high mass ESI
spectra of nucleotides [5, 41] and specific polymer types
[7] should be relatively straightforward.
As FTMS instrumentation and method development
continues to improve, the amount of information that
can be gleaned from a single spectrum is rapidly
increasing. This makes possible the characterization of
even larger biomolecules in MS/MS and proteolysis
experiments yielding hundreds of different compo-
nents. Such characterizations are critical for proteomics;
for example, the E. coli genome [45] has an estimated
4300 open reading frames (ORFs), with an estimated
25% of these coding proteins. A complete sequence
analysis for the genome requires thousands of spectra.
This automated procedure for automated data analysis
promises to open a serious bottleneck in applying the
uniquely powerful ESI/FTMS technique to these prob-
lems, with the special advantage of gleaning far more
structural information from the same amount of exper-
imental data. The program is now available in both the
ICR-2LS [46] and MIDAS [47] FTMS data analysis
systems.
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