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ABSTRACT
Aims. The aim of this work is to compare the performance of three reaction network integration methods used in stellar nucleosyn-
thesis calculations. These are the Gear’s backward differentiation method, Wagoner’s method (a 2nd-order Runge-Kutta method), and
the Bader-Deuflehard semi-implicit multi-step method.
Methods. To investigate the efficiency of each of the integration methods considered here, a test suite of temperature and density ver-
sus time profiles is used. This suite provides a range of situations ranging from constant temperature and density to the dramatically
varying conditions present in white dwarf mergers, novae, and x-ray bursts. Some of these profiles are obtained separately from full
hydrodynamic calculations. The integration efficiencies are investigated with respect to input parameters that constrain the desired
accuracy and precision.
Results. Gear’s backward differentiation method is found to improve accuracy, performance, and stability in integrating nuclear reac-
tion networks. For temperature-density profiles that vary strongly with time, it is found to outperform the Bader-Deuflehard method
(although that method is very powerful for more smoothly varying profiles). Wagoner’s method, while relatively fast for many sce-
narios, exhibits hard-to-predict inaccuracies for some choices of integration parameters owing to its lack of error estimations.
Key words. Methods: numerical - Nuclear reactions, nucleosynthesis, abundances
1. Introduction
Stellar models are an integral part of astrophysics that help us
understand the structure and evolution of stars and their nucle-
osynthesis output. In order to properly resolve the wide range
of conditions within these environments, models must be com-
puted with high resolution in both space and time. Stellar mod-
els rely on a number of conservation equations (i.e., mass, en-
ergy, momentum) and energy transport mechanisms (i.e., radia-
tion, convection, and conduction), which depend on the physical
condition of the star. Further complicating these models, energy
generation through nuclear reactions must be taken into account.
Depending on the number of isotopes and nuclear interactions
involved, these reactions can become very computationally ex-
pensive. Time evolution of hydrodynamical models is sometimes
restricted, therefore, by the solution of a large system of ordi-
nary differential equations that describe the network of nuclei
in the star. If detailed nuclear reaction networks are desired, hy-
drodynamic models of the stellar system under investigation can
be slowed to the point that they are no longer viable without
high power supercomputers, unless post-processing techniques
are employed.
The network of nuclei and reactions required in nucleosyn-
thesis investigations can be divided into two broad nuclear reac-
tion networks: (i) that which is responsible for energy genera-
tion and is therefore essential for any accurate hydrodynamical
evolution of the system. Examples of these networks were pre-
sented by Weaver et al. (1978); Mueller (1986); Timmes et al.
(2000); and (ii) a reaction network that is only necessary for
? e-mail: richard.longland@upc.edu
detailed computation of nucleosynthesis. This second network
then uses, as input physics, the hydrodynamical properties of a
plasma (i.e., temperature and density) obtained from a separate
code using a limited set of reactions. De-coupling the networks
in this way allows us to compute the expensive hydrodynami-
cal model only once1, the output of which can be used to per-
form many post-processing calculations. The advantages of this
approach are especially obvious for nucleosynthesis sensitivity
studies (see, for example, Hix et al. 2003; Roberts 2006; Parikh
et al. 2008). This method of de-coupling the nuclear reaction
networks assumes that any nucleosynthesis occurring in the sec-
ond step does not affect the behaviour of the hydrodynamical
models in the first. In some cases, this decoupling of hydrody-
namical models from nucleosynthesis networks is not valid. For
example, the 1-D implicit hydrodynamic code “SHIVA” (Jose´
et al. 1999) considered here integrates a network of over 1400
nuclear processes and several hundred isotopes into models of
x-ray bursts, making nucleosynthesis a considerable bottleneck
in the computational efforts. With these restrictions in mind, im-
proving the reaction network integration performance is desir-
able in either of the cases described above, whether it is allow-
ing larger step-sizes in full hydrodynamical models or increas-
ing post-processing performance. Since full 1-D hydrodynamic
models are time-consuming to compute owing to their high spa-
cial resolution, we concentrate our efforts on post-processing
calculations using temperature-density profiles obtained sepa-
rately. This simplification allows us to perform a detailed inves-
1 Other techniques, such as parallelisation of hydrodynamic models
can be of benefit in improving model computation time (Martin et al.
2014).
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tigation of the sensitivity of the integration method to parameters
controlling accuracy and precision. Furthermore, it allows us to
investigate the performance of the integration method for com-
puting models of a wide range of astrophysical environments2.
Nuclear reaction networks are particularly difficult to in-
tegrate numerically because the ordinary differential equations
governing their evolution are “stiff”. A set of equations is con-
sidered stiff if the solution depends strongly on small variations
in some of the terms. Consequently, very small step-sizes are
required to ensure solution stability when explicit methods are
used3. For complex nuclear networks, these step-sizes can be-
come unacceptably small. Implicit methods are usually used to
alleviate these problems (Press et al. 2007). These difficulties
faced in the numerical integration of nuclear reaction networks
were identified and successfully conquered in the late 1960’s us-
ing a range of semi-implicit and implicit methods (Truran et al.
1967; Arnett & Truran 1969; Wagoner 1969; Woosley et al.
1973). While these methods allowed nuclear reaction network
evolution to be performed, the techniques involved are rather
primitive, and possible improvements have been largely ignored
for 40 years.
While most nucleosynthesis reaction network codes still em-
ploy the methods mentioned above, some groundbreaking work
has been done on investigating improved techniques. Timmes
(1999) investigated a large number of linear algebra packages
and semi-implicit time integration methods for solving nuclear
reaction networks. The findings of that investigation were im-
portant not only in improving network integration efficiency, but
also in characterising the accuracy of abundance yields. This
second advantage is a key point in constructing more robust
and flexible integration algorithms. One integration method that
Timmes (1999) did not investigate, however, was Gear’s back-
ward differentiation method (Gear 1971), which is a fully im-
plicit method that utilises past history of the system of ordinary
differential equations to predict future solutions, thus increasing
the integration time-step that can be accurately taken.
It is the purpose of this paper to investigate a num-
ber of methods for integrating nuclear reaction networks in
stellar codes. We will concentrate on 3 methods, namely
Wagoner’s two-step method (Wagoner 1969), Gear’s backward
differentiation method (Gear 1971), and the Bader-Deuflehard
method (Bader & Deuflhard 1983). Wagoner’s method will be
considered primarily because it is widely used in nuclear as-
trophysical codes, hence serving as a convenient baseline for
comparison. Gear’s method has been utilised previously in a
number of studies: in big bang nucleosynthesis (Orlov et al.
2000); explosive nucleosynthesis (Luminet & Pichon 1989);
26Al production Ward & Fowler (1980); and r-process calcula-
tions (Nadyozhin et al. 1998; Panov & Janka 2009), but it’s per-
formance for a range of nucleosynthesis applications has never
been fully investigated. Finally, the Bader-Deuflehard method
was suggested by Timmes (1999), which was found to dramat-
ically improve integration times for the profile considered in
that work. Indeed, this method has been successfully used in a
number of studies (e.g., Noe¨l et al. 2007; Starrfield et al. 2012;
Pakmor et al. 2012).
2 However, any performance increases found in this work may also
yield gains in computation time in full hydrodynamic models depending
on the details of the code in question. This will be discussed in detail in
a future paper.
3 For a recent and detailed discussion of improving the performance
and stability of explicit methods, the reader is referred to Guidry (2012).
Each of the integration methods will be introduced in Sec. 2,
for which we will highlight the important detail of step-size ad-
justment and error checking. The test suite of profiles and re-
action networks will be introduced in Sec. 3, and the results of
these tests presented in Sec. 4. Detailed discussion of the results
is given in Sec. 5, paying attention to numerical reasons for any
behavioural differences between the methods. Conclusions and
recommendations are made in Sec. 6.
2. Integration Methods
A large number of methods can be used for implicitly or semi-
implicitly solving stiff systems of ordinary differential equa-
tions (see, for example, Press et al. 2007). In this work, we
will concentrate on three of these possibilities: (i) Wagoner’s
two-step integration technique (basically, a second order Runge-
Kutta method), which is commonly known in numerical astro-
physics (Wagoner 1969). This method hinges on taking a large
number of computationally inexpensive time-steps to solve the
system of equations; (ii) the Bader-Deuflehard method, which is
a semi-implicit method that is based on taking computationally
expensive time-steps, but offset by only requiring few of them;
and (iii) Gear’s backward differentiation method, which uses
previous history of the system of equations to predict future be-
haviour, thus allowing larger steps to be taken while preserving
the fairly inexpensive individual steps exhibited by Wagoner’s
method. Note that this final method is only applicable in cases
where past history can be stored in this way.
For each of the integration methods discussed, the most com-
putationally expensive procedure for reaction network integra-
tion is solving the system of equations that describes the rate of
change of each nucleus as a function of every other nucleus. To
perform this task, Timmes (1999) recommended the linear al-
gebra package, MA28. Since that time, an updated version to the
package, MA48 (Duff & Reid 1996), has become available, which
we use in the current investigation. Computational efficiency dif-
ferences between the two are expected to be minor, with the main
advantages of the new package being ease-of-use.
2.1. Wagoner’s Method
What is often referred to as “Wagoner’s method” in nuclear as-
trophysics is outlined by Wagoner (1969). The method is a semi-
implicit, second-order Runge-Kutta method, and represents an
extension of the single-order method first used in Truran et al.
(1967) and Arnett & Truran (1969). Below, we present an out-
line of the method to clarify notation, allowing easier compari-
son with the other methods discussed below.
To construct the system of ordinary differential equations, we
first define a vector, yn, which represents the molar fraction of
all nuclei in the network at time tn, i.e., yn = [Y1,Y2, . . . ,Yi,max]n.
Here, the molar fraction of an isotope is defined as Yi = Xi/Ai,
where Xi is the mass fraction and Ai is the atomic mass of species
i. These abundances are advanced to time tn+1 with a time-step
of h by solving the equation:
yn+1 = yn +
1
2
h
[
dy
dt
(yn, tn) +
dy
dt
(y˜n+1, tn+1)
]
, (1)
where y˜n+1 are the intermediate abundances evaluated at the fu-
ture time, t + 1. The time derivatives of y are found by consid-
ering all reactions that produce and destroy each nucleus. These
can be split into three contributions: (i) decay processes involv-
ing single species, (ii) two-body reactions of the form A(a, b)B,
2
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and (iii) three body reactions such as the triple-alpha process.
Putting these together:
dYi
dt
=
∑
j
Niλ jY j +
∑
j,k
Ni
N j!Nk!
ρNA〈σv〉 j,kY jYk +
∑
j,k,l
Ni
N j!Nk!Nl!
ρ2N2A〈σv〉 j,k,lY jYkYl (2)
Here Ni is an absolute number denoting the number of the
species i that is produced in the reaction. Note that this can be
a negative number for destructive processes. The decay rate for
species i is given by λi, ρ denotes the density of the environ-
ment, NA is Avogadro’s number, and 〈σv〉i, j is the reaction rate
per particle pair for two-body reactions involving species i and
j. Three-body reaction rates follow the same notation see (see
Iliadis 2007, for a more detailed discussion).
Equation (1) is solved using a two-step procedure in which
the second part of the equation depends on the first part through
y˜n+1:
y˜n+1 = yn + h
dy
dt
(yn, tn) (3)
To ameliorate numerical instabilities arising from solving these
equations explicitly, these equations are solved implicitly. To
achieve this, a Jacobian matrix must first be constructed. If
f (yn, tn) ≡ dyn/dt, then the Jacobian matrix is J = ∂ f /∂y. Using
this, Eq. (3) can be re-written using an implicit scheme and rep-
resented in matrix form by
[I − hJ] y˜n+1 = yn, (4)
where I is the unity matrix. This equation is subsequently solved
to obtain the new abundances, y˜n+1 and Eq. (1) is solved by per-
forming this operation twice. Solving Eq. (4) represents the most
computationally expensive operation in each of the methods con-
sidered here. This large M × M matrix (where M is the number
of nuclei in the network) exhibits a characteristic sparse pattern.
While, in principle, every nucleus in the network can interact
with every other, processes involving light particles are far more
likely owing to their smaller Coulomb barrier. Large portions of
the matrix, therefore, are essentially negligible. Typical dimen-
sions of this matrix are, for example, ∼ 100 × 100 for novae,
or ∼ 600 × 600 for x-ray bursts. These Jacobian patterns are
discussed in considerable detail by Timmes (1999). The solu-
tion of these sparse systems is left to the well optimised MA48
routines from the HSL Mathematical Software Library (Duff &
Reid 1996) in the present work. Since the solution of these large
systems of equations is by far the most expensive operation in
integrating nuclear reaction networks, reducing the total number
of times this operation must be performed is the ultimate goal
when attempting to increase algorithm efficiency. However, we
must develop ways to ensure that safe step-sizes are used to ob-
tain accurate results.
Safe step-sizes in Wagoner’s method are usually computed
in an ad-hoc way based on the largest abundance changes in the
previous step. For example, the new step-size, h′, can be com-
puted using
h′ = Kh
[
yn+1
yn+1 − yn
]
min
, (5)
where K is varied by hand to ensure convergence of the final
abundances. It typically assumes values between 0.1 and 0.4 (for
the test suites in Sec. 3, a value of K = 0.25 is adopted). To
avoid small abundances dominating the step-size calculations,
a parameter, yt,min, is introduced. Only nuclei with abundances
greater than this value are used to calculate step-sizes, with oth-
ers being allowed to vary freely. Furthermore, a parameter can
be introduced to limit the maximum step-size, represented in our
implementation by the parameter Sscale, which controls the mini-
mum number of time-steps allowed. This parameter ensures that
any sudden changes in the profile are not passed unnoticed.
While Wagoner’s method is slightly more advanced than a
simple Euler method (see Timmes 1999), it still provides no
good means of determining step accuracy. In order to ensure
accurate integration, a combination of experience and conser-
vatism is required, in which abundance changes and the rate
of step-size increases are severely restricted. The only available
method of checking solution accuracy is by considering the con-
servation of mass in the system. Once the total mass deviates
outside a given tolerance (imposed by checking that
∑
Xi = 1),
integration is assumed to have failed, and a new calculation with
more restrictive integration parameters must be attempted.
2.2. Bader-Deuflehard Semi-implicit Method
The Bader-Deuflehard method (Bader & Deuflhard 1983;
Timmes 1999; Press et al. 2007) relies on the semi-implicit mid-
point rule:[
1 − h∂ f
∂y
]
· yn+1 =
[
1 − h∂ f
∂y
]
· yn−1 + 2h
[
f (yn) − ∂ f
∂y
· yn
]
(6)
where f (yn) is the time derivative of the isotopic abundance vec-
tor, yn, at time tn. Rather than solving this equation once per
time-step, the adopted strategy is to solve several steps at once.
Consequently, one large step of length H can be taken in m sub-
steps, each of length h. The method relies on the basic assump-
tion that the solution following a step H is a function of the
number of sub-steps, which can be probed by solving the equa-
tions for a range of trial values for m. Once this function has
been found, the solution can be extrapolated to an infinite num-
ber of sub-steps, thus yielding converged abundances. Bader &
Deuflhard (1983) developed the sequence of m values that pro-
vides best convergence, so the number of sub-steps is varied in
the range: m = 2, 6, 10, 14, 22, 34, 50. After each attempt, the
result is extrapolated to an infinite number of sub-steps until ac-
curate convergence (within some pre-defined tolerance) is ob-
tained. For a specific value of m, the solution after a large step H
is given by yn+1 = yn +
∑
m ∆m, the sub-steps to be taken are:
k = 0 ∆0 =
[
1 − h∂ f
∂y
]−1
· h f (y0) (7)
k = 1 . . .m − 1 ∆k = ∆k−1 + 2
[
1 − h∂ f
∂y
]−1
· h( f (yk) − ∆k−1) (8)
k = m ∆m =
[
1 − h∂ f
∂y
]−1
· h( f (ym) − ∆m−1) (9)
If no convergence is reached with m = 50, the step is re-
attempted with a smaller step-size, H. This takes into account
cases in which local environment changes occur within the step
(i.e., there is a sharp temperature change in the stellar environ-
ment). In these cases, the assumption that the extrapolated solu-
tion is a function of m is no longer valid, so smaller steps must
be attempted until convergence is obtained.
Obviously, this method requires that the system of equations
is solved a large number of times, and even for the best case sce-
nario, convergence is reached when m = 6. In the worst case,
3
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when m = 50, a total of 138 Lower Upper (LU) matrix decom-
positions must be performed to take a single step. This method,
therefore, relies on large steps to offset their computational cost
(see Timmes 1999).
Error estimation and step-size adjustment for the Bader-
Deuflehard method must also be considered. The error estimate,
k, at the current sub-step order k, is estimated directly by the
polynomial extrapolation truncation error (see chapter 3 in Press
et al. 2007). Consequently, if the desired accuracy is , the new
step-size, Hk, for this order can be estimated by
Hk = H
(

k
)1/2k+1
(10)
However, we must consider the work required to reach conver-
gence for different values of k. The number of function eval-
uations (expected to dominate the computational cost of the
method) required to compute a step is Ak+1. The work required
per unit time-step of order, k, is therefore
Wk =
Ak+1
Hk
H, (11)
where the current step-size H is used to normalise the calcula-
tion. The order used to estimate the next step-size is chosen by
identifying the value of k′ that minimises Wk. The new time-step
is then computed using this value for Hk′ in Eq. (10).
When performing the above calculations, it is customary to
scale the calculated errors for each nucleus by their abundance to
obtain relative errors, ¯i = i/Yi, to be used in Eq. (10). However,
we do not wish to weight nuclei with very small abundances
equally in these step-size calculations, so an additional parame-
ter, yscale, is introduced. For abundances below this value, rela-
tive errors are normalised to yscale such that:
¯i =
{
i/Yi if Yi > yscale
i/yscale if Yi ≤ yscale (12)
2.3. Gear’s Backward Differentiation Method
The backward differentiation method developed by Gear (1971)
hinges on using past behaviour of the system to predict the solu-
tion at future times. Following that prediction, Newton-Raphson
iteration is used to correct the solution until a predefined preci-
sion is reached. The advantage of this method is that it allows
an increase in possible step-size, while maintaining a limited
number of matrix LU-decompositions. For a good discussion of
the method, including the particular implementation of Gear’s
method adopted in the present paper, the reader is referred to
Byrne & Hindmarsh (1975). Here, we discuss the key character-
istics of the method.
Gear’s method hinges on updating and storing a qth or-
der vector of past behaviour known as the Nordsieck vec-
tor (Nordsieck 1961), zn, defined at each time tn as
zn =
yn, hy˙n, h2y¨n, . . . , hqy(q)nq!
 (13)
Here, yn is a vector of abundances at the current time, h is the
current step-size (i.e., h = tn+1 − tn), and y˙n, y¨n, . . . , y(q) are the
time derivatives of yn. To evolve the system from time tn to tn+1,
the calculation can be divided into two steps: (i) the predictor
step, and (ii) the corrector step.
For the predictor step, the Nordsieck vector is used to predict
the future state of the system:
z(0)n+1 = znA(q) (14)
where A(q) is a (q + 1) × (q + 1) matrix defined by
Ai j(q) =

0 if i < j(
i
j
)
= i!/ j!(i − j)! if i ≥ j (15)
Following this, the corrector step is taken. By defining a cor-
rection vector, en, as that required to adjust the predicted y
(0)
n+1
abundances to the final solution yn+1, the corrected Nordsieck
vector can be corrected using:
zn+1 = z
(0)
n+1 + en+1`. (16)
` is computed using
q∑
j=0
` jx j =
q∏
i=1
(1 + x/ξi), (17)
where
x = (t − tn+1)/h (18)
ξi = (tn+1 − tn+1−i)/h. (19)
In practice, these values are computed through a straightforward
iterative procedure (Byrne & Hindmarsh 1975).
The correction vector is calculated using Newton-Raphson
iteration. The procedure is to find the iterative correction, ∆m,
necessary to adjust each corrector step m until convergence
reaches some predefined value. Therefore, we must solve:[
I − h
l1
J
]
∆(m) = −(y(m)n+1 − y(0)n+1) −
h
l1
( f (y(m)n+1) − y˙(0)n+1) (20)
y(m+1)n+1 = y
(m)
n+1 + ∆
(m) (21)
Here, f (y(m)n+1) is the first time derivative of y
(m)
n+1, and must be
re-calculated at each corrector iteration. J is the Jacobian ma-
trix, J = ∂y/∂t, evaluated using the predicted values calculated
in Eq. (14). In principle, this matrix should be updated for each
corrector iteration step, but provided that the prediction is suit-
ably close to the true solution, updating J only once per time-step
is necessary. Typically, after only a few Newton-Raphson itera-
tions, solution convergence is achieved and Eq. (16) is used to
correct the Nordsieck vector.
While the method discussed so far can be used to solve
numerical problems, automatic step-size control cannot be
achieved without some estimation of the step error. Following
successful convergence, the error can be estimated using the
Taylor series truncation error:
En+1(q) =
1
l1
1 + q∏
i=2
(
tn+1 − tn+1−i
tn−1 − tn+1−i
)−1 en+1. (22)
Equation (22) can now be used to estimate the step-size to be
used in the following step. If  is defined as the error tolerance
per step, then the new step-size is calculated in an analogous way
to Eq. (10) by
h′ = h
(

max(En+1(q))
)1/q+1
. (23)
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This is usually limited in practice by multiplying a conserva-
tive factor of 0.25 and by preventing large changes in the step-
size (Byrne & Hindmarsh 1975). In the same way as discussed
for the Bader-Deuflehard method, relative errors are calculated
by scaling the errors by their corresponding abundances for those
larger than a pre-defined value yscale, as in Eq. (12).
Beyond step-size estimation, the order of the method, q, can
also be altered to automatically select the most efficient method.
Here, we follow the recommendation of Byrne & Hindmarsh
(1975) and allow only order changes of q±1. Every so often (i.e.,
after at least q steps at the current order), trial error estimates are
calculated for increasing and decreasing order:
En+1(q − 1) = −
[
ξ1ξ2 . . . ξq−1
`1(q − 1)
]
hqy(q)n+1
q!
(24)
En+1(q + 1) =
−ξq+1(en+1 − Qn+1en)
(q + 2)`1(q + 1)
[
1 +
∏q
2
tn+1−tn+1−i
tn−tn+1−i
] (25)
where
Qn+1 =
Cn+1
Cn
(
hn+1
hn
)q+1
(26)
Cn+1 =
ξ1ξ2 . . . ξq
(q + 1)!
1 + q∏
2
tn+1 − tn+1−i
tn − tn+1−i
 (27)
By using these expressions, trial step-sizes are found from
Eq. (23). The largest step-size is then chosen and the order al-
tered accordingly if necessary. One final calculation is necessary
before the next time-step can be taken, and that is to scale the
Nordsieck vector with the new step-size and order. Order scal-
ing is first applied. If the order is to increase or remain constant,
the Nordsieck vector requires no scaling. However, for reducing
order, a factor ∆i must be subtracted from each column in zn+1,i,
where
∆i = dizn+1,q (28)
di = x2i
q−2∏
j
(xi − ξ j) (29)
Regardless of the order change, the Nordsieck vector must
finally be scaled to the new step-size with η = h′/h:
z′n+1 = zn+1diag(1, η, η
2, . . . , ηq) (30)
Finally, once all of these steps have been completed, the code
returns to Eq. (14) and the next step is computed. This method
automatically takes care of starting steps, by using q = 1 until
enough history has been built up to utilise higher orders. It is
fully automatic and although complicated, reduces the need for
expensive Newton-Raphson iteration by making beneficial use
of past behaviour of the system.
3. Input physics and test cases
To investigate the efficiency of each of the methods described
in Sec. 2, a test suite of reaction networks and post-processing
profiles is used. The purpose of these different cases is to inves-
tigate the performance of the integration schemes in a variety
of nucleosynthesis post-processing situations. Different environ-
ments exhibiting different properties such as rapid changes of
temperature or number of reactions involved are useful in high-
lighting the advantages and disadvantages of the methods de-
scribed above.
3.1. Temperature and density profiles
Two flat profiles are used to explore the behaviour of the inte-
gration methods discussed here when no step-size limits related
to profile behaviour are necessary. The first, referred to here as
the “Flat” profile, is the same profile used by Timmes (1999),
i.e., T = 3 × 109 K and ρ = 2 × 108 g/cm3 for 1 s. The second
profile “Flat2” is a less extreme profile that is more applicable to
novae, AGB stars, etc. In this case, the temperature and density
are T = 3 × 108 K and ρ = 2 × 105 g/cm3 for 100 s.
The merger profile is extracted from Smoothed Particle
Hydrodynamic (SPH) simulations (see, for example, Lore´n-
Aguilar et al. 2010) of white dwarf mergers and is shown in
Fig. 1. For this particular model, the profile corresponds to a
particular tracer particle in the merging of a 0.4M helium white
dwarf with a 0.8M carbon-oxygen white dwarf. For this pro-
file, the tracer particle was identified to exhibit significant nu-
clear reaction activity, and is therefore ideally suited for the
present study. More details of this particular case can be found
in Longland et al. (2011). The profile follows a characteristic
shape. Initially, as material leaves the Roche lobe of the sec-
ondary white dwarf, the density and temperature drop. The ma-
terial reaches and impacts the primary white dwarf’s surface (af-
ter about 14 s), undergoes rapid heating to T ≈ 1.5 × 109 K
in just a few seconds, and undergoes subsequent cooling on a
timescale of around 10 seconds. The remainder of the profile is
relatively cool, in which no nuclear processing occurs. This pro-
file represents a post-processing situation in which the allowed
time-step in nucleosynthesis integration is limited by the profile
shape at early times, and not necessarily by theoretically allowed
step-sizes computed by the integration method.
To investigate the behaviour of the integration methods in
nova nucleosynthesis, we use the temperature and density versus
time profile of the innermost envelope shell, computed with the
multi-zone 1-D hydrodynamic code “SHIVA” (Jose´ et al. 1999).
This model comprises of a 1.25 M ONe white dwarf accreting
matter with solar metalicity at a rate of M˙acc = 2×10−10 M yr−1.
The profile, displayed in Fig. 2, was also used in the sensitivity
study performed by Iliadis et al. (2002). As material is accreted
from the companion star onto the white dwarf, density gradu-
ally increases on a long timescale (∼ 1012 s) until conditions are
reached in which explosive ignition of the material can occur. At
that point, nuclear burning under degenerate conditions causes a
rapid increase in temperature until degeneracy is lifted and the
material subsequently expands and cools to settle at the end of
the profile. This outburst stage occurs on a very short timescale
(∼ 1000 s) compared to the quiescent accretion phase of the pro-
file. It is therefore essential to utilise an integration method that
is capable of adaptive step-size control over a very large range
of time-scales. Furthermore, the method must be capable of de-
tecting loss of accuracy coming from sudden changes in nucle-
osynthesis, as we discuss in more detail later.
Similarly, for X-ray burst nucleosynthesis, a temperature and
density versus time profile is used from the innermost shell com-
puted by the 1-D SHIVA hydrodynamic code (Jose´ et al. 2010)
and shown in Fig. 3. The burst is driven by accretion of solar
metalicity material onto the surface of a 1.4 M neutron star at a
rate of M˙acc = 1.75 × 10−9 M yr−1. Similarly to the nova model
discussed previously, for most of the profile, material undergoes
compression and heating until conditions are reached at which
nuclear burning begins after ∼ 104 s. At this time, rapid heating
and subsequent cooling of the material occurs in a 10 s window,
followed by a quiescent settling period for a further ∼ 104 s.
5
R. Longland et al.: Performance Improvements for Nuclear Reaction Network Integration
T (GK)
0 0.5 1 1.5
0
100
200
300
ρ  
(1
03
g/
cm
3 )
Colour Scale (s)
-14.645
-11.707
 -8.769
 -5.831
 -2.894
  0.053
  2.991
  5.928
  8.866
 11.813
Fig. 1. (Colour online) Merger profile. Shown is the density plot-
ted against the temperature with time represented by colour, with
red for early times; yellow for late times. Time is labelled with
respect to peak temperature, at which time, t = 0 s. Most of
the nucleosynthesis is expected to occur, in this particular case,
close to the start of the profile and within a 30 s window.
This dramatic range of time-scales and conditions serves as a
challenge to the network integration methods considered here.
Finally, in order to characterise the integration methods for
a range of scenarios, an s-process profile (shown in Fig. 4) is
used. The profile is extracted from the 1-D hydrostatic core he-
lium burning models of The et al. (2000), which follow the evo-
lution of a 25 M star until helium is exhausted in the core. The
profile is smoother than those of the nova and X-ray burst pro-
files and thus will probe a different numerical nucleosynthesis
regime. The conditions over much of the profile are sufficient
for helium burning to occur, but the s-process only becomes ac-
tive at the end of the profile when the 22Ne+α neutron source is
activated. This final profile provides a good test of situations for
which there is continuous processing of material that changes in
nature over time as opposed to the brief bursts of activity that are
characterised by the nova, merger, and X-ray burst models.
3.2. The networks
Reaction rates in the present work are adopted from the starlib
reaction rate library (summarised in Sallaska et al. 2013) for
each network considered here. Each reaction rate is tabulated
on a grid of temperatures between T = 10 MK and T = 10 GK.
Cubic spline interpolation is used to compute the rate between
temperature grid points. Since small nuclear networks do not
present much of a challenge for modern computers, we only con-
sider more detailed reaction networks here.
A large, 980 nucleus network (dubbed the “980” network in
the following analysis) suitable for massive star nucleosynthesis
is considered for both flat profiles discussed in Sec 3.1. This net-
work is based on the network presented by Woosley & Weaver
(1995), but extended to barium. The network contains 9841 re-
actions linking nuclei from hydrogen to barium (Z = 56) with
a 100% 4He initial composition. This represents a computation-
ally more intensive network, requiring LU-decomposition of a
980 × 980 Jacobian matrix at every time-step.
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Fig. 2. (Colour online) Same as Fig. 1, but for the nova profile.
This highlights the fact that the profile is relatively flat for most
of the evolutionary history, with most of the nucleosynthesis oc-
curring in a few thousand second window.
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Fig. 3. (Colour online) Same as Fig. 1 but for the X-ray burst
profile.
The profile used to follow nucleosynthesis in merging white
dwarfs is labelled the “Merger” network. This network is de-
signed to allow for detailed nucleosynthesis studies from hydro-
gen to germanium (Z = 32), with a total of 328 isotopes and
3494 reactions. The initial mass fractions used in this particu-
lar network of 1H, 4He, and 3He are 0.5, 0.5, and 1 × 10−5, re-
spectively. These initial abundances correspond to helium white
dwarf buffer regions that are necessary to explain abundances
in some hydrogen-poor stars (see Longland et al. 2011; Jeffery
et al. 2011, and references therein).
The “Nova” network is based on that used by Iliadis et al.
(2002) with initial abundances adopted from the JCH2 model in
their Tab. 2. The network comprises of nuclei from hydrogen to
calcium (145 isotopes) and 1274 reactions that allow for all com-
mon processes and their reverse reactions. Similarly, the “X-ray
Burst” network is adopted from Parikh et al. (2008). It contains
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Fig. 4. (Colour online) Same as Fig. 1 but for the s-Process pro-
file. The times are scaled to the time at which helium is ex-
hausted in the core. Once again, we see evolution approach the
more complex nucleosynthesis region only for a relatively brief
period at the end of the profile.
813 nuclei up to xenon, linked by 8484 reactions. Initial abun-
dances are defined for 89 of these nuclei similarly to those in
Parikh et al. (2009). Both of these networks are modified only
in that they include updated reaction rates from the starlib
database.
Finally, the “s-Process” network is designed for studying the
weak s-process in massive stars. A total of 341 nuclei are used
from hydrogen to molybdenum, linked by 3394 reactions. The
initial abundances are adopted from The et al. (2000), and cor-
respond to the expected abundances prior to helium burning in a
25M star.
4. Results
4.1. Integration times
To fully characterise the integration methods for the profiles and
networks outlined in Sec. 3, the variables impacting integra-
tion accuracy constraints discussed in Sec. 2 are varied. Gear’s
Method and the Bader-Deuflehard method both use similar vari-
ables for controlling integration accuracy: yscale and . The first
of these controls the normalisation of abundances when calcu-
lating integration errors through Eqs. (10) and (23). Relative er-
rors are used to improve the accuracy of the integration routines
for lower abundances. These are obtained by scaling truncation
errors by the abundance for each isotope. The minimum abun-
dance that this procedure is applied to is the integration variable
yscale through Eq. (12). Scaling the abundances in this way re-
sults in a gradual decline in weight as abundances drop below
this value, resulting in more stable integration performance.
No analog of these variables exists for Wagoner’s method in
its present form. Historically, the accuracy of any one integration
result is identified in an ad-hoc method that involves changing
integration variables until the abundances of interest converge
to stable values. Nevertheless, there are two variables, yt,min and
S scale, that are generally good indicators of the integration accu-
racy. yt,min controls the abundance below which no error check-
ing is performed. Note that this is different from the yscale above,
which still allows the method to use low abundance isotopes, but
with less weight. In this case, yt,min represents a sharp cut-off.
S scale is a simple parameter that limits the maximum allowable
step-size (i.e., larger values correspond to smaller time steps).
This variable cannot be easily compared across usage situations,
but within a single application, it can be used for characterising
the method and guaranteeing that no sudden profile changes are
missed by the integration method.
All tests were computed on a desktop PC with an 8-core
Intel Core i7 2.67 GHz CPU. Only one core was utilised for
all tests, ensuring that additional processes were kept to a min-
imum. However, all computation times presented here are nor-
malised to the Wagoner’s method calculations with Sscale= 1000
and yt,min= 10−12 to remove most architecture specific computa-
tion dependence. Figures 6 to 11 show the total integration time
required to compute nucleosynthesis for each of the test cases
presented here as integration parameters are varied. In our in-
tegration method runs, we impose a 100 000 step limit on each
test. This is to ensure that the tests are completed in a reason-
able amount of time. When a method exceeds this limit, the ap-
proximate integration time can be inferred by extrapolating the
curves.
4.2. Results convergence
Comparing integration accuracy input parameters between
methods is challenging. Using the same parameters for two dif-
ferent methods can, particularly for less constrained cases, lead
to different accuracy in final results4. To account for this, we
have performed additional tests as follows. Initially, a species in
the network is chosen at the desired final abundance. For the fol-
lowing example, we consider the final abundance of 19F in the
Nova test case, whose final abundance should be 3.5×10−8. The
convergence behaviour of each method was then investigated ac-
cording to the integration parameters outlined in Tab. 1. Results
of the convergence tests are shown in Fig. 5 for the ’Nova’ pro-
file and network.
It is clear from Fig. 5 that accurate results at the X ∼ 10−8
level are not obtained for all integration parameters (many runs
for the Wagoner method achieve results far outside the plot-
ted region). For example, the ‘W04’ run, corresponding to a
Wagoner’s method run with Sscale= 10 and yt,min= 10−12 (see
Tab. 1 for label interpretation) did not obtain an accurate result,
with an error of about 30%. This procedure was repeated with
varying precision requirements from X = 10−4 to X = 10−12 for
all test cases considered here. For example, although test B14 ex-
hibits converged results for this test case, it was not consistently
accurate in others. By combining the results for all test cases, we
obtained robust choices of representative integration parameters,
which we consider to be ‘safe’ for the purposes of this work. The
representative integration parameters found are (i) Sscale= 1000,
yt,min= 10−12 for Wagoner’s method; (ii) = 10−3, yscale= 10−10
for Gear’s method; and (iii) = 10−5, yscale= 10−15 for the Bader-
Deuflehard method.
4.3. Bottleneck identification
It can also be illustrative to consider the fraction of time required
by the most computationally intensive components of the calcu-
4 For the purpose of the tests performed here, we evaluate accuracy
of results by comparing them with the most constrained calculations.
Those have been carefully evaluated to ensure that convergence to stable
results has been achieved for every isotope included in the network.
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Table 1. Integration parameter reference table.
Wagoner Gear Bader-Deuflehard
Index Sscale yt,min  yscale  yscale
0 10 10−3 10−1 10−3 10−1 10−3
1 100 10−6 10−3 10−6 10−3 10−6
2 1000 10−8 10−5 10−8 10−5 10−8
3 10000 10−10 10−6 10−10 10−6 10−10
4 10−12 10−12 10−12
5 10−15 10−15 10−15
6 10−18 10−18 10−18
Notes. Usage example: point ‘B24’ in Fig. 5 corresponds to a Bader-
Deuflehard method run with integration parameters of = 10−5 and
yscale= 10−12.
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Fig. 5. Example of convergence tests for the ’Nova’ test case.
See Tab. 1 for label interpretation. For example, point ‘G12’ in
the middle panel corresponds to a Gear’s method run with inte-
gration parameters of = 10−3 and yscale= 10−8.
lations: (i) computation of the Jacobian matrix, which includes
interpolating reaction rate tables; (ii) overhead required by the
integration method; and (iii) linear algebra solution, which is
dominated by matrix LU-decomposition as discussed in Sec. 2.
The fraction of computation time used by each of these com-
ponents was computed for representative integration variables
for each method. The time-fractions required by each of these
computation components are presented in Tab. 2. These were
computed using the set of standard integration parameters found
to provide comparable accuracy between methods. All absolute
times have been normalised to the Wagoner’s method runs.
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Fig. 6. (Colour online) Run-times computed for case 1 - Flat and
normalised to the Wagoner’s method calculation with S scale =
1000 and yt,min = 10−12 (see text). Points indicated with a
cross represent calculations that completed successfully with
abundances that meet the accuracy criteria outlined in the text.
Missing data points represent runs that did not successfully run,
either arising from convergence problems within the code or
from exceeding the maximum number of time-steps allowed.
The labels W, B, and G represent run-times for Wagoners, the
Bader-Deuflehard, and Gears methods, respectively.
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Fig. 7. (Colour online) Same as Fig. 6 but for case 2 - the ‘Flat2’
profile. Additionally, a closed circle symbol is used to repre-
sent runs that completed successfully but with results that do not
meet the accuracy criteria outlined in the text. For example, the
Wagoner’s method run for S scale = 10 and Yt,min = 10−1 reports
successful completion, but computes an abundance for 4He that
exceeds the correct result by a factor of roughly 10.
5. Discussion
5.1. Case 1: Flat
This computationally challenging flat profile represents hydro-
static helium burning in which helium is consumed to produce
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Table 2. Relative computation times.
Wagoner’s Method Bader-Deuflehard Method Gear’s Method
Percentage Percentage Percentage
Case Relative Time (i) (ii) (iii) Relative Time (i) (ii) (iii) Relative Time (i) (ii) (iii)
1) Flat 1 20 6 74 0.034 1 4 95 0.13 11 6 82
2) Flat2 1 19 15 66 0.11 2 44 54 0.083 5 59 36
3) Merger 1 31 10 59 0.30 39 1 60 0.37 23 9 68
4) Nova 1 42 18 40 9.7 36 2 62 0.80 28 16 56
5) XRB 1 24 7 69 1.1 38 1 61 0.18 19 8 73
6) S-process 1 36 16 48 2.5 38 2 60 0.58 21 13 66
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Fig. 8. (Colour online) Same as Fig. 6 but for case 3 - the
‘Merger’ profile.
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Fig. 9. (Colour online) Same as Fig. 6 but for case 4 - the ‘Nova’
profile.
ashes largely consisting of 52Fe. As shown in Fig. 6, Wagoner’s
method of integration requires a significant amount of fine tun-
ing in order to successfully complete the evolution of the net-
work for this profile. For large values of yt,min, the production
of intermediate isotopes is not sufficiently accounted for in or-
der to successfully complete the evolution. Convergence prob-
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Fig. 10. (Colour online) Same as Fig. 6 but for case 5 - the ‘X-ray
Burst’ profile.
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Fig. 11. (Colour online) Same as Fig. 6 but for case 6 - the
‘SProcess’ profile.
lems at later times are a consequence of this loss of accuracy,
causing unrecoverable errors and premature exit from the code.
Conversely, for small values of yt,min, convergence problems also
arise. In this case, simplifications required in the semi-implicit
method become invalid for nuclei with small abundances in the
presence of rapidly changing nucleosynthesis flows. To achieve
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reasonable values of precision for this profile, integration param-
eters of Sscale= 1000 and yt,min= 10−8 are needed5. Using these
parameters, full integration is completed successfully in 2500 s,
with solution of equations being responsible for approximately
74% of that computation time. Recalculation of the Jacobian ma-
trix in this case requires 20% of the computation time owing to
the large number of steps required (over 70 000).
The Bader-Deuflehard method performs remarkably well for
this flat profile (see also Timmes 1999). In very few time-steps,
the method accurately completes integration over the profile.
Furthermore, very small yscale and  values can be safely used,
resulting in rapid completion of the nucleosynthesis integra-
tion. This test highlights the power of the Bader-Deuflehard
method when the profile is smoothly varying and the extrap-
olation method discussed in Sec. 2.2 can be used without ad-
ditional step-size limitations. In comparison with Wagoner’s
method above, we see in Tab. 2 that for our chosen set of in-
tegration parameters, the Bader-Deuflehard method successfully
completes integration of the profile rapidly (just 85 seconds and
129 steps, just 3% of the time required by Wagoner’s method).
This small number of integration steps explains why building
the Jacobian matrix accounts for only 1% of the total computa-
tion time. The method overhead time, however, is relatively high
from computing errors and step-size estimates. Note that even
for extreme values for desired precision and accuracy, success-
ful integration can be reached in a reasonable amount of time.
The Gear’s method for this profile performs remarkably well
at large values of yscale and , completing evolution within 100
seconds. However, as these parameters increase, the time re-
quired for successful integration increases dramatically. At very
small values of yscale and , evolution is not completed within
the 100 000 step limit imposed in this work and computation is
halted. For integration parameter values of yscale= 1 × 10−10 and
= 1 × 10−3, the integration is completed in just over 326 sec-
onds for this test case: roughly a factor of three slower than the
Bader-Deuflehard method discussed above. Table 2 shows that,
for these integration parameters, solution of the linear system of
equations requires the most time (82% CPU time), with method
overhead requiring about 6% of the computational time. The in-
creased method overhead compared to Wagoner’s method is off-
set by the total time required for integration, just 326 s and 5000
steps.
5.2. Case 2: Flat2
In many nucleosynthesis situations, less extreme conditions are
reached than those considered in the first flat profile. The com-
putation times required by all three methods are shown in Fig. 7.
Wagoner’s method performs considerably more stably for this
profile than for the more extreme flat profile case. Here, the ex-
ecution time depends weakly on yt,min, and rather depends quite
strongly on Sscale, which effectively forces the code to take more
steps than is necessary for this profile. Wagoner’s method seems
to be sufficient for successful integration in this case. Using the
standard choice of integration variables discussed above, compu-
tation time for this profile is just 64 s with solution of the linear
system of equations requiring 66% of that time.
The Bader-Deuflehard method for this profile also performs
well, with most choices of integration parameters resulting in
5 Note that the integration variables used to compare computation
times for each of the other cases discussed here could not be used for
this profile because they caused the computation to exceed our 100 000
step limit.
completion times under 7 s. However, for the most extreme
choices of yscale= 10−18 and = 10−6, a considerable increase
is shown in Fig. 7 that corresponds to a comparatively large
number of time-steps (∼ 100 steps) needed by the accuracy con-
straints. This rapid increase highlights the poor performance of
this method under scenarios requiring large numbers of time-
steps. For more reasonable integration parameters, however,
Tab. 2 shows that this method performs very well, requiring un-
der one tenth of that needed by Wagoner’s method to complete
integration over this profile.
Gear’s method also performs very well for this profile, with
moderate dependence of execution time on both yscale and .
Even for the most restrictive case using yscale= 10−16 and =
10−6, successful completion is still achieved in just 17 seconds.
For the more reasonable parameters discussed before, the profile
is successfully completed in 5 seconds. In this case, the method
overhead (i.e., computing errors and estimating step-sizes) ac-
counts for a large fraction of this time at 59%.
5.3. Case 3: Merger
For the merger profile and network test case, results are pre-
sented in Fig. 8. It is immediately obvious that Wagoner’s
method does not provide reliable results for the smallest values
of Sscale= 10 chosen in this study, even when integration over the
profile is completed without error. A good example of this effect
is shown in Fig. 12, where Wagoner’s method using small values
of Sscale successfully steps past sudden profile changes, yielding
inaccurate nucleosynthesis compared to our converged results
obtained using a set of carefully chosen parameters. These are
obtained by first picking restrictive integration parameters, and
then varying those parameters to ensure that final abundances do
not vary significantly. The smooth behaviour of the converged
results in Fig. 12 also indicates that convergence is reached in
this case. This failure to detect sudden changes in the profile
stems from the lack of true error checking in this method. In
this example, a large step is taken from 13.7 s to 14.5 s using an
intermediate point at 14.1 s, where the temperature has not yet
changed, thus leading to unchanged abundances. It is not until
the following step, therefore, that high nuclear interaction activ-
ity is found. At that point, no good mechanism is implemented
for automatically reversing the evolution by multiple time-steps
to re-attempt integration over rapidly varying profiles. For our
set of safe parameters discussed previously, however, Wagoner’s
method does reach accurate abundance values in 115 s and about
27 000 steps. Two thirds of the computation time is used for solv-
ing the linear system of equations, with the other third used for
rate calculation and method overhead.
The Bader-Deuflehard method exhibits interesting properties
for this merger profile. It is immediately apparent that longer
computation times are required to accurately integrate the net-
work over this profile. This problem arises from the shape of
the profile (Fig. 1). The dynamic, rapidly changing nature of
the merger profile means that the infinite sub-step result of the
Bader-Deuflehard method does not satisfactorily reach conver-
gence for large time-steps. The shape of the profile changes
so quickly that small steps must be taken to achieve conver-
gence, thus erasing the benefit of the method. For our safe inte-
gration parameter choices, for example, 790 steps are required.
While this represents half the number of steps required by Gear’s
method for this profile, and only a small fraction of the number
of steps required by Wagoner’s method, the expense of each step
causes total integration time to be 335 s, almost 8 times that re-
quired by Gear’s method and over twice the time required by
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Fig. 12. (Colour online) Example of the importance in step error
checking to reaction network integration. For Wagoner’s method
(red dashed line), the algorithm can step past profile changes and
therefore incorrectly compute nucleosynthesis activity while re-
taining good conservation of mass (the main tool available for
estimating accuracy). Gear’s method (green dot-dashed line), on
the other hand, can detect these changes by calculating the trun-
cation error of each step, and return for smaller steps in the
case where convergence fails. The black, solid line represents
a Wagoner’s method calculation using conservative integration
parameters found to produce converged nucleosynthesis results.
Wagoner’s method. Table 2 shows that most of this computation
time is used to calculate rates (∼ 40%) and solve the systems of
equations (∼ 60%).
Gear’s method successfully completes evolution with final
abundances in agreement with the converged abundances for
all cases except the most extreme yscale and  values. Those
cases failed because the step count exceeded the 100 000 step
limit imposed in this study. The method’s behaviour follows a
predictable pattern with more precise evolution requiring more
time. Integration parameter values of yscale= 1 × 10−10 and
= 1 × 10−3 yielded an integration time of 42 s in about 2800
steps, representing a speed-up factor of approximately 3 over
Wagoner’s method for similar result accuracy. For this case, the
method overhead is larger, but the reward in total computation
time is clear.
5.4. Case 4: Nova
Consider the Wagoner’s method run-times in Fig. 9. Some
immediate observations can be made. Small values of Sscale
(Sscale= 10, 100) cause nucleosynthesis completion apparently
successfully, but as the small data points indicate, the abun-
dances obtained from these runs disagree with converged values.
Furthermore, it is difficult to predict which combinations of pa-
rameters will complete the evolution successfully. For example,
the combination of Sscale = 1000 and yt,min = 10−8 reaches accu-
rate abundances, but when yt,min = 10−10, incorrect abundances
are obtained. Only three of the 7 runs with Sscale = 104 reached
accurate abundances. The method accuracy can be tweaked us-
ing other integration parameters, but this example highlights
some of the pitfalls of using network integration methods that
do not include reliable error estimates. For our choice of safe
integration parameters, however, reasonably accurate results for
abundances X > 10−8 are obtained in just 3 s.
As was the case with the merger profile, the rapidly chang-
ing nova profile limits the step-size available to the Bader-
Deuflehard method. These limited step-sizes result in very long
computation times when using the Bader-Deuflehard method for
nova profiles. None of the integration parameter sets considered
here exceeded the 100 000 step limit imposed in our study. For
our safe choice of parameters, successful profile integration was
achieved in 34 s and 1200 steps. In this case, rate computation
was a computationally expensive part of the calculation, requir-
ing 36% of the time and indicating that many sub-steps were
required to reach convergence.
Gear’s method follows a much more predictable pattern than
Wagoner’s method for this profile. It is immediately obvious that
most computations complete the evolution successfully with val-
ues that agree with the converged values. Furthermore, the error
checking routines in Gear’s method ensure that the code rarely
exits successfully with inaccurate results outside the range dic-
tated by our input parameters. This is the immediate benefit of
using reliable truncation error estimates to constrain the method.
The computation time required for these profiles is similar to
Wagoner’s method, with run-time for our chosen set of integra-
tion parameters taking just 2.8 s. Roughly half of this time is
used for solving the systems of equations while rate calculation
and method overhead account for 28% and 16%, respectively.
The total number of LU-decompositions for this method is sim-
ilar to that of Wagoner’s method resulting in an integration time
improvement of only 20%, but it is clear that the benefit in this
case come in the form of reliability.
5.5. Case 5: X-ray burst
The X-ray burst profile shape is qualitatively similar to that of
the nova profile and thus, one would expect similar behaviour of
the methods. However, the scope of nuclear activity during the
profile dramatically changes the behaviour of Wagoner’s method
with respect to the integration parameters shown in Fig. 10. For
the largest values of yt,min, Wagoner’s method does not success-
fully complete integration of the network regardless of the Sscale
value. In this case, the underlying reason is the same as that
for the high temperature flat profile (see Fig. 6 and Sec. 5.1).
That is, for large yt,min values, nucleosynthesis of less abundant
species are not computed with enough accuracy. Consequently,
once they do become abundant, the loss of accuracy at early
times is propagated forward and mass conservation is broken in
the system in an unrecoverable way. However, for more typical
values of yt,min, the method is quite robust. Run-times follow a
predictable pattern in which smaller values of yt,min require more
time for integration. Interestingly, Sscale values of 100 and 1000
result in almost identical run-times. The reason for this is that
for these cases, the actual time-steps taken for the two values are
smaller than the maximum allowed by Sscale. This is expected be-
haviour for this integration method, although it is not easily pre-
dictable for a particular profile. For our choices of Sscale= 1000
and yt,min= 10−12, network integration is completed in 1300 s
and 45 000 steps, highlighting the challenging nature of comput-
ing nucleosynthesis in X-ray bursts. Most of this time (69%) is
required for solving the systems of equations, with rate calcula-
tions at each step taken 24% of the computation time.
The Bader-Deuflehard method behaves similarly for X-ray
burst nucleosynthesis as for novae. For large  values, conver-
gence is achieved, but the time required is similar to that of
Wagoner’s method. These run-times are explained similarly as
for nova and merger profiles. The allowed time-step becomes
limited by the profile rather than by the method itself. For small
time-steps, the advantages of the method are outweighed by the
large number of LU-decompositions necessary.
11
R. Longland et al.: Performance Improvements for Nuclear Reaction Network Integration
In direct contrast with the Bader-Deuflehard method, Gear’s
method run times are remarkably fast for the X-ray burst model.
Once again, the behaviour of run time as a function of the inte-
gration parameters follows a predictable pattern, but with small
 and yt,min combinations not fully completing integration within
our maximum step limit. As Tab. 2 shows, integration over this
profile takes about 240 s (∼ 6100 steps) with reasonable param-
eters: over 5 times faster than Wagoner’s method and the Bader-
Deuflehard method. With this choice of parameters, we find that
the integration accuracy achieved is good down to the X = 10−12
level. The same pattern is found as before in which the method
overhead is larger than it is for the other methods investigated in
this work, but is offset by the robust and efficient performance
overall.
5.6. Case 5: s-Process
Finally, the s-process profile shown in Fig. 4 is considered, with
integration times presented in Fig. 11. Wagoner’s method, once
again, unsuccessfully complete nucleosynthesis integration over
this profile for large values of yt,min. While in this case there
are no sharp profile changes, there is a sudden nucleosynthesis
activity change when the 22Ne+α reactions become active to-
wards the end of the profile. Unless the evolution of nuclei is
carefully accounted for at low abundance levels, they are not
guaranteed to fulfil mass conservation requirements once they
reach appreciable levels. However, for most higher values of
yt,min, Wagoner’s method performs rather well for this s-process
nucleosynthesis profile. For our selection of safe integration pa-
rameters discussed before, for example, the profile is integrated
over in 36 s and 5500 steps. Rate calculation times become im-
portant for these small computation times, totalling 36% of the
total computation time.
The Bader-Deuflehard method varies in performance for this
test case. While, for large values of yscaleand , integration times
are on par with those from Wagoner’s method, for the small-
est values it can perform rather poorly. In this case, it is the
nature of the nucleosynthesis itself that limits the optimal step-
sizes required to achieve convergence in the routine. For values
of  = 10−6, the Bader-Deuflehard method requires up to a factor
of 10 times more computational time than Wagoner’s methods to
complete nucleosynthesis integration. For our representative set
of integration parameters, this method is about 2.5 times slower
than Wagoner’s method.
Gear’s method in this case follows much the same behaviour
as for other cases. Once again, the most extreme cases of small
yscale and  require many small time-steps that exceed the limits
adopted in this work. For more reasonable values, however, com-
putation times are comparable with Wagoner’s method, although
a larger fraction of this time is required for solving the linear
systems of equations. For our representative integration param-
eters, the Gear’s method requires 20 s in 1800 steps, highlight-
ing the relative cost of each step in the method in comparison
to Wagoner’s method, although still performing the integration
twice as fast.
6. Conclusions
Integration of nuclear reaction networks has not received much
modernisation since the first stellar modelling codes were de-
veloped over 4 decades ago. Now that computational power is
becoming more available, it is possible to compute models in a
relatively short period of time, thus opening avenues for detailed
studies of the effects of varying model parameters. It is worth
re-visiting the question of integration method efficiency to im-
plement faster, more reliable nucleosynthesis solvers.
In this work, we tested the performance of two integration
methods: the Bader-Deuflehard method and Gear’s backward
differentiation method in comparison to the traditionally used
Wagoner’s method. To fully investigate the behaviour of these
integration methods, a suite of test profiles was used. This suite
included 2 flat profiles, and profiles representing temperatures
and densities in white dwarf mergers (helium burning), nova
explosions (high temperature hydrogen burning), thermonuclear
runaway, in X-ray bursts (the rp-process), and core helium burn-
ing in massive stars (He-burning and s-process nucleosynthesis).
In agreement with the findings of Timmes (1999), we found
that although Wagoner’s method can sometimes be a fast way to
integrate nuclear reaction networks, the lack of error estimates
means that accuracy of the end results can be hard to predict.
For more challenging cases such as nova or X-ray burst nucle-
osynthesis, great care must be taken to ensure accurate results.
Even small variations in integration parameters can sometimes
yield wildly varying results. The Bader-Deuflehard and Gear’s
methods, on the other hand, rarely report inaccurate results at
the precision desired through setting integration parameters. As
reported in Timmes (1999), the Bader-Deuflehard method was
found to be very powerful for flat profiles in which the step-
sizes were only limited by the accuracy of the method. However,
when dramatically varying temperature-density profiles were in-
troduced, this was not necessarily the case, at least in a post-
processing framework. Once small step-sizes are required to
follow a sharp profile, the cost of each individual step in this
method increases the computation time considerably. For simple
profiles, or for use within a hydrodynamics code in which step-
size can be safely increased to large values, this method is very
robust and powerful.
Finally, Gear’s method was found to be very robust, only en-
countering difficulties for tight constraints on desired precision
and accuracy. For all profiles in which the step-size was limited
by a rapidly changing temperature and density, this method was
found to out-perform both Wagoner’s and the Bader-Deuflehard
methods. Furthermore, the speed of computation followed a
clear trend with integration parameters, making it simple to use
and easy to predict. The main disadvantage of this method is
the difficulty in implementing it, since past behaviour must be
stored in such a way to account for failed steps or changes of
integration order. For more advanced applications, however, this
method should be considered a powerful method for integrating
nuclear reaction networks.
Summarising, we show that both the Bader-Deuflehard and
Gear’s methods exhibit dramatic improvements in both speed
and accuracy over Wagoner’s method used by many codes.
Moreover, in applications for which the environment is expected
to change rapidly, we found Gear’s method to be most robust
and, thus, recommend its use in stellar codes.
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