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CROSSED-PRODUCTS EXTENSIONS
OF Lp-BOUNDS FOR AMENABLE ACTIONS
ADRIA´N M. GONZA´LEZ-PE´REZ
Abstract. We will extend the transference results in [NR11, CdlS15] from
the context of noncommutative Lp-spaces associated with amenable groups to
that of noncommutative Lp-spaces over crossed products of amenable actions.
Namely, if Tm : Lp(LG) → Lp(LG) is a completely bounded operator, where
LG ⊂ B(L2G) is the von Neumann algebra of G, then, we will see that Id⋊Tm :
Lp(M ⋊θ G)→ Lp(M ⋊θ G) is also completely bounded and that
‖Id ⋊ Tm : Lp(M ⋊θ G)→ Lp(M ⋊θ G)‖cb ≤ ‖Tm‖cb
provided that θ is amenable and trace-preserving. Furthermore, our con-
struction allow to extend G-equivariant completely bounded operators S :
Lp(M)→ Lp(M) to the crossed-product, so that
‖S ⋊ Id : Lp(M ⋊θ G)→ Lp(M ⋊θ G)‖cb ≤ C
1
p ‖S‖cb
whenever θ is trace-preserving, amenable and its generalized Følner sets satisfy
certain accretivity property measured by the constant 1 ≤ C. As a corollary
we obtain stability results for maximal Lp-bounds over crossed products. Such
results imply the stability under crossed products of the standard assumptions
used in [GPJP15] to prove a noncommutative generalization of the spectral
Ho¨mander-Mikhlin theorem.
Introduction
The purpose of this article is to study transference results for operators acting on the
Lp-spaces of crossed products. In order to state and prove our results we will need
to recall briefly in this introduction some definitions concerning noncommutative
Lp-spaces, completely bounded operators, crossed products and non-commutative
maximal inequalities. We will also provide suitable references for the material here
summarized and formulate the main results of the text.
Noncommutative Lp-spaces. Let M ⊂ B(H) be a von Neumann algebra. If τM :
M+ → [0,∞] is a normal, semifinite and faithful trace, or a n.s.f. trace in short,
then we have a very well understood theory of noncommutative integration. In
particular, we can construct a family of Banach spaces, called the noncommuta-
tive Lp-spaces. Such spaces are given by completion with respect to the norm
‖x‖p = τM(|x|p)1/p, see [PX03] for more information. Naturally, this construction
generalizes the classical Lp-spaces whenever M is abelian and τM is given by inte-
gration against a measure. We will denote the Lp-spaces associated with a trace by
Lp(M, τM), omitting the dependency on the trace when it can be understood from
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the context. If M = B(H) and τM = Tr is the canonical trace the resulting spaces
are called the Schatten classes and denoted by Sp(H) or Sp if the dependency on
the Hilbert space can be understood from the context. As it is customary, when
H = ℓn2 we will denote Sp(H) by S
n
p .
Completely bounded maps. Throughout this article we will use liberally the lan-
guage of operator spaces. Recall that the category of operator spaces can be de-
fined as that of closed linear subspaces E ⊂ B(H) with morphisms given the, so
called, completely bounded maps φ : E → F . I.e. linear maps such that their ma-
trix amplifications Id⊗ φ : Mn[E]→Mn[F ] are uniformly bounded in 1 ≤ n. The
spacesMn[E],Mn[F ] ⊂ B(ℓn2 ⊗2H) are just the spaces of E-valued, resp. F -valued,
matrices with the norm inherited from Mn[B(H)] = B(ℓn2 ⊗2 H). We define the
completely bounded norm as
‖φ‖cb = ‖φ : E → F‖cb = sup
1≤n
{∥∥Id⊗ φ :Mn[E]→Mn[F ]∥∥}.
The space of all completely bounded maps will be denoted by CB(E,F ) and the
term completely bounded will often be shorten to c.b. Similarly a map φ is com-
pletely positive iff all of its matrix amplification are positivity preserving maps.
The category of operator spaces is closed under quotients, subsets, interpolation
and other operations, see [Pis03, ER00] for more information. We shall also point
out that Lp(M) can be endowed with a canonical operator space structure compat-
ible with interpolation. Such structure is given by interpolation between L∞(M) =
M ⊂ B(H) and L1(M), which will be identified with the predual of the opposite
algebra, i.e. the algebra M with multiplication reversed, see [Pis03, Chapter 7, p.
138-141] for the details.
The canonical trace. Let G be a locally compact and Hausdorff group and let LG ⊂
B(L2G) be the von Neumann algebra generated by the left regular representation
λ. Such von Neumann algebra is commonly understood as a noncommutative
generalization of the L∞-space over the abelian Pontryagin dual Gˆ. The algebra
LG carries a natural normal, semifinite and faithful (n.s.f. in short) weight τG :
LG→ [0,∞], given by extension of
τG(λ(f)) = τG
( ∫
G
f(g)λg dµ(g)
)
= f(e),
where f ∈ Cc(G) ∗Cc(G), see [Ped79, Chapter 7] for the details of the construction
of such functional. Such weight coincides with integration against the Haar measure
over the dual group if G is abelian. Observe also that τG is a tracial weight whenever
G is unimodular. Here, we will work in the context of unimodular groups and the
Lp-spaces associated with the canonical trace will be denoted by Lp(LG). Such
weight is sometimes called the Plancherel weight since the map f 7→ λ(f) becomes
a unitary isometry λ : L2(G)→ L2(LG).
Crossed Products. Let M⊂ B(H) be a von Neumann algebra, τM :M+ → [0,∞]
a n.s.f. trace and θ : G→ Aut(M) a normal and trace preserving action of G. We
define the (spatial) crossed product M ⋊θ G ⊂ B(H ⊗2 L2G) as the von Neumann
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algebra generated by the images of g 7→ 1 ⊗ λg and ι : M →֒ B(H ⊗2 L2G) given
by
(ιx)(ξ)(g) = θg−1(x)ξ(g),
where ξ ∈ L2(G;H) ∼= H ⊗2 L2(G). Observe that M ⋊θ G is spanned, after
taking weak-∗ completions, by binomials of the form ιx ·λg . We will usually denote
such binomials by x ⋊ λg. By [Haa79a, Haa79b] we know that there is a faithful
and equivariant operator valued weight EM : (M ⋊θ G)+ →M∧+ generalizing the
Plancherel weight when M = C. After composing with τM we obtain a n.s.f.
weight τ = τM ◦EM that generalizes both τG over 1⊗LG ⊂M⋊θG and τM over
M ⋊ 1 ⊂ M ⋊θ G. It is easy to see that, since θ is trace-preserving, τ is a tracial
weight whenever G is unimodular.
Multipliers. Our aim in this paper is to transfer the complete boundedness of certain
operators acting on Lp(M) and Lp(LG) to Lp(M⋊θG). Let m ∈ L∞(G). We will
denote by Tm : L2(LG) → L2(LG) the so-called Fourier multiplier of symbol m,
i.e. the operator given by linear extension of
Tm
(∫
G
f(g)λg dµ(g)
)
=
∫
G
m(g)f(g)λg dµ(g).
It is a trivial consequence of the Plancherel theorem that such operator is bounded in
L2(LG). The boundedness in Lp(LG) is a subtle question that has received much
attention in the past, both in the commutative setting and in the noncommuta-
tive one, see for instance [Pis95a, Har99, JMP14, JMP15] and references within.
Fourier multipliers have a close relative in the so called Schur multiplers. Let
a = [ai,j ]i,j , b = [bi,j ]i,j ⊂ B(H) be matrices. Their Schur product is defined as
the cellwise product a • b = [ai,j bi,j ]i,j . Any operator given by multiplication with
respect to a fixed a is called a Schur multiplier. Observe that, since the matrix
units [ei,j ]i,j form an orthogonal basis for S2(H), if a ∈ ℓ∞⊗ℓ∞, then, the operator
b 7→ a • b is bounded. Again, determining when a Schur multiplier is bounded in
Sp(H), for p 6= 2, is a difficult problem. When H = ℓ2(Γ), for a discrete group Γ,
we can define the Herz-Schur multipliers associated with a symbol m ∈ ℓ∞(Γ) by
Mm(eg,h) = m(g h
−1) eg,h.
Herz-Schur and Fourier multipliers are extremely close object since the former re-
strict to the later when we restrict the range from B(ℓ2Γ) to the subalgebra LΓ,
see the beginning of Section 2 for more information. Recall also that Herz-Schur
multipliers can be defined for general locally compact groups just by extension of
the pointwise multiplication by the integral kernels k ∈ Cc(G × G) associated to
bounded operators, the more or less straightforward details can be consulted at the
beginning of [CdlS15] or [LdlS11].
Maximal Inequalities. When M is a hyperfinite von Neumann algebra and E is
an operator space, there is a notion, due to Pisier, of E-valued noncommutative
Lp-spaces, see [Pis98]. Indeed, if M = Mn(C) is a matrix algebra, then Snp [E] can
be defined by operator space interpolation as follows
Snp [E] :=
[
Sn1 ⊗̂E,Mn(C)⊗min E
]
1
p
,
where ⊗̂ and ⊗min are the operator space projective tensor product and minimal
tensor product respectively. By hyperfiniteness we can approximate Lp(M;E) by
4 GONZA´LEZ-PE´REZ
taking direct sums and unions of such finite dimensional E-valued Schatten classes.
This construction was further generalized to the context of QWEP von Neumann
algebras by Junge in an unpublished work. A particularly important case of the
above construction is that of E = ℓ∞. The reason being that the Lp(ℓ∞)-norm can
be used to define maximal operators in the noncommutative setting. Indeed, recall
that if (xn)n ⊂ M is a family of noncommuting operators their supremum is an
ill-defined object. Nevertheless, thank to the ℓ∞-valued noncommutative Lp-spaces
we can speak unambiguously about the Lp-norm of the supremum just by taking∥∥∥sup
1≤n
+
{
xn
}∥∥∥
Lp(M)
:=
∥∥(xn)n∥∥Lp(M;ℓ∞),
where the sup+ in the left hand side is a purely symbolical element. It is also
worth recalling that Lp(M; ℓ∞) spaces can be characterized as the elements inside
ℓ∞[Lp(M)] admitting a factorization of the form xn = αyn β, where α, β ∈ L2p(M)
and (yn) ∈ ℓ∞⊗ ℓ∞. In fact the norm is given by∥∥(xn)n∥∥Lp(M;ℓ∞) = inf
{
‖α‖ sup
n
‖yn‖ ‖β‖
}
,
where the infimum is taken over all possible decompositions x = αy β. When (xn)n
is a positive element the quantity above can be reduced to∥∥(xn)n∥∥Lp(M;ℓ∞) = infxn≤z
{‖z‖Lp(M)}. (0.1)
Indeed the above decomposition allows to generalize the Lp(M; ℓ∞)-spaces to the
context of non hyperfinite von Neumann algebrasM. The noncommutative Lp(ℓ∞)-
spaces have been used in the past to generalize certain maximal inequalities to the
von Neumann algebra setting. Concretely, such technique has been employed in
the past to prove noncommutative versions of the Doob maximal inequality for
martingales [Jun02] and noncommutative ergodic theorems [JX07]. In [GPJP15],
maximals bounds were used to prove a principle of boundedness of Fourier multi-
pliers by maximal operators in the noncommutative setting.
Summary. After recalling a few facts from amenable actions in Section 1 we will
state and prove our main results in Section 2. In particular, we are going to see
that if Tm : Lp(LG) → Lp(LG) is a completely bounded Fourier multiplier, then
its crossed product extension Id ⋊ Tm, given by (Id ⋊ Tm)(x ⋊ λg) = x ⋊m(g)λg
is completely bounded in Lp(M⋊θ G), provided that the action θ is amenable, see
[BO08, Section 4.3] or [Zim84, Chapter 4] for a precise definition. Furthermore, our
technique yields that
‖Id⋊ Tm‖CB(Lp(M⋊θG)) ≤ ‖Sm‖CB(Sp) ≤ ‖Tm‖CB(Lp(LG)), (0.2)
see Corollary 2.3. The techniques involved in the proof of such result are a general-
ization of the theorems in [NR11] and [CdlS15] from amenable groups to amenable
actions. One of the novelties of our approach is that it allows us to transfer, not
just Fourier multipliers acting on the G-component of M ⋊θ G, but θ-equivariant
operators acting of M. Indeed, strengthening the amenability of θ by imposing an
accretivity condition on its generalized “Følner sets” gives a transference result for
any completely bounded and θ-equivariant operator S in CB(Lp(M)) as follows
‖S ⋊ Id‖CB(Lp(M⋊θG)) ≤ C
1
p ‖S‖CB(Lp(M)), (0.3)
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where C ≥ 1 is a constant measuring the accretivity of such sets, see Corollary
2.3. In every example of amenable actions we have worked so far we can build
approximating sequences whose accretivity constant is C = 1. We conjecture that
such is the case for all amenable actions. In Section 1 we will state precisely the
amenability condition required for our theorems and review briefly the equivalent
definitions of amenability for actions.
In Section 3 we will prove an operator-valued extension of the transference results
described above. Our extension of the transference results to the ℓ∞-valued case
allows us to obtain maximal strong-type maximal inequalities in crossed products.
Concretely, if (Tn)n≥0 is a family of completely positive Fourier multipliers over
Lp(LG) and (Sm)m≥0 is a family of completely positive and θ-equivariant operators
in Lp(M) and ‖u‖p ≤ 1 we have an inequality of the form∥∥∥ sup
m
+sup
n
+
{
(Sm ⋊ Tn)(u)
}∥∥∥
Lp(M⋊θG)
(0.4)
.(cb) C
1
p
∥∥(Tm)m : Lp(LG)→ Lp(LG; ℓ∞)∥∥cb ∥∥(Sn)n : Lp(M)→ Lp(M; ℓ∞)∥∥cb
whenever θ has an approximating sequence with accretivity constant C. Observe
that such inequality is a trivial consequence of Fubini type argument when M and
G are abelian and the action θ is trivial, since M⋊θ G =M⊗LG.
As a consequence of those maximal inequalities we obtain that the completely
bounded Hardy-Littlewood inequalities, denoted by CBHLp, in [GPJP15] are stable
under crossed products if natural invariance conditions are satisfied. Since the
rest of the so-called standard assumptions in [GPJP15, Definition 2.6] are easily
verified for crossed products, we obtain that the standard assumptions are stable
under crossed products, see Theorem 3.1. Observe that, for that application, we
could have just used the amenability of G since, by [GPJP15, Remark 2.4/2.5], the
standard assumptions imply amenability.
1. Amenability of actions
The purpose of this section is to recall a few facts from the theory of amenable
actions and provide suitable references. Up to Definition 1.3 all the material here
presented is standard and we include it for the sake of completeness.
Let (X,ΣX , ν), or simply (X, ν) if the σ-algebra is understood from the context, be a
σ-finite measure space. We will say that a group homomorphism θ : G→ Aut(X, ν)
is action of G on X iff the map (g, x) 7→ θg(x) = g x is measurable and (θg)∗ν and
ν are mutually absolutely continuous. When (θg)∗ν(E) = ν(θgE) = ν(E) we will
say that θ is ν-preserving. Throughout this text we will assume that every measure
space (X,ΣX , ν) is given the Borel structure of an underlying locally compact
topological space and that the measure ν is regular. Recall also that the action θ
extends trivially to an action over the functions on X . We are going to denote it,
perhaps ambiguously, by θgf(x) = f(θg−1x). As usual, if there is no confusion we
may just write f(g−1 x) or g f instead of f(θg−1x).
A group G is said to be amenable if there is a translation invariant mean m ∈
L∞(G)
∗, i.e. an element m ∈ L∞(G)∗ such that m(f) ≥ 0 for every f ≥ 0,
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m(χG) = 1 and m(f(g
−1·)) = m(f) for every g ∈ G. We now define a weaker
notion of amenability for an action on a von Neumann algebra.
Definition 1.1. Let θ : G→ Aut(X, ν) be an action, we will say that it is amenable
iff there is a (not necessarily normal) θ-equivariant conditional expectation E :
L∞(X)⊗L∞(G) → L∞(X), i.e. a unital, positivity preserving and L∞(X)-linear
map, such that
E f(θg−1 ·, g−1 ·) = θg E(f).
If (M, ϕ) is a von Nuemann algebra and ϕ a normal, semifinite and faithful weight,
an action θ : G→ Aut(M) is amenable iff its restriction to the abelian subalgebra
(Z(M), ϕ|Z(M)) is amenable, where Z(M) denotes the center of M.
Observe that, trivially, if G is amenable all of its actions are amenable, just take
E = IdL∞(X)⊗m, for any G-invariant mean m. Reciprocally if G acts amenably on
a one-point space then G is amenable. The flexibility gained is that non-amenable
groups may have nontrivial amenable actions. We may also recall that if G acts
amenably in a probability space (X, ν) and the measure ν is invariant, then, the
composition ν ◦ E is an invariant mean. The same holds for finite measure spaces
with a θ-invariant measure.
Like in the case of amenability there are several equivalent characterizations of the
property. The definition we have introduced above is not the one that appeared first
in the literature. The oldest one, to the knowledge of the author, is that an action
θ : G→ Aut(X, ν) is amenable iff every affine action on a weak-∗ compact convex
set subordinated to θ has a fixed point. A weak-∗ compact convex G-set K ⊂ E∗
is said to be subbordinated to θ : G → Aut(X, ν) iff E∗ can be constructed by
tensoring L∞(X) with some dual space E
∗
0 and twisting with a 1-cocycle α : G→
B(X, Iso(E0)), where B(X,A) is the space of Borelian functions. A very detailed
introduction to such concept can be found in [Zim84, Chapter 4]. Of course, when
X = {p}, we get that any affine action of G in a compact weak-∗ closed subset
has a fixed point, a condition long known to be equivalent to amenability, see
[Pat88]. Amenable actions were introduced in the pioneering works of Zimmer, see
[Zim77, Zim78a, Zim78b, Zim78c] following earlier results of Furstenberg [Fur73].
The equivalence with the definition given here was proved in [AEG94]. We shall
also point out that the notion of amenability stated here is sometimes referred to
as Zimmer-amenability. It shall not be confused with the very different notion of
X admitting a θ-invariant mean m ∈ L∞(X)∗ which is sometimes also referred to
as amenability for an action.
It is important to recall that amenability of actions can be defined for continuous
actions on topological spaces. Pretty much in the same way in which measurable
groups are somehow the same objects as topological groups, see [Var85, Chapter
5:6], topological amenable actions are the same object as Borel amenable actions.
In order to clarify this we will need the following proposition. Recall that we are
going to denote by P(G), the probability measures with the σ(C0(G))-topology and
by P0(G) the subset of all absolutely continuous ones with respect to the Haar
measure.
Proposition 1.1. Let θ : G→ Aut(X, ν) be an action. It is amenable iff for every
m ∈ P0(G), ǫ > 0 and K ⊂ G a compact subset there is a Borel map µ : X → P0(G)
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such that
sup
g∈K
∫
X
‖g µx − µg x‖1 dm(x) < ǫ, (1.1)
where g d µx(h) = dµx(g−1 h).
Whenever a net (µα)α satisfies condition (1.1) for every m, ǫ and K provided that
α is large we will say that (µα)α is asymptotically equivariant. Observe that the
condition in the proposition above is equivalent to the existence of an asymptotically
equivariant net. To see that, just denote by µm,ǫ,K the Borel measurable map in
Proposition 1.1 and by A the net given by all triples (m, ǫ,K) with the natural
order.
Proof. Given any Borel map µ : X → P0(G) we can associate to it a unital,
positivity preserving and L∞(X)-linear map Eµ : L∞(X)⊗L∞(G)→ L∞(X) given
by
Eµ(f)(x) =
∫
G
f(x, g) dµx(g).
Clearly all such maps have norm bounded by ‖Eµ(1)‖∞ = 1. The space of bounded
maps B(L∞(X ×G), L∞(X)) is a dual Banach space since
B(L∞(X ×G), L∞(X)) = L∞(X)⊗L∞(X ×G)∗
= L1(X)
∗⊗L∞(X ×G)∗
= (L1(X) ⊗̂L∞(X ×G))∗ = L1(X ;L∞(X ×G))∗,
and the pairing is given by extension of
〈m⊗ f,E〉 = 〈m,E(f)〉 =
∫
X
E(f) dm.
Therefore, by the Banach-Alaoglu compactness theorem, the net (Eµα )α has a weak-
∗ accumulation point E. Since the subset of all conditional expectations is clearly
weak-∗ closed, E is also a conditional expectation. We have to see that if (µα)α is
asymptotically invariant, then E is equivariant. But that is obvious since we have〈
Eµα(θgf)− θg(Eµα(f),m
〉
=
∫
X
∫
G
f(g−1 x, g−1 h)
{
dµxα(g h)− dµg
−1
α (h)
}
dm(x)
≤ ‖f‖∞
∫
X
∥∥g−1 µxα − µg−1 xα ∥∥1 dm(x)
and for every g ∈ G such quantity can be made arbitrarily small.
For the reciprocal we have to use that the space of normal conditional expectations
from L∞(X ×G) to L∞(X) is dense inside the set of all conditional expectations
with respect to the weak-∗ topology. Notice that, by applying the Hahn-Banach
theorem in every fibre, normal conditional expectations are in correspondence with
measurable maps µ : X → P0(G). If E is an equivariant conditional expectation
we have that there is a net (µα) of Borel maps with Eµα → E in the weak-∗
topology. The net µα is asymptotically equivariant. After identifying Borel maps
X → P0(G) with a subset of L∞(X ;L1G) we have that the weak-∗ topology of
B(L∞(X×G), L∞(X)) corresponds to the σ(L1(X ;L∞G)) topology. In particular,
for every g ∈ G we have that g µxα − µg xα tends to zero in the σ(L1(X ;L∞G))
topology. In particular 0 is in the σ(L1(X ;L∞G))-closed convex hull of the set of
all the maps
Sg =
{
x 7→ (g µx − µg x)}.
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It is easily seen that such convex set equals the closure of Sg in the coarsest linear
topology making all maps
µ 7→
∫
X
‖µx‖1 dm(x)
continuous. Taking a sequence in the convex hull of Sg converging to 0 in such
topology gives the claim. 
We recall now the definition of amenability for topological actions. We will say that
an action of G by homeomorphisms θ : G → Homeo(X) is a topological action iff
the map (g, x) 7→ θg(x) is continuous.
Definition 1.2. Let X be a locally compact topological space and θ a topological
action. The action is said to be amenable iff there is a net of continuous maps
µα : X → P(G), such that for every g ∈ G
lim
α
sup
x∈X
‖g µxα − µg xα ‖1 = 0.
Similarly, an action of G in a C∗-algebra A is amenable iff its restriction to the
center Z(A) is (topologically) amenable.
Observe that, since P(G) is a compact, each µα can be lifted to a continuous function
on βX , its Stone-Cˇech compactification and so we obtain that, by construction, a
continuous action θ on X is amenable iff its lift βθ to βX is amenable.
Such topological definition of amenability appeared in the form above for the first
time in [HR00]. In contemporary literature is more common to see amenable actions
defined in terms of topological spaces. The topic of topological amenable actions
has been researched in connection with exactness for groups, a notion introduced
in [KW99], since it was proved in [Oza00] that a discrete group is exact iff it has
an amenable action on a compact space. See also [Oza06] for more on amenable
actions.
Recall that we can identify continuous functions x ∈ Cc(G;M) with elements inside
M ⋊θ G and that the operator valued weight EM : (M ⋊θ G)+ → M∧+ satisfies
that
EM
[
xx∗
]
=
∫
G
x(g)x(g)∗ dµ(g), (1.2)
for any x, y ∈ M ⋊θ G. When working with C∗ algebraic crossed products like
bellow there is no ambiguity assuming A ⊂ A∗∗ to define EA. The characterization
below is easily seen to be equivalent to amenability.
Lemma 1.2. ([BO08, Definition 4.3.1/Lemma 4.3.7]) An continuous action θ :
G→ Aut(A), where A is a unital C∗-algebra is amenable iff there is a net (xα)α ⊂
Cc(G;Z(A)) of compactly supported functions satisfying
(i) 0 ≤ xα(g).
(ii)
∫
G
|xα(g)|2 dµ(g) = 1A.
(iii) limα EA
{
((1⋊ λg)xα − xα) ((1⋊ λg)xα − xα)∗
}
= lim
α
∫
G
|θg(xα(g−1 h))− xα(h)|2 dµ(h) = 0.
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Any such net will be called an approximating sequence.
The following proposition ensures that if X is the Borel space underlying a compact
space and θ a continuous action, then θ is amenable in the measurable sense iff it
is amenable in the topological sense.
Proposition 1.3 ([BO08, Proposition 5.2.1]). Let X be a compact Hausdorff space
and θ a continuous action of G on X. Then θ is (topologically) amenable iff we
can take a net of asymptotically equivariant Borel maps µα : X → P0(G).
It rests to see that any measurable action comes from a topological action.
Theorem 1.4 ([Var85, Theorem 5.7]). For any measurable action θ of G in X
there is a compact Hausdorff topological space Y , a continuous action θ0 of G on
Y and a θ0-invariant Borel subset E ⊂ Y such that X and E are isomorphic as
G-spaces.
Sometimes the Borel subset E above can be taken to be closed without loss of
generality. One of such situations is when the action preserves a finite measure.
Let (X, ν) be a finite measure space and the action θ of G be ν-preserving. If
E ⊂ Y is like in the theorem above and ι : X →֒ E ⊂ Y we have that the finite
measure ι∗ν ∈ M(Y ) is Borelian and its support is a closed G-invariant subset
supp[ι∗ν] ⊂ E. Restricting to such support amounts to removing a null set of X ,
see [AEG94, Lemma 1.3]. Similar results follow for ν-preserving actions when ν is
an infinite regular measure changing closed sets by locally closed sets.
As a corollary of the following discussion we obtain that any action θ : G→ Aut(M)
of G on a von Neumann algebraM is amenable iff it has an approximating sequence
(xα)α ⊂ Cc(G;Z(M)) as in Lemma 1.2. We introduce now the refinement of
amenability of actions that we are going to use through the next subsections.
Definition 1.3. Let (M, τ) be a semifinite von Neumann algebra and denote
(Z(M), τ |Z(M)) by (L∞(X), ν). We say that the action θ : G → Aut(M) has a
C-approximating sequence iff there is a sequence of sets Fα ⊂ X ×G such that
1 ≤ ess sup
x
µ{g ∈ G : (x, g) ∈ Fα} ≤ C ess inf
x
µ{g ∈ G : (x, g) ∈ Fα} <∞, (1.3)
and the elements
xα(x, g) =
χFα(x, g)
µ{g ∈ G : (x, g) ∈ Fα} 12
form an approximating sequence satisfying (iii) in Lemma 1.2.
Many natural amenable actions, for example that of Fr in its hyperbolic boundary,
admit a 1-approximating sequence. For instance, we can just take Fm the set of
pairs (ω, η) ∈ ∂Fr × Fr such that ω is an infinite reduced word and η is one of
the m initial subwords of length less than m. The existence of C-approximating
sequences is stable under natural operations like tensor product extensions Id⊗ θ :
G → Aut(M⊗M2), diagonal products θ1 × θ2 : G → Aut(M1⊗M2) or tensor
products θ1⊗ θ2 : G1×G2 → Aut(M1⊗M2). We conjecture that every amenable
action admits C-approximating sequences with C = 1.
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2. An asymptotic embedding
In this section we are going to prove the main result of this article. Observe that if
θ : G→ Aut(M) is an action andM⋊θG is the reduced or spatial crossed product,
then, the embedding of M⋊θ G into B(H ⊗2 L2G) factors through the subalgebra
M⊗B(L2G). Indeed, after identifying kernels k in L∞(G×G;M) with operators
in M⊗B(L2G), the embedding j :M ⋊θ G→M⊗B(L2G) is given by extension
of the map sending u ∈ Cc(G;M) to the operator with kernel
k(g, h) = [θ−1g (u(g h
−1))]g,h∈G.
Let Tm : LG → LG be a normal and c.b. Fourier multiplier of symbol m and
denote by (Id ⋊ Tm) its crossed product amplification, i.e. the normal operator
given by linear extension of the map x ⋊ λg 7→ m(g)x ⋊ λg. A trivial calculation
show that the isometry j intertwines Id⋊ Tm and Id⊗Mm as shown below
M⋊θ G 
 j
//
Id⋊Tm

M⊗B(L2G)
Id⊗Mm

M⋊θ G 
 j
//M⊗B(L2G),
where Mm : B(L2G)→ B(L2G) is the c.b. Herz-Schur multiplier given by
Mm([ag h]g,h) = [m(g h
−1) ag h]g h.
Similarly, let S : M→M be an operator and let us denote by S ⋊ Id its crossed
product amplification, i.e. the map given by extension of x⋊ λg 7→ S(x) ⋊ λg. An
straightforward calculation shows that the embedding j intertwines S ⋊ Id and Sθ
as follows
M⋊θ G 
 j
//
S⋊Id

M⊗B(L2G)
Sθ

M⋊θ G 
 j
//M⊗B(L2G),
where the map Sθ :M⊗B(L2G)→M⊗B(L2G) is given by
Sθ([xg h]) = [θ
−1
g S θg(xg h)]g,h∈G.
Therefore, if S : M → M is a normal c.b. and θ-equivariant operator we obtain
that
M⋊θ G 
 j
//
S⋊Id

M⊗B(L2G)
S⊗Id

M⋊θ G 
 j
//M⊗B(L2G).
Observe that, a posteriori, such intertwining identities imply that if Mm is com-
pletely bounded so is Id⋊ Tm and that if S :M→M is completely bounded and
θ-equivariant so is S ⋊ Id. It is a well-known result, see [BF91], [CdlS15], that the
c.b. norm of the Fourier multiplier Tm bounds the c.b. norm of the Herz-Schur
multiplier Mm. Summing all up, we obtain the following inequalities
‖Id⋊ Tm‖cb ≤ ‖Id⊗Mm‖cb ≤ ‖Tm‖cb
‖S ⋊ Id‖cb ≤ ‖S ⊗ Id‖cb = ‖S‖cb.
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The purpose of this section is to generalize such results from the crossed product von
Neumann algebra M ⋊θ G to its noncommutative Lp-spaces. The main difficulty
stems from the fact that the isometry j is not trace preserving. In fact, it is easy
to see that if G is a finite group, we have that
(τM ⊗ Tr)(j 1) = |G| τ(1),
where τ : (M ⋊θ G)+ → [0,∞] is the trace extending both τM and τG. Therefore
j is unbounded in L1(M⋊θ G) when G is discrete and infinite. Similar arguments
yield that j is ill-defined in L1 when G is noncompact. A way of circumvent this
difficulty is to use amenability to approximate the map j over compact subsets
of G. This way of proceeding was used by E. Ricard and S. Neuwirth in [NR11],
when M = C and G is a discrete amenable group, to prove that if a Herz-Schur
multiplier is completely bounded in Sp(L2G), then so is the Fourier multiplier with
the same symbol in Lp(LG). Their result was generalized later by M. Caspers
and M. de la Salle in [CdlS15] to locally compact and amenable groups. They
also proved that amenability is necessary for such theorem, at least for 4 ≤ p an
even integer. We are going to generalize the transference results from amenable
groups to amenable actions and from the Lp-spaces of group algebras LG to the
Lp-spaces of crossed products. The way by which we are going to proceed is to use
amenability to approximate j by a net jαp : Lp(M ⋊θ G) → Lp(M⊗B(L2G)) of
complete contractions such that they are “asymptotically isometric”. Then, we can
obtain a complete isometry by taking an ultraproduct of all such maps, getting
(jα)
U
α : Lp(M⋊θ G) −→
∏
α,U
Lp(M⊗B(L2G)).
Recall that the ultraproduct above must be understood in the operator space sense,
see [ER00, Appendix].
Let us start proving the following lemma.
Lemma 2.1. Let (M, τ), θ : G → Aut(M) be as above and assume that θ is τ-
preserving and amenable and that G is unimodular. Let (xα)α ⊂ Cc(G;Z(M)) be
any approximating net for θ and Xα ∈ M⊗B(L2G) be
(Xα ξ)(g) = θ
−1
g (xα(g)) ξ(g),
where ξ ∈ L2(G;H) The maps jαp : Lp(M ⋊θ G)→ Lp(M⊗B(L2G)) given by
jαp (v) = X
1
p
α j(v)X
1
p
α
satisfy that
(i)
∥∥jαp : Lp(M⋊θ G)→ Lp(M⊗B(L2G))∥∥cb ≤ 1, for every 1 ≤ p ≤ ∞.
(ii) lim
α
〈
(jαp u), (j
α
p′ v)
〉
= 〈u, v〉, where 1
p
+
1
p′
= 1, for every 1 ≤ p <∞.
Proof. The proof of (i) is trivial when p = ∞. Proving it for p = 1 and applying
interpolation yields the desired result. Let u ∈ L1(M⋊θ G). We can decompose u
as x = a b∗, with ‖u‖2 = ‖v‖2 = ‖x‖ 12 . We have that
jα1 (u) = Xα j(a) j(b)
∗Xα = (Xα j(u)) (Xα j(v))
∗.
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But, clearly
‖jα1 (x)‖L1(M⊗B(L2G)) ≤ ‖Xα j(u)‖L2(M⊗B(L2G)) ‖Xα j(v)‖L2(M⊗B(L2G)).
It is trivial to notice that, since τ in θ-invariant L2(M ⋊θ G) = L2(M) ⊗2 L2(G)
and the isomorphism is given by
〈u, v〉L2(M⋊θG) =
∫
G
τM(u(g)
∗ v(g)) dµ(g),
after identifying u affiliated with M ⋊θ G with an M-valued function of G in the
natural way. On the other hand, if we denote by k(g, h) = θ−1g (xα(g)) θ
−1
g (u(g h
−1))
the kernel of Xα j(u), we have that
‖Xα j(u)‖2L2(M⊗B(L2G)) = (τM ⊗ Tr)
{[∫
G
k(g, h)∗ k(k, h) dµ(h)
]
g,k
}
=
∫
G
∫
G
τM
{|θ−1g (xα(g)) θ−1g (u(g h−1))|2} dµ(g) dµ(h)
=
∫
G
∫
G
τM
{|xα(g)u(h−1)|2} dµ(g) dµ(h) (2.1)
=
∫
G
τM
{(∫
G
|xα(g)|2 dµ(g)
)
|u(h−1)|2
}
dµ(h)
=
∫
G
τM
{|u(h)|2} dµ(h), (2.2)
by using the θ-invariance of τM in (2.1) and Condition (ii) on Lemma 1.2 as well
as the unimodularity of G in (2.1). The same follows for v and this proves (i).
In order to prove (ii) start by noticing that
〈jαp (u), jαp (v)〉 =
∫
G
∫
G
τM
{
θ−1g (xα(g)) θ
−1
g (u(g h
−1)∗ v(g h−1)) θ−1h (xα(h))
}
dµ(g) dµ(h)
=
∫
G
∫
G
τM
{
θ−1g h(xα(g h)) θ
−1
g h(u(g)
∗ v(g)) θ−1h (xα(h))
}
dµ(g) dµ(h)
=
∫
G
∫
G
τM
{
xα(g h) θg(xα(h))u(g)
∗ v(g)
}
dµ(g) dµ(h)
=
∫
G
τM{u(g)∗ v(g)} dµ(g) +
∫
G
τM
{
u(g)∗ v(g)A
}
dµ(g),
where A is just
A =
∫
G
xα(g h) θg−1(xα(h)) dµ(h) − 1M
=
∫
G
xα(g h) θg−1(xα(h)) dµ(h) −
∫
G
|xα(g)|2 dµ(g)
=
∫
G
xα(h)
(
θg−1(xα(g h))− xα(h)
)
dµ(h)
≤
∥∥∥∥
∫
G
|xα(h)|2 dµ(h)
∥∥∥∥
1
2
M
(∫
G
|θg−1(xα(g h))− xα(h)|2 dµ(h)
) 1
2
= EM
[
((1⋊ λg−1)xα − xα) ((1⋊ λg−1)xα − xα)∗
] 1
2 −→ 0,
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notice that we have used identity (1.2) in the last step. Using Condition (iii) of
Lemma 1.2 and the Dominated Convergence Theorem gives the desired claim. 
We can now proceed to prove the main theorem of this section.
Theorem 2.2. Let (M, τM), G and θ : G→ Aut(M) be as above with θ amenable.
For any 1 ≤ p <∞ we have a completely positive and completely isometric map
Lp(M⋊θ G) jp−−−−−→
∏
α,U
Lp(M⊗B(L2G)).
The isometry jp satisfies that if Mm and Tm are the Fourier and Herz-Schur mul-
tipliers associated to the symbol m, then
Lp(M ⋊θ G)
(Id⋊Tm)

jp
//
∏
α,U
Lp(M⊗B(L2G))
(Id⊗Mm)
U

Lp(M ⋊θ G)
jp
//
∏
α,U
Lp(M⊗B(L2G)),
Furthermore, if θ has a C-approximating sequence and S : Lp(M) → Lp(M) is a
completely bounded and θ-equivariant operator, then
Lp(M ⋊θ G)
(S⋊Id)

jp
//
∏
α,U
Lp(M⊗B(L2G))
(Sα)
U
α

Lp(M ⋊θ G)
jp
//
∏
α,U
Lp(M⊗B(L2G)),
where∥∥Sα : Lp(M⊗B(L2G))→ Lp(M⊗B(L2G))∥∥cb ≤ C 1p ∥∥S : Lp(M)→ Lp(M)∥∥cb.
Proof. Let jαp be the maps defined in Lemma 2.1, we define the isometry jp just
by jp = (j
α
p )
U
α for some principal ultrafilter U . Such map is completely contractive
since each jαp is. To prove that it is an isometry notice that, for any von Neumann
algebra N we have ∏
α,U
Lp(N ) ⊂
(∏
α,U
Lp′(N )
)∗
, (2.3)
and the embedding is isometric. Indeed, such identity is a consequence, when 1 < p,
of the fact that the dual of the ultraproduct is larger than the ultraproduct of the
duals, see [Pis03, pp. 59-63, (2.8.8)]. For p = 1, in addition, we have to use the
injectivity of the ultraproduct construction, see [Pis03, pp. 59-63, (2.8.2)], and
apply it to the inclusion L1(N ) ⊂ L1(N )∗∗. With identity (2.3) at hand, we have
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that
‖jp x‖∏
α,U Lp
= ‖jp x‖(∏α,U Lp′)∗
= sup
‖h‖p′≤1
∣∣〈jp x, h〉∣∣
≥ sup
‖y‖p′≤1
∣∣〈jp x, jp′ y〉∣∣
= sup
‖y‖p′≤1
lim
α,U
|〈jαp x, jαp′ y〉∣∣ = sup
‖y‖p′≤1
∣∣〈x, y〉∣∣ = ‖x‖Lp .
Therefore jp is an isometry. The fact that it is a complete isometry follows by
similar means.
The intertwining identity concerning Mm and Tm is trivial since all of the contrac-
tions jαp satisfy that
jαp (Id⋊ Tm) = (Id⊗Mm) jαp
and so does their ultraproduct jp. The second intertwining relation is more delicate.
The reason is that, if we want jαp to intertwine S⋊ Id and S⊗ Id, we need, a priori,
to impose S to be Mα-bimodular, where Mα is the von Neumann algebra given
by
Mα = {θ−1g xα(g)}
′′
g∈G ⊂ Z(M).
But such condition is too restrictive. To overcome such difficulty, we will assume
that net (xα)α comes from a C-approximating sequence. Then, for any α we can
define the operator Yα ∈M⊗B(L2G) given by
(Yα ξ)(g) =


(
P⊥α,g + Pα,g
1
θ−1g xα(g)
)
ξ(g) when g ∈ G -supp[xα]
ξ(g) otherwise,
where Pα,g ∈ Z(M) is the orthogonal projection onto the support of xα(g). Clearly,
we have that
‖Yα‖M⊗B(L2G) ≤ max
{
1, ess sup
x
µ{g ∈ G : (x, g) ∈ Fα} 12
}
<∞
and since YαXα = Xα Yα = 1M ⊗ PG -supp[xα] we obtain that
jαp (S ⋊ Id) = AdX1/pα
(S ⊗ Id)Ad
Y
1/p
α︸ ︷︷ ︸
Sα
jαp ,
where AdS is the operator given by AdS(T ) = S
∗ T S. All that rest to do is to
estimate the c.b. norm of Sα. We have
‖Sα‖cb ≤
∥∥Ad
X
1/p
α
∥∥
cb
‖S ⊗ Id‖cb
∥∥Ad
Y
1/p
α
∥∥
cb
. (2.4)
Therefore, if limα,U ‖AdX1/pα ‖cb ‖AdY 1/pα ‖cb <∞, then the result follows. We have
that∥∥Ad
X
1/p
α
∥∥
cb
≤ ‖Xα‖
2
p
M⊗B(L2G)
≤
(
ess inf
x
µ{g ∈ G : (x, g) ∈ Fα}
)− 1p
∥∥Ad
Y
1/p
α
∥∥
cb
≤ ‖Yα‖
2
p
M⊗B(L2G)
≤ max{1, ess sup
x
µ{g ∈ G : (x, g) ∈ Fα}
} 1
p .
Using property (1.3) in the definition of C-approximating sequence gives∥∥Sα : Lp(M⊗B(L2G))→ Lp(M⊗B(L2G))∥∥cb ≤ C 1p ∥∥S : Lp(M)→ Lp(M)∥∥cb
and that concludes the proof. 
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As a corollary we obtain that, for any amenable action, if Mm is a completely
bounded Herz-Schur multiplier in Sp(L2G) then Id ⋊ Tm is c.b. in Lp(M ⋊θ G).
But [CdlS15, Theorem 4.2] asserts that if Tm is c.b in Lp(LG), so isMm in Sp(L2G).
Therefore, we get that if Tm is c.b. so is Id⋊ Tm. Similarly, if S is a θ-equivariant
c.b. operator over Lp(M) we have that S ⋊ Id is also c.b. The corollary bellow
sumarises both statements
Corollary 2.3. Let θ : G→ Aut(M) be an amenable action and G an unimodular
group, for any 1 ≤ p ≤ ∞, we have that∥∥Id⋊ Tm : Lp(M ⋊θ G)→ Lp(M⋊θ G)∥∥cb (2.5)
≤ ∥∥Mm : Sp(L2G)→ Sp(L2G)∥∥cb
≤ ∥∥Tm : Lp(LG)→ Lp(LG)∥∥cb
Furthermore, if S ∈ CB(Lp(LG)) is θ-equivariant and θ has a C-approximating
sequence, then ∥∥S ⋊ Id : Lp(M ⋊θ G)→ Lp(M⋊θ G)∥∥cb (2.6)
≤ C 1p ∥∥S : Lp(M)→ Lp(M)∥∥cb.
It is still not known whether the amenability condition for the action is necessary
or not for the transference results here presented. Recent results in the context
of transference between Schur and Fourier multipliers, see [CdlS15], and between
groups and subgroups, see [CPPR15, GPS16] suggest that amenability may indeed
be necessary. We conjecture the following.
Conjecture 2.1. If Γ is a discrete group, θ : G → Aut(M) is a trace-preserving
action and for some p 6= 2 there is an complete isometry
Lp(M ⋊θ Γ) jp−−−−−→
∏
α,U
Lp(M⊗B(ℓ2Γ)),
satisfying that
jp (Id⋊ Tm) = (Id⊗Mm)α,U jp,
then, the action θ is amenable.
Observe that, a priori, it is still not known whether the conjecture above implies
that the equality
‖Id⋊ Tm : Lp(M ⋊θ Γ)→ Lp(M⋊θ Γ)‖cb = ‖Tm‖cb (2.7)
holds only for amenable actions. It is also unknown if there are multipliers on
Lp(LG) for which ‖Tm‖cb and ‖Id⋊ Tm‖cb are not equal.
3. Stability of maximal bounds
Let ψ : G→ R+ be a symmetric and conditionally negative function, see [BdlHV08,
Appendix C] for the precise definition. We have that the functions e−t ψ are of pos-
itive type and that they induce a semigroup St = Te−ψ : LG→ LG of self adjoint,
trace preserving and completely positive maps, such semigroups are generally re-
ferred to as (symmetric) Markovian semigroups. The reader is advised to think
of (St)t≥0 as a noncommutative generalization of the heat semigroup. Such semi-
groups have attracted much attention in the abelian setting for their possibilities to
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generalize Harmonic analysis to more abstract contexts, see [Ste70, VSCC92, SC02].
Spectral multipliers are the operators defined by functional calculus over the infin-
itesimal generator of the semigroup. In our setting such spectral multipliers are
given by Fourier multipliers of the form Tm◦ψ, where m : R+ → C. In [GPJP15], a
noncommutative Ho¨rmander-Mikhlin multiplier theorem theorem was proved gen-
eralizing earlier works of Alexopoulos [Ale01, Ale94], Hebisch [Heb92] and Duong-
Ouhabaz-Sikora [DOS02]. Such result states that, under certain hypothesis,
‖Tm◦ψ : Lp(LG)→ Lp(LG)‖cb .(p) sup
t≥0
‖η(·)m(t·)‖Hs,∞(R+), for 1 < p <∞,
where Hs,∞(R+) is a Sobolev space with smoothness order s, for s large enough,
and η(z) is an analytic function decaying fast at 0 and ∞, see [GPJP15] for the
details. In order to prove such result we introduced an element X in the extended
positive cone of LG, (LG)∧+, see [Haa79a, Haa79b] for the precise definition, as the
noncommutative analogue of an invariant metric. We regard the triple (LG,ψ,X)
as a noncommutative generalization of invariant metric spaces over the dual of the
group G. The reason behind such generalization is that we can understood X
as the unbounded function χ 7→ d(e, χ), where d : Ĝ × Ĝ → R+ is an invariant
metric, recall that by invariance such function determines the whole metric d. To
prove the Ho¨rmander-Mikhlin theorem above we have to impose certain conditions
in (LG,ψ,X) which we called the standard assumptions. We recall the definition
bellow.
Definition 3.1. ([GPJP15, Definition 2.6])We say that (LG,ψ,X) satisfy the, so
called, standard assumptions iff
i) The function ΦX(t) = τ(χ[0,r](X)) is doubling, i.e.
ΦX(2 t) ≤ C ΦX(t), ∀ 0 ≤ t.
ii) X satisfies the completely bounded Hardy-Littelwood inequality, or, CBHL
in short, for every 1 < p <∞, i.e.∥∥(Rt)t≥0 : Lp(LG)→ Lp(LG;L∞(R+))∥∥cb .(p) 1, (CBHL)
where Rt(x) = ΦX(t)−1 (χ[0,t](X) ⋆ x) and ⋆ is the noncommutative ana-
logue of the convolution over L1(LG), given by λ(f) ⋆ λ(g) = λ(f g).
iii) The Markovian semigroup St = Te−t ψ has L2-Gaussian bounds bounds, i.e.
τ
{|χ[r,∞)(X)λ(e−t ψ)|2} . 1
ΦX(
√
t)
1
2
e−β
r2
t (L2GB)
Observe that, following our analogy of Te−t ψ with the heat semigroup, λ(e
−t ψ)
plays the role of the heat kernel and L2GB is just a form of Gaussian bounds.
Similarly, ifX is a classical metric χ[0,r](X)Φ
−1(r) is just the characteristic function
of the ball of radius r over the unit after being normalized in L1 and the maximal
norm of ii) is just the Lp-norm of the Hardy-Littlewood maximal operator.
The goal of this section is to prove that the assumptions defined above are stable
under certain cross-products. Let (H,ψH , XH) and (G,ψG, XG) be triples satisfying
the standard assumption and let θ : G→ Aut(H) be a µH -preserving action. Then,
K = H ⋊θ G is again an unimodular group and it is trivial to check that its Haar
measure µK can be identified with µH ⊗ µG. The action θ extends to a normal
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and τH -preserving action on LH . Let φ : H → C be a function inducing a normal
c.b. multiplier Tφ over LH . Tφ is θ-equivariant, i.e: Tφ(θg(x)) = θg(Tφ(x)), iff φ is
θ-invariant, i.e.: φ(θg(h)) = φ(h). Therefore, if φ1 : H → C and φ2 : G → C are
functions of positive type, the function φ : K → C given by
φ(h, g) = φ1(h)φ2(g)
is also of positive type when φ1 is θ-invariant. Indeed, let {(hi, gi)}ni=1 ⊂ K, then[
φ
(
(hi, gi)
−1 (hj , gj)
)]
i,j
=
[
φ
(
θg−1i
(h−1i hj), g
−1
i gj
)]
i,j
=
[
φ1(h
−1
i hj)φ2(g
−1
i gj)
]
i,j
≥ 0.
(3.1)
The positivity of the matrix in the last line follows from the fact that the Schur
product respects positivity. Taking φ1 = e
−tψH and φ2 = e
−tψG gives that ψ : K →
R+ given by ψ(h, g) = ψH(h) + ψG(g) is a conditionally negative length when ψH
is θ-invariant. The next logical step in order to extend the standard assumptions
to crossed products is to find a way of defining operators X1 ⋊ 1,1 ⋊X2 ∈ LK∧+
given X1 ∈ LH∧+ and X2 ∈ LG∧+. Notice that if π : N → R is any normal
∗-homomorphism between von Neumann algebras, then π extends to a normal
order-preserving map π : N∧+ → R∧+. Therefore, it makes sense to apply the ∗-
automorphisms θg to XH . We will say that XH is θ invariant if θg(XH) = XH
for every g ∈ G. Again, extending the normal inclusions ι1 : M →֒ M ⋊θ G and
ι2 : LG→M⋊θ G to the extended positive cone gives operators
X2H ⋊ 1 := ι1(X
2
H) ∈ LK∧+
1⋊X2G := ι2(X
2
G) ∈ LK∧+.
and we define the metric X ∈ LK∧+ by the following equation
X2 = X2H ⋊ 1+ 1⋊X
2
G.
Theorem 3.1. Let (H,ψH , XH) and (G,ψG, XG) be triples satisfying the standard
assumptions and θ : G → Aut(H) be a continuous, µH-preserving action. As-
sume that ψH and XH are θ-invariant. Then, (K,ψ,X), defined as above, is also
standard.
In the theorem above it is trivial to prove the L2-Gaussian bounds and doublingness
of ΦX . The key part are the completely bounded Hardy-Littlewood inequalities.
In order to prove that, we are going to use an ℓ∞-valued version of Theorem 2.2.
Notice that we are not imposing amenability of the action θ because the standard
assumptions force G to be amenable, see [GPJP15, Remark 2.5], and hence any
action is amenable. The stability result for maximal operators will be the following.
Theorem 3.2. LetM be a hyperfinite von Neumann algebra, G a LCH unimodular
group and θ : G → Aut(M) a τM-preserving action admitting a C-approximating
sequence. Let (Ω1, ν1) and (Ω2, ν2) be measure spaces, (Tω)ω∈Ω1 be a family of com-
pletely positive Fourier multipliers and (Sω)ω∈Ω2 is a family of completely positive
and θ-invariant operators satisfying that
A =
∥∥(Tω) : Lp(LG)→ Lp(LG;L∞(Ω1))∥∥cb < ∞
B =
∥∥(Sω) : Lp(M)→ Lp(M;L∞(Ω2))∥∥cb < ∞. (3.2)
Then, we have that∥∥(Sω ⋊ Tζ)(ω,ζ) : Lp(M ⋊θ G)→ Lp(M⋊θ G;L∞(Ω1)⊗min L∞(Ω2))∥∥cb
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≤ C 1p AB.
Observe that, in the abelian case with trivial action θ = 1, Theorem 3.2 follows by
routinely applying Fubini-type arguments. We obtain the following corollary.
Corollary 3.3. LetM, G, θ, (Tω)ω∈Ω and (Sω)ω∈Ω be like in the previous theorem
for some fixed (Ω, ν). We have that∥∥(Sω ⋊ Tω)ω : Lp(M⋊θ G)→ Lp(M ⋊θ G;L∞(Ω))∥∥cb ≤ C 1p AB,
where A and B are defined like in (3.2).
Recall that, since each Tω above is a Fourier multiplier, there is an essentially
unique symbol mω such that Tω = Tmω . In order to prove the theorems above
we need some preliminary results. We will use the following characterization of
boundedness for L∞-valued Schur multipliers whose proof we omit.
Proposition 3.4. Let (Tmω)ω∈Ω ⊂ CB(L1(LG)), we have that (Mmω)ω : Sp(L2G)→
Sp[L∞(Ω)] boundedly iff for every a ∈ Skp and (bω)ω ∈ Skp′ [L1(Ω)] we have that∣∣∣ ∫
Ω
k∑
i,j
mω(g
−1
i gj) aij b
ω
ij dµ(ω)
∣∣∣ ≤ K ‖a‖Skp ‖(bω)ω‖Skp′ [L1]. (3.3)
Furthermore, the optimal K satisfies that
K =
∥∥(Mmω)ω : Sp → Sp[L∞(Ω)]∥∥.
The analogous results for complete norms follows after taking ai j ∈ Smp and bωij ∈
Smp in (3.3)
The following theorem is just a vector-valued extension of Theorem 2.2.
Theorem 3.5. Let M be a hyperfinite von Neumann algebra and G, θ be as above
with θ amenable. For any 1 ≤ p <∞ and any operator space E we have a complete
isometry
Lp(M⋊θ G;E) jp−−−−−→
∏
α,U
Lp(M⊗B(L2G);E).
Furthermore, when E is an operator system jp is completely positive.
If E = C(Xi) is any abelian C
∗-algebra, where Xi are compact Hausdorff spaces,
and (Tmx)x∈X2 is a family of Fourier multipliers in Lp(LG), then the following
diagram commute
Lp(M⋊θ G;C(X1))
(Id⋊Tmx )x∈X2

jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1))
(Id⊗Mmx )x∈X2

Lp(M ⋊θ G;C(X1 ×X2))
jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1 ×X2)),
where Mmx is the Herz-Schur multiplier associated with the symbol mx. Further-
more, if θ has a C-approximating sequence and (Sx)x∈X2 are θ-equivariant operators
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in Lp(M), then
Lp(M⋊θ G;C(X1))
(Sx⋊Id)x∈X2

jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1))
(Sαx )
α,U
x∈X2

Lp(M ⋊θ G;C(X1 ×X2))
jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1 ×X2)),
where (Sαx )x∈X2 satisfies that∥∥(Sαx )x∈X2 : Lp(M⊗B(L2G);C(X1))→ Lp(M⊗B(L2G);C(X1 ×X2))∥∥cb
≤ C 1p ∥∥(Sx)x∈X2 : Lp(M;C(X1))→ Lp(M;C(X1 ×X2))∥∥cb.
Before going into the proof we would like to clarify why we choose C(X)-valued
operators instead of L∞(Ω)-valued, for some measure space Ω, if all we care about
are maximal bounds. The reason is that, in order to pass from the strong maximal
type arguments in Theorem 3.2 to the Corollary 3.3 we need to restrict the maximal
operator (Sω ⋊ Tζ)(ω,ζ) to the diagonal ω = ζ. This requires that the diagonal
restriction operator m : L∞(Ω)⊗L∞(Ω)→ L∞(Ω), given by m(f ⊗ g) = f g, to be
completely bounded. That is not the case is we take L∞(Ω)⊗L∞(Ω) = L∞(Ω).
Nevertheless it holds if we take L∞(Ω) ⊗min L∞(Ω), which is not a von Neumann
algebra.
In order to prove Theorem 3.5 we will need the following well-known lemma, whose
proof we omit.
Lemma 3.6 ([Pis98]). Let M1, M2 be hyperfinite von Neumann algebras and E
an operator space. If ψ : Lp(M1) → Lp(M2) is a completely bounded map, then
ψ⊗ IdE : Lp(M1;E)→ Lp(M2;E) is completely bounded. Furthermore, if E is an
operator system, the map ψ 7→ ψ⊗E preserves complete positive maps.
Remark 3.2. When M1 = M2 = M is hyperfinite and p = 1, every map φ
satisfying that φ⊗ IdE is bounded for every E is actually completely bounded, the
same follows for p =∞ when ψ is normal. For general p, the maps ψ satisfying that
‖ψ ⊗ IdE : Lp(M;E) → Lp(M;E)‖ < ∞, when E = ℓ∞, are called regular maps
and were studied in [Pis95b]. Such maps are exactly those which can be expressed
as linear combinations of completely positive ones. In the non-hyperfinite case the
theorem above is false. Indeed, in [Haa85], Haagerup proved that all the completely
bounded maps in M are linear combinations of completely positive maps iff M is
hyperfinite.
Proof. (of Theorem 3.5) Let (xα)α be an approximating sequence for the
amenable action θ. We can construct Xα as in the proof of Theorem 2.2. For each
jαp by
jαp = (AdX1/pα
j)⊗ IdE
and by Lemma 3.6 such maps are complete contractions, i.e.∥∥jαp : Lp(M ⋊θ G;E)→ Lp(M⊗B(L2G);E)∥∥cb ≤ 1.
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They are also completely positive when E is an operator system. Let us denote
temporarily such maps by jαp,E . Now it is enough to prove that
lim
α,U
〈
(jαp,B(H) x), (j
α
p′,S1(H)
y)
〉
= 〈x, y〉, (3.4)
where 〈·, ·〉 is the duality pairing between Lp(M ⋊θ G;S1(H)) and Lp′(M ⋊θ
G;B(H)). That case suffices since we can always embed E in a completely iso-
metric way inside B(H). The proof of (3.4) follows like in the scalar case. The
identity implies that jp = (j
α
p )
U
α is isometric since we can use that∏
α,U
Lp(M;B(H)) ⊂
(∏
α,U
Lp′(M;S1(H))
)∗
when 1 < p ≤ ∞
∏
α,U
L1(M;B(H)) ⊂
(∏
α,U
L∞(M;S1(H)∗∗)
)∗
otherwise
and proceed like in the proof of Theorem 2.2. The commutation identities follow
similarly. 
Theorems 3.5 gives a way of transferring bounds from Id⊗M where M is a C(X)-
valued Schur multiplier to Id ⋊ T , where T is its associated C(K)-valued Fourier
multiplier. In order to bound the maximal operator given by Schur multipliers
(IdM ⊗Mmω)ω∈Ω we need the following transference result generalizing [CdlS15,
Theorem 4.2] to the L∞-valued case.
Theorem 3.7. Let G be a LCH and unimodular group, Ω a measure space and
(Tmω)ω∈Ω ⊂ CB(L1(LG)) a family of Fourier multipliers. If (Mmω)ω∈Ω is the
associated family of Schur multipliers then, for every 1 ≤ p ≤ ∞∥∥(Mmω)ω∈Ω : Sp(L2G)→ Sp(L2G;L∞(Ω))∥∥cb
≤ ∥∥(Tmω)ω∈Ω : Lp(LG), Lp(LG;L∞(Ω))∥∥cb.
Proof. Let µ be a probability measure over Ω such that L1(Ω, µ)
∗ = L∞(Ω), by
[CdlS15, Lemma 4.1] there is a dense subset of exponents 1 ≤ p ≤ ∞ such that
we can choose sequences xn and yn of norm one elements in Lp(LG) and Lp′(LG)
such that
lim
n
〈yn, Tmxn〉 = m(e).
Let us define zn = yn ⊗ χΩ ∈ Lp(LG;L1(Ω, µ)). Since the L1(Ω;Lp(LG))-norm is
larger then the Lp(LG;L1(Ω))-norm we obtain that ‖zn‖Lp(LG;L1) ≤ 1. Further-
more, if (Tmω)ω∈Ω is a family of multiplier as in the hypothesis, then
lim
n
〈zn, Tmωxn〉 =
∫
Ω
mω(e) dµ(ω), (3.5)
where the parying 〈·, ·〉 is the duality pairing between Lp(LG;L∞) and Lp′(LG;L1).
Proving
∣∣∣ ∫
Ω
k∑
i,j
mω(g
−1
i gj) aij b
ω
ij dµ(ω)
∣∣∣
≤ ∥∥(Tω)ω : Lp(LG)→ Lp(LG;L∞(Ω))∥∥cb ‖a‖Skp ‖(bω)ω‖Skp [L1] (3.6)
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implies, by Proposition 3.3, that
‖(Mmω)ω‖B(Sp, Sp(L∞)) ≤
∥∥(Tmω)ω : Lp(LG)→ Lp(LG;L∞)∥∥cb ‖a‖Skp‖(bω)ω‖Skp [L1].
In order to obtain the same bound for the complete norms it is enough to take
aij ∈ Smp and repeat the calculation. Therefore to prove the claim it suffices to
prove (3.6). Pick xn and zn like in (3.5) and consider An ∈ Skp [Lp(LG)] and
Bωn ∈ Skp′ [Lp′(LG;L1(Ω))] given by
An = u
∗ (a⊗ xn)u
Bωn = u
∗ (bω ⊗ zn)u
where u is the unitary in Mk ⊗ LG given by
u =


λg1 0 · · · 0
0 λg2 · · · 0
...
...
0 0 · · · λgk


As a consequence ‖An‖Skp [Lp(LG)] = ‖xn‖Lp(LG) and ‖Bn‖Skp′ [Lp′(LG;L1)] ≤ ‖zn‖Lp′(LG;L1).
Observe that λgi Tm(λ
∗
gixλgj )λ
∗
gj = Tmij (x), wheremij(h) = m(g
−1
i h gj), therefore∫
Ω
k∑
i,j
mω(g
−1
i gj)aijb
ω
ij dµ(ω)
=
∫
Ω
k∑
i,j
aijb
ω
ij lim
n
〈zn, Tmωijxn〉 dµ(ω)
= lim
n
∫
Ω
k∑
i,j
aijb
ω
ij〈zn, Tmωijxn〉 dµ(ω)
= lim
n
〈(Bωn )ω, ((Id⊗ Tmω)An)ω〉
≤ ∥∥(Tmω)ω : Lp(LG)→ Lp(LG;L∞)∥∥cb ‖a‖Skp‖(bω)ω‖Skp [L1].
We have used the Dominated Convergence Theorem to exchange the limit and
the integral in the second equation, which is justified since the multipliers mω are
uniformly bounded. 
We can pass to the proof of the strong maximal bounds. Since we are going to
reduce the problem to that of tensor product it is convenient to recall the fol-
lowing modification of the result for tensor products, see [GPJP15, Lemma 2.8],
whose proof is a trivial consequence of (0.1). We include the proof for the sake of
completeness.
Lemma 3.8. Let (Mi, τi), for i ∈ {1, 2} be two hyperfinite von Neumann algebras
with n.s.f. traces, (Ωi, νi) two measure spaces and (Sω)ω∈Ω1 , (Tω)ω∈Ω2 be families
of completely positive operators satisfying that
A1 :=
∥∥(Tω)ω∈Ω1 : Lp(M1)→ Lp(M1;L∞(Ω1))∥∥cb < ∞
A2 :=
∥∥(Sω)ω∈Ω2 : Lp(M2)→ Lp(M2;L∞(Ω2))∥∥cb < ∞ .
Then, we have that∥∥(Rω,ζ)(ω,ζ) : Lp(M1⊗M2)→ Lp(M1⊗M2;L∞(Ω1)⊗min L∞(Ω2))∥∥cb ≤ A1A2,
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Lp(M⋊θ G)
(Sω⋊Id)t
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
(Sω⋊Tζ)(ω,ζ)
//
jp

Lp(M ⋊θ G;L∞ ⊗min L∞)
jp

Lp(M ⋊θ G;L∞)
(Id⋊Tζ)ζ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
jp
∏
n,U
Lp(M⊗B(L2G);L∞)
(Id⊗Tζ)ζ
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
∏
n,U
Lp(M⊗B(L2G))
(Sαω )
α,U
ω
::t
tt
ttt
tt
ttt
tt
ttt
tt
tt ∏
n,U
Lp(M⊗B(L2G);L∞ ⊗min L∞)
Figure 1. Commutative diagram for the proof of Theorem 3.2.
where Rω,ζ = AdY (Tω ⊗ Id)AdX (Id ⊗ Sζ) and X,Y ∈ M1⊗M2 are self adjoint
contractive operators.
Proof. Recall that if φ : E → F is completely bounded, then ‖Id ⊗ φ : Snp [E] →
Snp [F ]‖ ≤ ‖φ‖cb. As a consequence, the same is true for Id ⊗ φ : Lp(M;E) →
Lp(M;F ), whenM is hyperfinite. We are going to use also that Lp(M1;Lp(M2;L∞)) =
Lp(M1⊗M2;L∞). By complete positivity of (Id⊗ Sζ) and (0.1) we have that for
every x ∈ Lp(M1⊗M2) there is another u with ‖u‖p ≤ (1+ ǫ)B‖x‖p, where ǫ can
be taken arbitrarily small. Now
Rω,ζ(x) = AdY (Tω ⊗ Id)AdX (Id⊗ Sζ)(x)
≤ AdY (Tω ⊗ Id)AdX u
and applying the same procedure to AdX u once again gives the desired identity. 
Proof. (of Theorem 3.2). Recall that for any measure space Ω, the algebra
L∞(Ω) is isomorphic to C(X) where X is certain compact Hausdorff and discon-
nected topological space. In order to apply Theorem 3.5 we need to express an
element ω 7→ Tω inside L∞(Ω; CB(Lp(N ))) as a CB(Lp(N ))-valued function on
C(X). But, since X ⊂ Ball(L∞(Ω)∗), we can safely evaluate φ⊗ Id, where φ ∈ X ,
against (Tω)ω. By an application of Theorem 3.5 the diagram in Figure 1 commutes.
The jp are the complete isometries of Theorem 3.5. The isometries jp intertwine
(Sω ⋊ Id) with the ultraproduct with respect to U in α of the maps
Sαω = AdX1/pα
(Sω ⊗ Id)AdY 1/pα
and so (Sω ⋊ Id)ω∈Ω2 is completely bounded (resp. completely positive) if the
ultraproduct of such maps is completely bounded (resp. completely positive). But,
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since each Sω is c.p. and M is hyperfinite that follows by Lemma 3.6. Similarly,
(Id⋊Tζ)ζ∈Ω2 is completely bounded (resp. completely positive) if (Id⊗Mζ)ζ∈Ω2 is
c.b. (resp. c.p.), where Mζ is the Schur multiplier sharing its symbol with Tζ. By
Theorem 3.7 (Id ⊗Mζ)ζ is completely bounded. Now, applying Lemma 3.8 gives
that ((Id ⊗Mζ)Sαω )(ω,ζ) is completely bounded and that finishes the proof. 
The Corollary 3.3 follows from the Theorem above after applying Lemma 3.9.
Lemma 3.9. Let A be an abelian C∗-algebra and (M, τ) a hyperfinite von Neu-
mann algebra with a n.s.f. trace τ , then∥∥(IdM ⊗m) : Lp(M;A⊗min A)→ Lp(M;A)∥∥cb ≤ 1,
where m : A⊗min A → A is given by f ⊗ g 7→ f g.
Proof. (of Corollary 3.3) Notice that, if R1 = (Sω ⋊ Tζ)(ω,ζ) and R2 = (Sω ⋊
Tω)ω , we have that:
R2 = (IdM⋊G ⊗m)R1,
and applying Lemma 3.9 together with Theorem 3.2 gives the desired result. 
With that at hand we can pass to prove of the stability under crossed products of
the standard assumptions.
Proof. (of Theorem 3.1) To prove that X is doubling we just use that X2H ⋊ 1
and 1⋊X2G commute when XH is θ invariant and therefore:
χ[0,r2)(X) ≤ χ[0,r2)(XH ⋊ 1)χ[0,r2)(1⋊XG).
Using that τK((x ⋊ 1) (1⋊ y)) = τH(x) τG(y) gives that ΦX(r) ≤ ΦXH (r)ΦXG (r).
Similarly it can be proved that ΦXH (r)ΦXG (r) ≤ ΦX(2 r) and therefore X is dou-
bling. The L2GB property is proved similarly. For the CBHL maximal inequalities
we just use that
χ[0,r](X)
ΦX(r)
⋆ u .(DΦXH ,DΦXG )
(RHr ⋊RGr )(u),
where
RHr (u) =
χ[0,r](XH)
ΦXH (r)
⋆ u and RGr (u) =
χ[0,r](XG)
ΦXG(r)
⋆ u.
The maximal boundedness of (RHr ⋊RGr )r≥0 follows from Corollary 3.3. 
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