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Resum 
Els problemes amb què es troben les persones amb dificultats de mobilitat per dur una vida 
normal són ben coneguts, ja sigui en entorns urbans o al propi habitatge. Aquest projecte 
estudia com adaptar un habitatge per tal de poder facilitar la interacció entre l’usuari i aquest 
mitjançant control per veu. Per aconseguir aquest objectiu s’ha fet ús de tecnologia d’actualitat 
com són els microcomputadors Raspberry Pi i el software de detecció de comandes de veu. 
Els dos valors que han guiat el projecte en tot moment han estat el preu econòmic del producte 
final i la flexibilitat d’aquest. 
A dia d’avui, el mercat ofereix diverses opcions pel control automàtic d’un habitatge, però no 
tantes integrant el control per veu. A més, aquests sistemes no són accessibles a tothom, ja 
sigui per l’elevat preu o bé per la necessitat de disposar de coneixements en enginyeria. És per 
això que aquest projecte vol ser pioner en fer accessible la domòtica i el control per veu a 
tothom. Un aspecte molt important ha estat el dissenyar un sistema flexible per tal que es pugui 
adaptar a qualsevol habitatge i a qualsevol necessitat. Per aconseguir-ho, ha estat necessari 
dissenyar una xarxa de comunicació robusta entre màquines. A l’actualitat no existeix cap 
sistema domòtic que permeti la flexibilitat que s’aconsegueix en el producte dissenyat en 
aquest projecte, gràcies a l’ús d’objectes remots, mitjançant la llibreria Pyro4 de Python. Aquest 
sistema és capaç de treballar amb el millor software de detecció de comandes de veu de 
l’actualitat, combinant la tecnologia desenvolupada per CMUSphinx, Google, AT&T i Wit.ai. 
L’elecció de quines tecnologies usar està recolzada per un estudi estadístic exhaustiu, amb el 
que s’ha pogut modelar el temps de resposta de les diferents opcions. Per no dependre 
exclusivament del control per veu, s’ha dissenyat una aplicació Android que permet controlar 
l’habitatge des d’un dispositiu mòbil.  
Els obstacles més importants que s’han superat amb èxit en aquest projecte són el pressupost 
i els constants canvis al mercat. L’aspecte econòmic ha limitat l’adquisició de material que 
permetés la demostració del potencial del sistema que s’ha dissenyat i la implementació 
d’aquest a un cas real. Aquest problema s’ha solucionat fent ús d’una simulació d’un habitatge, 
complementat amb un sistema real simple. Com a conseqüència d’usar tecnologies recents al 
mercat, durant l’elaboració del projecte s’ha sofert canvis importants que han fet replantejar 
certs aspectes del treball.  
El resultat de combinar les Raspberry Pi amb el millor software de detecció de comandes de 
veu ha permès crear un sistema fiable, flexible i econòmic, capaç d’adaptar-se a qualsevol 
necessitat, entorn i usuari. El producte dissenyat permet que l’usuari tingui una experiència 
còmoda quan usa aquest. És sens dubte un projecte singular i innovador en els sectors de la 
domòtica i el control per veu. 
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1. Glossari 
SCV: Abreviació de Sistema de Control per Veu. Fa referència al producte dissenyat en aquest 
projecte, basat en el control per veu. 
Prototip: Durant el projecte es diferencia entre simulació i prototip. El prototip és aquell conjunt 
d’elements que permet veure el control de tasques reals, com encendre i apagar una 
bombeta. És un complement de la simulació. 
Plataforma del SCV: En aquest projecte s’entén com a plataforma pel SCV aquell hardware 
que és capaç de suportar el software necessari pel sistema. 
STT: Abreviació de Speech To Text. Fa referència a les tecnologies de tractament de veu que 
permeten transformar àudio en paraules.  
TTS: Abreviació de Text To Speech. És el procés invers a les tecnologies STT. Per tant, 
transformen text a àudio. 
Motor STT d’alt nivell: En aquest projecte els motors STT d’alt nivell són aquells que són 
capaços de detectar paraules o grup de paraules d’un diccionari complert. 
Motor STT de baix nivell: En aquest projecte els motors STT de baix nivell són aquells que, a 
diferència dels motors STT d’alt nivell, només són capaços de detectar un grup reduït 
de paraules. Aquest grup de paraules acostuma a poder-se configurar. 
Mòdul: En aquest projecte s’entén com a mòdul un conjunt de fitxers que mantenen una 
coherència de grup. El SCV que s’ha dissenyat està format per diferents mòduls. 
Comanda de veu: Totes aquelles paraules o grup de paraules que l’usuari diu amb la finalitat 
que la màquina corresponent dugui a terme una acció determinada. 
Treballar en línia: S’entén que una màquina treballa en línia quan necessita connexió amb 
l’exterior, és a dir, amb la xarxa d’Internet. 
Treballar en local: S’entén que una màquina treballa en local quan no necessita connexió amb 
l’exterior, a diferència de quan es treballa en línia. 
RPC: Abreviació de Remote Procedure Call. Consisteix en una tècnica de comunicació entre 
processos d’una màquina o bé un conjunt de màquines connectades a una xarxa. 
SSH: Abrebiació de Secure Shell. És un protocol de comunicació que permet l’accés a 
màquines remotes que estan connectades a una xarxa.  
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SSHFS: Abreviació de Secure Shell Filesystem. És un sistema d’arxius principalment per 
màquines Linux que permet accedir als fitxers d’una màquina remota. 
VNC: Abreviació de Virtual Network Computing. És un programa de codi lliure que permet 
controlar una màquina de forma remota mitjançant comunicació client-servidor. A 
diferència de SHH es treballa de forma gràfica.  
Z-Wave: És una tecnologia de comunicació entre dispositius electrònics sense haver d’usar 
cables. Està guanyant protagonisme en el món de la domòtica degut a que és 
econòmic i  de fàcil instal·lació 
Pins GPIO: Abreviació de General Purpose Input/Output. Són pins genèrics d’un xip el 
comportament del qual és programable per l’usuari. 
HMM: Abreviació de Hidden Markov Model. Són tècniques estadístiques usades per a la 
identificació de fonemes en un fitxer de so. En aquest projecte no es detallarà el 
funcionament d’aquestes tècniques.  
LVCSR: Abreviació de Large-Vocabulary Continuous Speech Recognition. És un model que 
permet la traducció de veu a text. En aquest projecte no s’entrarà en detall en el seu 
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2. Prefaci 
2.1. Origen del projecte 
La idea de dur a terme aquest projecte va sorgir de la voluntat de fer un treball amb el que es 
pogués dissenyar un producte final útil per a la societat, basat en l’electrònica i la informàtica. 
El poder aplicar els coneixements adquirits durant la carrera a un projecte que pot ajudar a 
persones amb problemes de mobilitat és molt gratificant i motivador. El fet d’escollir com a eix 
del treball el control per veu és degut a que és la forma més fàcil i còmode de dictar comandes, 
per tant, més apte per a persones amb problemes de mobilitat. L’estudiant que redacta aquest 
projecte es considera apassionat per l’electrònica i la informàtica, i de seguida va creure que la 
complexitat del projecte també podia ser una font d’enriquiment personal com a enginyer.  
2.2. Motivació 
El poder ajudar a persones amb problemes de mobilitat ja és per sí sol motivador. Però a més, 
l’actualitat del tema escollit en aquest projecte el fa especialment apassionant. Es treballa amb 
eines que tenen pocs mesos de vida com és el projecte Jasper, que es va publicar a l’estiu del 
2014. Un altre exemple seria Wit.ai, que és una empresa que posa al servei de 
desenvolupadors una API que permet la detecció de comandes de veu en línia, que es va 
fundar encara no fa 2 anys. Al gener del 2015 va ser comprada per Facebook. Un últim 
exemple seria l’aparició de la Raspberry Pi 2. La data de llançament d’aquest model de 
Raspberry Pi va ser el febrer de 2015. Aquesta suporta tot el pes del mòdul MASTER del SCV 
sense cap tipus de problema, essent gairebé 5 vegades més ràpida que el model anterior. 
Aquesta actualitat de les eines que usa el projecte és també un inconvenient ja que ha fet que 
l’estudiant estigués sempre actualitzant informació sobre el mercat. Un altre aspecte important 
és que, a part de ser un tema d’actualitat, hi ha moltes empreses que aposten per 
desenvolupar sistemes domòtics, fet que mostra que és una via amb un futur prometedor. De 
la mateixa manera, com s’ha vist amb l’exemple de Wit.ai i Facebook, també hi ha empreses 
que opten per incorporar control per veu als seus productes. Encara hi ha molt camí a recórrer 
pel que fa el control per veu, ja que, per exemple, només s’ha pogut disposar de models 
acústics en anglès degut a que en altres idiomes no es disposa de models correctes. És doncs, 
un projecte basat en l’actualitat i segurament també en el futur, i el qual té la oportunitat de ser 
innovador.  
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3. Introducció 
3.1. Objectius del projecte 
Els objectius del projecte són els següents: 
- Fer un estudi sobre les diferents tecnologies de detecció de comandes de veu que 
existeixen a l’actualitat per tal d’integrar aquella o aquelles que siguin més aptes pel 
sistema que es vol dissenyar. Es vol que el sistema sigui capaç de treballar usant el 
castellà.  
- Dissenyar una estructura de control que permeti identificar comandes de veu fent ús de 
les tecnologies apropiades i actuar en conseqüència sobre l’habitatge. Aquesta 
estructura de control ha de ser el més econòmica possible per tal de garantir 
l’accessibilitat al producte al major nombre de persones. També ha de ser una 
estructura flexible que permeti l’adaptació del producte a qualsevol entorn i necessitat. 
- Instal·lar el sistema a un cas real per tal de poder demostrar el bon funcionament de 
l’estructura de control dissenyada durant l’elaboració del projecte. 
3.2. Abast del projecte 
Aquest projecte no vol classificar el grup de persones amb dificultats de mobilitat segons el 
tipus del problema o necessitat. Es vol dissenyar un sistema que sigui prou flexible com per 
adaptar-se a cada subconjunt d’aquest grup sense necessitats d’alteracions en el software. És 
clar però, que en cada cas caldrà un hardware determinat per tal de poder adaptar-se a les 
necessitats de l’usuari. Per tant, no es farà cap estudi sobre quins haurien de ser els problemes 
a resoldre a un habitatge ja que es creu que això és personal de cada usuari. 
La principal limitació del projecte és el pressupost, ja que aquest ha limitat significativament el 
material a disposar. Per exemple, el micròfon usat és senzill, fent que els fitxers d’àudio gravats 
siguin de poca qualitat i el seu radi d’acció sigui reduït. També ha estat un fet significatiu pel 
que fa al prototip, ja que aquest també és senzill (encendre i apagar 4 bombetes). Sempre que 
s’ha pogut s’ha aprofitat material que ja es disposava. Per tal de solucionar el problema del 
pressupost es va demanat la participació en el projecte del Centre de Vida Independent, de la 
Fundació ONCE i de l’Institut Guttmann. Cap d'aquestes institucions relacionades amb 
persones amb dificultats de mobilitat ha volgut participar en el projecte. A pesar d'això, el 
disseny del Sistema de Control per Veu (SCV) exposat en aquest treball no s'ha vist afectat 
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més enllà del hardware. Aquesta limitació finalment s'ha solucionat dissenyant una demostració 
del sistema per simulació, que permet veure el potencial del SCV. Per tant, aquest projecte no 
pretén dissenyar un exemple real complex com podria ser la implementació del sistema a un 
habitatge real. Simplement es dissenyarà un prototip que permeti demostrar que el que es 
mostra a la simulació és fàcilment transportable a un cas real, on l'únic impediment és el 
pressupost. D'aquesta manera es demostra que la complexitat de la simulació és la mateixa 
que en un cas real.  
El projecte tampoc vol dissenyar un model acústic propi, degut a  la complexitat del procés. És 
molt complex obtenir bons resultats dissenyant un model acústic nou. Com que ja es disposa 
de models de codi lliure a l'abast de tothom, es creu innecessari i de poc interès el disseny d'un 
model acústic propi. 
Un altre aspecte que no pretén assolir aquest projecte és l'estudi de la normativa per tal de 
poder instal·lar el SCV a un habitatge real. Això és degut al fet que, com s'ha explicat, el 
prototip que es mostra és simple i només és un complement de la simulació del SCV.  Per tant, 
degut a que el pes del projecte recau a una simulació es creu que no és d’interès estudiar la 
normativa per dur a terme una instal·lació elèctrica a un habitatge. 
Cap de les limitacions anteriors ha obstaculitzat el disseny del software del SCV, pel que s'ha 
pogut desenvolupar sense cap tipus d'impediment. Per tant,  el software del SCV és la part del 
projecte que mostra la motivació i l'esforç de l'estudiant que ha dut a terme aquest projecte. El 
fet de no poder dissenyar una instal·lació en un habitatge real ha estat significatiu a l'hora de 
l'elaboració del projecte, ja que s'ha optat per un sistema flexible i de fàcil configuració, que 
permet l'adaptació d'aquest a qualsevol entorn i necessitats. 
És clar que en molts casos caldria modificar la instal·lació elèctrica de l'habitatge per tal de 
poder dur a terme certes accions. En aquest projecte tampoc es farà un estudi econòmic del 
cost de la instal·lació elèctrica degut al fet que cada habitatge és diferent i també depèn de les 
necessitats de cada usuari. D'alguna manera es treballarà com si el projecte d'instal·lació del 
SCV es pogués fer durant la construcció d’un l'habitatge, amb el que la instal·lació de cable i 
les regates corresponents no suposen cap sobrecost significatiu. 
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4. Estat actual de la domòtica 
A dia d’avui hi ha múltiples sistemes domòtics que permeten controlar aspectes com la 
il·luminació, televisió, sistemes de climatització o persianes. Aquests acostumen a usar WiFi, 
Bluetooth o Z-Wave, entre altres. Aquests sistemes permeten el control d’aparells electrònics 
des de dispositius mòbils o bé computadors.  La seva estructura és tancada, és a dir, per tal de 
controlar els aparells cal usar les aplicacions o programes que distribueix el fabricant. Això 
limita l'ús d'aquests productes. Es podria classificar la domòtica actual en dos grups:  
- Sistemes comercials: Són sistemes cars i poc adaptables a les diferents necessitats de 
l’usuari. Acostumen a ser modulars, és a dir, l'usuari pot escollir quins mòduls vol 
instal·lar al seu habitatge. Un exemple d’aquest apartat serien els dispositius Z-Wave.  
- Sistemes dissenyats pel propi usuari: Són sistemes en que l'usuari escull diferents 
eines del mercat i dissenya un sistema a mida a les seves necessitats. Són sistemes 
barats però cal tenir coneixements en electrònica i informàtica, i per tant, no són 
accessibles a tothom. Un exemple d’aquest apartat seria usar Raspberry Pi per 
controlar una bombeta a través dels seus ports GPIO. 
Tots aquests sistemes però tenen algun tipus de plataforma, com podria ser un dispositiu 
mòbil, que permet controlar-los. Fent ús del control per veu s’eliminaria aquesta dependència 
fet que és més còmode per l’usuari. El control per veu aporta comoditat a la domòtica, i això és 
un aspecte molt important per a persones amb dificultats de mobilitat. 
A dia d'avui hi ha sistemes comercials que permeten el control per veu però són sistemes poc 
flexibles i cars o bé es necessiten coneixements en enginyeria per usar-los. Existeixen diversos 
software pel tractament de veu, com podria ser els ben coneguts Google o Siri, però la 
integració d’aquests a la domòtica és complex i no està a l'abast de tothom. Un intent 
significatiu d'unir els dos camps és el projecte Jasper. Com s'explicarà més endavant, aquest 
projecte permet executar funcions prèviament dissenyades per l'usuari en detectar certes 
comandes de veu. Aquest projecte però, té diverses limitacions i és per això que es pretén 
desenvolupar la idea del projecte Jasper per a crear un sistema domòtic complert controlat per 
veu. 
Aquest projecte és innovador i pretén acostar els usuaris a la domòtica i al control per veu 
d'una manera flexible, econòmica i fàcil d'instal·lar i configurar. 
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5. Coneixements bàsics pel reconeixement de veu 
5.1. Fenomen  físic de la veu 
La veu humana consisteix en emetre so a través de l’aire fent vibrar les cordes vocals. Des 
d’un punt de vista útil pel projecte es podria definir el so com la propagació d’ones sonores a 
través d’un fluid, generalment aire, generades a partir de la vibració d’un cos. S’entén per ones 
sonores a oscil·lacions en la pressió del fluid. El receptor d’aquestes ones és el sistema auditiu, 
que permet traduir les ones de pressió de l’aire generades per l’emissor. El so generalment es 
caracteritza en funció dels següents paràmetres: 
- To: Pot ser agut, mitjà o greu en funció de la freqüència d’ona. 
- Intensitat: Pot ser fort, dèbil o suau en funció de l’amplitud d’ona. 
- Duració: Pot ser llarg o curt en funció del temps que duri el so. 
- Timbre: Depèn de la font de vibració i permet distingir sons amb les mateixes propietats 
anteriors però de diferent origen. 
El so es pot representar a un gràfic com el grau de compressió en funció del temps. A la Figura 
1 es pot apreciar la complexitat del procés de la parla humana. En pronunciar tres vegades 
seguides la paraula “Hola”, s’ha obtingut resultats força diferents per a cada una d’elles.  
 
El sistema que es vol dissenyar en aquest projecte, com s’ha explicat anteriorment, tracta 
sobre l’ús de comandes de veu en un entorn domèstic. Per tant, serà necessari poder 
identificar paraules enmig d’altres sons o perturbacions. Fent ús de la Figura 1, s’haurà doncs 
de ser capaç d’identificar la paraula “Hola” dins d’un fitxer d’àudio. Aquest procés és molt 
complex degut als següents aspectes: 
Fig. 1 Imatge en la que es mostra de forma qualitativa el resultat de gravar la paraula “Hola” 
tres vegades en el temps. S’ha utilitzat el programa Audacity per obtenir el gràfic. 
L’eix vertical representa l’amplitud de l’ona de pressió i l’eix horitzontal el temps. 
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- Cada persona té  un timbre diferent. 
- En pronunciar diferents vegades una mateixa paraula una sola persona, s’obtenen 
resultats diferents, com es veu a la Figura 1. Per tant, el to, la intensitat i la duració no 
són termes constants a una paraula. 
- Fàcilment apareix soroll a la gravació. 
A l’apartat 5.2 s’explicarà el funcionament dels algoritmes d’identificació de paraules. Cal tenir 
present en tot moment la complexitat del procés, com s’ha explicat en aquest apartat. 
5.2. Recursos necessaris pel reconeixement de veu 
Cada sistema d’identificació de veu té un funcionament propi. Alguns dels sistemes que 
s’estudien en aquest projecte, com s’explicarà més endavant, són privatius i no es té accés a 
conèixer el seu funcionament en detall. És per això que en aquest apartat es detallarà el 
funcionament que usa CMUSphinx, ja que és qui proporciona més informació en el seu 
funcionament. Certs aspectes d’aquest podrien ser extrapolables a altres sistemes de 
reconeixement de veu.  
La idea bàsica per a poder identificar una paraula o un conjunt de paraules radica en la 
identificació de fonemes. Normalment es parla de subfonemes ja que l'inici i el final dels 
diferents fonemes es veuen afectats per les transicions entre diferents paraules i per tant no es 
mantenen semblants respecte a fonemes de referència. Un cop identificats els fonemes 
s'agrupen en síl·labes, aquestes en paraules i finalment en frases senceres. Tot aquest procés 
es dur a terme amb algoritmes complexes basats en models probabilístics. El model 
probabilístic usat a la majoria de sistemes de reconeixement de veu s'anomena  HMM (Hidden 
Markov Model). Els elements bàsics que permeten la realització de la idea explicada 
anteriorment són el model acústic, el diccionari fonètic i el model de llenguatge o gramàtica. És 
important dir que en els sistemes d’identificació de comandes de veu d’alt nivell estudiats en 
aquest projecte no es té accés als tres elements descrits anteriorment. En canvi, als motors 
STT de baix nivell sí. Només en aquests casos es permetrà modificar i ajustar la seva fiabilitat, 
per exemple, excloent del diccionari fonètic i de la gramàtica aquelles paraules que no seran 
utilitzades. Aquests motors STT de baix nivell són CMUSphinx i Julius, mentre que els d’alt 
nivell són Google, AT&T i Wit.ai i Nexiwave. 
És important remarcar que per a cada llengua caldrà un model acústic, un diccionari fonètic i 
un model de llenguatge diferent.  
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5.2.1. Models acústics 
Conté les característiques dels diferents subfonemes (parts de fonemes) per tal de poder-los 
identificar en un fitxer d'àudio usant tècniques apropiades de comparació. El models acústics 
són el resultat d’un tractament adequat d’un gran nombre d’hores gravades dient frases 
concretes en una llengua concreta. CMUSphinx distribueix el seu propi model acústic en 
llengua anglesa, l’anomenat hub4wsj_sc_8k. Alguns models acústics també es poden 
descarregar de Voxforge [1], sota llicència de codi lliure GPL.  
Com s’explicarà més endavant, a la identificació de la paraula clau del Sistema de Control per 
Veu (SCV) dissenyat en aquest projecte, s’usarà CMUSphinx. En aquest cas, es va intentar 
usar els models acústics en castellà que ofereix Voxforge en comptes del model acústic anglès 
que ve per defecte, però els resultats no van ser gens satisfactoris. Per tant, s’ha hagut d’usar 
el hub4wsj_sc_8k. Aquest fet provoca que la paraula clau sigui de pronunciació anglesa. 
5.2.2. Diccionaris fonètics 
El diccionari fonètic consisteix en un fitxer que permet identificar paraules a partir d'un grup de 
fonemes. Com més extens sigui el diccionari més difícil serà identificar correctament comandes 
de veu. Igual que a l’apartat 5.2.1, els diccionaris fonètics de què es disposa són els que 
ofereixen CMUSphinx i Voxforge. També hi ha altres opcions com el diccionari TALP 
desenvolupat a la Universitat Politècnica de Catalunya. 
S’han fet proves usant un diccionari complert, com podria ser el diccionari TALP de la UPC, i 
els resultats no han estat satisfactoris. És per això que cal adaptar el diccionari per obtenir 
bons resultats. Per fer-ho, es limita l’abast del diccionari a poques paraules. CMUSphinx ofereix 
una eina per a tal finalitat, que s’anomena Lmtool. Aquesta eina permet obtenir el diccionari 
fonètic i gramàtica a partir de només les paraules que interessa detectar.  
5.2.3. Models de llenguatge o gramàtica 
El model de llenguatge és un fitxer que permet restringir la cerca de paraules basant-se amb 
les paraules anteriors ja detectades i per tant redueix el temps de l'operació. És una tècnica de 
simplificació del temps de càlcul. La gramàtica depèn del diccionari, és a dir, per optimitzar el 
sistema, en canviar de diccionari cal adaptar la gramàtica a aquest. És per això que l’eina 
Lmtool descrita a l’apartat 5.2.2., pertanyent a CMUSphinx, és important, ja que permet adaptar 
la gramàtica al diccionari corresponent. 
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6. Disseny preliminar 
L’objectiu principal del projecte és facilitar la interacció entre l’habitatge i un usuari amb 
problemes de mobilitat. Es va decidir que el millor mètode per aconseguir-ho era mitjançant 
control per veu. Aquest sistema ha de permetre a una persona amb problemes de mobilitat 
actuar sobre la llar mitjançant la seva pròpia veu. Un aspecte important és decidir quin és el 
desencadenant que activa la traducció de veu a text. Això es fa així perquè el sistema no pot 
estar tot el temps escoltant i traduint, ja que podria ocórrer que l’usuari no volgués que el 
sistema estigui escoltant en aquell instant. Un desencadenant podria ser per exemple polsar un 
botó. Degut al fet que l’usuari pot tenir problemes de mobilitat que li dificultin dur a terme 
aquesta acció, s’ha optat per dissenyar un sistema en què el desencadenant és una paraula 
clau. És a dir, per activar el sistema d’interpretació de veu cal dir una paraula clau. L’esquema 
del sistema que es vol dissenyar es pot veure a la Figura 2. 
 
A la Figura 2 es veu com per a que el SCV sigui capaç d’entendre, per exemple, que apagui el 
llum, s’ha de dir una paraula clau i llavors el SCV entra en mode de gravació d’àudio. Quan 
aquest detecti que l’usuari no està parlant enviarà l’àudio que ha gravat al motor STT adient 
per dur a terme la interpretació del que ha dit l’usuari.  
El Sistema de Control per Veu (SCV), segons les especificacions que s’han dictat a la Figura 2, 
es podria diferenciar en diferents subsistemes: 
- Subsistema de detecció de la paraula clau: Consisteix en estar sempre escoltant per tal 
de detectar la paraula clau. Quan es detecti la paraula clau es comença a gravar àudio. 
Per detectar la paraula clau es fa ús del motor STT corresponent. 
Fig. 2: Autòmat que mostra els diferents estats pels que passa el SCV per dur a terme 
correctament la detecció de comandes de veu. 
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- Subsistema de gravació d’àudio: Amb el micròfon correctament configurat, permet 
guardar el que està dient l’usuari. La parada ha de ser automàtica quan l’usuari hagi 
parat de parlar, ja que no es vol utilitzar botons. 
- Subsistema de traducció de veu a text: A partir del fitxer d’àudio gravat al pas anterior, 
s’interpreta què ha dit l’usuari. Aquest procés es dur a terme gràcies al motor STT 
corresponent. 
- Subsistema de detecció i execució de comandes: A partir del resultat obtingut al 
subsistema de traducció de veu, s’ha de consultar una base de dades que conté les 
diferents comandes de veu amb la seva corresponent acció. 
Per tal de tenir una adaptació còmode a un habitatge, caldrà poder tenir diferents micròfons 
repartits en diferents ubicacions, ja que el radi d’acció d’aquests és reduït. La implementació 
dels diferents micròfons es farà utilitzant diferents màquines, per tant, serà un sistema 
descentralitzat. Un sistema centralitzat seria per exemple tenir diferents micròfons connectats a 
una sola màquina. Els avantatges de tenir un sistema descentralitzat enfront d’un centralitzat 
són: 
- Repartiment de la càrrega de càlcul, reduïnt així la potència necessària a la màquina. 
- La descentralització permet estalviar costos en la instal·lació elèctrica ja que necessita 
menys cable. 
- El sistema és robust a errors a alguna de les màquines. 
Per tant, es preveu que no s’usi solament una màquina sinó que sigui necessari una xarxa de 
comunicació entre diferents màquines. Es vol poder executar qualsevol comanda a qualsevol 
màquina, pel que caldrà que comparteixin informació a través d’aquesta xarxa de comunicació. 
També haurà de ser un sistema fàcil de configurar per l’usuari, que pot no tenir coneixements 
d’enginyeria. Per poder interactuar amb el SCV, serà necessari que la màquina pugui també 
comunicar-se amb l’usuari. S’ha optat per fer-ho de manera acústica, és a dir, el SCV ha de ser 
capaç de parlar per tal de transmetre informació d’interès a l’usuari.  
Adaptació d’un habitatge a persones amb dificultats de mobilitat mitjançant control per veu Pàg. 19 
 
7. Estudi de plataformes 
En aquest apartat s’exposen les diferents opcions de què es disposa per a la plataforma en la 
que es desenvoluparà l’aplicació de control per veu per a persones amb dificultats de mobilitat. 
7.1. Requisits 
Durant l’estudi es tindrà clar els requisits que ha de complir la plataforma del SCV. Aquests 
són: 
- El preu del sistema ha de ser assequible per gran part de la població. 
- Ha de ser un sistema que ocupi poc volum, en el que la instal·lació sigui el més fàcil 
possible.  
- La configuració ha de ser fàcil i que no requereixi de coneixements en el camp de 
l’enginyeria. 
- El sistema ha de ser plug&play. 
- El consum energètic ha de ser el més baix possible, ja que el sistema estarà sempre 
en funcionament. 
Un cop fixats els requisits per aquest apartat, es definiran les diferents opcions de què es 
disposa a dia d’avui. 
7.2. Mercat actual 
A dia d’avui hi ha gran diversitat d’opcions a l’hora de dur a terme control per veu. S’entén 
control per veu al procés d’actuar sobre l’entorn en funció del que digui l’usuari, usant els 
diferents elements explicats a l’apartat 5. Una classificació de les plataformes que permeten 
desenvolupar aplicacions mitjançant control per veu seria entre computadors, 
microcomputadors,  dispositius mòbils, microcontroladors i altres. 
Arribats a aquest punt és necessari classificar les tecnologies d’interpretació de veu en local o 
en línia. S’entén per local aquelles tecnologies que no necessiten connexió a Internet. En canvi, 
les tecnologies en línia són aquelles que envien l’àudio a tractar a màquines remotes 
connectades a la xarxa d’Internet i com a resposta retornen el que ha dit l’usuari en aquest. 
Aquesta classificació és important a l’hora de dimensionar la potència de la plataforma en la 
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que es vol treballar, ja que, en general, les tecnologies que treballen de forma local necessiten 
gran capacitat de càlcul. 
7.2.1. Computadors 
El grup de computadors és el més extens i potent. Permet fer ús de la majoria d’aplicacions 
que hi ha a l’actualitat pel control per veu. A part d’utilitzar les tecnologies en línia d’identificació 
de veu, també permet fer ús d’aplicacions que treballin en local. Com a exemple d’ús de 
aplicacions en local hi ha Dragon Dictation per OS X, de Nuance, i Dragon Naturally Speaking, 
també de Nuance, i Cortana (Windows 10) per Windows. El preu de Dragon Dictation és de 
149,99 € i el de Dragon Naturally Speaking és de 99 €, mentre que Cortana serà gratuït si es té 
un computador amb Windows 10. També existeixen altres tecnologies que treballen en local i 
que són de codi lliure, com és el cas de CMUSphinx i Julius. Julius està disponible per Ubuntu i 
Windows, i CMUSphinx està disponible per Ubuntu. Com s’ha dit anteriorment, en un 
computador, com és lògic, també es podrà treballar amb totes les tecnologies d’identificació de 
veu en línia. Les més importants i que per tant s’estudiaran en aquest projecte són les 
tecnologies de Google, AT&T, Wit.ai i Nexiwave.  
7.2.2. Microcomputadors 
Els microcomputadors, a diferència dels computadors, no permeten l’ús de tecnologies en 
local, degut  a que aquestes necessiten molta potència de càlcul que a dia d’avui no disposen. 
A pesar d’això, pel cas de la Raspberry Pi [2], sí que es podrà treballar amb Julius i amb una 
versió lleugera de CMUSphinx, pocketsphinx.  Igual que en el cas dels computadors, també es 
podrà treballar amb totes les tecnologies en línia, ja que no es necessita altes prestacions de 
càlcul. El preu de la Raspberry Pi varia segons el model: pel model B+ és de 25 $ i pel model 2 
és de 35 $. 
7.2.3. Dispositius mòbils 
Avui en dia existeixen gran nombre d’aplicacions basades en control per veu que estan 
dissenyades per a dispositius mòbils. La majoria de les tecnologies d’identificació de veu en 
què es basen treballen en línia. Per exemple Siri en iOS, Google Speech Recognition en 
Android o Cortana en Windows Phone.  
7.2.4. Microcontroladors 
En aquest grup s’exclou els dispositius mòbils. Un exemple seria els microcontroladors PIC o 
Arduino. En aquest grup es diferencien els microcontroladors dissenyats per a tal fi i els mòduls 
que permeten a un microcontrolador de caràcter general fer control per veu. 
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Com a exemple de microcontrolador existeix el  DSC dsPIC30/33, de Microchip. Aquest 
microcontrolador permet fer ús de llibreries específiques de Microchip per al control per veu. Es 
pot programar amb MPLAB IDE, que és gratuït. El seu preu és sobre els 7 € (micròfon no 
inclòs).  
Pel que fa als mòduls de control per veu, existeixen gran varietat d’opcions, El més important 
podria ser el mòdul EasyVR 3, de VeeaR. Aquest mòdul permet comunicar-se a través d’una 
UART, amb el que permet acoblar-se a microcontroladors PIC o Arduino. El seu preu és de 
58,38 € (micròfon inclòs). Permet detectar poques comandes per defecte. 
7.2.5. Altres 
Hi ha altres plataformes per desenvolupar aplicacions basades en el control per veu, com 
podria ser el NLP-5x, de l'empresa Sensory. Aquest dispositiu permet detectar comandes en 
diverses llengües. El preu del IDE de desenvolupament és d’uns 2.000 $. També hi ha el 
HM2007, que costa uns 130 $ i permet detectar poques comandes. Hi ha altres opcions que 
són combinacions dels apartats anterior, com per exemple  Bitvoicer, que permet identificar 
certes comandes de veu i actuant en conseqüència comunicant un PC amb un Arduino. 
BitVoicer té un preu de 4,5 $. 
7.3. Proposta pel projecte 
En aquest projecte es proposa l’ús del microcomputador Raspberry Pi com a plataforma de 
desenvolupament del Sistema de Control per Veu (SCV) a causa dels següents aspectes: 
- Permet la versatilitat d’un computador però en un espai reduït. La versatilitat és 
l’aspecte més important ja que permetrà desenvolupar aplicacions de manera còmode i 
sense excessives limitacions. 
- El seu preu és econòmic. 
- Es pot programar de manera còmode amb Python, que és el llenguatge que més s’ha 
usat durant el Grau en Enginyeria en Tecnologies Industrials. 
- Al poder córrer distribucions Linux permet aprofitar gran nombre de llibreries Python, 
entre les quals hi ha llibreries de tractament de veu. 
La Raspberry Pi és un microcomputador de baix cost desenvolupat i fabricat al Regne Unit per 
la Fundació Raspberry Pi. El primer model de Raspberry Pi, el model A, es va posar a la venda 
al febrer de 2012. Actualment hi ha dos models principals: la Raspberry Pi 2 (febrer 2015) i la 
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Raspberry Pi B+. Als apartats 7.3.1. i 7.3.2. es detallaran les seves característiques més 
importants des del punt de vista d’aquest projecte. 
Hi ha diferents sistemes operatius per a la Raspberry Pi 2 i per a la Raspberry Pi B+. S’ha optat 
per fer ús de Raspbian ja que és el més complert. A partir d’aquest punt se suposarà que el 
sistema operatiu de les Raspberry Pi del SCV és Raspbian encara que no s’especifiqui. 
7.3.1. Raspberry Pi B+ 
El model B+ consisteix en un microcomputador amb processador ARMv6 (1 sol nucli) a 700 
MHz,  512 MB de memòria RAM, 1 port àudio jack, 4 ports USB i un port ethernet. Té 40 pins 
GPIO (General Purpose Input/Output).  
7.3.2. Raspberry Pi 2 model B 
És el model més nou de Raspberry Pi. A diferència del seu model anterior, la Raspberry Pi B+, 
té muntat un processador ARMv7 (4 nuclis) a 900 MHz, i té 1 GB de memòria RAM. Com que 
el processador és ARMv7, pot córrer totes les distribucions de ARM GNU/Linux. La resta de 
característiques que s’han detallat per a la Raspberry Pi B+ són iguals en aquest cas. 
7.4. Comparació entre els dos models de Raspberry Pi 
Per tal d’avaluar la potència de càlcul dels diferents models de Raspberry Pi, s’ha fet traduir 
repetides vegades certs fitxers d’àudio usant pocketsphinix. S’ha vist com hi ha grans 
diferències en la velocitat de càlcul entre el model B+ i el 2. S'ha calculat que la Raspberry Pi 2 
és 4,60 vegades més ràpida que el model B+ per a un àudio de 2 s i 3,74 vegades pel que fa a 
un àudio de 9 s.  
Degut al fet que la Raspberry Pi és significativament més ràpida que el seu model anterior, es 
proposa que la Raspberry Pi mestre (MASTER) sigui d’aquest model, degut a la càrrega de 
càlcul que haurà de suportar, com es veurà als següents apartats. Per tal d’optimitzar el cost 
del Sistema de Control per Veu (SCV), es proposa que la resta de Raspberrys, en cas que 
siguin necessàries, siguin del model anterior a aquesta, ja que és 10 $ més econòmica i en 
aquests casos la diferència en potència de càlcul entre models no és important. 
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8. Estudi dels motors STT 
A les tecnologies que permeten relacionar paraules o frases amb fitxers d’àudio seran 
anomenades com a motors Speech To Text.  Sovint s’abreviarà a motor STT. En aquest 
apartat es parlarà de la fiabilitat de la traducció i del temps de resposta. La fiabilitat depèn de 
molts factors com pot ser l’accent de l’usuari, el soroll de l’entorn o les paraules que es dicten, 
fet que fa poc significatiu determinar un tant per cent de fiabilitat. És per això que les dades de 
fiabilitat són aproximades, a partir de l’experiència que s’ha tingut durant l’elaboració del treball. 
Per tant, no és un resultat exacte però es creu correcte l’ús d’aquest per a comparar motors 
STT. És important dir que només s’estudia aquelles tecnologies compatibles amb la Raspberry 
Pi, que és la plataforma escollida pel SCV. 
8.1. Identificació dels motors STT actuals 
Els motors STT es poden classificar segons diferents criteris. El més important és diferenciar 
els motors STT entre sistemes de baix nivell (diccionari fonètic reduït) i sistemes d’alt nivell 
(diccionari fonètic complert). El primer cas permet identificar un nombre limitat de comandes de 
veu mentre que el segon cas permet traduir qualsevol frase a text. També es poden classificar, 
com s’ha vist a l’apartat 7.2, en motors STT que treballen en local o bé en línia. Una altre 
classificació seria entre si són de codi lliure o de software privatiu. Els motors STT en línia 
necessiten connexió a Internet per enviar i rebre dades a un servidor determinat. Els motors 
STT de codi lliure són aquells en que es té accés als recursos de reconeixement de veu que 
s’ha usat. Un altre aspecte important a l'hora d’escollir un motor STT és els diferents idiomes 
que suporta.  
Degut a les grans diferències entre els motors STT d’alt nivell i de baix nivell, en aquest apartat 
s'escollirà el millor motor STT per a cada nivell. Aquesta comparació es farà a partir del temps 
de resposta en traduir certs fitxers d'àudio. Un cop s'hagin obtingut els millors motors STT de 
cada tipus, es farà una comparació entre ells per a determinar quin tipus s'adapta millor als 
objectius del projecte.  
8.1.1. Llistat de motors STT d’alt nivell 
Com s’ha dit a l’apartat anterior, un motor STT d’alt nivell és aquell que és capaç de determinar 
qualsevol paraula que l’usuari pugui dir. Significa doncs que el diccionari fonètic és complert 
(més de 10.000 paraules).  
En tot moment cal tenir en compte que s'està treballant amb una Raspberry Pi i que per tant, la 
velocitat de càlcul és bastant limitada i no es poden crear algoritmes costosos ja que això 
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provocaria un desfasament important entre l'emissió de l'ordre de veu i la resposta convenient 
del microcomputador. Degut  a que la Raspberry Pi no té suficient potència de càlcul per a 
sostenir un sistema d’alt nivell en local cal traspassar la transcripció de la veu a un servidor 
amb una velocitat de càlcul molt major. Per tant, es tracta de motors STT en línia. El problema 
d'aquests sistemes és que els servidors poden tenir molt retard en el temps de resposta. 
Acostumen a ser motors STT fiables (traducció correcte) degut a que són computadors amb 
grans capacitats de càlcul i permeten tenir models precisos. Els motors STT d’aquestes 
característiques són: 
- La API Speech To Text de Google. 
- El servei de traducció de correus electrònics de l'empresa Nexiwave, de Canadà. 
- La API Speech To Text de l'empresa AT&T. 
- La API Speech To Text de Wit.ai. 
Els 4 motors STT anteriors són en línia i de software privatiu, és a dir, no es pot modificar els 
fitxers que usen per a la identificació de veu. Són també sistemes independents a l’usuari. 
8.1.2. Llistat de motors STT de baix nivell 
S’entén com a sistemes de baix nivell com aquells sistemes que són capaços de detectar un 
cert nombre de comandes. Com que són sistemes on la complexitat dels algoritmes és menor, 
acostumen a ser més lleugers, podent-se executar en local sense disposar de gran capacitat 
de càlcul. Els motors STT de baix nivell són: 
- La tecnologia de CMUSphinx, de la Universitat de Carnegie Mellon, en la seva versió 
lleugera per a màquines amb poca capacitat de càlcul, pocketsphinx. 
- Julius/HTK, basat en LVCSR (Large-Vocabulary Continuous Speech Recognition). Està 
dissenyat per executar-se en Linux o Windows. Els models fonètics dels que s'alimenta 
estan en format HTK, és a dir, obtinguts a partir de les eines que ofereix HTK. 
Les dos tecnologies treballen en local, és a dir, no necessiten connectar-se a Internet, amb els 
avantatges que això comporta. A pesar d’això, la seva probabilitat d’èxit és baixa i acostumen a 
ser dependents de l’usuari que parla, necessitant una adaptació a aquest. 
8.2. Descripció dels diferents motors STT d’alt nivell 
En aquest apartat es comparen les diferents tecnologies de Speech To Text (STT) d’alt nivell 
per tal de poder triar la que millor s’adapta a les necessitats del projecte. Coincideix que els 
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motors STT d'aquest apartat són en línia i de software privatiu, i per tant, no són modificables ni 
adaptables a les necessitats de l’usuari. Com s'ha descrit anteriorment, els motors STT que 
s'estudiaran són Google, Nexiwave, AT&T i Wit.ai.  
En aquest apartat no es mostrarà l’estudi del temps de resposta en detall, sinó que es farà a 
l’apartat 9.3. degut a l’extensió d’aquest. A pesar d’això, s’inclourà resultats que són referents a 
l’estudi que s’ha dut a terme a l’apartat 9.3. 
8.2.1. Motor STT de Google 
Anteriorment, abans del 2014, Google tenia una API Speech To Text, la denominada v1, que 
no tenia cap mena de limitació i era usada per múltiples mòduls de reconeixement de veu, ja 
que era la que tenia un millor temps de resposta i a més una fiabilitat inigualable per cap altre 
motor STT. En el cas de Python, un exemple d'això són els mòduls Pyspeech o 
Speechrecognition, que han quedat obsolets. Ara, aquesta API està tancada però s'ha obert 
una de nova, l'anomenada v2 [3], en la que és necessari registrar-se com a desenvolupador de 
Chromium amb un compte de Google i a més, l’ús està limitat a 50 traduccions diàries. Cal dir 
que a pesar d'aquesta limitació, s'han arribat a fer més de 300 consultes en menys de 24 hores 
sense tenir cap mena de restricció. Per tal de poder accedir a la API, caldrà usar una clau, 
obtinguda quan l'usuari es registra seguint les instruccions anteriors. La primera impressió 
d’aquest motor STT és que és el més ràpid i el que és capaç de traduir amb millor fiabilitat. La 
fiabilitat és prop del 100 % pel que fa a l’anglès i el castellà. A més però, suporta un gran 
nombre de llengües. L’àudio gravat, en principi, tampoc pot superar els 30 segons.  
Motor STT de   
Google 
Anglès temps = EXP(-1,475 + 0,135*durada àudio) 
Castellà temps = EXP(-1,441 + 0,129*durada àudio) 
A partir dels resultats de l’apartat 9.3.2. referents a l’estudi del temps de resposta del motor 
STT de Google, resumits a la Taula 1, es considera que aquest ofereix un servei molt ràpid i 
fiable. És el més recomanable en el cas que s’utilitzi el Sistema de Control per Veu (SCV) de 
forma esporàdica. També és important dir que, com s’explicarà més endavant, en cas de ser 
usat per a la detecció de la paraula clau del SCV, aquestes 50 consultes diàries s’assoleixen 
en aproximadament 3 minuts. Cal destacar que és l’únic motor STT que permetria al Sistema 
de Control per Veu (SCV) treballar en català. 
Taula 1: Taula resum del resultats de l'apartat 9. per al motor STT de Google.  
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8.2.2. Motor STT  de Nexiwave 
Nexiwave és una empresa de Canadà que es dedica a la traducció de correus electrònics de 
veu. L’usuari envia un fitxer de veu als servidor de Nexiwave a través de la seva aplicació i 
aquest reenvia el text que conté el fitxer a la direcció que l’usuari ha indicat. Tenen una API per 
a desenvolupadors en la que donen accés gratuït al servei de STT [4]. Per tal de poder enviar 
consultes al seu servidor STT, cal registrar-se com a desenvolupador a la seva pàgina web. 
S’ha vist que el temps de resposta d’aquest és prop del minut, fet que no el fa apte per a l’ús 
de detecció de comandes de veu. A pesar d’això, es creu apte per a la traducció de correus 
electrònics, on el temps de resposta no és important, ja que la seva fiabilitat és excel·lent. 
Degut a la lentitud del procés de traducció no es tindrà en compte en estudis posteriors, ja que 
aquest retard faria impossible controlar tasques domèstiques a través de la veu. 
8.2.3. Motor STT de AT&T  
AT&T és una empresa dels Estats Units que proporciona serveis referents a 
telecomunicacions, com telefonia mòbil o televisió per cable. Aquesta empresa posa al servei 
dels usuaris una API Speech To Text [5]. Per accedir al seu servei de STT cal estar registrat 
com a desenvolupador, com els dos casos anteriors. En registrar-se s’obté una app_key i 
app_service que són necessaris per tal d’enviar consultes al servidor de traducció de veu. 
Aquesta API és gratuïta durant 3 mesos. Un cop passat aquest límit de temps, s’ha de tornar a 
renovar la llicència i donen una nova clau per a l’aplicació. En cas de no voler renovar la clau 
d’accés, hi ha la possibilitat de pagar 100 € l’any, però si l’usuari passa d’un cert límit de 
consultes es carrega una taxa addicional per a cada MB de més. També es limita la durada de 
l’àudio, que no pot superar els 4 minuts. En aquest cas es permet al desenvolupador 
comercialitzar les aplicacions que usin el servei Speech To Text de AT&T.  La API STT de 
AT&T pot traduir en anglès o castellà. El castellà però, està codificat per “es-US”, pel que és 
espanyol dels Estats Units. A pesar d’això, s’han fet nombroses proves de fiabilitat de la 
traducció en castellà i totes han estat molt satisfactòries.  
Com es pot veure a la Taula 2, aquest motor STT no és tan ràpid com el de Google però la 
fiabilitat de la traducció és propera a aquest. És doncs, una bona alternativa a Google.  
Motor STT de   
AT&T 
Anglès temps = EXP(0,330+ 0,132*durada àudio) 
Castellà temps = EXP(0,412 + 0,169*durada àudio) 
Taula 2: Taula resum dels resultats de l'apartat 9. pel motor STT de AT&T. 
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8.2.4. Motor STT de Wit.ai 
Wit.ai és una empresa especialitzada en la identificació de comandes de veu. Al gener del 
2015 va ser comprada per Facebook per 200 MM$. Igual que als casos anteriors, cal estar 
registrat al seu web per tenir accés al seu servei STT [6].  Aquest motor STT pot traduir àudio 
en anglès i castellà entre altres. La seva fiabilitat de traducció no és tan bona com als altres 
dos però també s’ha obtingut resultats molt bons. A diferència de tots els altres motors STT, 
aquest motor no té cap restricció d’ús. És a dir, a dia d’avui, es pot usar sense cap límit en el 
nombre de consultes diàries ni en duració d’àudio. Cal tenir en compte però que té un temps de 
resposta força elevant, fet que fa incòmode el SCV.  
Motor STT de   
Wit.ai (abans) 
Anglès temps = EXP(0,393+ 0,170*durada àudio) 
Castellà temps = EXP(0,435 + 0,178*durada àudio) 
Motor STT de   
Wit.ai (després) 
Anglès temps = EXP(1,751+ 0,135*durada àudio) 
Castellà temps = EXP(1,738 + 0,115*durada àudio) 
Al dia 07/05/15 es va dur a terme una migració de dades entre els seus servidors. Es va veure 
com el temps de resposta es comportava de manera diferent abans i després d’aquesta data. 
Als dies posteriors de la migració de data la resposta era prop de 2,5 vegades més lenta. 
Aquest fet es considera important ja que representa la dependència que té el SCV enfront a 
canvis en els motors STT. En l’estudi del temps de resposta de Wit.ai s’inclou l’anàlisi fet abans 
i després de 07/05/15. Aquest fet va ser determinant en la realització del projecte, ja que, a 
causa d’això, es va decidir fer el sistema compatible amb diversos motors STT per tal de fer el 
sistema robust a canvis en un motor STT. 
A dia d’avui, s’evita l’ús d’aquest motor STT ja que, com es veurà a l’apartat  9., el seu temps 
de resposta és elevat. S’inclou al SCV pel fet de no tenir cap tipus de restricció. 
Taula 3: Taula resum dels resultats de l'apartat 9. pel motor STT de Wit.ai abans i després 
del 07/05/15. 
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8.3. Descripció dels diferents motors STT de baix nivell 
Com s'ha explicat anteriorment, existeixen dos alternatives als motors de STT en línia per a la 
detecció de comandes de veu: la tecnologia de CMUSphinx i la de Julius. Coincideix que 
aquests motors STT són en local i de codi lliure. 
8.3.1. Motor  STT de CMUSphinx 
CMUSphinx [7] és un projecte de detecció de veu creat per la Universitat de Carnegie Mellon 
(Pensilvania). És una tecnologia que no necessita connexió a Internet. CMUSphinx té dos 
variants: el Sphinx4 i el pocketsphinx. El primer cas consisteix en la versió completa, el 
CMUSphinx en tot el seu potencial. Per a això es requereix màquines potents. El pocketsphinx, 
en canvi, és una versió lleugera de Sphinx4, que permet executar-se en màquines de menys 
potència, com la Raspberry Pi. Pocketsphinx és poc precís però la seva lleugeresa fa que 
tingui una velocitat de càlcul molt alta, comparable amb la del STT de Google. Ara bé, com 
més paraules tingui el diccionari fonètic consultat pel mòdul pocketsphinx, més lent anirà, ja 
que haurà de comprovar més opcions. Com s'ha dit en apartats anteriors, el programari de 
detecció de veu del CMUSphinx es basa en tres elements: model acústic, diccionari fonètic i 
model de llenguatge. El model acústic s'obté a partir de fitxers d'àudio i obtenir-ne un de fiable 
és un procés complex, pel que en aquest projecte s'ha desestimat crear-ne un. Cal dir que 
CMUSphinx pot funcionar en diverses llengües, entre elles anglès i castellà, però no català. 
S'ha provat l’eficàcia del model en castellà proporcionat per CMUSphinx i s'ha vist que no era 
capaç de detectar cap paraula correctament, ni un cop havent simplificat el diccionari fonètic 
per a facilitar-ne la identificació de paraules. També s’ha provat el model en castellà que 
proporciona Voxforge, però els resultats tampoc han estat satisfactoris. És per això que s'ha 
optat per usar el model anglès, que treballa correctament. De models acústics en anglès se 
n'ha estudiat dos però no s'ha notat diferències significatives entre ells.  S'ha calculat que 
treballa bé sobre unes 20 o 30 paraules. Un bon exemple per entendre el funcionament 
d’aquest motor STT és que entre les paraules 'Time' i 'Life' té un encert del 50 %. Cal tenir en 
compte que qui ha fet la prova no és anglès i té accentuació, fet que afecta al bon 
funcionament d’aquest motor STT. 
El temps de tractament d’àudio a una Raspberry Pi 2 és de 9,43 s per a un àudio de 6,82 s i 
per a un diccionari complert (més de 10.000 paraules). En reduir el diccionari en 20 paraules 
s’obté un temps de 0,956 s pel mateix àudio. En cap cas la traducció ha estat correcte. 
8.3.2. Motor STT de Julius 
Julius [8] és una aplicació de reconeixement de veu de codi lliure. Des del punt de vista del 
projecte, el seu funcionament és semblant al de pocketsphinx. Els recursos lingüístics dels que 
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s’alimenta són provinents de Voxforge. Per defecte pot treballar en anglès o japonès, però 
també es pot adaptar a altres llengües. Però com passa amb el cas del pocketsphinx, no s’ha 
trobat cap model acústic en castellà que permetés uns bons resultats de traducció.  
El temps de resposta de Julius és menor que el de pocketsphinx, ambdós casos amb un 
diccionari fonètic complert. Per a un àudio de 6,82 s s’ha obtingut un temps de resposta de 
9,43 s per pocketsphinx mentre que per Julius ha estat de 5,28 s. La fiabilitat de la resposta 
però ha estat pitjor que en el cas de pocketsphinx. Degut al fet que la traducció ha estat millor 
en el cas de pocketsphinx. A pesar de tenir un cost en temps major, s’ha optat per escollir 
CMUSphinx com a millor que Julius. A més, la documentació pel cas de pocketsphinx és 
extensa i entenedora, mentre que en el cas de Julius no. 
8.4. Proposta pel SCV 
La Figura 3 mostra un resum dels resultats vistos fins ara, de manera aproximada, ja que com 
s’ha explicat, la fiabilitat de traducció és difícil de determinar. A pesar d’això es creu correcte 
adjuntar-lo al projecte ja que ajuda a entendre la situació actual dels motors STT. Un cop s’ha 
pogut estudiar les diferents opcions que existeixen a dia d’avui al mercat, s’ha optat per 
diferenciar entre la detecció de la paraula clau i la traducció de veu. Les característiques per a 
aquests dos sistemes s’han resumit a la Taula 5. Tenint en compte els requisits establerts a 
aquesta taula, s’ha decidit que el millor motor STT per al sistema de detecció de la paraula clau 
era un motor STT de baix nivell (pocketsphinx), i per al sistema de traducció de veu un motor 
STT d’alt nivell (Google, AT&T i Wit.ai). Per tant, el SCV es podria representar segons la Figura 
4. 
Com a sistema de detecció de la paraula clau s’ha optat per pocketsphinx, versió lleugera de 
CMUSphinx, ja que és un sistema ràpid i fiable quan el diccionari és reduït. Reduir el diccionari 
en aquest cas no seria cap problema degut a que el sistema de detecció de la paraula clau 
només ha de buscar una sola paraula, la paraula clau. Calen altres paraules al diccionari 
fonètic degut a que sinó es donaria el cas que sovint detectaria la paraula clau quan l’usuari no 
ha dit tal paraula. Per tant, s’ha vist que l’adaptació del diccionari és un fet clau pel bon 
funcionament del Sistema de Control per Veu (SCV). S’ha fet nombroses proves i la seva 
precisió pot ser molt elevada, prop del 90 % d’encert, fins i tot amb soroll de fons com podria 
ser música. No s’ha pogut determinar el consum energètic de la Raspberry Pi amb 
pocketsphinx funcionant, però es preveu que sigui baix degut a que necessita pocs recursos. 
També s’ha optat per aquest motor STT pel fet que treballa en local i no depèn de la connexió 
a la xarxa d’Internet, pel que l’usurari sabrà quan no es té connexió, sense perdre la 
comunicació entre aquest i la màquina. 
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Pel que fa al sistema de traducció de veu a text, en un primer moment es va optar per usar 
solament Wit.ai. Això es va decidir així perquè era un motor STT amb bon índex de traducció, 
correcte i fiable, a pesar que el seu temps de resposta no era el millor. Al dia 07/05/15 però, va 
haver canvis als servidors de Wit.ai, i el temps de resposta va augmentar considerablement, 
fent poc útil el motor STT. Degut a aquest fet, es va decidir que en comptes de triar un sol 
motor de traducció de veu a text, es pogués escollir de manera fàcil i ràpida quin motor STT es 
volia usar. D’aquesta manera, s’intenta evitar la dependència a empreses externes, provocant 
que canvis en elles afectin al bon funcionament del sistema.  
La Taula 4 mostra els resultats numèrics que estan representats a la Figura 3. Aquests 
resultats són coherents amb l’estudi del temps de resposta dels motors d’alt nivell, de l’apartat 
9. Pels motors de baix nivell no s’ha dut a terme un estudi estadístic complert perquè treballen 
en local i no es creu que sigui d’interès.  
Fig. 3: Gràfic aproximat dels resultats obtinguts durant l’estudi dels motors STT. Representa 
els resultats aproximats per a un àudio de 6,82 s i en anglès, usat també a l’apartat 
9. La fiabilitat d’encert s’ha obtingut de manera aproximada a partir de l’experiència 
durant el projecte. El temps de CMUSphinx i Julius és per un diccionari de 20 
paraules i per a la Raspberry Pi 2. Es representa el comportament de la resposta 
de Wit.ai abans i després del 07/05/15. 
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Motor STT Valor mínim (IC 95 %) Valor màxim (IC 95 %) Fiabilitat (%) 
AT&T 4,08 s 5,60 s 70-100 
Google 0,51 s 0,64 s 80-100 
Wit.ai (després) 12,06 s 17,49 s 65-95 
Wit.ai (abans) 4,40 s 6,12 s 65-95 
CMUSphinx 0,956 0-70 
Julius 0,534 0-60 
 
Sistema de detecció de la paraula clau Sistema de traducció de veu a text 
Ha de ser un sistema molt ràpid per evitar 
acumular retards abans que l’usuari hagi 
parlat. 
No es necessita molta precisió. 
El consum energètic de la màquina ha de ser 
el més petit possible, ja que està sempre 
buscant si s’ha dit la paraula clau. 
Hauria de ser el més robust possible ja que si 
fallés es perdria la comunicació amb l’usuari. 
Ha de ser un sistema el més ràpid possible, 
però el temps no és tan important com a la 
detecció de la paraula clau ja que l’usuari ja 
ha parlat. 
Es necessita gran precisió, ja que la sortida 
del sistema determinarà quina comanda 
s’executa. 
El consum energètic no és important. 
Taula 4: Dades numèriques que s'han representat a la Figura 3. S’han extret dels resultats 
obtinguts a l’apartat 9. 
Taula 5: Taula que mostra els requisits pel sistema de detecció de la paraula clau i el sistema 
de traducció de veu a text. 





Fig. 4: Autòmat de funcionament del SCV segons motor STT, en referència a la Figura 2. 
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9. Estudi del temps de resposta dels diferents 
motors STT d’alt nivell 
9.1. Descripció 
En el control per veu és necessari transformar el so en text per tal de poder identificar què ha 
dit l’usuari. Aquest procés es dur a terme en servidors connectats a Internet que disposen de 
software complex que permet transformar veu en text. En aquest apartat s’avaluaran els 
motors STT de Google, AT&T i Wit.ai. En un principi també s’havia inclòs el motor STT de 
Nexiwave, que és una empresa basada en traducció de veu per a poder enviar correus 
electrònics de text a partir de la veu, però el temps de resposta era prop de 10 vegades major 
que els altres. Es va eliminar de la llista de motors degut a que es creu que no té sentit 
comparar els temps entre els altres motors. No té interès fer un estudi estadístic sobre el temps 
d’aquelles aplicacions que treballen en local (CMUSphinx i Julius).  
Un aspecte molt important en el control per veu és el temps en què es tarda a enviar, tractar i 
rebre les dades (Figura 5). Un temps elevat provoca que el sistema de control per veu es faci 
incòmode, ja que el sistema tardaria molt a reaccionar. Per tant, interessa un sistema ràpid, per 
tal de tenir la sensació d’estar polsant un interruptor però parlant.  Aquest apartat pretén 
estudiar en detall aquest temps de resposta, per tal de poder identificar quin és el motor STT 
més ràpid. També vol entendre com es comporta aquesta resposta, per saber si és estable o 
no en el temps, i si hi ha diferència o no en utilitzar un idioma o un altre. Per aconseguir-ho s’ha 
fet ús de les variables que es mostren a la Taula 6.  




Contínua Duració del fitxer d’àudio [s]. 
Categòrica Tipus de motor STT [Google, AT&T i Wit.ai]. 
Categòrica Idioma [Anglès o castellà] 
Categòrica Hora del dia [0-8h,8-16h,16-24h]. 
Categòrica Dia de la setmana [entre setmana, cap de 
setmana]. 
Contínua Mida del fitxer [KB]. 
Taula 6: Identificació de les diferents variables de l'estudi. 
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L’obtenció de dades s’ha fet de forma automàtica enviant consultes als servidors dels motors 
STT. Aquestes consultes consisteixen en enviar fitxers d’àudio prèviament gravat. S’ha gravat 
6 fitxers d’àudio, 3 en castellà i 3 en anglès, com es mostra a la Taula 7.  
 
 
Identificació Duració [s] Idioma Mida [KB] Descripció del text 
1 1,45 Anglès 26,7 Close. 
2 3,54 Anglès 57,4 Close the red light. 
3 6,14 Anglès 88,1 Can you play rock music in 
Andrea’s room, please? 
4 1,58 Castellà 26,7 Apagar. 
5 3,41 Castellà 53 Apagar la luz del comedor. 
6 6,82 Castellà 92,5 Poner música rock en la habitación 
de Andrea, por favor. 
Durant 5 dies, 2 en cap de setmana i 3 entre setmana, s’ha pres 2 mostres dels temps de 
resposta per a cada un dels 6 fitxers d’àudio, 3 en castellà i 3 en anglès, i per a cada zona 
horària del dia. Amb això s’han pres 5(dies) * 2(mostres) * 3(zones horàries) * 6(fitxers d’àudio) 
* 3(motors STT) = 540 observacions. Per tal de simplificar la interpretació del model, s’ha 
Fig. 5: Esquema de comunicació entre elements en la traducció de veu. 
Taula 7: Taula d’identificació dels diferents fitxers d'àudio usats a l'estudi. 
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separat les dades segons els motors STT. Per tant, s’han ajustat 3 models diferents. Això s’ha 
fet així perquè apareixien interaccions entre variables categòriques que compliquen la 
interpretació del model. 
En el cas de Wit.ai s’ha inclòs els resultats de l’estudi fet abans del 07/05/15 i els de després. A 
aquesta data es va dur a terme una migració de dades entre servidors, fet que va provocar 
importants canvis al temps de resposta. S’ha decidit incloure ambdós estudis ja que aquest fet 
es creu que és important i ha reorientat alguns aspectes del projecte. 
 
 
9.2. Anàlisi exploratòria de dades 
En representar la variable resposta contra les diferents variables explicatives del model en 
diferents box plot, en els 4 casos, s’observa una possible relació lineal entre el temps de 
resposta i la durada de l’àudio (Figura 6). No es pot apreciar clarament que hi hagi relació entre 
la variable resposta i les altres variables explicatives.  
Fig. 6. Box plot entre les diferents variables de l'estudi per al motor STT de Wit.ai, que es 
creu també representatiu dels altres casos. Dades abans del 07/05/15. 
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A partir de la Figura 6 es va decidir inicialment ajustar un model de regressió lineal per mínims 
quadrats sense haver de transformar cap variable. En analitzar els residus es va veure com el 
model no ajustava bé. Seguint la informació que donaven els residus es va decidir aplicar una 
transformació logarítmica a la variable resposta. Amb aquesta transformació es va aconseguir 
arreglar els residus i, per tant, es va donar el model com a correcte.   
S’ha apreciat una forta relació entre la mida del fitxer i la durada del l’àudio (Figura 7), fet que 
provoca que estiguin confosos. S’ha decidit treballar amb la durada de l’àudio. 
 
Idioma Castellà: idioma=1 
Anglès: idioma=0 
Hora 0-8 h: hora=2 
8-16 h: hora=1 
16-34 h: hora=0 
Dia Entre setmana: dia=1 
Cap de setmana: dia=0 
Fig. 7: Gràfic que mostra la relació entre la durada del fitxer d'àudio en segons i la seva mida 
en KB. 
 
Taula 8: Descripció de les variables auxiliars usades a l'estudi. 
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9.3. Descripció dels models escollits 
Com s’ha dit anteriorment, es va diferenciar entre motors STT a l’hora de triar un model per 
simplificar-ne la interpretació. També va ser necessari aplicar una transformació logarítmica a 
la resposta, per tal d’aconseguir un model que fos correcte. Per a cada motor, s’ha intentat 
ajustar un model amb les mateixes variables explicatives per tal de poder-los comparar millor. 
Seguidament es detalla el model escollit per a cada motor STT. La interpretació de les 
variables auxiliars escollides és la que es pot veure a la Taula 8. 
9.3.1. Motor STT de AT&T 
 
En fer una regressió lineal incloent totes les variables explicatives al model s’obté una R-
Sq(adj) del 86,4 %. Després de simplificar el model segons els valors de l’estadístic de prova T, 
s’ha escollit com a variables explicatives la durada, l’idioma i la interacció entre aquestes dues. 
S’ha obtingut una R-Sq(adj) del 84,8 %.  La sortida del Minitab en aplicar la regressió 
corresponent ha estat la següent: 
Predictor          Coef   SE Coef      T      P 
Constant        0,41216   0,03134  13,15  0,000 
durada àudio   0,168763  0,006969  24,22  0,000 
idioma         -0,08254   0,04377  -1,89  0,061 
Fig. 8: Gràfic que mostra la relació entre el temps de resposta i la durada de l'àudio per al 
motor STT de AT&T. 
Castellà: y = 0,330 + 0,132 x [s] 
Anglès: y = 0,412 + 0,169 x [s] 
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durada*idioma  -0,03702   0,01237  -2,99  0,003 
 
S = 0,143781   R-Sq = 85,1%   R-Sq(adj) = 84,8% 
Com es pot veure a les Figures 8 i 9, hi ha una dada anòmala a les observacions de AT&T. 
Correspon a una dada recollida entre setmana, de 0 hores a 8 hores pel fitxer d’àudio de 1,58 s 
en anglès. El temps de resposta en aquesta observació és de 6,69 segons. No es tracta de cap 
error en la mesura de l’observació sinó que ha estat un valor atípic. És per això que s’ha decidit 
mantenir-la al model. L’anàlisi de residus del model es pot observar a la Figura 9. 
 
9.3.2. Motor STT de Google 
La R-Sq(adj) de model en incloure totes les variables explicatives ha estat de 91,7 %. En 
simplificar el model, igual que en el cas del motor STT de AT&T, s’ha optat per un model que té 
com a variables explicatives la duració de l’àudio, l’idioma i la interacció entre aquests dos. 
Amb això s’ha obtingut una R-Sq(adj) de 86,4 %.  La sortida del Minitab ha estat la següent: 
Predictor          Coef   SE Coef       T      P 
Constant       -1,44084   0,02334  -61,74  0,000 
durada àudio   0,128530  0,005189   24,77  0,000 
idioma         -0,03392   0,03258   -1,04  0,299 
durada*idioma  0,006399  0,009206    0,70  0,488 
 
S = 0,107047   R-Sq = 86,6%   R-Sq(adj) = 86,4% 
A la Figura 10 es pot veure la relació entre variable resposta i variables explicatives. A la Figura 
11 es pot veure l’anàlisi de residus que s’ha dut a terme. Aquest anàlisi ha estat satisfactori, 
igual que als 3 motors STT, pel que es dóna el model com a correcte. 
Fig. 9: Representació dels residus estandarditzats en paper probabilístic normal i contra els 
valors esperats. 




9.3.3. Motor STT de Wit.ai (abans 07/05/15) 
En utilitzar totes les variables explicatives disponibles s’ha obtingut una R-Sq(adj) del 85,1%. 
Igual que els dos casos anteriors, guiant-se pels valors de l’estadístic T, s’ha simplificat el 
Fig. 10: Gràfic que mostra la relació entre el temps de resposta i la durada de l'àudio per al 
motor STT de Google. 
Fig. 11: Representació dels residus en paper probabilístic normal i contra els valors esperats. 
Castellà: y = -1,475 + 0,135 x [s] 
Anglès: y = -1,441 + 0,129 x [s] 
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model fins a obtenir com a variables explicatives la duració de l’àudio, l’idioma i la interacció 
entre aquests dos. En aquest cas s’ha obtingut una R-Sq(adj) del 85,1 %, per tant, es dóna la 
simplificació com a correcte. La sortida del Minitab referent al model anterior ha estat la 
següent: 
Predictor          Coef   SE Coef      T      P 
Constant        0,43491   0,03320  13,10  0,000 
durada àudio   0,178213  0,007383  24,14  0,000 
idioma         -0,04147   0,04637  -0,89  0,372 
durada*idioma  -0,00803   0,01310  -0,61  0,541 
 
S = 0,152321   R-Sq = 85,3%   R-Sq(adj) = 85,1% 
 
La representació gràfica dels resultats obtinguts al Minitab es pot veure a la Figura 12. L’anàlisi 
de residus és el que es mostra a la Figura 13. Aquest anàlisi, igual que als altres casos, ha 
estat correcte, pel que es dóna el model com a correcte. 
 
 
Fig. 12: Gràfic que mostra la relació entre el temps de resposta i la durada de l’àudio per al 
motor STT de Wit.ai abans del 07/05/15. 
Castellà: y = 0,393 + 0,170 x [s] 
Anglès: y = 0,435 + 0,178 x [s] 
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9.3.4. Motor STT de Wit.ai (després 07/05/15) 
Recordar que, com s’ha explicat anteriorment, al dia 07/05/15 l’empresa Wit.ai va dur a terme 
una migració de dades als seus servidors, i això va provocar forts canvis en el temps de 
resposta d’aquest. La sortida del Minitab per aquest cas ha estat la següent: 
Predictor          Coef   SE Coef      T      P 
Constant        1,75143   0,03672  47,70  0,000 
durada àudio   0,135447  0,008164  16,59  0,000 
aux_idioma     -0,01352   0,05127  -0,26  0,792 
durada*idioma  -0,02041   0,01449  -1,41  0,161 
 
 
S = 0,168429   R-Sq = 72,1%   R-Sq(adj) = 71,6% 
Si es compara les dos sortides del Minitab es veu com els coeficients han augmentat molt en 
aquest cas, fet que significa que és més lent després del 07/05/15. També ha augmentat la 
variància dels coeficients. La representació gràfica de la resposta del Minitab és la Figura 15 i 
l’anàlisi de residus d’aquest és el que es representa a la Figura 14. 
 
Fig. 13: Representació dels residus en paper probabilístic normal i contra els valors esperats 
per a Wit.ai abans del 07/05/15. 
Fig. 14: Anàlisi de residus per a Wit.ai (després del 07/05/15) 
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9.4. Interpretació del model 
Es dóna com a correcte considerar que en tots els casos es compleix la hipòtesi de normalitat, 
independència i variància constant dels residus ja que així ho indiquen els gràfics estudiats.  
Primer de tot, cal identificar què signifiquen els valors dels coeficients de les rectes. S’ha 
obtingut dos valors que s’identifiquen com a velocitat de comunicació (pendent de la recta) i 
retard del servidor del motor STT (valor de l’eix y corresponent a x=0). La Taula 9 mostra les 
rectes de regressió amb un interval de confiança del 95 % per a cada coeficient. 
A partir de la Figura 16, es veu com el motor STT de Google destaca per ser molt més ràpid 
que els altres. Pel que fa a la comparació entre els altres 3 casos, s’ha decidit ajuntar les dades 
de Wit.ai (abans) i AT&T per tal de comprovar si la variable categòrica referent al motor STT 
era significativa o no. En aplicar de nou la regressió s’ha obtingut un valor de |T| de 7,58, fet 
que determina que el motor STT de AT&T és significativament més ràpid que el de Wit.ai 
(abans). 
 
Fig. 15: Gràfic que mostra la relació entre el temps de resposta i la durada de l’àudio per al 
motor STT de Wit.ai després del 07/05/15. 
Castellà: y = 1,751 + 0,135 x [s] 
Anglès: y = 1,738 + 0,115 x [s] 
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AT&T Anglès y = [0,349 ; 0,475] + [0,155 ; 0,183] x 
Castellà y = [0,179 ; 0,480] + [0,093 ; 0,170] x 
Google  Anglès y = [-1,488 ; -1,394] + [0,118 ; 0,139] x 
Castellà y = [-1,513 ; -1,437] + [0,106 ; 0,164] x 
Wit.ai 
(abans) 
Anglès y = [0,369 ; 0,501] + [0,163 ; 0,193] x 
Castellà y = [0,234 ; 0,553] + [0,129 ; 0,211] x 
Wit.ai 
(després) 
Anglès y = [1,678 ;1,825] + [0,119 ; 0,152] x 
Castellà y = [1,613 ; 1,914] + [0,070 ; 0,161] x 
 
Taula 9: Taula on es mostra les 8 rectes que s'ha obtingut en passos anteriors tenint en 
compte intervals de confiança del 95% pels seus coeficients. 
Fig. 16: Representació de les rectes d'ajust per a tots 3 motors STT. 
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En el cas de Google i  Wit.ai (abans) els valors de T per a la variable durada*idioma eren 
propers a 0. En excloure-la del model, pel que fa a Google, la variable idioma no ha estat 
significativa (-0,89), mentre que per Wit.ai sí que ha estat significativa (-7,52). 
9.5. Conclusions de l’apartat 
A conseqüència de tot l’estudi estadístic dut a terme durant aquest apartat s’ha trobat les 
següents conclusions: 
- Es pot assegurar que el motor STT de Google és el més ràpid per a tot el rang de 
duracions d’àudio estudiades i independentment de la llegua que s’usa.   
- En el cas de Google és indiferent usar castellà o anglès, però en els altres casos, com 
s’ha vist en imatges i taules anteriors, les diferències entre ells és significativa. 
- La duració de l’àudio està confós amb la mida del fitxer, ja que una depèn directament 
de l’altre.  
- En tots els motors STT no s’ha obtingut diferències significatives entre les observacions 
recollides a diferents dies i a diferents zones horàries, per tant, es consideren tots tres 
com a estables al llarg del temps. 
- Hi ha diferències significatives entre abans i després del 07/05/15 per a Wit.ai. 
- A dia d’avui (26/06/15) es pot assegurar que, pel rang de duracions d’àudio estudiats, 
els motors STT es poden ordenar en Google, AT&T i Wit.ai segons la velocitat de 
resposta, i per a qualsevol idioma.  
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10. Estudi de motors TTS 
10.1. Descripció  
S’entén per motor TTS (Text To Speech) com aquelles tecnologies que permet transformar text 
a veu.  Al SCV això és necessari per enviar informació a l’usuari a través dels altaveus. Els 
requisits que es demanen a aquest motor STT és que sigui entenedor i ràpid, per tal que sigui 
còmode de sentir per l’usuari i no afegeixi retards al SCV. 
10.2. Llistat de motors TTS 
A dia d’avui existeixen diverses tecnologies capaces de transformar text a veu. Les més 
importants són les que es detallen a continuació: 
- eSpeak: És un motor TTS de codi lliure que treballa en local. Tradueix les paraules que 
se li dicten de manera robòtica, però entenedora. Pot treballar en diferents idiomes, 
com anglès i castellà. 
- Google TTS: És el motor TTS que aconsegueix una millor aparença humana. Treballa 
en línia i en diferents idiomes. 
- Festival: És un motor TTS semblant al eSpeak, desenvolupat per la Universitat de 
Edinburgh. Té un temps de processament major que el motor eSpeak. 
10.3. Proposta pel projecte 
Pel desenvolupament d’aquest projecte s’ha optat per usar el motor TTS eSpeak [9], degut a 
que és el més ràpid i és entenedor, a pesar del seu accent robòtic. No s’ha fet un estudi 
comparatiu més detallat degut a que no es creu necessari.  
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11. Estudi del projecte Jasper 
11.1. Descripció de Jasper 
El projecte Jasper [10] és un mòdul de codi lliure escrit en Python que permet el 
desenvolupament d’aplicacions always-on basades en el control per veu. Està dissenyat per 
treballar en Raspberry Pi B, tot i que també s’ha pogut executar en el model B+ i a la 
Raspberry Pi 2, a pesar d’haver de solucionar certs errors. Jasper permet dur a terme control 
per veu, sense haver de preocupar-se de configurar correctament el micròfon, usant diferents 
motors STT i diferents tecnologies Text To Speech (motors TTS). En aquest projecte, que vol 
dissenyar un sistema de control per veu representat a la Figura 2, s’aprofitarà parts de codi que 
s’usa en el projecte Jasper. Aquest està dissenyat per tal que la comunicació amb l’usuari sigui 
bilateral, és a dir, a la Raspberry Pi se li connecten micròfon i altaveus. 
 
11.2. Programa principal 
Jasper té un esquema de funcionament molt semblant al que s’ha mostrat a la Figura 1 per al 
Sistema de Control per Veu (SCV). En primer lloc, el desencadenant és mitjançant una paraula 
clau, que per defecte és “Jasper”. Mitjançant el fitxer profile.yml es pot configurar el motor STT 
Fig. 17: Aquesta imatge mostra els diferents mòduls que integren el projecte Jasper. La 
imatge s’ha obtingut de la pàgina web del projecte Jasper:                                       
http://jasperproject.github.io/ . 
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que es vol usar. Les opcions són pocketsphinx, Julius, Google, AT&T o bé Wit.ai. També 
permet escollir entre diferents motors TTS. Seguidament es tradueix la veu gravada mitjançant 
el motor STT corresponent i, un cop s’ha identificat què ha dit l’usuari, es cerca si hi ha alguna 
acció per a les paraules detectades. En cas que sí, s’executa l’acció corresponent. L’usuari 
configura les seves comandes i frases a detectar mitjançant fitxers. Per a cada comanda que 
es vol detectar s’ha de crear un fitxer a partir d’una plantilla en que s’introdueix la frase que es 
vol que executi el script i la funció a executar en aquest. 
11.3. Mòduls principals 
El funcionament de Jasper és complex, però, com es veu a la Figura 17, es podria resumir en 
les següents mòduls: MIC, PROFILE, BRAIN, NOTIFIER i CONVERSATION. 
11.3.1. Mòdul MIC 
Aquest mòdul és el que interacciona amb  el micròfon i els altaveus. Configura el micròfon 
utilitzant la llibreria PyAudio. Amb els motors STT i TTS com a paràmetre, adapta el micròfon i 
els altaveus per funcionar correctament. Cada motor STT i TTS necessita unes especificacions 
d’àudio diferents. A part d’això, també inicialitza les classes que configuren aquests motors 
STT i TTS per tal que funcionin correctament. És important distingir dos estats dins d’aquest 
mòdul: l’estat active_listen i el passive_listen. El mòdul MIC configura aquest dos estats de 
manera que el passive_listen és l’estat en que Jasper busca cada cert interval de temps si 
l’usuari ha dit la paraula clau o no, i el active_listen fa referència a quan l’usuari ja ha dit la 
paraula clau i el que està dient ha de ser traduït. La configuració d’aquests dos estats són les 
característiques de Jasper que han tingut més influència al Sistema de Control per Veu (SCV). 
Seguidament es detallarà el funcionament d’aquest mòdul de manera que permeti entendre el 
comportament del SCV, que es deriva d’aquest mòdul. Tant el mode active_listen com el 
passive_listen necessiten calcular un paràmetre anomenat average, que els permet conèixer el 
nivell de so de l’entorn per tal de saber quan començar o parar de gravar. Utilitzant la llibreria 
audioop de Python que és especialitzada en el tractament de so, es pot calcular el nivell de so 
(amplitud de l’ona sonora) de cada frame gravat pel micròfon (score). Durant un segon es 
grava so de l’entorn per determinar el nivell de so d’aquest. Per a cada frame d’aquest segon, 
es guardarà el seu nivell de so. El nombre de frames és dependent a la freqüència de treball 
del micròfon, que és variable segons el motor STT a usar. El paràmetre average, que és 
representatiu del nivell de so de l’entorn, es calcula com la mitjana dels valors de soroll dels 
diferents frames. La Figura 18 mostra l’algoritme de control pel mode passive_listen i la Figura 
19 mostra l’algoritme pel mode active_listen.  




En aquest apartat s’ha detellat el funcionament del mòdul MIC degut a que el producte final 
que s’ha dissenyat, el SCV, usa els esquemes representats a les Figures 18 i 19. És doncs de 
gran interès estudiar com funciona Jasper pel que fa el mòdul MIC ja que ajudarà a 
comprendre el comportament del SCV. L’única diferència serà que en el SCV s’usarà el motor 
Fig. 18: Representació esquemàtica del funcionament del mode passive_listen. Cal recordar 
que en el programa principal es fa un bucle amb el que s'executa aquest algoritme 
repetidament en el temps.  
Fig. 19: Representació esquemàtica del funcionament del mode active_listen. El micròfon 
para de gravar quan el soroll de l’entorn és més petit que un llindar, que significa 
que l’usuari ha parat de parlar. 
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STT de baix nivell de CMUSphinx per al model passive_listen i els motors STT d’alt nivell de 
Google, AT&T i Wit.ai pel mode active_listen. Com es pot veure a les Figures 18 i 19, Jasper 
escolta durant 1 s per tal d’adaptar-se al nivell de so de l’entorn. Aquest fet a vegades pot 
provocar un mal funcionament del sistema ja que es suposa que a l’entorn no hi ha variacions 
en el nivell de so quan no s’està parlant. El principal inconvenient es produeix quan, al mode 
active_listen, el sistema no és capaç de parar quan l’usuari ha acabat de parlar, ja que el score 
és sempre més elevat que THRESHOLD (veure Figura 19). Això passa en aquells casos en 
què el nivell de so augmneta significativament després que Jasper hagi fet la lectura per 
determinar average, fet que provoca que aquesta lectura sigui errònia. Llavors Jasper no para 
d’escoltar fins que arribi a Time out! o bé quan el nivell de so torni a baixar significativament. 
Un cas d’exemple seria posar música quan Jasper ja ha fet la lectura de average. Un altre 
aspecte important del mòdul MIC de Jasper és la definició del temps d’escolta (TIME_LISTEN) 
que caracteritza el temps en què es tarda a obtenir l’error de Time out!. A Jasper és per 
defecte 12 s, és a dir, no es gravarà en cap cas durant més de 12 s.  
11.3.2. Mòdul PROFILE 
El mòdul PROFILE permet configurar Jasper a través d’un fitxer específic. El fitxer s’anomena 
profile.yml i es pot trobar en diverses localitzacions en funció de com s’ha instal·lat Jasper. 
Aquest fitxer té el format següent: 
carrier: '' 






11.3.3. Mòdul BRAIN 
Aquest mòdul és el que busca quins són els scripts a executar i cercar així quines són les 
paraules a detectar. En entrar-li el text traduït pel motor STT com a input, executa la funció 
corresponent. El criteri per determinar si les paraules que s’han detectat corresponen a una 
comanda consisteix en comparar si la resposta del motor STT conté la frase desitjada. Per 
exemple, si volem detectar “Abrir la puerta del salón” i la resposta del motor STT és “ABRIR LA 
PUERTA DE EL SALÓN” no es donarà com a vàlid. Només es donarà com a vàlid si la 
resposta del motor STT conté exactament la frase desitjada. Aquesta es creu que és una 
estructura molt tancada propensa a reduir la fiabilitat del SCV. 
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11.3.4. Mòdul NOTIFIER 
Aquest mòdul està dissenyat per detectar quan al sistema li arriba una notificació, per exemple 
de correu electrònic, i avisa a l’usuari a través dels altaveus. 
11.3.5. Mòdul CONVERSATION 
El mòdul CONVERSATION és el que conté l’estructura de control de Jasper. És qui controla 
els mòduls anteriors per tal que Jasper funcioni correctament. 
11.4. Modificacions necessàries 
Les modificacions que s’han hagut de fer al projecte Jasper són les següents: 
- Adaptar el sistema per poder treballar en castellà. 
- Modificar-lo per tal de poder distingir entre el motor STT de detecció de la paraula clau i 
el motor STT de traducció de veu. 
- Canviar el programa principal per tal de poder funcionar amb diferents màquines 
executant Jasper al mateix temps de manera sincronitzada. Això es fa així perquè el 
radi d’acció del micròfon és reduït (< 1 m) i cal arribar a tots els racons d’un habitatge. 
Per tant, caldran diferents màquines capaces de detectar veu. Es creu que és millor 
això que no connectar molts micròfons a una sola Raspberry Pi. 
- Adaptar Jasper per a poder detectar i executar comandes que es troben a altres 
màquines, utilitzant RPC (Remote Procedure Call), treballant de forma sincronitzada. 
- Fer que la configuració de Jasper sigui dinàmica i no calgui reiniciar cada vegada que 
es vulgui modificar un paràmetre. 
- Canviar el funcionament de la detecció de comandes per augmentar-ne el tant per cent 
d’encerts. Es proposa detectar paraules i no frases. Adaptar aquest sistema de 
detecció de comandes al castellà, ja que apareixen accents i la lletra “ñ”. 
Aquests canvis, entre molts altres, són molt profunds, fet que només ha permès aprofitar el 
mòdul MIC, sense quedar exclòs de modificacions.  S’identificarà el sistema que deriva del 
projecte Jasper com a Jasper2.  
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12. Disseny del software 
12.1. Descripció de SCV 
Com a Sistema de Control per Veu (SCV) s’entén aquella xarxa de comunicació i control entre 
màquines en que, com a mínim una d’elles, executen Jasper2. També, com s’explicarà més 
endavant, a aquesta xarxa s’inclouran altres màquines que poden ser Raspberry Pi o no sense 
estar executant Jasper2, sinó que actuen com a receptors de comandes. Es vol poder detectar 
les comandes referents a cada màquina del SCV des de qualsevol micròfon. 
Com s’ha explicat en apartats anteriors, es vol aplicar l’esquema de la Figura 4 a un habitatge. 
Recordar que el Sistema de Control per Veu (SCV) tindrà com a desencadenant una paraula 
clau, que es detectarà usant pocketsphinx, i que el procés de traducció de veu a text es podrà 
escollir entre els 3 motors STT principals: Google, AT&T i Wit.ai. També es vol poder tenir més 
d’una màquina funcionant amb Jasper2 per tal de poder tenir micròfons repartits per tot 
l’habitatge. Serà necessari tenir una Raspberry Pi com a màquina principal per gestionar les 
altres perquè es podria donar el cas que dos màquines entressin en mode active_listen alhora. 
En cas que passés això les dos màquines es podrien molestar entre elles, fent que el SCV no 
funcionés correctament. Per exemple, podria passar que una màquina escoltés quan l’altre 
està parlant, alterant el funcionament de la primera. La Raspberry Pi principal, MASTER a 
partir d’ara, és el nucli del SCV. El sistema no pot funcionar si aquesta Raspberry Pi no està 
connectada a la xarxa local. També cal dir que el SCV pot funcionar únicament amb aquesta 
Raspberry Pi. Les altres màquines que executin Jasper2 seran identificades com a màquines 
SLAVE, degut al fet que  la màquina MASTER controla part de les seves accions. Per tal 
d’evitar l’aturada del Sistema de Control per Veu (SCV) quan falla la connexió amb l’exterior, 
s’ha decidit crear una pàgina web que permeti executar les diferents comandes des d’un PC o 
des d’un dispositiu mòbil. Aquesta pàgina web estarà completament sincronitzada amb el SCV, 
de manera que si es produeixen canvis al fitxer de comandes automàticament s’actualitzi la 
pàgina web. Com a enllaç entre la pàgina web i l’usuari s’ha dissenyat una aplicació per 
Android, que es detallarà a l’apartat 19.  
12.2. Comunicació entre màquines 
Les Raspberry Pi que executin Jasper2 hauran d’estar connectades a la xarxa d’Internet, ja 
que els motors STT de detecció de comandes de veu són en línia. A pesar d’això, la 
comunicació entre màquines es fa de forma local, de manera que en fallar la connexió amb 
l’exterior l’usuari pot comunicar-se amb el SCV per tal de detectar l’error. En aquest cas es 
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podria controlar el sistema mitjançant l’aplicació Android. Per a la comunicació entre màquines 
s’usa la llibreria Pyro4 [11] de Python, basada en RPC (Remote Procedure Call). Hi ha altres 
llibreries amb la mateixa finalitat, com RPyC, però no s’han identificat diferències signifiques 
entre elles. S’ha optat per Pyro4 degut al fet que la seva informació és més extensa. Pyro 
significa Python Remote Objects. Aquesta llibreria permet dissenyar aplicacions en que les 
classes es poden invocar a través de la xarxa local (classes remotes). Està escrita totalment en 
Python. 
12.3. Descripció dels mòduls necessaris 
En aquest apartat s’exposaran els principals mòduls que integren el sistema de control per veu. 
Aquests són REMOTEOBJECTS, MASTER, JASPER2, CONFIGURATION, 
PYTHONSCRIPTS, I WEBPAGE.  
12.3.1. Mòdul REMOTEOBJECTS 
Aquest mòdul és bàsic per a qualsevol màquina que es vulgui connectar al Sistema de Control 
per Veu (SCV). Els fitxers que conté són: comandesLocals.py, actualitzaComandesLocals.py, 
comprovaConnexio.py, diferentsMicrofons.py, executaComandes.py, fitxer.py, buffer.py, 
temporitzador1.py i cercaIP.py. 
El fitxer comandesLocals.py crea una classe remota amb direcció Pyro4.Proxy("PYRO: 
jasper.comandesLocals@%s:5162"%(IP)). Aquesta classe permet consultar de manera remota 
les comandes d’una màquina en concret, en forma de diccionari. 
El fitxer actualitzaComandesLocals.py és un fitxer que torna a llegir el fitxer comandes.txt i 
actualitza en conseqüència la classe remota comandesLocals, referent al fitxer 
ComandesLocals.py.  
El fitxer comprovaConnexio.py consisteix en una classe remota amb direcció Pyro4.Proxy( 
"PYRO:jasper.comprovaConnexio@%s:5166"%(IP)). Aquesta classe remota permet conèixer 
quines màquines es volen connectar al SCV. Quan s’invoca l’atribut comprova(), si la màquina 
es vol connectar retorna 0. En canvi, si la màquina no té aquesta classe remota no s’obtindrà 
resposta. També guarda la direcció IP de la màquina MASTER. Saber la direcció d’aquesta és 
imprescindible pel bon funcionament del SCV. Fins que la màquina MASTER no hagi escrit la 
seva direcció IP a aquesta classe, la màquina no obtindrà permís per entrar en mode 
active_listen. 
El fitxer diferentsMicrofons.py genera una classe remota amb direcció Pyro4.Proxy( 
"PYRO:jasper.diferentsMicrofons@%s:5161"%(IP)) que s’usa per demanar permís a la 
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màquina MASTER per passar de mode pasive_listen a active_listen. Per tant, es demanarà 
permís quan la màquina hagi detectat la paraula clau. Aquesta classe també serveix per a que 
la màquina MASTER avaluï les peticions que té i escrigui un 0 o un 1 segons si es concedeix 
permís o no. Això és necessari per evitar possibles errors en el SCV, causats pel fet que dos 
màquines han detectat a la vegada la paraula clau i les dos escolten a la vegada. 
El fitxer executaComandes.py genera una classe remota amb direcció Pyro4.Proxy( 
"PYRO:jasper.executaComanda@%s:5163"%(IP)). Aquesta classe remota permet executar 
remotament qualsevol comanda. Per tal fi s’usa la llibreria os de Python. El format d’execució 
és el següent: os.system(“comanda &”). S’usa el símbol & per indicar que es vol executar la 
comanda en format background per tal de no afectar al funcionament del SCV en cas que 
l’execució requereixi cert temps d’execució. 
El fitxer fitxer.py crea una classe remota amb direcció Pyro4.Proxy("PYRO:jasper.fitxer 
@%s:5187"%(IP))). Aquesta classe permet obrir, editar i guardar qualsevol fitxer de qualsevol 
màquina connectada al SCV de manera remota. El potencial d’aquesta classe és immens. 
El fitxer buffer.py crea una classe remota amb direcció Pyro4.Proxy("PYRO:jasper.Buffer 
@%s:5181"%(IP))). Aquesta classe funciona com un buffer que guarda cada traducció que ha 
fet Jasper2, ja sigui del motor STT de baix nivell o d’alt nivell. Aquest fet és útil ja que permetrà 
veure l’estat de cada màquina del sistema des d’un PC. El mòdul SCV_TK serà qui gestionarà 
aquesta classe.  
El fitxer temporitzador1.py és un fitxer que cada 60 s executa actualitzaComandesLocals.py, 
per tal de no haver de reiniciar la màquina en cas d’haver modificat comandes.txt i no s’hagi 
donat l’ordre d’actualitzar les comandes.  
El fitxer cercaIP.py conté una funció que retorna la direcció IP de la màquina. És bàsic per a 
iniciar les classes remotes saber la direcció IP actual de la màquina en qüestió. 
12.3.2. Mòdul MASTER 
Aquest mòdul només fa referència a la màquina MASTER. Conté els següents fitxers: 
cercaRaspberrys.py, actualitzaCercaRaspberrys.py, comandesGlobals.py, 
actualitzacomandesGlobals.py, controlGlobal.py, simulador.py, temporitzador0.py, 
temporitzador2.py, temporitzador3.py i temporitzador6.py. 
El fitxer cercaRaspberrys.py crea una classe remota de direcció Pyro4.Proxy( 
"PYRO:jasper.cercaRaspberrys@%s:5168"%(IP_MASTER)) en la que es guarda les direccions 
IP de les màquines connectades al SCV. El criteri per determinar si una direcció pertany al 
SCV o no és, com s’ha explicat  a l’apartat de comprovaConnexio.py de 12.3.1., invocar la 
classe remota Pyro4.Proxy( "PYRO:jasper.comprovaConnexio@%s:5166"%(IP)) i veure si 
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retorna un 0 o no s’obté resposta. En cas que retorni 0 la direcció IP pertany a una màquina 
connectada al SCV. Per aconseguir totes les direccions es fa un escombrat de direccions IP, 
des de 192.168.1.0 fins a 192.168.1.255, i segons el criteri anterior, es classifiquen segons si 
pertanyen al SCV o no. S’ha optat per l’ús de IPs amb format 192.168.1.X degut al fet que són 
les més comuns. Es podrien consultar més formats de direccions però farien el SCV més lent a 
l’hora de buscar noves màquines connectades a la xarxa del SCV.  
El fitxer actualitzaCercaRaspberrys.py torna a fer una cerca de màquines que es volen 
connectar a la xarxa del SCV i actualitza la classe remota jasper.cercaRaspberrys en 
conseqüència. 
El fitxer comandesGlobals.py fa una cerca de les comandes locals a les direccions IP que hi ha 
guardades a la direcció Pyro4.Proxy("PYRO:jasper.cercaRaspberrys@%s:5168"% 
(IP_MASTER)). D’aquesta manera les unifica en una nou diccionari amb el següent format: 
{paraules a detectar: [comanda a executar, IP]...}. D’aquesta manera cada màquina pot fer una 
consulta per determinar si les paraules que ha detectat fan referència a alguna comanda 
d’alguna màquina remota.  
El fitxer actualitzaComandesGlobals.py torna a dur a terme la cerca de comandes locals a cada 
direcció que conté la classe remota jasper.cercaRaspberrys. 
El fitxer controlGlobal.py és bàsic en el SCV. De fet, és qui genera l’equivalent a un senyal de 
rellotge del SCV. El seu esquema està representat a la Figura 20.  Aquest fitxer s’executa cada 
0,5 s (marcat pel temporitzador0.py)  i fa una cerca entre les màquines que tenen les 
direccions guardades a la classe amb direcció Pyro4.Proxy("PYRO:jasper.cercaRaspberrys 
@%s:5168"% (IP_MASTER)). Per a cada direcció IP consulta la seva classe local 
Pyro4.Proxy("PYRO:jasper.diferentsMicrofons@%s:5161" %(IP)) per tal de determinar l’estat 
del valor Pregunta. Aquest estat és 1 quan la màquina ha detectat la paraula clau i vol entrar 
en mode active_listen. La primera direcció que troba amb petició d’entrar en mode active_listen 
li dóna permís. A totes les altres no se’ls hi dóna i el seu estat de Pregunta és retornat a 0. 
D’aquesta manera, només una màquina té permís per a entrar en mode active_listen. Aquest 
fitxer té un flag d’habilitació que, mentre l’usuari està parlant en una màquina no es permet 
activar el mode active_listen en cap altre màquina. La probabilitat de que dos màquines entrin 
en mode active_listen quan només una hi havia d’entrar és inexistent.  
El fitxer simulador.py crea una classe remota amb direcció Pyro4.Proxy( 
"PYRO:jasper.Simulador@%s:5184"%(IP_MASTER)) que s’usa per canviar el valor dels estats 
dels diferents aparells de l’habitatge simulat. S’ha optat per crear una simulació a causa de no 
disposar de suficient pressupost. 
 
Adaptació d’un habitatge a persones amb dificultats de mobilitat mitjançant control per veu Pàg. 55 
 
 
El temporitzador0.py marca el temps al fitxer controlGlobal.py. És la senyal de rellotge (CLK) 
que es representa a la Figura 20. 
El temporitzador2.py actualitza cada 100 s la llista de IPs connectades al SCV, executant el 
fitxer actualitzaCercaRaspberrys.py 
El temporitzador3.py actualitza cada 200 s les comandes globals a partir de les comandes 
locals de cada direcció IP connectada al SCV, executant el fitxer 
actualitzaComandesGlobals.py.  
El temporitzador6.py és un corrector d’errors de Pyro4. S’ha detectat com la comunicació 
mitjançant classes remotes pot fallar. La probabilitat que això passi és molt baixa però cal 
protegir el SCV ja que podria quedar inservible fins que no es produís un reset a la màquina. El 
programa principal conté una alarma i excepcions d’errors per tal que aquest no es quedi 
penjat en cas d’error d’alguna part del codi. Ara bé, el problema en cas d’error és que el flag 
d’habilitació del controlGlobal.py pot estar a nivell alt (inhabilitació), i com a conseqüència cap 
màquina entrarà en mode active_listen. Per solucionar això el temporitzador6.py vigila que el 
Fig. 20: Esquema de funcionament de l’algoritme de controlGlobal.py. Només afecta a les 
màquines que corren JASPER2. Les altres no són afectades per aquest. Cada 
màquina té la seva pròpia classe remota jasper.diferentsMicrofons. 
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flag d’habilitació no estigui a nivell alt durant més de 30 s. És equiparable a un reset  al 
controlGlobal.py.  
12.3.3. Mòdul JASPER2 
Consisteix en els arxius necessaris pel SCV que deriven del projecte Jasper. Conté el 
programa principal del SCV per a aquella màquina.  Conté l’estructura inicial de Jasper però 
només té activades les classes necessàries pel mòdul MIC. S’ha optat per modificar el mínim 
possible l’estructura de Jasper ja que se sap que funciona correctament, de forma estable i 
robusta contra errors. Per tant, a Jasper2 no s’han eliminat els fitxers referents a Jasper sinó 
que s’ha desactivat certes parts de codi en llocs puntuals. No és la manera òptima de treballar, 
però la complexitat de Jasper ha fet impossible desenredar el codi per treure només allò que 
interessa. A pesar de no optimitzar memòria, s’ha obtingut per a Jasper2 un sistema ràpid i 
fiable. 
Per a Jasper2, el funcionament del mode active_listen i passive_listen és el mateix que en el 
cas de Jasper. Per tant, els esquemes de les Figures 18 i 19 són vàlids. Com ja s’ha dit però, 
s’ha modificat per tal que puguin treballar amb diferents motors STT cada un. Així que pel cas 
passive_listen s’usa un motor STT de baix nivell i per active_listen un motor STT d’alt nivell. 
12.3.4. Mòdul CONFIGURATION 
Aquest mòdul conté 5 fitxers: comandes.txt, config.txt, config.py, actualitzaConfig.py i 
temporitzador5.py. La finalitat d’aquests fitxers és permetre a l’usuari definir les seves pròpies 
comandes de veu a detectar i adaptar el SCV a les seves necessitats. 
El fitxer de comandes.txt conté la relació entre el que Jasper2 detecta i les accions que s’han 
de dur a terme. Un exemple d’aquest fitxer és el següent: 
ENCENDER ROJO*python /home/pi/SCV/PYTHONSCRIPTS/encender.py 
APAGAR ROJO*python /home/pi/SCV/PYTHONSCRIPTS/apagar.py 
Es veu com aquest fitxer relaciona les paraules que ha de detectar el SCV amb uns scripts. 
Aquests scripts contenen el codi a executar. Per exemple, si Jasper2 detecta que l’usurari ha 
dit “Encender rojo” s’executarà el fitxer encender.py que conté el codi necessari per encendre 
un LED que està connectat a un pin GPIO. El funcionament que determina si la resposta del 
motor STT d’alt nivell coincideix o no amb les especificacions d’aquest fitxer es detallen a 
l’apartat 12.4. 
El fitxer config.txt conté la configuració necessària per Jasper2. Un exemple d’aquest fitxer és 
el següent: 





token WITAI en angles*62Z4YOLS4ULORUBITFVT7WO6DJULX2ZV 
token WITAI en castella*AHWDLGI7GWULZLVKKTTX5FOADV74THYV 
key Google*AIzaSyDgU56QeumsMHrJ6kP7xXOMCM8hFOKZp6U 
motor STT a usar*googleC 
En aquest fitxer es pot veure com es dóna un nom a la màquina, en aquest cas MASTER. No 
té cap rellevància el nom que se li posa però permet a l’usuari identificar la màquina. També 
conté totes les claus necessàries pels 3 motors STT de traducció de veu a text. També permet 
canviar el motor STT a usar. En aquest cas googleC significa el motor STT de Google en 
castellà. La codificació dels motors STT és googleC, googleE, attC, attE, witaiC i witaiE, on la 
lletra C significa en castellà i la lletra E significa en anglès. En un primer moment es va intentar 
canviar la paraula clau per altres. Es va provar “UPC” i “HAL”, entre altres, però els resultats 
van ser incorrectes ja que l’índex d’encert era molt menor que pel cas de “Jasper”. Es va 
decidir continuar fent servir “Jasper” com a paraula clau perquè és una paraula que no s’usa en 
castellà i a més perquè té un índex d’encert molt elevat, prop del 90 %. Les màquines que no 
continguin el mòdul JASPER2 només necessitaran el paràmetre nom.  
Al fitxer config.py, utilitzant Pyro4, es posa la configuració a l’abast de qualsevol aplicació. La 
direcció de la classe remota és la següent: Pyro4.Proxy("PYRO:jasper.Config@%s:5111" 
%(IP)). Aquesta classe és pròpia per a cada màquina, per tant, hi ha la possibilitat que una 
màquina que corri JASPER2 funcioni treballant en castellà i una altre en anglès, de manera 
coordinada.  
El fitxer actualitzaConfig.py té la funció de tornar a llegir el fitxer config.txt i actualitzar la classe 
remota jasper.Config, referent al fitxer config.py. 
El fitxer temporitzador5.py executa cada cert interval de temps el fitxer actualitzaConfig.py. 
D’aquesta manera es pot configurar el SCV, és a dir, modificar el fitxer config.txt, mentre 
aquest s’està executant, sense necessitat de dur a terme un reset  a la màquina ni executar 
actualitzaConfig.py. Per configurar el sistema només cal modificar el fitxer config.txt. 
12.3.5. Mòdul PYTHONSCRIPTS 
El mòdul PYTHONSCRPTS està format pels arxius que contenen el codi a executar. Les 
direccions del fitxer comandes.txt de l’apartat anterior apunten a fitxers d’aquest mòdul. 
Simplement es tracta d’una carpeta que organitza els fitxers. Cal dir però que els fitxers a 
executar poden tenir qualsevol direcció, com s’ha pogut veure al comandes.txt. També conté 
fitxers auxiliars per a desenvolupadors. Per exemple, es posa a disposició de l’usuari certes 
funcions que permeten invocar de nou el micròfon per fer noves consultes dins el fitxer 
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(parla.py o escolta.py) o bé identificar números que hagi dit l’usuari (adaptar.py). La detecció de 
números té l’inconvenient que el motor STT pot retornar-lo en xifres o bé en lletres. 
12.3.6. Mòdul WEBPAGE 
Aquest mòdul permet crear una pàgina web a partir de les comandes que es volen detectar, 
per tal que el SCV també es pugui controlar des d’un PC o dispositiu mòbil. A la Figura 21 es 
mostra un exemple de presentació per a la pagina web. Es va decidir escriure en PHP5 degut a 
que es creu que és més natural que usar mòduls escrits en Python en l’edició de pàgines web. 
Aquest mòdul conté diferents fitxers, que són els següents: jasper.php, editorPHP.py, 
executaPHP.py i temporitzador4.py.  
El fitxer jasper.php és el que genera la pàgina web. Consisteix en afegir tants botons com 
comandes es tinguin. Com a text dels botons es té les paraules que hauria de detectar el SCV i 
en polsar-los s’executen els mateixos fitxers que s’executarien en cas que es diguessis les 
paraules.  
 
El fitxer editorPHP.py és un fitxer que escriu a jasper.php. A partir de les comandes globals que 
es tenen modifica el fitxer jasper.php, de manera que relaciona Jasper2 amb la pàgina web. 
El fitxer executaPHP.py és controlat per la pàgina web que es crea a partir del fitxer jasper.php. 
Aquest invoca la classe remota jasper.executaComandes i executa l’acció corresponent que 
s’ha dictat des de la pàgina web.  
El temporitzador4.py executa editorPHP.py cada 200 s, de manera que s’actualitza la pàgina 
web, per tal de poder detectar canvis en els fitxers comandes.txt de les màquines connectades 
al SCV. 
Fig. 21: Exemple de pàgina web. En aquest cas només hi ha 2 comandes. La seva direcció 
és http://www.192.168.1.X/jasper.php. La X fa referència a la direcció IP de la 
màquina MASTER. 
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12.4. Programa principal 
Aquest és l’apartat més important del projecte ja que es detalla el funcionament complert 
d’aquelles màquines connectades al SCV que són emissores i receptores de so. És a dir, 
aquest programa principal pertany a les Raspberry Pi MASTER i SLAVE.  El programa principal 
es troba a la direcció /home/pi/SCV/JASPER2/client/conversation.py. La Figura 22 mostra 
l’esquema de control per Jasper2.py. El mode passive_listen és aquell en el que es busca si 
l’usuari ha dit la paraula clau de forma repetida en el temps. El motor STT que s’usa en aquest 
cas és pocktsphinx, de CMUSphinx. En canvi, el mode active_listen és aquell en que es 
tradueix el que ha dit l’usuari per tal de poder identificar la comanda corresponent. En aquest 
cas s’usa Google, AT&T i Wit.ai. 
 
El mode passive_listen consisteix en l’esquema que s’ha mostrat a la Figura 18. S’executa 
l’algoritme d’aquesta figura de forma repetida en el temps, com es veu a la Figura 22. Si es 
detecta la paraula clau, és a dir, si s’obté True a la Figura 18, el programa modifica 
adequadament la classe remota jasper.diferentsMicrofons. El programa principal s’espera a 
obtenir la resposta de controlGlobal.py. És doncs, imprescindible el bon funcionament de 
controlGlobal.py, i per tant, també de la màquina MASTER.  
El funcionament del controlGlobal.py és el que s’ha detallat a la Figura 20. Aquest gestiona les 
diferents peticions que li arriben de les diferents màquines del SCV de manera que en cap cas 
les màquines es puguin molestar entre elles. Mentre l’usuari parla només hi haurà una màquina 
Fig. 22: Esquema de funcionament del programa principal. 
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escoltant, encara que altres també hagin escoltat la paraula clau. Com s’ha vist a la Figura 20, 
l’algoritme de controlGlobal.py llegeix els estats de l’atribut Pregunta de la classe remota 
jasper.diferentsMicrofons de les diferents direccions IP de la classe remota 
jasper.cercaRaspberrys de la màquina MASTER. La primera màquina que troba que vol saltar 
a l’estat active_listen és la que tindrà permís. A partir d’aquí, l’atribut Pregunta de la classe 
jasper.diferentsMicrofons és retornat a 0 per a totes les màquines del SCV. La màquina a la 
que se li ha donat permís se li escriu un 1 a l’atribut Resposta de la classe remota 
jasper.diferentsMicrofons. Com s’ha explciat anteriorment, un cop s’ha acabat el procés que 
s’acaba d’explicar, els programes principals de les repectives màquines del SCV podran tornar 
a funcioanar correctament.  
Un cop s’ha obtingut la resposta per part de controlGlobal.py, aquelles màquines que hagin 
obtingut un 0 com a Resposta retornaran al funcionament normal del mode passive_listen. En 
canvi, la màquina que tingui com a Resposta un 1 entrarà a mode active_listen. Aquest mode 
és el que s’ha detallat a la Figura 19. Consisteix en gravar àudio fins que l’usuari acabi de 
parlar, i llavors enviar aquest àudio al motor STT corresponent. Com que s’ha decidit que el 
motor STT a usar en aquest apartat podia ser de Google, AT&T o Wit.ai, el programa principal 
consulta a la classe remota jasper.Config referent a aquesta màquina i envia l’àudio a un motor 
STT o altre. També es configura els paràmetres del micròfon de diferent manera en funció del 
motor STT a usar. La resposta d’aquest motor STT serà en forma de text.  
El mètode de relacionar la resposta del motor STT amb una comanda del fitxer comandes.txt 
és totalment diferent de Jasper. Aquest últim comprovava si la resposta contenia la frase 
desitjada, dissenyat per llengua anglesa. Com que les paraules espanyoles contenen caràcters 
que no són ASCII (accents i “ñ”) es fa un tractament al programa principal mitjançant el qual 
s’eliminen els accents i es canvia la “ñ” per “n”. Això no afecta al bon funcionament del SCV, ja 
que els motors STT no són prou precissos com per detectar correctament quan una paraula 
porta accent o no. D’aquesta manera, les paraules del fitxer comandes.txt s’escriuran sense 
accents ni “ñ”. Un cop fet el tractamen ja es pot comparar la resposta amb les dades 
obtingudes dels fitxers comandes.txt. El criteri de selecció consisteix en trobar aquell grup de 
paraules referents a una comanda en què cadascuna d’aquestes està inclosa dins alguna 
paraula de la resposta. D’aquesta manera es recomana escriure paraules al fitxer 
comandes.txt que siguin el més curtes possibles. Això s’ha fet així perquè per exemple, els 
motors STT tenen dificultats per distingir  correctament entre singular i plural, i d’aquesta 
manera en ambdós casos la detecció de la comanda serà correcta. Per tant, el SCV no 
distingeix entre accents o no, “ñ” o “n”, o bé entre singular i plurar. Es creu que d’aquesta 
manera s’optimitza la fiabilitat del sistema. El principal inconvenient de fer aquest tipus de cerca 
és que no es pot voler diferenciar entre un grup de paraules i un altre que n’és un subgrup. És 
a dir, no es distingeix entre “Abrir” i “Abrir puerta” en detectar “ABRIR PUERTA”. L’elecció del 
sistema per una o altre pot ser aleatòria. És un aspecte important a tenir en compte quan 
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s’edita el fitxer comandes.txt, però no limita les capacitats del SCV. Un cop s’ha identificat una 
comanda com a correcta, s’executa l’acció corresponent, segons dicti el fitxer comandes.txt. Un 
cop s’hagi executat la màquina entrarà en mode passive_listen. En cas de no trobar cap 
comanda que compleixi amb la resposta obtinguda del motor STT, es notifica a l’usuari d’això a 
través dels altaveus i la màquina torna a entrar en mode passive_listen.  
Aquelles màquines que no siguin receptores de so, és a dir, que no tinguin micròfons 
connectats a elles, funcionen com a receptores de comandes. Per tant, no necessiten cap 
programa principal com el que s’ha descrit anteriorment. 
Pel que fa a la protecció d’errors, el programa principal s’ha dissenyat de tal manera que està 
protegit contra ells però no distingeix entre tipus d’error. S’ha afegit una alarma per detectar 
quan el programa principal queda penjat. Si s’obté un error quan s’està en mode active_listen o 
bé a l’hora d’executar la comanda corresponent el programa respont dient “Tengo problemas 
con esta operación.” En qualsevol altre cas l’usuari no detectarà l’error i el funcionament del 
SCV no es veurà afectat. 
12.5. Classificació de màquines 
Com s’ha explicat anteriorment, hi ha diferents tipus de màquines que es poden connectar al 
SCV. Aquestes es classifiquen en Raspberry Pi MASTER, Raspberry Pi SLAVE o altres. 
Destacar que el sistema és molt flexible, essent possible funcionar des de 1 màquina fins a 
múltiples màquines. La Taula 10 mostra un resum d’aquest apartat. Cada tipus de màquina 
necessitarà també un fitxer d’inicialització del sistema diferent. Aquest fitxer s’anomena 
start_SCV.py i és qui inicia les classes remotes necessàries, la pàgina web (si és necessari) i el 
programa principal. 
12.5.1. Raspberry Pi MASTER 
Aquesta és la màquina imprescindible per a funcionar el Sistema de Control per Veu (SCV). 
També pot funcionar el sistema únicament amb aquesta màquina. No pot haver més d’una 
Raspberry Pi MASTER funcionant a la vegada. Aquesta màquina corre JASPER2 i per tant, 
necessita altaveus i micròfon. És també la que controla el servidor Apache2 que permet 
controlar el SCV a través d’una pàgina web.  Aquesta màquina necessita els següents mòduls: 
JASPER2, CONFIGURATION, PYTHONSCRIPTS, REMOTEOBJECTS, MASTER i 
WEBPAGE. 
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12.5.2. Raspberry Pi SLAVE 
Aquesta Raspberry Pi també corre JASPER2, per tant, també necessita altaveus i micròfons. 
Es poden tenir múltiples Raspberry Pi SLAVE funcionant a la vegada. Els mòduls que 
necessita són els següents JASPER2, CONFIGURATION, PYTHONSCRIPTS i 
REMOTEOBJECTS. 
12.5.3. Altres màquines 
El Sistema de Control per Veu (SCV) que s’ha dissenyat és prou flexible per incloure qualsevol 
màquina que pugui córrer Python i usar la llibreria Pyro4. Per exemple, es pot connectar al 
sistema màquines Raspberry Pi, Windows o Ubuntu. Aquest grup de màquines però només 
serviran per rebre ordres de les Raspberry Pi MASTER i SLAVE. D’aquesta manera, el fitxer 
comandes.txt d’aquestes serà inclòs al diccionari global de la classe remota 
jasper.comandesGlobals. Els mòduls necessaris en aquest cas són: CONFIGURATION, 
PYTHONSCRIPTS i REMOTEOBJECTS. 
Mòdul Raspberri Pi 
MASTER 
Raspberry Pi SLAVE Altres (Raspbian, 
Ubuntu, Windows) 
JASPER2    
CONFIGURATION    
PYTHONSCRIPTS    
REMOTEOBJECTS    
MASTER    
WEBPAGE    
Taula 10: Mòduls necessaris per a cada tipus de màquina que es pot connectar al SCV. 
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13. Entorn gràfic de configuració 
13.1. Descripció  
Per tal de poder configurar el SCV de manera fàcil per a qualsevol persona, sense necessitat 
de tenir coneixements previs en enginyeria, s’ha decidit dissenyar un entorn gràfic per a tal fi. 
S’ha dissenyat  usant la llibreria Tkinter de Python. El mòdul que permet el control de manera 
gràfica del SCV s’anomena mòdul SCV_TK. Aquest mòdul ha de permetre modificar els fitxers 
comandes.txt i config.txt, així com veure l’estat en el que es troben les màquines. A la Figura 
23 es pot veure la presentació del mòdul SCV_TK. 
 
El principal inconvenient que s’ha tingut en aquest apartat ha estat el fet d’adaptar-se a 
l’estructura de Tkinter. Això ha provocat que el codi referent a aquest mòdul no sigui clar i 
entenedor, ja que l’estructura tancada de Tkinter no ha permès programar còmodament. A 
pesar d’això, el seu funcionament és correcte i compleix els objectius de l’apartat. 
 
Fig. 23: Captura de pantalla del mòdul SCV_TK funcionant en Ubuntu. 
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13.2. Connexió al sistema 
Per tal de no afectar al funcionament del SCV, el mòdul SCV_TK es connectarà al sistema de 
manera exterior. Per fer-ho, es durà a terme una connexió del tipus del fitxer 
cercaRaspberrys.py del mòdul MASTER. Per tant, es farà un escombrat de direccions IP per 
tal de poder identificar quina és la direcció de la Raspberry Pi MASTER, les Raspberry Pi 
SLAVE i altres màquines. El botó per connectar-se al SCV és el botó “Connecta” de la columna 
de l’esquerre de la Figura 23. Les direccions IP trobades s’apilen a la finestra de sobre 
d’aquest botó. Per dur a terme la majoria d’accions caldrà seleccionar la direcció que volem de 
la pila, és a dir, seleccionar quina màquina volem punxar.  
13.3. Veure estat del sistema 
El mòdul SCV_TK permet veure l’estat actual de les màquines connectades. Com a estat 
actual s’entén poder veure les traduccions dels motors STT, tan pel mode active_listen com pel 
passive_listen. Per la pantalla de la dreta del mòdul SCV_TK es visualitza el valor de la classe 
remota jasper.Buffer, definida al mòdul REMOTEOBJECTS. Es dur a terme una consulta cada 
1 s per actualitzar el valor de jasper.Buffer per a una direcció IP concreta. 
13.4. Editor de fitxers del sistema 
Un altre aspecte molt important del SCV_TK és la capacitat de poder modificar qualsevol fitxer 
de qualsevol màquina connectada al SCV. Per evitar errors, no es permet l’ús d’accents en els 
fitxers de les màquines del SCV. No disminueix la fiabilitat de la traducció el no distingir entre 
accents, ja que els motors STT no són prou precisos per a distingir per exemple entre “salto” i 
“saltó”. A la part superior de la columna de la dreta de la Figura 23 s’observa com es pot 
introduir la ruta d’un fitxer i obrir o guardar-lo. L’usuari interacciona amb el fitxer a partir de la 
part central de la columna de la dreta de la Figura 23, ja que es comporta com un editor de 
text. A la columna central de la Figura 23, el botó “Configuració” permet editar el fitxer config.txt 
de la màquina seleccionada sense necessitat d’entrar la ruta del fitxer. El botó “Edita 
Comandes” permet editar d’igual forma el fitxer comandes.txt. 
13.5. Actualitzacions al sistema 
El mòdul SCV_TK també permet actualitzar les classes remotes sense haver d’esperar als 
temporitzadors corresponents. Polsant el botó “Actualitza” de l’esquerre de la Figura 23, es pot 
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modificar els fitxers de configuració i seguidament actualitzar les classes necessàries per tenir 
el SCV actualitzat als nous fitxers. Es permeten actualitzar 6 accions diferents: 
- Cerca IPs al SCV_TK: Aquesta funció actualitza la cerca de IPs  connectades al SCV 
però només a nivell local, és a dir, només es fa de nou una consulta a la classe remota 
que conté les direccions IP que s’han trobat. 
- Cerca IPs al SCV: Aquesta funció actualitza la cerca de màquines connectades al SCV. 
Per fer-ho s’envia la comanda adequada a la màquina MASTER  que inicia de nou un 
escombrat de direccions IP per determinar quines màquines es volen connectar al 
SCV. 
- Configuració: Envia una comanda a la direcció IP seleccionada per l’usuari que provoca 
que la màquina actualitzi la classe remota que conté la seva configuració. 
- Comandes locals: Envia una comanda a la direcció IP seleccionada per l’usuari que 
provoca que la màquina actualitzi la classe remota referent a les seves comandes, 
guardades al fitxer comandes.txt. 
- Comandes globals: Envia una comanda a la màquina MASTER pel que cerca de nou 
les comandes locals i refresca la classe remota referent a les comandes globals. 
- Pàgina web: Envia una comanda a la màquina MASTER pel que aquesta executa el 
fitxer editaPHP.py i refresca així la pàgina web del SCV. 
S’ha decidit classificar les actualitzacions d’aquesta forma degut al fet que ajuda a entendre el 
funcionament del sistema dissenyat. Cal recordar que l’usuari sempre té l’opció d’esperar a que 
els temporitzadors actualitzin el SCV, però això pot tardar fins a 5 minuts, en el pitjor dels 
casos.  
13.6. Test de traducció 
Aquest apartat serveix perquè l’usuari pugui comparar els temps de resposta dels motors STT 
obtinguts a l’apartat 9. amb els del moment. D’aquesta manera, l’usuari pot prendre decisions 
sobre quin motor STT utilitzar per traduir veu. Aquest test retorna per pantalla els temps de 
resposta dels àudios d’aproximadament 1 s en castellà i anglès, pels 3 motors STT de 
traducció de veu. D’aquesta manera l’usuari pot veure si hi ha canvis als servidors dels motors 
STT o no. 
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13.7. Simulació 
Des del mòdul SCV_TK s’executa la simulació que s’ha fet a aquest projecte polsant el botó 
“Simulació” de la columna central de la Figura 23. Aquesta però es detallarà a l’apartat 14. 
13.8. Altres formes de configurar el sistema 
La flexibilitat del SCV permet que aquest es pugui editar i configurar sense necessitat del 
mòdul SCV_TK. Es pot connectar a través de SSH, SSFS o bé VNC. S’ha instal·lat VNC a les 
màquines per permetre que l’usuari pugui configurar el SCV a través d’aquesta tecnologia. 
Amb les instruccions que s’han donat als apartats 11 i 12 un usuari amb coneixements en 
enginyeria ha de ser capaç d’adaptar el SCV a les seves necessitats sense haver d’usar 
l’entorn gràfic que proporciona el mòdul SCV_TK.  
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14. Simulació d’un habitatge 
Com s’ha explicat en apartats anteriors, el fet de no disposar de suficient pressupost i  per tal 
de demostrar el potencial del SCV, ha estat necessari dissenyar una simulació. S’ha usat la 
llibreria Pygame de Python. 
14.1. Descripció 
Per tal de demostrar el bon funcionament del SCV s’ha dissenyat la simulació d’un habitatge. 
Aquests tindrà la capacitat de simular l’encesa d’una bombeta o bé obrir una porta, entre altres. 
Les comandes es detallaran a l’apartat 14.2. La plantilla de la simulació, amb tots els element 
desactivats es mostra a la Figura 24. Aquesta representa a l’habitatge amb les bombetes 
apagades i portes i persianes obertes, entre altres. En canvi, a la Figura 25 es mostra 
l’habitatge amb tots els elements activats. D’aquesta forma es pot comparar la Figura 24 amb 
la 25 per veure la diferència i entendre com funciona la simulació. 
L’habitatge que es simula en aquest apartat està dividit en les següents zones: sala d’estar, 
cuina, habitació principal, habitació dels nens, entrada, W.C., garatge i jardí. Per tal d’arribar a 
tots els punts de la casa (cal tenir en compte que el radi d’acció del micròfon és de poc més de 
1 m), cal distribuir diferents màquines per l’habitatge. En aquest cas, les imatges del logotip de 
Raspberry Pi representen la ubicació de les diferents màquines Raspbian que es necessitarien 
per poder usar el sistema des de qualsevol punt de la casa. Les que tenen color representen 
les màquines de què es disposa i es mostren al prototip. És important dir que per optimitzar 
l’adaptació del SCV caldrien les 6 Raspberry Pi que es mostren a les Figures 23 i 24.  
14.2. Tipus de comandes 
En aquest apartat es vol identificar les diferents comandes de què disposa la simulació. La 
Taula 11 representa els resultats d’aquest apartat. Es creu que amb el recull de comandes que 
permeten el control dels elements representats a aquesta taula es pot demostrar tot el 
potencial del SCV. Un exemple de comanda a detectar seria “Encender la luz de la cocina.”, pel 
que s’encendria la imatge de la bombeta a la cuina.  




Fig. 24: Imatge que representa la plantilla de la simulació de l’habitatge. 
Fig. 25: Imatge que representa l’habitatge simulat amb tots els elements activats. 
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Tipus de comanda Localitzacions de l’habitatge Representació gràfica 
Encendre/Apagar 
llum 
Sala d’estar, cuina, habitació principal, 
habitació dels nens, entrada, W.C., garatge 
i jardí  


















Obrir/Tancar porta Sala d’estar, cuina, habitació principal, 
habitació dels nens, entrada, W.C., 
garatge, jardí, exterior 
 
Obrir/Tancar finestra Sala d’estar, cuina, habitació principal, 
habitació dels nens., garatge i jardí 
 
Definir temperatura i 
hora de l’alarma 
Garatge 
 
Taula 11: Identificació dels diferents elements que es representen a la Figura 25. 
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15. Prototip 
En aquest apartat s’exposa el prototip del SCV, que és tot aquell material necessari per 
demostrar el bon funcionament del projecte. S’exclou la pròpia Raspberry Pi i l’alimentació 
d’aquesta. Per demostrar que la simulació és fàcilment transportable a la realitat, es controlarà 
relés que encendran i apagaran bombetes reals, paral·lelament amb les seves homòlegs a la 
simulació. Per tal de poder aconseguir aquest objectiu és necessari fer ús de micròfons, 
altaveus, relés, suports per a les bombetes, bombetes i cable elèctric. Seguidament es detalla 
les característiques dels micròfons, altaveus i relés usats. 
15.1. Micròfons 
Existeixen micròfons especialitzats pel tractament de veu, que tracten el so per tal d’eliminar el 
soroll i augmentar la probabilitat d’èxit dels motors STT. Degut a l’elevat preu d’aquests, sobre 
uns 250 €, no s’ha pogut provar el seu funcionament al SCV.  El micròfon que s’ha usat és molt 
senzill, però també econòmic. No necessita targeta de so per adaptar la senyal del micròfon als 
nivells d’entrada de les Raspberry Pi.  El micròfon usat és de Kinobo, model AKIRO. Té 
connexió USB i el seu preu de mercat és de 17,99 €. 
 
A pesar de la senzillesa del micròfon representat a la Figura 26, l’experiència que s’ha obtingut 
durant l’elaboració del projecte ha estat molt bona. És doncs recomenable. El principal 
inconvenient és que el seu radi d’acció és molt reduït, prop de 1 m.  
Fig. 26: Imatge del micròfon usat per a les Raspberry Pi del SCV. 
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15.2. Altaveus 
Els altaveus són necessaris per permetre la comunicació bilateral entre el SCV i l’usuari. Per 
exemple, és bàsic indicar a l’usuari que s’ha detectat la paraula clau i que a partir d’aquell 
moment es vol traduir tot el que es digui. Això es fa a través d’una xiulada (beep.wav). Els 
altaveus usats són els que es mostren a la Figura 27. Es tracta d’altaveus de Genius, model 
SP-M150. Són altaveus amb connexió per un port jack, amb una potència de 4 W i alimentació 
pròpia. El seu preu és de 8,53 €. S’han escollit degut el seu baix preu. 
 
15.3. Relés 
Els relés usats són relés que l’estudiant ja disposava a casa seva. S’usen relés amb una tensió 
de control de 5 V i una tensió de treball de fins a 250 V, amb una intensitat màxima de 10 A. 
Aquests relés estan optoacoblats per mitjà de LEDs i fototransistors adequats. Aquest aspecte 
és important ja que aïllen el circuit de control a possibles alteracions a la xarxa elèctrica o al 
propi circuit de potència. És una mesura de seguretat important ja que es protegeix la 
Raspberry Pi de pics d’intensitat. La Figura 28 mostra els relés que s’han usat. El preu de la 
placa que conté els dos relés que es mostra a la figura anterior és de 3,40 €. 
15.4. Proposta de disseny final 
Per tal demostrar l’efectivitat del SCV és necessari un sistema real, encara que aquest sigui 
senzill, per demostrar que la simulació és fàcilment transportable a la realitat. Per aconseguir 
tal objectiu, es proposa l’ús dels relés exposats a l’apartat 15.3 per controlar 4 bombetes reals, 
ja que es disposa de 2 Raspberry Pi (model B+ i model 2). Aquestes bombetes reals estaran 
Fig. 27: Imatge dels altaveus usats a les Raspberry Pi del SCV. 
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sincronitzades amb la simulació, de manera que cada bombeta tingui  la seva representació a 
la simulació. Per exemple, en dir “Encender la luz del salón.” , el port GPIO 18 de la Raspberry 
Pi MASTER activa el relé, aconseguint així encendre una bombeta real, però a la vegada la 
bombeta referent a la sala d’estar de la simulació també s’activa. D’aquesta manera es vol 
demostrar que l’ús de la simulació està motivat per la falta de pressupost i no per evitar la 
dificultat de dissenyar un sistema real. 
 
Fig. 28: Imatge dels relés optoacoblats usats al SCV. 
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16. Planificació 
El projecte s’ha dut a terme durant el quadrimestre de primavera de l’any 2015, corresponent al 
quadrimestre Q8 del Grau en Enginyeria en Tecnologies Industrials. La realització d’aquest 
projecte s’ha fet paral·lelament amb 4 optatives: Disseny d’aplicacions basades en 
microcontroladors, La robòtica a l’enginyeria, Taller electrònic i Anàlisi de dades per a la 
indústria i serveis. 
El principal problema de la realització d’aquest projecte és que tracta sobre temes d’actualitat i 
s’ha vist com en alguns moments s’ha hagut de modificar certs aspectes d’aquest degut a 
canvis al mercat. Un exemple d’això és els canvis que van sofrir els servidors de Wit.ai al 
07/05/15, en que el temps de resposta d’aquest motor STT va augmentar considerablement.  
 
La Figura 29 mostra la planificació que s’ha seguit durant l’elaboració del projecte a través d’un 
diagrama de Gantt. En ell es poden veure diferents etapes. A l’etapa de l’estudi de les diferents 
plataformes del projecte s’ha buscat quines opcions de hardware s’adaptaven millor a les 
necessitats del projecte. Al final s’ha escollit la Raspberry Pi com a plataforma de 
desenvolupament del SCV. A l’etapa següent s’ha estudiat les diferents eines de tractament de 
veu de què disposa la Raspberry Pi. Seguidament, un cop es coneixia què eren els motors 
STT, s’ha fet un estudi per identificar els diferents software de traducció de veu. Paral·lelament 
a aquest estudi s’ha començat a provar el funcionament de Jasper, on s’ha tingut la primera 
presa de contacte amb els sistemes de traducció de veu. Un cop s’ha identificat els diferents 
motors STT que permeten dur a terme control per veu s’ha fet un estudi estadístic per 
Fig. 29: Diagrama de Gantt del projecte. S’ha usat el programa lliure GanttProject. El color 
blau fa referencia a les etapes d’estudi de mercat, el verd a l’estudi dels motors STT 
i de Jasper, i el morat al desenvolupament del propi SCV.  
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determinar com es comporta la resposta de cada un d’ells. Aquest estudi ha permès escollir els 
millors motors STT del mercat i adaptar el funcionament del SCV segons el seu comportament. 
Un cop arribats a aquest punt, coincidint amb els exàmens parcials, es va dur a terme un estudi 
d’alternatives per comprovar que el camí que seguia el projecte fos correcte. Es va analitzar de 
nou les diferents plataformes que podien contenir el SCV. Un cop comprovat que el projecte 
seguia un bon camí, es va començar a desenvolupar el software corresponent per tal de crear 
un sistema que complís amb els objectius del treball. En una primera part es va dissenyar 
Jasper2, mòdul que deriva de Jasper. Paral·lelament també es va començar a desenvolupar la 
xarxa de control entre màquines del sistema usant objectes remots. Un cop es va consolidar el 
funcionament del SCV i tots els seus subsistemes, es va dissenyar una simulació per 
demostrar el bon funcionament del SCV, així com un entorn gràfic de configuració del sistema. 
Arribats a aquest punt ja s’havia acabat de dissenyar el software del SCV. Finalment es va 
dissenyar el prototip de recolzament de la simulació. 
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17. Pressupostos 
17.1. Pressupost del SCV 
És difícil estimar costos en un producte tan flexible com és la instal·lació del SCV a un 
habitatge real. Com a referència s’usarà l’exemple del prototip de recolzament de la simulació 
per tal d’estimar un cost del producte. Com s’ha explicat a l’abast del projecte, no es tindrà en 
compte el cost de la modificació de la instal·lació elèctrica de l’habitatge. Com es pot veure a la 
Taula 12, el cost d’instal·lar el prototip a un habitatge és de només 158,75 €.  
Categoria Nom Preu unitari (€/u) Quantitat Preu total 
(€) 
Raspberry Pi Raspberry Pi model 2 31,13 1 31,13 
Raspberry Pi model B+ 22,23 1 22,23 
Targeta SD classe 4 4,30 2 8,60 
Carregador de 5 V i 2 A 8,99 2 17,98 
Carcassa 7,85 2 15,70 
Jumper cable 0,07 8 0,56 
Micròfon  Kinobo - AKIRO 17,99 2 35,98 
Altaveus Genius - SP-M150 8,53 2 17,06 
Relé Placa relé 5V 2-Canal. 3,40 2 6,80 




Taula 12: Taula que mostra el pressupost d’instal·lació  del SCV a un habitatge en cas que 
aquest fos el prototip. 
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17.2. Pressupost del projecte 
Aquest apartat estimarà el cost total de l’elaboració d’aquest projecte. Es té en compte el preu 
dels components del prototip, les hores dedicades i el consum d’electricitat. El resultat es pot 
veure a la Taula 13. El cost total és de 6.200,97 €. 
Categoria Nom Preu unitari 
(€/u) 
Quantitat Preu total (€) 
Material Prototip del SCV 158,75 1 158,75 
Costos transport Pagament de taxes de 
transport dels materials 
- - 28,92 
Recursos Electricitat 0,133 (Endesa) 100 KWh 
(aprox.) 
13,3 
Hores Hores feina enginyer 20 300 h 6.000 
Total 6.200,97 
Taula 13: Taula on es mostra el pressupost total del projecte. 
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18. Distribució del producte 
18.1. Tipus de distribució 
Primer de tot és important recordar que l’usuari necessitarà registrar-se als motors STT que 
vulgui utilitzar. El següent pas és introduir les claus obtingudes al fitxer config.txt.  
En aquest projecte s’han previst 3 formes de fer arribar el producte al consumidor. La principal 
forma seria comprar tot el sistema (Raspberry Pi, altaveus i micròfon). Una altre forma seria la 
venda de targetes SD amb el software necessari pel SCV per a aquells usuaris que disposin ja 
de Raspberry Pi a casa però no vulguin haver d’instal·lar cap mòdul. La última forma està 
orientada a desenvolupadors, i es distribuiria els fitxers necessaris per actualitzar la Raspberry 
Pi per poder executar el SCV. També es posaria a la venda tot el material usat, és a dir, 
Raspberry  Pi, micròfons, altaveus i relés. En totes 3 formes de distribució, l’usuari ha de tenir 
present quin tipus de màquina vol, basant-se en la Taula 10. Aquesta distribució permetria a 
l’usuari minimitzar costos, fent el sistema molt flexible i extensible.  
A part de la distribució del material necessari per fer ús del SCV es posaria a disposició de 
l’usuari un servei d’instal·lació per tal de poder fer ús del SCV sense haver de fer cap esforç. 
També es posaria a disposició del client un servei de suport informàtic per acabar d’ajustar el 
SCV a les necessitats de l’usuari o bé per configurar el sistema, en cas que l’usuari ho volgués. 
Finalment també es posaria a disposició de l’usuari un servei d’electricista per tal de fer les 
modificacions necessàries a la instal·lació elèctrica de l’habitatge en cas que fossin 
necessàries.  
Com s’ha vist en aquest apartat, l’usuari no hauria de tenir cap impediment per tenir el SCV 
funcionant a casa seva, a un preu econòmic. La distribució del producte és també coherent 
amb els valors del projecte, que són la flexibilitat i el baix cost.  
El SCV distribuït a través de les targetes SD (complert o només aquestes) està configurat per a 
que el SCV arrenqui automàticament, de manera que en cas de talls a la xarxa que forcin el 
reinici de la màquina no es tingui cap complicació. Això s’aconsegueix configurant 
adequadament el crontab de les màquines del SCV (Raspbian i Ubuntu). En cas que s’hagi 
escollit un altre tipus de distribució del producte caldrà configurar adequadament el crontab. El 
crontab ha de tenir la forma següent: 
1 @reboot sudo pigpiod 
2 @reboot pyro4-ns 
3 @reboot sudo -u pi vncserver :0 -geometry 1024x728 -depth 24 
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4 * * * * * sleep 60; python /home/pi/SCV/start_SCV.py 
La línia 1 és necessària per tenir accés als ports GPIO sense haver de ser usuari root. 
Actualment hi ha diversos mòduls al mercat que permeten controlar els GPIO sense root, però 
s’ha optat per pigpio [12], ja que és el que conté més informació i és compatible amb la 
Raspberry Pi 2. La segona línia inicia Pyro4, que és necessari per declarar els diferents 
objectes remots. La tercera línia inicia el servidor VNC que permet la connexió remota de la 
màquina de manera gràfica. L’última  línia és necessària per a que es pugui iniciar el SCV. Cal 
esperar uns segons que les comandes anteriors siguin efectives, que serà quan el SCV 
s’iniciarà correctament. Fent ús del crontab s’evita que l’usuari hagi d’accedir a la màquina per 
iniciar el sistema. D’aquesta manera, un cop configurat adientment el SCV, l’usuari no té 
perquè accedir a les màquines que formen el sistema, encara que es reinici la màquina. El 
sistema és doncs plug&play.  
18.2. Llicències dels elements del SCV 
En el disseny del SCV s’ha fet ús de diverses eines subjectes a algun tipus de llicència. 
Seguidament es detallarà les llicències d’interès del projecte. 
18.2.1. Raspberry Pi 
A la pàgina web de Raspberry Pi es detalla que l’usuari pot fer un ús comercial d’aquest 
producte, de manera que no està subjecte a cap llicència.  
18.2.2. Jasper Project 
Els recursos del projecte Jasper estan sota una llicència MIT, per tant, com es mostra a la seva 
pàgina web, es pot fer qualsevol ús d’aquests.  
18.2.3. STT API de Google 
No es permet utilitzar aquesta API per un ús comercial. L’usuari que en fa ús haurà de 
registrar-se a Google i adquirir una clau per usar el servei. Es modificarà el fitxer de 
configuració config.txt de manera que contingui aquesta clau. 
18.2.4. STT API de AT&T 
Aquest motor STT permet l’ús comercial d’aquest, però com s’ha dit anteriorment, la versió 
gratuïta està subjecte a certes restriccions. Es recomana però que l’usuari es doni d’alta a la 
seva pàgina web per a adquirir un usuari i contrasenya. 
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18.2.5. STT API de Wit.ai 
Es permet un ús comercial d’aquest sense cap tipus de limitació. Igual que als dos motors STT 
anteriors, es recomana que l’usuari es doni d’alta del servei a la seva pàgina web.  
18.2.6. CMUSphinx 
La llicència de les descàrregues de recursos de la seva pàgina web estan subjectes a una 
llicència BSD. Aquest tipus de llicència permet un ús comercial del producte. 
18.2.7. eSpeak 
Està subjecte a una llicència GNU GPL. Aquest tipus de llicència permet modificar i distribuir de 
forma comercial el producte. 
18.2.8. Pyro4 
Pyro està sota llicència MIT, que és compatible amb la llicència GNU GPL. Per tant, com 
s’explica a la seva pàgina, es pot modificar i distribuir.  
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19. Disseny d’una aplicació Android 
Com s’ha explicat a aquest projecte, el SCV que s’ha dissenyat es pot operar a través d’una 
pàgina web, gràcies al servidor Apache2 instal·lat a la Raspberry Pi MASTER. Degut a certs 
coneixements previs en l’ús de App Inventor 2 [13] i la simplicitat del problema, s’ha decidit 
dissenyar una aplicació Android que automatitzi la cerca d’aquesta pàgina web que permet 
controlar el sistema domòtic. Cal recordar que s’ha optat per dissenyar una pàgina web 
paral·lelament al control per veu per tal que, en cas de fallada en la connexió exterior, es pugui 
seguir operant el sistema. Això és important perquè els motors STT de detecció de comandes 
de veu són en línia.  
  
A la Figura 30 A es veu la pàgina d’inici de l’aplicació. Es caracteritza per haver d’introduir la 
IP_MASTER. Com a exemple, aquesta IP_MASTER seria “192.168.1.40”. En treballs futurs es 
voldria derivar a una URL fixa. En prémer el botó de “Connecta a WEBPAGE SCV”, l’aplicació 
obre l’enllaç referent al mòdul WEBPAGE de la Raspberry Pi MASTER, en cas que la 
IP_MASTER sigui correcte. En aquesta pàgina, com es pot veure a la Figura 30 B i com ja s’ha 
mostrat en apartats anteriors, es poden executar les mateixes comandes que parlant, ja que 
Fig. 30 A i 30 B: Aquestes dos imatges mostren el funcionament de la App que s’ha 
dissenyat. 
Adaptació d’un habitatge a persones amb dificultats de mobilitat mitjançant control per veu Pàg. 81 
 
aquesta està completament sincronitzada amb l’arxiu comandes.txt, que conté les comandes 
de veu a detectar i les respectives accions a dur a terme.  
El fet d’usar App Inventor 2 ha simplificat el problema i, com es veu a la Figura 31, el disseny 
de la aplicació s’ha pogut fer de forma gràfica i de manera simple i entenedora.  
 
Fig. 31: Imatge que mostra l'estructura de l’aplicació que s'ha dissenyat usant App Inventor 2. 
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Conclusions 
Un aspecte bàsic pel projecte ha estat apostar per la Raspberry Pi com a plataforma pel SCV. 
El fet d’usar Raspbian ha permès al projecte assolir la flexibilitat que tant es desitjava. L’ús 
d’aquest sistema operatiu ha permès utilitzar gran nombre d’aplicacions escrites en Python, 
que és el llenguatge que s’ha après durant el Grau en Enginyeria en Tecnologies Industrials.  
Un altre aspecte bàsic ha estat l’elecció dels motors STT. S’ha vist com hi ha diferències 
significatives entre ells. Ha estat important diferenciar entre el motor STT encarregat de 
detectar la paraula clau i el motor STT de detecció de comandes de veu. Com a motor STT de 
detecció de paraula clau s’ha optat pels motors de baix nivell. En canvi, per detectar la 
comanda de veu s’ha usat motors d’alt nivell. Això ha permès optimitzar el sistema en velocitat 
de resposta i fiabilitat. D’aquesta manera l’usuari té una experiència agradable quan usa el 
sistema. El motor STT escollit per a la detecció de la paraula clau ha estat CMUSphinx, ja que 
és el que té millor índex de fiabilitat i un bon temps de resposta, dins dels motors STT de baix 
nivell. Una limitació que s’ha trobat en aquest cas és haver d’usar models acústics en anglès, 
pel que la paraula clau a detectar ha de ser en anglès. Això s’ha hagut de fer així a causa que 
els models acústics en altres idiomes, com el castellà, no presenten bons resultats. S’ha provat 
múltiples paraules clau i la que obté millors resultats, i que per tant s’integra al SCV, és 
“Jasper”. Pel que fa als motors STT d’alt nivell l’elecció no ha estat tan directa. El dia 07/05/15 
el motor STT de Wit.ai, que en un primer anàlisi s’havia classificat com el millor pel SCV, va 
sofrir canvis als seus servidors i el seu temps de resposta va empitjorar, fet que el va fer inútil 
pel SCV. Per resoldre la dependència a un sol motor STT, s’ha dissenyat un sistema que és 
capaç de treballar juntament amb Google, AT&T i Wit.ai, modificant adequadament el fitxer de 
configuració corresponent. 
També ha estat un aspecte rellevant el disseny d’una pàgina web per tal d’operar el SCV a 
través d’un computador o dispositiu mòbil. D’aquesta manera, es protegeix el sistema enfront 
talls en la comunicació exterior. L’ús d’una aplicació Android com a enllaç a aquesta pàgina 
web fa el producte encara més interessant. 
Per tal de poder adaptar el SCV a qualsevol entorn cal usar diferents micròfons per tal 
d’augmentar la superfície d’acció del SCV. Recordar que pel micròfon usat al SCV, a més d’1 
m de distància els resultats són incorrectes. S’ha optat per crear un sistema descentralitzat, és 
a dir, s’ha dissenyat un sistema que gestiona diferents màquines, algunes de les quals o totes 
poden ser receptores d’àudio. Per tal de comunicar aquestes màquines amb la finalitat de tenir 
un comportament sincronitzat, fet imprescindible per obtenir un funcionament correcte, s’ha 
optat per fer ús de la llibreria Pyro4, compatible amb Raspbian, Windows i Ubuntu, entre altres. 
Pyro4 és una llibreria de Python que es basa en RPC i que permet la comunicació entre 
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màquines usant objectes remots. L’ús d’aquest ha aportat gran flexibilitat al SCV, com pot ser 
la comunicació entre Raspian i Windows.  
Una altra aportació molt important al projecte ha estat el treball dut a terme per l’equip 
desenvolupador de Jasper. El SCV conté el mòdul JASPER2 que deriva del projecte Jasper. 
Del projecte Jasper se n’ha aprofitat una petita part, la referent al mòdul MIC. Aquest mòdul 
conté els algoritmes de control per tal de fer una cerca de la paraula clau i per escoltar què diu 
l’usuari un cop s’ha detectat aquesta paraula. Aquests dos modes de funcionament es 
coneixen com a mode passive_listen i al mode active_listen. L’experiència d’ús d’aquests 
algoritmes és molt correcta, pel que no han necessitat modificacions importants. És important 
dir que aquests dos modes es basen en que el soroll de l’entorn té un nivell de so constant. En 
cas que no sigui així, el sistema pot no funcionar del tot correcte. Un exemple d’això és al mode 
active_listen quan la Raspberry Pi no para d’escoltar quan ho hauria de fer. A pesar d’això, es 
dóna com a correcta la seva integració al SCV.  
Un altre aspecte rellevant és la interacció de l’usuari amb els fitxers de configuració del SCV. 
Això s’ha decidit fer a través de la llibreria Tkinter de Python i en un entorn Ubuntu. No tothom 
disposa de màquina Ubuntu però a l’haver altres formes de modificar fitxers a màquines 
remotes (SHH, SSHFS o  VNC) es creu que és suficient proporcionar eines de configuració 
gràfiques per a aquest sistema operatiu. Fent ús de Tkinter s’ha dissenyat el mòdul SCV_TK. 
Ha estat difícil adaptar el funcionament del SCV a l’estructura de Tkinter, però els resultats han 
estat correctes. Amb aquest mòdul qualsevol usuari sense coneixements d’enginyeria pot 
accedir remotament als fitxers de les màquines connectades al SCV i modificar-los per adaptar 
el SCV a les seves necessitats. D’aquesta manera qualsevol usuari pot decidir quines 
comandes de veu es volen detectar, i un cop detectades, quines comandes executar.   
Per demostrar el potencial del SCV, com que es disposa de poc pressupost, s’ha optat per 
usar una simulació d’un habitatge. D’aquesta manera, s’ha pogut simular el funcionament del 
sistema a un habitatge real. S’ha dissenyat també un prototip (sistema real senzill) que usant 
relés pot treballar paral·lelament a la simulació de manera que mostra la facilitat de transportar 
els resultats de la simulació a la realitat. Els resultats que s’han obtingut a la simulació han 
estat molt bons, fet que demostra el potencial del projecte. El prototip usat té un cost de tan 
sols 158,75 €, amb el que es demostra que el SCV pot ser assequible per gran part de la 
població.  
A dia d’avui no existeix cap sistema domòtic controlat per veu que sigui tan flexible com el 
dissenyat a aquest projecte ni tan barat com el que es proposa en aquest. Es considera que 
s’han assolit els objectius que s’havien marcat a l’inici del treball. S’ha aconseguit controlar 
tasques domèstiques mitjançant control per veu de forma flexible i econòmica, i 
independentment de les necessitats, entorn o usuari.  
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Agraïments 
Sense l’ajuda de MANEL VELASCO durant l’elaboració del projecte no hagués estat possible 
arribar a una solució. En tot moment va posar a disposició del projecte les eines tecnològiques 
més actuals. Agrair també el suport en l’àmbit personal de MARIA GORETTI NOGAREDA i 
JOAN GODORI. 
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Treball futur 
Seguidament es nombraran aquells aspectes del treball que en cas de disposar de més temps 
i pressupost seria interessant millorar. Aquests són: 
- Ús d’un micròfon especialitzat: A pesar que els resultats obtinguts al SCV són molt 
bons, l’ús d’un micròfon especialitzat pel control per veu pot millorar significativament la 
fiabilitat del sistema. No s’ha pogut disposar de cap micròfon d’aquest tipus degut a 
l’elevat preu d’aquests. 
- Automatització de l’aplicació Android: Seria interessant configurar Apache2 per tal de 
tenir accés a la pàgina web del mòdul WEBPAGE sense haver de conèixer la 
IP_MASTER. Això es podria fer direccionant des d’una URL fixa. 
- Ordenació de la pàgina web del mòdul WEBPAGE: També seria interessant trobar un 
criteri d’ordenació pels botons de la pàgina web del SCV. Al treballar amb diccionaris, 
l’ordre d’aquests es pot considerar aleatori. 
- Identificació i classificació d’errors: Un dels principals problemes del SCV és que pot 
tenir múltiples fonts d’error. Un exemple d’això seria el mòdul pocketsphinx en el que 
s’ha detectat que a vegades retorna errors o bé errors en la connexió entre objectes 
remots. Això s’ha protegit des del programa principal afegint excepcions pels errors i 
una alarma que detecta quan es sobrepassa un límit de temps, a causa de la connexió 
errònia amb algun element remot o bé motor STT. Un punt important seria poder 
determinar la font de l’error. Això no s’ha pogut dur a terme degut a la falta de temps. 
És important dir però que el SCV està protegit contra tots aquest errors, tot i que com 
s’ha dit no se’n pot identificar la font. 
- Eliminar aquells fitxers heretats del projecte Jasper no usats al mòdul JASPER2 del 
SCV. Degut a la falta de temps, en aquest projecte s’ha optat per mantenir tots els 
fitxers de Jasper encara que no s’usin, ja que desenredar el codi de Jasper és una 
feina que requereix molt temps. És un punt important a l’hora d’optimitzar memòria.  
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Annex 1: Manual d’instal·lació 
A aquest apartat es detallarà les comandes que s’han d’executar abans de poder usar el SCV 
a les Raspberry Pi. La instal·lació es classifica entre les màquines que són Raspberry Pi o no, 
les que executen JASPER2 o no i finalment si la Raspberry Pi és MASTER o no.  
Totes les màquines del SCV 
Per instal·lar Pyro4 cal executar les següents comandes: 
$ sudo pip install Pyro4 
Totes aquelles màquines que són Raspberry Pi 
Per tal de poder accedir a la Raspberry Pi usant VNC, cal dur a terme les següents comandes: 
$ sudo apt-get install tightvncserver 
$ tightvncserver 
$ vncserver :0 -geometry 1024x728 -depth 24 
Per tal de tenir accés VNC en iniciar cal modificar el crontab, com s’ha explicat a l’apartat 18.1. 
Per controlar els ports GPIO s’ha usat el mòdul pigpio de Python. El seu procés d’instal·lació és 
el següent: 
$ wget abyz.co.uk/rpi/pigpio/pigpio.zip 
$ unzip pigpio.zip 
$ cd PIGPIO 
$ make 
$ make instal 
Totes aquelles Raspberry Pi que executen JASPER2 
Seguidament es detallen les comandes a executar per tal de poder fer ús del mòdul JASPER2. 
$ sudo apt-get install vim git-core python-dev python-pip bison libasound2-dev 
libportaudio-dev python-pyaudio --yes 
$ sudo vim /etc/modprobe.d/alsa-base.conf 
Cal canviar la línia “options snd-usb-audio index=-2” per “options snd-usb-audio index=0”. 
Executar la següent comanda: 
$ sudo alsa force-reload 
Al fitxer ~/.bash_profile afegir al final: 
export LD_LIBRARY_PATH="/usr/local/lib" 
source .bashrc 
Si no existeix el fitxer executar touch ~/.bash_profile. Afegir el següent a ~/.bashrc o 
~/.bash_profile: 






Seguidament cal executar les comandes que es mostren a continuació: 
$ sudo pip install --upgrade setuptools 
$ sudo pip install -r jasper/client/requirements.txt 
$ wget http://downloads.sourceforge.net/project/cmusphinx/sphinxbase/0.8/sphinxbase-0.8.tar.gz 
$ tar -zxvf sphinxbase-0.8.tar.gz 
$ cd ~/sphinxbase-0.8/ 
$ ./configure --enable-fixed 
$ make 
$ sudo make install 
$ wget http://downloads.sourceforge.net/project/cmusphinx/pocketsphinx/0.8/ 
$ pocketsphinx-0.8.tar.gz 
$ tar -zxvf pocketsphinx-0.8.tar.gz 
$ cd ~/pocketsphinx-0.8/ 
$ ./configure 
$ make 
$ sudo make install 
$ sudo apt-get install subversion autoconf libtool automake gfortran g++ --yes 
$ cd  
$ svn co https://svn.code.sf.net/p/cmusphinx/code/trunk/cmuclmtk/ 
$ cd cmuclmtk/ 
$ sudo ./autogen.sh && sudo make && sudo make install 
$ cd .. 
$ wget http://distfiles.macports.org/openfst/openfst-1.3.3.tar.gz 
$ wget https://mitlm.googlecode.com/files/mitlm-0.4.1.tar.gz 
$ wget https://m2m-aligner.googlecode.com/files/m2m-aligner-1.2.tar.gz 
$ wget https://phonetisaurus.googlecode.com/files/phonetisaurus-0.7.8.tgz 
$ tar -xvf m2m-aligner-1.2.tar.gz 
$ tar -xvf openfst-1.3.3.tar.gz 
$ tar -xvf phonetisaurus-0.7.8.tgz 
$ tar -xvf mitlm-0.4.1.tar.gz 
$ cd openfst-1.3.3/ 
$ sudo ./configure --enable-compact-fsts --enable-const-fsts --enable-far --enable-
lookahead-fsts --enable-pdt 
$ sudo make install  
$ cd 
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$ cd m2m-aligner-1.2/ 
$ sudo make 
$ cd 
$ cd mitlm-0.4.1/ 
$ sudo ./configure 
$ sudo make install 
$ cd 
$ cd phonetisaurus-0.7.8/ 
$ cd src 
$ sudo make 
$ sudo cp ~/m2m-aligner-1.2/m2m-aligner /usr/local/bin/m2m-aligner 
$ sudo cp ~/phonetisaurus-0.7.8/phonetisaurus-g2p /usr/local/bin/phonetisaurus-g2p 
$ cd 
$ wget http://phonetisaurus.googlecode.com/files/g014b2b.tgz 
$ tar -xvf g014b2b.tgz 
$ cd g014b2b/ 
$./compile-fst.sh 
A la comanda anterior s’ha obtingut el següent error: -->error: libfstsuip.so.1 (usr/local/lib): 
cannot open shared object file: no such file or directory. S’ha solucionat afegint les següents 
dos comandes: 
$ sudo nano /etc/ld.so.conf 
$ sudo ldconfig 
$./compile-fst.sh 
Aquestes comandes han solucionat l’error. A partir d’aquí es segueix amb les instruccions de 
comandes a executar: 
$ cd 
$ mv ~/g014b2b ~/phonetisaurus 
$ sudo apt-get update 
$ sudo apt-get install espeak 
 
La Raspberry Pi MASTER 
 
Només falta instal·lar i configurar correctament el servidor Apache2. Els passos a seguir es 
detallen a continuació: 
 
$ sudo apt-get install apache2 
$ sudo apt-get install php5 
$ sudo adduser pi www-data 
$ sudo chown -R www-data:www-data /var/www 
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$ sudo chmod -R 775 /var/www 
Per tal d’aconseguir que Apache2 sigui capaç d’escriure al directori cal executar les següents 
comandes. Això és necessari pel bon funcionament del SCV. 
$ sudo a2enmod userdir 
$ sudo service apache2 reload 
Per canviar el directori de Apache2 per tal de buscar els fitxers necessaris dins el mòdul 
WEPAGE del SCV cal executar les següents comandes: 
$ sudo cp /etc/apache2/sites-available/default /etc/apache2/sites-available/mysite 
$ gsudo nano /etc/apache2/sites-available/mysite 
Modificar el fitxer de manera que “DocumentRoot /var/www” passa a ser  “DocumentRoot 
/home/pi/home/SCV/WEBPAGE”. Canviar també “Directory /var/www/”  per “Directory 
/home/pi/SCV/WEBPAGE”. Finalment executar les següents comandes:  
$ sudo a2dissite default && sudo a2ensite mysite 
$ sudo service apache2 restart 
Cal descarregar el codi necessari per a cada màquina, com s’ha explicat a la Taula 10, al 
directori /home/pi/ de la màquina o equivalent. Els enllaços de descàrrega es mostren a l’Annex 
2. També cal modificar el crontab si es vol que aquesta executi el SCV en iniciar-se la 
màquina, com s’ha explicat a l’apartat 18.1. 
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Annex 2: Recopilació del codi usat 
La recopilació de tots els fitxers usats al projecte s’ha penjat als següents enllaços: 
- Raspberry Pi MASTER:   
https://github.com/SCV-UPC/SCV_MASTER.git 
- Raspberry’s Pi SLAVE: 
https://github.com/SCV-UPC/SCV_SLAVE.git 
- Entorn gràfic de CONFIGURACIÓ + SIMULACIÓ: 
https://github.com/SCV-UPC/SCV_TK.git 
- Aplicació ANDROID: 
https://github.com/SCV-UPC/SCV_ANDROID.git 
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