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Abstract
Let L be the generator of an analytic semigroup whose heat kernel satisfies an upper bound of Poisson
type acting on L2(X ) where X is a (possibly non-doubling) space of polynomial upper bound on volume
growth. The aim of this paper is to introduce a new class of Besov spaces associated with the operator L so
that when L is the Laplace operator − or its square root √− acting on the Euclidean space Rn, the new
Besov spaces are equivalent to the classical Besov spaces. Depending on the choice of L, the new Besov
spaces are natural settings for generic estimates for certain singular integral operators such as the fractional
powers Lα . Since our approach does not require the doubling volume property of the underlying space, it is
applicable to any subset Ω of Euclidean spaces without any smoothness requirement on the boundary. We
will also develop a number of Calderón reproducing formulas which play an important role in the theory of
function spaces and are of independent interest. As an application, we study Besov spaces associated with
Schrödinger operators with non-negative potentials satisfying reverse Hölder estimates.
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1. Introduction
The theory of Besov spaces has been an active area of research in the last few decades because
of its important role in the study of approximation of functions and regularity of solutions to
partial differential equations.
Classical theory of Besov spaces, for example, can be found in [4,52,43,45,29,54,50,25,9].
Some of more recent results on Besov spaces are [49,55,28,16]. A historical account of the
subject is beyond the scope of this work, and we refer the reader to [45,54,55] for that. We shall,
however, briefly discuss the main stages of its development which are relevant to our work.
The Besov spaces Bαp,q(Rn) = Bαp,q (also called Lipschitz spaces or Besov–Lipschitz spaces)
were introduced by O.V. Besov [4,5] for α > 0, via the modulus of continuity method. The works
of O.V. Besov, S.M. Nikol’skii, V.P. Il’in, P.J. Lizorkin and their collaborators were partially
motivated by the theory of approximation of functions, see e.g. [6,41,54].
A short time after the appearance of Besov’s works, M.H. Taibleson [52] characterized Besov
spaces by using the Hardy–Littlewood method via the Poisson kernel and the Gaussian kernel. As
a consequence, he also extended the definition of Bαp,q to α  0. Further works in this direction
were done by T.M. Flett [23,24], R. Johnson [33], among others.
The third development came from the works by J. Peetre [43–45] where the Fourier analytic
method and the real variable techniques (developed by C.L. Fefferman and E.M. Stein [22])
were used to obtain some new characterizations. Many contributions in this direction were also
made by H. Triebel and others (see [54,25,26]). J. Peetre also succeeded in extending the theory
to the case where either 0 < p < 1 or 0 < q < 1. After some preliminary results by Peetre
and Triebel, the Hardy–Littlewood type characterization of Besov and Triebel–Lizorkin spaces
was completed by H.-Q. Bui, M. Paluszýnski and M.H. Taibleson [9,10], by using a crucial
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include [3,14] where the authors defined certain classes of Besov spaces associated with the
Schrödinger operators.
The classical Besov spaces Bαp,q(Ω) on a domain Ω of Rn are usually defined by either
the restriction method or certain intrinsic characterization. These characterizations of the Besov
spaces have been investigated extensively, see [53,54,40,46,47,56]. Another existing classical
Besov space on Ω is the space B˜αp,q(Ω) = zBαp,q(Ω), which is defined by “zero extension”
outside Ω (see [53]). When Ω is bounded and smooth, H. Sikic´ and M.H. Taibleson [49] obtained
a Hardy–Littlewood type characterization of zBαp,q(Ω) and Bαp,q(Ω) using the kernels of “killed
Brownian motion” and “reflecting Brownian motion”.
The existence of two different kinds of Besov spaces on a domain is similar to the situation
for the Hardy spaces in the paper [11] by D.-C. Chang, S.G. Krantz and E.M. Stein. In all these
works on a general domain Ω , some regularity on the boundary of Ω is assumed. Moreover, the
classical theory of the homogeneous Besov spaces B˙αp,q(Ω) was not fully developed, due mainly
to the difficulty with the invariance under diffeomorphisms.
We now recall an equivalent definition of the classical Besov spaces on the Euclidean spaces.
Let ϕ be a function which satisfies the following conditions:
ϕ ∈ C∞0
(
Rn
)
,
∫
Rn
ϕ(x) dx = 0,
and the standard Tauberian condition, that is
∀ξ = 0, ∃t = tξ > 0 such that ϕˆ(tξ ) = 0.
The existence of such a function ϕ is well known. We use ϕt , t > 0, to denote the dilation of ϕ:
ϕt (x) = t−nϕ(x/t), x ∈Rn.
For −1 < α < 1, 1  p,q ∞, the classical (homogeneous) Besov space B˙αp,q(Rn) on the
Euclidean space Rn can be defined as follows:
B˙αp,q =
{
f ∈ S ′:
[ ∞∫
0
(
t−α‖ϕt ∗ f ‖p
)q dt
t
]1/q
= ‖f ‖B˙αp,q < ∞
}
,
where S ′ is the space of tempered distributions.
It is well known that in this definition, if the function ϕt with compact support is replaced by
the time derivative of the heat kernel,
t
d
dt
ht (x) = t d
dt
(
c
tn/2
e−|x|2/4t
)
(and t−α is replaced t−α/2), or the time derivative of the Poisson kernel
t
d
pt (x) = t d
(
c
n
× 12 2 (n+1)/2
)
dt dt t (1 + |x| /t )
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lent norms. See e.g. [8,9,32].
From this observation, we can say that the classical Besov spaces are associated with the
Laplace operator − (or its square root √− ). When one studies operators with non-smooth
coefficients, function spaces associated with the standard Laplacian might not be the most suit-
able ones. The classical approach also has complications when one considers function spaces on
domains which are more general than the Euclidean spaces Rn and is not applicable when the
domain has no regularity on its boundary.
This paper aims to lay the foundation for a new theory of Besov spaces associated with a
certain operator L under the weak assumption that L generates an analytic semigroup e−tL with
Gaussian kernel bounds on L2(X ), where X is a quasi-metric space of polynomial upper bounds
on volume growth. We will develop the theme in the works [17,18,1,2] and define the Besov
norm B˙
α,L
p,q via quadratic norms of L. We now give a brief overview of the important features of
our theory of the Besov spaces B˙α,Lp,q .
(i) By choosing different operators L, we can recover most of the classical Besov spaces.
More specifically, we can prove the following:
• When the space X = Rn and if the chosen operator L and its adjoint L∗ possess Hölder
continuity on their heat kernels as well as conservative property e−tL1 = e−tL∗1 = 1 (e.g.
L is the Laplace operator − or its square root √− or an elliptic divergence form operator
with bounded, real coefficients on the Euclidean space Rn), then the Besov space B˙α,Lp,q is
equivalent to the classical Besov spaces Bαp,q (Theorem 5.1).
• When the space X = Ω where Ω is a domain of Rn with smooth boundary and L is chosen
as the Laplace operator −N with Neumann boundary conditions on Ω , then we obtain that
Lp(Ω)∩ B˙α,−Np,q is equivalent to the classical Besov space Bαp,q(Ω) (Proposition 5.4).
• When the space X = Ω , a smooth domain of Rn, and L is chosen as the Laplace operator
−D with Dirichlet boundary conditions on Ω , then we obtain that Lp(Ω) ∩ B˙α,−Dp,q is
equivalent to the Besov space zBαp,q(Ω) (Proposition 5.4).
We note that, in addition to recovering the classical Besov spaces, our theory might also give
new characterizations of the classical Besov norms through the quadratic norms of L.
(ii) Our underlying spaceX is assumed to be a quasi-metric space of polynomial upper bounds
on volume growth (see definition in Section 2), hence X might not satisfy the doubling volume
property. This allows us to treat the case X = Ω where Ω is any subset of Euclidean spaces.
Indeed, while the standard theory of Besov spaces always requires smoothness on the bound-
ary of the domain, our theory goes beyond the classical spaces and gives definitions to natural
new Besov spaces when L possesses Gaussian heat kernel bounds without any regularity as-
sumption on the boundary of the domain. Hence we can take L as the Laplace operator with
Dirichlet boundary conditions on a general open domain Ω in Rn and obtain the Besov space
B˙
α,−D
p,q (Ω).
(iii) In the general setting of L and X , we can prove embedding properties and discrete
characterizations for the family of Besov spaces B˙α,Lp,q , similarly to the classical Besov spaces
(Theorem 4.1 and Proposition 4.3).
(iv) Our Besov spaces B˙α,Lp,q are natural settings for estimates of certain singular integrals
associated with L such as the fractional powers Lγ for real value γ . See Theorem 4.7. For
other choices of the operator L such as the Schrödinger operator on Rn or a divergence form
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the framework for Besov spaces associated with a general operator L, additional information
from specific operators L such as the Schrödinger operator or a divergence form operator would
certainly give further important properties for the new Besov spaces in those cases. A study in
this direction will be carried out elsewhere.
(v) Due to the lacking of smoothness on the heat kernels of L (we assume heat kernel upper
bound for L but there is no assumption on regularity of the space variables of heat kernels) as
well as the possible rough boundary and non-doubling volume growth of the underlying space X ,
there are substantial technical difficulties to be overcome. Quite a few of our estimates rely on
several key Calderón reproducing formulas in Sections 2 and 3 (Theorems 2.3, 3.4 and 3.5).
These formulas are proved not only for functions in Lebesgue spaces but also for continuous
linear functionals on certain spaces of test functions, which are introduced via the operator L to-
gether with an appropriate decay condition at infinity. In our theory, these test functions play an
important role, similarly to the role of the Schwartz class in the classical theory. These new repro-
ducing formulas are of independent interest and they should be useful for research in harmonic
analysis related to the operator L.
For an investigation of a class of Besov spaces on spaces with non-doubling measures and
polynomial growth, we refer the reader to [16]. The approach in [16] was based on a construction
of a family of approximation to the identity with compactly supported kernels and a Calderón
reproducing formula. Note that these kernels are constructed so that they satisfy the conservation
property and Hölder continuity estimates. In contrast, we make no assumption on the supports of
the kernels, noting that the classical Poisson and Gausssian kernels do not have compact supports.
In most part of our work, we require neither a regularity condition nor the conservation property
on the kernels. The flexibility of choosing L in our approach also gives rise to different Besov
spaces on the same domain X .
The study of the classical Besov spaces on a smooth domain Ω was, to some extent, motivated
by the application to partial differential equations (see e.g. [53]). When Ω is a Lipschitz domain,
the authors in [36] had investigated properties of both the spaces Bαp,q(Ω) and zBαp,q(Ω) to
obtain sharp estimates for the Green potentials. Some further results in this direction can be found
in [37,38]. We hope that our new Besov spaces would serve as useful tools in the investigation
of properties of solutions to partial differential equations on non-smooth domains or with rough
coefficients.
We note that there are a number of recent papers which defined and characterized Hardy
spaces associated with operators under various assumptions on heat kernel bounds by using the
area integral estimates and atomic decompositions on doubling domains. These function spaces
retained a number of important properties of the classical spaces and played a positive role in
the study of the boundedness of singular integral operators with non-smooth kernels. See, for
example, [1,2,18,30,31] and the references therein. A study of Hardy spaces associated with
operators under the same assumptions as this article (on non-doubling domains) would be inter-
esting.
The paper is organized as follows. In Section 2, we give definitions of quasi-metric spaces of
polynomial upper bounds on volume growth, then a number of assumptions on the operator L,
and define Besov norms associated with L. We then show that there is an abundance of functions
which have finite Besov norms, including the class of Hölder continuous functions with bounded
supports.
In Section 3, we introduce the space of test functions associated with L. We then define Besov
norms for linear functionals (on space of test functions) and Besov spaces associated with L. In
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reproducing formulas for linear functionals.
In Section 4, we prove an embedding theorem for our Besov spaces and give discrete char-
acterizations of the Besov norms associated to operators. We also show the equivalence of the
Besov norms with respect to different functions of L. Then we study behavior of fractional inte-
grals on our Besov spaces.
In Section 5, we compare our Besov spaces with the classical Besov spaces and prove that the
two spaces are equivalent when the heat kernel of L satisfies suitable upper bound, conservative
property, and Hölder continuity estimates. We also show that the classical Besov spaces Bαp,q(Ω)
and zBαp,q(Ω) are special cases in our theory.
Finally, in the second half of Section 5 we study Besov spaces associated with Schrödinger
operators with non-negative potentials satisfying reverse Hölder estimates on Rn and show that,
in some special cases, the classical Besov spaces are proper subspaces of these spaces.
2. Besov norms associated with operators
2.1. Spaces of polynomial upper bounds on volume growth
Let us first recall a few standard definitions. A quasi-metric d on a set X is a function from
X ×X to [0,∞) satisfying:
(i) d(x, y) = 0 if and only if x = y.
(ii) d(x, y) = d(y, x) for all x, y ∈X .
(iii) There exists a constant C1 ∈ [1,∞) such that for all x, y and z ∈X ,
d(x, y) C1
(
d(x, z)+ d(z, y)).
Any quasi-metric defines a topology, for which the balls B(x, r) = {y ∈X : d(y, x) < r} form
a basis. However, the balls themselves need not be open when C1 > 1 (see [12]).
Throughout the paper, we let μ be a non-negative Borel measure on X which satisfies the
following conditions:
(iv) There exist n > 0 and C > 0 such that
μ
(
B(x, r)
)
 Crn
for all x ∈ X and r > 0. Note that n needs not be an integer here and throughout the paper
(although in many examples n is a positive integer).
We observe that properties (i)–(iv) would not imply that μ is doubling. An example of a
possibly non-doubling space (X , d,μ) of polynomial growth is given when X is a subset of Rn
equipped with the Euclidean distance and the Lebesgue measure. Without regularity assumption
on the boundary of X , μ can be non-doubling.
Other examples of (X , d,μ) include smooth n-dimensional submanifolds of Rm, m n, d the
Euclidean distance, and μ the volume (area) measure onX . Another class of examples is the class
of “regular” subsets of Rm of Hausdorff dimension n, where nm may not be an integer, and
μ =Hn, the n-dimensional Hausdorff measure (see [21]).
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use C,c, . . . to denote positive constants; these may not be the same on any two consecutive
appearances.
We first prove an elementary estimate which will be used frequently.
Lemma 2.1. Let 1 p ∞. For every δ > 0, there exists C > 0 such that
{∫
X
[
t−n
(1 + d(x, y)/t)n+δ
]p
dμ(x)
}1/p
 Ct−n/p′
for all t > 0 and y ∈X , where 1/p + 1/p′ = 1.
Proof. Fix y ∈X . If p = ∞, then p′ = 1, and obviously
sup
x
t−n
(1 + d(x, y)/t)n+δ  t
−n.
Next assume 1 p < ∞. Then
∫
X
[
t−n
(1 + d(x, y)/t)n+δ
]p
dμ(x)
∫
B(y,t)
[
t−n
(1 + d(x, y)/t)n+δ
]p
dμ(x)
+
∞∑
k=1
∫
2k−1td(x,y)<2k t
[
t−n
(1 + d(x, y)/t)n+δ
]p
dμ(x)
 C
{
t−nptn +
∞∑
k=1
[
t−n
(1 + 2k)n+δ
]p(
2kt
)n}
 Ctn(1−p).
Thus the inequality follows. 
2.2. Assumptions on operators
We assume that L is a densely-defined operator on L2(X ). In different sections of the paper,
we will need to assume that L satisfies some or all the following properties:
(S) L generates a holomorphic semigroup e−zL for z = t + is with t > 0 and |arg z| < ρ for
some ρ > 0.
(K) L has heat kernel bounds of Poisson type, i.e. the kernel pt(x, y) of e−tL satisfies
∣∣pt (x, y)∣∣ ct
(t + d(x, y))n+1
for some c > 0 and for all t > 0, x, y ∈X .
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∣∣pt(x, y)− pt(x, y′)∣∣ c d(y, y′)
(t + d(x, y)) ×
t
(t + d(x, y))n+1
for d(y, y′) (t + d(x, y))/2.
(C) L has conservation property e−tL1 = 1 which is equivalent to∫
X
pt (x, y) dμ(y) = 1.
The theory of Besov spaces in this paper is based on the two main assumptions (S) and (K).
For only a few results, we also need (H) and/or (C). In the remaining of this paper, we will state
clearly which assumptions we use in each result.
The following are some well-known examples of operators which satisfy some or all the
assumptions above.
(i) The Laplace operator − and its square root √− on Rn satisfy all four assumptions (S),
(K), (H) and (C). So do elliptic divergence form operators with bounded, real coefficients
on Rn. However, if the coefficients of the elliptic divergence form operators are bounded and
complex, (K) is known to fail in dimension n 5.
(ii) The Schrödinger operator − + V on Rn where the potential 0 V ∈ L1loc satisfies (S),
(K) but needs not satisfy (H), (C). However, if V belongs to some reverse Hölder class, then
−+ V satisfies (H).
(iii) The Laplace operator D with Dirichlet boundary conditions on an open set Ω of Rn
satisfies (S) and (K), but not (C). If Ω is a bounded Lipschitz domain, then D also satisfies (H)
but (H) does not hold for general open sets.
(iv) The Laplace operator N with Neumann boundary conditions on a bounded domain Ω
of Rn with extension property satisfies (S) and (C) for all t > 0, satisfies (K) and (H) for
0 < t  1. See [15]. More specifically, the heat kernel pt (x, y) in this case satisfies
0 pt(x, y)
C
V (x,
√
t )
e−α|x−y|2/t = C max
{
1
tn/2
,1
}
e−α|x−y|2/t
for some positive constants C and α, where V (x,
√
t ) denotes the volume of the ball with cen-
ter x and radius
√
t in Rn.
We also note that a Lipschitz domain satisfies the extension property.
(v) The Laplace Beltrami operator on a non-compact complete Riemann manifold satisfies (S)
and (C), but in general not (K) and (H). If the manifold has non-negative Ricci curvature and
the measure of the ball radius r is equivalent to rn, then the Laplace Beltrami operator also
satisfies (K) and (H). If one considers the example of the manifold of two copies of Rn smoothly
glued together by a cylinder of length 1, then the Laplace Beltrami operator satisfies (S), (K)
and (C) but not (H).
We note that condition (K) implies that the semigroup e−tL, initially defined on L2(X ), can
be extended to Lp(X ), 1  p ∞. Furthermore, e−tLf makes sense for certain functions f
which satisfy appropriate growth condition but might not belong to Lp(X ). Combining (S)
and (K) would imply that the time derivatives of the semigroups also possess Poisson bounds as
in the next proposition which states some useful properties related to our assumptions.
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(a) Assume that L satisfies (S) and (K), then pk,t (x, y) satisfies the size estimate (DK), i.e. for
every 
 ∈ (0,1) and k ∈N, there exists a constant ck,
 such that
∣∣pk,t (x, y)∣∣ ck,
t

(t + d(x, y))n+

for all t > 0, and all x, y ∈X .
(b) Assume that L satisfies (S), (K) and (H). Then pk,t (x, y) satisfies the Hölder esti-
mate (DH), i.e. for every 
 ∈ (0,1), there exists a constant Ck,
 such that
∣∣pk,t (x, y)− pk,t(x, y′)∣∣ Ck,
 d(y, y′)
(t + d(x, y)) ×
t

(t + d(x, y))n+

for d(y, y′) (t + d(x, y))/2.
(c) If L satisfies (C), then
∫
X
pk,t (x, y) dμ(y) = 0
for all x ∈X .
Proof. For a proof of (a), see [42, Theorem 6.17].
For the proof of part (b), we note that
tkLke−tL = (−2)k
(
dk
dtk
e−
t
2 L
)
e−
t
2 L.
Then it follows from conditions (DK) and (H) that for every 
 ∈ (0,1),
∣∣pk,t (x, y)− pk,t(x, y′)∣∣= 2k
∣∣∣∣
∫
X
pk, t2
(x, z)
(
p t
2
(z, y)− p t
2
(
z, y′
))
dμ(z)
∣∣∣∣
 Ck,

∫
X
t

(t + d(x, z))n+
 ×
d(y, y′)t

(t + d(z, y))n+1+
 dμ(z)
 Ck,

d(y, y′)
(t + d(x, y)) ×
t

(t + d(x, y))n+
 .
This proves (b).
Part (c) follows from (C) and the fact that tkLke−tL = (−1)k( d
dt
)ke−tL. 
Theorem 2.3 (Calderón reproducing formula I). Assume that L is a densely-defined operator
in L2(X ), and L satisfies (S) and (K). If f ∈ Lp(X ), 1 < p < ∞, we then have the following
identity:
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(k − 1)!
∞∫
0
tkLke−tLf (x)dt
t
, k = 1,2, . . . , (2.1)
where the integral converges strongly in Lp(X ).
Proof. Let f ∈ Lp(X ), 1 < p < ∞, and suppose that 
 > 0 is given. We can find a C0(X )-
function g with compact support such that ‖f − g‖p  
. Now assume that suppg ⊂ B(x0, r)
for some x0 ∈X and r > 0. By Minkowski’s inequality, Proposition 2.2 and Lemma 2.1, we have
that for every m = 0,1,2, . . . ,
∥∥tmLme−tLg∥∥
p

(∫
X
∣∣∣∣
∫
B(x0,r)
pm,t (x, y)g(y) dμ(y)
∣∣∣∣
p
dμ(x)
)1/p
 ‖g‖1
(
sup
y∈X
∫
X
∣∣pm,t (x, y)∣∣p dμ(x)
)1/p
 Ct−n/p′ ‖g‖1 (2.2)
which tends to 0 as t → ∞. Hence,
lim
t→∞
∥∥tmLme−tLf ∥∥
p
 lim
t→∞
∥∥tmLme−tL(f − g)∥∥
p
+ lim
t→∞
∥∥tmLme−tLg∥∥
p
 C
.
Letting 
 → 0, we get limt→∞ ‖tmLme−tLf ‖p = 0. It follows by integration by parts that
1
(k − 1)!
∞∫
0
tkLke−tLf dt
t
= (−1)k 1
(k − 1)!
∞∫
0
tk−1 ∂
k
∂tk
e−tLf dt
= lim
t→0
(
e−tLf +
k−1∑
m=1
cmt
mLme−tLf
)
in Lp(X )
for some constants {cm}k−1m=1. In order to finish the proof of Theorem 2.3, it suffices to show that
(i) limt→0 e−tLf = f in Lp(X );
(ii) limt→0 tmLme−tLf = 0 in Lp(X ), m = 1,2, . . . .
Let us prove (i). As above, for any given 
 > 0, we take a C0(X )-function g with compact
support such that ‖f − g‖p  
, and suppg ⊂ B(x0, r) for some x0 ∈ X and r > 0. One has
∥∥e−tLg − g∥∥  ∥∥e−tLg∥∥ p c + ∥∥e−tLg − g∥∥ p .p L (B(x0,2r) ) L (B(x0,2r))
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lim
t→0
∥∥e−tLg∥∥
Lp(B(x0,2r)c)
= 0.
Since limt→0 e−tLg = g in L2(X ), and
∥∥e−tLg − g∥∥
Lp(B(x0,2r))

{
μ(B(x0,2r))1−
p
2 ‖e−tLg − g‖2, 1 <p  2,
C(supx |g(x)|
p−2
p )‖e−tLg − g‖2/p2 , 2 <p < ∞,
we deduce limt→0 ‖e−tLg − g‖Lp(B(x0,2r)) = 0. These estimates together show that
lim
t→0
∥∥e−tLg − g∥∥
p
= 0.
Hence by condition (K), we obtain
lim sup
t→0
∥∥e−tLf − f ∥∥
p
 lim sup
t→0
∥∥e−tL(f − g)∥∥
p
+ ‖f − g‖p + lim
t→0
∥∥e−tLg − g∥∥
p
 C
.
Letting 
 → 0, we get e−tLf → f in Lp as t → 0. This proves (i).
It remains to prove (ii). Observe that L is a densely-defined operator in L2(X ). For any
f ∈D(L), we have that g = Lf ∈ L2(X ), which means that for every m = 1,2, . . . ,
lim
t→0
∥∥tmLme−tLf ∥∥2  limt→0 t
∥∥tm−1Lm−1e−tL(Lf )∥∥2
 lim
t→0 t‖g‖2 = 0.
It follows by a density argument that limt→0 tmLme−tLf = 0 in L2(X ). Let f ∈ Lp(X ). Using
the same arguments as in (i), we deduce tmLme−tLf → 0 in Lp as t → 0. This proves (ii). The
proof of Theorem 2.3 is complete. 
Remark. A similar proof to (i) above shows that
e−sLf → f in L1
as s → 0.
2.3. Besov norms associated with operators
In this subsection, we assume that L satisfies (S) and (K). Let kt (x, y) = p1,t (x, y) be the
kernel of Ψt(L) = tLe−tL, then by Proposition 2.2, kt (x, y) satisfies
∣∣kt (x, y)∣∣ c
t

(t + d(x, y))n+

for all 0 < 
 < 1.
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(G)
∫
X
|f (x)|
(1 + d(x, y0))n+β dμ(x) < ∞,
for some 0 < β < 1 and some y0 ∈X , then
Ψt(L)f (x) =
∫
X
kt (x, y)f (y) dμ(y)
is defined for every x ∈ X . (Note that if (G) holds for some y0 ∈ X , then it holds for all
y ∈X .)
Definition. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p,q ∞. For any func-
tion f satisfying the growth condition (G), we define its B˙α,Lp,q -norm by the expression
‖f ‖
B˙
α,L
p,q
=
{ ∞∫
0
(
t−α
∥∥Ψt(L)f ∥∥p)q dtt
}1/q
for q < ∞ and
‖f ‖
B˙
α,L
p,q
= sup
t>0
t−α
∥∥Ψt(L)f ∥∥p
for q = ∞, when these are finite.
Although in this paper we consider the Besov spaces in the range −1 < α < 1, the above
definition of the norm for functions satisfying the growth condition (G) remains valid when
α  −1 (in analogy with the classical situation). But we will not define the Besov spaces in
the range α  −1, as we expect these spaces to contain not only functions but also certain
“distributions”. Another complication in this case is finding an appropriate space of test func-
tions.
When α  1, the Besov norm of a function satisfying (G) can be defined by replacing the
kernel kt = p1,t by pk,t , where k > α. However, as the classical case shows us, the homogeneous
Besov spaces can contain functions of order O(|x|α) at infinity. These functions may not satisfy
the growth condition (G), and therefore the weak decay of pk,t (see Proposition 2.2) would make
it unsuitable to be used for investigating these spaces. By duality, the case α −1 also presents
a challenge.
The difficulty discussed above is a main reason why we restrict our study to the case −1 <
α < 1. On the other hand, when the kernel has more smoothness in the spatial variable or possess
stronger decay, such as the case for some specific operators L, it would be feasible to carry
out the investigation for a larger range of α. A study in this direction would be carried out
elsewhere.
We postpone the formal definition of the Besov spaces until Section 3, after investigating
properties of the B˙α,Lp,q -norm.
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B˙
α,L
p,q
= 0, then for
every t > 0, ψt(L)f = 0 almost everywhere.
Proof. The result is obvious when q = ∞ (by the definition of the norm).
Assume q < ∞. Then ‖f ‖
B˙
α,L
p,q
= 0 implies that ‖Ψt(L)f ‖p = 0 for a.e. t ∈ (0,∞). Next
observe that for all s, t > 0,
∥∥Ψt+s(L)f ∥∥p =
∥∥∥∥ t + st e−sLΨt (L)f
∥∥∥∥
p
 C t + s
t
∥∥Ψt(L)f ∥∥p, (2.3)
where C = sups>0 ‖e−sL‖p→p < ∞. It follows that ‖Ψt(L)f ‖p = 0 for all t ∈ (0,∞). Thus the
proof of the proposition is complete. 
Remark. From (2.3), we see that, for every measurable function f and t > 0,
∥∥Ψs(L)f ∥∥p  2C∥∥Ψt(L)f ∥∥p, t  s  2t. (2.4)
We now show that there is an abundance of functions whose Besov norms are finite by proving
that this holds for any compactly supported functions in the Hölder–Zygmund class, which is
defined below.
Definition. Let 0 < β < 1, we define the Hölder–Zygmund class Λβ(X ) = Λβ to be the space of
all continuous functions f on X such that
‖f ‖Λβ = sup
x =y
d(x, y)−β
∣∣f (x)− f (y)∣∣< ∞.
Note that if X is an open subset of Rn, then Λβ(X ) contains C1c (X ), the set of continuously
differentiable functions on X with compact support.
Proposition 2.5. Let 1  p,q  ∞ and −n/p′ < α < 1. Assume that L satisfies (S), (K)
and (C). If max{0, α} < β < 1, and φ ∈ Λβ has bounded support, then ‖φ‖
B˙
α,L
p,q
< ∞. In partic-
ular, if X is an open set in Rn and φ ∈ C1c (X ), then ‖φ‖B˙α,Lp,q < ∞.
Proof. Suppose that suppφ ⊂ B(x0, r). Then for any 0 < t < 1,
∥∥Ψt(L)φ∥∥p 
( ∫
d(x,x0)2r
∣∣∣∣
∫
X
kt (x, y)φ(y) dμ(y)
∣∣∣∣
p
dμ(x)
)1/p
+
( ∫
d(x,x0)>2r
∣∣∣∣
∫
X
kt (x, y)φ(y) dμ(y)
∣∣∣∣
p
dμ(x)
)1/p
= A+B.
Let 
 be a constant satisfying β < 
 < 1. By the conservative assumption (C) which implies
cancellation property of kt (x, y), we obtain
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( ∫
d(x,x0)2r
∣∣∣∣
∫
X
kt (x, y)
(
φ(y)− φ(x))dμ(y)∣∣∣∣
p
dμ(x)
)1/p

( ∫
d(x,x0)2r
[∫
X
t−n
(1 + d(x, y)/t)n+

∣∣∣∣d(x, y)t
∣∣∣∣
β
dμ(y)
]p
dμ(x)
)1/p
tβ‖φ‖Λβ
 tβ‖φ‖Λβμ
({
x: d(x, x0) 2r
})(
sup
{x: d(x,x0)2r}
∫
X
t−n
(1 + d(x, y)/t)n+
−β dμ(y)
)
 Ctβ‖φ‖Λβ ,
where we have used Lemma 2.1 in the last inequality.
Next, by (K), Hölder’s inequality and Lemma 2.1 again,
B  Crn/p′
( ∫
d(x,x0)2r
∫
d(y,x0)r
tβp
(t + d(x, y)/t)(n+
)p
∣∣φ(y)∣∣p dμ(y)dμ(x))1/p
 Ctβ‖φ‖p
( ∫
d(x,x0)2r
1
(d(x, x0))(n+β)p
dμ(x)
)1/p
 Ctβ.
It follows from the estimates for A and B that
{ 1∫
0
(
t−α
∥∥Ψt(L)φ∥∥p)q dtt
}1/q
< ∞. (2.5)
On the other hand, using Minkowski’s inequality, (K) and Lemma 2.1, we see that
∥∥Ψt(L)φ∥∥p 
∫
B(x0,r)
∥∥kt (·, y)∥∥p∣∣φ(y)∣∣dμ(y)
 C‖φ‖1t−n/p′ .
Therefore, since −α − n
p′ < 0,
{ ∞∫
1
(
t−α
∥∥Ψt(L)φ∥∥p)q dtt
}1/q
< ∞.
Hence we obtain ‖φ‖
B˙
α,L
p,q
< ∞. 
Remark. Note that the result in this proposition and the next one is valid for some α  −1.
We only state and prove it for the sake of completeness (but the case α  −1 will not be used
elsewhere in the paper).
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strengthened.
Proposition 2.6. Let 1  p,q ∞ and −1 − n/p′ < α < 1. Assume that L satisfies (S), (K),
(C) and (H). If max{0, α} < β < 1, and φ ∈ Λβ has bounded support and ∫ φ dμ(x) = 0, then
‖φ‖
B˙
α,L
p,q
< ∞.
In particular, if X is an open subset of Rn, φ ∈ C1c (X ), and
∫
φ dμ(x) = 0, then
‖φ‖
B˙
α,L
p,q
< ∞.
Proof. Let suppφ ⊂ B(x0, r). As in the proof of (2.5) in Proposition 2.5, we have
{ 2r∫
0
(
t−α
∥∥Ψt(L)φ∥∥p)q dtt
}1/q
< ∞.
Let t > 2r . Using
∫
φ dμ(x) = 0 and (H), we obtain for every x ∈X
∣∣Ψt(L)φ(x)∣∣=
∣∣∣∣
∫
B(x0,r)
[
kt (x, y)− kt (x, x0)
]
φ(y)dμ(y)
∣∣∣∣
 C
∫
B(x0,r)
d(x0, y)
(t + d(x, y)) ×
t

(t + d(x, y))n+

∣∣φ(y)∣∣dμ(y)
 Cr
∫
B(x0,r)
t−n−1
(1 + d(x, y)/t)n+1+

∣∣φ(y)∣∣dμ(y).
It follows from Minkowski’s inequality that
∥∥Ψt(L)φ∥∥p  Crt−1
∫
B(x0,r)
{∫
X
[
t−n
(1 + d(x, y)/t)n+1+

]p
dμ(x)
}1/p∣∣φ(y)∣∣dμ(y)
 Ct−1−n/p′ ,
by using Lemma 2.1 for the last estimate. Hence
{ ∞∫
2r
(
t−α
∥∥Ψt(L)φ∥∥p)q dtt
}1/q
< ∞.
We thus obtain ‖φ‖
B˙
α,L
p,q
< ∞. 
There are functions with finite Besov norms but which may not be smooth. In the next propo-
sition, we estimate an upper bound of the Besov norm of the heat kernels. For any k ∈N, we use
Ψk,t (L) = tkLke−tL to denote the operator whose kernel is pk,t ; so Ψ1,t (L) = Ψt(L).
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for any s > 0, k ∈N and z ∈X , ∥∥pk,s(·, z)∥∥B˙α,Lp,q  Cs−α−n/p′ ,
where C > 0 depends on α, n, k, p and q .
Proof. Fix k ∈N. By (DK) of Proposition 2.2, the operator Ψt(L)Ψk,s(L) has kernel
Kt,s(x, z) =
∫
X
kt (x, y)pk,s(y, z) dμ(y),
and moreover, Kt,s satisfies the size estimate
∣∣Kt,s(x, z)∣∣ C min
{
s
t
,
t
s
}∣∣K˜t+s(x, z)∣∣,
where K˜t is a kernel satisfying
∣∣K˜t (x, z)∣∣ ck,
t

(t + d(x, z))n+

for all t > 0 and x, z ∈X , where 0 < 
 < 1.
Set φ(y) = pk,s(y, z), y ∈X . Then it follows that
∣∣Ψt(L)φ(x)∣∣= ∣∣Kt,s(x, z)∣∣ C min
{
s
t
,
t
s
}
(t + s)

(t + s + d(x, z))n+
 .
Therefore, by Lemma 2.1,
∥∥Ψt(L)φ∥∥p  C min
{
s
t
,
t
s
}
(t + s)−n/p′ .
Hence
‖φ‖
B˙
α,L
p,q
=
{ ∞∫
0
(
t−α
∥∥Ψt(L)(φ)∥∥p)q dtt
}1/q
 C
{ s∫
0
(
t1−α
s(t + s)n/p′
)q
dt
t
+
∞∫
s
(
t−1−αs
(t + s)n/p′
)q
dt
t
}1/q
 Cs−α−n/p′
{ 1∫
0
(
t1−α
(1 + t)n/p′
)q
dt
t
+
∞∫
1
(
t−1−α
(1 + t)n/p′
)q
dt
t
}1/q
 Cs−α−n/p′ ,
where the constant C in the last inequality depends on α, n, k, p and q . 
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More precisely, we have the following proposition.
Proposition 2.8. Consider X =Rn with the Lebesgue measure. Assume that L satisfies (S), (K)
and (C). Let 0 < α < 1, 1 p,q ∞. Then there exists a positive constant C such that
‖f ‖
B˙
α,L
p,q (R
n)
 C‖f ‖B˙αp,q (Rn)
for every f ∈ B˙αp,q(Rn).
Proof. Choose 0 < α < 
 < 1. Let f ∈ B˙αp,q(Rn). We first show that f satisfies the growth
condition (G). For x ∈Rn and t > 0, set
φ(x, t) = t

∫
Rn
|f (x + h)− f (x)|
(|h| + t)n+
 dh.
Using a standard argument in the classical Besov space theory (see, e.g. [50, Chapter V] or [7,
Lemma 4.5]), we obtain
( ∞∫
0
(
t−α
∥∥φ(·, t)∥∥
p
)q dt
t
)1/q
 C
( ∫
Rn
‖f (· + h)− f ‖p
|h|α ×
dh
|h|n
)1/q
 C‖f ‖B˙αp,q (Rn). (2.6)
It follows that for every t > 0, φ(x, t) < ∞ for almost every x. This implies that f satisfies (G).
For any x ∈Rn, by the cancellation of kt (x, y) and (K),
∣∣Ψt(L)f (x)∣∣=
∣∣∣∣
∫
Rn
kt (x, y)
[
f (y)− f (x)]dy∣∣∣∣
 Ct

∫
Rn
|f (x + h)− f (x)|
(|h| + t)n+
 dh
= Cφ(x, t).
Hence the norm inequality ‖f ‖
B˙
α,L
p,q (R
n)
 C‖f ‖B˙αp,q (Rn) follows from (2.6). 
3. Besov spaces associated with operators
3.1. Definitions of Besov spaces
We first define a “space of test functions”.
Definition. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p,q ∞. A function f
is said to be in the space of test functions Mα,Lp,q if f = Lg for some g, and the following two
conditions are satisfied:
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B˙
α,L
p,q
< ∞;
(ii) For every 0 < 
 < 1, there exists a positive constant C
 for which
∣∣f (x)∣∣+ ∣∣g(x)∣∣ C

(1 + d(x, x0))n+
 (3.1)
for some x0 ∈X , and for all x ∈X .
When q = ∞, we assume, in addition, that
∥∥t−αψt (L)f ∥∥p → 0 as t → 0 or t → ∞,
and when p = ∞, that
e−sLf → f in B˙α,L∞,q as s → 0.
Remark. There are two main features of the space of test functions Mα,Lp,q . The first is an
“L-cancellation” property, which is expressed by the condition f = Lg. (Note that our ker-
nel pt is not assumed to satisfy the conservation property (C).) The second is the finiteness of
the norm ‖f ‖
B˙
α,L
p,q
. This space of test functions plays the role of S0 in the classical theory of
the Besov spaces B˙αp,q(Rn), −1 < α < −1, where S0 is the subspace of those ϕ ∈ S such that∫
Rn
ϕ(x) dx = 0. Observe that ‖ϕ‖B˙αp,q < ∞ for all ϕ ∈ S0 and −1 < α < 1. On the one hand,
the dependence of the space of test functions on α, p and q seems undesirable, but, on the other
hand, it hints at a duality result. This situation is similar to the theory of the Hardy spaces Hp(X )
on a space of homogeneous type X (see [13, pp. 591–592]), where the test functions satisfy a
Hölder condition whose exponent depends on p.
By Proposition 2.4 ‖f ‖
B˙
α,L
p,q
= 0 if and only if, for every t > 0, Ψt(L)(f ) = tLe−tLf = 0
almost everywhere. Hence the space Mα,Lp,q is a normed linear space equipped with the norm
‖f ‖Mα,Lp,q = ‖f ‖B˙α,Lp,q
if we identify with the zero element all those f ’s such that Le−tLf = 0 (a.e.) for every t > 0.
Proposition 3.1. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p,q ∞. Then for
every t > 0, y ∈ X , and k ∈ N, pk,t (·, y) ∈ Mα,Lp,q , where pk,t (x, y) is the kernel of Ψk,t (L) =
tkLke−tL.
Proof. Set φ = pk,t (·, y). By Proposition 2.7, φ has finite ‖ · ‖B˙α,Lp,q -norm. By the semigroup
property,
pk,t (·, y) = 2ke−t/2Lpk,t/2(·, y),
so that pk,t (·, y) ∈ D(L) (see [42, p. 37]). A standard argument then shows that φ = pk,t (·, y) =
tL(pk−1,t (·, y)). Hence the result follows when 1 p,q < ∞.
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s, u > 0,
e−sLΨu(L)φ −Ψu(L)φ = 2e−uL/2
(
e−sLΨu/2(L)φ −Ψu/2(L)φ
)= 2e−uL/2gt,u,s,
where gt,u,s = e−sLΨu/2(L)φ − Ψu/2(L)φ ∈ L2. Hence for every x ∈ X , by Schwarz’s inequal-
ity,
∣∣e−sLΨu(L)φ(x)−Ψu(L)φ(x)∣∣ 2∥∥pu/2(x, ·)∥∥2‖gt,u,s‖2.
Since gt,u,s = e−sLΨu/2(L)φ −Ψu/2(L)φ → 0 in L2 as s → 0, by (S), it follows that
∥∥Ψu(L)(e−sLφ − φ)∥∥∞ = ∥∥e−sLΨu(L)φ −Ψu(L)φ∥∥∞ → 0, as s → 0
for every u > 0. Moreover, ‖e−sLΨu(L)φ −Ψu(L)φ‖∞  C‖Ψu(L)φ‖∞. Hence the Dominated
Convergence Theorem implies that
∥∥e−sLφ − φ∥∥
B˙
α,L∞,q =
( ∞∫
0
(
u−α
∥∥Ψu(L)(e−sLφ − φ)∥∥∞)q duu
)1/q
→ 0
when q < ∞. When q = ∞, using (2.4), we obtain
∥∥e−sLφ − φ∥∥
B˙
α,L∞,∞  C
∥∥e−sLφ − φ∥∥
B˙
α,L
∞,1
→ 0
as s → 0.
Finally consider the case q = ∞. Since ‖φ‖
B˙
α,L
p,1
< ∞, using (2.4) again we see that
∥∥u−αΨu(L)φ∥∥p → 0 as u → 0 or u → ∞.
The proof of the proposition is thus complete. 
It follows from Proposition 3.1 that for any t > 0 and x ∈X , kt (x, ·) = k∗t (·, x) = p∗1,t (·, x) ∈
Mα,L∗p,q , −1 < α < 1, 1  p,q ∞. Hence, for any f ∈ (M−α,L∗p′,q ′ )′, and for each x ∈ X and
t > 0,
Ψt(L)f (x) =
(
f, kt (x, ·)
)
is well defined, where (·,·) denotes the pairing between a linear functional and a test function.
Definition. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p,q ∞. We define the
Besov space B˙α,Lp,q associated to an operator L by
B˙α,Lp,q =
{
f ∈ (M−α,L∗′ ′ )′: ‖f ‖ ˙ α,L < ∞},p ,q Bp,q
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‖f ‖
B˙
α,L
p,q
=
{ ∞∫
0
(
t−α
∥∥Ψt(L)f ∥∥p)q dtt
}1/q
.
Similarly to the space of test functions Mα,Lp,q , we can verify that the space B˙α,Lp,q is a normed
linear space if we identify with the zero element all those f such that for all t > 0, Le−lLf = 0
almost everywhere.
Definition. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p,q ∞ and s > 0. Let
f ∈ (M−α,L∗
p′,q ′ )
′
. Define a linear functional e−sLf on M−α,L∗
p′,q ′ by
(
e−sLf,φ
)= (f, e−sL∗φ), ∀φ ∈M−α,L∗
p′,q ′ . (3.2)
We will show in the next proposition that e−sLf ∈ (M−α,L∗
p′,q ′ )
′
.
Proposition 3.2. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1  p,q ∞. Let
f ∈ B˙α,Lp,q . Then there exists a positive constant C such that for all s > 0, e−sLf ∈ B˙α,Lp,q
and
∥∥e−sLf ∥∥
B˙
α,L
p,q
 C‖f ‖
B˙
α,L
p,q
.
Proof. We first prove e−sLf ∈ (M−α,L∗
p′,q ′ )
′ for all f ∈ (M−α,L∗
p′,q ′ )
′ and s > 0. To prove this claim,
we note that for any test function φ ∈ M−α,L∗
p′,q ′ and s, t > 0, Ψt(L
∗)e−sL∗φ = e−sL∗Ψt(L∗)φ.
Hence
∥∥Ψt(L∗)e−sL∗φ∥∥p  C∥∥Ψt(L∗)φ∥∥p
by the continuity of the semigroup {e−sL}s>0. It follows that∥∥e−sL∗φ∥∥
B˙
−α,L∗
p′,q′
 C‖φ‖
B˙
−α,L∗
p′,q′
and hence the claim.
To prove the proposition, for all s, t > 0 we let KΨt (L)e−sL(x, y) be the kernel of the oper-
ator Ψt(L)e−sL, and Ke−sLΨt (L)(x, y) be the kernel of the operator e
−sLΨt (L). Observe that
KΨt (L)e−sL(x, y) = Ke−sLΨt (L)(x, y) for all x, y ∈ X . By an argument similar to the proofs of
Propositions 2.7 and 3.1, we see that KΨt (L)e−sL(x, ·) ∈ M−α,L
∗
p′,q ′ for all s, t > 0 and x ∈ X .
Hence for any f ∈ B˙α,Lp,q and x ∈X , we have
Ψt(L)e
−sLf (x) = (f,KΨt (L)e−sL(x, ·))= (f,Ke−sLΨt (L)(x, ·))
= e−sLΨt (L)f (x). (3.3)
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∥∥e−sLf ∥∥
B˙
α,L
p,q
=
{ ∞∫
0
(
t−α
∥∥Ψt(L)e−sLf ∥∥p)q dtt
}1/q
=
{ ∞∫
0
(
t−α
∥∥e−sLΨt (L)f ∥∥p)q dtt
}1/q
 C
{ ∞∫
0
(
t−α
∥∥Ψt(L)f ∥∥p)q dtt
}1/q
= C‖f ‖
B˙
α,L
p,q
.
This proves our proposition. 
In the next subsection, we will need the following approximation to the identity result for the
Besov spaces.
Proposition 3.3. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p,q ∞.
(i) If 1 p,q < ∞, and f ∈ B˙α,Lp,q , then
lim
s→0 e
−sLf = f in B˙α,Lp,q .
(ii) If φ ∈Mα,Lp,q , then
lim
s→0 e
−sLφ = φ in Mα,Lp,q .
Proof. The proofs of (i) and (ii) for 1  p < ∞ follow similar arguments to the proof of
Proposition 3.1, by using (3.3), the continuity of the semigroup {e−sL}s>0, and the Dominated
Convergence Theorem.
The result (ii) when p = ∞ follows from the definition of test functions. Therefore it remains
to prove (ii) when p < ∞ and q = ∞. Let φ ∈ Mα,Lp,∞ and s > 0. By the definition of test
functions and the finiteness of C = sups>0 ‖e−sL‖Lp→Lp , we have∥∥t−αΨt (L)e−sLφ∥∥p = ∥∥t−αe−sLΨt (L)∥∥p  C∥∥t−αΨt (L)∥∥p → 0
as t → 0 or t → ∞. Fix 0 < r < R < ∞. Then
sup
rtR
t−α
∥∥Ψt(L)(e−sLφ − φ)∥∥p  C( sup
t>0
∥∥Ψt(L)∥∥Lp→Lp)∥∥e−sLφ − φ∥∥p → 0
as s → 0, by the continuity property of {e−sL}s>0. Thus we obtain (ii) when q = ∞, and hence
the proof of Proposition 3.3 is complete. 
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In order to investigate properties of the Besov spaces, we will develop two forms of the
Calderón reproducing formula. These formulas together with the other two Calderón formulas in
Sections 2 and 5 are important in our study, and they are of independent interest.
Theorem 3.4 (Calderón reproducing formula II). Let 1 p,q ∞, −1 < α < 1. Let p′, q ′ be
the conjugate exponents of p, q , respectively. Assume that L satisfies (S) and (K), and L∗ its
adjoint operator. Then for Ψt(L) = tLe−tL, we have
(f,φ) = 4
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
(3.4)
for every f ∈ B˙α,Lp,q and φ ∈M−α,L∗p′,q ′ .
Proof. Let f ∈ B˙α,Lp,q and φ ∈M−α,L∗p′,q ′ . Observe that
∞∫
0
∫
X
∣∣Ψt(L)f (x)Ψt(L∗)φ(x)∣∣dμ(x) dt
t

∞∫
0
t−α
∥∥Ψt(L)f ∥∥ptα∥∥Ψt(L∗)φ∥∥p′ dtt
 ‖f ‖
B˙
α,L
p,q
‖φ‖
B˙
−α,L∗
p′,q′
< ∞ (3.5)
so that the double integral in (3.4) converges absolutely. It follows that
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
= lim
N→∞
N∫
1/N
(
f,
(
Ψt
(
L∗
))2
φ
)dt
t
= lim
N→∞
(
f,
N∫
1/N
(
Ψt
(
L∗
))2
φ
dt
t
)
.
Note that in the above we have used the fact that
∫ N
1/N (Ψt (L
∗))2φ dt
t
∈M−α,L∗
p′,q ′ , which follows
from (3.7) and Proposition 2.7. The proof will be complete if we can prove that
lim
N→∞
N∫
1/N
(
Ψt
(
L∗
))2
φ
dt
t
= 1
4
φ in M−α,L∗
p′,q ′ . (3.6)
First note that by using (Ψt (L∗))2 = (tL∗)2e−2tL∗ and by integrating by parts, we obtain
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1/N
(
Ψt
(
L∗
))2
φ
dt
t
= 1
4
N∫
1/N
t
d2
dt2
(
e−2tL∗
)
φ dt
= 1
4
(
−2NL∗e−2NL∗φ + 2
N
L∗e−
2
N
L∗φ − e−2NL∗φ + e− 2N L∗φ
)
. (3.7)
By Proposition 3.3 (ii),
lim
N→∞ e
− 2
N
L∗φ = φ in M−α,L∗
p′,q ′ . (3.8)
Hence to prove the claim (3.6), it suffices to verify the convergence in the B˙−α,L∗
p′,q ′ -norm of the
following three expressions:
(i) limN→∞ 2NL∗e−2NL∗φ = 0.
(ii) limN→∞ 2N L∗e−
2
N
L∗φ = 0.
(iii) limN→∞ e−2NL∗φ = 0.
Using the equality φ = L∗g, we write
∥∥2NL∗e−2NL∗φ∥∥
B˙
−α,L∗
p′,q′
=
{ ∞∫
0
(
tα
∥∥Ψt(L∗)(2NL∗e−2NL∗φ)∥∥p′)q ′ dtt
}1/q ′

{ 1∫
0
(
tα
∥∥Nt(L∗)2e−(t+2N)L∗φ∥∥
p′
)q ′ dt
t
}1/q ′
+
{ ∞∫
1
(
tα
∥∥Nt(L∗)3e−(t+2N)L∗g∥∥
p′
)q ′ dt
t
}1/q ′
= I + II.
Observe that Nt(L∗)2e−(t+2N)L∗ = Nt
(t+2N)2 × ((t + 2N)L∗)2e−(t+2N)L
∗
. It follows from
Lp
′
-boundedness of ((t + 2N)L∗)2e−(t+2N)L∗ that
I  C‖φ‖p′
{ 1∫
0
(
tα × Nt
(t + 2N)2
)q ′
dt
t
}1/q ′
 C
N
‖φ‖p′
{ 1∫
0
t (α+1)q ′ dt
t
}1/q ′
 C
N
‖φ‖p′
tends to zero as N → ∞.
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2N)L∗)3e−(t+2N)L∗ is bounded on Lp′(X ), we obtain
II  C‖g‖p′
{ ∞∫
1
(
tα × Nt
(t + 2N)3
)q ′
dt
t
}1/q ′
 C
N1−α0
‖g‖p′
{ ∞∫
1
t (α−α0)q ′ dt
t
}1/q ′
 C
N1−α0
‖g‖p′
tends to zero as N → ∞. This proves (i).
A similar argument to the above implies (iii). We now prove (ii). For each t > 0, we have
∥∥Ψt(L∗)(sL∗e−sL∗φ)∥∥p′ = ts(t + s)2
∥∥(t + s)2e−(t+s)L∗φ∥∥
p′ → 0
as s → 0. Moreover, it follows from Lp′ -boundedness of sL∗e−sL∗ that
∥∥Ψt(L∗)(sL∗e−sL∗φ)∥∥p′  C∥∥Ψt(L∗)φ∥∥p′ .
Since
∫∞
0 (t
α‖Ψt(L∗)φ‖p′)q ′ dtt < ∞, we then use the Dominated Convergence Theorem to ob-
tain
lim
s→0
∥∥sL∗e−sL∗φ∥∥
B˙
−α,L∗
p′,q′
= lim
s→0
∞∫
0
(
tα
∥∥Ψt(L∗)(sL∗e−sL∗φ)∥∥p′)q ′ dtt = 0.
This proves (ii). Hence the proof of (3.6) is complete, and so is the proof of the theorem. 
In order to prove that B˙α,Lp,q contains the class of functions with finite Besov norm, we need the
following Calderón reproducing formula. Although its proof follows similar steps to the proof of
Theorem 3.4, Theorem 3.5 is not a corollary of the previous theorem.
Theorem 3.5 (Calderón reproducing formula III). Let 1 p,q ∞, −1 < α < 1. Let p′, q ′ be
the conjugate exponents of p, q , respectively. Assume that L satisfies (S) and (K), and L∗ its
adjoint operator. Also assume that ∫X |f (x)|(1 + d(x, x0))−n−β dμ(x) < ∞ for some x0 ∈ X
and some 0 < β < 1, and ‖f ‖
B˙
α,L
p,q
< ∞. Then for Ψt(L) = tLe−tL, we have
(f,φ) =
∫
X
f (x)φ(x) dμ(x) = 4
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
(3.9)
for every φ ∈M−α,L∗′ ′ .p ,q
H.-Q. Bui et al. / Advances in Mathematics 229 (2012) 2449–2502 2473Proof. Let φ ∈M−α,L∗
p′,q ′ and then φ ∈ Lr(X ) for any r > 1. Assume that f is a function satisfy-
ing ∫
X
∣∣f (x)∣∣(1 + d(x, x0))−n−β dμ(x) < ∞ (3.10)
for some x0 ∈ X and some 0 < β < 1, and ‖f ‖B˙α,Lp,q < ∞. As in the proof of Theorem 3.4, the
double integral in (3.9) converges absolutely, and
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
= lim
N→∞
∫
X
N∫
1/N
f (x)
(
Ψt
(
L∗
))2
φ(x)
dt
t
dμ(x).
Since the semigroup e−tL∗ is differentiable and continuous with limt→0 e−tL
∗ = I in Lr , we
have by Theorem 2.3
lim
N→∞
N∫
1/N
(
Ψt
(
L∗
))2
φ
dt
t
= 1
4
φ in Lr.
From the Lr convergence, there exists a sub-sequence {Nj } of integers {N} such that
lim
j→∞
Nj∫
1/Nj
(
Ψt
(
L∗
))2
φ
dt
t
= 1
4
φ (3.11)
almost everywhere. By (3.7), we have
N∫
1/N
(
Ψt
(
L∗
))2
φ
dt
t
= 1
4
(
−2NL∗e−2NL∗φ + 2
N
L∗e−
2
N
L∗φ − e−2NL∗φ + e− 2N L∗φ
)
. (3.12)
Since −2NL∗e−2NL∗ = Ψ2N(L∗) satisfies the kernel bound (K), using the equality φ = L∗g,
and condition (3.1), we obtain for all x ∈X ,
∣∣−2NL∗e−2NL∗φ(x)∣∣= ∣∣∣∣− 12N
(
2NL∗
)2
e−2NL∗g(x)
∣∣∣∣
 C
N
∫
X
(2N)β
(2N + d(x, y))n+β
1
(1 + d(x0, y))n+β dμ(y)
 C N
β−1
(2N + d(x, x0))n+β
 C
n+β(1 + d(x, x0))
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deduce that for all x,
∣∣∣∣∣
Nj∫
1/Nj
(
Ψt
(
L∗
))2
φ(x)
dt
t
∣∣∣∣∣ C(1 + d(x, x0))−n−β. (3.13)
From (3.13), we obtain for all Nj and all x
∣∣∣∣∣f (x)
Nj∫
1/Nj
(
Ψt
(
L∗
))2
φ(x)
dt
t
∣∣∣∣∣ C∣∣f (x)∣∣(1 + d(x, x0))−n−β
which is integrable, by the assumption of growth on f . Therefore by (3.11) and the Dominated
Convergence Theorem,
lim
j→∞
∫
X
f (x)
Nj∫
1/Nj
(
Ψt
(
L∗
))2
φ(x)
dt
t
dμ(x) = 1
4
∫
X
f (x)φ(x) dμ(x).
This proves the desired formula (3.9). 
4. Basic properties of Besov spaces associated with operators
4.1. Embedding theorem
Theorem 4.1. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1  p ∞, 1  q1 
q2 ∞. Then the following statements (i)–(iv) hold:
(i) B˙α,Lp,q ⊆ (M−α,L∗p′,q ′ )′ (continuous embedding).
(ii) B˙α,Lp,q1 ⊆ B˙α,Lp,q2 .
(iii) The space B˙α,Lp,q is complete.
(iv) If 1 p1  p2 ∞, −1 < α2  α1 < 1 and α1 − np1 = α2 − np2 , then
B˙α1,Lp1,q ⊆ B˙α2,Lp2,q ,
for all 1 q ∞.
Proof. Part (i) follows from Theorem 3.4.
We now prove (ii). Let f ∈ B˙α,Lp,q1 . Then by the same arguments as in the proof of Proposi-
tion 2.4, we see that (2.3) and (2.4) hold for f . It follows that, for every t > 0,∥∥Ψs(L)f ∥∥p  c∥∥Ψt(L)f ∥∥p, t/2 s  t, (4.1)
so that
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B˙
α,L
p,q1

{ t∫
t/2
(
s−α
∥∥Ψs(L)f ∥∥p)q1 dss
}1/q1
 c1t−α
∥∥Ψt(L)f ∥∥p.
It follows that
‖f ‖
B˙
α,L
p,∞ = sup
t>0
t−α
∥∥Ψt(L)φ∥∥p  1c1 ‖f ‖B˙α,Lp,q1 .
Thus we obtain (ii) when q2 = ∞. The embedding in the case q2 < ∞ follows easily from the
result for the case q2 = ∞.
We next prove (iii). Let {fn} be a Cauchy sequence in B˙α,Lp,q . Then by (i), {fn} is a Cauchy
sequence in the Banach space (M−α,L∗
p′,q ′ )
′ so that there exists f ∈ (M−α,L∗
p′,q ′ )
′ such that
fn → f in
(M−α,L∗
p′,q ′
)′
.
This implies that for each t > 0 and x ∈X ,(
fn, kt (x, ·)
)= Ψt(L)fn(x) → (f, kt (x, ·))= Ψt(L)f (x).
It follows from (ii) and the completeness of Lp(X ) that Ψt(L)fn → Ψt(L)f in Lp(X ). We now
show that fn converges f in B˙α,Lp,q . Let 
 > 0. Since {fn} is Cauchy sequence, there exists N ∈N
such that for all m,nN ,
{ ∞∫
0
(
t−α
∥∥Ψt(L)(fm − fn)∥∥p)q dtt
}1/q
< 
.
Fixing nN , and letting m → ∞ in the above, we obtain
{ ∞∫
0
(
t−α
∥∥Ψt(L)(fn − f )∥∥p)q dtt
}1/q
 
.
Hence, fn → f in B˙α,Lp,q . This completes the proof of (iii).
Let us prove (iv). Let f ∈ B˙α1,Lp,q . Since
Ψ2t (L)f = 2e−tLΨt (L)f, t > 0,
by using the kernel bound condition (K), we obtain for every x ∈X ,
Ψ2t (L)f (x) C
∫
X
t
(t + d(x, y))n+1
∣∣Ψt(L)f (y)∣∣dμ(y).
Let r  0, be given by 1
p2
= 1
p1
+ 1
r
− 1. Then by using an argument similar to the proof of
Young’s inequality (see e.g., [27, Theorem 1.2.12]) and Lemma 2.1, we obtain
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(
sup
y
∥∥∥∥ t(t + d(·, y))n+1
∥∥∥∥
r
)
 C
∥∥Ψt(L)f ∥∥p1 tn( 1p2 − 1p1 ).
It follows that
‖f ‖
B˙
α2,L
p2,q
 C
{ ∞∫
0
(
t−α2
∥∥Ψ2t (L)f ∥∥p2)q dtt
}1/q
 C
{ ∞∫
0
(
t
−α2+n( 1p2 −
1
p1
)∥∥Ψt(L)f ∥∥p1)q dtt
}1/q
= C‖f ‖
B˙
α1,L
p1,q
.
The proof of Theorem 4.1 is complete. 
We next show that B˙α,Lp,q contains functions satisfying some growth condition.
Proposition 4.2. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1  p,q ∞. If f
satisfies the growth condition (G) and ‖f ‖
B˙
α,L
p,q
< ∞, then f ∈ B˙α,Lp,q .
Proof. It suffices to prove that f ∈ (M−α,L∗
p′,q ′ )
′
. For every φ ∈ M−α,L∗
p′,q ′ , it follows from Theo-
rem 3.5 that we have
(f,φ) =
∫
X
f (x)φ(x) dμ(x) =
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
.
By Hölder’s inequality,
∣∣∣∣∣
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
∣∣∣∣∣
∞∫
0
t−α
∥∥Ψt(L)f ∥∥ptα∥∥Ψt(L∗)φ∥∥p′ dtt
 ‖f ‖
B˙
α,L
p,q
‖φ‖
B˙
−α,L∗
p′,q′
< ∞,
so that f ∈ (M−α,L∗
p′,q ′ )
′
. This proves Proposition 4.2. 
Remark. The above proposition shows that all functions in Propositions 2.5, 2.6, 2.7 and 2.8 be-
long to the appropriate Besov spaces. In particular, from Proposition 2.8 we have the continuous
embedding
B˙αp,q
(
Rn
)⊆ B˙α,Lp,q (Rn),
if 0 < α < 1, 1 p,q ∞, and L satisfies (S), (K) and (C).
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In the next proposition, we give discrete characterizations of Besov norms associated with
operators.
Proposition 4.3. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p ∞. The follow-
ing three statements are equivalent for f ∈ (M−α,L∗
p′,q ′ )
′:
(a) f ∈ B˙α,Lp,q ;
(b) f satisfies {∑∞j=−∞(2jα‖Ψ2−j (L)f ‖p)q}1/q < ∞;
(c) f satisfies {∑∞j=−∞(2jα‖j(L)f ‖p)q}1/q < ∞,
where j(L)f = e−2−jLf − e−2−j−1Lf .
Moreover, each of the infinite sum in (b) and (c) is equivalent to ‖f ‖
B˙
α,L
p,q
.
Proof. We first prove the equivalence between (a) and (b). For each j ∈ Z, it follows from (4.1)
that ∥∥Ψt(L)f ∥∥p  C∥∥Ψ2−j−1(L)f ∥∥p, 2−j−1  t  2−j .
Hence
‖f ‖
B˙
α,L
p,q
=
{ ∞∫
0
(
t−α
∥∥Ψt(L)f ∥∥p)q dtt
}1/q
=
{ ∞∑
j=−∞
2−j∫
2−j−1
(
t−α
∥∥Ψt(L)f ∥∥p)q dtt
}1/q
 C1
( ∞∑
j=−∞
(
2(j+1)α
∥∥Ψ2−j−1(L)f ∥∥p)q
)1/q
= C1
( ∞∑
j=−∞
(
2jα
∥∥Ψ2−j (L)f ∥∥p)q
)1/q
.
On the other hand, by (4.1),∥∥Ψt(L)f ∥∥p  c∥∥Ψ2−j (L)f ∥∥p, 2−j−1  t  2−j .
It follows by a similar argument that
( ∞∑
j=−∞
(
2jα
∥∥Ψ2−j (L)f ∥∥p)q
)1/q
 c2‖f ‖B˙α,Lp,q .
Hence the equivalence between (a) and (b) is proved.
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j(L)f =
(
e−2−jL − e−2−j−1L)f = −
2−j∫
2−j−1
Ψt(L)f
dt
t
.
It follows from Minkowski’s and Hölder’s inequalities that
2jα
∥∥j(L)f ∥∥p  2jα
2−j∫
2−j−1
∥∥Ψt(L)f ∥∥p dtt
 C2jα
( 2−j∫
2−j−1
∥∥Ψt(L)f ∥∥qp dtt
)1/q
 C
( 2−j∫
2−j−1
(
t−α
∥∥Ψt(L)f ∥∥p)q dtt
)1/q
.
Hence
( ∞∑
j=−∞
(
2jα
∥∥j(L)f ∥∥p)q
)1/q
 C
( ∞∫
0
(
t−α
∥∥Ψt(L)f ∥∥p)q dtt
)1/q
= C‖f ‖
B˙
α,L
p,q
.
Finally, we prove that (c) implies (a). For every j ∈ Z, by the mean value theorem, there exists
some ηj ∈ [2−j−1,2−j ] such that
j(L)f =
(
e−2−jL − e−2−j−1L)f = −2−j−1Le−ηjLf.
It follows from the Lp-continuity of the semigroup {e−sL}s>0 that
∥∥Ψ2−j (L)f ∥∥p = 2∥∥e−(2−j−ηj )L(2−j−1Le−ηjLf )∥∥p
 C
∥∥2−j−1Le−ηjLf ∥∥
p
= C∥∥j(L)f ∥∥p,
so that by the equivalence between (a) and (b),
‖f ‖
B˙
α,L
p,q
 C
( ∞∑ (
2jα
∥∥j(L)f ∥∥p)q
)1/q
.j=−∞
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plete. 
In the next proposition we show that the Besov norms defined by tkLke−tL are equivalent to
one another for positive k  1.
Proposition 4.4. Assume that L satisfies (S) and (K). Let −1 < α < 1, 1 p ∞, 1 q ∞.
For any f ∈ (M−α,L∗
p′,q ′ )
′
, and k = 1,2, . . . , we define a family of Besov norms by
‖f ‖
B˙
α,L,k
p,q
=
{ ∞∫
0
(
t−α
∥∥tkLke−tLf ∥∥
p
)q dt
t
}1/q
for q < ∞
and
‖f ‖
B˙
α,L,k
p,q
= sup
t>0
t−α
∥∥tkLke−tLf ∥∥
p
for q = ∞,
where tkLke−tLf (x) = (f,pk,t (x, ·)). Then these norms for different values k are equivalent to
one another.
Proof. We will show that the Besov norms are equivalent for the choices of tkLke−tL and
tk+1Lk+1e−tL for every k ∈N. First, observe that
∥∥tk+1Lk+1e−tLf ∥∥
p
= ∥∥tLe−tL/2tkLke−tL/2f ∥∥
p

∥∥tLe−tL/2∥∥
p→p
∥∥tkLke−tL/2f ∥∥
p
 C
∥∥tkLke−tL/2f ∥∥
p
,
in which the last inequality follows since the operator norm ‖tLe−tL/2‖p→p is uniformly
bounded as a consequence of its kernel bound. Hence
‖f ‖
B˙
α,L,k+1
p,q
 C‖f ‖
B˙
α,L,k
p,q
for any positive value k  1.
To obtain the reverse inequality, first assume 1 q < ∞. Recall Hardy’s inequality: For 0 <
r < ∞ and non-negative measurable function g,
( ∞∫
0
t r−1
[ ∞∫
t
g(s) ds
]q
dt
)1/q
 q
r
( ∞∫
0
t r−1
[
tg(t)
]q
dt
)1/q
.
(See, for example, [51, Lemma 3.14, Chapter V].)
We next observe that, for every φ ∈M−α,L∗
p′,q ′ ,
d (
Lke−sLf,φ
)= (−Lk+1e−sLf,φ),
ds
2480 H.-Q. Bui et al. / Advances in Mathematics 229 (2012) 2449–2502u∫
t
(−Lk+1e−sLf,φ)ds = (Lke−uLf,φ)− (Lke−tLf,φ)
= (f, (L∗)ke−uL∗φ)− (Lke−tLf,φ).
By an argument similar to the proof of Theorem 3.4, we see that (L∗)ke−uL∗φ → 0 in M−α,L∗
p′,q ′ -
norm as u → ∞. It follows that
(
tkLke−tLf,φ
)= tk
∞∫
t
(
Lk+1e−sLf,φ
)
ds. (4.2)
This and Hardy’s inequality with g(s) = ‖Lk+1e−sLf ‖p give
{ ∞∫
0
(
t−α
∥∥tkLke−tLf ∥∥
p
)q dt
t
}1/q

{ ∞∫
0
t−αqtkq
( ∞∫
t
∥∥Lk+1e−sLf ∥∥
p
ds
)q
dt
t
}1/q
 q
r
{ ∞∫
0
t−αqtkq tq
∥∥Lk+1e−tLf ∥∥q
p
dt
t
}1/q
= q
r
{ ∞∫
0
(
t−α
∥∥tk+1Lk+1e−tLf ∥∥
p
)q dt
t
}1/q
,
where r = q(k − α) > 0; i.e.,
‖f ‖
B˙
α,L,k
p,q
 q
r
‖f ‖
B˙
α,L,k+1
p,q
.
Finally, assume q = ∞. Then by (4.2) and Minkowski’s inequality,
t−α
∥∥tkLke−tLf ∥∥
p
 tk−α
∞∫
t
s−α
∥∥sk+1Lk+1e−sLf ∥∥
p
sα−k−1 ds

(
sup
s>0
s−α
∥∥sk+1Lk+1e−sLf ∥∥
p
)
tk−α
∞∫
t
sα−k−1 ds
= 1
k − α ‖f ‖B˙α,L,k+1p,∞ .
Hence the reverse inequality for q = ∞ follows. 
Remark. The above proposition shows the equivalence for the family of norms defined by means
of Ψt(L) = Ψ (tL), where Ψ (z) = zke−z, k = 1,2, . . . . It is most likely that the equivalence of
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sufficient decay at 0 and ∞. The main difficulty with such an extension would be an appropriate
Calderón reproducing formula on the space of test functions. Another difficulty is to establish
the decay for the kernel of Ψt(L). We leave the interesting open problem of studying the optimal
class of function Ψ to the interested reader.
The final result in this section gives norm equivalence for the Besov spaces with α posi-
tive.
Proposition 4.5. Assume that L satisfies (S) and (K). Let 0 < α < 1, 1 p ∞, 1 q ∞.
A functional f belongs to B˙α,Lp,q if and only if f satisfies
{ ∞∫
0
(
t−α
∥∥(I − e−tL)f ∥∥
p
)q dt
t
}1/q
< ∞. (4.3)
Moreover, the above expression is equivalent to ‖f ‖
B˙
α,L
p,q
.
Proof. Suppose that f ∈ B˙α,Lp,q . Let us prove that f satisfies (4.3). Note that by conditions (S)
and (K),
(
I − e−tL)f =
t∫
0
Le−sLf ds in
(M−α,L∗
p′,q ′
)′
.
Note that the right hand side of the above equality is a function. Applying Hardy’s inequality, we
obtain
{ ∞∫
0
(
t−α
∥∥(I − e−tL)f ∥∥
p
)q dt
t
}1/q
=
{ ∞∫
0
(
t−α
∥∥∥∥∥
t∫
0
Le−sLf ds
∥∥∥∥∥
p
)q
dt
t
}1/q

{ ∞∫
0
t−αq−1
( t∫
0
∥∥Le−sLf ∥∥
p
ds
)q
dt
}1/q
 1
α
{ ∞∫
0
s−αq−1
∥∥sLe−sLf ∥∥q
p
ds
}1/q
= 1
α
‖f ‖
B˙
α,L
p,q
,
which yields (4.3).
We now suppose that f satisfies (4.3). Let us show that f ∈ B˙α,Lp,q . Following [31], for every
t > 0 we write
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2t∫
t
ds · I
= t−1
2t∫
t
(
I − e−sL)ds + t−1
2t∫
t
e−sL ds. (4.4)
However, d
ds
e−sL = −Le−sL and therefore,
L
2t∫
t
e−sL ds = e−tL − e−2tL = e−tL(I − e−tL). (4.5)
Putting (4.5) into (4.4), we obtain
tLe−tLf = Le−tL
2t∫
t
(
I − e−sL)ds + e−2tL(I − e−tL). (4.6)
It follows from condition (K) that tLe−tL and e−tL are bounded on Lp for all 1 p ∞. This,
in combination with (4.6), shows
{ ∞∫
0
(
t−α
∥∥tLe−tLf ∥∥
p
)q dt
t
}1/q

{ ∞∫
0
(
t−α
∥∥∥∥∥Le−tL
2t∫
t
(
I − e−sL)ds
∥∥∥∥∥
p
)q
dt
t
}1/q
+
{ ∞∫
0
(
t−α
∥∥e−2tL(I − e−tL)∥∥
p
)q dt
t
}1/q
 C
{ ∞∫
0
(
t−α
2t∫
t
∥∥(I − e−sL)∥∥
p
ds
s
)q
dt
t
}1/q
+C
{ ∞∫
0
(
t−α
∥∥(I − e−tL)∥∥
p
)q dt
t
}1/q
 C′
{ ∞∫
0
(
t−α
∥∥(I − e−tL)∥∥
p
)q dt
t
}1/q
.
This proves that f ∈ B˙α,Lp,q . Hence, the proof of Proposition 4.5 is complete. 
Remark. Note that the proposition seems to be new for the classical Besov space B˙αp,q(Rn).
However, the proof in this case can be done by using the Tauberian condition and the method
in [8, Theorem 1].
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Let 0 < γ < 1, 0 < α < 1 and α + γ < 1. For any f ∈ B˙α,Lp,q , we define the fractional integral
L−γ f associated with an operator L by
(
L−γ f,φ
)= 1
Γ (γ )
∞∫
0
tγ−1
(
e−tLf,φ
)
dt (4.7)
for every φ ∈M−(α+γ ),L∗
p′,q ′ , where Γ (γ ) is an appropriate constant.
Lemma 4.6. Assume that L satisfies (S) and (K). Let 0 < γ < 1, 0 < α < 1 and α + γ < 1. If
f ∈ B˙α,Lp,q , then L−γ f is well defined.
Proof. Let f ∈ B˙α,Lp,q and φ ∈M−(α+γ ),L
∗
p′,q ′ . To prove the convergence of the above integral, first
consider 0 < t  1. For every 0 < γ < 1, we have
‖φ‖
B˙
−α,L∗
p′,q′
=
{ ∞∫
0
(
sα
∥∥sL∗e−sL∗φ∥∥
p′
)q ′ ds
s
}1/q ′
 ‖φ‖p′
{ 1∫
0
sαq
′ ds
s
}1/q ′
+
{ ∞∫
1
(
sα+γ
∥∥sL∗e−sL∗φ∥∥
p′
)q ′ ds
s
}1/q ′
 C‖φ‖p′ + ‖φ‖B˙−(α+γ ),L∗
p′,q′
.
Also φ = L∗g for some g satisfying condition (3.1). Hence, φ ∈M−α,L∗
p′,q ′ . Then by Theorem 3.4,
∣∣(e−tLf,φ)∣∣ ∥∥e−tLf ∥∥
B˙
α,L
p,q
‖φ‖
B˙
−α,L∗
p′,q′
 C‖f ‖
B˙
α,L
p,q
‖φ‖
B˙
−α,L∗
p′,q′
 C‖f ‖
B˙
α,L
p,q
(‖φ‖p′ + ‖φ‖B˙−(α+γ ),L∗
p′,q′
)
. (4.8)
Next consider t  1. By Theorem 4.1, f ∈ B˙α,Lp,∞ so that ‖tLe−tLf ‖p  Ctα . Also φ = L∗g for
some g ∈ Lp′(X ) so that
∣∣(e−tLf,φ)∣∣ 1
t
∣∣(tLe−tLf, g)∣∣
 1
t
∥∥tLe−tLf ∥∥
p
‖g‖p′
 Ctα−1‖f ‖
B˙
α,L
p,q
‖g‖p′ . (4.9)
Then it is not hard to show that the integral (4.7) on the right hand converges absolutely. 
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for example, [51].
Let α, γ , p, q and f be as in Lemma 4.6. This lemma shows that for each k ∈ N,
(tL)ke−tL(L−γ f ) is well defined. We recall the norm of L−γ f ,
∥∥L−γ f ∥∥
B˙
α+γ,L
p,q
=
{ ∞∫
0
(
t−(α+γ )
∥∥tLe−tL(L−γ f )∥∥
p
)q dt
t
}1/q
when the last integral is finite.
Theorem 4.7. Assume that L satisfies (S) and (K). If 0 < γ < 1, 0 < α < 1 and α + γ < 1,
1 p,q ∞, then there exists a constant C > 0 such that for all f ∈ B˙α,Lp,q ,
C−1‖f ‖
B˙
α,L
p,q

∥∥L−γ f ∥∥
B˙
α+γ,L
p,q
 C‖f ‖
B˙
α,L
p,q
. (4.10)
Proof. We first prove the right hand inequality of (4.10). Let Ψt(L) = (tL)2e−tL. By Proposi-
tion 4.4
∥∥L−γ f ∥∥
B˙
α+γ,L
p,q

{ ∞∫
0
(
t−(α+γ )
∥∥Ψt(L)(L−γ f )∥∥p)q dtt
}1/q
=
{ ∞∫
0
(
t−α
∥∥(tL)−γ (t2L2e−tLf )∥∥
p
)q dt
t
}1/q
. (4.11)
Let us estimate the term ‖(tL)−γ (t2L2e−tLf )‖p . It follows by (4.7) that
(tL)−γ
(
t2L2e−tLf
)= Cγ
∞∫
0
(
s
t
)γ(
t
t + s
)(
(t + s)Le−(s+ t2 ))tLe− t2 Lf ds
s
,
which gives
∥∥(tL)−γ (t2L2e−tLf )∥∥
p
 C
∞∫
0
(
s
t
)γ(
t
t + s
)∥∥((t + s)Le− t+s2 )∥∥
p,p
ds
s
∥∥tLe− t2 Lf ∥∥
p
 C
∞∫
0
(
s
t
)γ(
t
t + s
)
ds
s
∥∥tLe− t2 Lf ∥∥
p
 C
∥∥tLe− t2 Lf ∥∥
p
. (4.12)
Substituting (4.12) back into (4.11), we have that ‖L−γ f ‖ ˙ α+γ,L  C‖f ‖ ˙ α,L .Bp,q Bp,q
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‖f ‖
B˙
α,L
p,q
=
{ ∞∫
0
(
t−α
∥∥tLe−tLf ∥∥
p
)q dt
t
}1/q
=
{ ∞∫
0
(
t−(α+γ )
∥∥(tL)γ−1(t2L2e−tLL−γ f )∥∥
p
)q dt
t
}1/q
.
Since 0 < 1 − γ < 1, using a similar argument to (4.12) we can show that for every 1 p ∞,
‖(tL)γ−1(t2L2e−tLL−γ f )‖p  C‖tLe− t2 L(L−γ f )‖p, and thus ‖f ‖B˙α,Lp,q  C‖L−γ f ‖B˙α+γ,Lp,q .
This proves the left hand inequality of (4.10). Hence, the proof of Theorem 4.7 is com-
plete. 
5. Comparison of classical and new Besov spaces
5.1. Equivalence with classical Besov spaces
A natural question is comparing the new Besov space associated with operators with the
classical Besov space. Our aim in this section is to prove that under suitable conditions on L,
the new Besov space B˙α,Lp,q (Rn) is equivalent to the classical space B˙αp,q(Rn). More precisely, we
will prove the following theorem.
Theorem 5.1. Let 1 p,q ∞, −1 < α < 1.
(a) Assume that L∗ satisfies (S), (K), (H) and (C). If f ∈ Lrloc(Rn) for some 1 < r < ∞ and
f ∈ B˙α,Lp,q (Rn), then f ∈ B˙αp,q(Rn), and there exists a positive constant C such that
‖f ‖B˙αp,q (Rn)  C‖f ‖B˙α,Lp,q (Rn).
(b) Assume that L satisfies (S), (K), (H) and (C). Then there exists a positive constant C such
that
‖f ‖
B˙
α,L
p,q (R
n)
 C‖f ‖B˙αp,q (Rn)
for every f ∈ B˙αp,q(Rn).
In the proof of Theorem 5.1, we will need the following form of the Calderón reproducing
formula.
Theorem 5.2 (Calderón reproducing formula IV). Let 1 p,q ∞, −1 < α < 1. Let p′, q ′ be
the conjugate exponents of p, q , respectively. Assume that L∗ satisfies (S), (K) and (H). Also
assume that f ∈ Lrloc for some 1 < r < ∞,
∫
X |f (x)|(1 + d(x, x0))−n−
 dμ(x) < ∞ for some
0 < 
 < 1 and some x0 ∈X , and ‖f ‖ ˙ α,L < ∞. Then for Ψt(L) = tLe−tLBp,q
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∫
X
f (x)φ(x) dμ(x)
= 4
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
(5.1)
for every φ ∈ Lr ′ whose support is bounded and with ‖φ‖
B˙
−α,L∗
p′,q′
< ∞.
Proof. As in the proof of Theorem 3.4, the double integral in (5.1) converges absolutely, and
∞∫
0
∫
X
Ψt(L)f (x)Ψt
(
L∗
)
φ(x)dμ(x)
dt
t
= lim
N→∞
∫
X
N∫
1/N
f (x)
(
Ψ ∗t
(
L∗
))2
φ(x)
dt
t
dμ(x)
= lim
N→∞
(∫
X
f0(x)
N∫
1/N
(
Ψ ∗t
(
L∗
))2
φ(x)
dt
t
dμ(x)
+
∫
X
f∞(x)
N∫
1/N
(
Ψ ∗t
(
L∗
))2
φ(x)
dt
t
dμ(x)
)
= I0 + I∞, respectively,
where suppφ ⊆ B(x0,R), f0 = f × χ{x: d(x,x0)2R} and f∞ = f × χ{x: d(x,x0)>2R}.
Since the semigroup e−tL∗ is differentiable and continuous with limt→0 e−tL
∗ = I in Lr ′ , we
have in Lr ′ sense
lim
N→∞
N∫
1/N
(
Ψt
(
L∗
))2
φ
dt
t
= 1
4
φ.
Since f0 ∈ Lr ′ , Hölder’s inequality gives
I0 = lim
N→∞
∫
X
f0(x)
N∫
1/N
(
Ψ ∗t
(
L∗
))2
φ(x)
dt
t
dμ(x)
= 1
4
∫
X
f0(x)φ(x) dμ(x).
From the Lr ′ convergence, there exists a sub-sequence {Nj } of integers {N} such that
lim
j→∞
Nj∫
1/N
(
Ψt
(
L∗
))2
φ(x)
dt
t
= 1
4
φ(x) (5.2)j
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fies (DK), we have
∣∣(Ψt(L∗))2φ(x)∣∣ C
∫
B(x0,R)
t

(t + d(x, y))n+

∣∣φ(y)∣∣dμ(y)
 Ct
‖φ‖1d(x, x0)−n−
 .
Therefore, for all x with d(x, x0) > 2R,
∣∣∣∣∣
1∫
1/Nj
(
Ψt
(
L∗
))2
φ(x)
dt
t
∣∣∣∣∣ C(1 + d(x, x0))−n−
 . (5.3)
By (3.7), we have
N∫
1
(
Ψt
(
L∗
))2
φ
dt
t
= 1
4
(−2NL∗e−2NL∗φ + 2L∗e−2L∗φ − e−2NL∗φ + e− 2N L∗φ). (5.4)
Since −2NL∗e−2NL∗ = Ψ2N(L∗) satisfies the kernel bound (K), it follows that for any x with
d(x, x0) > 2R, using
∫
φ(y)dμ(y) = 0 and the condition (H), we obtain
∣∣2NL∗e−2NL∗φ(x)∣∣= ∣∣∣∣
∫
B(x0,R)
[
k∗2N(x, y)− k∗2N(x, x0)
]
φ(y)dμ(y)
∣∣∣∣
 C
∫
B(x0,R)
d(x0, y)
(2N + d(x, y)) ×
(2N)

(2N + d(x, y))n+

∣∣φ(y)∣∣dμ(y)
 C 2NR
(2N + d(x, x0)) ×
1
(2N + d(x, x0))n+
 ‖φ‖1
 C
(1 + d(x, x0))n+
 .
It follows from (5.3) and the above estimate that for all N and x,
∣∣∣∣∣f∞(x)
N∫
1/N
Ψt
(
L∗
)2
φ(x)
dt
t
dμ(x)
∣∣∣∣∣ C∣∣f∞(x)∣∣(1 + d(x, x0))−n−
,
which is integrable on X .
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all x with d(x, x0) > 2R,
∣∣∣∣∣
Nj∫
1
(
Ψt
(
L∗
))2
φ(x)
dt
t
∣∣∣∣∣ C(1 + d(x, x0))−n−
 . (5.5)
From (5.3) and (5.5), we obtain for all Nj and all x
∣∣∣∣∣f∞(x)
Nj∫
1
(
Ψt
(
L∗
))2
φ(x)
dt
t
∣∣∣∣∣ C
∣∣f∞(x)∣∣(1 + d(x, x0))−n−

which is integrable, by the assumption of growth on f . Therefore by (5.2) and the Dominated
Convergence Theorem,
I∞ = lim
j→∞
∫
X
f∞(x)
Nj∫
1/Nj
(
Ψ ∗t
(
L∗
))2
φ(x)
dt
t
dμ(x)
= 1
4
∫
X
f∞(x)φ(x) dμ(x).
Combining the results for I0 and I∞, we obtained the required formula (5.1). 
We will also need the following lemma.
Lemma 5.3. Assume that L∗ satisfies the same assumptions as in part (a) of Theorem 5.1. Let
the function ϕ in the definition of B˙αp,q(Rn) have support contained in the ball B(0,1/2). For
s, t > 0 and x, y ∈Rn, let
Ts,t (x, y) = Ψs
(
L∗
)
ϕt (x − ·)(y) =
∫
Rn
k∗s (y, z)ϕt (x − z) dz.
Then for any 0 < γ < 1, there exists a constant Cγ independent of s and t such that
sup
x∈Rn
∥∥Ts,t (x, ·)∥∥1 + sup
y∈Rn
∥∥Ts,t (·, y)∥∥1  Cγ min
{(
s
t
)γ
,
(
t
s
)γ}
.
Proof. For simplicity of notation, write T for Ts,t .
First, consider the case 0 < s  t . For every x, y ∈ Rn, using the cancellation of kernel
k∗t (x, ·), we obtain
T (x, y) = Ψs
(
L∗
)
ϕt (x − ·)(y) =
∫
n
k∗s (y, z)
[
ϕt (x − z)− ϕt (x − y)
]
dz.R
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 < 1. It then follows from (K) that
∥∥T (x, ·)∥∥1  C
∫
Rn
∫
Rn
∣∣k∗s (y, z)∣∣
∣∣∣∣y − zt
∣∣∣∣
γ {(|ϕ|1−γ )
t
(x − z)+ (|ϕ|1−γ )
t
(x − y)}dzdy
 C
(
s
t
)γ ∫
Rn
∫
Rn
s−n
(1 + |y − z|/s)n+
−γ
× {(|ϕ|1−γ )
t
(x − z)+ (|ϕ|1−γ )
t
(x − y)}dzdy
 C
(
s
t
)γ
.
Next, assume s > t . Then using the condition (H) and the cancellation of ϕt , i.e.
∫
Rn
ϕt (z) dz = 0,
we obtain
∣∣T (x, y)∣∣ ∫
Rn
∣∣k∗s (y, z)− k∗s (y, x)∣∣∣∣ϕt (x − z)∣∣dz
 C
∫
Rn
|z − x|
(s + |y − z|) ×
s
(s + |y − z|)n+

∣∣ϕt (x − z)∣∣dz
 C
(
t
s
)∫
Rn
|z − x|
t
× s
(s + |y − z|)n+

∣∣ϕt (x − z)∣∣dz.
Hence
∥∥T (x, ·)∥∥1  C
(
t
s
)
 C
(
t
s
)γ
.
Since we have a similar estimate for ‖T (·, y)‖1, the proof of the lemma is complete. 
We now turn to the proof of Theorem 5.1.
Proof of Theorem 5.1. The proof of (b) is standard by using atomic decomposition for Besov
spaces together with the cancellation property (see, for instance, [25] and [26]). We omit the
details.
We now prove (a). For any f ∈ B˙α,Lp,q (Rn), we need to prove f ∈ B˙αp,q(Rn) and ‖f ‖B˙αp,q 
C‖f ‖ ˙ α,L for some constant C > 0.Bp,q
2490 H.-Q. Bui et al. / Advances in Mathematics 229 (2012) 2449–2502Let x ∈R and t > 0. Then by Theorem 5.2 and Proposition 2.6, we have
ϕt ∗ f (x) =
∫
Rn
f (y)ϕt (x − y)dy
= 4
∞∫
0
∫
Rn
Ψs(L)f (y)Ψs
(
L∗
)
ϕt (x − ·)(y) dy ds
s
.
Schur lemma [27, Appendix I] and Lemma 5.3 imply that
‖ϕt ∗ f ‖p  C
{ s∫
0
(
t
s
)γ ∥∥Ψs(L)f ∥∥p dss +
∞∫
s
(
s
t
)γ ∥∥Ψs(L)f ∥∥p dss
}
,
where γ is chosen such that 0 < α < γ < 1. It then follows from Hardy’s inequality that
‖f ‖B˙αp,q  C
{ ∞∫
0
[ s∫
0
1
sγ
∥∥Ψs(L)f ∥∥p dss
]q
t(γ−α)q dt
t
}1/q
+C
{ ∞∫
0
[ ∞∫
s
sγ
∥∥Ψs(L)f ∥∥p dss
]q
t−(γ+α) dt
t
}1/q
 C
{ ∞∫
0
(
t−α
∥∥Ψs(L)f ∥∥p)q dtt
}1/q
= C‖f ‖
B˙
α,L
p,q
.
Hence (a) is proved. The proof of the theorem is thus complete. 
We end this subsection by a brief discussion of two Besov spaces on domains existing in
current literature (see, e.g. [53,54,49,40]).
Let Ω be a smooth, bounded domain in Rn. Let 0 < α < 1 and 1  p,q ∞. In this case,
the inhomogeneous Besov space Bαp,q(Ω) is defined as follows:
Bαp,q(Ω) =
{
f ∈ Lp(Ω): ∃g ∈ Bαp,q
(
Rn
)
, f = g|Ω
}
,
where g|Ω is the restriction of g to Ω . See [53,54] for properties of this space as well as the
definition for all α ∈R.
In [49], H. Sikic´ and M.H. Taibleson considered the Besov–Lipschitz space zBαp,q(Ω), which
is defined as the space of all f ∈ Lp(Ω) such that its zero extension to Rn, f˜ ∈ Bαp,q(Rn), where
f˜ =
{
f (x), x ∈ Ω,
0, x /∈ Ω.
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p. 320] for a discussion on the origin of this space. By (2.8) in [49],
zB
α
p,q(Ω) ⊆ Bαp,q(Ω).
Moreover, the relationship between these two spaces and the space ˚Bαp,q(Ω), the closure
of C∞c (Ω) in Bαp,q(Ω), has been elaborated in [53, Chapter 4].
By [49, p. 144] the kernel Q(t;x, y) in that paper is the heat kernel associated with the Lapla-
cian on Ω with Dirichlet boundary condition, and by [49, Section 5.6] the kernel R(t;x, y) is the
heat kernel associated with the Laplacian on Ω with Neumann boundary condition. Therefore it
follows from [49, Theorem 4.1 and (5.20)] that we obtain the following result.
Proposition 5.4. Let Ω be a smooth and bounded domain in Rn. Let 0 < α < 1 and 1 
p,q ∞. Let −D and −N denote the Laplace operators on Ω with Dirichlet boundary
condition and Neumann boundary condition, respectively. Then
Lp(Ω)∩ B˙α,−Dp,q (Ω) = zBαp,q(Ω),
Lp(Ω)∩ B˙α,−Np,q (Ω) = Bαp,q(Ω).
We note that in all the existing works in the (inhomogeneous) Besov spaces, such as the
classical Besov spaces Bαp,q(Ω) and zBαp,q(Ω), some regularity (smoothness) of the boundary
of Ω is assumed. In contrast, we made no assumptions on the boundary of Ω , but impose instead
a heat kernel bound on the kernel pt(x, y). As the example (iii) in Section 2.2 shows, this heat
kernel bound condition can be satisfied when the domain Ω has no regularity condition on its
boundary. Therefore our Besov spaces B˙α,Lp,q (Ω) ∩Lp(Ω) go beyond the classical case and give
new spaces when Ω possesses no regularity condition on its boundary.
Because of the usefulness of Besov spaces in the study of solutions of the Dirichlet and Neu-
mann problems on Lipschitz domains (see e.g. [34,36,38]), it would be of considerable interest
to extend the results in Proposition 5.4 to the case where the boundary of Ω has minimal regu-
larity.
5.2. Besov spaces associated with Schrödinger operators
Let V be a fixed non-negative function on Rn, n  3, satisfying a reverse Hölder inequality
RHS(Rn) for some s > n2 ; that is, there exists C = C(s,V ) > 0 such that
(
1
|B|
∫
B
V (x)s dx
)1/s
 C|B|
∫
B
V (x)dx (5.6)
for every ball B ⊂Rn. Consider the time independent Schrödinger operator with the potential V
on L2(Rn):
L = −+ V (x). (5.7)
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e−tLf (x) =
∫
Rn
pt (x, y)f (y) dy, f ∈ L2
(
Rn
)
, t > 0,
where the kernel pt(x, y) is dominated by the heat kernel of the Laplacian on Rn, hence pt(x, y)
has a Gaussian upper bound.
5.2.1. The inclusion B˙01,1(R
n) B˙0,L1,1 (R
n)
In this section we aim to prove the following result.
Theorem 5.5. Assume that L = − + V , where V ≡ 0 is a non-negative potential in RHs(Rn)
for some s > n2 . Then the following inclusion holds
B˙01,1
(
Rn
)
 B˙0,L1,1
(
Rn
)
. (5.8)
That is, the classical space B˙01,1(R
n) is a proper subspace of B˙0,L1,1 (Rn).
In the proof of Theorem 5.5, we will need the following atomic characterization of B˙01,1(Rn).
In what follows, F is the set of C1-functions supported by the unit ball of Rn which satisfy the
following conditions:
(i) ‖a‖∞  1;
(ii) ‖ ∂a
∂xj
‖∞  1 for all 1 j  n;
(iii) ∫
Rn
a(x) dx = 0.
We then let A⊆ L1(Rn) be the set of functions b(x) = t−na(x−x0
t
) where t > 0, x0 ∈Rn and
a ∈F . The functions b ∈A are called very special atom. We have the following characterization
of the classical Besov space B˙01,1(R
n) (see [39]).
Lemma 5.6. Let f ∈ L1(Rn). The following properties of f are equivalent.
(i) f ∈ B˙01,1(Rn).
(ii) There exist a sequence of very special atoms {aj }j∈N and a sequence {λj }j∈N of scalars
such that
∞∑
0
|λj | < ∞, and f (x) =
∞∑
0
λjaj (x).
Remark. It follows by Lemma 5.6 that
∫
Rn
f (x) dx = 0 for every f ∈ B˙01,1(Rn). Note that this
fact also follows from the well-known inclusion B˙0 ⊆ H 1 (see e.g. [44]).1,1
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ing [48], we define a function ρ(x;V ) = ρ(x) by
ρ(x) = sup
{
r > 0:
1
rn−2
∫
B(x,r)
V (y) dy  1
}
.
Throughout this section we shall assume that V ≡ 0, so that 0 < ρ(x) < ∞. By a result of
Shen [48], there exist c > 0 and k0  1 so that for all x, y ∈Rn,
c−1ρ(x)
(
1 + |x − y|
ρ(x)
)−k0
 ρ(y) cρ(x)
(
1 + |x − y|
ρ(x)
) k0
k0+1
. (5.9)
In particular, ρ(x) ∼ ρ(y) when y ∈ B(x, r) and r  ρ(x).
Note also that, if r = ρ(x), then
1
rn−2
∫
B(x,r)
V (y) dy  1.
In the case where V = P(x) is a non-negative polynomial of degree k, it can be shown that
ρ(x)−1 ∼
∑
|α|k
∣∣∂αx P (x)∣∣1/(|α|+2).
See [48, pp. 516–517].
Lemma 5.7. If V ∈ RHs(Rn), s > n2 , then for every N , there is a constant CN such that the
kernel pt(x, y) of the semigroup e−tL satisfies
0 pt(x, y) CNt−
n
2 exp
(
−|x − y|
2
5t
)(
1 +
√
t
ρ(x)
+
√
t
ρ(y)
)−N
. (5.10)
Proof. For the proof, see p. 332, Proposition 2 of [19]. See also [20] and [35]. 
We will need estimates for the kernel of the operator t2Le−t2L,
qt (x, y) = t2 ∂ps(x, y)
∂s
∣∣∣∣
s=t2
, (5.11)
as follows.
Proposition 5.8. There exist constants c, δ > 0 such that for every N there is a constant CN > 0
so that
(i) ∣∣qt (x, y)∣∣ CNt−n exp
(
−|x − y|
2
2
)(
1 + t + t
)−N
;ct ρ(x) ρ(y)
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( |h|
t
)δ
t−n exp
(
−|x − y|
2
ct2
)(
1 + t
ρ(x)
+ t
ρ(y)
)−N
for all |h| t ;
(iii)
∣∣∣∣
∫
Rn
qt (x, y) dy
∣∣∣∣ CN
(
t
ρ(x)
)δ(
1 + t
ρ(x)
)−N
.
Proof. For the proof, see p. 332, Proposition 4 of [19]. 
Definition 5.9. The function b is said to be a very special L-atom associated with a ball B(x0, r)
when b(x) = r−na(x−x0
r
) where r > 0, x0 ∈Rn and a ∈ C1(Rn) satisfying
suppa ⊂ B(0,1), ‖a‖∞  1, and ‖∇a‖∞  1, (5.12)
and in addition,
∫
Rn
b(x) dx = 0, when 0 < r < ρ(x0). (5.13)
From Definition 5.9, it is obvious that every very special atom is a very special L-atom. We
now state a main result of this subsection.
Theorem 5.10. Let f ∈ L1(Rn). Assume f (x) = ∑∞j=0 λjaj (x), where aj (x), j ∈ N, is a se-
quence of very special L-atoms and ∑∞j=0 |λj | < ∞. Then the series ∑∞j=0 λjaj converges
in B˙0,L1,1 (R
n), and there exists a constant C > 0 such that
∥∥∥∥∥
∞∑
j=0
λjaj
∥∥∥∥∥
B˙
0,1
1,L(R
n)
 C
∞∑
j=0
|λj |.
As a consequence, the following inclusion holds
B˙01,1
(
Rn
)⊆ B˙0,L1,1 (Rn).
Proof. To prove Theorem 5.10, it suffices to show that for every very special L-atom b(x) =
r−na(x−x0
r
) associated with a ball B(x0, r) for some r > 0, x0 ∈ Rn, there exists a positive
constant C > 0, independent of b, so that
‖b‖
B˙
0,L
1,1 (R
n)
=
∞∫ ∫
n
∣∣t2Le−t2L(b)(x)∣∣dx dt
t
 C. (5.14)
0 R
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∞∫
0
∫
Rn
∣∣t2Le−t2L(b)(x)∣∣dx dt
t
=
r∫
0
∫
Rn
∣∣t2Le−t2L(b)(x)∣∣dx dt
t
+
∞∫
r
∫
Rn
∣∣t2Le−t2L(b)(x)∣∣dx dt
t
= I + II. (5.15)
To estimate term I , we rewrite
r∫
0
∫
Rn
∣∣t2Le−t2L(b)(x)∣∣dx dt
t
=
r∫
0
∫
Rn
∣∣∣∣
∫
Rn
qt (x, y)b(y) dy
∣∣∣∣dx dtt

r∫
0
∫
Rn
∣∣∣∣
∫
Rn
qt (x, y)
(
b(y)− b(x))dy∣∣∣∣dx dtt
+
r∫
0
∫
Rn
∣∣∣∣
∫
Rn
qt (x, y) dy
∣∣∣∣∣∣b(x)∣∣dx dtt
= I1 + I2. (5.16)
By (iii) of Proposition 5.8 and property (5.12), we have
I2  CN
r∫
0
∫
Rn
(t/ρ(x))δ
(1 + t/ρ(x))N
∣∣b(x)∣∣dx dt
t
 CN
∫
Rn
{ ∞∫
0
(t/ρ(x))δ
(1 + t/ρ(x))N
dt
t
}∣∣b(x)∣∣dx
 CN,δ.
Consider term I1. We note that b(x) = r−na(x−x0r ) and use (i) of Proposition 5.8 to obtain
I1  C
r∫
0
∫
Rn
∫
Rn
t−n exp
(
−|x − y|
2
ct2
)
r−n
∣∣∣∣a
(
y − x0
r
)
− a
(
x − x0
r
)∣∣∣∣dy dx dtt .
Changing variables x − y → z and x−x0
r
→ w gives
I1  C
r∫
0
∫
Rn
∫
Rn
t−n exp
(
−|z|
2
ct2
)
r−n
∣∣∣∣a
(
x − x0 − z
r
)
− a
(
x − x0
r
)∣∣∣∣dz dx dtt
 C
r∫ ∫
n
t−n exp
(
−|z|
2
ct2
){ ∫
n
∣∣∣∣a
(
w − z
r
)
− a(w)
∣∣∣∣dw
}
dzdt
t
.0 R R
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∫
Rn
∣∣∣∣a
(
w − z
r
)
− a(w)
∣∣∣∣dw  |z|r
n∑
j=1
∥∥∥∥ ∂a∂wj
∥∥∥∥
L1(Rn)
 C |z|
r
.
Consequently,
I1  C
r∫
0
∫
Rn
t−n exp
(
− |z|
2
2ct2
)( |z|
t
)(
t
r
)
dzdt
t
 C
r∫
0
r−1 dt  C,
which, together with the estimate for term I2, gives that I  C.
We now turn to estimate the term II. For any given very special L-atom b(y) = r−na(y−x0
r
),
we consider the following two cases:
Case 1: 0 < r < ρ(x0). In this case, we have that
∫
Rn
b(x) dx = 0. It follows from (ii) of Propo-
sition 5.8 and the symmetry of qt that
∞∫
r
∫
Rn
∣∣t2Le−t2L(b)(x)∣∣dx dt
t

∞∫
r
∫
Rn
∣∣∣∣
∫
Rn
(
qt (x, y)− qt (x, x0)
)
r−na
(
y − x0
r
)
dy
∣∣∣∣dx dtt

∞∫
r
∫
Rn
∫
Rn
( |y − x0|
t
)δ
t−n exp
(
−|x − y|
2
ct2
)
r−n
∣∣∣∣a
(
y − x0
r
)∣∣∣∣dy dx dtt
 C
∞∫
r
(
r
t
)δ
dt
t
 C
since suppa ⊂ B(0,1), and then |y − x0| r  t .
Case 2: r  ρ(x0). In this case, we use (i) of Proposition 5.8 to obtain
∞∫
r
∫
Rn
∣∣t2Le−t2L(b)(x)∣∣dx dt
t
 C
∞∫
r
∫
Rn
∫
Rn
(
1 + t
ρ(x)
+ t
ρ(y)
)−1
t−n exp
(
−|x − y|
2
ct2
)∣∣b(y)∣∣dy dx dt
t
 C
∞∫
r
∫ (
ρ(y)
t
)
r−n
∣∣∣∣a
(
y − x0
r
)∣∣∣∣dy dtt . (5.17)
{|y−x0|r}
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ρ(y) Cρ(x0)
(
1 + |y − x0|
ρ(x0)
) k0
k0+1  Cρ(x0)
(
1 + r
ρ(x0)
)
 Cr
for all |y − x0| r . Consequently,
RHS of (5.17) Cr
∞∫
r
∫
Rn
t−1r−n
∣∣∣∣a
(
y − x0
r
)∣∣∣∣dy dtt
 Cr
∞∫
r
t−1 dt
t
= C.
We have therefore showed that II  C, and estimate (5.14) is obtained. Hence, the proof of
Theorem 5.10 is complete. 
We now turn to the proof of Theorem 5.5.
Proof of Theorem 5.5. The inclusion “B˙01,1(R
n) ⊆ B˙0,L1,1 (Rn)” follows readily from Theo-
rem 5.10.
Let us now explain why “B˙01,1(R
n) B˙0,L1,1 (R
n)”. Fix x0 ∈Rn and r  ρ(x0). Take a function
b(x) = r−na(x−x0
r
), where a ∈ C1(Rn) with supp a ⊂ B(0,1) satisfying
(i) ‖a‖∞  1;
(ii) ‖ ∂a
∂xj
‖∞  1 for all 1 j  n;
(iii) ∫
Rn
b(x) dx = 0.
It follows from Theorem 5.10 that b ∈ B˙0,L1,1 (Rn) with ‖b‖B˙0,L1,1 (Rn)  C. On the other hand,
since
∫
Rn
b(x) dx = 0, b /∈ B˙01,1(Rn) by the remark after Lemma 5.6. The proof of “B˙01,1(Rn)
B˙
0,L
1,1 (R
n)” is thus complete. 
5.2.2. An equivalent characterization of B˙0,L1,1 (Rn)
In the following, the definition of a molecule associated with a cube Q = {x ∈ Rn: ai 
xi  bi, i = 1,2, . . . , n} involves the “lower left corner of Q”, xQ = a = (a1, a2, . . . , an),
and (Q), the side length of Q.
Definition 5.11. Let 
 ∈ (0,1]. A function mQ is called an (
,L,Q)-molecule if mQ = LgQ for
some gQ, and the following two conditions are satisfied:
∣∣mQ(x)∣∣+ (Q)−2∣∣gQ(x)∣∣ |Q|−1
{
1 + |x − xQ|
(Q)
}−n−

for x ∈Rn; (5.18)
∫ ∥∥mQ(x + y)−mQ(x)∥∥L1(dx) dy|y|n  1. (5.19)
|y|(Q)
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Theorem 5.12. Assume that L = −+ V , where V ≡ 0 is a non-negative potential in RHs(Rn)
for some s > n2 . Let f ∈ L1(Rn). The following properties of f are equivalent.
(i) f ∈ B˙0,L1,1 (Rn).
(ii) For any 0 < 
  1, there exist a sequence of coefficients {sQ}, 0 sQ < ∞, where Q ranges
over the dyadic cubes, and a sequence {mQ} of (
,L,Q)-molecules such that
f =
∑
Q
sQmQ in B˙0,L1,1
(
Rn
)
, (5.20)
and
∑
Q |sQ| C‖f ‖B˙0,L1,1 (Rn).
Proof. Suppose f ∈ B˙0,L1,1 (Rn) ∩ L2(Rn). We apply the Calderón reproducing formula I (Theo-
rem 2.3) for f to obtain
f (x) = 8
∞∫
0
(
t2L
)2
e−2t2Lf (x)dt
t
which converges in L2(Rn) and almost everywhere.
We then “discretize” the right hand side as follows: For a dyadic cube Q ⊂ Rn, let T (Q) =
Q× [ (Q)2 , (Q)]. Then the set {T (Q)}, Q dyadic, is a collection of half cubes covering Rn+1+ ={(x, t): x ∈ Rn, t > 0} whose interiors are pairwise disjoint. Recall that qt (x, y) denotes the
kernel of t2Le−t2L in (5.11) and pt(x, y) denotes the kernel of e−tL. Thus,
f (x) = 8
∫ ∫
R
n+1+
qt (x, y)t
2Le−t2Lf (y)dy dt
t
= 8
∑
Q
∫ ∫
T (Q)
qt (x, y)t
2Le−t2Lf (y)dy dt
t
.
Set
sQ =
∫ ∫
T (Q)
∣∣t2Le−t2Lf (y)∣∣dy dt
t
,
and, when sQ = 0,
mQ(x) = 8
sQ
∫ ∫
T (Q)
qt (x, y)t
2Le−t2Lf (y)dy dt
t
= LgQ(x),
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gQ(x) =: 8
sQ
∫ ∫
T (Q)
t2pt2(x, y)t
2Le−t2Lf (y)dy dt
t
.
Clearly
∑
Q sQ  C‖f ‖B˙0,L1,1 (Rn), and hence (5.20) holds in L
1 (and pointwisely). Moreover, it
follows from (i) of Proposition 5.8 that
∣∣mQ(x)∣∣ C sup
(y,t)∈T (Q)
t−n exp
(
−|x − y|
2
ct2
){
1
sQ
∫ ∫
T (Q)
∣∣t2Le−t2Lf (y)∣∣dy dt
t
}
 C|Q|−1
{
1 + |x − xQ|
(Q)
}−n−1
.
A similar argument using (5.10) shows that (5.18) holds for gQ. We next verify (5.19). By prop-
erty (ii) of Proposition 5.8, ‖qt (x + z, y)− qt (x, y)‖L1(dx)  C( |z|t )δ . Hence it follows that
∫
|z|(Q)
∥∥mQ(x + z)−mQ(x)∥∥L1(dx)|z|−n dz
 C
sQ
∫ ∫
T (Q)
∣∣t2Le−t2Lf (y)∣∣ ∫
|z|(Q)
∥∥qt (x + z, y)− qt (x, y)∥∥L1(dx)|z|−n dz dy dtt
 C
sQ
∫ ∫
T (Q)
∣∣t2Le−t2Lf (y)∣∣{ ∫
|z|(Q)
( |z|
t
)δ
|z|−n dz
}
dy
dt
t
 C (5.21)
because t ∈ [ (Q)2 , (Q)]. Thus, mQ/C is an (
,L,Q)-molecule. We will prove below that‖mQ‖B˙0,L1,1 (Rn)  A, where A is an absolute constant independent of Q. This implies that the
convergence in (5.20) holds in B˙0,L1,1 (Rn).
For any f ∈ B˙0,L1,1 (Rn), we note that e−tLf ∈ B˙0,L1,1 (Rn) ∩ L2(Rn), for every t > 0, and also
e−tLf → f in B˙0,L1,1 (Rn) as t → 0. It then follows by a standard argument that f has an (
,L)-
molecule decomposition as in (5.20).
Conversely, for any function f as in (5.20), where the mQ’s are (
,L)-molecules, we will
prove that f ∈ B˙0,L1,1 (Rn). It suffices to show that for every (
,L,Q)-molecule mQ, there exists
a positive constant A > 0, independent of mQ, so that ‖mQ‖B˙0,11,L(Rn)  A. To prove the last
assertion, we write
‖mQ‖B˙0,11,L(Rn) =
( (Q)∫
+
∞∫ )∫
n
∣∣t2Le−t2L(mQ)(x)∣∣dx dt
t
=: I + II.
0 (Q) R
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II 
∞∫
(Q)
∫
Rn
∣∣(t2L)2e−t2L(gQ)(x)∣∣dx dt
t3
 C‖gQ‖1
∞∫
(Q)
dt
t3
 C.
To estimate term I , we use Proposition 5.8 and an argument as in (5.16) to obtain
(Q)∫
0
∫
Rn
∣∣t2Le−t2L(mQ)(x)∣∣dx dt
t
 C +C
(Q)∫
0
∫
Rn
∫
Rn
t−n exp
(
−|x − y|
2
ct2
)∣∣mQ(y)−mQ(x)∣∣dy dx dt
t
. (5.22)
To estimate the right hand side, we consider two cases in the y-integral: |y − x|  (Q) and
|y − x| (Q). For the first case, it follows by (5.18) and an elementary integration that
(Q)∫
0
∫
Rn
∫
|y−x|(Q)
t−n exp
(
−|x − y|
2
ct2
)(∣∣mQ(y)∣∣+ ∣∣mQ(x)∣∣)dy dx dt
t
 C
(Q)∫
0
(
t
(Q)
)2
dt
t
 C.
Now we turn to the case |y − x| (Q). By using condition (5.19), we obtain
(Q)∫
0
∫
Rn
∫
|y−x|(Q)
t−n exp
(
−|x − y|
2
ct2
)∣∣mQ(y)−mQ(x)∣∣dy dx dt
t

∫
|w|(Q)
∥∥mQ(x +w)−mQ(x)∥∥L1(dx)
{ (Q)∫
0
t−n exp
(
−|w|
2
ct2
)
dt
t
}
dw
 C
∫
|w|(Q)
∥∥mQ(x +w)−mQ(x)∥∥L1(dx) dw|w|n
 C,
and thus I  C. The estimates for I and II imply that ‖mQ‖B˙0,11,L(Rn)  C. The proof of Theo-
rem 5.12 is hence complete. 
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