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“In a roundabout, unexpected, very lucky way, we had gotten the break that all
young scientists dream of!“ (Alvarez, 1998)
Walter Alvarez wollte ursprünglich die Entstehung des Apennin erforschen. Dabei
stieß er unerwartet auf eine Anomalie im elektromagnetischen Feld des Gesteins
bei Gubbio. Die von Alvarez gefunden Daten widersprachen also bisherigen
Erkenntnissen und Erklärungen. Diese Anomalie und weitere unerwartete
empirische Ergebnisse führten zu einer heute empirisch gut belegten und
allgemein anerkannten Theorie: Das Aussterben der Dinosaurier, verursacht durch
Meteoriteneinschläge vor 65 Millionen Jahren. In der Wissenschaftsgeschichte
lassen sich viele weitere Beispiele finden, die zeigen wie bedeutsam das Erkennen
und Ausbeuten von Anomalien für weitere Entdeckungen ist (Kuhn, 1962;
Dunbar, 1997, 2001; Trickett, Trafton & Schunn, 2000). Aber nicht nur für
Wissenschaftler sind Anomalien von Bedeutung. So hoffen wir beispielsweise
auch, dass ein Arzt der ein seiner bisherigen Diagnose widersprechendes Ergebnis
einer Laboruntersuchung unserer Blutwerte erhält, dieser Anomalie besondere
Aufmerksamkeit schenkt.
Nicht nur die Aufmerksamkeit für Anomalien ist für Ärzte und Wissenschaftler
von Bedeutung: Eine weitere Gemeinsamkeit besteht darin, dass sich der ihrer
Tätigkeit zugrundeliegende Problemlösemechanismus bei der Bildung von
Kausalhypothesen als abduktives Schließen charakterisieren lässt. Unter
Abduktion versteht man die Bildung von Hypothesen oder Erklärungen für
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vorhandene Daten oder Symptome. Aus den Bereichen der
Kognitionswissenschaft, der künstlichen Intelligenz sowie der Psychologie
stammen verschiedene Modelle und Theorien zum abduktiven Schließen
(Josephson & Josephson, 1994; Thagard, 1992; Johnson & Krems, 2001). Die
meisten dieser Modelle sehen zwar die Bedeutung von Anomalien für die Bildung
neuer Hypothesen, allerdings spezifizieren die wenigsten Prozesse zur
Anomalieresolution. Dagegen finden sich zu diesem Gegenstandsbereich viele
Einzelbefunde, die beispielsweise zeigen, dass der eigenen Hypothese oder
Erklärung widersprechende Daten häufig nicht als solche beachtet werden (vgl.
Wason, 1960; Chinn & Brewer, 1998). Da es in vielen Bereichen abduktiven
Problemlösens von großer Bedeutung ist, Anomalien zu erkennen und zu lösen,
soll in dieser Arbeit der Frage nachgegangen werden, welche Faktoren die
Anomalieresolution erleichtern können und welche Strategien im Umgang mit
inkonsistenten Daten auftreten.
Im nachfolgenden Kapitel 2 wird abduktives Schließen genauer definiert und
vorgestellt werden. Dabei wird vor allem darauf eingegangen werden, welche
Rolle Anomalien für die Entwicklung von Alternativhypothesen spielen. Zudem
werden eine Taxonomie des Umgangs mit anomalen Daten, sowie Befunde zu
Strategien im Umgang mit Anomalien vorgestellt werden. Im Anschluss werden
die wichtigsten übergreifenden Theorien abduktiven Schließens erläutert und im
Hinblick auf ihre Plausibilität gegeneinander abgewogen. Ausgehend von den
vorgestellten Theorien und Befunden wird die Fragestellung konkretisiert, indem
einzelne Vorhersagen abgeleitet werden. Dabei soll der Frage nachgegangen
werden, welche Bedingungen den Umgang mit Anomalien erleichtern und welche
Strategien Problemlöser bei der Resolution von Anomalien anwenden. Zentral
wird dabei einerseits die Rolle der Erklärung oder Hypothese für die von einer
Anomalie widersprochenen Evidenz sein, wie auch Vorhersagen, die sich aus dem
Mechanismus zur Anomalieresolution von Krems und Johnson (1995; Johnson &
Krems, 2001) ergeben. Da im Hinblick auf Anomalien bisher weder systematische
Untersuchungen zur spezifischen Struktur von Hypothesen noch empirische
Belege für den Mechanismus zur Anomalieresolution vorliegen, wurden beide
1 Einleitung
5
Fragestellungen kombiniert untersucht. Zu Beginn von Kapitel 3 wird das
experimentelle Paradigma vorgestellt werden. Dabei soll im besonderen auf die
Vorteile der in dieser Arbeit verwendeten Aufgabe eingegangen werden (vgl.
Klahr, 2000). Im Anschluss werden die durchgeführten Experimente und die
daraus resultierenden Ergebnisse vorgestellt und erläutert. In Kapitel 4 werden die
gewonnen Ergebnisse zusammenfassend diskutiert. Dabei sollen sie besonders im
Hinblick auf ihre Bedeutung für die Theorie abduktiven Schließens von Johnson
und Krems (2001) diskutiert werden.
62 THEORETISCHE VORÜBERLEGUNGEN
2.1 Abduktion
Abduktion als Begriff lässt sich auf den amerikanischen Philosophen und
Semiotiker Charles Sanders Peirce (1839-1914) zurückführen. Dieser benutzte
Abduktion in seinen wissenschaftstheoretischen Schriften, um die logischen
Schlussformen Induktion und Deduktion zu ergänzen. Demnach bezeichnet
Abduktion bei Peirce eine Schlussform, bei der vom Konkreten, Gegebenem auf
hypothetische Ursachen geschlossen wird. Es ist also ein Schluss, bei dem von
einem oder mehreren Effekten auf eine oder mehrere Ursachen geschlossen wird
(Peirce, 1955). Für Peirce war von diesem Schlussfolgerungsprozess jede neue
Erkenntnis abhängig (Nagel, 1992). Diese Auffassung entspricht auch aktuelleren
Definitionen, wie sie von Peng und Reggia (1990), Thagard (1978) oder Pople
(1973) gegeben werden. Dort wird Abduktion neben Deduktion und Induktion als
dritter fundamentaler Prozess wissenschaftlichen Entdeckens und Problemlösens
angeführt und als „inferring the best or most plausible explanation for a given set
of facts“ (Peng & Reggia, 1990, S.1) definiert. Eine ausführlichere Definition
findet sich auch bei Josephson und Josephson (1994):
Abduction, or inference to the best explanation, is a form of
inference that goes from data describing something to
hypothesis that best explains or accounts for the data. Thus
abduction is a kind of theory-forming or interpretive inference.
(Josephson & Josephson, 1994, S. 5)
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Beispiele für abduktives Schließen lassen sich in unserem Alltag viele finden. So
lassen sich neben dem bereits erwähnten wissenschaftlichen Problemlösen auch
visuelle Wahrnehmung, Textverstehen oder medizinische Diagnose als abduktive
Probleme beschreiben (z.B. Charniak & McDermott, 1985; Feltovich, Johnson,
Moller & Swanson, 1984). Ein weiteres Beispiel ist die Entscheidungsfindung von
Geschworenen in einem juristischen Prozess, das als abduktives Problem
beschrieben wurde, da auch in dieser Situation die beste Erklärung für vorhandene
Belege gefunden werden muss (Pennington & Hastie, 1988).
Abduktive Schlüsse werden oft nicht als solche bezeichnet, da die Schlussform
unbekannter als beispielsweise die Deduktion ist. Auch Arthur Conan Doyle
beging den Fehler, die von Sherlock Holmes gezogenen Schlüsse als deduktive zu
bezeichnen, obwohl sie eigentlich abduktiver Natur sind (Sebeok & Sebeok,
1985). So „deduziert“ Sherlock Holmes in der Erzählung A Study in Scarlett bei
der ersten Begegnung mit Dr. Watson, aufgrund dessen dunklerer, von der Sonne
gebräunten Hautfarbe und aufgrund seiner Verletzung, dass dieser in Afghanistan
gewesen sein müsse (Doyle, 1994). In der Erzählung trifft die Erklärung von
Sherlock Holmes zwar zu, allerdings hätte Dr. Watson auch in Indien eine
gebräunte Hautfarbe bekommen können und er hätte auch dort verletzt werden
können. Die Schlussfolgerung von Holmes mag aus verschiedenen Gründen die
wahrscheinlichste gewesen sein, aber keineswegs mit Sicherheit wahr. Ein
abduktiver Schluss zeichnet sich also wie induktive Schlüsse durch Unsicherheit
aus, während ein korrekter deduktiver Schluss wahrheitserhaltend ist.
Zur weiteren Verdeutlichung des abduktiven Schließens soll im folgendem
anhand eines Beispiels (Peng & Reggia, 1990) der Unterschied zwischen
Abduktion, Deduktion und Induktion aufgezeigt werden1. Dazu werden einfache,
aber charakteristische Syllogismen verwendet. Bei der Deduktion wird von einer
                                                          
1 Die hier dargestellte Unterscheidung von Abduktion und Induktion unterscheidet sich von der
späteren von Peirce vertretenen Ansicht. Dort wird Abduktion definiert als die Generierung von




gegebenen Regel und einer Fallaussage auf eine spezifische Beobachtung
geschlossen:
Regel: Alle Bohnen aus diesem Sack sind weiß
Fall: Diese Bohnen sind aus diesem Sack
Beobachtung: Diese Bohnen sind weiß
Bei der Induktion wird von einer spezifischen Fallaussage und einer Beobachtung
auf die Regel geschlossen:
Fall: Diese Bohnen sind aus diesem Sack
Beobachtung: Diese Bohnen sind weiß
Regel: Alle Bohnen aus diesem Sack sind weiß
Im Gegensatz dazu wird bei der Abduktion von einer allgemeinen Regel und einer
spezifischen Beobachtung auf den Fall geschlossen:
Regel: Alle Bohnen aus diesem Sack sind weiß
Beobachtung: Diese Bohnen sind weiß
Fall: Diese Bohnen sind aus diesem Sack
Die Beispiele verdeutlichen eine Gemeinsamkeit zwischen Induktion und
Abduktion. In beiden Fällen ist die Konklusion nicht mit Sicherheit wahr, sondern
nur wahrscheinlich. Dies gilt selbst dann, wenn beide Prämissen wahr sind. Grund
dafür ist im Falle der Abduktion, dass nicht alle möglichen Alternativen
berücksichtigt oder generiert werden können. So lassen sich im obigen Beispiel
viele Alternativen denken, woher die weißen Bohnen stammen könnten. Zudem
können Alternativerklärungen zwar unwahrscheinlich sein, sind aber dennoch
nicht zwingend auszuschließen. Im obigen Beispiel mag es zwar
unwahrscheinlich sein, dass die Bohnen von einem Bekannten mitgebracht
wurden, der diese aus einem gänzlich anderen Sack entnommen hat, aber
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ausschließen lässt sich dies auf Grundlage der Prämissen nicht. Erst wenn alle
Alternativerklärungen berücksichtigt und alle bis auf eine Erklärung sicher
ausgeschlossen werden könnten, ließe sich ein abduktiver Schluss in einen validen
deduktiven Schluss überführen. Im Gegensatz dazu unterscheidet sich die
Abduktion von der Induktion in Hinsicht auf den Inhalt der Konklusion. Bei der
Induktion wird auf eine allgemeine Regel geschlossen („Alle Bohnen aus diesem
Sack sind weiß“), während bei der Abduktion ein spezifischer Sachverhalt
erschlossen werden muss („Diese Bohnen sind aus diesem Sack“). Ein weiterer
Unterschied betrifft die in den Prämissen verfügbaren Informationen. Dies sind
bei der Induktion Beispiele oder beispielhafte Situationen, die die
geschlussfolgerte Regel stützen. Bei der Abduktion wird der Schluss über eine
gegebene Situation gezogen und nicht über mehrere. Als Beispiel lässt sich wieder
Sherlock Holmes heranziehen, der seinen Schluss aufgrund der ihm vorliegenden
Daten treffen musste (nämlich Dr. Watson selbst), und der nicht warten konnte,
bis ähnliche Situationen gehäuft aufgetreten waren (nämlich mehrere Dr.
Watsons).
Bislang wurde nur die einfachste Form abduktiver Probleme erläutert. Im Alltag
finden sich häufig komplexere Probleme, bei denen es nicht nur eine Beobachtung
gibt, für die eine Erklärung gesucht wird, sondern bei der die beste Erklärung für
mehrere Beobachtungen aus mehreren Hypothesen zusammen besteht. Komplexe
Probleme dieser Art nennt man multikausale abduktive Probleme (vgl. Johnson &
Krems, 2001). Ein typisches Beispiel hierfür sind psychische Erkrankungen, deren
Ursachen oft multikausal sind. So zählen zu den Ursachen für Schizophrenie
genetische Faktoren, biochemische Ursachen oder kritische Lebensereignisse, die
für sich alleine genommen die Krankheit (bislang) nicht erklären können (vgl.














Abbildung 1: Eine multikausale abduktive Aufgabe. H1-H5 sind
Kausalhypothesen, die Daten oder Symptome S1-S6 betreffend.
H1-H5 kennzeichnen in der obigen Abbildung die elementaren Hypothesen und
S1-S5 jeweils Beobachtungen, die durch die Hypothesen erklärt werden können.
Die Pfeile geben an, welche Hypothese welche Beobachtung erklärt. Es wird
ersichtlich, dass das Symptom S5 nur gemeinsam durch die Hypothesen {H4, H5}
erklärt werden kann. In diesem Fall sind also mehrere Hypothesen nötig um eine
Beobachtung zu erklären. Allerdings kann zum Beispiel die Beobachtung S1
entweder durch die Hypothese H1 oder H3 erklärt werden. Das multikausale
abduktive Problem besteht nun darin, diejenige Teilmenge an Hypothesen
auszuwählen, welche die Beobachtungen am besten erklärt. Dies könnten in
unserem Beispiel alle Hypothesen H1 bis H5 sein, da sie gemeinsam alle
Beobachtungen erklären. Allerdings könnte die Vollständigkeit der Erklärung
auch durch die sparsamere Auswahl der Hypothesen H3-H5 erreicht werden. Dies
illustriert, dass neben der Vollständigkeit als Kriterium für die Güte einer
Erklärung auch die Sparsamkeit der Erklärung von Bedeutung ist. Zusätzliche
Kriterien bei der Entscheidung zwischen Erklärungsalternativen sind
beispielsweise die Plausibilität oder die Konsistenz der Gesamthypothesen.
Da sich eine Vielzahl an kombinatorischen Möglichkeiten von elementaren
Hypothesen zur Erklärung von Beobachtungen denken lassen, stellt die
Generierung der besten Erklärung kein einfaches Problem dar. Bylander,
Allemang, Tanner und Josephson (1991) zeigen, dass die Lösungszeit für ein
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abduktives Problem exponentiell ansteigt, wenn die Anzahl der möglichen
Alternativen linear ansteigt. Selman und Levesque (1989) zeigten auch, dass
abduktive Probleme selbst dann NP-hard sind, wenn die Hypothesen auf eine
vordefinierte Teilmenge abduzierbarer Sätze eingeschränkt wurde. In diesem
Zusammenhang stellt auch Paul (1993) fest, dass nur dann ein besserer
Algorithmus zur Generierung abduktiver Erklärungen gefunden werden wird,
wenn Strategien implementierbar sind, die eine sinnvolle Auswahl der zu
betrachtenden Hypothesen garantieren. Dazu muss es möglich sein, Hypothesen
frühzeitig im Problemlöseprozess zu bewerten. Aus diesem Grund wird auch in
dieser Arbeit Abduktion gemäß der Definition von Josephson und Josephson
(1994) als gemeinsamer Prozess des Generierens, Bewertens und Annehmens von
Hypothesen betrachtet.
2.2 Abduktion als diagnostisches Schließen und Prototyp
wissenschaftlichen Entdeckens
Der Schwerpunkt in dieser Arbeit wird auf Abduktion als diagnostischem
Schließen oder wissenschaftlichem Entdecken beruhen. Beide Begriffe lassen sich
in gewisser Hinsicht synonym verwenden, da sich die zugrundeliegenden
Prozesse nicht wesentlich unterscheiden. Lediglich die Rahmenbedingungen
unterscheiden sich. So schreibt Josephson (1998):
„The study of diagnosis, in particular, presents a good opportunity
for study abduction under somewhat simpler and more reproducible
conditions than occur in scientific discovery, and so diagnosis can
serve as a kind of „laboratory model“ of scientific discovery.
Diagnosis is simpler than scientific discovery in being usually more
concrete, working in a closed conceptual world, generating a theory
of the individual case rather than general theory, and requiring lower
levels of creativity. Similarities between diagnosis and scientific
discovery include: the need to select a best explanation from among
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alternatives, requiring the synthesis of a composite hypothesis
(usually), and in evaluating hypothesis by the success and failure of
predictions along with other traditional criteria such as simplicity
and explanatory power.” (S. 13)
Die im folgenden vorgestellten Theorien und Befunde sind aufgrund dieser
konzeptionellen Nähe auch hauptsächlich den Bereichen diagnostischen
Schließens und wissenschaftlichen Entdeckens zuzurechnen und weniger den
Bereichen der Wahrnehmung oder des Textverstehens. Grundsätzliche und für
diese Untersuchung besonders wichtige Aspekte von Theorien und Studien sind
dabei die Generierung und Überprüfung von Hypothesen sowie die Strategien und
Ziele bei der Gewinnung neuer Daten in Anbetracht von anomalen Daten. Im
folgenden soll nun zuerst auf die Bedeutung von Anomalien eingegangen werden,
bevor in Hinblick darauf die wichtigsten Theorien abduktiven Schließens
vorgestellt werden.
2.3 Anomalien als Auslöser für das Verändern von
Hypothesen
Eine Anomalie tritt beim abduktiven Schließen dann auf, wenn eine neue Evidenz
einer oder mehreren Hypothesen einer multikausalen Erklärung widerspricht (vgl.
Krems & Johnson, 1995; Chinn & Brewer, 1998; Keinath & Krems, 1998). Um
die Anomalie aufzulösen muss ein Problemlöser entweder seine ursprüngliche
Erklärung modifizieren oder für die neue Evidenz eine Alternativhypothese
generieren, die konsistent mit der ursprünglichen Erklärung ist. In seinem
Klassiker der Wissenschaftsgeschichte und -theorie, The Structure of Scientific
Revolutions, schreibt Thomas Kuhn (1962) über die Rolle von Anomalien in der
Wissenschaft:
„Discovery commences with the awareness of anomaly, i.e. with the recognition
that nature has somehow violated the paradigm-induced expectations that govern
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normal science. It then continues with a more or less extended exploration of the
area of anomaly. And it closes only when the paradigm theory has adjusted so that
the anomalous has become the expected.” (S. 52-53)
Anomalien sind also zentrale Bestandteile von neuen Entdeckungen und nach
Kuhn auch zentrale Auslöser für wissenschaftliche Paradigmenwechsel. Ein
bekanntes historisches Beispiel für die Bedeutung von Anomalien beim
Paradigmenwechsel ist die Entdeckung des Sauerstoffes durch Antoine-Laurant
Lavoisier (1743-1794). Dass Anomalien nicht nur ein historisches Konstrukt sind,
sondern beispielsweise auch in der alltäglichen Forschungspraxis von Bedeutung
sind, bestätigen neuere Arbeiten (vgl. Collins & Pinch, 1993). Vor allem aber
Arbeiten von Dunbar (1997, 1995, 2001) zeigen mit Hilfe seines in vivo Ansatzes,
dass Anomalien in der Forschungspraxis häufig vorkommen und dass es gerade
die mit den eigenen Hypothesen inkonsistenten Daten sind, die sich fruchtbar in
neue Entdeckungen umwandeln lassen. Weitere Studien stützen die Bedeutung
von Anomalien für eine erfolgreiche Forschungspraxis (Trickett, Trafton &
Schunn, 2000; Trickett, Trafton, Schunn & Harrison, 2001), indem sie zeigten,
dass Forscher bei der Analyse von Experimentaldaten größere Aufmerksamkeit
auf Anomalien richteten als auf erwartete Daten und zudem ausgewählte
Anomalien die weitere Untersuchung dieser Daten leiteten. Die Bedeutung, die
der sinnvolle Umgang mit Anomalien für die Wissenschaft hat, zeigt sich auch in
der Vielzahl an Studien, die sich mit Anomalien im Zusammenhang mit
wissenschaftlicher Ausbildung beschäftigen. Dabei sollen anomale Daten die
Studenten veranlassen, Alternativerklärungen für bereits bestehende und falsche
Theorien oder Erklärungen zu finden und zu akzeptieren (z.B. Hewson &
Hewson, 1984; Neale, Smith & Johnson, 1990; Hafner & Stewart, 1995; Zeidler,
1997). Aber nicht nur im Bereich der Wissenschaft ist der Umgang mit
Anomalien von Bedeutung, sondern auch in angewandten Bereichen.
Beispielsweise beschäftigt sich eine Studie von Takano, Sasou und Yoshimura
(1997) mit der Bewältigung von Anomalien bei der Systemsteuerung eines
Kernkraftwerkes und Arocha und Patel (1995a,b) weisen auf die Bedeutung von
Anomalien beim Strategieerwerb in der klinischen Diagnostik hin, nicht ohne zu
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betonen, dass der Umgang mit anomalen Daten zu einem Teil des medizinischen
Curriculums werden sollte.
Ziel der vorliegenden Arbeit wird es sein, abduktives Schließen und Anomalien
gemeinsam zu untersuchen. Eine zentrale Frage wird dabei sein, welche
Bedingungen den Umgang mit Anomalien erleichtern und welche Strategien bei
der Anomalieresolution zum Tragen kommen. Das Augenmerk wird dabei
besonders auf der Art und Struktur der an der Anomalie beteiligten Hypothesen
und Erklärungen liegen. Im folgenden sollen nun die einzelnen Befunde und
theoretischen Konzepte zum Umgang mit Anomalien überblicksartig vorgestellt
werden.
2.4 Klassische Arbeiten und Anomalien
Peter Wason führte 1960 ein einflussreiches Experiment durch, in dem er zeigte,
dass Versuchspersonen Evidenzen, die ihrer Hypothese widersprechen,
systematisch übersehen. Zur Demonstration verwendete er die sogenannte 2-4-6
Aufgabe, bei der es Ziel der Versuchsteilnehmer ist, eine Regel herauszufinden,
für die die Zahlenfolge 2-4-6 ein Beispiel ist. Die Versuchspersonen können dazu
selbst Zahlentripel nennen und sich Feedback darüber geben lassen, ob diese
Tripel auch Beispiele der Zielregel sind. Die zu entdeckende Regel lautet häufig
„Alle aufsteigenden Zahlen“, wobei es den meisten Versuchspersonen nicht
gelingt, diese Regel auf Anhieb zu finden. Vielmehr suchen sie auch bei
Vorliegen diskonfirmatorischer Evidenzen nur nach Daten, die ihre eigene,
ursprüngliche Hypothese oder Theorie bestätigen (bei der 2-4-6 Aufgabe häufig:
„Gerade Zahlen, aufsteigend um zwei vermehrt“). Dieses Phänomen wird als
Bestätigungstendenz (confirmation bias) bezeichnet. Dieser Befund von
Hypothesenpersistenz trotz widersprechender Daten konnte häufig demonstriert
und repliziert werden (z.B. Wason, 1968; Mynatt, Dohorty & Tweney, 1977),
auch in anderen Bereichen, wie beispielsweise der Sozialpsychologie
(Zuckermann, Knee, Hodgins & Miyake, 1995; Lord, Ross & Lepper, 1979).
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Ferner zeigte sich, dass selbst Wissenschaftler dem confirmation bias unterliegen
(z.B. Mahony & DeMonbreun, 1977; Mitroff, 1974). Obwohl die ursprüngliche
Studie von Wason oft kritisiert wurde ob einiger methodischer Mängel (z.B. der
Abstraktionsgrad der Aufgabe, Chinn & Malhorta, 2001; der ungewöhnlichen
Spezifikation der Zielregel, Klayman & Ha, 1987) bildet die Arbeit von Wason
den Beginn zweier Forschungstraditionen: der des Hypothesentestens und der des
wissenschaftlichen Entdeckens. Allerdings war das Augenmerk vieler Forscher
dabei nicht von Anbeginn speziell auf Anomalien gerichtet.
Im Zuge der Untersuchungen zum confirmation bias Phänomen wurden auch
vermehrt Studien durchgeführt, die sich zum Ziel setzten, Strategien im Umgang
mit inkonsistenten Daten zu identifizieren. Klayman und Ha (1987) zeigten in
einer einsichtsvollen Analyse, dass die Wahl der Strategien in der Wason 2-4-6
Aufgabe von der Art der Zielregel und der Ausgangshypothese abhängt. Sie
bewiesen, dass die von den meisten Versuchspersonen angewandte Strategie, die
hypothetische Zielregel zu testen (positive Teststrategie) im Falle der
ursprünglichen Wason 2-4-6 Aufgabe nicht erfolgreich ist, im Falle anderer
Zielregeln aber durchaus ebenso erfolgreich wie diskonfirmatorisches Testen der
eigenen Hypothese bei der ursprünglichen Wason-Aufgabe sein kann. Damit
korrigierten sie die Einschätzung, dass positive Teststrategien per se irrational
seien (vgl. Popper, 1959). Allerdings blieb ihre Analyse weitestgehend auf die
Standardaufgabe von Wason (1960) beschränkt. Dennoch wurde in dieser Arbeit
zum ersten Mal die Bedeutung der zu testenden Hypothese erkannt und darauf
aufmerksam gemacht, dass die Art bzw. Struktur dieser Hypothese Einfluss auf
die Strategiewahl von Versuchspersonen haben kann. In einer weiteren unter
diesem Gesichtspunkt einflussreichen Studie konnten Tweney et al. (1980)
zeigen, wie der Umgang mit inkonsistenten Daten bei der Wason 2-4-6 Aufgabe
erleichtert werden kann. Anstatt den Versuchspersonen die Aufgabe in ihrer
ursprünglichen Form vorzulegen, bei der die Versuchspersonen jeweils eine
spezifische Hypothese testen mussten, führten die Autoren zwei abstrakte
Hypothesenklassen (DAX vs. MED) ein, unter denen sich die vormals
spezifischen Hypothesen subsumieren ließen. Diese einfache Manipulation
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erhöhte die Lösungswahrscheinlichkeit in der Aufgabe deutlicher als die Vorgabe
von Alternativhypothesen oder Training in diskonfirmatorischem Testen. Dieses
Ergebnis konnte in weiteren Studien repliziert werden (vgl. Gorman, Stafford &
Gorman, 1987; Rossi, Caverni & Girotto, 2001) und führte zu Untersuchungen,
die genauer erklären sollten, wie es zu der Verbesserung der Performanz durch die
DAX/MED-Manipulation kam. Eine Erklärung für die Ergebnisse von Tweney et
al. war, dass die Manipulation die Struktur der Aufgabe ändert (vgl. Klayman &
Ha, 1987). Gorman (1992) weist in diesem Zusammenhang aber darauf hin, dass
die spezielle Struktur der DAX/MED-Hypothesen und ihre abstraktere
Repräsentation zum Erfolg führten, da nur so die von den Versuchspersonen
angewandte positive Teststrategie von Erfolg sein konnte. Der Gedanke, dass die
Repräsentation von Hypothesen, die getestet werden oder denen Anomalien
widersprechen, einen Einfluss auf die Problemlöseperformanz haben könnte,
wurde allerdings nur in wenigen Studien weiterverfolgt. Dennoch zeigten
beispielweise Studien von Sweller und Mitarbeitern (z.B. Mawer & Sweller,
1982; Sweller 1988) in verschiedenen Bereichen (z.B. Mathematik, Geometrie,
Labyrinthprobleme), dass Versuchspersonen, die ein unspezifischeres Ziel bei der
Aufgabenbearbeitung hatten (und damit auch unspezifischere Hypothesen
verfolgten), Probleme erfolgreicher bearbeiteten und auch mehr Wissen über die
Aufgabe erwarben, als Versuchspersonen mit spezifischen Zielen. Der Einfluss
von Zielen im Bereich abduktiven Schließens wurde auch eindrucksvoll von
Dunbar (1993) belegt, der fand, dass Versuchspersonen, die das Ziel hatten,
Anomalien als Anlass zur Suche nach Alternativhypothesen zu nehmen,
erfolgreicher waren als andere. Vergleichbare Ergebnisse zu denen von Sweller
und Kollegen fanden Vollmeyer, Burns und Holyoak (1996) sowie Burns und
Vollmeyer (2002), bei denen Versuchspersonen mit unspezifischeren Zielen (und
damit auch Hypothesen) leichter und effektiver die Funktionsweise eines
dynamischen Systems (bspw. künstliches Biologielabor) erlernten, als
Versuchspersonen mit spezifischen Zielen. Versuchspersonen mit
unspezifischeren Hypothesen und Zielen nutzen in dieser Studie zudem auch
effektivere Strategien, während Versuchspersonen mit spezifischeren Zielen
2 Theoretische Vorüberlegungen
17
hauptsächlich Differenzreduktion betrieben und damit globale Zusammenhänge
der Aufgabe aus den Augen verloren. Vollmeyer, Burns und Holyoak diskutieren
in diesem Zusammenhang die Ergebnisse von Tweney et al. (1980) und weisen
erneut darauf hin, dass ein Vorteil der DAX/MED-Manipulation die Vorgabe
dieser abstrakten Hypothesen im Gegensatz zu den ursprünglich spezifischen bei
Wason (1960) sein könnte. Allerdings wurde in dieser Studie eher das Vorgehen
der Versuchspersonen manipuliert als einzelne zu testende Hypothesen, wie noch
in der früheren Arbeit von Tweney et al. (1980). Insofern sind die hier
aufgeführten Studien nur als indirekte Überprüfungen der Idee von Gorman
(1992) zu sehen, Vorteile und Nachteile spezifischer vs. unspezifischer
Hypothesen zu überprüfen. Zusammenfassend läst sich an dieser Stelle also
bereits sagen, dass die Bedeutung der Repräsentation von Ausgangshypothesen
beim abduktiven Schließen nur selten untersucht wurde. Die wenigen Ergebnisse
aber sprechen dafür, dass spezifische Hypothesen und damit einhergehend auch
spezifische Ziele sich eher hemmend auf den Umgang mit inkonsistenten Daten
auswirken und unter Umständen den gesamten Problemlöseprozess erschweren
können.
Hinsichtlich einer Forschungstradition, die von der Wason 2-4-6 Aufgabe
ausging, sind im Hinblick auf Anomalien noch Studien von Bedeutung, die sich
mit Systemfehlern (system errors) befassen. Es handelt sich dabei um
Untersuchungen, bei denen widersprüchliche Daten mit einer bestimmten
Wahrscheinlichkeit einer falschen Systemantwort zuzuschreiben sind. Vor allem
Studien von Gorman (1986, 1989, 1992) zeigten, dass Wissen über mögliche
Fehlerquellen bei der Datensuche auf Seiten der Versuchspersonen zu einer
Immunisierung der eigenen Hypothese gegenüber widersprüchlichen Daten führt
und somit vergleichbar ist mit den Befunden der confirmation bias Forschung
(vgl. oben). Auch zeigten diese Studien, dass im Falle möglicher Systemfehler die
Versuchspersonen mehr Experimente zur Datengewinnung durchführten als in
Bedingungen, in denen keine Systemfehler zu erwarten waren. Zudem zeigte sich
in einer Arbeit von Penner und Klahr (1996), dass erfolgreichere Problemlöser
häufiger negative als positive Teststrategien verwendeten als weniger
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erfolgreiche. Dies widerspricht früheren Ergebnissen von Klayman und Ha (1987)
und zeigte anhand einer anderen Aufgabe als der 2-4-6 Aufgabe, dass positive
Teststrategien nicht alleine zum Erfolg führen. Die Ergebnisse aus diesem Bereich
weisen also darauf hin, dass system error dazu führen kann, eigene Hypothesen zu
immunisieren (immunization bias) und eine positive Teststrategie im Falle
inkonsistenter Daten nicht alleine zum Erfolg führt (vgl. Tweney, Dohorty &
Mynatt, 1981). Allerdings wurde in dieser Studie darauf verzichtet, die Konzepte
Anomalieresolution und system error zu vermischen, da sonst nicht zu klären ist,
wodurch mögliche Effekte bedingt sind.
2.5 Komplexere Aufgaben abduktiven Schließens und
Anomalien
Während die meisten der bisher erwähnten Studien auf einfache Laboraufgaben
wie die Wason 2-4-6 Aufgabe zurückgriffen, finden sich später zunehmend
Studien, die entweder authentische wissenschaftliche Forschungsprozesse
berücksichtigen oder komplexere Szenarien für Laboruntersuchungen verwenden.
Diese Entwicklung ist zu begrüßen, da viele der bisher vorgestellten Aufgaben im
Hinblick auf den zu untersuchenden Gegenstand doch von sehr hohem
Abstraktionsniveau waren. Im Gegensatz dazu zeigten die bereits erwähnten
Studien von Dunbar (z.B. 1997, 2002) mittels eines in vivo-Ansatzes die
Bedeutung von Anomalien für den wissenschaftlichen Problemlöseprozess auf.
Problematisch an diesen Studien ist allerdings, dass sie nichts über
zugrundeliegende Prozesse im Zusammenhang mit Anomalien aussagen. Im
Gegensatz zu philosophischen Positionen (vgl. Mitroff, 1974) weisen sie
allerdings darauf hin, dass Wissenschaftler sehr wohl Anomalien ihre
Aufmerksamkeit zuwenden. Zudem ließ sich anhand von Videoaufzeichnungen
nachweisen, dass in Laborbesprechungen Anomalien solange Thema blieben, bis
eine plausible Erklärung für die Anomalie gefunden worden war. Dunbar folgerte
aus seinen Ergebnissen, dass eine wichtige wissenschaftliche Strategie darin
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besteht, Anomalien Aufmerksamkeit zuzuwenden und sie für weitere
Untersuchungen auszubeuten. Dies war im Einklang mit der bereits erwähnten
früheren Studie von Dunbar (1993), bei der sich fand, dass das Ausbeuten
inkonsistenter Daten eine effektive Strategie beim Lösen abduktiver Probleme ist.
Auch hier waren Versuchspersonen, die Anomalien dazu nutzten nach
Alternativerklärungen zu suchen, die erfolgreicheren Problemlöser. Mit der
Interpretation seiner Ergebnisse lehnte sich Dunbar an eine frühere Studie von
Kulkarni und Simon (1988) an, die auch authentische Daten eines
Wissenschaftlers verwendeten, in diesem Falle die täglichen Aufzeichnungen von
Hans Krebs bei der Entdeckung der Harnstoffsynthese. Auf der Basis dieser
Aufzeichnungen gelangten Kulkarni und Simon zu einem Simulationsprogramm
(KEKADA), das in der Lage sein sollte, die wissenschaftliche Entdeckung von
Hans Krebs zu simulieren. Ein Ziel der Studie war es zu klären, welche Strategien
von Wissenschaftlern verwendet werden, wenn sie Entdeckungen in ihrem
Forschungsbereich machen. Es stellte sich heraus, dass nahezu die Hälfte aller
von Hans Krebs verwendeten Strategien domänenübergreifend waren, also nicht
an sein spezifisches biochemisches Wissen gebunden waren. Im Kontext dieser
Arbeit ist von besonderem Interesse die Bedeutung, die Kulkarni und Simon auf
Anomalien legten. Sie implementierten in KEKADA eine Heuristik, die
widersprüchliche Evidenzen zum Ziel weiterer Experimente und
Erklärungsversuche machte. Anomalien führten also dazu, dass
Alternativhypothesen gebildet und diese vom Programm evaluiert wurden. Die
erfolgreiche Modellierung der Harnstoffsynthese durch Hans Krebs zeigte also
nicht nur die Relevanz der domänenübergreifenden Strategie, Anomalien in den
Fokus weiterer Forschungen zu bringen, sondern auch die spezielle Bedeutung
von Anomalien bei der Bildung von Alternativhypothesen, die letztlich auch
entscheidend für die Entdeckung der Harnstoffsynthese durch Hans Krebs war
(vgl. Trickett, Trafton & Schunn, 2000). Der Erfolg dieser Implementation einer
Heuristik zum Umgang mit Anomalien führte in Folge im Bereich der
Forschungen zu maschinellem wissenschaftlichem Entdecken (machine
discovery) zur vermehrten Anwendung solcher Heuristiken, um
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Hypothesenrevisionen einzuleiten (z.B. Shrager & Langley, 1990; O´Rorke,
Morris & Schulenberg, 1990; Valdés-Pérez, 1996). Vor allem aber bewies die
Studie erneut den Wert von formalen Modellen im Bereich des wissenschaftlichen
Entdeckens oder abduktiven Schliessens.
2.6 Eine Taxonomie des Umgangs mit anomalen Daten
Authentische wissenschaftliche Daten in Form von historischen Aufzeichnungen
sowie experimentelle Befunde verknüpfen die Arbeiten von Chinn und Brewer
(z.B. 1998). Sie entwickelten ein Kategoriensystem der möglichen Reaktionen in
bezug auf die Entdeckung von anomalen Daten (Chinn & Brewer, 1992). Die
ursprünglich sieben möglichen Alternativen wurden später um eine weitere
ergänzt (vgl. Chinn & Brewer, 1998):
1. Ignorieren (Ignore): In diesem Falle wird die Validität der Daten
angezweifelt. Dies bedeutet auch, dass nicht versucht wird, die Daten auf
irgendeine Art zu erklären. Keinerlei Revision der eigenen Theorie oder
Hypothese wird in Betracht gezogen.
2. Zurückweisung (Rejection): Hier werden die Daten wie bei 1. auch als
nicht valide angesehen, allerdings gibt es eine Erklärung, warum dies so
ist. So werden zum Beispiel methodische oder Systemfehler als Ursache
für die Anomalie angesehen.
3. Ausschluss (Exclusion): Die Anomalie wird als nicht relevant für die
eigene Theorie oder Hypothese angesehen. Es ist bedeutungslos, ob die
Daten als valide oder nicht valide angesehen werden, da sie nicht als
erklärungsbedürftig im aktuellen Kontext angesehen werden.
4. Unentschiedenheit (Abeyance): Dies ist der erste Fall, in dem die Daten als
valide angesehen werden. Es gibt zwar noch keine Erklärung im Rahmen
der bisherigen Theorie, allerdings wird davon ausgegangen, dass diese zu
einem späteren Zeitpunkt verfügbar sein wird.
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5. Umdeutung (Reinterpretation): Hier wird die Anomalie innerhalb des
eigenen theoretischen Rahmens uminterpretiert, ohne diesen ändern zu
müssen.
6. Periphere Änderung der Theorie (Peripheral Theory Change): In diesem
Falle werden die Daten als valide angesehen, und der Kern der eigenen
Hypothese oder Theorie bleibt erhalten; indem kleinere Veränderungen
vorgenommen werden; um die Anomalie zu erklären.
7. Theoriewechsel (Theory Change): Um die Anomalie zu erklären; wird die
bisherige Hypothese aufgegeben, häufig zugunsten einer
Alternativerklärung.
8. Unsicherheit über die Glaubwürdigkeit der Daten (Uncertainty about
Believing the Data): In allen bisher angeführten möglichen Reaktionen
kam es entweder dazu; die Daten als valide oder nicht valide anzusehen.
Im Gegensatz dazu kann hier über die Validität der Anomalie keine
Aussage getroffen werden.
Zusätzlich zu diesem Kategoriensystem führen die Autoren eine Reihe von
Faktoren an, welche die einzelnen Reaktionen auf Anomalien beeinflussen (Chinn
& Brewer, 1993). Diese beziehen sich zum einen auf spezifische Charakteristika
des Individuums und zum anderen auf Charakteristika der alternativen Theorie
oder der anomalen Daten selbst. Unter spezifischen Charakteristika des
Individuums verstehen die Autoren z.B. die Anzahl der bereits von einer Theorie
erklärten Daten (oder die Kohärenz mit anderen Theorien oder die soziale
Bedeutung einer Erklärung). Dies bedeutet zum Beispiel, dass Hypothesen oder
Theorien, die bis zum Anomalieeintritt besonders erfolgreich Daten erklären
konnten, stärker zu Persistenz in Bezug auf Anomalien neigen. Dies konnte auch
in einer eigenen Vorarbeit bestätigt werden, die später ausführlicher diskutiert
werden wird (Keinath & Krems, 1998). Ein weiterer individueller Faktor, der die
Reaktion auf Anomalien beeinflusst, ist das Hintergrundwissen bei Eintritt der
Anomalie. Charakteristika der alternativen Theorien oder Erklärungen sind
sowohl deren Verfügbarkeit, als auch deren Qualität. In Bezug auf die Anomalie
selbst nennen die Autoren als Faktoren sowohl die Glaubwürdigkeit dieser Daten
2 Theoretische Vorüberlegungen
22
selbst, als auch inwiefern diese ambig oder eindeutig zu bewerten sind. Zwar
bieten die Autoren das oben vorgestellte Klassifikationssystem möglicher
Reaktionen auf Anomalien an, allerdings haben die Arbeiten trotz einiger
empirischer Ansätze im wesentlichen deskriptiven Charakter. So sind zum
Beispiel die einzelne Faktoren und die genauen Bedingungen dafür, wie und wann
sie zum Wirken kommen, nicht näher spezifiziert (vgl. Keinath & Krems, 1998;
Sandoval, 1995). Auch die empirische Überprüfung des Kategoriensystems durch
die Autoren lässt sich kritisieren. Die Aufgabe der Versuchspersonen bestand
darin, einen Text zu lesen, der ihnen eine Theorie nahe legen sollte und dessen
Glaubwürdigkeit im Anschluss zu beurteilen. Danach lasen die
Versuchsteilnehmer einen weiteren Text, in dem widersprüchliche Daten
(Anomalien) zu der ursprünglichen Theorie ausgeführt waren. Darauf folgend
sollten die Versuchspersonen die Glaubwürdigkeit des zweiten Textes beurteilen,
dies begründen, sowie beide Texte hinsichtlich ihrer Konsistenz beurteilen und
dies wiederum begründen. Zum Abschluss wurden die Versuchspersonen
nochmals aufgefordert, die Glaubwürdigkeit der ersten Theorie zu beurteilen und
eventuelle Veränderungen hinsichtlich ihrer ursprünglichen Theorie zu erklären.
Die Kritik an diesem Experiment lässt sich anhand einer von Klahr (2000)
entwickelten Aufgabentaxonomie demonstrieren, die verdeutlicht, dass die
wichtigsten Prozesse des abduktiven Schließens die Generierung, das Testen und
die Evaluation von Hypothesen sind (für Details siehe Klahr, 2000, S. 56f.). Folgt
man dieser Taxonomie, so lässt sich hinsichtlich der ökologischen Validität
kritisieren, dass bei den angeführten Studien weder eigene Hypothesen generiert
werden mussten, noch eigene Experimente durchzuführen waren oder ein
adäquates Datensammeln von Nöten war. Auch der Punkt Hypothesenevaluation
lässt sich kritisch betrachten. Zwar mussten die Versuchspersonen die
Informationen aus beiden Texten bewerten und evaluieren, aber nicht aufgrund
von selbstgewonnen Daten und selbstgenerierten Hypothesen. Insofern lässt sich
mit Klahr daran zweifeln, inwiefern die Reichhaltigkeit wissenschaftlicher Arbeit
und die Abbildung der drei wesentlichen kognitiven Prozesse
(Hypothesengenerierung, Datengewinnung, Evaluation) abduktiven
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Problemlösens in diesen Experimenten gewährleistet war. Zusammenfassend lässt
sich sagen, dass der Taxonomie und den Arbeiten von Chinn und Brewer eher ein
heuristischer Wert zukommt, als dass sie Grundlage für diese Arbeit sein könnten.
2.7 Strategien beim Umgang mit anomalen Daten
Eine kürzlich erschienene Studie von Alberdi, Sleeman und Korpi (2000)
verbindet Ansätze aus den zu Beginn erwähnten Arbeiten zu kognitiven
Grundlagen wissenschaftlichen Entdeckens mit authentischen wissenschaftlichen
Daten, um zu klären, welchen Einfluss Expertise auf Prozesse der
Anomalieresolution hat. In ihrem Experiment ließen sie ausgebildete Biologen
eine Klassifikationsaufgabe aus dem Bereich der Botanik durchführen. Die
Autoren identifizierten eine Reihe von Problemlösestrategien, von denen vor
allem im Kontext dieser Arbeit die Instanziierungsstrategie (Instantiate) von
Bedeutung ist.
Die Strategie beschreibt die Aktivierung eines neuen Schemas als Reaktion auf
anomale Daten, um so zu alternativen Hypothesen zu gelangen. Ein neues Schema
wird aktiviert, indem theoriebasiert bzw. mit Hilfe von Hintergrundwissen
vorgegangen wird. Dabei werden keine neuen Experimente durchgeführt oder
andere, bereits vorliegende Daten neu evaluiert. Die Suche nach
Alternativerklärungen ist also nicht datengetrieben, sondern durch das
domänenspezifische theoretische Hintergrundwissen ausgelöst. Die Autoren
weisen explizit darauf hin, dass eine solche theoriegetriebene Strategie in keiner
bisherigen Studie berichtet wurde. Allerdings lassen sich auch einige Einwände
gegen diese Studie formulieren, die diesen ungewöhnlichen Befund erklären
können. So mag Kategorisierung eine wichtige Aufgabe in vielen Bereichen der
Wissenschaft sein, dennoch ist dies sicher nicht die einzige Aktivität, bei der
anomale Daten entdeckt werden. Es lässt sich hier wieder die Taxonomie von
Klahr (2000) heranziehen und darauf verweisen, dass bei diesem Experiment
weder eine auf Daten aufbauende Hypothesenbildung, noch eine Überprüfung der
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Daten durch ein Experiment oder andere Arten der Datengewinnung, noch die
Evaluation der bei dieser Suche nach neuen Daten gewonnenen Ergebnisse
gegeben war (vgl. Trickett, Trafton, Schunn & Harrison, 2001). Damit
zusammenhängend lässt sich auch die Frage aufwerfen, wie weit das Ergebnis von
Alberdi, Sleeman und Korpi (2000) generalisierbar ist. So kommen etwa Trickett,
Trafton, Schunn und Harrison in der bereits zitierten Arbeit mittels eines in vivo-
Ansatzes (vgl. Dunbar, 1997, 2002) zu dem Ergebnis, dass der Umgang mit
Anomalien vor allem durch das Testen von Hypothesen beschreibbar ist, und dass
die Hypothesenbildung abhängig von den vorliegenden Daten ist. Dies zeigte sich
auch darin, dass die Wissenschaftler dieser Studie (Astronomen) neue Daten
generierten, um ihre neuen Hypothesen zu testen. Das theoretische
Hintergrundwissen wurde von den Teilnehmern dieser Studie lediglich
herangezogen, um erwartete Daten zu interpretieren, nicht aber, um Anomalien
aufzulösen. Eine weitere mögliche Ursache für die widersprüchlichen Ergebnisse
kann in den unterschiedlichen Aufgaben liegen (Kategorisierung vs. explorative
Datenanalyse), sowie in dem Umstand, dass in der Studie von Trickett und seinen
Mitarbeitern die Teilnehmer ihr Feedback selbst generieren mussten, während im
anderen Falle dies sofort gegeben wurde. Dies könnte es im Falle der
Kategorisierungsaufgabe erleichtert haben, die Anomalie sofort auf theoretischem
Niveau zu beurteilen. Im Gegensatz dazu musste bei Trickett et al. zuerst eine
Hypothese zur Erklärung der Anomalie generiert werden, die anschließend
getestet werden konnte. Zusammenfassend beurteilt spiegelt also die Studie von
Trickett und Kollegen die Reichhaltigkeit des wissenschaftlichen
Problemlöseprozesses besser wider und relativiert somit die Ergebnisse von
Alberdi und Kollegen hinsichtlich deren Generalisierbarkeit.
Dennoch lässt sich auch an diesen widersprüchlichen Ergebnissen die Frage
aufwerfen, inwiefern die untersuchten Prozesse im Hinblick auf Anomalien
domänenunabhängig oder vielmehr stark an die Domäne gebunden sind, wie
Ergebnisse von Alberdi, Sleeman und Korpi (2000) nahe legen. Die Frage, wie
groß die Ausprägungen von domänenspezfischen und domänenunabhängigen
Fähigkeiten bei Experten sind, ist nach wie vor umstritten, wenn auch ein Großteil
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der Fähigkeiten als domänenspezifisch angesehen werden (vgl. Krems, 1994).
Allerdings könnten Basisprozesse wie die Bildung von Hypothesen, das Testen
von Hypothesen, die Durchführung von Experimenten sowie die Evaluation
gewonnener Ergebnisse im Licht der eigenen Theorie davon ausgenommen sein.
Diese Prozesse scheinen vielmehr allgemein kognitiver Natur zu sein und
beispielsweise für Naturwissenschaftler aller Domänen von gleicher Bedeutung zu
sein (vgl. Dunbar, 1995; Gorman, 1992; Valdéz-Pétez, Simon & Murphy, 1992;
Gopnik & Meltzoff, 1977; Gopnik, Meltzoff & Kuhl, 1999; Wagman, 1999,
Dunbar, 2002). Dies wird zusätzlich gestützt durch die Ergebnisse der bereits
mehrfach erwähnten Simulation der Harnstoffsynthese von Kulkarni und Simon
(1988), bei der die Hälfte aller implementierten Heuristiken (darunter diejenige in
Bezug auf Anomalien, s.o.) domänenunabhängig war. Auch im Hinblick auf den
Umgang mit Anomalien werden über verschiedene Expertisegrade und Domänen
hinweg vergleichbare Ergebnisse gefunden, die denen der Arbeit von Alberdi,
Sleeman und Korpi (2000) widersprechen (vgl. Chinn & Brewer, 2000; Klahr,
2000). Diese Einschätzung findet sich auch verbreitet in Arbeiten aus der
Entwicklungspsychologie, deren Ergebnisse darauf hindeuten, dass Kinder
ähnlich Erwachsenen auf Anomalien reagieren oder sich gar allgemein als „kleine
Wissenschaftler“ (child as scientist-Metapher) beschreiben lassen (z.B. Chinn &
Brewer, 1998; Samarapungavan, 1992; Klahr, 1996; Gopnik & Meltzoff, 1997;
Gopnik, Meltzoff & Kuhl, 1999)2.
Weitere Studien, die sich mit Strategien im Umgang mit Anomalien beschäftigen,
kommen aus dem Bereich der medizinischen Diagnostik. Diese Studien sind hier
von Relevanz, da diagnostisches Schließen die selben kognitiven Prozesse der
Hypothesenentwicklung, Überprüfung und Evaluation beinhaltet, wie sie für
abduktives Schließen charakteristisch sind (vgl. Gale & Marsden, 1983; Arocha &
Patel, 1995a,b). Im Vergleich zu den Studien von Alberdi, Sleemann und Korpi
(2000) und Trickett et al. (2000; 2001) sind Studien aus dem Bereich der
medizinischen Diagnostik häufig Experten-Novizenvergleiche. Dieses Vorgehen
                                                          
2 An dieser Stelle soll nicht verschwiegen werden, dass diese Sicht auf Kinder („the child as
scientist“) neueren Datums ist und zum Teil früheren Ergebnissen widerspricht. (zur Kritik vgl.
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führt in den im folgenden angeführten Studien über verschiedene Expertisegrade
hinweg zu detaillierteren Erkenntnissen hinsichtlich der Hypothesen und
Strategien beim Umgang mit Anomalien.
Das Wissen von Experten im Bereich der Medizin wird allgemein als hierarchisch
strukturiert angesehen (z.B. Patel, Evans & Kaufmann, 1989). Es wird davon
ausgegangen, dass auf der untersten Stufe der Wissenshierarchie sich
Beobachtungen befinden, ohne dass diese in irgendeiner Weise interpretiert
werden. Auf einer nächsthöheren Stufe finden sich Kategorien, die noch nicht
explizit genug für eine Diagnose sind, aber beispielsweise eine Klasse von
Krankheiten repräsentieren. Auf der obersten Stufe finden sich die Diagnosen, die
spezifische Pathologien verkörpern (vgl. Arocha & Patel, 1995a,b). In einer
Studie zur Qualität von Hypothesen untersuchten Patel, Arocha und Kaufmann
(1994) genauer, welche Hypothesen Experten und Subexperten zu Beginn des
Problemlöseprozesses generieren. Sie fanden, dass Experten Hypothesen bildeten,
die entsprechend der Wissenshierarchie auf der mittleren, also der Kategorienstufe
anzusiedeln sind. Im Gegensatz dazu waren die Hypothesen der Subexperten
spezifische Diagnosen. Die Experten waren in diesem Falle die erfolgreicheren
Problemlöser, da sie eine Klasse von weniger spezifischen Hypothesen bildeten,
bevor sie eine endgültige Diagnose fällten. Dieses Ergebnis stand im Einklang mit
einer Studie von Feltovich, Johnson, Moller und Swanson (1984), in der die
Autoren zeigen konnten, dass die von Experten gebildeten Hypothesen zu
Krankheitsdaten allgemeiner und abstrakter (bspw. Herzkrankheit) waren als
diejenigen von Novizen (bspw. Herzmuskellähmung), die mehr dem idealen
Prototyp einer spezifischen Diagnose entsprachen. Ein vergleichbares Ergebnis
fand sich auch in einer Studie von Joseph und Patel (1990) anhand einer
Fallaufgabe aus der Endokrinologie, bei der Ärzte, die sich in dieser Domäne
spezialisiert hatten mit Ärzten ohne Spezialisierung verglichen wurden. Die
Anfangshypothesen der spezialisierten Ärzte entsprachen allgemeinen
Krankheitsklassen, die sie im Laufe des Problemlöseprozesses aufgrund neuer
Daten verfeinerten. Im Gegensatz dazu bildeten die Ärzte, die keine Expertise in
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diesem Bereich hatten, sowohl spezifischere als auch eine höhere Anzahl an
unterschiedlichen Diagnosen. Allerdings fiel es ihnen so auch schwerer, diese
Diagnosen in Bezug auf neue Daten zu evaluieren. Der Expertenvorteil auch
dieser Studie äußerte sich also darin, dass die abstrakteren Diagnoseklassen der
Domänenexperten die Evaluation neuer Daten förderte und vereinfachte. In
Folgestudien (Arocha & Patel, 1995a; 1995b; Patel & Arocha, 1998; Patel,
Arocha & Kaufman, 1999) wurden die Unterschiede hinsichtlich Expertisegrad
genauer untersucht und mit Anomalien in Verbindung gebracht. Die Aufgabe
bildeten Fallgeschichten, bei denen die Daten wieder sequentiell vorgegeben
wurden. In diesen Experimenten nahmen sowohl Novizen, fortgeschrittenere
Novizen und Experten teil. Wiederum zeigte sich, dass bei sequentieller
Datenvorgabe Novizen und fortgeschrittenere Novizen früher und häufiger als die
Experten spezifische Hypothesen bildeten. Experten bildeten dagegen wieder
vermehrt Hypothesen, die einer abstrakteren Klasse von Diagnosen zugerechnet
werden konnten. Dies entspricht den bereits oben angeführten Befunden früherer
Arbeiten von Patel und Kollegen und repliziert Arbeiten, die zeigen, dass
Experten abstraktere Konzepte bilden, die Novizen fehlen (vgl. Doane, et al.,
1992; Wiley, 1998). Hinsichtlich der Strategiewahl zeigten Experten deutlich
mehr Vorwärtsinferenzen, d.h. sie bildeten von den Daten ausgehend ihre
Hypothesen. Im Gegensatz dazu präferierten Novizen und fortgeschrittene
Novizen Rückwärtsinferenzen, bei denen deduktiv von Hypothesen ausgegangen
wird, um die vorliegenden Daten zu erklären. Solche Rückwärtsinferenzen
machen keinen Gebrauch von Domänenwissen sondern eher von allgemeinen
Heuristiken (vgl. Patel & Groen, 1986). In Bezug auf Anomalien zeigte sich aber,
dass die Experten von einer vorwärtsgerichteten Strategie zu einer
rückwärtsgerichteten Strategie wechselten. Dies ist gleichbedeutend mit einem
Wechsel von domänenspezifischen Heuristiken (strong methods) zu
allgemeineren Heuristiken (weak methods). Zudem fand sich, dass Experten im
Vergleich zu den beiden anderen Gruppen ihre Hypothesen häufiger veränderten
und wechselten. Novizen und fortgeschrittene Novizen neigten dazu, Anomalien
zu ignorieren. Dies unterstreicht die Ergebnisse bereits angeführter Studien (z.B.
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Klahr, 1996; Kulkarni & Simon, 1988), indem die Bedeutung und Ausbeutung
von Anomalien nicht nur für wissenschaftliches Entdecken allgemein
hervorzuheben ist, sondern offensichtlich auch einen Expertenvorteil im Bereich
medizinischer Diagnose ausmacht. Wichtig sind diese Studien vor allem
hinsichtlich der Bedeutung der Ausgangshypothese auf den Umgang mit
Anomalien und deren Zusammenhang mit der Wahl von Strategien. So
verdeutlichen die Ergebnisse, dass abstraktere bzw. allgemeinere Hypothesen den
Umgang mit Anomalien erleichtern und es so den Experten gelang, Anomalien
nicht zu ignorieren und in Folge ihre Ausgangshypothese häufiger zu verändern
oder zu wechseln. Des weiteren illustrieren die Studien von Patel und Kollegen,
dass die Aufmerksamkeit, die Experten auf Anomalien verwenden, zu einem
Strategiewechsel führt, der domänenunabhängig auf die vorhandenen Daten
bezogen ist. Allerdings lassen sich gegen diese Arbeiten die gleichen Einwände
erheben wie auch schon zuvor gegenüber anderen Studien. Die Aufgaben
entsprachen eher Textaufgaben, als dass sie es den Teilnehmern ermöglicht
hätten, selbst Daten zu produzieren und zu evaluieren. Zwar wurden den
Versuchspersonen neue Evidenzen sequentiell vorgegeben, allerdings waren alle
Daten in Form von „Fallbeschreibungen“ vorgegeben. Die Möglichkeit, selbst
Evidenzen zu generieren und in Hinblick auf die eigene Hypothese zu evaluieren,
war auch hier nicht gegeben. Inwiefern also die Ergebnisse generalisierbar sind
oder auch bei anderen Aufgaben gelten, ist somit schwer zu bestimmen.
Um abschließend an dieser Stelle die Diskussion um die
Domänen(un)abhängigkeit der in dieser Arbeit untersuchten Prozesse (Bildung,
Testen und Evaluation von Hypothesen im Zusammenhang mit Anomalien)
wiederaufzugreifen, so lassen die Mehrzahl der hier vorgestellten Studien den
Schluss zu, dass diese dem domänenunabhängigen Bereich zuzurechnen sind.
Eine neuere Arbeit von Schunn und Anderson (1999) expliziert dies anhand der
Domäne Psychologie. Die Autoren fanden in Bezug auf die Planung und
Evaluation von Experimenten eine hohe Anzahl an domänenübergreifenden
Strategien und betonen die Gültigkeit ihres Ergebnisses für wissenschaftliches
Entdecken allgemein. Als Beleg für diese These führen sie unter anderem bereits
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publizierte wissenschaftliche Entdeckungen an, die durch Computersysteme
gewonnen wurden, da alle diese Systeme eine Vielzahl domänenunabhängiger
Strategien beinhalten (vgl. Valdés-Peréz, 1995; Langley, 2000). Die zuletzt
vorgestellten Arbeiten von Patel und Kollegen belegen dies spezifisch hinsichtlich
des Umgangs mit Anomalien, indem sie zeigen, dass Experten aus dem Bereich
medizinischer Diagnostik domänenunabhängige Strategien für die Anomalie-
resolution verwendeten
Nachdem nun ein Überblick über die relevanten Einzelbefunde gegeben wurde,
sollen nun allgemeinere Theorien abduktiven Schließens im Hinblick auf
Anomalien vorgestellt werden. Im folgenden wird darauf verzichtet, näher auf
Theorien aus dem Bereich der künstlichen Intelligenz (KI) einzugehen, da diese
häufig unplausible Annahmen zu Grenzen des menschlichen Informations-
verarbeitungssystems machen (vgl. Josephson & Josephson, 1994, zur Kritik vgl.
Tweney, 1990, Krems, 1994).
2.8 Theorien abduktiven Schließens
2.8.1 Scientific discovery as Dual Search (SDDS)
Eine der prominentesten Theorien abduktiven Schließens stammt aus dem Bereich
wissenschaftlichen Entdeckens. Die Scientific Discovery as Dual Search-Theorie
(SDDS) von Klahr und Dunbar (1988; Klahr, 2000) beschreibt wissenschaftliches
Problemlösen und damit abduktives Schließen als Suche in zwei Problemräumen:
einem Hypothesen- und einem Experimentalraum3. Die auf dem Frame-Konzept
                                                          
3 Schunn und Klahr erweiterten 1995 die Theorie von Klahr und Dunbar (1988) um zwei weitere
Problemräume. Im Repräsentationsraum wird entschieden, wie die Daten oder Beobachtungen
repräsentiert werden. Diese Repräsentation bildet die Grundlage auf der im Hypothesenraum
Kausalbeziehungen generiert werden. Im Paradigmenraum wird die Klasse des Experiments
ausgewählt, die festlegt, welche Faktoren variiert oder konstant gehalten werden. Die spezifischen
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von Minsky (1975) basierende Theorie spezifiziert insgesamt drei
Hauptkomponenten, die den Prozess wissenschaftlichen Entdeckens beschreiben.
Es handelt sich dabei um die Suche im Hypothesenraum (Search Hypothesis
Space), das Testen der Hypothese (Test Hypothesis) und die Evaluation von
Evidenzen (Evaluate Evidence). Das Ergebnis der Suche im Hypothesenraum
führt als Ergebnis zu einer vollständig spezifizierten Hypothese, die als Grundlage
für das Testen der Hypothese dient. Als Ergebnis dieses Testvorgangs resultiert
eine Beschreibung von Evidenzen, die für oder gegen die aktuelle Hypothese
sprechen, je nach Ergebnis des Vergleichs zwischen Voraussage der Hypothese
und des experimentellen Ergebnisses. Im nächsten Schritt wird entschieden, ob
die kumulierten Evidenzen zur Beibehaltung, Veränderung oder Zurückweisung
der aktuellen Hypothese führen. Die einzelnen Komponenten sollen nun im
Rahmen ihrer Bedeutung für diese Arbeit etwas ausführlicher beschrieben
werden.
Suche im Hypothesenraum: Diese Komponente unterteilt sich in zwei Prozesse,
zum einen in Generate Frame und in Assign Slot Values. Hier handelt es sich um
Prozesse, die neue Hypothesen generieren. Im Falle von Generate Frame können
diese durch eine Suche im Gedächtnis oder allgemein durch Vorwissen
hervorgerufen werden. Zu diesen Prozessen zählen unter anderem auch die
Vermittlung durch Analogien, Priming oder heuristische Suche. Zum anderen
können aber auch neue Hypothesen durch experimentelle Befunde und deren
Generalisierung gebildet werden. Der Prozess Asign Slot Values dagegen führt
dazu, dass abstrakte Klassen von Hypothesen durch Hinzufügen spezieller Slot-
Werte in vollständig spezifizierte Hypothesen überführt werden. Diese Slot-Werte
können wiederum durch eine Suche im Gedächtnis oder durch Evaluation
experimenteller Ergebnisse gewonnen werden. Auch ist es möglich, Experimente
nur zum Ziel der Bestimmung einzelner Slot-Werte durchzuführen um eine
Hypothese zu spezifizieren. Falls es nicht möglich ist, spezifische Slot-Werte für
                                                                                                                                                              
Parameter werden allerdings im Experimentalraum festgelegt. Da das Modell von Schunn und
Klahr aber weit weniger spezifizert ist als das ursprüngliche Modell und zudem weitaus weniger
Einfluss auf die Forschung hat und hatte, beschränkt sich die folgende Darstellung auf die
ursprüngliche Konzeption des Modells als Suche in zwei Problemräumen.
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einen Frame zu bestimmen, postulieren Klahr und Dunbar, dass ein neuer Frame
(also eine neue Hypothese) generiert wird. Ist aber eine vollständig spezifizierte
Hypothese gefunden, wird zur nächsten Komponente übergegangen.
Testen der Hypothese: Diese Komponente dient dazu, durch Suche im
Exprimentalraum ein der aktuellen Hypothese angemessenes Experiment zu
finden, eine Vorhersage aus der Hypothese abzuleiten und das durchgeführte
Experiment mit dieser Vorhersage zu vergleichen. Das Ergebnis dieser Prozesse
ist eine Repräsentation der Evidenzen, die für oder gegen die aktuelle Hypothese
sprechen und dient als Eingangsvariable für die letzte der drei Hauptkomponenten
von SDDS.
Evaluation von Evidenzen: Diese Komponente prüft, ob die bisherigen
Evidenzen ausreichend sind, um zu entscheiden, ob die aktuelle Hypothese
beibehalten oder verworfen wird. Kann dies nicht entschieden werden, werden
erneut Daten gesammelt und repräsentiert, um danach wieder Eingang in diese
Komponente zu finden.
Zusammenfassend beschreibt die Theorie also abduktives Schließen durchaus
konventionell als einen Kreislauf des Generierens, Testens und Evaluierens von
Hypothesen. Allerdings sind die einzelnen Prozesse weitaus komplizierter
miteinander verknüpft, als es diese allgemeine Beschreibung vermuten lässt. So
wird unter anderem die Suche im Hypothesenraum durch fehlende Slot-Werte
eines Frames bestimmt. Zudem kommt der Durchführung von Experimenten eine
zentrale Bedeutung zu: sowohl bei der Generierung als auch bei der Bestimmung
einzelner Slot-Werte, als auch zum Testen einer vollständig spezifizierten
Hypothese. Anders ausgedrückt bedeutet dies, dass Experimente auch ohne eine
sie leitende Hypothese durchgeführt werden können. Somit besagt die Theorie,
dass der Experimentalraum ohne theoretische Begründung und ohne eine leitende
Hypothese abgesucht werden kann.
Verschiedene Studien lieferten Belege für die Gültigkeit der Theorie (vgl. Klahr,
2000). In ihren Experimenten verwendeten Klahr und Mitarbeiter häufig einen
programmierbaren Roboter (Big Trak). Aufgabe der Versuchspersonen war es, die
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Funktion eines nicht näher erläuterten Schalters zu bestimmen. Die Ergebnisse
zeigten, dass die Hälfte aller Experimente aufgrund von voll spezifizierten
Hypothesen durchgeführt wurden. In diesem Zusammenhang zeigte sich auch,
dass Kinder weitaus weniger Experimente mit voll spezifizierten Hypothesen
durchführten und eher allgemeinere Klassen von Hypothesen testeten (vgl. Klahr,
Dunbar & Fay, 2000). Dies führte im Falle der Kinder allerdings zu einer
schlechteren Performanz, weshalb vollständig spezifizierte Hypothesen von den
Autoren beim Problemlösen als überlegen angesehen werden. Auch zeigte sich,
dass es den Teilnehmern in Bezug auf Anomalien schwer fiel, von einem Frame
zu einem anderen zu wechseln, dass vielmehr nur kleinere Änderungen an der
bestehenden Hypothese vorgenommen wurden. Dies ist zum einen ein Hinweis
darauf, dass Experimente dazu führen können, einzelne Slot-Werte einer
Hypothese zu verändern. Zum anderen steht dieses Ergebnis im Einklang mit der
confirmation bias Forschung, allerdings kommt ihm im Rahmen von SDDS
aufgrund ihrer Bezüge zur Frame-Theorie eine neue Interpretation zu. Das
bedeutendste Ergebnis für die Theorie dürfte aber sein, dass es gelang, zwei
Strategien zu unterscheiden, die auf den von SDDS postulierten Problemräumen
(Hypothesenraum- vs. Experimentalraumsuche) operierten. Die Teilnehmer ließen
sich post-hoc in Gruppen einteilen, die von den Autoren als Empiristen vs.
Theoretiker bezeichnet wurden. Theoretiker bearbeiteten die Aufgabe indem sie
ihre Ausgangshypothese im Falle diskonfirmatorischer Evidenzen systematisch
variierten. Sie variierten also die einzelnen Slot-Werte ihrer Hypothese und
sammelten im Anschluss systematisch Daten für die Beurteilung ihrer Hypothese.
Die als Empiristen bezeichnete Gruppe verwendete dagegen im Falle
diskonfirmatorischer Evidenzen die Strategie, ohne explizite Hypothesen zu
experimentieren. Auch wechselten die Empiristen häufiger zu einem anderen
Frame, d.h. zu neuen Hypothesen. Der Wechsel zu einer neuen Hypothese wurde
in dieser Gruppe häufiger durch die Evaluation von Experimenten ausgelöst, im
Gegensatz zur Gruppe der Theoretiker, die neue Hypothesen häufiger durch eine
Suche im Gedächtnis (Hypothesenraum) generierten. Allerdings geben die
Ergebnisse nicht darüber Auskunft, ob eine der beiden Strategien der anderen
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überlegen ist im Hinblick auf eine erfolgreiche Lösung, da alle bis auf einen
Teilnehmer die Aufgabe korrekt lösten. Als einzigen Hinweis für die
Überlegenheit der Strategie der Theoretiker kann die deutlich kürzere
Bearbeitungszeit gelten. Allerdings fällt es schwer, die Ergebnisse dieser Studie
mit denen von Patel und Kollegen (1995a,b; Patel, Arocha & Kaufman, 1999) zu
vergleichen, da diese Unterschiede in den Lösungswahrscheinlichkeiten von
Experten und Novizen fanden (und somit auch in deren Strategien), solche aber in
der Studie von Klahr und Dunbar nicht vorliegen.
Die Theorie von Klahr und Dunbar bietet dennoch die Möglichkeit,
Strategieunterschiede im Hinblick auf Anomalien zu erklären. Problematisch
dabei ist allerdings, dass es schwierig ist, aus der Theorie abgeleitete, konkrete
Vorhersagen zu machen. Zwar lassen sich post-hoc eine Vielzahl von Ergebnissen
aus dem Bereich wissenschaftlichen Entdeckens erklären und beschreiben (für
einen Überblick, Klahr, 2000, Kapitel 8), aber das Zusammenspiel der einzelnen
Prozesse ist nur schlecht vorhersagbar. So weisen die Autoren in ihren späteren
Arbeiten auch explizit auf den aufgabenanalytischen Charakter von SDDS hin
(vgl. Klahr, 2000, S. 29). So zeigen zwar die Studien mit Kindern im Rahmen von
SDDS, dass es schwieriger ist Hypothesen zu wechseln, wenn man von einem
nicht voll spezifizierten Frame ausgehen muss, der Theorie nach aber sollten
solche nicht spezifizierten Hypothesen sofort zum Versuch führen, diese zu
spezifizieren. Zudem steht dieses Ergebnis im Gegensatz zu anderen (wenn auch
nicht an Kindern durchgeführten), bereits angeführten Arbeiten, die einen
Expertenvorteil im Umgang mit Anomalien darin ausmachten, dass diese von
weniger spezifizierten Hypothesen ausgingen (z.B. Arocha & Patel, 1995a,b).
Inwiefern diese Unterschiede in der Verwendung unterschiedlicher Aufgaben
begründet ist, lässt sich nur schwer entscheiden. Ein weiterer Kritikpunkt an der
Theorie ist, dass sie keine Vorhersagen im Falle von multikausalen Hypothesen
macht. In den von Klahr und Dunbar (1988; Klahr, 2000) verwendeten Aufgaben
galt es lediglich eine einzige Kausalhypothese zu entdecken. Somit erscheint es
fraglich, inwiefern eine solche Aufgabe repräsentativ für ein komplexes
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abduktives Problem wie wissenschaftliches Entdecken ist (vgl. Johnson & Krems,
2001).
Zusammenfassend lässt sich also sagen, dass SDDS Abduktion auf einem zu
abstrakten Niveau beschreibt und keine detaillierten Voraussagen macht. Dies
wird vor allem deutlich im Hinblick auf Anomalien, gilt aber für alle drei
Hauptkomponenten der Theorie. So wird zum Beispiel nicht spezifiziert, unter
welchen Umständen Hypothesen beibehalten oder verworfen werden. Auch geht
sie in ihrer ursprünglichen Form davon aus, dass Hypothesen immer spezifiziert,
falls dies nicht möglich ist, nichtspezifizierte Hypothesen verworfen werden. Dies
widerspricht eigenen Ergebnissen der Autoren. Zudem ist die Rolle
unspezifizierter Hypothesen, die diese beim abduktiven Schließen spielen, in
SDDS nicht ausreichend beschrieben.
2.8.2 Theory of Explanatory Coherence (TEC)
Die Theory of Explanatory Coherence von Thagard (1989, 1991, 1992) hat das
Ziel, eine Vielzahl abduktiver Aufgaben zu beschreiben, sowohl wissenschaftliche
Entdeckungen, als auch alltägliches Problemlösen. Von Thagard dafür angeführte
Beispiele sind der Wechsel von der Phlogiston zur Sauerstoff-Theorie von
Lavoisier oder die Aufgabe eines Gerichtes, zu einem Urteil zu kommen.
Zentraler Kern der Theorie sind Propositionen, die entweder kohärent oder
inkohärent mit anderen Propositionen sein können (explanatorische Kohärenz).
Solche Propositionen entsprechen den einzelnen Beobachtungen oder Daten bzw.
Hypothesen und sind mittels Erklärungsrelationen verknüpft. Dies bedeutet, dass
die Assoziationen zwischen Symptomen oder Daten auf der einen Seite und
Hypothesen auf der anderen Seite aufzeigen, welche Hypothese von welchen
Evidenzen gestützt bzw. widerlegt wird. Thagard postuliert in seiner Theorie
sieben Prinzipien, die es ermöglichen die Relationen der einzelnen Propositionen
untereinander zu bestimmen und die globale Kohärenz eines
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Propositionensystems zu bestimmen. Unter diesen Prinzipien findet sich
beispielweise das der Symmetrie einzelner Propositionen (Wenn P und Q
kohärent sind, dann sind auch Q und P kohärent), oder das Prinzip der Analogie
(P1 erklärt Q1; P2 erklärt Q2 und wenn P1 und P2 sowie Q1 und Q2 analog sind,
dann sind P1 und P2, Q1 und Q2 kohärent). Kohärent sind also beispielsweise zwei
Propositionen zu nennen, die Teil einer gemeinsamen Erklärung sind oder solche
Propositionen, die Teil einer übergeordneten Proposition sind. Im Gegensatz zu
SDDS von Klahr und Dunbar (1988) ist die Theorie Thagards auch in Form eines
konnektionistischen Modells (ECHO) implementiert. Hypothesen und Evidenzen
sind in diesem Modell die Knoten, während kohärente Zusammenhänge durch
exzitatorische Verbindungen repräsentiert werden und inkohärente
Zusammenhänge durch inhibitorische Verbindungen. Die Bewertung der
Hypothesen wird durch constraint satisfaction modelliert, bei der die Aktivierung
aller Knoten parallel berechnet wird. Als Ergebnis wird diejenige Hypothese
akzeptiert, die am Ende über die höchste Aktivierung verfügt. Dies bedeutet also,
dass diejenige Hypothese resultiert, die am kohärentesten mit den im Netz
repräsentierten Daten und Teilhypothesen verbunden ist.
Aufgrund der Modellierung wissenschaftlicher Ergebnisse (s.o.) vertritt die
Theorie den Anspruch, abduktives Schließen sowohl deskriptiv als auch normativ
zu beschreiben, auch wenn vom Autor einschränkend bemerkt wird, dass
menschliche Problemlöser in Einzelfällen vom Prinzip der explanatorischen
Kohärenz abweichen. Weiterhin weist Thagard darauf hin, dass das Modell zwar
nicht in der Lage ist zu erklären, wie die im Modell repräsentierten Hypothesen
gebildet werden, dafür aber Vorhersagen darüber macht, welche Hypothesen aus
einer Vielzahl von vorhandenen ausgewählt werden. Dass die Theorie ein
korrektes Modell menschlichen abduktiven Schließens ist, lässt sich bezweifeln.
Zwar stützen auch experimentelle Befunde Teile der Theorie von Thagard (z.B.
Read & Marcus-Newhall, 1993), dennoch überwiegt die Kritik. Eine Hauptkritik
an Thagards Theorie ist, dass trotz der vom Autor ausgesprochenen Nähe zu
psychologischen Theorien, ECHO beispielsweise eine unbegrenzte
Verarbeitungskapazität besitzt. Damit ist die Theorie eher Modellen aus der
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künstlichen Intelligenz verpflichtet als psychologisch plausibel (Cheng & Keane,
1989). Dies gilt auch für die angenommene parallele Verarbeitung aller
Evidenzen und Hypothesen: damit scheinen sich eher unbewusste Prozesse
modellieren zu lassen. Bewusste Entscheidungs- und Verarbeitungsprozesse
lassen sich dagegen auf diese Weise nicht abbilden (O´Rorke, 1989). Zudem wird
in der Theorie nicht spezifiziert, wie Hypothesen gebildet werden. Im Gegensatz
dazu werden diese und ihre Verknüpfungen zu den Daten vorausgesetzt (Klayman
& Hogarth, 1989). Ein weiterer Kritikpunkt, der vor allem für diese Arbeit von
Bedeutung ist, besteht darin, dass die Evidenzen und Hypothesen nicht sequentiell
gebildet und verarbeitet werden, sowie dass das Modell keine Aussagen über
Heuristiken beim Problemlösen macht (Cheng & Keane, 1989). Aus diesem
Grund legen auch Cheng und Keane nahe, abduktives Schließen symbolisch statt
konnektionistisch zu modellieren. ECHO ist also auch nicht in der Lage,
Anomalien als solche überhaupt zu berücksichtigen. Da alle Evidenzen und
Hypothesen bekannt sein müssen, schwächen Anomalien zwar eine Hypothese (da
sie dieser ihrer Natur nach widersprechen), das Modell kann aber keine Angaben
darüber machen, wie mit Anomalien umgegangen wird (vgl. Chi, 1989). Darüber
hinaus wird von Thagard angenommen, dass alle Hypothesen gleicher Natur sind.
Dies steht im Gegensatz zu einer Reihe von Befunden, wobei hier nur auf die
bereits zitierten Arbeiten aus der Expertiseforschung verwiesen werden soll (vgl.
Arocha & Patel, 1995a,b; Patel, Arocha & Kaufman, 1999; Klayman & Hogarth,
1989). Insgesamt ist also die Theorie von Thagard eher dafür geeignet, die
Resultate kognitiver Prozesse zu modellieren, als die kognitiven Prozesse selbst




2.8.3 Eine allgemeine Theorie abduktiven Schließens (TAR)
Die Theorie abduktiven Schließens (TAR) von Johnson, Krems und Kollegen
(Johnson & Krems, 2001; Johnson, Krems & Amra, 1994; Krems & Johnson,
1995; Krems, Johnson & Kliegel, 1997) verbindet einige Vorteile der
vorangestellten Theorien und vermeidet gleichzeitig deren Fehler weitestgehend.
So ist die Theorie beispielsweise symbolisch, d.h. sie liegt als SOAR-Modell
(Newell, 1990) vor und erfüllt somit die Forderung von Cheng und Keane (1989).
Zugleich nutzt die Theorie das Konzept der Problemräume, wie es in der Theorie
von Klahr und Dunbar (1988) formuliert wurde, spezifiziert aber die einzelnen
Prozesse aufgrund der Implementation in SOAR genauer.
Abduktion wird von den Autoren als sequentielles Verstehen und Integrieren von
Evidenzen in ein einzelnes Situationsmodell angesehen. Das Situationsmodell
repräsentiert die jeweils beste Erklärung für die Daten. Es beinhaltet sowohl die
Evidenzen als auch die einzelnen Hypothesen, die diese erklären. Diese Form des
Aufbaus einer mentalen Repräsentation ist konsistent mit der Annahme zum
Aufbau eines mentalen Modells beim deduktiven Schließen von Johnson-Laird
und Byrne (1983). Im Gegensatz zu der Theorie von Johnson-Laird und Byrne
wird in TAR allerdings davon ausgegangen, dass nur ein Situationsmodell
gebildet wird, welches aber verschiedene und disjunkte Elemente enthalten kann
(z.B. alternative Erklärungen für bestimmte Daten). In der Theorie wird explizit
angenommen, dass das Situationsmodell neben disjunkten Hypothesen auch
abstrakte (die eine Klasse von Erklärungen repräsentieren) sowie konkrete
Hypothesen (spezifische Hypothesen für Daten) enthalten kann. Als Beispiel für
eine abstrakte Hypothese führen die Autoren ein Beispiel aus dem Bereich der
medizinischen Diagnostik an: Herzkrankheit. Diese Diagnose ist abstrakt, da sie
eine Reihe anderer, spezifischerer Krankheiten subsumiert. Dagegen wäre eine
spezifische Diagnose beispielsweise Herzklappenfehler. Auf die Bedeutung dieses
Merkmals für die vorliegende Arbeit werde ich weiter unten erneut eingehen.
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Hinsichtlich der Repräsentation wird in TAR also nicht davon ausgegangen, dass
Personen beim Lösen abduktiver Probleme formale Inferenzregeln anwenden.
Vielmehr werden bei abduktiven Problemen das Situationsmodell und das Wissen
um die kausale Struktur der Aufgabe benutzt, um Kausalhypothesen zu bilden und
diese zu lösen.
Von weiterer Bedeutung für die Theorie ist auch, dass abduktives Schließen als
sequentieller Prozess verstanden wird. Einzelne Evidenzen werden also nach und
nach gefunden und in das Situationsmodell integriert. Diese Annahme entspricht
einem Zugewinn an Plausibilität im Vergleich zu anderen Modellen (ECHO) und
ermöglicht es, auch der Bedeutung von Anomalien beim Lösen abduktiver
Probleme Rechnung zu tragen. Wie bereits weiter oben angedeutet, ist die
Vorraussetzung für Anomalien, dass der Problemlöseprozess inkrementell ist, da
ansonsten bestehenden Hypothesen nicht im eigentlichen Sinne widersprochen
werden kann. Der allgemeine Ablauf abduktiven Schließens, wie er von Johnson
und Krems angenommen wird, ist in Abbildung 2 veranschaulicht und wird im
folgenden näher beschrieben.
Abduktives Schließen beginnt mit der Suche nach neuen Evidenzen (Collect Data)
die dem Situationsmodell hinzugefügt werden. Anschließend muss die Evidenz im
Hinblick auf das bereits bestehende Situationsmodell verstanden werden. Dies
geschieht durch ein- oder mehrmalige Anwendung des Operators Comprehend.
Das Ergebnis dieses Verstehensprozesses resultiert in einer oder mehreren
Hypothesen. Diese können entweder konkret, abstrakt oder disjunkt sein. Ist die
generierte Hypothese konkret und konsistent (Check) mit dem bestehenden
Situationsmodell wird sie in das Situationsmodell aufgenommen. Ist dies nicht der
Fall, so ist eine Anomalie aufgetreten. Diese kann durch den Operator Resolve
Anomaly beseitigt werden, indem entweder eine alternative Erklärung gefunden
wird oder indem bestehende Erklärungen aus dem Situationsmodell revidiert
werden. Resultiert der Verstehensprozess dagegen in einer abstrakten Erklärung
oder in mehreren Alternativerklärungen, wird versucht, eine Erklärung
auszuwählen bzw. die abstrakte Erklärung zu konkretisieren. Dies geschieht,
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indem weitere Beobachtungen oder bereits bestehende Hypothesen betrachtet
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Abbildung 2: Grundlegender Ablauf abduktiven Schließens nach Johnson &
Krems (2001).
Dieser Refine-Prozess (Evidenzenintegration) versucht nun, die neue Evidenz
durch die Suche nach einer Schnittmenge zweier Mengen zu integrieren. Die erste
ist die Menge der konkurrierenden Erklärungen für eine Evidenz, die zweite ist
die Menge der als Erklärungen bereits akzeptierten bzw. der als wahrscheinlich
erachteten Hypothesen für Daten. Alle Hypothesen, die nicht Teil dieser
Schnittmenge sind, werden nicht weiter betrachtet. Befindet sich in der
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Schnittmenge nur eine Hypothese, wird mittels Check deren Konsistenz mit dem
Situationsmodell geprüft. Befinden sich dagegen mehrere Hypothesen in der
Schnittmenge wird versucht, durch den Operator Discriminate zusätzliche
Informationen einzuholen oder mittels anderer Kriterien (z.B.
domänenspezifischer Art) die Anzahl der Alternativen zu reduzieren. Dieser
Ablauf wird so lange wiederholt, bis die Menge der Erklärungen auf eine
reduziert ist.
Der oben beschriebene Verarbeitungsprozess ist durch weitere Annahmen
gekennzeichnet:
1. Verfügbarkeit
Ist eine Erklärung verfügbar, die alle Evidenzen konsistent erklärt, wird diese
unmittelbar vom Modell akzeptiert. Sind Alternativerklärungen vorhanden,
muss zwischen diesen diskriminiert werden. Ist keine Erklärung vorhanden,
wird ein Suchprozess eingeleitet.
2. Begrenzte Suche
Die Suche nach Erklärungen wird durch Beschränkungen der menschlichen
Informationsverarbeitungskapazität eingeschränkt.
3. Minimumsorientierte Suche (satisficing search)
Die Suche nach Alternativerklärungen ist beendet, sobald die erste
befriedigende Erklärung gefunden wurde. In Folge werden keine weiteren
Alternativen mehr berücksichtigt.
4. Wissenskompilierung
Erklärungen, die im Laufe des Problemlösens gefunden werden, bleiben auch
später in ähnlichen Situationen verfügbar. Eine erneute Suche nach derselben
Erklärung ist damit vermeidbar.
Wie bereits angedeutet ist das Modell in der SOAR-Architektur implementiert.
Der abduktive Problemraum wird dabei durch sieben Komponenten kontrolliert,
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Abbildung 3: Komponenten und Problemräume von TAR (nach Krems, Johnson
& Kliegel, 1997, S. 221).
Der Operator Explore enthält Mechanismen zur Sammlung neuer Daten, um eine
erste Hypothese bilden zu können oder um das Situationsmodell erweitern zu
können. Darunter befindet sich auch ein Operator, der Experimente plant und
durchführt.
Um neugewonnene Daten oder Teile des Situationsmodells zu überprüfen, kommt
der Comprehend-Operator zur Anwendung. Dieser überprüft, ob eine neue
Evidenz nicht bereits durch im Situationsmodell enthaltene Hypothesen erklärt ist.
Mit Hilfe dieses Operators ist es auch möglich, Ergebnisse eines Experiments mit
den Erwartungen zu diesem Experiment zu vergleichen.
Discriminate beinhaltet Operatoren, um zwischen alternativen Erklärungen
entscheiden zu können. Dies geschieht durch eine Bewertung der Hypothesen mit
dem Situationsmodell. Sind die vorhandenen Informationen nicht ausreichend für
eine solche Bewertung, können mit diesem Operator neue Evidenzen gesammelt
werden.
Mittels Refine sollen abstrakte in konkrete Hypothesen überführt werden. Dies
kann beispielsweise durch einen Vergleich des Situationsmodells mit der
abstrakten Hypothese geleistet werden. Ist im Situationsmodell bereits eine
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spezifische Hypothese vorhanden, die Teil der abstrakten Hypothese ist, so wird
diese akzeptiert. Ist ein solcher Vergleich nicht möglich und kann keine
Hypothese gefunden werden, so wird versucht die abstrakte Hypothese in
Einzelannahmen aufzugliedern und mittels Discriminate zwischen diesen zu
entscheiden. Dieser Mechanismus entspricht der oben ausgeführten
Evidenzenintegration.
Um zu überprüfen, inwieweit neugenerierte Kausalerklärungen oder Evidenzen
mit dem Situationsmodell übereinstimmen wird Check ausgeführt. Ist die neue
Hypothese (oder Evidenz) konsistent, wird sie dem Situationsmodell hinzugefügt.
Der Operator kann auch Teilen des Situationsmodells (z.B. Hypothesen) einen
Sicherheitswert zuweisen. Diese Werte sind als unbekannt, unsicher oder
widersprüchlich definiert.
Als unsicher eingestufte Teile des Situationsmodells werden von Test
aufgegriffen, indem diesbezüglich Experimente durchgeführt werden, mit dem
Ziel, diese zu bestätigen oder zu verwerfen.
Resolve Anomaly schließlich soll dazu dienen, Anomalien im Situationsmodell
(beispielsweise sich widersprechende Hypothesen) aufzulösen. Um solche
Widersprüche aufzulösen, werden drei Einflussfaktoren herangezogen: Wie viele
Daten erklärt die aktuelle Erklärung, die Verfügbarkeit alternativer Erklärungen
und deren relative Wahrscheinlichkeit. Ist die Entscheidung aufgrund mangelnder
Daten dennoch nicht möglich, werden durch Discriminate neue Daten gesammelt
und hinsichtlich der Anomalie evaluiert. Allerdings ist der Resolve Anomaly
Operator bislang nicht im Modell implementiert. Eine Ausarbeitung hinsichtlich
der beteiligten Prozesse bei der Anomalieresolution findet sich jedoch in Krems
und Johnson (1995). Dabei wird skizziert, wie sich das Modell im Falle zweier
sich widersprechender Erklärungen verhält. Die Autoren gehen davon aus, dass
das Modell jeweils eine Erklärung zurückweist und nach einer
Alternativerklärung für dasjenige Datum sucht, das von der zurückgewiesenen
Hypothese erklärt wurde. Da angenommen wird, dass dieser Prozess mit beiden
konkurrierenden Erklärungen durchgeführt wird, steht am Ende eine
Vergleichsoperation, die bestimmt, welche Zurückweisung zum besten Modell
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führte. Die Güte eines Modells bestimmt sich dabei nach der Anzahl an
erklärenden Komponenten für die gegebene Anzahl an Daten. Die
Vergleichsoperation bezieht die oben genannten Einflussfaktoren mit ein und
berücksichtigt auch die Evaluation des Situationsmodells nach der Zurückweisung
einer Erklärung im Hinblick auf eine Alternativerklärung. Abschließend wird
diejenige Erklärung zurückgewiesen, bei der die Zurückweisung zu dem besten
Situationsmodell führte. Konkret bedeutet dies, bei zwei inkonsistenten
Erklärungen, e1 und e2 für zwei Daten d1 und d2, folgendes Vorgehen: Es wird
eine Erklärung ausgewählt und vom Modell zurückgewiesen, beispielsweise e1.
Im Anschluss wird nach einer alternativen Erklärung für d1 gesucht und das
Situationsmodell wird im Hinblick auf diese Alternativerklärung evaluiert.
Danach kehrt das Modell zur ursprünglichen Situation zurück und weist die
zweite Erklärung, in diesem Falle e2, zurück. In Folge wird nach einer Erklärung
für d2 gesucht und erneut das Gesamtmodell evaluiert. Am Ende weist das Modell
diejenige Erklärung zurück, deren Zurückweisung zum besten Situationsmodell
führte. Falls die Zurückweisung von e1 zu einer besseren Alternativerklärung
führt als diejenige bei der Zurückweisung von e2, so wird vom Modell auch e1
zurückgewiesen und die dazugehörige Alternativerklärung akzeptiert. Kann für
eine Erklärung keine Alternativerklärung gefunden werden (aufgrund von
fehlenden Verarbeitungskapazitäten oder weil keine existiert), so wird diese
Erklärung beibehalten und die andere Erklärung wird modifiziert. Resultiert die
Zurückweisung der Erklärungen in gleich gute Modelle, so wird auf die relativen
Wahrscheinlichkeiten (Häufigkeit des Auftretens), dass e1 Erklärung für d1 und
e2 Erklärung für d2 ist, zurückgegriffen um eine Entscheidung herbeizuführen.
Krems und Johnson weisen darauf hin, dass solches Wissen um
Wahrscheinlichkeiten Teil des Domänenwissens sei und dass mehrere Studien
zeigten, dass solche Häufigkeitsinformationen auch wirklich verfügbar seien (vgl.
Hasher & Zacks, 1984).
Eine Reihenfolge, wie die Operatoren im Modell ausgeführt werden, ist nicht
festgelegt. Dies wird vielmehr durch aktuell im Situationsmodell vorliegende
Informationen oder vorimplementiertes Domänenwissen reguliert. Aufgrund der
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Sensitivität des Vorwissens hinsichtlich der im Situationsmodell vorliegenden
Informationen bleibt die Operatorenauswahl dynamisch durch die aktuelle
Situation bestimmt.
Das Modell wurde bereits in einigen Studien auf seine Gültigkeit überprüft. So
fanden sich beispielsweise eine Reihe von Modellvorhersagen hinsichtlich der
Nutzung des Kontextes beim abduktiven Schließen (Johnson & Krems, 2001)
oder Vorhersagen bezüglich des Lernverlaufs in einer Domäne bestätigt (Johnson,
Krems & Amra, 1994). Obwohl auch einige der Annahmen des Modells nicht
unwidersprochen geblieben sind, beispielsweise die unbegrenzte Kapazität des
Arbeitsgedächtnisses (vgl. Baumann, 2000), kommt dem Modell eine hohe
psychologische Plausibilität zu. Im folgenden soll zugunsten der Arbeiten zu
Anomalien auf andere Aspekte des Modells verzichtet werden. So wurde in einer
frühen Studie von Krems und Johnson (1995) die Gültigkeit der oben genannten
Einflussfaktoren (Anzahl der Bestätigungen für die bisherige Hypothese, die
relative Wahrscheinlichkeit und Verfügbarkeit alternativer Hypothesen) in Bezug
auf Anomalien geprüft. Die Autoren fanden, dass sowohl die Verfügbarkeit
alternativer Hypothesen als auch die Anzahl der Daten, die eine Hypothese bereits
erklärte, den Umgang mit Anomalien beeinflusste. Dieses Ergebnis ist konsistent
mit einer Reihe von Studien anderer Autoren (z.B. Chinn & Brewer, 1998;
Klayman & Ha, 1989; Platt, 1964). Allerdings galt dies nicht für alle Faktorstufen,
so dass die Autoren davon ausgehen, dass die Anzahl der Daten, die eine
Hypothese bis zum Anomalieeintritt erklärt, nicht der einzige Faktor ist, der die
Aufgabenschwierigkeit bestimmt. Die Ergebnisse legen die Vermutung nahe, dass
ein weiterer Faktor, der mit der Anzahl an erklärten Daten zusammenhängt, die
Performanz der Versuchspersonen bestimmt. Dieser Faktor ist die Leichtigkeit,
mit der alternative Erklärungen gefunden werden können. Die Verbindung der
beiden Faktoren könnte nach Krems und Johnson sein, dass es schwerer wird,
alternative Erklärungen zu finden, wenn die ursprüngliche Hypothese bereits eine
Vielzahl von Daten erklärt. Weiterhin zeigte die Studie mittels
Konfidenzbeurteilungen der eigenen Hypothesen, dass trotz wiederholter
Erfahrungen mit Anomalien die Versuchspersonen im Laufe des
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Problemlöseprozesses nicht „vorsichtiger“ oder „unsicherer“ auf weitere
Anomalien reagierten. Dies repliziert Befunde aus der bereits oben diskutierten
Forschung zum confirmation bias. In eigenen Arbeiten (Keinath & Krems, 1998,
1999) wurde das Problem des Umgangs mit Anomalien erneut aufgegriffen. In
dieser Studie wurden als Faktoren sowohl die Anzahl der Bestätigungen einer
Hypothese bis zum Anomalieeintritt manipuliert, als auch die Anzahl der
Bestätigungen für die Anomalie selbst. Wir fanden, dass ein Hypothesenwechsel
nach Eintritt einer Anomalie umso schwerer fällt, je mehr Daten bereits von der
bisherigen Hypothese erklärt werden. Einen gegenläufigen Effekt fanden wir
betreffend der Anzahl an Bestätigungen für die Anomalie selbst. Je mehr Daten
die Anomalie bestätigten, umso leichter fiel der Hypothesenwechsel. Dieses
Ergebnis bestätigte die Modellvorhersagen von Johnson und Krems hinsichtlich
der Bedeutung der Anzahl erklärter Daten für den Umgang mit Anomalien. Dass
ein Hypothesenwechsel bei zunehmender Bestätigung der Anomalie leichter fiel,
erhärtete den Befund von Krems und Johnson hinsichtlich der Verfügbarkeit von
Alternativen. Die vorliegenden Studien lieferten also Belege bezüglich eines Teils
der von TAR postulierten Prozesse der Anomalieresolution. Allerdings
unterscheidet das Modell in Bezug auf Anomalien nicht hinsichtlich der Art von
Hypothesen (abstrakt vs. konkret). Es wird zwar davon ausgegangen, dass es diese
unterschiedlichen Hypothesentypen gibt, eine Aussage, wie dies sich auf den
Umgang mit Anomalien auswirkt, kann aber nicht getroffen werden. Da im
Modell abstrakte Hypothesen immer einem Konkretisierungsprozess unterliegen,
ist von den Autoren nicht vorgesehen, diese explizit auf Anomalien zu beziehen.
Damit spielt die Repräsentationsart einer Hypothese keine Rolle, und Ergebnisse
wie beispielsweise die von Arocha und Patel (1995a,b; Patel, Arocha &
Kaufmann, 1999) können im Rahmen der Theorie nicht interpretiert werden.
Einen weiteren, vielleicht noch wichtigeren Kritikpunkt, stellt die bislang
fehlende Implementation der detaillierten Prozesse des Operators für die
Anomaliersolution dar. Zwar wird angegeben, wie dieser operiert, allerdings
konnten die Autoren bisher noch keine Aussagen darüber machen, inwiefern die
Anomalieresolution einem solchen rationalen Prozess folgt, wie von ihnen
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beschrieben. Es bleibt zum Beispiel fraglich, ob menschliche Problemlöser
wirklich zwei konkurrierende Erklärungen einzeln evaluieren und diese
abschließend gegeneinander abwägen oder ob dies nicht vielmehr einem normativ
aufwändigem Vorgehen entspricht. So spezifiziert das Modell von Krems und
Johnson (1995) zwar als einzige Theorie einen Mechanismus zur
Anomalieresolution, allerdings ist dieser bislang weder im Modell implementiert,
noch empirisch überprüft.
Zusammenfassend stellt die Theorie von Johnson und Krems (2001) allerdings die
größte Annäherung an menschliches abduktives Schließen dar. Darüber hinaus
beschreiben die Autoren auch eine Vielzahl von Prozessen detaillierter als andere
Theorien. Dies gilt im speziellen auch für Prozesse der Anomalieresolution, auch
wenn dieser bislang nicht im Modell implementiert und noch nicht empirisch
belegt ist.
2.9 Zusammenfassende Bewertung
Im vorangegangen Abschnitt wurden eine Vielzahl von Arbeiten und Theorien zu
abduktivem Schließen und Anomalien vorgestellt. Dabei wurde deutlich, dass
Anomalien von vielfältiger Bedeutung für eine große Zahl alltäglicher abduktiver
Aufgaben sind. So zeigte Dunbar (1997, 1993) bei seinen Untersuchungen zu
wissenschaftlichem Problemlösen, dass Anomalien Auslöser für neue
Entdeckungen darstellen können und dass erfolgreiche Forscher von Anomalien
aufgeworfene Probleme für eigene Hypothesen und Theorien gezielt untersuchen.
Dieser Befund war in Einklang mit anderen Arbeiten, so zum Beispiel der
Implementation einer diesbezüglichen Heuristik von Kulkarni und Simon (1988)
und einer Simulation der Entdeckung der Harnstoffsynthese durch Hans Krebs.
Eine Reihe weiterer Studien zeigte aber auch, dass menschliche Problemlöser
trotz Anomalien häufig ihre Hypothesen beibehalten bzw. nur
hypothesenbestätigende Evidenzen aufsuchen (für einen Überblick: Klayman &
Ha, 1987). Arbeiten aus dem Bereich der medizinischen Diagnostik (Arocha &
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Patel, 1995a,b; Patel & Arocha, 1998; Patel, Arocha & Kaufman, 1999) machten
hinsichtlich Anomalien einen Expertenvorteil darin aus, dass Experten zuerst
abstraktere Hypothesen bilden und es ihnen somit leichter fällt, ihre Hypothese in
Anbetracht widersprechender Daten zu wechseln. Zudem zeigten diese Arbeiten,
dass Experten entgegen ihres sonstigen Vorgehens in Anbetracht von Anomalien
rückwärtsgerichtete Inferenzen bevorzugten. Dies bedeutet also, dass Experten im
Falle von inkonsistenten Daten domänenunabhängig von Hypothesen ausgingen
(Rückwärtsinferenzen), um Anomalien aufzulösen. Novizen behielten dagegen
sowohl in „Routinefällen“ als auch bei Anomalien das rückwärtsgerichtete
Schließen bei. Dies war vergleichbar mit Ergebnissen aus anderen Studien, die
einen Vorteil von abstrakten, allgemeineren Hypothesen und Zielen bei
Laboraufgaben wissenschaftlichen Entdeckens ausmachen konnten (vgl. Tweney
et al., 1980). Allgemein zeigte sich aber, dass bislang bis auf wenige Ausnahmen
die Struktur und Repräsentation der Ausgangshypothesen wenig Beachtung in der
Forschung fanden (z.B. Klayman & Ha, 1987; Arocha & Patel, 1995a,b; Burns &
Vollmeyer, 2002).
Des weiteren wurde eine Taxonomie möglicher Reaktionen auf Anomalien von
Chinn und Brewer (1998) vorgestellt. Hier zeigte sich, dass diese Taxonomie
hilfreich bei der Deskription solcher Reaktionen war, allerdings nicht erlaubte
anzugeben, unter welchen Bedingungen, welche Reaktionen eintreten. Im
Anschluss an die Befundlage aus Einzelstudien wurden Theorien abduktiven
Schließens vorgestellt, die sich im Grad ihrer Detailliertheit deutlich
unterschieden. Am wenigsten geeignet, abduktive Prozesse zu beschreiben,
erscheint dabei die Theorie von Thagard (1989). Wie sich auch an der
Implementation der Theorie als konnektionistisches Modell zeigt, trägt die
Theorie der sequentiellen Struktur der meisten abduktiven Aufgaben nicht
Rechnung. In Bezug auf die vorliegende Arbeit bedeutet dies auch, dass keine
expliziten Aussagen über den Umgang mit Anomalien getroffen werden können,
da diese als solche im Modell nicht vorkommen. Zusätzlich geht die Theorie
davon aus, dass alle Evidenzen und Hypothesen parallel verarbeitet werden und
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eignet sich somit eher dazu, die Resultate kognitiver Prozesse zu beschreiben als
diese selbst.
Im Gegensatz dazu ist die Theorie von Klahr und Dunbar (1988) menschlichem
Problemlösen deutlich angemessener. Sie formuliert die Generierung und
Evaluation von Evidenzen und Hypothesen als Suche in zwei Problemräumen.
Dabei wird auch die sequentielle Natur abduktiver Aufgaben berücksichtigt,
allerdings sind die postulierten Prozesse weitestgehend unspezifisch, so dass sich
nur schwer Vorhersagen aus dem Modell ableiten lassen. Dennoch hat die Theorie
zu einer Reihe von wertvollen Studien Anlass gegeben, die zeigten, dass
hinsichtlich inkonsistenter Daten zwei unterschiedliche Strategien genutzt
werden: Eine Strategie, die theorie- bzw. hypothesengestützt vorgeht und zum
anderen eine Strategie, die auch in Abwesenheit einer Theorie oder Hypothese auf
reinem Experimentieren beruht. Allerdings konnte nur hinsichtlich der
Bearbeitungsdauer eine Überlegenheit der Theoretiker nachgewiesen werden, da
die verwendete Aufgabe von allen Teilnehmern gleich gut gelöst wurde. Damit
erscheint ein Vergleich mit anderen Studien bezüglich der Effektivität von
Strategieunterschieden zur Anomalieresolution erschwert. Die Ergebnisse
hinsichtlich der Bearbeitungszeit legen jedoch nahe, dass die Strategie der
Theoretiker effektiver war. Dies wäre konsistent mit den Ergebnissen von Arocha
und Patel (1995a,b; Patel & Arocha, 1998; Patel, Arocha & Kaufman, 1999), die
zeigten, dass Experten im Falle von anomalen Daten auch zu einer
hypothesengetriebenen Strategie wechselten. Insgesamt betrachtet, beschreibt die
Theorie aber abduktives Schließen auf einem zu abstrakten Niveau, um genaue
Vorhersagen ableiten zu können.
Als letzte Theorie wurde das Modell von Johnson und Krems vorgestellt, das
ähnlich wie bei Klahr und Dunbar abduktives Schließen als Suche in einem
Problemraum beschreibt. Die Theorie liefert aufgrund ihrer Implementation in
SOAR (Newell, 1990) detaillierte Vorhersagen, wie Hypothesen gebildet und
evaluiert werden. Hinsichtlich Anomalien spezifiziert die Theorie einen
Mechanismus, der für die Anomalieresolution die Anzahl bereits erklärter
Evidenzen, die Wahrscheinlichkeit der Alternativhypothese und die Verfügbarkeit
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von Alternativhypothesen miteinbezieht. So konnten zum Beispiel Keinath und
Krems (1998) zeigen, dass der Hypothesenwechsel nach Eintritt einer Anomalie
erschwert ist, wenn die Ausgangshypothese bereits viele Daten erklärt, dieser aber
leichter fällt ,wenn die Anomalie selbst mehrfach bestätigt wird. Es zeigte sich
dabei auch, dass beide Faktoren antagonistisch wirken. Allerdings gibt es bislang
keine empirischen Ergebnisse, die den Mechanismus auf der von den Autoren
beschriebenen Detailebene (vgl. Krems & Johnson, 1995) belegen. Es bleibt
unklar, inwiefern der postulierte Ablauf bei der Anomalieresolution nicht eher
normativen Charakter besitzt, als dass er der empirischen Realität entspricht.
Obwohl die Theorie auch unterschiedliche Arten von Hypothesen berücksichtigt
(abstrakte vs. konkrete) und den bislang differenziertesten Mechanismus zur
Anomalieresolution postuliert, wurden beide Konzepte bisher nicht aufeinander
bezogen. Die Theorie geht vielmehr davon aus, dass abstrakte Hypothesen jeweils
konkretisiert werden, macht aber keine Vorhersagen über den Einfluss der
Hypothesenstruktur (abstrakt vs. konkret) auf die Anomalieresolution. Dies ist im
Hinblick auf bereits vorgestellte Arbeiten aus dem Bereich der medizinischen
Diagnostik zu bemängeln (vgl. Arocha & Patel, 1995a,b; Patel, Arocha &
Kaufman, 1999). Dennoch bietet die Theorie von Johnson und Krems den
detailliertesten Anhaltspunkt für weitere Forschung in den Bereichen abduktiven
Schließens und Anomalien, da sie es ermöglicht, die beteiligten Prozesse am
genauesten zu beschreiben.
2.10 Fragestellung
Bei der Rekapitulation des bisherigen Forschungsstandes zu Anomalien und
abduktivem Schließen fiel vor allem auf, dass es zwar vielfältige, aber auch sich
widersprechende Ergebnisse gab. Zudem zeigte sich, dass die Rolle
unterschiedlich spezifizierter Hypothesen bislang unterschätzt wurde. Dies zeigt
sich zum einen daran, dass in verschiedenen Studien zwar Unterschiede
hinsichtlich der Hypothesenstruktur einerseits und der Performanz andererseits
2 Theoretische Vorüberlegungen
50
festgestellt wurden (vgl. Tweney et al., 1980; Arocha & Patel, 1995a,b;
Vollmeyer & Burns, 2002), zum anderen jedoch nie versucht wurde, solche
Unterschiede systematisch zu untersuchen. Allerdings scheinen die bisherigen
Ergebnisse dafür zu sprechen, dass es leichter fällt, auf Anomalien zu reagieren,
wenn diese einer abstrakteren Hypothese widersprechen, als wenn dies bei einer
spezifizierten, detaillierteren Hypothese der Fall ist. Auch im Hinblick auf
Anomalien findet sich, dass wenig detaillierte Aussagen möglich sind. Zwar wird
häufig darauf hingewiesen, wie bedeutungsvoll Anomalien in verschiedensten
Kontexten sind und die meisten Untersuchungen kommen zu dem Schluss, dass
Anomalieresolution eine wichtige Komponente abduktiven Problemlösens ist.
Welche Strategien dabei aber angewendet werden und in Abhängigkeit welcher
Randbedingungen, bleibt schwer vorherzusagen. Dies wird deutlich anhand der
vielzitierten Taxonomie von Chinn und Brewer (1998), die sich auf die
Deskription der Reaktionen auf Anomalien beschränkt, die Bedingungen für diese
Reaktionen aber nicht spezifizieren kann. Vergleichbares zeigte sich bei den drei
bedeutensten Theorien abduktiven Schließens. Die Theorie von Thagard (1989)
beinhaltet aufgrund ihres Charakters als konnektionistisches Modell nicht einmal
die Möglichkeit unterschiedlich ausdifferenzierte Hypothesen zu spezifizieren.
Dies bedeutet auch, dass Anomalien als solche nicht vorgesehen sind, da alle
Evidenzen parallel verarbeitet werden und damit die Grundlage für Anomalien,
sequentielle Verarbeitung, nicht gegeben ist. Im Gegensatz dazu findet sich zwar
in der Theorie von Klahr und Dunbar (1988) ein Ansatz, zwischen abstrakteren
Hypothesen und spezifischen Hypothesen zu unterscheiden, allerdings wird nicht
davon ausgegangen, dass beim menschlichen Problemlösen solche abstrakteren
Hypothesen eine Rolle spielen könnten, da die Theorie lediglich spezifischen und
konkreten Hypothesen eine Rolle im Problemlöseprozess zuweist. Damit erweist
sich die Theorie verschiedenen Ergebnissen nicht gewachsen, die zeigen, dass
beispielsweise ein möglicher Expertenvorteil darin bestehen kann, abstrakte
Hypothesen beim Problemlöseprozess zu generieren und anzuwenden (vgl. Patel
& Arocha, 1998). In Bezug auf Anomalien oder widersprechende Evidenzen
legen die im Rahmen der SDDS-Theorie durchgeführten Studien nahe, dass es
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zwei unterschiedliche Strategien auf Seiten der Problemlöser gibt. Zum einen
sollten sich Personen finden lassen, die vor allem durch explorative Experimente
inkonsistente Daten auflösen und zum anderen solche Personen, die eher gezielt
und hypothesengestützt vorgehen. Welche Faktoren die Wahl der einzelnen
Strategie beeinflussen, wird bei Klahr und Dunbar nicht näher geklärt. Die
Autoren vermuten lediglich, dass Vorwissen bei einem Teil der Versuchspersonen
ausschlaggebend war. Die Theorie von Johnson und Krems (2001) wird dagegen
der Bedeutung von unterschiedlichen Hypothesenklassen gerechter. Zwar sieht
auch dieses Modell vor, dass abstrakte Hypothesen in spezifische Hypothesen
überführt werden, aber nichtspezifizierbare Hypothesen werden nicht automatisch
verworfen. Vielmehr sind abstrakte Hypothesen, die nicht spezifiziert werden
können, Auslöser für die Suche nach neuen Daten. Des weiteren spezifiziert die
Theorie am genauesten, welche Faktoren den Umgang mit Anomalien
beeinflussen. So konnte in einer Arbeit von Keinath und Krems (1998) anhand
von voll spezifizierten Hypothesen nachgewiesen werden, dass die Anzahl der
Daten, die durch diese voll spezifizierte Hypothese erklärt werden und die Anzahl
der Daten, welche die Anomalie bestätigen, die Reaktion auf Anomalien
antagonistisch beeinflussen. Zudem wurde von Krems und Johnson (1995)
explizit ein Mechanismus zur Anomalieresolution vorgeschlagen, der allerdings
noch nicht empirisch überprüft wurde. Kurz zusammengefasst zeigen die
bisherigen Untersuchungen vor allem die Bedeutung von Anomalien in
verschiedenen Bereichen abduktiven Schließens auf, wobei der am häufigsten
untersuchte Einflussfaktor (entrenchment), die Anzahl der Daten ist, die für oder
gegen eine Hypothese (bzw. für oder gegen die Anomalie) sprechen (vgl. Chinn &
Brewer, 1998; Keinath & Krems, 1998; Krems & Johnson, 1995). Andere
Faktoren sind bislang weitaus seltener oder gar nicht untersucht. Ziel dieser Arbeit
soll es zum einen sein, zu klären, inwiefern unterschiedlich spezifizierte
Ausgangshypothesen die Anomalieresolution erleichtern oder erschweren. Ein
weiterer Fokus dieser Arbeit soll darin liegen, den von Krems und Johnson (1995;
Johnson & Krems, 2001) postulierten Mechanismus zur Anomalieresolution einer
empirischen Prüfung zu unterziehen. Wie bereits deutlich geworden sein dürfte,
2 Theoretische Vorüberlegungen
52
umfasst die Resolution von Anomalien mehrere Einzelaspekte: Erkennen der
Anomalie, Generierung von Hypothesen, Verändern oder Aufgeben von
Hypothesen und auch Testen von Hypothesen. Bezüglich der Veränderung, bzw.
Aufgabe einer Hypothese im Falle widersprechender Evidenzen ergeben sich für
den Einfluss unterschiedlich spezifizierter Ausgangshypothesen auf die
Performanz bei der Anomalieresolution aufgrund des Literaturüberblicks folgende
Vorhersagen:
Vorhersage 1:
Widerspricht eine Anomalie einer abstrakten Hypothese, kann diese besser gelöst
werden als im Falle einer konkreten, bereits voll spezifizierten Hypothese.
Wird eine Anomalie erkannt, besteht die Aufgabe für den Problemlöser darin, die
widersprochene Hypothese zu verändern oder die Anomalie anders zu erklären.
Hat sich der Problemlöser dann dafür entschieden, die widersprochene Hypothese
zu verändern, ergibt sich bei multikausalen Erklärungen noch zusätzlich die
Frage, welche Teile der multikausalen Erklärung verändert werden sollen. Die
TAR macht im Vergleich zu anderen Theorien detaillierte Vorhersagen über den
Prozess der Anomalieresolution. Eine Anomalie tritt dann auf, wenn zwei sich
widersprechende Erklärungen vorhanden sind. Das Modell sagt voraus, dass
Problemlöser zwischen diesen beiden Erklärungen zu differenzieren versuchen,
indem sie nacheinander jeweils eine der beiden zurückweisen und für die
zurückgewiesene Erklärung eine Alternativerklärung suchen. Da dies für beide
Erklärungen geschieht, werden die Ergebnisse beider Zurückweisungen
miteinander verglichen. Im Anschluss wird diejenige der Alternativhypothese
beibehalten, die zu einem besseren Situationsmodell führte. Zudem wird im
Modell angenommen, dass nur lokale Konsistenzprüfungen vorgenommen
werden. Dies bedeutet, dass beispielsweise nur solche Teile einer bestehenden
Erklärung revidiert werden, denen direkt von einer Anomalie widersprochen wird.
Andere Teile einer multikausalen Erklärung sollten davon nicht betroffen sein.
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Aus dem Modell und den Ausführungen zu dem (noch nicht implementierten)
Operator zur Anomalieresolution lassen sich folgende Vorhersagen ableiten:
Vorhersage 2a:
Widersprechen sich zwei Erklärungen für zwei Evidenzen werden für beide
Erklärungen Alternativhypothesen generiert. Beide Alternativerklärungen werden
jeweils aufgrund des Situationsmodells evaluiert und es wird diejenige Erklärung
zurückgewiesen, deren Zurückweisung zu dem besten Situationsmodell führte.
Nach dem Modell von Johnson und Krems (2001) kommt es also zu einem
Vergleich der beiden Alternativhypothesen.
Vorhersage 2b:
Im Zusammenhang mit Anomalien kommt es nur zu einer lokalen
Konsistenzprüfung. Es werden nur diejenigen Teile einer Erklärung bei der
Anomalieresolution berücksichtigt, denen explizit widersprochen wurde. Andere
Teilhypothesen einer Gesamterklärung werden nicht beachtet.
Ein weiterer wichtiger Prozessaspekt bei der Anomalieresolution betrifft das
Testen von Hypothesen. In den bisher vorgestellten Arbeiten fanden sich im
Umgang mit Anomalien eine Vielzahl von unterschiedlichen Strategien. Sowohl
im Modell von Johnson und Krems (2001) als auch in den Arbeiten von Klahr und
Dunbar (1988) wird Experimenten zur Gewinnung neuer Daten eine große
Bedeutung zugeschrieben. Für Johnson und Krems werden durch Experimente
neue Daten gesammelt, die durch zusätzliche Information helfen sollen, die
Anomalie aufzulösen. Differenzierter sehen Klahr und Dunbar die Rolle von
Experimenten: Sie können sowohl hypothesengestützt als auch hypothesenfrei
durchgeführt werden. Im ersten Falle dienen sie dazu, erneut Hypothesen zu
testen oder diese zu verfeinern, im zweiten Falle dienen sie dazu, Informationen





Beim Lösen von Anomalien können Experimente sowohl hypothesengestützt als
auch hypothesenfrei durchgeführt werden. In letzterem Falle dienen sie dazu, die
Hypothesenbildung anzuregen.
Des weiteren lässt sich bezugnehmend auf die Untersuchungen von Klahr und
Dunbar (1988) der Fokus dieser Arbeit noch im Hinblick auf die von diesen
Autoren gefundene Distinktion von Theoretikern und Empiristen beim abduktiven
Schließen erweitern. Diese vielzitierte und einfache Unterscheidung ist von
Bedeutung, da unklar ist, ob diese Strategien durch die Natur der Aufgabe
induziert wurden oder ob es sich dabei um eine allgemeine Strategie handelt. Im
Falle der von den Autoren verwendeten Big Trak Aufgabe handelte es sich vor
allem darum, einen Algorithmus zu finden, der das Verhalten dieses Spielroboters
beschreibt. Vor diesem Hintergrund erscheint es plausibel, dass es eine
Versuchspersonengruppe gab, die diesen Algorithmus ausschließlich durch eine
Suche im Hypothesenraum fand. Die Probanden mussten um die Aufgabe zu
lösen keine neuen Konzepte bilden, sondern lediglich bekannte Bestandeile eines
einfachen Algorithmus neu arrangieren. Inwiefern sich aber solche
Strategieunterschiede auch in anderen Bereichen abduktiven Schließens finden
lassen, bleibt unklar. Aufgrund der bereits angeführten Zweifel an dem Konzept
der Theoretiker und Empiristen wurde folgende Vorhersage abgeleitet:
Vorhersage 3b
Es lässt sich post-hoc keine Einteilung der Versuchteilnehmer in Theoretiker und
Empiristen vornehmen. Die Problemlöser verwenden vielmehr eine
Mischstrategie, indem sie sowohl hypothesengestützt als auch hypothesenfrei
vorgehen, um Daten zu suchen.
In diesem Zusammenhang lässt sich auch die Frage aufwerfen, ob die von Klahr
und Dunbar (1988) in ihrer Theorie getroffene Aussage, dass vorwiegend voll
spezifizierte Hypothesen getestet werden, auch empirisch belegbar ist. Diese
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Aussage der Theorie untermauern die Autoren zwar mit einem Ergebnis aus einer
späteren Studie (vgl. Klahr, 2000), bei der sie zeigen konnten, dass im Gegensatz
zu Kindern erwachsene Problemlöser nur in drei Prozent aller Fälle nicht
vollspezifizierte Hypothesen testen. Im Gegensatz dazu lässt die Theorie von
Johnson und Krems (2001) diese Möglichkeit zu, indem explizit Experimente zur
Überführung von abstrakten in konkrete Hypothesen vorgesehen sind. Allerdings
liegen hierzu bislang keine weiteren empirischen Ergebnisse vor, so dass sich
folgende Vorhersage ergibt:
Vorhersage 3c:
Es werden im überwiegenden Teil nur voll spezifizierte Hypothesen von den
Versuchsteilnehmern getestet.
Im folgenden werden zuerst das experimentelle Paradigma und im Anschluss die




3.1 Das experimentelle Paradigma- Die Black-Box Aufgabe
Für Untersuchungen aus den Bereichen des abduktiven Schließens,
Hypothesentestens und wissenschaftlichen Entdeckens wurde eine Vielzahl von
Forschungsansätzen entwickelt. Darunter finden sich neben historischen Studien
(z.B. Tweney, 2001), Computersimulationen (z.B. Valdés-Pérez, 1995; Darden,
1997; Langley 2000), explorative Feldstudien (z.B. Dunbar, 1997, 1999) und eine
Vielzahl experimenteller Laborstudien (vgl. Klahr & Simon, 1999). Ausgehend
von der klassischen Untersuchung zur 2-4-6-Aufgabe von Wason (1960, 1968)
sind seit den Untersuchungen von Mynatt, Dohorty und Tweney (1977; 1978)
immer mehr „künstliche Mikrowelten“ als Paradigmen für psychologische
Forschung in diesem Bereich zugrunde gelegt worden. Der Vorteil solcher
Aufgaben ist vor allem darin zu sehen, dass sie stärker auf andere Aufgaben
generalisieren und ökologisch valider sind (für einen Überblick: Klahr, 2000). Im
folgenden soll die dieser Arbeit zugrunde liegende Mikrowelt erläutert werden
und auf die Vorteile im Vergleich zu bestehenden Aufgaben hingewiesen werden.
An die Aufgaben aus dem Bereich des abduktiven Schließens oder
Hypothesentestens können eine Vielzahl von Ansprüchen gestellt werden.
Orientiert man sich an einer Einteilung von Klahr (2000) lassen sich die
experimentellen Aufgaben in einer Sechsfeldertafel verorten (s. Tabelle 1)
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Betrachtet man Tabelle 1 genauer, wird deutlich, dass es wünschenswert wäre, mit
einer Aufgabe zu arbeiten, die entweder die Zellen A-B-C oder D-E-F abdeckt.
Die in dieser Untersuchung verwendete Black-Box Aufgabe ist diesem Schema
zufolge den Zellen D-E-F zuzuordnen. Sie erlaubt es also, die gemeinhin als die
drei wichtigsten psychologischen Prozesse in diesem Bereich (z.B. Klahr, 1994,
2000; Klahr & Carver, 1995; Feist & Gorman, 1998; Klahr & Simon, 1999) zu
untersuchen, ohne die Aufgabe zu wechseln zu müssen. Dies ist vor allem deshalb
von Bedeutung, weil viele klassische Studien häufig nur einzelne Zellen
untersuchten, aber beispielsweise nicht gemeinsam die Generierung von
Hypothesen und deren Evaluation (z.B. Siegler & Liebert, 1975; Shaklee &
Paszek, 1985).
Weitere Anforderungen an die Aufgabe in diesem Kontext, die von dem Black-
Box Paradigma erfüllt werden, sind folgende:
1. Sequentielle Datenvorgabe: Dass die Daten bei der Black-Box Aufgabe
sequentiell präsentiert werden oder von den Versuchspersonen selbst
sequentiell erschlossen werden (s. Tabelle 1, Zellen E und F), ist aus
mehreren Gründen für diese Untersuchung notwendig. Nur bei einer
sequentiellen Erschließung der Daten ist es überhaupt möglich, von
Anomalien oder anomalen Daten zu sprechen. Die Aufgabe ermöglicht es,
schrittweise eine Erklärung für Daten aufzubauen, der dann von einer
Anomalie widersprochen werden kann. Damit ist es auch möglich, die
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bereits weiter oben angesprochene sinnvolle Verbindung mehrerer
Prozesse (wie die Bildung und Evaluation von Hypothesen) zu
untersuchen. Zudem spiegelt die sequentielle Datensuche und -evaluation
auch das typische Vorgehen bei realen Abduktionsproblemen wieder
(Krems, 1994).
2. Kausalmechanismus: Die Verbindung zwischen Daten und ihrer Ursache
sollte weniger aus assoziativen Verknüpfungen beruhen als auf einem
Kausalmechanismus. Dies stellt sicher, dass die Versuchspersonen
Kausalhypothesen zur Erklärung von Daten bilden müssen und nicht nur
gelernte Assoziationsstärken zur Anwendung kommen. Das Prinzip des
Kausalmechanismus liegt aus diesem Grund vielen Aufgaben aus den
Bereichen des abduktiven Schließens oder wissenschaftlichen Entdeckens
zugrunde (z.B. Klahr & Dunbar, 1988). Zudem gewährleistet der
zugrundeliegende Kausalmechanismus wiederum die Nähe zu realen
abduktiven Problemen und gilt als relativ leicht erlernbar (vgl. Simon,
McShane & Radley, 1987).
3. Kontrolle des Vorwissens: Ein häufig genanntes Problem bei
vergleichbaren Untersuchungen stellt die Kontrolle des Vorwissens dar
(z.B. Chinn & Brewer, 1993). Die Black-Box Aufgabe gewährleistet, dass
das zur Aufgabenbearbeitung benötigte Wissen im Experiment erlernt
wird und für alle Versuchspersonen gleich ist. Anderes Vorwissen spielt
dabei keine Rolle. In der Literatur findet sich aktuell eine Diskussion
darüber, wie abduktive Prozesse untersucht werden sollen. Vor allem
Dunbar (1995, 1997, 2001, 2002) macht sich für einen in vivo Ansatz bei
der Untersuchung wissenschaftlichen Entdecken stark. Zugleich betont
aber auch er, dass vor allem experimentelle Laboruntersuchungen den
bislang größten Beitrag in diesem Forschungsgebiet liefern, da sie die
notwendige experimentelle Kontrolle wichtiger Variablen ermöglichen.
Trotz einiger Kritik an Laborstudien zum abduktiven Schließen und
wissenschaftlichen Entdecken im Hinblick auf die im Labor verwendeten
wissensarmen Aufgaben (z.B. Giere, 1993; Koslowski, 1996), schließt
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sich diese Untersuchung der Meinung von Autoren wie Simon (1966),
Simon, Langley und Bradshaw (1981), Schunn und Anderson (1999) oder
Klahr (2000) an, die davon ausgehen, dass sich die domänenunabhängigen
Problemlöseprozesse abduktiven Schließens am besten im Labor
untersuchen lassen. Dass domänenunabhängige Prozesse im Umgang mit
Anomalien eine bedeutende Rolle spielen, zeigen bespielsweise die
Simulation von Kulkarni und Simon (1988) und die Untersuchungen von
Arocha und Patel (z.B. 1995a,b). Da sich diese Arbeit mit einem bislang
wenig untersuchten Bereich abduktiven Schließens beschäftigt, scheint es
zusätzlich gerechtfertigt zuerst domänenunabhängige Prozesse zu
untersuchen, bevor spezifischere Untersuchungen unternommen werden.
4. Komplexität von Daten: Die Aufgabe ermöglicht es komplexe
Datenmuster zu erzeugen, bei denen einzelne Daten nicht sofort erklärt
werden können. Dies ist notwendig, um überhaupt Anomalien erzeugen zu
können und entspricht auch der Situation, wie man sie bei realen
abduktiven Problemen findet. Diese Besonderheit der Aufgabe ist
natürlich nur im Zusammenhang mit der sequentiellen Datengewinnung zu
realisieren.
Bevor nun die eigentliche Aufgabe detaillierter beschrieben wird, soll noch kurz
auf einen möglichen Kritikpunkt hinsichtlich der Aufgabe eingegangen werden.
Die in der Literatur geführte Diskussion um Laboruntersuchungen wurde bereits
angesprochen. Ein weiterer Kritikpunkt an der Aufgabe selbst könnte ihr visueller
Charakter selbst sein, da so beispielsweise immer alle relevanten Informationen
den Probanden zur Verfügung stehen. Zwar gibt es etliche andere Aufgaben mit
einem hohen visuellen Anteil (z.B. Schunn & Klahr, 1995), dennoch kann dieser
Aspekt kritisiert werden (Baumann, 2000). Allerdings weisen vor allem Thagard
und Shelley (1997) auf die visuellen Aspekte abduktiver Aufgaben (vor allem im
Bereich wissenschaftlichen Entdeckens) hin und betonen, dass eine Vielzahl
abduktiver Aufgaben visueller Natur sind. Zudem finden sich ebenso eine Reihe
von Studien, die ausschließlich visuelle Aufgaben verwendeten, um Anomalien zu
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untersuchen (z.B. Trickett, Trafton & Schunn, 2000; Trickett, Trafton, Schunn &
Harrison, 2001), und in einer weiteren Studie von Freedman und Smith (1996)
wird allgemein auf die Bedeutung visueller Aufgaben im Bereich
wissenschaftlichen Entdeckens und damit auch abduktiven Schließens
hingewiesen.
Die in dieser Arbeit benutze Black-Box Aufgabe beruht auf einem leicht
abgewandelten Computer-Spiel (Solomon, 1990). Ziel des Spieles ist es, einen
versteckten Systemzustand aus indirekten Hinweisen zu erschließen. Dazu
müssen vor Beginn des Spiels Regeln erlernt werden, die es erlauben, aus
gegebenen Daten den versteckten Systemzustand schlusszufolgern. Als
versteckter Systemzustand wird eine Matrix (die Black-Box) definiert, in der
sogenannte Atome, die für die Versuchspersonen unsichtbar sind, lokalisiert sind.
Die Aufgabe der Versuchspersonen besteht darin, die versteckten Atome in der
Matrix mit Hilfe von Informationen zu lokalisieren. Sind alle möglichen
Informationen vorgegeben, so handelt es sich bei der Black-Box Aufgabe
aufgrund ihres Kausalmechanismus um eine deduktive Aufgabe. Allerdings war
dies in der vorliegenden Arbeit nie der Fall. Die der Versuchsperson zugänglichen
Informationen sind Ein- und Austrittsorte von Strahlen, die vom Rand der Matrix
in diese eingeschossen werden. Diese Einschüsse können entweder vorgegeben
sein (s. Exp. 1 & Exp. 3) oder müssen von den Versuchspersonen selbst generiert
werden (s. Exp. 2). Die eingeschossenen Strahlen interagieren mit den
Wirkfeldern, die jedes Atom umgeben. Ein Wirkfeld umfasst die jeweils acht ein
Atom umgebenden Felder der Matrix. Die Interaktion der Strahlen mit den
Wirkfeldern gestaltet sich aufgrund festgelegter Regeln, die die Versuchspersonen
zu Beginn eines Experimentes erlernen und trainieren. Grundsätzlich gibt es drei
Möglichkeiten wie ein Strahl mit dem Wirkfeld eines Atoms interagieren kann:




2. Ablenkung: Ein Strahl trifft das Atom nicht direkt und wird um 90 Grad,
dem Atom abgewandt, abgelenkt
3. Reflexion: Der Strahl trifft genau den Schnittpunkt zweier sich
überlappender und parallel liegender Wirkfelder und wird reflektiert. Ein-
und Austrittsort sind in diesem Falle gleich.
Trifft ein Strahl bei seinem Weg durch die Black-Box Matrix auf kein Wirkfeld,
so nennt man dies einen Durchschuss, da der Strahl geradlinig durch die Black-
Box verläuft. Für die Versuchspersonen sind bei der Aufgabenbearbeitung nur die
Ein- und Austrittsorte der Strahlen am Rand der Black-Box zu sehen, die Pfade,
die durch die Matrix verlaufen sind selbst nicht sichtbar. Die vier grundsätzlichen
Möglichkeiten, wie ein Strahl durch die Black-Box verlaufen kann, sind in
Abbildung 4 dargestellt. Zur besseren Veranschaulichung sind hier die Pfade







Abbildung 4: Veranschaulichung der Regeln, die das Black-Box Spiel definieren:
A = Durchschuss, B = Absorption, C = Ablenkung und D = Reflexion.
Die oben angeführten Regeln lassen sich nun für eine Aufgabe unterschiedlich
kombinieren, so dass sich beliebig komplexe Muster und somit Pfade durch die
Black-Box ergeben können. Für die vorliegende Arbeit sind vor allem sogenannte
einfache und komplexe Muster von Bedeutung. Diese Muster sind nach dem
Verlauf eines Pfades durch die Black-Box benannt. Sie werden im folgenden als
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L-, U-, Zigzag, Reflexions, Durchschuss und Absorptionsmuster bezeichnet. Die
wichtigsten Muster für die weiteren Ausführungen stellen die einfachen U-Muster
und die komplexen U-Muster dar. Einfache U-Muster werden durch die
Ablenkung von zwei Atomen erzeugt, während komplexe U-Muster durch die
Ablenkung an vier Atomen erzeugt werden. Abbildung 5 zeigt ein einfaches U-
Muster, ein komplexes U-Muster jeweils mit den Pfaden durch die Black-Box,
sowie die Matrix, wie sie sich den Versuchspersonen beim Lösen einer solchen
Aufgabe darstellt. Es ist ersichtlich, dass ohne weitere Informationen nicht zu










Abbildung 5: a) einfaches U-Muster, b) komplexes U-Muster, c) sichtbares
Datenmuster, welches für beide Fälle (a & b) identisch ist.
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Aufgaben dieses Typs wurden bereits in vorangegangen Arbeiten zur
Untersuchung von Anomalien beim abduktiven Schließen verwendet (vgl.
Keinath, 1997; Keinath & Krems, 1998). Der Vorteil solcher Aufgaben mit U-
Mustern ist, dass diese nicht sofort erklärt werden können. Wird nur das U-Muster
ohne weitere Daten präsentiert, führt dies zur Generierung einer abstrakten
Hypothese, also einer ganzen Klasse von möglichen Erklärungen (Johnson &
Krems, 2001; Baumann, 2000). Durch die Präsentation einer weiteren Information
(einer konkretisierenden Evidenz) kann die abstrakte Erklärung konkretisiert
werden. Abbildung 6 zeigt ein abstraktes U-Muster und ein durch ein L-Muster
konkretisiertes U-Muster, wie sie in den folgenden Experimenten verwendet
wurden. Bis zur Präsentation des konkretisierenden Datums sind alle Atompaare 1
bis 6 mögliche Erklärungen für das U-Muster. Erst durch die zusätzliche
Information des L-Musters lässt sich die konkrete Erklärung durch das Atompaar
4 bilden. Somit sind die Erklärungen für die Einschüsse A und B in Black-Box
auch vollständig spezifiziert zu nennen, da für die jeweiligen Erklärungen die

























Abbildung 6: abstraktes U-Muster, durch Evidenz B konkretisiertes U-Muster.
Anomalien wurden in den folgenden Experimenten erzeugt, indem ein
Durchschuss entweder einem einfachen konkreten U-Muster widersprach oder
einem einfachen abstrakten U-Muster. Die einfachen U-Muster wurden deshalb
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gewählt, weil sie den häufigsten Mustern in der Black-Box entsprechen (vgl.
Johnson & Krems, 2001) und weil es so möglich wurde, in beiden Fällen
komplexe U-Muster als verursachende Muster zu verwenden. So mussten die
Versuchspersonen sowohl im konkreten wie auch im abstrakten Fall nach einer
Anomalie zu demselben komplexen U-Muster als Erklärung wechseln. Abbildung
7 illustriert die Erzeugung einer Anomalie, wie sie in den folgenden Experimenten
verwendet wurde.

























Abbildung 7: Ein Durchschuss widerspricht einem a) einfachen konkreten und b)
einfachem abstrakten U-Muster. Ergebnis ist eine Anomalie.
Ein weiterer Vorteil der Aufgabe besteht darin, dass die Präsentation der Daten
gesteuert werden kann. Nur so ist es im folgenden möglich, eine falsche
Anfangshypothese zu induzieren, der dann von der Anomalie widersprochen
werden kann. Die Steuerung der Datenpräsentation erlaubt aber nicht nur die
Induktion von Erklärungen, sondern gewährleistet auch die Vergleichbarkeit der
Aufgaben. Dies bedeutet, dass alle Versuchspersonen zum gleichen Zeitpunkt die
gleiche Anzahl an Informationen erhalten.
Schließlich erlaubt es die PC-Version der Aufgabe, alle Aktionen der
Versuchspersonen über den Zeitverlauf hinweg zu protokollieren. Da die
Versuchspersonen ihre generierten Erklärungen und Hypothesen mittels
Mausklicks in der Matrix kennzeichnen, indem sie Atome setzen (oder diese
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wieder entfernen), können diese Aktionen mitprotokolliert werden. So lässt sich
zum Beispiel überprüfen, inwieweit die Induktion einer falschen
Anfangserklärung geglückt ist oder inwieweit die Versuchspersonen die Aufgaben
richtig lösten.
3.2 Experiment 1
Die erste aus der Fragestellung abgeleitete Vorhersage bezog sich auf
unterschiedlich abstrakte und konkrete Hypothesen. Ziel dieses ersten
Experimentes war es zu klären, inwieweit unterschiedliche Hypothesentypen
Einfluss auf die Lösung von abduktiven Problemen mit Anomalien haben.
Genauer sollte dabei geprüft werden, inwiefern sich die Performanz beim Lösen
von Anomalien unterscheidet, wenn die Anomalie einmal einer abstrakten
Erklärung widerspricht und einmal einer konkreten, spezifischen Erklärung. Diese
Überlegung ist angelehnt an Befunde, wie sie beispielsweise von Arocha und
Patel (1995a,b) oder Tweney et al. (1980) berichtet werden, die zeigten, dass
abstrakte Hypothesen im Falle inkonsistenter Daten das Problemlösen erleichtern
können. Im Gegensatz zu bisherigen Studien wurden in diesem Experiment die
unterschiedlichen Hypothesenstrukturen experimentell manipuliert. Um die erste
Vorhersage der Fragestellung zu untersuchen, wurde wie folgt vorgegangen: Jeder
Versuchsperson wurden sowohl abstrakte als auch spezifische Hypothesen
induziert. Diesen Hypothesen wurde dann von einer Anomalie widersprochen.
Beide Ersthypothesen stellten keine korrekte Erklärung der Daten dar. Aufgabe
der Versuchspersonen war es, aufgrund der Anomalie ihre falsche
Ausgangshypothese aufzugeben und eine alternative, richtige Erklärung zu finden.
Die oben angeführten Studien legten dazu eine erste Hypothese nahe:
Hypothese 1a: Es werden mehr Aufgaben korrekt gelöst, falls die Anomalie einer
falschen und abstrakten Hypothese widerspricht. Im Gegensatz dazu werden
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weniger Aufgaben korrekt gelöst, falls die Anomalie einer falschen, aber bereits
konkreten und spezifizierten Hypothese widerspricht.
Aufgrund der bisherigen Vorarbeiten anderer Autoren fiel es schwer, eine genaue
Vorhersage hinsichtlich möglicher Strategieunterschiede zu machen. In
Anlehnung an Studien aus der medizinischen Diagnostik (vgl. Arocha & Patel,
1995a,b) wurde davon ausgegangen, dass abstrakte Ausgangshypothesen dazu
führen, dass mehr Alternativhypothesen evaluiert werden und dies zu einer
effektiveren Problembearbeitung beiträgt. Konkret bedeutet dies, dass sich die
Manipulation der Hypothesenstruktur auch hinsichtlich der Effektivität, im
besonderen der Bearbeitungszeit und hinsichtlich der Anzahl an manipulierten
Alternativhypothesen, auswirken sollte. Daraus ergibt sich folgende Hypothese:
Hypothese 2a: Widerspricht eine Anomalie einer abstrakten Hypothese, werden
diese Aufgaben nicht nur häufiger gelöst, sondern auch effektiver. Falls die
Anomalie einer falschen abstrakten Hypothese widerspricht, wird die richtige
Alternativerklärung schneller und durch häufigere Betrachtung von
Alternativhypothesen gefunden. Im Gegensatz dazu wird die richtige
Alternativerklärung langsamer gefunden und es werden insgesamt weniger




An diesem Experiment nahmen insgesamt 30 Versuchspersonen (24 weiblich,
Alter M = 23.1, SD = 3.8) teil. Alle Versuchspersonen waren Studentinnen und





Das Experiment wurde auf einem IBM-kompatiblen 486-Rechner durchgeführt.
Die Black-Box Matrix wurde zentriert auf einem 17-Zoll-Bildschirm
dargeboten. Die Versuchspersonen saßen in einem Abstand von ca. 45 cm vor
dem Bildschirm, dessen Bildmitte auf Augenhöhe der Teilnehmer adjustiert
wurde.Die Versuchspersonen setzten und entfernen Atome bzw. forderten neue
Daten mit Hilfe der Maus an, die sie mit ihrer dominanten Hand bedienten. Der
Rechner zeichnete alle von den Versuchspersonen getätigten Eingaben auf.
Material
In diesem Experiment sollte grundsätzlich geklärt werden, inwieweit sich
unterschiedlich ausdifferenzierte Erklärungen oder Hypothesen auf den
Problemlöseprozess nach Eintritt einer Anomalie auswirken. Zu diesem Zweck
wurden mit Hilfe des Black-Box Paradigmas zwei unterschiedliche Arten von
Aufgaben konstruiert. Die eine Aufgabenart sollte vor Eintritt der Anomalie eine
abstrakte Erklärung (oder Klasse von Erklärungen) induzieren, während die
andere Aufgabe eine spezifische, konkrete Erklärung induzieren sollte. Im
folgenden wird in Bezug auf die beiden Klassen von Aufgaben häufig nur noch
von abstrakten vs. konkreten Aufgaben gesprochen werden.
Es wurde eine 11×11 große Black-Box Matrix verwendet. In den daraus
resultierenden 121 Feldern waren pro Durchgang jeweils 5 Atome zu lokalisieren.
In diesem Experiment wurden nur Einschüsse verwendet, die zu Ablenkungen
führten, also keine Absorptionen oder Reflexionen. Die Anzahl der minimal zu
setzenden Atome (Erklärungen) betrug also für jede Aufgabensorte genau fünf.
Insgesamt wurden den Versuchspersonen sieben Daten (Symptome) pro Aufgabe
präsentiert. Die Anomalie trat in beiden Aufgabenklassen mit dem vierten Datum
ein. Sowohl abstrakte als auch konkrete Aufgaben wurden mit komplexen U-
Mustern erzeugt. Zuerst werden nun die konkreten Aufgaben beschrieben, bei
denen vor Eintritt der Anomalie eine spezifizierte Erklärung für die bis dahin
präsentierten Daten induziert wurde. Dies bedeutet, dass der Versuchsperson
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zuerst eine einfache Erklärung für ein U-Muster nahegelegt wurde (s. Abb. 5a),
das sich aber nach Eintritt der Anomalie als falsch herausstellte. Aufgabe der
Versuchsperson war es demnach, nach der Anomalie die einfachere Erklärung
zugunsten der komplexeren aufzugeben (s. Abb. 5b). Eine Anomalie wurde
erzeugt, indem mittels eines Durchschusses einem Atom der vorher induzierten
einfachen Erklärung für das U-Muster widersprochen wurde (s. Abb. 10). Die
Konstruktion der konkreten Aufgaben erlaubte auch eine Manipulationsprüfung
hinsichtlich der Induktion der spezifischen Erklärung. Die einfache Erklärung für
ein U-Muster erfordert nämlich zwei parallel liegende Atome. Die
Versuchspersonen erhielten nur solche Daten, die auf eines dieser Atome
hinwiesen (das aber selbst zugleich Teil der komplexeren Erklärung war). Setzt
nun eine Versuchsperson das korrespondierende Atom, zeigt dies an, dass die
Induktion der Erklärung gelungen ist. Diesem korrespondierenden Atom
widerspricht dann die Anomalie (s. Abb. 10b).
Abstrakte Aufgaben wurden zwar auch mit Hilfe komplexer U-Muster generiert,
jedoch widersprach die Anomalie in diesen Fällen nicht einer konkreten
Erklärung, sondern einer abstrakten Klasse von Erklärungen. Abbildung 10a
veranschaulicht dies anhand der weiß eingezeichneten Atompaare. Bis zum
Eintritt der Anomalie sollte eine Versuchsperson diese Klasse von
gleichwahrscheinlichen Hypothesen als Erklärung für die Daten generiert haben
(vgl. Johnson & Krems, 2001).
Festzuhalten bleibt, dass abstrakte Experimentalaufgaben es nicht zuließen, die
ein U-Muster definierenden Atome vor der Anomalie genauer zu bestimmen.
Lediglich eine Klasse von Erklärungen wurde induziert und konnte somit auch
von der Anomalie widerlegt werden. Konkrete Aufgaben hingegen legten durch
Vorgabe eines Atoms nahe, wo sich das zweite Atom des U-Musters befindet und
somit konnte durch die Anomalie auch einer spezifischen Erklärung
widersprochen werden. In beiden Fällen wurde also davon ausgegangen, dass den
Versuchspersonen das Muster der komplexen U-Muster unbekannt war. Die
Anomalie wurde erzeugt, indem ein neues Datum (bei beiden Aufgabenklassen
das vierte) einer bestehenden Erklärung widersprach. Beide induzierten
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Erklärungen, abstrakt vs. konkret, bezogen sich auf dieselbe einfachere Lösung
der Aufgabe (weniger Atome nötig für eine Erklärung). Die zu erschließende
richtige Lösung der Aufgaben war dagegen in beiden Fällen komplex.
Da die Aufgabenkonstruktion nach mehrmaligem Bearbeiten durchschaubar ist,
wurden zusätzliche Distraktoraufgaben konstruiert. Diese Distraktoraufgaben
ähnelten den Experimentalaufgaben insofern, als es auch für jede Aufgabe galt,
fünf Atome zu lokalisieren. Es fanden sich auch in diesen Aufgaben komplexere
Erklärungsmuster, allerdings keine, die denen aus den Experimentalaufgaben
ähnelten. Auch waren keine Anomalien in diesen Aufgaben zu finden. Abbildung















Abbildung 8: Eine typische Distraktoraufgabe mit einem komplexen Einschuss A,
allerdings ohne Anomalie.
Am Ende des Experimentes mussten die Versuchspersonen jeweils eine
Prüfaufgabe bearbeiten. Die zugrundeliegende Idee dieser Prüfaufgabe war es,
sicherzustellen, dass die Teilnehmer nicht die komplexe Lösung erlernt hatten. Zu
diesem Zweck wurde eine Aufgabe konstruiert, deren zugrundeliegende Lösung
ein einfaches U-Muster beinhaltete, aber für eine Versuchsperson, die bereits das
komplexe Lösungsmuster erlernt hatte, eine komplexe Lösung stärker nahe legen
musste. Dies wurde erreicht, indem bis auf eines alle Atome einer komplexen
Lösung im Laufe des Durchgangs bestätigt wurden. Dasselbe gilt für die einfache
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Erklärung, bei der nur eines von beiden konstituierenden Atomen im Laufe des














Abbildung 9: Prüfaufgabe für komplexe Muster. Die Atome A, B und C sind bei
Eintritt des Schusses mit der Nummer 5 bereits bestätigt. Es bietet sich die
einfache Erklärung {A, E1} oder die komplexe Erklärung {A, B, C, E2}
an. Wird E2 als Erklärung gesetzt, ist dies ein starker Hinweis darauf, dass
das komplexe Muster bereits erlernt wurde.
Die Versuchsperson hatte also jeweils die Wahl, wie das präsentierte Muster
erklärt werden sollte (einfach vs. komplex). Es wurde angenommen, dass
Versuchspersonen, die die komplexe Lösung als die immer richtige gelernt hatten,
nun auch diese wählen würden, obwohl oder gerade weil in dieser Aufgabe auf-












A B B D
DC
C
Durch den Einschuss C
induzierte konkrete Erklärung.
Anomalie durch Einschuss D.
Abbildung 10: Beide im Experiment verwendeten Atomklassen. a) Anomalie und
abstrakte Ausgangshypothese; b) Anomalie und konkrete Ausgangs-
hypothese.
Ablauf
Die Experimente begannen jeweils mit der Instruktion der Versuchspersonen.
Danach begannen die Versuchspersonen unter Anwesenheit des Versuchsleiters
Trainingsaufgaben zu absolvieren. Insgesamt mussten von jeder Versuchsperson
zwei Trainingseinheiten fehlerfrei durchlaufen werden um mit den
Experimentalspielen beginnen zu können. Andernfalls wurden die
Trainingseinheiten wiederholt, bis diese fehlerfrei gelöst werden konnten. In der
ersten Trainingseinheit wurden lediglich L-Einschüsse mit insgesamt 8
Durchgängen trainiert. Die zweite Trainingseinheit umfasste 25 Durchgänge,
wobei L-Einschüsse, kombiniert mit einfachen U-Einschüssen und allgemein
komplexeren Mustern, trainiert wurden. In jedem Trainingsspiel waren entweder
vier oder fünf Atome versteckt und Aufgabe der Versuchspersonen war es auch
hier, diese zu entdecken. Nach dem Durchlaufen der Trainingseinheiten begannen
die eigentlichen Experimentaldurchgänge. Jede Versuchsperson bearbeitete
insgesamt zehn Durchgänge. Darunter waren jeweils eine abstrakte und eine
konkrete U-Aufgabe, sieben Distraktoraufgaben und eine Prüfaufgabe (s. Abb. 9).
Die Prüfaufgabe wurde immer als letzte bearbeitet. Die konkrete und abstrakte
Experimentalaufgabe wurden randomisiert präsentiert, standen allerdings immer
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entweder an dritter oder siebter Stelle der Durchgänge. Ein Durchgang war
entweder beendet wenn die Versuchsperson die korrekte Lösung gefunden hatte
und auf den „Weiter-Button“ klickte oder wenn sie die richtige Anzahl an Atomen
gesetzt hatte und den „Weiter-Button“ klickte. Andernfalls wurde sie mittels eines
„Pop-up-Fensters“ darauf hingewiesen, dass die Lösung noch nicht korrekt sei.
Klickte die Versuchsperson ein zweites Mal den „Weiter-Button“, konnte sie trotz
inkorrekter Atomanzahl oder Atomkonfiguration zur nächsten Aufgabe
übergehen. Dies bedeutet also auch, dass man im zweiten Anlauf eine Aufgabe
beenden konnte, die nicht korrekt gelöst worden war. Die im ersten Versuch zum
Beenden notwendige korrekte Anzahl (nicht Setzung) an Atomen sollte
verhindern, dass die Versuchspersonen die Aufgaben gedankenlos und schnell
durcharbeiteten und wurde bereits in früheren Studien erfolgreich eingesetzt (vgl.
Keinath, 1997; Keinath & Krems, 1998). Es zeigte sich dabei, dass die
Versuchspersonen den Hinweis nutzten um über ihre Lösung nachzudenken. Die
Handhabung der Experimentalsoftware ist detailliert dem Anhang zu entnehmen
(s. S. 181ff.). In diesem Zusammenhang ist es nur von Bedeutung, dass die ganze
Steuerung , das Setzen von Hypothesen/Atomen und das sequentielle Anfordern
neuer Daten mittels der Maus geschah.
Design
In diesem Experiment wurde der Faktor Differenziertheit einer Erklärung in
einem within-subjects Design zweifach gestuft manipuliert (abstrakt vs. konkret).
Jede Versuchsperson bearbeitete jeweils eine der abstrakten und eine der
konkreten Aufgaben. Als abhängige Variablen wurde die Lösungszeit und die




Im folgenden werden zuerst die Ergebnisse der Manipulationsüberprüfung
berichtet, bevor die eigentliche Auswertung der Daten vorgestellt wird.
Manipulationsüberprüfung
Da jede Versuchsperson aufgrund der leichten Erlernbarkeit der Manipulation nur
jeweils eine Aufgabe der unabhängigen Variablen abstrakte vs. komplexe
Hypothesenstruktur bearbeiten konnte, ist es besonders wichtig zu klären,
inwiefern die Versuchspersonen den Aufbau der Experimentalaufgaben
durchschauten. Zu diesem Zweck bearbeitete jede Versuchsperson am Ende des
Experiments eine Prüfaufgabe (s. Abb. 9). Die Auswertung zeigte, dass alle
Versuchspersonen ohne Ausnahme die Prüfaufgabe im Sinne der einfachen
Erklärung lösten. Es kann also davon ausgegangen werden, dass im Laufe der
Durchgänge kein automatisierter Lösungsstil hinsichtlich der komplexen
Aufgabenlösung erworben wurde.
Ein weiterer wichtiger Punkt bei der Klärung, inwieweit die Manipulation
gelungen ist, stellt die Induktion einer konkreten Erklärung dar, der die Anomalie
direkt widersprechen kann. Dies wurde anhand der vom Computer
aufgezeichneten Verhaltensprotokolle ausgewertet. Auch hier zeigte sich, dass
ohne Ausnahme alle Versuchspersonen bis zum Eintreten der Anomalie das Atom
für eine einfache Erklärung gesetzt hatten, d.h. bis zum Eintritt der Anomalie
hatte jede Versuchsperson in der konkreten Bedingung auch eine konkrete
Erklärung formuliert. In Bezug auf die Induktion der abstrakten Ausgangs-
hypothese müssen indirekte Hinweise herangezogen werden. So zeigt die
konkrete Versuchsbedingung, bei der nach Eintritt des konkretisierenden Atoms
immer beide Atome gesetzt werden, dass zuvor eine abstrakte Hypothese gebildet
wurde. Somit kann davon ausgegangen werden, dass die Manipulation der




Die durchschnittliche Gesamtbearbeitungszeit der Experimentalaufgaben betrug
für die konkreten Aufgaben M = 215.1 s (SD = 190.9) und die für die abstrakten
Aufgaben M = 196.6 s (SD = 128.8). Dieser geringe Unterschied in den
Gesamtbearbeitungszeiten ist nicht signifikant (t(29)= 0.45, p (einseitig) = 0.32;
Hedges´s g = 0.1). Um zu klären, inwieweit sich vielleicht aber doch die
Bearbeitungszeiten nach Eintritt der Anomalie unterscheiden könnten, wurden
diese Zeiten zusätzlich verglichen. Die Bearbeitungszeiten nach Eintritt der
Anomalie in der konkreten Aufgabe betrug durchschnittlich M = 189.1 s (SD =
190.3) und in der abstrakten Aufgabe M = 169.3 s (SD = 122.6). Auch dieser
geringe Unterschied erreichte keine Signifikanz (t(29) = 0.51, p (einseitig) = 0.30;
Hedges´s g = 0.1).
Ohne der Auswertung der Lösungshäufigkeiten vorwegzugreifen, wurden die
gleichen Analysen auch für die gelösten Aufgaben berechnet. So unterschieden
sich auch die Gesamtbearbeitungszeiten der abstrakten (M = 224.9, SD = 159.3 s)
vs. konkreten (M = 278.7, SD = 236.3 s) gelösten Aufgaben nicht signifikant
voneinander (t(14) = 0.47, p (einseitig) = 0.23, Hedges´s g = 0.25). Dasselbe gilt,
wenn man wiederum nur die Lösungszeiten der abstrakten (M = 199.7, SD =
149.3 s) vs. konkreten (M = 247.7, SD = 241.2 s) Aufgaben ab Eintritt der
Anomalie betrachtet (t(14) = 0.67, p (einseitig) = 0.25; Hedges´s g = 0.23). Bei
einem Vergleich der Lösungshäufigkeiten mittels eines McNemar-Tests zeigte
sich, dass im Vergleich zu konkreten Aufgaben, signifikant mehr abstrakte
Aufgaben gelöst werden ( 2 = 5.04, p (einseitig) < 0.01). Die Ergebnisse
bezüglich der Lösungshäufigkeiten lassen sich Tab. 2 entnehmen, die der
Bearbeitungszeiten den Abbildungen 11 und 124.
                                                          




Tabelle 2: Lösungshäufigkeiten für beide Bedingungen in Experiment 1.
Abstrakt
Nicht gelöst Gelöst



























Abbildung 11: Gesamtbearbeitungszeiten und Bearbeitungszeiten nach


























Abbildung 12: Bearbeitungszeiten der gelösten Aufgaben in Experiment 1.
Eine genauere Analyse der Anzahl der beim Lösen gesetzten und verworfenen
Hypothesen zeigte, dass bei konkreten Aufgaben (M = 9.4, SD = 4.7) im
Vergleich zu abstrakten Aufgaben (M = 7.8, SD = 3.1) signifikant mehr
Hypothesen von den Versuchspersonen gesetzt und verworfen werden (Z = -1.83,
p (einseitig) = 0.03, Hedges´s g = 0.4). Allerdings findet sich bei der Betrachtung
der gelösten konkreten Aufgaben (M = 7.9, SD = 1.3) und gelösten abstrakten (M
= 7.8, SD = 3.1) Aufgaben dieser Unterschied nicht mehr (Z = -0.27, p (einseitig)
= 0.39). Abbildung 13 veranschaulicht dies. Hinsichtlich der Aufgaben, die nicht
gelöst wurden, zeigte sich dagegen, dass in der konkreten Bedingung mehr
Hypothesen gesetzt und verworfen wurden (M = 10.4 , SD = 5.6) als in der
abstrakten Bedingung (M = 8.2, SD = 3.3). Aufgrund fehlender Daten (da hier nur
solche Daten in die Analyse einfließen konnten, bei denen dieselbe
Versuchsperson sowohl die abstrakte als auch die konkrete Aufgabe nicht gelöst
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hatten), wird dieser Unterschied allerdings nicht signifikant (Z = -0.4, p (einseitig)























Abbildung 13: Anzahl der Atomsetzungen über alle Aufgaben und von den
gelösten Aufgaben in Experiment 1.
Eine detaillierte Analyse der gesetzten Hypothesen führte noch zu einem weiteren
interessanten Ergebnis. Betrachtet man die Anzahl an Alternativhypothesen, die
nicht Teil der abschließenden Gesamterklärung waren (und somit inkorrekt), die
aber von den Teilnehmern nach Eintritt der Anomalie postuliert wurden, so zeigte
sich kein Unterschied zwischen der konkreten Bedingung (M = 1.6; SD = 2,4) und
der abstrakten Bedingung (M = 1.6; SD = 1.4). Allerdings gilt dies nur über alle
Aufgaben hinweg. Betrachtet man das Verhältnis nur bei den gelösten Aufgaben,
so zeigt sich, dass im Falle der abstrakten Bedingung (M = 1.3, SD = 1.1) im
Vergleich zur konkreten Bedingung (M = 0.3, SD = 0.6) signifikant mehr





Die Ergebnisse zeigen, dass die Spezifikation von Ausgangshypothesen (abstrakt
vs. konkret) einen Einfluss auf die Lösungshäufigkeit hatte. So gelang es in
diesem Experiment im Falle einer abstrakten Ausgangshypothese signifikant mehr
Personen, eine Anomalie aufzulösen und zu einer korrekten Alternativerklärung
zu wechseln, als bei einer konkreten Ausgangshypothese. Die erste Hypothese
konnte mit diesem Ergebnis also klar bestätigt werden. Die zweite Hypothese
postulierte, dass abstrakte Ausgangshypothesen nicht nur häufiger zu einer
erfolgreichen Anomalieresolution führen, sondern diese auch hinsichtlich der
Bearbeitungszeit effektiver sind. Zwar weisen die Ergebnisse bezüglich der
Bearbeitungszeiten darauf hin, dass auch hier eine abstrakte Ausgangshypothese
einen Vorteil bedeutet, allerdings waren die Effekte sehr klein und nicht
signifikant. Die zweite Hypothese konnte also hinsichtlich der Bearbeitungszeit
nicht bestätigt werden. Hierfür bieten sich folgende Erklärungen an: Zum einen
zeigte sich, dass die Varianzen sehr hoch waren. Dies ist begründet in der
grundsätzlich langen Dauer der einzelnen Aufgaben, die somit auch höhere
Varianzen erwarten lassen. Zum anderen zeigte sich hier ein Problem der
verwendeten Aufgabe. Es ist leider nur möglich, eine Versuchsperson wenige
Aufgaben hinsichtlich der Anomaliemanipulation bearbeiten zu lassen, da diese
ansonsten das Prinzip der Anomalieinduktion durchschauen können. Zusätzlich
stand aufgrund der langen Trainingsphasen für Black-Box nur eine begrenzte
Anzahl von Versuchspersonen zur Verfügung und führte somit zu einer geringen
Teilnehmerzahl und Power. Eine weitere Erklärung, warum sich wohl kein Effekt
hinsichtlich der Bearbeitungszeit fand, war die fehlende Möglichkeit der
Versuchspersonen, selbst Daten produzieren zu können. In diesem Experiment
waren alle zur Verfügung stehenden Daten im Voraus festgesetzt, die Teilnehmer
konnten also keine eigenen Strategien anwenden, um Daten zu gewinnen. Die
Versuchspersonen mussten sich demnach alle auf den gleichen Datensatz
verlassen. Zwar scheint es eine abstrakte Ausgangshypothese zu erleichtern,
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diesen im Hinblick auf Anomalien effektiver zu interpretieren, aber es war in
diesem Experiment beispielsweise nicht möglich, weniger Daten zu sammeln oder
durch eine effektive Strategie die Aufgabe schneller zu bearbeiten.
Zusammenfassend lässt sich an dieser Stelle sagen, dass die Manipulation der
Ausgangshypothese einen signifikanten Einfluss auf die Performanz bei der
Anomalieresolution hatte, die Effekte hinsichtlich der Bearbeitungszeit aber sehr
klein waren.
Allerdings umfasste die zweite Hypothese nicht nur eine Aussage zur
Bearbeitungszeit. Es wurde auch in Anlehnung an Arocha und Patel (1995a,b)
davon ausgegangen, dass eine abstrakte Ausgangshypothese dazu führt, dass mehr
Alternativhypothesen in Betracht gezogen werden als im Falle einer konkreten
spezifischen Ausgangshypothese. In Bezug auf die Gesamtanzahl der gesetzten
Atome, also aller postulierten Hypothesen, ergab sich folgendes Bild: Betrachtet
man alle Aufgaben, ob gelöst oder nicht, so zeigte sich ein signifikanter
Unterschied zwischen den Bedingungen mit abstrakter und konkreter
Ausgangshypothese. Es wurden mehr Hypothesen bei einer konkreten als im Falle
einer abstrakten Ausgangshypothese manipuliert. Allerdings fand sich dieser
Unterschied nicht mehr, wenn nur die gelösten Aufgaben betrachtet wurden. Eine
sich hier anbietende Erklärung für dieses Ergebnis ist, dass erfolgreichere
Problemlöser, sowohl in der abstrakten als auch in der konkreten Bedingung, die
vorgegebenen Daten effektiver im Hinblick auf die Anomalie interpretieren
können. Diese erfolgreichen Problemlöser evaluieren also insgesamt weniger
Hypothesen und manipulieren diese auch weniger häufig. Aufgrund der höheren
Lösungshäufigkeit bei einer abstrakten Ausgangshypothese lässt sich sagen, dass
in dieser Bedingung dieses Vorgehen begünstigt wird. Im Gegensatz dazu führt
eine konkrete Ausgangshypothese zwar dazu, dass die Einzelhypothesen häufiger
manipuliert werden, dies aber nicht Ausdruck korrekter und effektiver Evaluation
ist. Es scheint sich hier um einen Fall von „weniger ist mehr“ zu handeln.
Aufgrund dieses Ergebnisses könnte man vermuten, dass die zweite Hypothese
auch hinsichtlich der Anzahl an Alternativhypothesen zu verwerfen ist. Allerdings
umfasst die bisherige Auswertung sowohl die Manipulation von wirklichen
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Alternativhypothesen als auch die Manipulation an bereits bestehenden und
korrekten Hypothesen. Einen Aufschluss über die manipulierten
Alternativhypothesen gab die Detailanalyse. So werden bei abstrakten
Ausgangshypothesen nach Anomalieeintritt insgesamt gleich viele
Hypothesenmanipulationen wie im Falle einer konkreten Ausgangshypothese
vorgenommen, es werden aber gleichzeitig im Verhältnis mehr
Alternativhypothesen evaluiert. Dies bedeutet, dass in der abstrakten Bedingung
bereits bestehende und korrekte Hypothesen weniger häufig verändert,
gleichzeitig aber mehr Alternativhypothesen evaluiert werden. Diese
Alternativhypothesen müssen im Laufe des Problemlöseprozesses zwar verworfen
werden, da sie nicht korrekt sind, allerdings scheinen sie die Performanz nicht zu
beeinträchtigen. Dies zeigt zum einen, dass abstrakte Ausgangshypothesen die
Generierung und Evaluation von bereits bestehenden Hypothesen und neu
generierten Alternativhypothesen erleichtern. Zum anderen zeigt es, dass die
Evaluation von mehreren Alternativhypothesen von Vorteil sein könnte. Dies
wäre im Einklang mit früheren Studien, die den Vorteil von Alternativhypothesen
darin sehen, dass sie die Evaluation von Daten erleichtern (vgl. Klayman & Ha,
1989; Vallée-Tourangeau, Beynon & James, 2000; Klahr, 2000). Diese Analyse
war auch ein Hinweis darauf, dass im Falle einer abstrakten Ausgangshypothese
eine größere Konfidenz in bestehende Hypothesen vorhanden war, da diese
vergleichsweise seltener manipuliert wurden. Dieses Ergebnis steht im Einklang
mit den Arbeiten von Arocha und Patel (1995a,b) und bestätigt somit die zweite
Hypothese. Indes lässt sich mit diesem Experiment keine Aussage darüber treffen,
ob es durch die Ausgangshypothese induzierte Unterschiede in der Strategiewahl
gibt, da beide Gruppen auf den gleichen vorgegebenen Datensatz zurückgreifen
mussten. Es lässt sich aber dennoch sagen, dass erfolgreichere Problemlöser (im
Sinne korrekt gelöster Aufgaben) diejenigen waren, die insgesamt weniger
Hypothesen manipulierten, diese aber gleichzeitig offensichtlich effektiver
evaluierten. Zudem zeichneten sich erfolgreiche Problemlöser im Falle einer
abstrakten Ausgangshypothese dadurch aus, dass sie weniger bestehende
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Hypothesen manipulierten, dafür aber häufiger neue Alternativhypothesen
postulierten und evaluierten.
Ein Hauptproblem dieser ersten Studie war, dass es den Versuchspersonen
aufgrund der experimentellen Manipulation nicht möglich war, selbst Daten zu
generieren und diese im Hinblick auf ihre Hypothesen zu evaluieren. Somit lassen
sich zu diesem Zeitpunkt nur erschwert Aussagen über mögliche
Strategieunterschiede zwischen den beiden Bedingungen treffen. Allerdings
scheinen die Unterschiede hinsichtlich der Zahl der manipulierten
Alternativhypothesen ein Hinweis auf solche Strategieunterschiede zu sein. Indes
kann dieser Unterschied zwar darauf zurückzuführen sein, dass abstrakte
Ausgangshypothesen den Umgang mit Alternativhypothesen erleichtern, sie
gleichzeitig aber nur im Falle vorgegebener Daten gelten.
Resümierend lässt sich festhalten, dass eine abstrakte Ausgangshypothese die
Resolution von Anomalien erleichtert. Dies wirkte sich allerdings nur in geringem
Maße auf die Bearbeitungszeiten aus. Zudem zeigte das Experiment, dass
erfolgreiche Problemlöser in beiden Gruppen sich dadurch auszeichneten, dass sie
insgesamt weniger Hypothesen manipulierten, diese aber offensichtlich effektiver
evaluieren konnten. Abstrakte Ausgangshypothesen scheinen ein solches
Vorgehen im Vergleich zu konkreten Ausgangshypothesen zu erleichtern. Im
Gegensatz dazu führten konkrete Hypothesen eher dazu, dass eine höhere Zahl an
Hypothesen manipuliert wurde als bei einer abstrakten Ausgangshypothese, die
numerische Überlegenheit aber keinen positiven Einfluss auf die Performanz zu
haben scheint. Im besonderen zeigte sich allerdings, dass im Falle der gelösten
Aufgaben und einer abstrakten Ausgangshypothese mehr Alternativhypothesen
postuliert und evaluiert wurden als es bei einer konkreten Ausgangshypothese der
Fall war. Insofern scheint die gleich hohe Anzahl an allgemeinen
Hypothesenmanipulationen bei gelösten konkreten Aufgaben eher auf
Unsicherheit bei der Bewertung der Daten hinzuweisen als auf eine effektive
Evaluation der Hypothesen im Zusammenhang mit den gegebenen Daten. Die
höhere Anzahl an evaluierten Alternativhypothesen im Falle der gelösten
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abstrakten Aufgaben könnte Ausdruck einer solchen effektiven Strategie im
Hinblick auf das Verhältnis von Daten und Hypothesen sein.
3.3 Experiment 2
Ziel des folgenden Experimentes war es, den Versuchspersonen die Möglichkeit
zu geben, selbst Daten zu generieren. In Folge sollte es auch möglich sein, falls
vorhanden, deutliche Strategieunterschiede bei der Anomalieresolution in
Abhängigkeit der induzierten Ausgangshypothesen aufzuzeigen. Dies ist vor
allem deshalb von Bedeutung, um klären zu können, ob es Strategien gibt, die
beispielsweise vorrangig durch abstrakte Ausgangshypothesen befördert werden.
Zudem konnten mit Experiment 1 noch nicht die zentralen Aussagen der Theorie
von Johnson und Krems (2001) zur Anomalieresolution überprüft werden, wie sie
Gegenstand der Vorhersage 2 sind. Auch hierfür ist es notwendig, dass die
Versuchsteilnehmer selbst Daten produzieren können. Des weiteren konnte mit
der bisherigen Form der vorgegebenen Datenpräsentation auch die Vorhersage 3
nicht untersucht werden. Diese noch ausstehenden Fragen zu klären soll zentrales
Ziel des nächsten Experimentes sein.
3.3.1 Vorstudie
Aufgrund der gefundenen Unterschiede in dem vorherigen Experiment war es
angezeigt, die vermuteten Strategieunterschiede genauer zu untersuchen. Dies
sollte auch klären, inwiefern die Vorhersage der Theorie von Johnson und Krems
(2001) zur Anomalieresolution zutreffend ist. Zudem sollten Aussagen über die
von den Versuchspersonen durchgeführten Experimente beim Lösen von
Anomalien getroffen werden. Eine Methode, die sich dafür anbot, war die des
lauten Denkens (Ericsson & Simon, 1980; 1993). Eine Vielzahl von Studien zu
Strategieunterschieden, vor allem auch im Bereich wissenschaftlichen Entdeckens
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und bezüglich Anomalien, wurden mit Hilfe dieser Methode durchgeführt (vgl.
Klahr & Dunbar, 1988; Quin & Simon, 1990; Schunn & Anderson, 1999; Alberdi,
Sleeman & Korpi, 2000; Trickett, Trafton, Schunn & Harrison, 2001). Allerdings
gibt es auch Kritik an der Methode des lauten Denkens. So fanden Schooler,
Ohlsson und Brooks (1993), dass lautes Denken die Performanz beim Lösen von
Einsichtsproblemen verringerte und folgerten aus ihren Ergebniss, dass eine
Vielzahl von kognitiven Prozessen durch lautes Denken verletzbar sind.
Allerdings zeigten sich diese Beeinträchtigungen vor allem bei
Einsichtsproblemen. Zwar kann man davon ausgehen, dass die Black-Box
Aufgabe keinem typischen Einsichtsproblem gleicht, da die Teilnehmer selbst
Daten sammeln können und nicht mit einem geschlossenen Problem konfrontiert
sind. Allerdings sind negative Effekte durch lautes Denken auch nicht per se
auszuschließen. Aus diesem Grund sollte die folgende Vorstudie klären, inwiefern
das Lösen von Black-Box Aufgaben durch lautes Denken beeinträchtigt wird.
Aufgrund der Struktur der Aufgabe, die nicht einem Einsichtsproblem gleicht,
wurde folgende Hypothese angenommen:
Hypothese 1: Hinsichtlich der Performanz gibt es keinen Unterschied, ob Black-
Box Aufgaben mit oder ohne lautem Denken gelöst werden.
Allerdings zeigen auch einige Studien, obwohl es keine Unterschiede in den
Lösungshäufigkeiten oder in der Strategiewahl gibt, dass lautes Denken die
Bearbeitungszeiten erhöht (vgl. Ericsson & Simon, 1993). Da Black-Box eine
komplexe Aufgabe ist, wurde angenommen, dass ein solcher Effekt auch in dieser
Aufgabe auftritt, ohne dabei aber andere Performanzmaße zu beeinflussen. Daraus
folgt eine weitere Hypothese:





An dieser Vorstudie nahmen insgesamt 20 Versuchspersonen (15 weiblich, Alter
M = 21.5, SD = 1.6) teil. Alle Versuchspersonen erhielten für ihre Mitarbeit
Versuchspersonenstunden.
Apparatur
In diesem Experiment wurde dieselbe technische Apparatur wie in dem
vorhergehenden Experiment verwendet. Zusätzlich wurden in diesem Experiment
verbale Protokolle lauten Denkens und der Bildschirminhalt synchron auf eine
Videokassette aufgenommen. Dazu wurde das Videosignal mit einem Video-
konverter (Frequenzwandler) direkt an den Videorecorder weitergeleitet. Alle
Aktionen der Versuchsperson und alle Zustände des Black-Box Programms
wurden nicht nur auf Video aufgenommen sondern auch zusätzlich vom
Programm auf dem Computer mitgeloggt.
Material
Die Aufgaben für dieses Experiment wurden zufällig dem Distraktorenpool aus
Experiment 1 entnommen. Diese Aufgaben erschienen hinreichend schwierig für
den Zweck dieses Experimentes (vgl. Abb. 8). Jede Versuchsperson musste
insgesamt fünf Aufgaben bearbeiten. Die Trainingsaufgaben waren identisch mit
denen aus Experiment 1. Für das Training zum lauten Denken wurde der Turm
von Hanoi mit vier Scheiben herangezogen, da dieser sich bereits in mehreren
Studien zum lauten Denken bewährt hat (vgl. Ericsson & Simon, 1993).
Ablauf
Zu Beginn des Experiments wurden die persönlichen Daten der Versuchspersonen
erhoben. Danach wurde ihnen die Instruktion für die Black-Box Aufgabe zu lesen
gegeben. Im Anschluss folgte jeweils eine Trainingseinheit zu einfachen L-
Formen (8 Durchgänge) sowie zu einfachen U-Formen und anderen komplexeren
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Aufgabenformen (25 Durchgänge). Alle Trainingsdurchgänge wurden so oft
wiederholt, bis sie von den Versuchspersonen fehlerfrei gelöst wurden. Im
Anschluss bekam eine Hälfte der Versuchspersonen die Versuchsanweisung zum
lauten Denken und wurde aufgefordert, den Turm von Hanoi mit vier Scheiben zu
lösen, während sie laut dachten. In Folge mussten diese Versuchspersonen
nochmals eine Anweisung lesen, in der sie aufgefordert wurden ihre Atome so
früh wie möglich zu setzen und darauf hingewiesen wurden, dass alle folgenden
Aufgaben lösbar seien. Die andere Hälfte der Versuchspersonen las diese
Anweisung sofort nach den Trainingseinheiten. Daraufhin begann das eigentliche
Experiment.
Design
In diesem Experiment bearbeiteten alle Versuchspersonen den gleichen Satz an
Aufgaben. Es wurde lediglich variiert ob die Versuchspersonen die Aufgaben mit
lautem oder ohne lautem Denken bearbeiten sollten.
3.3.1.2 Ergebnisse
Analyse der Bearbeitungszeiten
Bei der Analyse der Bearbeitungszeiten wurden von den insgesamt 100
Bearbeitungszeiten neun Extremwerte (mindestens 3 × SD, M > 104.5 s) aus der
Bedingung ohne lautes Denken und zwei Extremwerte (M > 162.7 sec) aus der
Bedingung mit lautem Denken ausgeschlossen.
Die durchschnittliche Bearbeitungszeit in der Bedingung ohne lautes Denken (M
= 46.9, MD = 43.8, SD = 11.5 sec) unterschied sich von der durchschnittlichen
Bearbeitungszeit in der Bedingung mit lautem Denken (M = 57.8, MD = 51.6, SD
= 21.6) signifikant (t(87) = -2.9, p = 0.005, Hedges´s g = 0.5). Konform zu
Hypothese 2 zeigen die Ergebnisse, dass lautes Denken die Bearbeitungszeiten
von Black-Box Aufgaben erhöht. Abbildung 14 verdeutlicht diesen Unterschied.
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Abbildung 14: Bearbeitungszeiten in den Bedingungen mit lautem Denken und
ohne lautem Denken in Experiment 2.1.
Analyse der Performanz
In der Anzahl der Lösungshäufigkeiten wurde kein bedeutsamer Unterschied
gefunden. In der Bedingung mit lautem Denken lösten alle Versuchspersonen die
Aufgaben richtig, in der Bedingung ohne lautem Denken wurden 47 von
insgesamt 50 Aufgaben richtig gelöst.
Auch hinsichtlich der Atomsetzungen fand sich kein statistisch bedeutsamer
Unterschied (Z     	 p (zweiseitig) = 0.95, Hedges´s g = 0.1)
zwischen der Bedingung mit lautem Denken (M = 4.6, SD = 1.4) und der ohne




Die Ergebnisse zeigen, dass sich die Einführung der Methode des lauten Denkens
auf die Aufgabenbearbeitung nicht verzerrend auswirkt. So wurde zwar eine
signifikante Erhöhung der Bearbeitungszeit gefunden, diese ist aber
unproblematisch, da eine Verlängerung der Bearbeitungszeit die typische
Zusatzbelastung des lauten Denkens bei nonverbalen Stimuli widerspiegelt (vgl.
Ericsson & Simon, 1980). Die Erhöhung der Bearbeitungszeit muss also nicht
notwendigerweise mit einer Veränderung in der Performanz bei der
Aufgabenbearbeitung einhergehen. So fand zum Beispiel Roth (1966) eine um
50% erhöhte Bearbeitungszeit bei ansonsten gleicher Performanz zwischen einer
Gruppe mit lautem Denken und einer Gruppe ohne lautem Denken. Auch andere
Studien zeigen, dass bei nonverbalen Stimuli die erhöhte Bearbeitungszeit keine
Veränderung in den Performanzdaten zur Folge hat (vgl. Ericsson & Simon,
1993). Im Hinblick auf Performanzdaten wie die Lösungshäufigkeit oder die
Anzahl der gesetzten Atome finden sich in diesem Experiment keine bedeutsamen
Unterschiede. Dies bedeutet, dass die Methode nicht den eigentlichen
Problemlöseprozess beeinträchtigt oder verändert. Somit kann davon ausgegangen
werden, dass die Methode geeignet ist, um Problemlösen mit Hilfe der Black-Box
Aufgabe zu untersuchen. Der Anstieg der Bearbeitungszeiten ist dabei
unproblematisch, da in den folgenden Experimenten nur experimentelle





Nachdem gezeigt werden konnte, dass lautes Denken keinen Einfluss auf das
Lösen von Black-Box Aufgaben hat, sollten in diesem Experiment mit Hilfe
dieser Methode die Vorhersagen 2 und 3 überprüft werden. Gleichzeitig sollte
auch im Hinblick auf abstrakte und konkrete Ausgangshypothesen untersucht
werden, ob sich Strategieunterschiede finden lassen, die erklären können, wieso
abstrakte Ausgangshypothesen die Anomalieresolution erleichtern (vgl.
Experiment1). Um diesen Fragen nachgehen zu können, waren die Teilnehmer
dieses Experimentes in der Lage, nach Eintritt der Anomalie selbst Daten durch
Experimente generieren zu können. Auch lässt sich damit überprüfen, inwiefern
die Modellvorhersage von Johnson und Krems (2001) gültig ist, dass zwei
Alternativhypothesen für zwei sich widersprechende Erklärungen generiert
werden (Vorhersage 2a). Zu diesem Zweck sollten von den Versuchsteilnehmern
durchgeführte Experimente und gesetzte Atome sowie genannte Hypothesen
klassifiziert werden, um zu bestimmen, ob die Versuchsteilnehmer zwei
Alternativerklärungen nach Anomalieeintritt unabhängig voneinander evaluierten.
Die Abbildungen 15a und 15b zeigen die beiden möglichen Alternativ-
erklärungen. Im Falle der Abbildung 15b wird die widersprochene Evidenz
alternativ erklärt, im Falle der Abbildung 15a die Erklärung für die
anomalieauslösende Evidenz. Daraus ergab sich folgende Hypothese:
Hypothese 1: Um die Anomalie zu lösen evaluieren die Versuchspersonen zwei




















Abbildung 15: a) Alternative zur Erklärung der Anomalie selbst. Die Atome E1
erklären die einfache U-Form (Einschuss A). Die Anomalie B (gestrichelte
Linie) wird durch eine Erklärung mit den Atomen A1-A4 aufgelöst. b)
komplexe Alternativerklärung für den Einschuss A.
Eine weitere aus dem Modell abgeleitete Vorhersage (2b) besagt, dass nur eine
lokale Konsistenzprüfung vorgenommen wird. Dies bedeutet im Falle einer
Anomalie, dass nur diejenige Teilhypothese einer Gesamterklärung betroffen ist,
der explizit von der Anomalie widersprochen wird. Da auch in diesem Experiment
zur Erzeugung der Anomalie einfache U-Muster induziert wurden, die korrekte
Lösung aber einem komplexen U-Muster entsprach, ließ sich die Vorhersage
mittels der gemeinsamen Atome dieser beiden Erklärungen überprüfen (vgl. Abb.
16).
Folgendermaßen lässt sich die Vorhersage 2b in diesem Experiment
konkretisieren:
Hypothese 2: Es werden nur solche Hypothesen manipuliert, denen direkt von der
Anomalie widersprochen wird. Andere Teilhypothesen einer Gesamterklärung














Abbildung 16: Atom E1 ist Teilerklärung sowohl der falschen einfachen
Erklärung (E1 und E2) sowie Teil der richtigen komplexen Erklärung (E1
und K1 bis K3). Bei Gültigkeit der Vorhersage zur lokalen
Konsistenzprüfung sollte die Anomalie (B) nur in Bezug auf E2 evaluiert
werden, E1 sollte davon nicht betroffen sein.
Aufgrund der Ergebnisse bezüglich der Auswirkung unterschiedlich spezifizierter
Ausgangsyhypothesen des vorangegangenen Experimentes wurde auch für dieses
folgende Hypothese formuliert:
Hypothese 3: Im Falle einer abstrakten Ausgangshypothese werden die Aufgaben
nach Anomalieeintritt effektiver gelöst als im Falle einer konkreten
Ausgangshypothese.
Die Modelle von Johnson und Krems (2001) sowie Klahr und Dunbar (1988)
geben zwei Funktionen von Experimenten an. Zum einen sollen sie
hypothesengestützt neue Daten explorieren, zum anderen soll es auch möglich
sein, Experimente hypothesenfrei durchzuführen, beispielsweise wenn dem
Problemlöser im aktuellen Zustand keine Hypothese zur Verfügung steht. Daraus
ergibt sich folgende Hypothese:
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Hypothese 4a: Die von den Versuchspersonen durchgeführten Experimente
lassen sich sowohl in hypothesengestützte als auch in hypothesenfreie
Experimente unterteilen.
An diese Hypothese anknüpfend lässt sich im folgenden untersuchen, ob es
möglich ist, die Versuchspersonen gemäß der Klassifikation von Klahr und
Dunbar (1988) zu unterteilen. Obwohl diese Einteilung häufig zitiert wurde, ist es
fraglich, ob sich diese Dichotomie in den Strategien wiederfindet oder ob dies
nicht vielmehr ein Spezifikum der von Klahr und Dunbar verwendeten Aufgabe
ist.
Hypothese 4b: Die Teilnehmer dieser Studie lassen sich in Theoretiker und
Empiristen einteilen.
Eine weitere Vorhersage betrifft die Art der hypothesengestützten Experimente.
Im SDDS-Modell von Klahr und Dunbar (1988) wird angenommen, dass nur voll
spezifizierte Hypothesen getestet werden. Im Gegensatz dazu lässt das Modell
von Krems und Johnson auch Experimente mit abstrakten Hypothesen zu,
allerdings wurde dies bislang noch nicht empirisch überprüft. Klahr (2000) führt
als Beleg für die Annahme der SDDS-Theorie eine Studie an, bei der er zeigen
konnte, dass Erwachsene im Gegensatz zu Kindern kaum abstrakte Hypothesen
testeten. Basierend auf den Arbeiten von Klahr (2000) sowie Klahr und Dunbar
(1988) wurde folgende Hypothese formuliert:






An diesem Experiment nahmen insgesamt 30 Versuchspersonen teil (26 weiblich,
Alter M = 22.4, SD = 3.8). Die Teilnehmer waren sämtlich Studentinnen und
Studenten der TU Chemnitz und erhielten für ihre Teilnahme
Versuchspersonenstunden.
Apparatur
Das Experiment wurde mit der Apparatur wie aus Experiment 1 durchgeführt
(s.o.). Im Unterschied zu Experiment 1 wurden die Handlungen der
Versuchspersonen aber nicht nur am Rechner selbst aufgezeichnet, sondern auch
mittels eines Videokonverters auf einer Videokassette. Zudem wurden die
verbalen Äußerungen der Versuchspersonen mittels eines Mikrofons auf die
Tonspur der Videokassette geschrieben. Zusätzlich wurden alle Aktionen, die die
Versuchsperson mit der Maus ausführte, vom Computer mitgeloggt.
Material
Ziel dieses Experimentes war es, eine Verbesserung der experimentellen Situation
hin zu einer ökologisch valideren Situation zu erzielen. Aus diesem Grund wurden
den Versuchspersonen nur Daten bis zum Eintritt der Anomalie vorgegeben.
Anschließend konnten die Versuchsteilnehmer selbst Daten generieren. Die
Datenvorgabe bis zur Anomalie blieb dennoch nötig um die experimentelle
Manipulation des Faktors abstrakte vs. konkrete Hypothesenstruktur zu
gewährleisten. Die Aufgaben entsprachen aus Gründen der Vergleichbarkeit
denen aus Experiment 1. Die Anomalie trat in allen Aufgaben als viertes Datum
auf. Danach wurden die Versuchspersonen mittels eines „Pop-up-Fensters“ darauf
hingewiesen, dass sie nun selbst einzuschießen hätten und ihnen eine unbegrenzte
Anzahl von Einschüssen zur Verfügung stehen würde. Danach konnten die
Versuchspersonen durch Anklicken eines der Randfelder selbst Daten
produzieren. Genauso wie im Modus der vorgegebenen Daten (Exp. 1) wurde der
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Ein- und Austrittsort des Strahls gemäß den Regeln der Black-Box Aufgabe
markiert. Die Versuchspersonen konnten zwischen ihren Einschüssen jeweils
immer Atome setzen oder entfernen.
Ablauf
Die Versuchspersonen betrat den Versuchsraum, wo zuerst ihre persönlichen
Daten anonymisiert erhoben wurden. Im Anschluss wurde ihr die
Versuchsanweisung zu lesen gegeben und es bestand die Möglichkeit, den
Versuchsleiter hinsichtlich der Anweisung zu befragen. Danach wurde mit den
Trainingsaufgaben begonnen. Jede Versuchsperson bearbeitete acht Aufgaben
zum Training einfacher L-Formen, 30 Aufgaben zum Training einfacher U-
Formen und komplexer Muster und im Anschluss fünf Aufgaben um das
Selbsteinschießen zu trainieren. Danach wurden jeder Versuchsperson acht Bögen
ausgeteilt, auf denen eine Black-Box Matrix abgebildet war und in der Atome
eingezeichnet waren, sowie vorgegebene Einschussorte. Die Versuchspersonen
hatten die Aufgabe, vom Einschussort ausgehend, den Pfad des Strahls und den
Austrittsort einzuzeichnen. Diese zusätzliche Trainingseinheit wurde eingefügt, da
die Aufgabe durch das Selbsteinschießen hätte erschwert sein können. Alle
Übungen wurden so lange wiederholt, bis sie die Versuchsperson fehlerfrei
bearbeiten konnte. Im Anschluss bekam die Versuchsperson die Anweisung zum
lauten Denken (s. Anhang S. 180). Zum Training des lauten Denkens mussten die
Versuchspersonen nun den Turm von Hanoi mit vier Scheiben lösen, da sich
dieser gut zur Verbalisation eignet (vgl. Anzai & Simon, 1979; VanLehn, 1991).
Im Anschluss lasen die Versuchspersonen eine weitere Versuchsanweisung, in der
sie gebeten wurden, so wenig einzuschießen wie möglich, Atome als Erklärungen
für Daten so früh wie möglich zu setzen und es wurde betont, dass alle Aufgaben,
die im folgenden gestellt würden, auch lösbar seien. In Folge bearbeiteten die
Versuchspersonen jeweils 13 Aufgaben, darunter jeweils eine abstrakte und eine
konkrete Aufgabe, sowie zuletzt eine Prüfaufgabe, die sicherstellen sollte, dass
die Versuchsteilnehmer das Lösungsmuster bereits erlernt hatten. Die restlichen
zehn Aufgaben waren Füll- und Distraktoraufgaben. Wie in Experiment 1 konnten
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die Versuchsteilnehmer eine Aufgabe durch das Anklicken eines „Weiter-
Buttons“ beenden. Hatten sie davor schon die richtige Anzahl an Atomen gesetzt
oder die korrekte Lösung gefunden, wurde zur nächsten Aufgabe übergegangen,
wenn nicht, wurden sie darauf hingewiesen, dass ihre Lösung nicht korrekt sei. Im
Anschluss konnten Atome neu gesetzt oder entfernt werden, aber keine neuen
Daten mehr produziert werden. Dieses Vorgehen sollte die Versuchsteilnehmer
davon abhalten, die Aufgaben gedankenlos und schnell zu beenden.
Design
In diesem Experiment wurde als unabhängige Variable der zweifach gestufte
Faktor Hypothesenstruktur (abstrakt vs. konkret) manipuliert. Alle Versuchs-
personen waren in diesem Experiment aufgefordert laut zu denken. Als abhängige
Variablen wurden die Bearbeitungszeit, die Anzahl und Art der gesetzten
Hypothesen, die Anzahl der richtigen Aufgabenlösungen und die Anzahl der
Einschüsse erhoben.
3.3.2.2 Ergebnisse
Wie in den vorangegangen Experimenten werden zuerst die Ergebnisse der
Manipulationsüberprüfung berichtet, bevor die eigentliche Auswertung der Daten
vorgestellt wird.
Manipulationsüberprüfung
In diesem Experiment wurde in 25 von 30 Fällen das kritische Atom gesetzt, dem
die Anomalie widersprach. Dies bedeutet, dass wiederum in nahezu allen Fällen
ein explizites Kriterium für das Eintreten der Anomalie vorhanden war. Die fünf
Versuchspersonen, die das kritische Atom nicht gesetzt hatten, wurden dennoch
nicht von der Datenanalyse ausgeschlossen, da sich aufgrund der Protokolle
zeigte, dass auch sie alle nach einer anderen Lösung als der einfachen U-Lösung
suchten. Die Anomalie als solche muss also auch von diesen Versuchspersonen
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wahrgenommen worden sein, da sie sich sonst auch mit der einfachen Lösung
hätten begnügen können.
Hinsichtlich der auch in diesem Experiment verwendeten Prüfaufgabe, die klären
sollte, inwiefern die komplexen Lösungen bereits erlernt waren, zeigte sich
wiederum, dass alle Versuchspersonen hier die einfache Lösung bevorzugten. Es
kann also nicht davon ausgegangen werden, dass die komplexe Lösung bereits
erlernt worden war.
Analyse der Aufgabenbearbeitung
Es wurden zuerst wieder die Bearbeitungszeiten ausgewertet, um zu klären, ob
sich in diesem Experiment ein Vorteil hinsichtlich der Bearbeitungszeiten der
abstrakten Ausgangshypothese belegen ließ. Die durchschnittliche
Aufgabenbearbeitungszeit für konkrete Aufgaben betrug M = 373.5 s (SD =
356.1), die für abstrakte Aufgaben M = 357.7 s (SD = 255.5). Es fand sich also
kein Unterschied in den Gesamtbearbeitungszeiten zwischen konkreten und
abstrakten Aufgaben (t (29) = 0.21, p (einseitig) = 0.42). Ein vergleichbares Bild
findet sich, wenn man die Bearbeitungszeiten ab Eintritt der Anomalie betrachtet.
Hier betrug die durchschnittliche Bearbeitungszeit in den konkreten Aufgaben M
= 351.0 s (SD = 352.9) und in den abstrakten Aufgaben M = 341.3 s (SD = 251.2).
Auch nach Eintritt der Anomalie unterscheiden sich die Bearbeitungszeiten nicht
voneinander (t (29) = 0.13, p (einseitig) = 0.45) .
Betrachtet man nur die Bearbeitungszeiten der gelösten Aufgaben, so ergibt sich
folgendes Bild: In den konkreten Aufgaben dauert die Aufgabenbearbeitung
durchschnittlich M = 432.4 s (SD = 521.4) und für abstrakte Aufgaben
durchschnittlich M = 271.6 s (SD = 180.6). Dieser Unterschied ist nicht
signifikant (t(10) = 1.06, p (einseitig) = 0.15), entspricht aber einem mittleren
Effekt (Hedges´s g = 0.4). Ein entsprechendes Ergebnis findet sich bei den
Bearbeitungszeiten nach Eintritt der Anomalie bis zum Aufgabenende. In der
konkreten Bedingung dauert die durchschnittliche Aufgabenbearbeitung M =
413.7 s (SD = 517.1) und in der abstrakten Bedingung M = 257.7 s (SD = 180.2).
Auch dieser Unterschied ist nicht signifikant (t (10) = 1.03, p (einseitig) = 0.16)
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entspricht allerdings wieder einem mittleren Effekt (Hedges´s g = 0.4). Da nicht
alle Teilnehmer die Aufgaben lösten, ist hier die geringe Anzahl der Daten zu
beachten sowie die dadurch sehr hohen Varianzen. Die Abbildungen 17 und 18






















Abbildung 17: Gesamtbearbeitungszeiten für alle abstrakte und konkrete
Aufgaben und Bearbeitungszeiten ab Anomalieeintritt für abstrakte und


























Abbildung 18: Bearbeitungszeiten der gelöste Aufgaben (abstrakt vs. konkret) in
Experiment 2.
Des weiteren sollte geklärt werden, inwiefern sich die Manipulation der
Ausgangshypothese auf die Lösungshäufigkeit auswirkt, wenn die Versuchs-
personen selbst Daten generieren konnten. Die Ergebnisse der Lösungs-
häufigkeiten lassen sich Tabelle 3 entnehmen.









Es zeigte sich in diesem Experiment also kein Unterschied zwischen den
Lösungshäufigkeiten für abstrakte und konkrete Aufgaben ( 2= 1.0, p (einseitig) =
0.25).
Ein Indikator hinsichtlich unterschiedlicher Strategien beim Lösen abduktiver
Probleme ergibt sich bei der Auswertung der Anzahl an Einschüssen der
Versuchspersonen sowie bei der Auswertung der Anzahl an gesetzten Atomen.
Wie bei den Bearbeitungszeiten werden zuerst die Ergebnisse für alle Daten
präsentiert werden, bevor nur die gelösten Aufgaben betrachtet werden.
Die durchschnittliche Anzahl von Einschüssen über alle Daten (gelöste und nicht
gelöste Aufgaben) betrug für die konkreten Aufgaben M = 9.3 (SD = 4.9), für die
abstrakten Aufgaben M = 8.6 (SD = 4.4). Über alle Daten gerechnet, fand sich





























Abbildung 19: Unterschiede in der Anzahl der Einschüsse bei der Bearbeitung von
abstrakten und konkreten Aufgaben in Experiment 2.
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Für die gelösten Aufgaben zeigte sich dagegen eine für die konkrete Bedingung
höhere Anzahl von Einschüssen (M = 12.27, SD = 5.5) im Vergleich zu den
abstrakten Aufgaben (M = 7.27, SD = 2.9). Dieser signifikante Unterschied (Z = -
2.4, p (einseitig) < 0.01, Hedges´s g = 1.0) ist nochmals in Abbildung 19
verdeutlicht.
Die durchschnittliche Anzahl von gesetzten Atomen über alle Daten betrug für die
konkreten Aufgaben M = 17.1 (SD = 14.5) und für die abstrakten Aufgaben M =
14.7 (SD = 12.8). Dieser Unterschied war nicht statistisch bedeutsam (Z = -0.85, p
(zweiseitig) = 0.39, Hedges´s g = 0.1). Vergleichbar sind die Ergebnisse, wenn
nur die Daten der gelösten Aufgaben betrachtet werden. Hier wurden in den
konkreten Aufgaben durchschnittlich M = 18.0 (SD = 17.5) Atome gesetzt und in
den abstrakten Aufgaben M = 13.7 (SD = 14.0). Auch dieser Unterschied war
nicht signifikant (Z = -0.7, p (zweiseitig) = 0.47), entspricht allerdings einem
kleinen Effekt (Hedges´s g = 0.25). Abbildung 20 illustriert dieses Ergebnis. Im
Hinblick auf die Hypothesenmanipulationen waren also nur geringe Unterschiede
vorhanden. Eine genauere Analyse der manipulierten Hypothesen im Hinblick auf
Alternativhypothesen, die nicht Teil der abschließenden Lösung waren, ergab ein
vergleichbares Bild. So wurden in der konkreten Bedingung über alle Aufgaben
hinweg durchschnittlich M = 4.1 (SD = 5.6) Alternativhypothesen manipuliert, im
Falle der abstrakten Bedingung M = 3.2 (SD = 2.7). Dieser geringe Unterschied
war nicht signifikant (Z = -0.4, p (zweiseitig) = 0.6; Hedges´s g = 0.2).
Berücksichtigt man nur die gelösten Aufgaben, so finden sich ebenfalls keine
Mittelwertunterschiede. In der konkreten Bedingung werden durchschnittlich M =
2.6 (SD = 4.1) Alternativhypothesen manipuliert, in der konkreten Bedingung M =
2.5 (SD = 1.7).
Die Überprüfung, ob die Anomalie durch eine lokale oder globale
Konsistenzprüfung evaluiert wurde, fand durch die Analyse des gemeinsamen
Atoms der einfachen und konkreten Erklärung statt. Dies wurde ermöglicht, da
dieses Atom zwar Teil der widerlegten Gesamterklärung war, es aber nicht direkt
in Widerspruch zur Anomalie stand (vgl. Abb. 16). Dieses gemeinsame Atom
wurde über alle Aufgaben (abstrakt und konkret) nur in 16.6% aller Fälle
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manipuliert. Betrachtet man die einzelnen Bedingungen, so wurde im Falle der
abstrakten Ausgangshypothese das Atom in 13.3% aller Fälle manipuliert, im




















Abbildung 20: Anzahl der Atomsetzungen über alle Aufgaben und die gelösten
Aufgaben.
Analyse der verbalen Protokolle
Die Videobänder wurden transkribiert und in abgeschlossene verbale Einheiten
aufgeteilt. Als eine abgeschlossene verbale Einheit galten beispielsweise ganze
Sätze oder inhaltlich voneinander trennbare Halbsätze (vgl. Ericsson & Simon,
1993). Es wurde also versucht, verbale Einheiten zu bestimmen, die sich darin
unterschieden, dass sie sich auf deutlich unterscheidbare Gegenstände bezogen.
Aufgrund eines technischen Problems bei der Aufnahme konnte ein Protokoll
nicht erstellt werden. Die Protokolle wurden im Anschluss vom Autor und einer
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zweiten Beurteilerin ausgewertet. Dabei wurde versucht, die verbalen Einheiten
entsprechend der Kategorien in Tabelle 4 zu klassifizieren.
Tabelle 4: Kategorien für die Klassifikation der verbalen Protokolle.
Kategorie Beispiel
1. Einschuss bzw. Experiment war
hypothesengestützt
„Mal hier einschießen, müsste auf
dieser Linie ein Durchschuss sein.“
2. Einschuss bzw. Experiment war
hypothesenfrei
„Und irgendwie werde ich hier einfach
noch mal einen Schuss machen.“
3. Konkreter Hypothesentest „Also gucken wir mal. Gut. Also er
liegt nicht dort. Da müsste er doch
eigentlich hier liegen.“
4. Abstrakter Hypothesentest „Da müsste hier noch irgendwo ei-einer
sein, damit das abgelenkt wird.“




6. Folgte einem hypothesenfreien
Vorgehen bei der Datensuche ein darauf
bezogenes hypothesengestütztes
Vorgehen?
1. Schuss: „Schieß ich doch einfach
noch ein paar Schüsse, vielleicht finde
ich dann was raus.“ (hypothesenfrei)
2. Schuss in Folge: „Gut. Hm. Jetzt
weiß ich, dass in dieser Zeile ein Atom
sein muss und schieß parallel dazu.
Gut.“ (hypothesengestützt)
7. Werden beide Hypothesen verändert? Nennung im Protokoll, Veränderungen
der Atomsetzungen erkennbar in den
Videos und PC-Aufzeichnungen
8. Nicht klassifizierbar Unverständliche Passagen, etc.
Bei Einheiten, die nicht zu einer übereinstimmenden Beurteilung führten, wurde
versucht, diese in einer Diskussion gemeinsam einzuordnen. Gelang dies nicht,
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wurden sie als nicht klassifizierbar eingestuft und nicht weiter ausgewertet. Es
ergab sich eine Übereinstimmung von 84.8 %.
In einer ersten Analyse wurde untersucht, ob sich nach Anomalieeintritt die Suche
der Teilnehmer nach neuen Daten eher als hypothesengeleitet oder hypothesenfrei
beschreiben lässt. Unter hypothesengeleitet wurde klassifiziert, wenn die
Versuchspersonen in die Black-Box einschossen, um mit einer formulierten
Hypothese die Ursache der Anomalie zu klären. Eine hypothesenfreie Datensuche
lag dagegen vor, wenn die Versuchspersonen beispielsweise äußerten, dass sie
keine Idee hätten, dass sie auf gut Glück nun Daten suchten, um weitere
Anhaltspunkte für die Lösung der Anomalie zu gewinnen. Im Falle der abstrakten
Bedingung wurde über alle Daten gleich häufig hypothesengeleitet und
hypothesenfrei vorgegangen (s. Tabelle 5). Im Falle aller konkreten Aufgaben (n
= 25, p (einseitig) = 0.01), der gelösten abstrakten Aufgaben (n = 15, p (einseitig)
= 0.05) und der gelösten konkreten Aufgaben (n = 17, p (einseitig) = 0.02) war
hypothesengeleitetes Vorgehen signifikant häufiger, um die aufgetretene
Anomalie zu erklären. Abbildung 21 verdeutlicht nochmals diesen
Zusammenhang.
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Abbildung 21: Anzahl an Einschüssen getrennt nach Vorgehen direkt im
Anschluss an den Anomalieeintritt in Experiment 2.
Des weiteren wurden alle Einschüsse, sprich jede Datensuche, insgesamt
klassifiziert. Dies sollte klären, wie sich beide Strategien auf die Bedingungen
verteilen. Auch hier wurde zwischen der Kategorie hypothesengeleitete Suche und
der Kategorie hypothesenfreie Datensuche unterschieden. Im Falle der
Hypothesensuche war die Datengewinnung auf eine bestimmte Hypothese
bezogen. Als hypothesenfreie Suche wurden wieder Experimente klassifiziert, die
ohne erkennbare Anbindung an eine geäußerte Hypothese durchgeführt wurden.
Über alle Daten fand sich kein statistischer Zusammenhang innerhalb der
Bedingungen. Dies bedeutet, dass in der abstrakten Bedingung gleich häufig
hypothesengeleitet (M = 3.6, SD = 2.5) wie hypothesenfrei (M = 2.9, SD = 3.0)
nach neuen Daten gesucht wurde. Vergleichbar ist das Ergebnis im Falle der
konkreten Bedingung: Auch hier gab es keinen signifikanten Unterschied
zwischen hypothesengeleiteter Datensuche (M = 4.0, SD = 2.7) und hypothesen-
freier Datensuche (M = 3.3, SD = 3.1). Abbildung 22 illustriert dieses Ergebnis für
alle Aufgaben nochmals. Betrachtet man hingegen nur die gelösten Aufgaben, so
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findet sich wiederum ein anderes Ergebnis. Hier wurden in der abstrakten
Bedingung signifikant mehr hypothesengeleitete (M = 4.3, SD = 2.4) als
hypothesenfreie (M = 1.6; SD = 1.2) Versuche unternommen, um neue Daten zu
gewinnen (Z = -2.5, p < 0.01, Hedges´s g = 1.3). Im Hinblick auf die konkrete
Bedingung ist das Ergebnis marginal signifikant (Z = -1.4, p (einseitig) = 0.08,
Hedges´s g = 0.5). So wurden im Durchschnitt M = 5.0 (SD = 2.8) hypothesen-
geleitete Versuche, Daten zu gewinnen, unternommen, im Vergleich zu M = 3.3






















Abbildung 22: Unterschiede in der Anzahl der Einschüsse zwischen
hypothesengeleiteter Datensuche und hypothesenfreier Datensuche über
alle Daten in Experiment 2.
Der Versuch, einzelne Versuchspersonen als Theoretiker bzw. Empiristen zu
klassifizieren, erwies sich dagegen als nicht ergiebig. So fand sich im Falle der
abstrakten Ausgangshypothese eine Versuchsperson, deren Experimente
hypothesenfrei motiviert waren und zwei Versuchspersonen, deren Experimente
alle als hypothesenfrei klassifiziert wurden. Im Falle der konkreten
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Ausgangshypothese ließen sich so zwei Versuchspersonen als Theoretiker
klassifizieren im Gegensatz zu einer Versuchsperson, die hypothesenfrei vorging.
Allerdings fanden sich auch bei allen bis auf eine dieser Versuchspersonen























Abbildung 23: Unterschiede in der Anzahl der Einschüsse hinsichtlich
Hypothesengeleiteter Datensuche und hypothesenfreier Datensuche nur für
die gelösten Aufgaben in Experiment 2.
Betrachtet man nun die Unterschiede hinsichtlich der Anzahl an
hypothesengeleiteter Datensuche zwischen den Bedingungen, also bei abstrakten
und konkreten Aufgaben, so finden sich hier keine bedeutsamen Unterschiede.
Allerdings findet sich ein deutlicher Effekt (Hedges´s g = 0.6) zwischen der
Häufigkeit, wie oft in der abstrakten (M = 1.6, SD = 1.2) im Vergleich zur
konkreten Bedingung (M = 3.3, SD = 3.5) hypothesenfrei vorgegangen wurde.
Allerdings ist dieser Effekt wohl aufgrund der geringen Power nur marginal
signifikant (n = 11, Z = -1.2; p (einseitig) = 0.1).
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Analysiert man im Gegensatz dazu die nichtgelösten Aufgaben, so finden sich
mittlere Effekte in umgekehrter Richtung, auch wenn diese nicht signifikant sind.
Im Falle der nichtgelösten Aufgaben mit abstrakter Ausgangshypothese wurden
im Durchschnitt M = 2.9 (SD = 2.5) hypothesengestützte Versuche unternommen
und M = 4.4 (SD = 3.7) hypothesenfrei motivierte Versuche (Z = -0.89, p
(einseitig) = 0.1, Hedges´s g = 0.4). Im Falle der konkreten Ausgangshypothese
zeigte sich ein vergleichbares Bild. Auch hier wurde durchschnittlich häufiger
hypothesenfrei nach neuen Daten gesucht (M = 3.3, SD = 2.5) als hypothesen-
gestützt (M = 2.4, SD = 1.6, Z = -1.0, p (einseitig) = 0.1, Hedges´s g = 0.3). Diese






















Abbildung 24: Unterschiede in der Anzahl der Einschüsse hinsichtlich des
Vorgehens bei der Datensuche im Falle nichtgelöster Aufgaben in
Experiment 2.
In einer weiteren Analyse wurde geprüft, welcher Art die Hypothesen der
hypothesengestützten Datensuche waren. Dies sollte Aufschluss darüber geben,
welche spezifische Art von Hypothesen Gegenstand von Experimenten waren.
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Dabei wurde analysiert, ob es sich bei den Hypothesentests eher um abstrakte
Hypothesen oder um spezifische konkrete Hypothesen handelte. Dazu wurden die
Häufigkeiten abstrakter und konkreter Hypothesen relativ zur Gesamtanzahl der
als Hypothesensuche klassifizierten Tests berechnet. Als konkrete Hypothese
wurde eine verbale Äußerung klassifiziert, wenn dabei von einem genau
spezifizierten Ort in der Black-Box Matrix die Rede war. Als abstrakte
Hypothesen wurden verbale Äußerungen klassifiziert, aus denen ersichtlich
wurde, dass die Versuchsteilnehmer nur einen ungefähren Ort, in dem sich ein
Atom befinden könnte, im Auge hatten. Im Hinblick auf eine konkrete
Ausgangshypothese fand sich über alle Aufgaben kein Unterschied zwischen
abstrakten (M = 0.46, SD = 0.4) und konkreten (M = 0.53, SD = 0.4)
Hypothesentests. Das gleiche Ergebnis fand sich, wenn nur die gelösten Aufgaben
betrachtet wurden. Auch hier gab es keinen Unterschied zwischen der relativen
Häufigkeit abstrakter (M = 0.45, SD = 0.3) und konkreter (M = 0.56, SD = 0.3)
Hypothesentests. Für Aufgaben mit abstrakter Ausgangshypothese fand sich kein
signifikanter Unterschied über alle Aufgaben zwischen abstrakten (M = 0.43, SD
= 0.3) und konkreten (M = 0.56, SD = 0.3) Hypothesentests. Allerdings zeigte sich
ein hochsignifikanter Effekt im Falle der gelösten Aufgaben (Z = -2.4, p
(einseitig) < 0.01; Hedges´s g = 1.6). In diesem Falle wurden deutlich weniger
häufig abstrakte Hypothesentests durchgeführt (M = 0.29, SD = 0.24) als konkrete
spezifische Hypothesen getestet (M = 0.68, SD = 0.2). Die Ergebnisse der
relativen Häufigkeit abstrakter und konkreter Hypothesentests sind für die
























Abbildung 25: Relative Häufigkeiten von abstrakten und konkreten
Hypothesentests bei Aufgaben mit abstrakter Ausgangshypothese in
Experiment 2.
In einer weiteren Analyse wurde geprüft, inwiefern hypothesenfreie Datensuche
ein Auslöser für Hypothesengenerierung und in Folge hypothesengeleitete
Datensuche ist. Dazu wurde die relative Häufigkeit berechnet, mit der nach einer
hypothesenfreien Datensuche eine sich darauf beziehende hypothesengestützte
Datensuche anschloss. Es zeigte sich, dass über alle Daten im Falle der abstrakten
Ausgangshypothese dies für 26.7% und im Falle der konkreten
Ausgangshypothese für 31.3% zutraf. Im Falle der gelösten Aufgaben war für die
abstrakte Ausgangshypothese durchschnittlich bei 30.7% und für die konkrete
Ausgangshypothese bei 39.0% der Fall. Die gefundenen Unterschiede in den
relativen Häufigkeiten waren in keinem der angegebenen Fälle signifikant.
Abschließend sollte geprüft werden, inwiefern die Teilnehmer dieser Studie der
Vorhersage der Theorie von Krems und Johnson (1995) hinsichtlich der
Anomalieresolution entsprachen. Es fand sich dabei, dass keine der
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Versuchspersonen zwei Alternativhypothesen gegeneinander abwägte. Weder in
den verbalen Protokollen noch in den anderen Verhaltensdaten gab es Hinweise
darauf, dass zwei Alternativhypothesen entwickelt wurden, folglich auch nicht
gegen einander abgewägt werden konnten. Alle Versuchsperson konzentrierten
ihre Bemühungen auf die Erklärung der Anomalie, wobei keine Versuchsperson
versuchte, dieses Datum anders zu erklären, um ihre Ausgangshypothese
beibehalten zu können. In allen Fällen wurde versucht, die nach Eintreten der
Anomalie als fehlerhaft vermutete Ausgangshypothese zu korrigieren. Aus diesem
Grund erübrigte sich eine weitere Analyse in dieser Richtung.
3.3.2.3 Diskussion
Eine Vielzahl an Fragen sollten mit diesem Experiment geklärt werden. Eine der
wichtigsten Fragen war in Hypothese 1 formuliert. Die Vorhersage von Krems
und Johnson (1995) zu Anomalien lautete, dass sowohl für das die Anomalie
auslösende Datum eine Alternativerklärung generiert wird, wie auch für dasjenige
Datum, dem die Anomalie widerspricht. In Folge sollten beide gegeneinander
abgewägt werden und eine Entscheidung zugunsten derjenigen Hypothese
getroffen werden, die zu einem besseren Situationsmodell führt. Die Ergebnisse
hinsichtlich dieser Hypothese sind eindeutig. Weder in den Verhaltensdaten noch
in den verbalen Protokollen ergab sich ein Hinweis darauf, dass zwei
Alternativhypothesen exploriert wurden. Vielmehr war die Anomalie Auslöser
dafür, dass nach einer Alternativerklärung für die widersprochene Erklärung
gesucht wurde. Keine der Versuchspersonen in diesem Experiment versuchte, die
anomalen Daten alternativ, wenn möglich konsistent mit der Ausgangshypothese
zu erklären. Die Forschungshypothese 1 musste also verworfen werden. Die
Versuchspersonen verhielten sich in diesem Experiment vielmehr wie Johnson
und Krems (2001) dies für andere Bereiche abduktiven Schließens postulieren:
Entsprechend ihrer Annahme einer minimumsorientierten Suche (satisficing
search) wird nach Anomalieeintritt nur eine Alternativerklärung entwickelt und
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im Problemlöseprozess weiterverfolgt. Der Mechanismus zur Anomalieresolution
schien diesbezüglich auch bereits vor Durchführung des Experimentes eher
normativen als deskriptiven Charakter zu besitzen. Der postulierte Mechanismus
ist eher der künstlichen Intelligenz verpflichtet, als dass Krems und Johnson im
Hinblick auf die Aufgabenkomplexität das Konzept der bounded rationality
(Simon, 1956, Gigerenzer & Todd, 1999) konsequent berücksichtigt hätten.
Gigerenzer und Selten (2000) wiesen darauf hin, dass bounded rationality
Modelle sich durch einfache Suchprozesse und einfache Stopregeln (stopping
rules) auszeichnen. Das Verhalten der Versuchspersonen in diesem Experiment
entspricht sowohl dem Kriterium einfacher Suchprozesse als auch dem Kriterium
einfacher Stopregeln: Es wird minimumorientiert nach nur einer Alternative
gesucht (nach einer gefundenen Alternative wird die Suche abgebrochen), und es
gibt keine Optimierungsstrategie, da keine Alternativerklärungen verglichen
werden. Gegen diese Interpretation der Befunde ließe sich einwenden, dass aus
Sicht des Modells die Anomalie und die widersprochene Evidenz nicht
gleichwertig sind. So macht das Modell spezifische Annahmen über Evidenzen,
die sofort und kontextfrei erklärbar sind und andererseits Evidenzen, die
kontextsensitiv sind und damit kontextabhängig erklärt werden müssen.
Kontextfrei erklärbare Evidenzen sind im Falle dieser Aufgabe beispielsweise ein
Durchschuss oder eine L-Form. Für diese Evidenzen ist nach dem Modell von
Johnson und Krems (2001) kein Kontext zur Erklärung notwendig, da diese durch
eine einfache Distanzreduktionsheuristik erklärt werden können, die den Pfad
durch Verbindung des Ein- und Austrittsfeldes generiert. Kontextsensitive
Evidenzen, wie ein abstraktes U-Muster, beinhalten aber verschiedene alternative
Erklärungsmöglichkeiten und sind somit zu ihrer Erklärung auf den Kontext
angewiesen. In diesem Experiment widersprach immer eine kontextfrei erklärbare
Evidenz (Durchschuss) als Anomalie einem kontextsensitivem Datum (U-
Muster), das entweder abstrakt oder konkretisiert war. Dies könnte der Grund
dafür sein, dass nur für eine Evidenz, in diesem Falle der von der Anomalie
widersprochenen U-Form (sowohl bereits konkretisiert als auch abstrakt), eine
Alternativerklärung generiert wurde. Dies würde bedeuten, dass nachdem eine
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Erklärung für das Durchschuss-Muster generiert wurde, sich für die
Ausgangserklärung ein anderer Kontext ergab und somit nur für diese (U-Muster)
nach einer Alternativerklärung gesucht wurde. Ein bereits konkretisiertes U-
Muster wäre damit weiterhin stärker kontextsensitiv als genuin kontextfrei
erklärbare Evidenzen. Dies würde aber auch bedeuten, dass die
Kontextsensitivität erklärter Evidenzen mit in das Situationsmodell integriert
wird, oder zumindest mit Hilfe dessen rekonstruiert werden kann. Die
Randbedingungen einer erklärten Evidenz (kontextsensitiv vs. kontextfrei)
könnten somit weiterhin aktiv erinnert werden. Veranschaulicht man sich beide
Klassen von Evidenzen am Beispiel, lässt sich die Bedeutung der
Kontextsensitivität besser fassen. So wären kontextfrei erklärbare Evidenzen
beispielsweise eine bestimmte Form von Punkten auf bestimmten Hautstellen, die
immer auf Masern hindeuten. Eine kontextsensitive Evidenz wäre im Gegensatz
dazu sowohl Fieber als auch Halsschmerzen die durch Grippe erklärt werden
können, wobei die Halsschmerzen, konkretisierend wären. Das Symptom Fieber
ist somit sehr stark kontextsensitiv zu evaluieren, um bei einer Diagnose hilfreich
zu sein. Die Ergebnisse dieses Experimentes würden demnach darauf hindeuten,
dass immer die komplexere Erklärung verändert wird.
Welche der beiden Interpretationen die richtige ist, lässt sich an dieser Stelle nicht
endgültig entscheiden, da die Befunde von Johnson und Krems sich nicht auf
gegenseitig widersprechende Evidenzen beziehen. Die Autoren fanden diese
Befunde bei der Untersuchung von Reihenfolgeeffekten (vgl. Hogarth & Einhorn,
1992), die zeigten, dass der Kontext zur Konkretisierung abstrakter Hypothesen
herangezogen wird. Allerdings schließen sich die beiden oben genannten
Erklärungen nicht aus. So wäre es durchaus plausibel, dass einerseits nur eine
Alternativerklärung generiert wird, andererseits aber nach Anomalieeintritt
bevorzugt kontextsensitive Erklärungen verändert werden.
Im Zusammenhang mit dem Modell von Johnson und Krems (2001) ist noch eine
weitere Modellvorhersage von Bedeutung. In Hypothese 2 wurde davon
ausgegangen, dass nur ein Teil der von der Anomalie widersprochen
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Gesamterklärung revidiert wird. Diese Hypothese basiert auf der Modellannahme
einer lokalen Konsistenzprüfung, zu deren Gunsten auf eine Gesamtevaluation des
Situationsmodell nach Bekanntwerden neuer Daten verzichtet wird. Diese
Hypothese wurde von den Ergebnissen gestützt. Nur sehr wenige
Versuchspersonen manipulierten den nicht direkt widerlegten Teil der
Gesamterklärung. In der überwiegenden Mehrzahl aller Fälle wurde nur dasjenige
Atom manipuliert, dem direkt von der Anomalie widersprochen wurde, obwohl
dieses mit anderen Atomen zu einer gemeinsamen Erklärung verbunden ist. Diese
die Modellannahme von Krems und Johnson (2001) bestätigenden Ergebnisse
sprechen gleichzeitig auch gegen die Theorie von Thagard (1989). In ECHO
würde das gesamte Netzwerk nach Bekanntwerden neuer Daten neu evaluiert
werden. Somit würde eine Anomalie aufgrund des konnektionistischen Ansatzes
die Gesamterklärung schwächen, auch wenn sie nur einem Teil dieser Erklärung
widerspricht. Dies ist offensichtlich nicht der Fall, da nur ein Ausschnitt aus der
Gesamterklärung von den Problemlösern betrachtet wird. Zudem steht dieses
Ergebnis in Einklang mit früheren Befunden von Johnson und Krems (2001) und
bestätigt somit die Plausibilität ihres Modells. So fanden die Autoren, dass
aufgrund einer Heuristik der lokalen Konsistenzprüfung auch beispielsweise
Fehler, wie der Verzicht auf die sparsamste Erklärung für gegebene Daten,
verursacht werden können.
Hypothese 3 dieses Experimentes griff die Grundfrage des ersten Experimentes
erneut auf: Abstrakte Ausgangshypothesen erleichtern im Gegensatz zu konkreten
Ausgangshypothesen die Anomalieresolution. Diese Hypothese konnte
hinsichtlich der Lösungshäufigkeiten nicht bestätigt werden. Im Gegensatz zum
ersten Experiment konnte kein Unterschied mehr zwischen zwischen den beiden
Bedingungen gefunden werden. Allerdings muss die Lösungshäufigkeit in diesem
Experiment nicht der beste Indikator für Unterschiede hinsichtlich der beiden
Bedingungen sein, da den Versuchsteilnehmern unbegrenzt Zeit und alle
Möglichkeiten der Datensuche offen standen. Wie bereits erwähnt, verwandelt
sich die abduktive Black-Box Aufgabe bei Ausnutzung aller Möglichkeiten zur
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Datengewinnung in eine deduktive Aufgabe. Aus diesem Grund sollen zunächst
weitere und feinere Indikatoren im Hinblick auf die Gültigkeit der dritten
Hypothese betrachtet werden. Hinsichtlich der Bearbeitungszeiten über alle
Aufgaben wurde in einer ersten Analyse kein Unterschied zwischen der abstrakten
und der konkreten Bedingung gefunden. Allerdings fanden sich für die gelösten
Aufgaben mittlere Effekte für Unterschiede in den Bearbeitungszeiten. Aufgaben
mit einer abstrakten Ausgangsbedingung wurden durchschnittlich schneller richtig
gelöst als im Falle einer konkreten Ausgangshypothese. Betrachtet man nun als
weiteren Indikator die Anzahl der Einschüsse, welche die Versuchsteilnehmer
vornahmen, um neue Daten zu gewinnen, so ergab sich auch hier über alle
Aufgaben kein Unterschied zwischen den Bedingungen. Ein signifikanter
Unterschied fand sich aber, wenn nur die gelösten Aufgaben betrachtet wurden. In
der abstrakten Bedingung wurden durchschnittlich weniger Einschüsse von den
Versuchsteilnehmern zur Lösung der Aufgaben gebraucht, als im Falle der
konkreten Bedingung. Dies zeigt, dass die abstrakte Ausgangsbedingung die
Resolution von Anomalien erleichtert und effektiver gestalten lässt. Im
Besonderen bedeutet dieses Ergebnis, dass zur Anomalieresolution im Falle einer
abstrakten Ausgangsbedingung weniger Daten vonnöten sind, als im Falle einer
konkreten Ausgangshypothese. Da zusätzliche Informationen die Lösung der
Aufgabe erleichtern, können die zusätzlichen Experimente im Falle der konkreten
Ausgangshypothese dafür verantwortlich sein, dass kein Unterschied in den
Lösungshäufigkeiten zwischen den Bedingungen vorhanden war. So standen im
Gegensatz dazu im ersten Experiment gleich viele Daten für beide Bedingungen
zur Verfügung. Aufgrund des Befundes, dass in der abstrakten Bedingung
durchschnittlich weniger Daten zur Lösung der Aufgaben gebraucht wurden, lässt
sich vermuten, dass die Versuchsteilnehmer in der abstrakten Bedingung neue
Daten und bestehende Hypothesen effektiver miteinander in Verbindung setzen
können. Dieser Vorteil könnte eine plausible Erklärung dafür sein, dass im ersten
Experiment ein Unterschied in den Lösungshäufigkeiten zu Gunsten der
abstrakten Bedingung gefunden wurde, während in diesem Experiment kein
Unterschied gefunden werden konnte. Durch zusätzliches Datensammeln konnten
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die Probanden den Nachteil der konkreten Ausgangsbedingung in diesem
Experiment ausgeglichen werden, so dass sich kein Unterschied in den
Lösungshäufigkeiten mehr zeigte. Die Ergebnisse belegen insgesamt dennoch den
Vorteil abstrakter Ausgangshypothesen im Umgang mit Anomalien, wie er
beispielsweise auch in Studien zur medizinischen Diagnostik bei Experten im
Gegensatz zu Novizen gefunden wurde (vgl. Joseph & Patel, 1990; Arocha &
Patel, 1995a,b).
In dieselbe Richtung, wenn auch deutlich abgeschwächt, weisen die Ergebnisse
im Hinblick auf die Anzahl der gesetzten Atome (Gesamtzahl der manipulierten
Hypothesen). Hier ergab sich ein kleiner Effekt dahingehend, dass in der
abstrakten Bedingung weniger Atome gesetzt werden mussten, um die Aufgabe
zu lösen, als in der konkreten Bedingung. Allerdings fand sich keinerlei Effekt
mehr, wenn man statt der Gesamtzahl aller Hypothesen, den relativen Anteil an
Alternativhypothesen daraus betrachtet. Auch dieses Ergebnis lässt sich
dahingehend bewerten, dass die Integration neuer Evidenzen in der abstrakten
Bedingung leichter fällt als in der konkreten Bedingung. Da sich die Bedingungen
nur in der Gesamtzahl der manipulierten Hypothesen unterscheiden, besagt das
Ergebnis, dass in der konkreten Bedingung häufiger korrekte, bereits vor der
Anomalie bestehende Hypothesen (Atome), verändert werden. Die Versuchs-
teilnehmer der konkreten Bedingung scheinen nach Anomalieeintritt stärker im
Hinblick auf ihre bisherige Lösung verunsichert zu sein.
Allerdings unterscheidet sich dieses Ergebnis von dem aus Experiment 1
dahingehend, dass dort Unterschiede in der Anzahl der manipulierten
Alternativhypothesen zwischen der abstrakten und konkreten Bedingung
vorhanden waren. Daraus lässt sich folgern, dass die Anzahl der gesetzten Atome
und evaluierten Alternativhypothesen möglicherweise sensible Indikatoren der
verwendeten experimentellen Methode sind: Lässt man die Versuchsteilnehmer
selbst Experimente durchführen, kommt man zu einem umgekehrten Ergebnis wie
wenn die Daten vorgegeben sind. Somit lässt sich der Unterschied aus Experiment
1 weniger als allgemeiner Strategieunterschied interpretieren, sondern ist vielmehr
ein Ergebnis des experimentellen Rahmens (vorgegebene Datenmuster). Im
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Rahmen der Diskussion zu Experiment 1 wurde dieses Ergebnis in Beziehung zu
vergleichbaren Befunden von Arocha und Patel (1995a,b) gesetzt. Dieser
Bezugsrahmen ist durch die Ergebnisse dieses Experimentes nicht in Frage
gestellt, da auch Arocha und Patel in ihren Studien explizit mit vorgegebenen
Datensätzen arbeiteten. Dies stützt die Vermutung, dass die im ersten Experiment
gefundenen Ergebnisse Resultat der Verwendung vorgegebener Datensätze sind.
Zusammen betrachtet sprechen beide Ergebnisse dafür, dass abstrakte und
konkrete Ausgangshypothesen methodenspezifische Auswirkungen auf die
Anzahl der manipulierten Hypothesen haben.
Die Auswertung der Protokolle lauten Denkens ergab einen weiteren Unterschied
bei den gelösten Aufgaben hinsichtlich der konkreten und der abstrakten
Ausgangsbedingung. Es zeigte sich, dass in der abstrakten Bedingung deutlich
weniger häufig hypothesenfrei experimentiert wurde als in der konkreten
Bedingung. Die konkrete Ausgangshypothese erschwert also ein gezieltes,
hypothesengestütztes Vorgehen. Dieses Ergebnis ist vergleichbar einer aktuellen
Studie von Burns und Vollmeyer (2002), die zeigt, dass bei der Vorgabe eines
unspezifischen Zieles und damit auch einer unspezifischen Hypothese die
Versuchsteilnehmer weniger dazu neigten, lediglich Daten zu sammeln. Vielmehr
ließ sich das Verhalten der Versuchsteilnehmer in diesem Experiment als
hypothesengestützte Suche beschreiben. Die Autoren weisen in Anlehnung an
Klahr und Dunbar (1988) darauf hin, dass auch dann vermehrt im
Hypothesenraum (hypothesis space) gesucht wird, wenn die unspezifische
Hypothese falsch war. Dieses Ergebnis ist vergleichbar mit dem Befund dieses
Experimentes. Um hypothesengestützt Daten zu sammeln zu können, muss eine
Suche im Hypothesenraum vorangegangen sein. Versuchspersonen mit einer
abstrakten Ausgangshypothese waren, wie im Falle von Burns und Vollmeyer,
dazu besser in der Lage.
Zusammenfassend zeigen die Ergebnisse in Einklang mit Hypothese 3, dass eine
abstrakte Ausgangshypothese die Resolution von Anomalien erleichtert und eine
größere Konfidenz in die bisherigen Erklärungen besteht. Die Bearbeitung von
Anomalien ist schneller, es müssen insgesamt weniger Daten evaluiert werden, es
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werden weniger hypothesenfreie Versuche zur Datengewinnung unternommen
und es werden weniger bestehende Hypothesen manipuliert. Allerdings fanden
sich bis zu diesem Punkt der Auswertung der Protokolle und der vom Computer
aufgezeichneten Daten keine Hinweise auf unterschiedliche Strategien, die durch
die unterschiedlichen Bedingungen induziert wurden.
Der Frage nach unterschiedlichen Strategien wurde im Rahmen von Hypothese 4
nachgegangen. Die Modelle von Klahr und Dunbar (1988) sowie das Modell von
Johnson und Krems machen eine Reihe von Annahmen hinsichtlich der Rolle von
Hypothesen und Experimenten beim Problemlösen. Hypothese 4a konnte durch
die Auswertung lauten Denkens bestätigt werden. Die Versuchspersonen führten
sowohl hypothesengestützte als auch hypothesenfreie Experimente durch. Die
Gültigkeit der Hypothese 4a war vor allem auch Vorraussetzung für die
Überprüfung der Hypothese 4b. Klahr und Dunbar fanden in einer früheren
Arbeit, dass sich ihre Versuchspersonen in Theoretiker und Empiristen einteilen
ließen. Die Ergebnisse dieses Experiments zeigten dagegen für beide
Bedingungen deutlich, dass die Versuchspersonen eine Mischstrategie
verwendeten, also sowohl hypothesengestützt als auch hypothesenfrei vorgingen.
Insgesamt ließen sich nur drei Versuchspersonen finden, die sich in Anlehnung an
Klahr und Dunbar entweder als Empiristen oder Theoretiker klassifizieren ließen.
Dieser Unterschied kann mehrere Gründe haben. Als ein möglicher Grund kann
die unterschiedliche Struktur der verwendeten Aufgaben angesehen werden. Im
Falle der von Klahr und Dunbar gewählten Aufgabe ging es darum, dass die
Teilnehmer einen Algorithmus bestimmen mussten. Eine solche Aufgabe macht
es verständlich, dass es einem Teil der Versuchspersonen mit
Programmiererfahrung gelang, die richtige Zielhypothese durch ausschließliche
Suche im Hypothesenraum zu finden. Aus diesem Grund ist das Ergebnis auch
mit Vorsicht auf den Einfluss von Vorwissen zu attribuieren als vielmehr auf die
Interaktion eines spezifischen Vorwissens mit der Struktur der Aufgabe. Ein
anderer Grund dafür, dass in diesem Experiment keine Einteilung in Theoretiker
und Empiristen möglich war, kann in der unterschiedlichen Klassifikation der
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Versuchspersonen begründet sein. Als Theoretiker bzw. Empirist wurde ein
Teilnehmer bei Klahr und Dunbar dann klassifiziert, wenn deren letzter zur
Zielhypothese führender Schritt, entweder eine Suche im Hypothesenraum
(Theoretiker) oder im Experimentalraum (Empirist) war. Ein solches Vorgehen
war im Falle der hier verwendeten Aufgabe nicht angebracht, da die
Gesamterklärung aus mehreren Teilhypothesen bestand, also multikausaler Natur
war und auch keinem Einsichtsproblem gleicht, wobei dem letzten Lösungsschritt
eine besondere Bedeutung zukäme. Somit kann die Erklärung der Daten in dieser
Aufgabe auch nicht von einem „letzten Schritt“ abhängen, sondern ist Produkt
eines Problemlöseprozesses. Dass diese Konzeption der Aufgabe und somit auch
eine veränderte Klassifikation der Versuchspersonen dem untersuchten
Gegenstand angemessen ist, dürfte aus der Einleitung und der Begründung zur
Wahl der Aufgabe klar geworden sein (s. S. 10f. und S. 56ff.). Somit wurden nur
solche Versuchsteilnehmer als Theoretiker oder Empiristen klassifiziert, deren
Problemlöseschritte ausschließlich rein hypothesengestützt oder rein
hypothesenfrei waren. Da sich in Folge zeigte, dass eine solche grobe Einteilung
wenig erfolgreich und nutzbringend ist, wurde versucht, die Daten auf einer
detaillierten Ebene auszuwerten. So zeigte sich, dass sowohl hypothesengestütztes
wie auch hypothesenfreies Vorgehen unterschiedliche Funktionen im
Problemlöseprozess haben. Es zeigte sich, dass im Anschluss an die Anomalie die
meisten Versuchspersonen hypothesengestützt nach neuen Daten suchten. Dies
war im Einklang mit Ergebnissen von Trickett, Trafton und Schunn (2000) oder
Dunbar (1997), die zeigten, dass Anomalien zu Auslösern für weitere
Untersuchungen werden. Dabei wird ein Aufmerksamkeitswechsel hin zur
aufgetretenen Anomalie vollzogen und es wird versucht, diese zum weiteren
Ausgangspunkt des Problemlöseprozesses zu machen. Dies geschieht
überwiegend nicht wahl- oder ziellos, sondern hypothesengestützt. Zum anderen
lässt sich dieses Ergebnis auch im Rahmen von Studien, wie der von Patel,
Arocha und Kaufman (1999) oder Trickett, Trafton, Schunn und Harrison (2001)
interpretieren, da im Anschluss an die Anomalie offensichtlich in der Mehrzahl




angewandt wurden. Dies galt im besonderen für die erfolgreichen Problemlöser.
Allerdings belegen die Ergebnisse auch, dass die Anomalie nicht allein mittels
Rückwärtsinferenzen zu lösen war. Im weiteren Verlauf des Problemlösens zeigte
sich insbesondere, dass hypothesenfreie Datensuche häufig Auslöser für
anschließende hypothesengestützte Datensuche war. Die Aufgabe hypothesen-
freier Datensuche war es also unter anderem, neue Hypothesen zu finden, die im
Anschluss getestet wurden. Ein vergleichbares Ergebnis fanden Smith et al.
(1991) bei einer ähnlich komplexen Aufgabe. Experten einer Blutbank nutzten zur
Identifikation von Antikörpern sowohl Rückwärts- als auch Vorwärtsinferenzen.
Diese Mischstrategie erwies sich im besonderen erfolgreich, um die Komplexität
der Aufgabe zu reduzieren. Analog zu dem hier gefundenen Ergebnis nutzten die
Experten in der Studie von Smith et al. Rückwärtsinferenzen, um Hypothesen zu
testen, die sich aus hypothesenfreier Datensuche ergaben. Desweiteren illustrieren
die Ergebnisse, dass im Falle der gelösten Aufgaben in der abstrakten und in der
konkreten Bedingung ein deutlicher Effekt dahingehend vorhanden war, dass
häufiger hypothesengeleitet als hypothesenfrei vorgegangen wurde. Für die
nichtgelösten Aufgaben ergab sich dagegen für beide Bedingungen ein
umgekehrter mittlerer Effekt, d.h. in diesem Falle wurde im Durchschnitt häufiger
hypothesenfrei vorgegangen als hypothesengestützt. Der Vorteil eines
hypothesengestützten Vorgehens ist evident, da dies ein zielstrebiges Vorgehen
erlaubt, bei dem die Gültigkeit von Hypothesen schneller geprüft werden kann.
Die Ergebnisse widerlegen also die Hypothese 4b und machen deutlich, dass der
Versuch, Teilnehmer in Theoretiker oder Empiristen einzuteilen, wenig sinnvoll
ist. Vielmehr belegen sie, dass es vielversprechender ist, die Funktion der
Vorgehensschritte zu analysieren als grobe Einteilungen vorzunehmen. So lässt
sich bezüglich Hypothese 4b zusammenfassend festhalten, dass es nicht möglich
war, Versuchspersonen in Theoretiker und Empiristen einzuteilen, die
Versuchspersonen vielmehr sowohl hypothesengestützt als auch hypothesenfrei
vorgingen. Um die Anomalie aufzulösen, machten die meisten Versuchspersonen
dies zum Ausgangspunkt ihrer ersten hypothesengestützten Datensuche;
hypothesenfreies Vorgehen diente häufig als Grundlage für die Generierung neuer
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Hypothesen. Auch fand sich, dass erfolgreichere Problemlöser durchschnittlich
häufiger hypothesengestützt experimentierten, um Daten zu gewinnen, als
weniger erfolgreiche Problemlöser.
Hypothese 4c ging davon aus, dass nur voll spezifizierte Hypothesen von den
Versuchsteilnehmern getestet werden. Die Ergebnisse bestätigten Hypothese 4c
nicht. Es zeigte sich, dass die Versuchspersonen sowohl abstrakte als auch
spezifische konkrete Hypothesen testeten. Dieses Ergebnis steht im Einklang mit
den Modellannahmen von Johnson und Krems (2001), sowie einer kürzlich
publizierten Studie von Haverty, Koedinger, Klahr und Alibali (2000). Die
Autoren fanden mit einer Aufgabe, bei der eine mathematische Funktion gefunden
werden musste, dass zwar alle Versuchspersonen spezifische Hypothesen für ihre
Daten bildeten, dass aber diese Strategie nicht alleine zum Erfolg führte. Als
erfolgreichste Strategie konnten die Autoren ein Vorgehen ausmachen, bei dem
die vorliegenden Daten in einfache, aber allgemeinere Datenmuster aufgeteilt
wurden und sowohl spezifische als auch abstrakte Hypothesen getestet wurden.
Auch die Versuchspersonen dieses Experiments verließen sich nicht nur darauf,
spezifische Hypothesen zu testen. Detailliert bedeutet dies, dass in der konkreten
Bedingung bei gelösten als auch bei nichtgelösten Aufgaben gleich häufig
abstrakte und konkrete Hypothesentests durchgeführt wurden. Im Falle der
abstrakten Bedingung fand sich dagegen ein deutlicher Effekt bei den gelösten
Aufgaben. Es wurden häufiger konkrete, voll spezifizierte Hypothesen getestet als
abstrakte Hypothesen. Interessant ist dieses Ergebnis vor allem auch im Hinblick
auf mögliche Strategieunterschiede zwischen der abstrakten und der konkreten
Bedingung (Hypothese 3). Als bevorzugte Strategie der erfolgreichen
Versuchsteilnehmer bei der Bearbeitung von Aufgaben mit abstrakter
Ausgangshypothese lässt sich häufigeres Testen konkreter Hypothesen
identifizieren. Dies könnte die Ursache für die insgesamt geringere Anzahl an
Experimenten (Einschüssen) und die kürzere Bearbeitungszeit sein, da konkrete
Hypothesentests zu eindeutigen Ergebnissen führen, während im Falle abstrakter
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Hypothesentests weitere Experimente zur Verfeinerung der Hypothese notwendig
sind.
Ein Problem dieses Experimentes lag erneut in der geringen Anzahl an
Versuchspersonen. Dieses Problem war am hiesigen Institut nur schwer zu lösen,
da bereits eine Vielzahl von Studenten Aufgaben der hier verwendeten Art
bearbeitet hatten (vgl. Baumann, 2000). Eine Erörterung der Aufgabe wird in der
abschließenden Diskussion erneut aufgegriffen werden.
Zusammenfassend lassen sich die Ergebnisse dieses Experimentes wie folgt
bewerten: Wie bereits im vorangegangen Experiment ließ sich anhand einiger
Indikatoren zeigen, dass abstrakte Ausgangshypothesen die Resolution von
Anomalien erleichtern. Die in diesem Experiment untersuchten Indikatoren der
Effektivität waren die Bearbeitungszeiten der gelösten Aufgaben, die Anzahl der
Einschüsse oder Experimente bei den gelösten Aufgaben, die Anzahl
hypothesenfreier Versuche Daten zu gewinnen und das Verhältnis zwischen
abstrakten und spezifischen Hypothesentests bei den gelösten Aufgaben. Alle
diese Indikatoren weisen auf die größere Effektivität einer abstrakten
Ausgangshypothese bei der Anomalieresolution hin. Dieses Ergebnis steht im
Einklang sowohl mit den Ergebnissen des ersten Experiments als auch mit
Ergebnissen aus der Literatur, die zeigten, dass abstrakte Ausgangshypothesen
den Umgang mit inkonsistenten Daten erleichtern (vgl. Tweney et al., 1980;
Arocha & Patel, 1995a,b; Burns & Vollmeyer, 2002). Dies bedeutet, dass nicht
nur Faktoren, wie die Anzahl der widersprechenden Daten, oder die Anzahl der
bereits von einer Hypothese erklärten Daten (vgl. Keinath & Krems,1998; Krems
& Johnson, 1995) die Anomalieresolution erschweren oder erleichtern, sondern
auch die Struktur bzw. Spezifikation der Ausgangshypothese von Bedeutung ist.
Ein weiteres Ergebnis dieses Experiments betraf die Modellvorhersagen von
Krems und Johnson (1995). Die Annahme der Autoren, dass sowohl für die
Anomalie als auch für widersprochene Evidenz alternative Erklärungen generiert
werden, konnte in diesem Experiment nicht bestätigt werden. Die
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Modellvorhersagen erwiesen sich damit eher als normativ denn deskriptiv oder
dem Konzept der bounded rationality (Simon, 1956) verpflichtet. Allerdings
lassen sich die Ergebnisse alternativ auch im Rahmen der Theorie von Krems und
Johnson interpretieren. Somit ist eine Entscheidung zwischen beiden
Interpretationen zum jetzigen Zeitpunkt nicht möglich, auch wenn aus
übergeordneten theoretischen Gründen einiges gegen die Modellvorhersage
spricht.
Im Gegensatz dazu waren die Ergebnisse mit einer anderen Annahme von
Johnson und Krems (2001) eindeutig in Einklang, nämlich der
minimumsorientierten Suche. Die Versuchspersonen evaluierten nur eine
Alternative und versuchten lediglich, die betreffende Hypothese zu ersetzen, nicht
aber zwei Alternativen gegeneinander abzuwägen. Hatten sie eine Erklärung
generiert, wurden keine weiteren Problemlöseschritte unternommen, sondern die
Aufgabe beendet.
Im Gegensatz dazu konnte die Modellvorhersage zur lokalen Evidenzenevaluation
bestätigt werden. Es zeigte sich, dass Versuchspersonen neue Daten vorwiegend
lokal evaluieren. So werden auch widersprechende Daten nur auf Teile einer
Gesamterklärung bezogen, nicht aber auf die Gesamterklärung selbst. In diesem
Experiment veränderten die Versuchspersonen nur den Teil der Erklärung, dem
direkt widersprochen wurde. Andere Teile der Erklärung wurden dabei nicht
beachtet.
Eine andere Vorhersage betraf die Funktion von Experimenten. Hier zeigte sich,
dass diese sich sowohl in hypothesengestützte als auch in hypothesenfreie
Experimente einteilen ließen und dass die Teilnehmer der Studie von beiden
Gebrauch machten. Hypothesenfreie Experimente waren dabei häufig gefolgt von
hypothesengestützten Experimenten. Dies legt den Schluss nahe, dass die
Funktion solcher Experimente darin besteht, Informationen zu sammeln, um neue
Hypothesen generieren zu können, die in Folge getestet werden. Dieses Ergebnis
war in Einklang mit den Vorhersagen des Modells von Johnson und Krems (2001)
wie auch den Ergebnissen von Klahr und Dunbar (1988).
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Nicht bestätigt wurde dagegen die Hypothese nach Klahr und Dunbar (1988), die
Einteilung der Versuchspersonen in Theoretiker und Empiristen betreffend.
Vielmehr legen die Ergebnisse nahe, auf eine solche grobkörnige Einteilung zu
verzichten, da einerseits die ursprüngliche Klassifikation abduktiven Aufgaben
nicht angemessen erscheint und zudem sehr spezifisch für die von den Autoren
verwendete Aufgabe scheint. Somit lässt sich nunmehr fragen, inwiefern die
Ergebnisse von Klahr und Dunbar auf andere (und komplexere) Aufgaben als die
Big-Trak Aufgabe generalisieren. So konnte zwar die Hypothese 4b nicht bestätigt
werden, aber eine feinere Analyse ergab, dass nach Anomalieeintritt die
überwiegende Zahl der Versuchsteilnehmer Rückwärtsinferenzen als Strategie
anwenden. Diese Strategie als Reaktion auf Anomalien ist auch in Arbeiten zur
medizinischen Diagnostik (vgl. Patel, Arocha & Kaufman, 1999) oder
wissenschaftlichem Entdecken belegt (Trickett, Trafton, Schunn & Harrison,
2001).
In diesem Zusammenhang wurde weiter der Frage nachgegangen, welcher Art die
hypothesengestützten Experimente sind. Die Vorhersage aus Hypothese 4c, dass
nur voll spezifizierte Hypothesen getestet werden, konnte dabei nicht bestätigt
werden. Es wurden von den Versuchsteilnehmern sowohl abstrakte als auch
vollspezifizierte Hypothesen getestet. Damit konnte allerdings eine
Modellannahme von Johnson und Krems (2001) bestätigt werden. So ließe sich
auch argumentieren, dass ein Teil der Effektivität der Gruppe mit abstrakter
Ausgangshypothese auf das Testen spezifischer Hypothesen zurückzuführen ist,
da diese Gruppe im Falle der gelösten Aufgaben häufiger konkrete
Hypothesentests durchführte. Dies ist vergleichbar mit einem Ergebnis von Klahr
(2000), der fand, dass Erwachsene häufiger konkrete Hypothesen testeten als
Kinder und gleichzeitig auch erfolgreicher waren. Auch Haverty, Koedinger,
Klahr und Alibali (2000) zeigten, dass lokale spezifische Hypothesen nicht alleine
die beste Strategie bei der Bearbeitung von mathematischen Aufgaben (Finden
einer Funktion) war, sondern im besten Falle eine unter anderen. Allerdings war
diese Strategie grundlegend und auch die am häufigsten angewandte. Zudem
widersprach das Ergebnis dem Postulat der SDDS-Theorie von Klahr und Dunbar
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(1988), da hier davon ausgegangen wird, dass nur voll spezifizierte Hypothesen
getestet werden.
Abschließend lassen sich hier auch die Ergebnisse hinsichtlich unterschiedlicher
Strategien im Falle abstrakter bzw. konkreter Ausgangshypothesen
zusammenfassen. Eine in beiden Bedingungen erfolgreiche Strategie war es,
häufiger hypothesengestützt als hypothesenfrei vorzugehen, um Anomalien zu
erklären. Eine besondere Strategie im Falle der abstrakten Bedingung war es,
häufiger konkrete, spezifische Hypothesentests durchzuführen als abstrakte
Hypothesentests. Im Vergleich dazu scheint eine konkrete Ausgangshypothese
das Testen von spezifischen Hypothesen nicht im selben Maße zu erleichtern.
Dieses Ergebnis könnte eine Erklärung für den bereits mehrfach zitierten
Expertenvorteil im Bereich der medizinischen Diagnostik sein (vgl. Joseph &
Patel, 1990, Arocha & Patel, 1995a,b): Ausgehend von abstrakten Hypothesen
fällt es den Problemlösern leichter, diese angesichts neu zu integrierender Daten
mittels spezifischer Hypothesentests angemessen zu verfeinern und so zu
korrekten Diagnosen oder Erklärungen zu gelangen.
Im nachfolgenden Experiment sollte nun geklärt werden, inwiefern sich die hier
gefunden Ergebnisse zum Mechanismus von Johnson und Krems (2001, Krems &
Johnson, 1995) bestätigen lassen.
3. 4 Experiment 3
Im vorherigen Experiment wurde unter anderem geprüft, ob die Versuchspersonen
entsprechend der Vorhersage 2 und dem Modell von Johnson und Krems (2001)
nach Anomalieeintritt zwei Alternativerklärungen generieren. Es zeigte sich, dass
dies nicht der Fall war. Die Ergebnisse legen den Schluss nahe, dass die
Modellannahme von Johnson und Krems unzutreffend ist. Die Ergebnisse wurden
im Rahmen des bounded rationality Konzeptes von Simon (1956) interpretiert
und es wurde darauf hingewiesen, dass die im Modell angenommene satisficing
search nach zwei Alternativhypothesen eher einer „starken“ künstlichen
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Intelligenz verpflichtet ist. Ein Kritikpunkt an dieser Interpretation der Ergebnisse
war, dass in den bisherigen Experimenten immer jeweils ein Datum, das sofort
kontextfrei erklärt wird (Durchschuss), einem Datum (U-Form) widersprach, das
kontextsensitiv erklärt wird. Da das Modell beide Arten von Erklärungen
unterscheidet und die Anomalie in diesen Experimenten immer sofort erklärt wird
(als Durchschuss, während immer die widersprochene Evidenz verändert wird),
ließe sich argumentieren, dass nur aufgrund der angeführten Unterschiede
lediglich eine Alternativerklärung generiert wird. Als Beispiel für eine kontextfrei
erklärbare Evidenz, die sofort erklärt werden kann, ließen sich bestimmte
Hautpunkte anführen, die sich sofort als Masern erklären lassen. Als
kontextsensitive Evidenz ließe sich beispielsweise Fieber und Husten nennen,
wobei der Husten eine Grippe als Erklärung nahe legen würde, während Fieber
und Bauchschmerzen eher eine Blinddarmentzündung als Erklärung nahe legen
würde. Kontextsensitive Evidenzen zeichnen sich also durch größere Komplexität
im Vergleich zu kontextfrei erklärbaren Evidenzen aus. Für die hier verwendete
Aufgabe bedeutet dies, dass nur für das kontextsensitive U-Muster eine
Alternativerklärung generiert wird, da die Anomalie dessen Kontext ändert.
Gleichzeitig muss aber für die Anomalie selbst keine Alternativerklärung
generiert werden, da diese kontextfrei erklärbar ist. Grundlage dieses Arguments
wäre also, dass beide Evidenzen nicht gleichwertig sind. Diese Interpretation der
Ergebnisse lässt sich durch Befunde von Johnson & Krems (2001) stützen, die
zeigten, dass im Falle kontextsensitver Evidenzen Reihenfolgeeffekte auftraten,
die bei kontextfrei erklärbaren Evidenzen weniger ausgeprägt auftraten. Die
Annahme des Modells, dass immer zwei Alternativerklärungen konstruiert
werden, wäre demnach nur für gleichwertige Evidenzen gültig. Allerdings lässt
sich auch vermuten, dass beide Interpretationen der Befunde sich gegenseitig
nicht ausschließen, sondern vielmehr ergänzen. So ist es plausibel, dass aufgrund
begrenzter Ressourcen nur eine Alternativerklärung generiert wird, diese aber
bevorzugt für kontextsensitive Evidenzen. Um diese Fragen zu klären und den
angesprochenen Einwand gegenüber der bisherigen Interpretation der Ergebnisse
aus Experiment 2 zu klären, wurde das folgende Experiment durchgeführt. Da die
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modellkonsistente Interpretation der Ergebnisse auf einer Untersuchung zu
Reihenfolgeeffekten basiert, sollte zudem geklärt werden, inwiefern
Reihenfolgeeffekte auch bei kontextfrei zu erklärenden Evidenzen auftreten
können. Da die bisherigen Befunde von Johnson und Krems sich nicht auf
Aufgaben mit sich widersprechenden Evidenzen stützen können, wurde im
folgenden Experiment erneut auf ein Anomalien-Paradigma zurückgegriffen.
Hinsichtlich der Befunde aus Experiment 2 ergab sich für Aufgaben, bei denen
sich zwei kontextfreie erklärbare Evidenzen widersprechen, folgende Hypothese:
Hypothese 1: Widersprechen sich zwei kontextfrei erklärbare Evidenzen, wird
nur eine Alternativerklärung generiert.
Diese Hypothese ist im Widerspruch zu den ursprünglichen Modellvorhersagen
von Johnson und Krems. Das Modell macht keine eindeutige Vorhersage ob in
diesem Falle Reihenfolgeeffekte auftreten, da diese bisher nur bei der
Konkretisierung abstrakter Hypothesen und im Falle sich nicht widersprechender
Evidenzen belegt wurden. Ist die Hypothese 1 korrekt, so ist es plausibel
anzunehmen, dass bei einer wahrgenommen Anomalie zwischen zwei kontextfrei
zu erklärenden Evidenzen der Kontext an Bedeutung gewinnt und bei der
Generierung einer Alternativhypothese miteinbezogen wird. Dies würde bedeuten,
dass im Falle eines Anomalieeintritts der Kontext und somit die Sequenz der
Datenpräsentation dahingehend eine Rolle spielen, welche der sich
widersprechenden Hypothesen verändert wird. Allerdings lässt sich aufgrund der
bisherigen Befunde nicht spezifizieren, in welche Richtung dieser
Reihenfolgeeffekt auftreten wird. Es lässt sich also nicht bestimmen, ob in diesem
Falle eher die anomalieauslösende Erklärung oder die widerlegte Hypothese
verändert wird. Es ergibt sich also folgende Hypothese:
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Hypothese 1b: Die Reihenfolge der Evidenzen spielt für die Konstruktion einer
Alternativerklärung nach Anomalieeintritt eine Rolle. Es tritt ein
Reihenfolgeeffekt auf.
Um zu klären, inwiefern sich der Befund, dass eher kontextsensitive Evidenzen
verändert werden, erhärten lässt, sollte im folgenden Experiment die Anomalie
dahingehend manipuliert werden, dass sie einmal kontextfrei und einmal
kontextsensitiv zu erklären ist. Diese Manipulation sollte klären, ob sich ein
Reihenfolgeeffekt ergibt oder wie im vorangegangen Experiment immer die
kontextsensitive Hypothese verändert wird, egal ob diese selbst die Anomalie
auslöst oder durch andere Daten widerlegt wurde. Daraus ergaben sich folgende
Vorhersagen.
Hypothese 2a: Widerspricht eine kontextsensitive Evidenz (anomalieauslösend)
einer kontextfrei erklärbaren Evidenz, wird die kontextsensitive Evidenz
verändert
Hypothese 2b: Widerspricht eine kontextfrei erklärbare Evidenz




An diesem Experiment nahmen insgesamt 36 Versuchspersonen (28 weiblich,





In diesem Experiment wurde ein identischer Versuchsaufbau wie in den
vorherigen Experimenten verwendet.
Material
Als Stimulusmaterial wurden insgesamt vier verschiedene Aufgabenvarianten mit
einer leicht vergrößerten Matrix erstellt (12×12). Der erste Aufgabentyp wurde
konstruiert, um gemäß Hypothese 1 eine kontextfrei erklärbare Evidenz als
Anomalie zu erzeugen, die einer anderen kontextfrei erklärbaren Evidenz
widersprach (vgl. Abb. 26). Dazu wurde eine Aufgabe konstruiert, bei der zwei
komplexe L-Muster (A und B) zwei kontextfrei erklärbare einfache L-Muster
nahe legten (Erklärungen E1 und E2). Die Versuchspersonen konnten dann
entscheiden, welches der beiden Muster sie alternativ erklären wollten, das zuletzt
eingetretene, die Anomalie auslösende Muster, das widerlegte Muster oder auch
beide. Um beide einfachen Muster komplex zu erklären, mussten zwei Atome
erschlossen werden (K1 und K2), während bei der Veränderung nur eines der
beiden Muster lediglich ein Atom erschlossen werden musste (bei E1 Atom K2;
bei E2 Atom K1). So lässt sich bei der Auswertung durch die Position der
gesetzten Atome bestimmen, welche der Erklärungen alternativ begründet
wurden. Die Atome A bis C waren bis zum Anomalieeintritt bereits bestätigt
worden. Um Reihenfolgeeffekte untersuchen zu können, wurde das
anomalieauslösende Muster und das widersprochene Muster in der Hälfte aller
Fälle getauscht und randomisiert dargeboten. Die Anomalie trat bei dieser















Abbildung 26: Ein kontextfrei erklärbares L-Muster (Einschuss B, einfach
erklärbar durch Atom E1) widerspricht einem kontextfrei erklärbaren L-
Muster (Einschuss A, einfach erklärbar durch Atom E2). Die Atome A bis
D sind bis zum Anomalieeintritt von B bereits bestätigt. Sowohl B als auch
A sind alternativ durch die Setzung der Atome K1 und K2 erklärbar.
Der zweite Aufgabentyp wurde gemäß Hypothese 2 konstruiert, um mit einer
kontextfrei erklärbaren Evidenz als Anomalie einer kontextsensitiv zu erklärenden
Evidenz zu widersprechen als auch mit einer kontextsensitiv zu erklärenden
Evidenz als Anomalie, einer kontextfrei erklärbaren Evidenz zu widersprechen
(vgl. Abb. 27). Dazu wurden entweder zuerst im ersten Fall ein einfaches U-
Muster (Einschuss B) erzeugt, dem ein scheinbar einfaches L-Muster widersprach
(Einschuss A). Das L-Muster war durch Erschließen eines Atoms in ein
komplexes L-Muster überführbar (Atom K). Alternativ konnte auch das einfache
U-Muster durch Erschließen eines Atoms (E2) in ein komplexeres Muster
überführt werden, so dass das einfache L-Muster (Atom E1) nicht verändert
werden musste. Die Aufgaben, bei denen eine kontextsensitive Evidenz einer
kontextfrei zu erklärenden Evidenz widersprechen, benutzen das identische
Datenmuster, allerdings wurde dort zuerst das L-Muster dargeboten, dem dann ein
U-Muster widersprach. Auch hier konnten beide einfachen Muster durch
Erschließen eines weiteren Atoms alternativ erklärt werden. Die Atome A bis D
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waren bereits vor Anomalieeintritt bestätigt worden. Die Anomalie trat in dieser











Abbildung 27: Ein kontextfrei erklärbares L-Muster (Einschuss A) widerspricht
einem kontextsensitiv zu erklärenden U-Muster (Einschuss B). Beide
Muster können alternativ erklärt werden. Die gestrichelte Linie bezieht
sich auf eine mögliche komplexe Erklärung des Einschusses B, ohne das
einfach erklärbare L-Muster (Atom E1) verändern zu müssen. Um das
einfach erklärte U-Muster beibehalten zu können und Einschuss A
alternativ erklären zu können, muss Atom K erschlossen werden.
Der dritte Aufgabentyp entsprach dem Prinzip des Aufgabentyps 1, allerdings war
es bei dieser Aufgabe nicht möglich, sich zwischen drei Lösungen zu entscheiden
(s. Abb. 28). Dieser Aufgabentyp konnte nur gelöst werden, indem sowohl für die
anomalieauslösende Evidenz als auch für die widersprochene Evidenz
Alternativerklärungen gefunden wurden. Diese Variation von Aufgabe 1 sollte
nach dem Modell lösbar sein. Die Atome E1 und E2 konnten also unter keinen
Umständen gesetzt werden. Dagegen mussten die Atome K1 und K2 für
komplexe Lösungen der beiden Einschüsse A und B gesetzt werden. Die Atome A
bis D sind bereits vor Anomalieeintritt bestätigt. Auch bei diesen Aufgaben trat
die Anomalie immer als sechstes Datum auf, allerdings war die widersprechende
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Evidenz, um einen Reihenfolgeeffekt untersuchen zu können, abwechselnd













Abbildung 28: Zwei kontextfreie L-Muster widersprechen einander. Um die
Aufgabe zu lösen, müssen sowohl der Einschuss A als auch der Einschuss
B komplex durch die Atome K1 und K2 erklärt werden. Eine einfache
Erklärung (Atome E1 und E2 für die Einschüsse B und A) ist bei diesen
Aufgaben nicht korrekt.
Als vierter Aufgabentyp wurden komplexe Distraktoraufgaben konstruiert, die
allerdings wiederum nicht auf die zugrundeliegenden Konstruktionsprinzipien der
Experimentalaufgaben hindeuten sollten. Diese Aufgaben entsprachen den unter
anderem bereits in der Vorstudie verwendeten Aufgabentypen (s. Abb. 8).
Ablauf
Zu Beginn des Experiments wurden die persönlichen Daten der
Versuchsteilnehmer anonymisiert erhoben. Im Anschluss wurde ihnen die
Versuchsanweisung zu lesen gegeben und es bestand die Möglichkeit, den
Versuchsleiter hinsichtlich der Anweisung zu befragen. Danach wurde mit den
Trainingsaufgaben begonnen. Jede Versuchsperson bearbeitete 8 Aufgaben zum
Training einfacher L-Formen, 30 Aufgaben zum Training einfacher U-Formen
und komplexer Muster. Alle Übungen wurden so lange wiederholt, bis die
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Versuchspersonen diese fehlerfrei bearbeiten konnten. Insgesamt bearbeitete jede
Versuchsperson 15 Aufgaben. Davon jeweils eine der Aufgabentypen 1 bis 3,
sowie elf Distraktoraufgaben vom Typ 4 und zuletzt eine Prüfaufgabe, die
sicherstellen sollte, dass die Versuchsteilnehmer das Lösungsmuster nicht bereits
erlernt hatten (s. Abb. 9). In diesem Experiment bezog sich die Prüfaufgabe nur
auf die komplexen Muster der Aufgabentypen 2 und 3. Für den Aufgabentyp 1
war dies nicht nötig, da das darin verwendete komplexe Muster nur bei dieser
Aufgabe vorkam und somit kein unerwünschter Transfer zu befürchten war. Die
Testaufgaben wurden randomisiert dargeboten. Die Versuchspersonen konnten in
diesem Experiment nicht selbst einschießen und Daten generieren, da nur so
untersucht werden konnte, ob die Reihenfolge der präsentierten Evidenzen einen
Einfluss auf die Generierung von Alternativhypothesen hat.
Design
Als unabhängige Variablen wurden in diesem Experiment die Kontextsensitivität
der anomalieauslösenden Evidenz manipuliert sowie die Freiheitsgrade bei der
Entwicklung von Alternativerklärungen. Die Kontextsensitivität wurde insofern
manipuliert, als dass sowohl die anomalieauslösende Evidenz als auch die
widerlegte Evidenz jeweils kontextfrei bzw. kontextsensitiv waren. Die
Freiheitsgrade bei der Entwicklung von Alternativhypothesen betrafen die
Aufgaben, bei denen kontextfreie Evidenzen als Anomalien kontextsensitive
Evidenzen widersprachen. Hier konnten die Aufgaben einmal richtig gelöst
werden, indem nur eine Alternativerklärung generiert werden musste, während im
anderen Falle zwei Alternativerklärungen generiert werden mussten, um die
Aufgaben richtig zu lösen. Der erste Faktor wurde between realisiert, während der
zweite Faktor within war.
Als abhängige Variablen wurden die Lösungshäufigkeit und die
Bearbeitungszeiten nach Anomalieeintritt erhoben. Desweiteren wurde erhoben,
welche Evidenz(en) nach Anomalieeintritt verändert wurden: die




Von der Analyse mussten zwei Versuchspersonen ausgeschlossen werden, da
diese in der für das Experiment vorgesehenen Zeit nicht die Regeln erlernten. Im
folgenden werden nun in Hinblick auf die erste Hypothese die beiden
Aufgabentypen 1 und 3 einzeln zuerst analysiert, bevor diese gemeinsam
ausgewertet werden.
Mit Hilfe des Aufgabentyps 1 sollten zwei Fragen untersucht werden. Zum einen
sollte überprüft werden, inwiefern sich der Befund aus dem vorhergehenden
Experiment replizieren lässt, dass nur eine Alternativerklärung von den
Versuchsteilnehmern konstruiert wird. Zum anderen sollte geprüft werden, ob es
bei Anomalien und zwei sich widersprechenden kontextfrei erklärbaren
Evidenzen Reihenfolgeeffekte gibt. Die Aufgabe vom Typ 1 konnte korrekt gelöst
werden, indem entweder für die anomalieauslösenden Evidenz, die von der
Anomalie widersprochenen Evidenz oder für beide Evidenzen
Alternativerklärungen generiert wurden. Die Darbietung der Aufgaben
ermöglichte es, die Reihenfolge der Anomalieauslösenden Evidenz zu variieren
(s. Abb. 26). Welche Alternativerklärung(en) generiert wurden, ließ sich anhand
der gesetzten Atome überprüfen, die erkennen ließen, welches Datenmuster
alternativ erklärt wurde. Wird beispielsweise die widersprochene Evidenz einfach
erklärt, so bedeutet dies, dass versucht wurde die anomalieauslösende Evidenz
alternativ zu erklären. Wurde keines der beiden Atome gesetzt die entweder die
anomalieauslösende Evidenz oder die widersprochene Evidenz einfach erklären,
so wurde dies als Versuch klassifiziert, beide Evidenzen alternativ zu erklären.
Wurden dagegen beide Evidenzen einfach erklärt, so ist dies ein Hinweis darauf,
dass die Anomalie als solche nicht erkannt wurde. Dieses Vorgehen bei der
Klassifikation der Lösungswege gilt für alle Auswertungen der folgenden
experimentellen Aufgaben.
Es wurde zuerst geprüft, ob die Reihenfolge einen Einfluss auf die Konstruktion
der Alternativerklärung hatte. Es zeigte sich, dass in insgesamt sechs Fällen die
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Anomalie nicht erkannt wurde. In diesen Fällen wurde keinerlei
Alternativerklärung gesetzt und die Versuchspersonen beendeten die Aufgabe
sofort, nachdem die Anomalie präsentiert wurde, ohne die Aufgabe korrekt zu
lösen. Beides sind Indikatoren dafür, dass in diesen Fällen die Anomalie gar nicht
erkannt wurde (vgl. Tabelle 6).
Tabelle 6: Häufigkeiten der Lösungswege nach Reihenfolge der Anomalie in
Experiment 3.
Reihenfolge A Reihenfolge B











Nach Ausschluss dieser Fälle zeigte sich, dass kein Unterschied in den
Lösungshäufigkeiten zwischen beiden Bedingungen vorhanden war ( 2 = 0.86, p =
0.64). Es fand sich also kein Reihenfolgeeffekt im Hinblick auf die Performanz.
In Folge wurden die Kategorien zusammengefasst und es zeigte sich, dass die
Häufigkeiten über die Lösungskategorien nicht gleichverteilt waren ( 2 = 19.14, p
< 0.001; vgl. Tabelle 6). In 71.4 % aller Fälle verändern die Versuchspersonen die
anomalieauslösende Evidenz. Nur selten wurde versucht die widerlegte
Hypothese alternativ zu erklären oder für beide Erklärungen
Alternativerklärungen zu entwickelten. Es wurde also signifikant häufiger die
Erklärung für die anomalieauslösende Evidenz verändert. Zusammenfassend
bedeutet dies, dass es keinen Unterschied machte, welcher Einschuss die
Anomalie brachte: Egal in welcher Reihenfolge die Daten präsentiert wurden, es
wurde immer am häufigsten eine Alternativerklärung für die anomalieauslösende
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Evidenz generiert. Dies entspricht einem Reihenfolgeeffekt dahingehend, dass
immer die anomalieauslösende Evidenz alternativ erklärt wird. Zusätzlich fand
sich, dass alle Versuchspersonen, die die Anomalie als solche auch erkannten, die
Aufgaben korrekt lösten.
Der Aufgabentyp 3 unterschied sich insoweit von Aufgabentyp 1, als dass
zwangsläufig zwei alternative Erklärungen konstruiert werden mussten, um die
Aufgabe korrekt zu lösen. Auch hier war in der Hälfte aller Fälle die Reihenfolge
der anomalieauslösenden und der widersprochenen Evidenz getauscht. Um zu
überprüfen, welche Lösung die Versuchsteilnehmer anstrebten, wurden wieder die
gesetzten Atome analysiert. Es wurde zuerst geprüft, ob die Reihenfolge der
Einschüsse einen Einfluss auf die Aufgabenbearbeitung hat, bevor die Ergebnisse
wieder zusammengefasst vorgestellt werden (s. Tab. 7). Es zeigte sich, dass es
keinen Einfluss hatte, welcher Einschuss die Anomalie auslöste. Die Häufigkeiten
verteilten sich auf die Lösungskategorien gleich häufig zwischen der Reihenfolge
A und B ( 2 = 2.62, p = 0.45). Auch bei dieser Aufgabe zeigte sich, dass nur sehr
wenige Versuchsteilnehmer eine Alternativerklärung für die von der Anomalie
widersprochene Evidenz generierten. Vielmehr wurde über die Reihenfolgen
hinweg gleich häufig versucht, die Anomalie zu lösen, indem versucht wurde, die
anomalieauslösende Evidenz alternativ zu erklären oder für beide Evidenzen
Alternativerklärungen zu generieren (jeweils 41.2 %).
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Tabelle 7: Häufigkeiten der Lösungswege nach Reihenfolge der Anomalie für
Aufgabentyp 3 in Experiment 3.
Reihenfolge A Reihenfolge B












Betrachtet man die Lösungshäufigkeit für diese Aufgabe, so findet sich ein
anderes Bild als für den Aufgabentyp 1. In nur knapp über der Hälfte aller Fälle
(in 8 von insgesamt 14 Fällen) wurde durch die Veränderung beider
Alternativerklärungen eine korrekte Lösung gefunden.
Im folgenden sollen beide Aufgabentypen zusammenfassend verglichen werden.
Abbildung 29 zeigt die Lösungswege für die einzelnen Aufgaben. Die Abbildung
macht deutlich, dass bei Aufgabetyp 1 hauptsächlich die Erklärung für die
Anomalieauslösende Evidenz verändert wird. Bei Aufgabentyp 3, erkennt zwar
knapp die Hälfte der Versuchspersonen, dass beide Erklärungen verändert werden
müssen, allerdings findet sich auch hier noch eine gleich große Anzahl an






































Anomalie nicht erkannt 
Abbildung 29: Lösungswege bei Aufgabentyp 1 (drei mögliche Alternativen der
korrekten Lösung) und von Aufgabentyp 3 (eine mögliche korrekte
Lösung: Veränderung beider Hypothesen). Hier inklusive derjenigen
Versuchsteilnehmer, die die Anomalie nicht erkannt haben.
Betrachtet man in diesem Zusammenhang nun die Lösungshäufigkeiten für beide
Aufgaben, so zeigt sich, dass es den Versuchsteilnehmern leichter fällt, nur eine
Erklärung zu revidieren als zwei (s. Tab. 8). Mittels eines McNemar-Tests unter
Ausschluss der Versuchsteilnehmer, die die Anomalie als solche nicht erkannten,
ergab sich, dass signifikant mehr Aufgaben des Typs 1 gelöst werden als solche
von Typ 3 ( 2 = 35.9, p < 0.001).
Dass es den Versuchspersonen schwerer fiel, Alternativerklärungen für zwei
Evidenzen zu generieren, zeigte sich auch in anderen Maßen. So zeigte sich ein
signifikanter Unterschied in den durchschnittlichen Bearbeitungszeiten ab
Anomalieeintritt von Aufgabe 1 (M = 71.5, SD = 61.2) und Aufgabe 3 (M =
263.2, SD = 213.7) über alle Aufgaben hinweg (t (26) = -4.721, p (zweiseitig) <
0.001). Abbildung 30 verdeutlicht diesen Unterschied nochmals.
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Tabelle 8: Anzahl der korrekt gelösten Aufgaben eins und drei nach Lösungsweg
aufgeteilt. Die Anomalie wurde bei Aufgabentyp 1 sechs mal nicht erkannt
und somit falsch gelöst, bei Aufgabentyp 3 wurde die Anomalie einmal
nicht erkannt und in 25 Fällen nicht gelöst.
Aufgabentyp 1 Aufgabentyp 3




























Abbildung 30: Unterschiede in den Bearbeitungszeiten zwischen Aufgabentyp 1
und Aufgabentyp 3 in Experiment 3 (N = 27 (inklusive nicht gelöster




Ein vergleichbares Ergebnis findet sich, wenn man die Anzahl der gesetzten
Atome nach Anomalieeintritt als Indikator heranzieht (vgl. Abb. 31). Auch hier
fand sich ein signifikanter Unterschied zwischen dem Aufgabentyp 1 (M = 3.2,
SD = 2.7) und Aufgabentyp 3 (M = 7.8, SD = 6.7) über alle Daten (Z = -3.04,
p (zweiseitig) < 0.01).




















Abbildung 31: Anzahl der Setzungen beider Aufgabentypen in Experiment 3 (N =
27; exklusive diejenigen Aufgaben, bei denen die Anomalie nicht erkannt
wurde).
Anzumerken bleibt, dass keine der Versuchspersonen die Prüfaufgabe komplex
löste, also die den beiden Aufgabentypen 1 und 3 zugrundeliegende Struktur
durchschaute. Es kann also davon ausgegangen werden, dass bei der Bearbeitung
der Aufgaben kein Lerntransfer durch die jeweils vorangegangene experimentelle
Aufgaben auftrat.
In Hypothese zwei wurde vorhergesagt, dass kontextsensitive Hypothesen immer
verändert werden, egal ob sie Anomalie oder widersprochene Erklärung sind. Dies
würde bedeuten, dass kein Reihenfolgeeffekt auftreten dürfte. Auch in diesem
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Experiment wurde über die Atomsetzungen bestimmt, für welche Evidenz die


































Anomalie nicht erkannt 
U-Form verändert 
L-Form verändert 
Abbildung 32: Gesamthäufigkeiten der Lösungsversuche nach Lösungskategorien
in Experiment 3. Unabhängig davon, welche Evidenz die Anomalie auslöst
wird in beiden Bedingungen häufiger die kontextsensitive Evidenz (U-
Form) verändert als die kontextfrei erklärbare Evidenz (L-Form).
Es zeigte sich dabei, dass in der Bedingung, in der eine kontextfrei erklärbare
Evidenz einer kontextsensitiven Evidenz widerspricht, gleich häufig die Anomalie
nicht erkannt wurde wie die Erklärung für die kontextsensitive Evidenz verändert
wurde (n = 16, p = 0.80). Dies bedeutet einerseits, dass immer, wenn die
Anomalie als solche erkannt wurde, die kontextsensitive Evidenz verändert
wurde. Andererseits bedeutet das Ergebnis, dass es bei dieser Aufgabe für die
Versuchsteilnehmer erschwert war, die Anomalie als solche wahrzunehmen.
Widerspricht eine kontextsensitive Evidenz einer kontextfrei erklärbaren Evidenz
so wird signifikant häufiger die Erklärung für kontextsensitive Evidenz verändert
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( 2 = 6.3, p = 0.04), während gleichzeitig die Anomalie tendenziell häufiger als
solche erkannt wird.
Hinsichtlich der Anzahl der gelösten Aufgaben gab es zwischen beiden
Bedingungen allerdings keine Unterschiede ( 2 = 0.38, p = 0.72). Die Lösungs-
häufigkeiten der beiden Bedingungen sind in Tabelle 9 zusammengefasst.
Tabelle 9: Lösungshäufigkeiten nach Bedingungen aufgegliedert (Experiment 3).
LU-Folge UL-Folge
Anomalie nicht erkannt 7 3
Erklärung der kontextsensitiven Evidenz verändert
Gelöst 9 9
Nicht gelöst 0 2
Erklärung der kontextfreien Evidenz verändert
Gelöst 1
Nicht gelöst 3
Anmerkung. LU: Eine kontextfrei erklärbare Evidenz als Anomalie widerspricht
einer kontextsensitiven Evidenz. UL: Eine kontextsensitive Evidenz wider-
spricht als Anomalie einer kontextfrei erklärbaren Evidenz.
Betrachtet man nur die gelösten Aufgaben, so findet sich, dass signifikant
häufiger die Erklärung für die kontextsensitive Evidenz verändert wurde (n = 21,
p < 0.01). Dieses Ergebnis gilt auch bei der Analyse all der Aufgaben (gelöst und
nicht gelöst), bei denen die Anomalie als solche erkannt wurde (n = 24, p < 0.01).
Abbildung 23 illustriert die Bearbeitungszeiten nach Anomalieeintritt für die drei
gefundenen Alternativen. Die sehr geringen Bearbeitungszeiten bei den Aufgaben,
in denen die Anomalie als nicht erkannt klassifiziert wurde, sind ein erneuter
Beleg für die bisher aus den Atomsetzungen belegte Kategorisierung (kontextfrei
M = 4.4, SD = 2.0; kontextsensitiv 
kontextfrei: Anomalie nicht erkannt: M = 3.3, SD = 5.8). Hinsichtlich der
Bearbeitungszeiten für die Veränderung des kontextsensitiven U-Musters fand
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sich kein signifikanter Unterschied für den Fall, dass eine kontextsensitive
Evidenz einer kontextfrei erklärbaren Evidenz widersprach (M = 106.4, SD =
82.8) und der Bedingung, in der eine kontextfrei erklärbare Evidenz einer
kontextsensitiven Evidenz (M = 76.4, SD = 50.5) widersprach (t (18) = 0.92, p
































Anomalie nicht erkannt 
U-Form verändert 
L-Form verändert 
Abbildung 23: Bearbeitungszeiten über alle Daten in beiden Bedingungen nach
Lösungskategorie (Exp. 3). Die Bearbeitungsdauern zeigen, dass im Falle
einer kontextfrei erklärbaren Evidenz als Anomalie die Bearbeitungszeiten
höher sind, die Aufgabe also erschwert ist.
Die Effektstärke dieses Unterschieds weist aber im Zusammenhang mit der
Gesamtbetrachtung der Lösungswege darauf hin, dass die Bedingungen
(kontextsensitiv   
sind. So wird in beiden Bedingungen zwar bevorzugt die kontextsensitive Evidenz
verändert, aber die Notwendigkeit einer Veränderung der bisherigen
Gesamterklärung nach Anomalieeintritt ist für beide Bedingungen nicht in
gleichem Maße augenfällig und scheint auch nicht mit gleicher Effizienz möglich
zu sein. Aus diesem Grund wurde in beiden Bedingungen zusätzlich die Anzahl
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der Setzungen nach Anomalieeintritt bei der Veränderung der kontextsensitiv zu
erklärenden Evidenz analysiert. Im Gegensatz zu den Bearbeitungszeiten fand
sich hier allerdings kein Effekt zwischen der Bedingung, in der die
kontextsensitive Evidenz einer kontextfreien widerspricht (M = 3.8, SD = 3.2) und
der Bedingung, in der eine kontextfreie Evidenz einer kontextsensitiven Evidenz
(M = 3.5, SD = 2.9) widerspricht (Z = -0.69, p (zweiseitig) = 0.55).
3.4.3 Diskussion
Ziel dieses Experimentes war es, erneut der Frage nachzugehen, inwiefern der von
Krems und Johnson (1995, Johnson & Krems, 2001) postulierte Mechanismus zur
Anomalieresolution Gültigkeit für menschliches abduktives Schließen
beanspruchen kann. In diesem Zusammenhang sollte auch geklärt werden, ob es
im Falle von Anomalien zu Reihenfolgeeffekten kommt, wie sie Johnson und
Krems (2001) in einem früheren Experiment fanden, wenn auch nicht im
Zusammenhang mit Anomalien.
In Experiment 2 zeigte sich, dass die Versuchsteilnehmer nur für die
widersprochene Evidenz Alternativerklärungen generierten. Zur Begründung
wurde angeführt, dass dieses Vorgehen konsistent mit einer minimumsorientierten
Suche und dem Konzept der bounded rationality (Simon, 1956) ist. Als
Gegenargument ließe sich anführen, dass nur im Falle zweier gleichwertiger
Evidenzen auch zwei Alternativerklärungen generiert und gegeneinander
abgewogen werden. Die Ergebnisse dieses Experimentes sind in ihrer Aussage
eindeutig. So wurde bei Aufgabe 1, die durch alternative Erklärung der Anomalie
selbst, der widersprochenen Erklärung oder beider Evidenzen gelöst werden
konnte, hauptsächlich die Erklärung für die Anomalie alternativ erklärt. Kaum
eine der Versuchspersonen versuchte, beide Evidenzen alternativ zu erklären. In
Aufgabe 3, bei der beide Evidenzen nach Anomalieeintritt alternativ erklärt
werden mussten, um die Aufgabe korrekt zu lösen, erkannten zwar gleich viele
Versuchsteilnehmer die Notwendigkeit, beide Evidenzen alternativ zu erklären
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wie lediglich die anomalieauslösende Evidenz alternativ zu erklären. Allerdings
war nur knapp die Hälfte derjenigen Teilnehmer, die die Notwendigkeit
erkannten, beide Evidenzen alternativ zu erklären, auch in der Lage, anschließend
die Aufgabe korrekt zu lösen. Der überwiegende Rest der Versuchsteilnehmer,
wiederum knapp die Hälfte aller Teilnehmer, versuchte die Anomalie wie in
Aufgabe 1 durch eine Alternativerklärung für die anomalieauslösende Evidenz zu
lösen. Dies bedeutet, dass obwohl in diesem Experiment sowohl die
anomalieauslösende Evidenz als auch die widersprochene Evidenz kontextfrei
erklärbar (und somit gleichwertig) waren, in Aufgabe 1 bevorzugt nur eine
Alternativerklärung generiert wurde. Waren dagegen die Versuchsteilnehmer wie
in Aufgabe 3 gezwungen, zwei Alternativerklärungen zu generieren, so lösten sie
die Aufgabe in den seltensten Fällen korrekt. Auch andere Performanzmaße, wie
beispielsweise die Bearbeitungsdauer oder die Anzahl an gesetzten Hypothesen,
stützen den Befund, dass die Bearbeitung der Aufgabe 3 im Vergleich zu Aufgabe
1 deutlich erschwert war. Gleichzeitig zeigen die Ergebnisse einen
Reihenfolgeeffekt dahingehend, dass sowohl in Aufgabe 1 als auch in Aufgabe 3
beim Versuch, nur eine Alternativerklärung zu generieren, überwiegend die
Erklärung für die anomalieauslösende Evidenz verändert wurde. Die Hypothese 1
konnte in diesem Experiment also bestätigt werden. Die Ergebnisse bestätigen
zusätzlich den Befund des vorhergehenden Experimentes und stützen die
Interpretation einer minimumsorientierten Suche nach nur einer
Alternativerklärung. Gründe für die minimumsorientierte Suche nach nur einer
Alternativerklärung und für den Reihenfolgeeffekt sind beschränkte
Informationsverarbeitungskapazitäten auf der einen Seite und die komplexe
Struktur abduktiver Probleme auf der anderen Seite (bounded rationality; Simon,
1956). Diese Interpretation ist auch gestützt durch eine Arbeit von Baumann
(2000), die zeigte, dass erklärte Evidenzen nicht mehr aktiv im Arbeitsgedächtnis
gehalten werden und nur noch über das Situationsmodell rekonstruiert werden
können. Vor dem Hintergrund dieser Ergebnisse erscheint es plausibel, dass die
Versuchsteilnehmer hauptsächlich deshalb versuchten, die anomalieauslösende
Evidenz alternativ zu erklären, da die Erklärung für diese Evidenz noch im
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Arbeitsgedächtnis aktiviert und somit leichter manipulierbar war. Die
widersprochene Evidenz wäre durch die bereits erfolgte Integration der Erklärung
in das Situationsmodell stärker gegen Veränderungen geschützt. Allerdings
widerspricht diese Interpretation dem Befund aus Experiment 2. Dort wurde
immer die kontextsensitive Evidenz verändert, obwohl diese niemals die
anomalieauslösende Evidenz war. Auf diesen gegenläufigen Befund wird im
Rahmen der Diskussion um die Hypothese 2 weiter unten erneut eingegangen
werden.
Im Rahmen des bounded rationality Konzeptes und fehlender
Arbeitsgedächtniskapazitäten lässt sich auch erklären, dass nur ein geringer Teil
derjenigen Versuchsteilnehmer die Aufgabe 3 korrekt lösten, obwohl die
Notwendigkeit zur Generierung zweier Alternativhypothesen von einer größeren
Anzahl erkannt wurde. Eine plausible Erklärung dafür ist, dass die
Versuchsteilnehmer in dieser Aufgabe aufgrund begrenzter
Arbeitsgedächtnisressourcen scheiterten, die es ihnen nicht erlaubten, zwei
Alternativhypothesen zu generieren und zu elaborieren. Dass es in diesem
Experiment den Probanden besonders schwer fiel, Aufgaben zu lösen, bei denen
zwei Alternativhypothesen entwickelt werden mussten, widerspricht allerdings
nicht Ergebnissen anderer Autoren, die zeigten, dass zwei Alternativhypothesen
die Bearbeitung von Aufgaben erleichtern (vgl. Tweney et al., 1980). Im
Gegensatz zu den dort verwendeten Aufgaben (DAX/MED), standen die
Alternativerklärungen dieses Experiments nicht als vorgegebene Kategorien zur
Verfügung, sondern mussten selbst generiert und evaluiert werden. Die Belastung
der kognitiven Ressourcen war für die Probanden der vorliegenden Studie also
ungleich höher. Es kann also davon ausgegangen werden, dass die Ergebnisse für
unterschiedliche Bereiche und Anforderungen ihre Gültigkeit haben.
Zusammenfassend bedeutet dies, dass die Ergebnisse sowohl Hypothese 1a als
auch Hypothese 1b bestätigen. Gleichzeitig widersprechen sie damit erneut dem
von Krems und Johnson postulierten Mechanismus zur Anomalieresolution. Wie
auch schon in der Arbeit von Baumann (2000) angesprochen, wird an dieser Stelle
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deutlich, dass Teile des Modells von Johnson und Krems (2001) eher der
künstlichen Intelligenz verpflichtet sind, als dass sich damit menschliches
abduktives Schließen beschreiben ließe. Die von Baumann hervorgehobene
Bedeutung eines begrenzten Arbeitsgedächtnisses kommt auch bei der
Interpretation der hier vorliegenden Befunde eine zentrale Bedeutung zu, auf die
im folgenden erneut eingegangen werden wird.
Als zweite Frage sollte mit diesem Experiment geklärt werden, inwiefern sich das
Ergebnis aus Experiment 2 replizieren lässt, dass bevorzugt die kontextsensitive
Evidenz alternativ erklärt wird. Dazu wurde eine Aufgabe konstruiert, bei der
einmal eine kontextsensitive Evidenz einer kontextfrei erklärbaren Evidenz
widersprach und umgekehrt. Die Ergebnisse weisen darauf hin, dass die
Aufgabenvariationen nicht vollständig gleichwertig waren. So fand sich, dass im
Falle einer kontextfrei erklärbaren Evidenz als Anomalieauslöser die Anomalie
häufiger nicht erkannt wurde, als im Falle einer kontextsensitiven Anomalie.
Zudem war die Bearbeitungszeit in den Aufgaben, bei denen die Anomalie nicht
übersehen wurde, bei einer kontextfrei erklärbaren Evidenz als Anomalieauslöser
höher als im umgekehrten Fall. Betrachtet man aber die Lösungswege nur der
Aufgaben, bei denen die Anomalie erkannt wurde, so wurde in beiden Fällen
vorwiegend die kontextsensitive Evidenz alternativ erklärt. Damit bestätigen die
Ergebnisse die Hypothesen 2a und 2b und replizieren den Befund aus Experiment
2. Im Gegensatz zu den Aufgaben 1 und 3 ergab sich also bei dieser Aufgabe kein
Reihenfolgeeffekt. Widersprechen sich zwei kontextfrei zu erklärende Evidenzen,
wird die anomalieauslösende Evidenz alternativ erklärt. Wird dagegen einer
kontextsensitiven Evidenz widersprochen oder löst diese selbst die Anomalie aus,
so wird in beiden Fällen bevorzugt die kontextsensitive Evidenz alternativ erklärt.
Wie bereits angesprochen wird die Anomalie allerdings häufiger übersehen, wenn
eine kontextfrei erklärbare Evidenz die Anomalie auslöst. Dies und die Tatsache,
dass im Falle der Beteiligung einer kontextsensitiven Evidenz kein
Reihenfolgeeffekt auftritt, belegt, dass der Kontext für beide Klassen von
Evidenzen von unterschiedlicher Bedeutung ist (vgl. Johnson und Krems, 2001).
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Für kontextfrei erklärbare Evidenzen scheint der Kontext eher eine untergeordnete
Rolle zu spielen. So dient der Kontext zwar dazu, die Anomalie zu entdecken,
aber es wird immer die aktuell im Arbeitsgedächtnis aktivierte Erklärung
alternativ erklärt. Im Gegensatz dazu spielt der Kontext für kontextsensitive
Evidenzen offenbar dahingehend eine größere Rolle, als dass dieser auch für
bereits erklärte Evidenzen von Bedeutung ist. So ließe sich erklären, dass in
Aufgabe 2 bevorzugt die kontextsensitive Evidenz alternativ erklärt wird, auch
wenn die ursprüngliche Erklärung bereits in das Situationsmodell integriert
worden war. Da die Rekonstruktion bereits erklärter Evidenzen aus dem
Arbeitsgedächtnis erschwert ist (vgl. Baumann, 2000) ließe sich auch so die hohe
Anzahl an übersehenen Anomalien im Falle einer kontextfrei erklärbaren Evidenz
als Anomalieauslöser erklären. In diesen Fällen wäre es den Versuchsteilnehmern
somit nicht gelungen die widersprochene kontextsensitive Evidenz aus dem
Situationsmodell zu rekonstruieren, weshalb die Anomalie sofort kontextfrei
erklärt wurde. Diese Interpretation ist indirekt gestützt durch den Befund erhöhter
Bearbeitungszeiten bei den Aufgaben in denen die Anomalie entdeckt wurde und
somit die ursprünglich bereits integrierte Erklärung der kontextsensitiven Evidenz
alternativ erklärt werden musste. Da in diesem Falle die widersprochene
Erklärung für die kontextsensitive Evidenz erst aus dem Situationsmodell
rekonstruiert werden muss, steigt zwangsläufig auch die Bearbeitungszeit für
diese Aufgaben an. So zeigen auch Befunde von Baumann (2000), dass die
Rekonstruktion bereits erklärter Evidenzen verlangsamt und erschwert war, da
diese im Laufe der Zeit zunehmend vergessen wurden. Dass die Ursache für die
nicht erkannte Anomalie in der kontextfrei erklärbaren Anomalie selbst liegt, lässt
sich durch die Befunde aus Aufgabe 1 entkräften. Dort wurde die Anomalie kaum
jemals übersehen, obwohl die anomalieauslösende Evidenz immer kontextfrei
erklärbar war.
Die Ergebnisse sind aber nicht nur im Rahmen der Theorie von Johnson und
Krems (2001) von Bedeutung, sondern auch im Hinblick auf Forschungen zu
Reihenfolgeeffekten allgemein. Dass die Reihenfolge der Präsentation von Daten
eine Rolle spielt, konnte sowohl bei der Eindrucksbildung (Asch, 1946), bei
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deduktivem Schließen (Johnson-Laird & Steedman, 1978), bei kausalem
Schließen (Hogarth & Einhorn, 1992, Dennis & Ahn, 2001) und bei abduktivem
Schließen (Johnson & Krems, 2001) nachgewiesen werden. Im Gegensatz zu den
bisher genannten Studien lag in dieser Studie der Fokus allerdings auf dem Lösen
von Anomalien: es mussten also nicht nur Einschätzungen über vorliegende Daten
abgegeben werden, vielmehr galt es, Alternativerklärungen für widersprüchliche
Evidenzen zu generieren. Dabei zeigte sich, dass weniger der aktuelle
Erklärungskontext von Bedeutung für das Auftreten eines Reihenfolgeeffekts von
Bedeutung war, wie in der Arbeit von Johnson und Krems, sondern die Struktur
der an der Anomalie beteiligten Erklärungen. Dies könnte vor allem im Bereich
der medizinischen Diagnostik von Bedeutung sein, um sogenannte Fehler bei der
Evaluation von Symptomen (evaluation slips) zu erklären (vgl. Zhang, Patel,
Johnson & Shortliffe, 2002). Obwohl Reihenfolgeeffekte häufig nicht per se als
Fehler (bias) anzusehen sind (vgl. Wang, Zhang & Johnson, 2000; Johnson &
Krems, 2001), zeigen diese Ergebnisse, dass im Falle von Anomalien
Reihenfolgeeffekte sehr wohl zu Fehldiagnosen führen können, da es durchaus
von Bedeutung ist, ob ein Arzt beispielsweise die Erklärung für Fieber
(kontextsensitiv) oder ein kontextfrei erklärbares Symptom alternativ erklärt.
Zusammenfassend lassen sich die Ergebnisse dieses Experimentes wie folgt
darstellen. Es konnte erneut bestätigt werden, dass die Versuchsteilnehmer nur
eine Alternativerklärung generieren. Somit widersprechen die empirischen
Ergebnisse in diesem Punkt dem von Johnson und Krems (2001, Krems &
Johnson, 1995) postulierten Modell. Das Ergebnis wurde im Rahmen des
Konzeptes der bounded rationality Modelle interpretiert, wie es von Gigerenzer
und Selten (2000) beschrieben wurde. Die Versuchspersonen verfolgen einen
einfachen Suchprozess, indem sie nur eine Alternativerklärung generieren und
beenden in Folge ihre Suche. Für welche Evidenz eine Alternativerklärung
generiert wird, ist abhängig davon, welcher Kategorie die Evidenz angehört.
Widersprechen sich zwei kontextfrei erklärbare Evidenzen, wird immer die
anomalieauslösende Evidenz verändert. Ist die widersprochene Evidenz oder die
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anomalieauslösende Evidenz dagegen kontextsensitiv, wird bevorzugt für diese
eine Alternativerklärung gesucht. Die Ergebnisse weisen also darauf hin, dass im
Falle einer Anomalie eher komplexe als einfache Erklärungen verändert werden.
Diese Interpretation erscheint auch dahingehend berechtigt, da beide Erklärungen
durch gleich viele Veränderungen der Ausgangshypothese alternativ erklärt
werden konnten. Das Ergebnis ist also nicht auf Unterschiede in der Komplexität
der Aufgabe attribuierbar. Vielmehr scheint der Kontext für beide Kategorien von
Evidenzen von unterschiedlicher Bedeutung zu sein.
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4 ABSCHLUSSDISKUSSION
4.1 Der Einfluss unterschiedlicher Hypothesentypen
Ein zentrales Anliegen der hier vorgestellten Experimente war es, zu klären, ob
sich unterschiedliche Hypothesenstrukturen auf den Prozess des Erkennens und
Lösens von Anomalien auswirken. Dabei sollte vor allem geprüft werden,
inwiefern es nach einem Anomalieeintritt leichter fällt, die widersprochene
Hypothese zu wechseln, in Abhängigkeit davon, ob diese abstrakt oder konkret
ist. Eine abstrakte Hypothese zeichnete sich im vorliegenden Falle dadurch aus,
dass sie nicht voll spezifiziert war und eine Klasse von spezifischen
Teilhypothesen repräsentierte. Um dies anhand des bereits angeführten Beispiels
aus der medizinischen Diagnostik zu verdeutlichen, wäre eine abstrakte
Hypothese beispielsweise eine Herzerkrankung. Eine Herzerkrankung
repräsentiert eine vielfältige Klasse von spezifischeren Erkrankungen, wie
beispielsweise Herzinsuffizienz oder Herzinfarkt. Im Gegensatz dazu zeichnen
sich konkrete Hypothesen dadurch aus, dass sie spezifischer und festgelegt sind.
Am Beispiel verdeutlicht wären ein Herzinfarkt oder ein Herzklappenfehler als
spezifische Diagnosen zu nennen. In verschiedenen Studien zeigte sich, dass
abstrakte Hypothesen den Umgang mit inkonsistenten Daten erleichtern können
(z.B. Tweney et al., 1980) bzw. abstrakte Hypothesen einen Expertenvorteil beim
Problemlösen darstellen (z.B. Arocha & Patel, 1995a,b). Die meisten Theorien
abduktiven Schließens werden dagegen der Bedeutung unterschiedlicher
Hypothesentypen nicht gerecht. Das Modell von Thagard (1989) ist aufgrund
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seiner konnektionistischen Implementation nicht in der Lage, Unterschiede in den
Hypothesen oder Anomalien als solche abzubilden, da es beispielsweise
Sequenzeffekte nicht berücksichtigt. In der Theorie von Klahr und Dunbar (1988)
sind abstrakte Hypothesen nur als Grundlage für einen Verfeinerungsprozess hin
zu konkreten Hypothesen vorgesehen. Kann eine abstrakte Hypothese nicht sofort
verfeinert werden, wird sie vom Modell verworfen. Johnson und Krems (2001)
gehen zwar davon aus, dass unterschiedlich spezifizierte Hypothesen in das
Situationsmodell integriert werden, machen allerdings keine Vorhersagen zum
möglichen Einfluss der Hypothesenstruktur auf die Anomalieresolution.
Die Ergebnisse dieser Arbeit zeigen dagegen einen deutlichen Einfluss der
Hypothesenstruktur auf das Lösen von Anomalien. So fand sich im ersten
Experiment bei vorgegebenen Daten, dass es mit einer abstrakten
Ausgangshypothese nach Anomalieeintritt leichter fiel, zu einer korrekten
Alternativhypothese zu wechseln. Gleichzeitig fand sich mit der Methode
vorgegebener Datenmuster, dass erfolgreiche Problemlöser im Falle der
abstrakten Ausgangshypothesen relativ mehr Alternativhypothesen evaluierten,
um zu einer korrekten Lösung zu gelangen. Dies bestätigte Befunde von Arocha
und Patel (1995a,b), die zeigten, dass Experten, ausgehend von abstrakten
Hypothesen, eine höhere Anzahl an Alternativerklärungen berücksichtigten.
Mit einer leicht veränderten Methodik, bei der die Versuchspersonen Experimente
durchführen und somit selbst Daten gewinnen konnten, um ihre Hypothesen zu
testen, ergab sich in Experiment 2 zwar kein Unterschied mehr zwischen
abstrakten und konkreten Ausgangshypothesen hinsichtlich der
Lösungshäufigkeit. Allerdings zeigten weitere Indikatoren erneut den Vorteil
abstrakter Ausgangshypothesen bei der Anomalieresolution. Widersprach eine
Anomalie einer abstrakten Hypothese, so wurde im Vergleich zu Aufgaben mit
konkreter Ausgangshypothese die Aufgabe schneller gelöst und es wurden
insgesamt weniger Experimente durchgeführt. Aber nicht nur weniger
Experimente wurden durchgeführt, sondern diese wurden auch seltener
hypothesenfrei und rein explorativ durchgeführt. Eine abstrakte
Ausgangshypothese erleichterte also gezieltes Vorgehen und Testen von
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Hypothesen. Im Unterschied zum ersten Experiment fand sich allerdings kein
Unterschied mehr in der Anzahl der manipulierten Alternativhypothesen. Dies
lässt sich auf die veränderte Methodik zurückführen, die größere Freiheitsgrade
beim Testen und Überprüfen von Hypothesen zur Verfügung hielt. In den
Arbeiten von Arocha und Patel (1995a,b), die ein zu Experiment 1 vergleichbares
Ergebnis fanden, wurde auch eine analoge Methodik verwendet: Die
Versuchsteilnehmer mussten vorgegebene Datensätze evaluieren und konnten
selbst keine neuen Daten generieren.
Die Ergebnisse beider Experimente belegen aber allgemein den Vorteil abstrakter
Hypothesen im Umgang mit Anomalien. Als Grund für den Vorteil der abstrakten
Hypothese ließe sich anführen, dass die Suche im Hypothesenraum erleichtert und
effektiver war. Dies zeigt sich darin, dass Aufgaben mit abstrakter
Ausgangshypothese einerseits effektiv gelöst werden können und gleichzeitig
weniger Experimente durchgeführt werden mussten, um die Aufgaben zu lösen.
Die getesteten Hypothesen waren in dieser Bedingung also offensichtlich
aufgabenangemessener als im Falle der konkreten Ausgangsbedingung. Daraus
lässt sich folgern, dass es den Versuchsteilnehmern in der abstrakten Bedingung
leichter fiel, geeignete Hypothesen durch Suche im Hypothesenraum zu
generieren. Diese Interpretation ist gestützt durch ein vergleichbares Ergebnis von
Vollmeyer, Burns und Holyoak (1996), die den Vorteil abstrakter
Ausgangshypothesen im Vergleich zu einer spezifischen Ausgangshypothese auf
häufigeres Testen von Hypothesen zurückführten. Burns und Vollmeyer (2002)
präzisieren dieses Ergebnis dahingehend, dass sie den Vorteil abstrakter
Ausgangshypothesen in ihrer Aufgabe auf eine erfolgreichere Suche im
Hypothesenraum zurückführen können. Somit ließe sich der Vorteil abstrakter
Ausgangshypothesen in dieser Studie, wie auch bei Vollmeyer und Kollegen darin
sehen, dass sie die Suche nach testbaren Alternativhypothesen im
Hypothesenraum erleichtert und effektiver gestalten lässt.
Betrachtet man die Ergebnisse auf der Ebene der für abduktives Schließen
vorgeschlagenen Theorien, so zeigt sich, dass keine der vorgestellten Theorien
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den Einfluss unterschiedlich spezifizierter Hypothesen auf den
Problemlöseprozess angemessen berücksichtigt.
Stellt man die Ergebnisse in einen weiteren Kontext, so ergeben sich daraus vor
allem Implikationen für die Instruktionspsychologie. In diesem Bereich der
Psychologie wird die Bedeutung von Anomalien vor allem im Zusammenhang mit
explorativem Lernen diskutiert. Erfahrbar gemachte Anomalien, die im
Widerspruch zu eigenen Konzepten stehen, sollen helfen, die dem Widerspruch
zugrundeliegenden Theorien besser zu verstehen (z.B. Hewson & Hewson, 1984;
Zeidler, 1997). Die Ergebnisse dieser Arbeit weisen darauf hin, dass die
intendierten Lernerfolge davon abhängen können, ob abstrakte oder spezifische
Hypothesen vorausgesetzt werden können. So lässt sich vermuten, dass der Erfolg
solcher Lernmethoden durch Vorgabe abstrakter Ausgangshypothesen begünstigt
ist. Dies wäre auch in Einklang mit den bereits erwähnten Arbeiten von Burns und
Vollmeyer (2002) bzw. Vollmeyer, Burns und Holyoak (1996), die zeigten, dass
Versuchsteilnehmer die Funktionsweise einer komplexen Mikrowelt besser und
umfänglicher erlernten, wenn ihnen ein unspezifisches Ziel, also abstraktere
Hypothesen über die Funktionsweise der Mikrowelt vorgegeben wurden. Auch
Arocha und Patel (1995a,b) weisen darauf hin, dass der Umgang mit
inkonsistenten Daten von Bedeutung für den Strategieerwerb in der medizinischen
Diagnostik ist und bedauern, dass dies im medizinischen Curriculum bislang
kaum berücksichtigt wird. Zusammengenommen legen diese Arbeiten und die
vorliegenden Ergebnisse nahe, die Vorteile der Bildung von abstrakten
Ausgangshypothesen als Strategie im medizinischen Curriculum, wie auch beim
explorativen Lernen, zu berücksichtigen. Gerade anhand von inkonsistenten Daten
ließe sich der Vorteil solcher Strategien illustrieren.
4.2 Strategien beim Lösen von Anomalien
Eine weitere wichtige Frage, der mit dieser Arbeit nachgegangen werden sollte,
betraf die Strategien, die bei der Anomalieresolution angewandt werden. Die von
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Chinn und Brewer (z.B. 1998) erarbeitete Taxonomie der möglichen Reaktionen
auf Anomalien erwies sich aufgrund ihres deskriptiven Charakters als ungeeignet,
um Vorhersagen über mögliche Strategien ableiten zu können. Im Gegensatz dazu
zeigten Arbeiten aus der medizinischen Diagnostik (z.B. Arocha & Patel,
1995a,b), dass Experten von einer vorwärtsgerichteten Strategie zu
Rückwärtsinferenzen wechselten, um Anomalien aufzulösen. Ein vergleichbares
Ergebnis fanden Trickett, Trafton, Schunn und Harrison (2001) mit Hilfe eines in
vivo Ansatzes. Dabei zeigte sich, dass Wissenschaftler die mit Anomalien
konfrontiert wurden, Hypothesen zur Erklärung der Anomalie bildeten, die sie im
Anschluss versuchten zu testen. Auch dieses Vorgehen lässt sich mit dem Begriff
Rückwärtsinferenzen umschreiben, auch wenn Trickett et al. nicht explizit darauf
hinweisen. In diesem Zusammenhang sind auch die Studien von Klahr und
Dunbar (1988) zu nennen, denen es in ihrer Arbeit gelang, die Problemlöser in
Empiristen oder Theoretiker einzuteilen. Als Empiristen wurden diejenigen
Versuchsteilnehmer kategorisiert, die die Lösung der Aufgabe durch Suche im
Experimentalraum fanden, während Theoretiker die Aufgabenlösung durch Suche
im Hypothesenraum fanden. Allerdings ist fraglich, inwiefern das Konzept der
Theoretiker und Empiristen sich auf andere Aufgaben übertragen lässt, die der
von Klahr und Dunbar nicht gleichen. So war die von diesen Autoren verwendete
Aufgabe nicht multikausaler Struktur, da es Aufgabe der Versuchspersonen war,
einen der Aufgabe zugrundliegenden Algorithmus zu finden.
Die Ergebnisse der vorliegenden Arbeit bestätigten die Vorbehalte gegenüber der
Einteilung von Klahr und Dunbar. Es war nicht möglich die Versuchsteilnehmer
post-hoc in Theoretiker oder Empiristen einzuteilen. Ein wesentlicher Grund dafür
könnte in der unterschiedlichen Konzeption beider Aufgaben begründet sein. Da
die hier verwendete Aufgabe multikausaler Natur ist, war es unmöglich mit Hilfe
des letzten, zur Zielhypothese führenden Problemlöseschrittes, eine Einteilung
vorzunehmen. Es fand sich dagegen, dass in dieser Studie sowohl
hypothesengestützte Experimente als auch hypothesenfreie Experimente von
Bedeutung waren. Mittels einer detaillierten Analyse konnte belegt werden, dass
nach Anomalieeintritt überwiegend hypothesengestützt nach einer Lösung gesucht
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wurde. Wie bereits auch in anderen Arbeiten belegt, zeigt dieses Ergebnis, dass
die Bedeutung von Anomalien durchaus erkannt wird und inkonsistente Daten in
den Fokus des Problemlöseprozesses rücken können (vgl. Trickett, Trafton &
Schunn, 2000; Klahr, 1997). Zum anderen zeigt dies, dass nach Anomalieeintritt
zuerst vor allem Rückwärtsinferenzen (Hypothese 
!"  #"
Dies bestätigt die Befunde aus der medizinischen Diagnostik von Patel und
Kollegen (z.B. Arocha & Patel, 1995a,b) und anderen wissenschaftlichen
Domänen (Trickett et al., 2001). Allerdings belegen die Ergebnisse auch, dass die
Anomalie nicht alleine mit Hilfe von Rückwärtsinferenzen zu lösen war. So war
es häufig die Funktion hypothesenfreier Experimente, Auslöser für sich
anschließende Hypothesentests zu sein. Durch diese Art von Experimenten
konnten also neue Hypothesen gewonnen werden, die im Anschluss getestet
wurden. Diese Aufgabe von hypothesenfreien Experimenten ist auch bereits bei
Klahr und Dunbar (1998) belegt und wurde auch von Johnson und Krems (2001)
postuliert. Insbesondere bei der Betrachtung der erfolgreichen Problemlöser zeigte
sich aber, dass diese häufiger hypothesengeleitet als hypothesenfrei und rein
explorativ vorgingen. Zusammenfassend belegen die Ergebnisse im Gegensatz zu
Klahr und Dunbar insgesamt eher Befunde aus der medizinischen Diagnostik, die
beim Eintritt von inkonsistenten Daten bei Experten einen Wechsel von Vorwärts-
zu Rückwärtsinferenzen fanden. Das Verhalten der Versuchspersonen in dieser
Arbeit hatte aber keinen ausschließlichen Charakter, sondern lässt sich besser als
Mischstrategie charakterisieren. Bei Anomalieeintritt wurde versucht, diese
mittels Rückwärtsinferenzen zu lösen. Gelang dies nicht, oder konnte keine
Alternativhypothese durch Suche im Hypothesenraum gefunden werden, so
wurden explorativ und hypothesenfrei Daten gesammelt mit dem Ziel, aus den
Ergebnissen dieser Experimente neue Hypothesen zu gewinnen. Eine solche
Mischstrategie fanden auch Smith et al. (1991) in einer vergleichbar komplexen
abduktiven Aufgabe. Die in dieser Studie untersuchten Experten einer Blutbank
nutzen Vorwärts- und Rückwärtsinferenzen entsprechend den in der vorliegenden
Arbeit gefunden Ergebnissen. Die Autoren konnten zeigen, dass diese
Mischstrategie vor allem dazu diente, die Komplexität der Aufgabe zu reduzieren.
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Da abduktiven Aufgaben allgemein eine sehr hohe Komplexität zugeschrieben
wird (vgl. Bylander et al., 1991; Paul, 1993), ist es plausibel anzunehmen, dass
diese komplexitätsreduzierende Strategie auch bei anderen abduktiven Aufgaben
zu finden ist.
Eine weitere Analyse zeigte zudem, dass die getesteten Hypothesen sowohl
spezifisch als auch abstrakt sein konnten. Dies bestätigte eine weitere
Modellannahme von Johnson und Krems (2001) sowie Befunde von Haverty,
Koedinger, Klahr und Alibiali (2000), die zeigen konnten, dass eine erfolgreiche
Strategie beim Finden mathematischer Funktionen das Testen sowohl von
abstrakten als auch spezifischen Hypothesen war. Erfolgreichere Problemlöser mit
abstrakter Ausgangshypothese zeichneten sich jedoch insbesondere dadurch aus,
dass sie häufiger spezifische Hypothesen testeten. Dies könnte eine weitere
Ursache für den Vorteil abstrakter Ausgangshypothesen im Umgang mit
Anomalien sein, da durch spezifische Tests auch spezifische Rückmeldungen
erlangt werden, das Resultat solcher Tests also weniger ambig ist. Ein
vergleichbares Ergebnis fand auch Klahr (2000), der die Überlegenheit
erwachsener Problemlöser im Unterschied zu Kindern darauf zurückführte, dass
erstere häufiger spezifische Hypothesen testeten.
Weitere Vorhersagen zu Strategieunterschieden, die sich als Vorhersagen aus dem
Modell von Johnson und Krems (2001) ergaben, werden im nächsten Abschnitt
diskutiert, da sie auch für das Modell von besonderer Bedeutung sind.
Abschließend lässt sich an dieser Stelle wieder ein Bogen zur bereits erwähnten
Instruktionspsychologie schlagen. So lassen sich die Vorteile spezifischer und
nichtspezifischer Hypothesentests, wie auch die anderen hier gefundenen
Strategien leicht im Kontext von Aufgaben zum explorativen Lernen
veranschaulichen. Vor allem auch die bereits von Smith et al (1991) gefundene
Strategie zur Reduktion der Komplexität einer Aufgabe ließe sich als
Problemlösestrategie in anderen Kontexten vermitteln.
Bevor die Implikationen der Ergebnisse dieser Arbeit für das Modell von Johnson
und Krems (2001) diskutiert werden, soll zuvor noch auf die in dieser Arbeit
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verwendete Aufgabe eingegangen werden. Wie bereits in früheren Studien erwies
sich die Black-Box Aufgabe auch in dieser Arbeit als geeignet, abduktives
Schließen zu untersuchen (vgl. Keinath & Krems, 1998; Baumann, 2000; Johnson
& Krems, 2001). Nur wenige Versuchsteilnehmer erlernten die Aufgabe nicht,
dagegen waren den meisten Versuchspersonen die zu erlernenden Regeln schnell
vertraut. Zudem ermöglichte es die Aufgabe, abduktives Schließen mit der
Methode des lauten Denkens zu untersuchen. Allerdings zeigte die vorliegende
Studie auch einige Beschränkungen der Aufgabe. So ist es nur schwer möglich,
einer Versuchsperson mehrere Aufgaben zu Anomalien zu stellen, da die
Möglichkeiten der Manipulation begrenzt sind und somit die Struktur der Aufgabe
leicht durchschaubar wird. Dies führte für diese Arbeit unter anderem dazu, dass
die Anzahl an Datenpunkten in den einzelnen Experimenten relativ gering war.
Ein weiterer Nachteil der Aufgabe kann in der sehr abstrakten Natur der Aufgabe
gesehen werden (vgl. Baumann, 2000). Einzelne Atome als Erklärungen lassen
sich schwerlich zu bedeutsameren Mustern zusammenfügen. So zeigen
beispielsweise verschiedene Studien zum wissenschaftlichen Entdecken, wie
bedeutsam der Inhalt für erfolgreiches Problemlösen, auch im Falle von
Anomalien sein kann (vgl. Koslowski & Thompson, 2002; Koslowski, 1996).
Dies konnte in der vorliegenden Arbeit bei dieser Aufgabe nicht berücksichtigt
werden. Allerdings ließe sich für die Black-Box Aufgabe beispielsweise
vorstellen, dass einzelne Atome den Aufbau eines Moleküls bestimmen. Dadurch
würde sich die Aufgabe realen abduktiven Problemen bedeutend annähern, wie
sie zum Beispiel in Studien zur medizinischen Diagnostik verwendet wurden (vgl.
Arocha & Patel, 1995a,b). Ein Ziel zukünftiger Studien sollte somit auch die
Entwicklung einer reichhaltigeren Aufgabe sein.
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4.3 Implikationen für die Theorie von Johnson und Krems
(2001)
Von besonderer Bedeutung für diese Arbeit waren auch die Vorhersagen zur
Anomalieresolution, die sich aus der Theorie von Johnson und Krems (2001;
Krems & Johnson, 1995) ergaben. Die Autoren spezifizieren in ihrer Theorie
einen Mechanismus zur Anomalieresolution und machen Vorhersagen darüber,
welche Teile einer bestehenden Erklärung nach Anomalieeintritt verändert
werden. Des weiteren wird in der Theorie davon ausgegangen, dass sowohl
abstrakte als auch voll spezifizierte Hypothesen getestet werden.
Der Mechanismus zur Anomalieresolution geht davon aus, dass sowohl für die
Anomalie selbst als auch für die widersprochene Evidenz Alternativerklärungen
generiert werden. Anschließend sollen die beiden Alternativerklärungen mit dem
Situationsmodell verglichen werden und es wird diejenige Alternativerklärung
beibehalten, die zum besten Situationsmodell führt. Das beste Situationsmodell
definiert sich anhand von Kriterien wie Sparsamkeit, Vollständigkeit oder
Widerspruchsfreiheit. Die Ergebnisse der Experimente 2 und 3 belegen entgegen
der Vorhersage von Johnson und Krems (2001; Krems & Johnson, 1995), dass die
Versuchsteilnehmer nur für eine Evidenz eine Alternativerklärung generieren.
Zusätzlich zeigte sich, dass Aufgaben, für die zwei Alternativerklärungen
generiert werden müssen, sich als besonders schwer lösbar herausstellten. Ähnlich
wie in der Studie von Baumann (2000) weisen die Ergebnisse darauf hin, dass
Teile des Modells von Johnson und Krems eher der künstlichen Intelligenz
verpflichtet sind, als dass sich damit menschliches abduktives Schließen
beschreiben ließe. Die Ergebnisse dieser Arbeit lassen sich dagegen leicht im
Rahmen des bounded rationality Konzeptes von Simon (1956; Gigerenzer &
Selten, 2000) verorten. Angelehnt an dieses Konzept wird die Suche nach
Alternativhypothesen von Johnson und Krems zwar als minimumsorientiert
beschrieben, allerdings zeichnet sich der Mechanismus zur Anomalieresolution
durch eine aufwendige Optimierungsstrategie aus. Das Generieren und Evaluieren
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von zwei Alternativhypothesen steht dem Laplaceschen Dämon besser zu Gesicht
als menschlichen Versuchsteilnehmern (vgl. Gigerenzer & Goldstein, 1996). Die
Versuchspersonen suchten minimumsorientiert nach einer Alternativerklärung
und brachen anschließend die Suche nach weiteren Alternativerklärungen ab. An
dieses Ergebnis anschließend ergab sich die Frage, welche der beiden Erklärungen
nach Anomalieeintritt alternativ erklärt wird: die Anomalie selbst oder die von der
Anomalie widersprochene Evidenz. Die Ergebnisse belegen, dass dies abhängig
davon ist, welche Evidenzenklassen beteiligt sind. Widerspricht eine kontextfrei
erklärbare Evidenz einer anderen kontextfrei erklärbaren Evidenz, wird bevorzugt
die Anomalie alternativ erklärt. Es tritt an dieser Stelle also ein Reihenfolgeeffekt
auf. Ist eine kontextsensitive Evidenz beteiligt, wird immer diese verändert, egal
ob sie die Anomalie auslöste oder ihr eine anomale Evidenz widersprach. Ein
Reihenfolgeeffekt tritt also in diesem Falle nicht mehr auf. Dies bedeutet auch,
dass für kontextsensitive Evidenzen auch nach ihrer Erklärung der Kontext von
größerer Bedeutung ist als für kontextfrei erklärbare Evidenzen. Als kontextfrei
erklärbare Evidenzen können Evidenzen gelten, die sich eindeutig einer Erklärung
zuordnen lassen. Kontextsensitive Evidenzen sind dagegen komplexere
Evidenzen, bei der die Erklärung abhängig von den Einzelevidenzen bzw. dem
Kontext ist. Als Beispiel wurde bereits Fieber in Verbindung mit Husten genannt,
das eine andere Erklärung nahe legt als Fieber in Verbindung mit
Bauchschmerzen. Erklärungen für solche komplexen, vom Kontext abhängige
Evidenzen, werden den Ergebnissen dieser Arbeit zufolge bei Anomalien häufiger
alternativ erklärt als einfache kontextfrei erklärbare Evidenzen.
Das Beispiel verdeutlicht, dass Reihenfolgeeffekte bei Anomalien durchaus zu
Fehldiagnosen führen können (vgl. Zhang, Patel, Johnson & Shortliffe, 2002),
indem zum Beispiel fälschlicherweise die Erklärung für die kontextsensitive
Evidenz verändert wird, obwohl die korrekte Diagnose eine Veränderung der
kontextfrei erklärbaren Evidenz notwendig machen würde. Vor diesem
Hintergrund erscheint es besonders bedeutsam ein vergleichbares Experiment mit
(medizinisch) relevantem Inhalt durchzuführen. Von zusätzlicher Bedeutung ist
das Ergebnis, da es sich nicht wie andere Ergebnisse von Johnson und Krems
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(2001) durch Einbeziehung von Kontextinformation erklären lässt. Welche
Evidenz alternativ erklärt wird, hängt weniger vom Kontext als von der Struktur
der beteiligten Erklärungen für die sich widersprechenden Evidenzen ab. Auch im
Rahmen anderer Erklärungen zu Reihenfolgeeffekten lässt sich das vorliegende
Ergebnis nur schwer einordnen. So erklären Hogarth und Einhorn (1992)
Reihenfolgeeffekte in Abhängigkeit davon, wie stark eine neue Information für
oder gegen die bisher akkumulierten Informationen spricht. Indessen fällt es
schwer, Gründe dafür zu finden, wieso die Informationen unterschiedlich
gewichtet sein sollten, d.h. weshalb kontextsensitive Evidenzen und kontextfrei
erklärbare Evidenzen im Problemlöseprozess unterschiedlich gewichtet sein
sollten (vgl. Pennington & Hastie, 1988). Andere theoretische Erklärungen zu
Reihenfolgeeffekten bieten allerdings noch weniger Anhaltspunkte um die hier
gefunden Ergebnisse zu erklären, da sie beispielsweise Reihenfolgeeffekte durch
nachlassende Aufmerksamkeit erklären (vgl. Anderson, 1981). Diese Erklärung
ist aber auszuschließen, da das Erkennen der Anomalie ja Vorraussetzung für die
hier gefunden Effekte war, von mangelnder Aufmerksamkeit also nicht
gesprochen werden kann. Insgesamt zeigen die Ergebnisse eine interessante
Perspektive zu Reihenfolgeeffekten auf, die in weiteren Untersuchungen vertieft
werden sollte.
Eine weitere Implikation des Modells von Johnson und Krems (2001) konnte
dagegen bestätigt werden. Das Modell geht davon aus, dass nur eine lokale
Konsistenzprüfung vorgenommen wird. Auch in den hier vorgestellten
Experimenten wird nur derjenige Teil einer Evidenz verändert, dem direkt von der
Anomalie widersprochen wird. Dieser Befund stützt frühere Ergebnisse von
Johnson und Krems und bestätigt in diesem Punkt die Plausibilität der Theorie.
Dies ist vor allem in Abgrenzung zu anderen Theorien zu sehen, wie
beispielsweise der Theorie von Thagard (1998). In diesem konnektionistischen
Modell würde durch die Anomalie automatisch die Gesamterklärung geschwächt




Ein weiteres, bereits angesprochenes Ergebnis das konsistent mit den
Modellannahmen von Johnson und Krems (2001) ist, betraf die Möglichkeit
abstrakter und konkreter Hypothesentests beim Problemlösen. Da dieser Befund
bereits weiter oben diskutiert wurde, wird an dieser Stelle darauf verzichtet.
Insgesamt ergibt sich ein gemischtes Bild hinsichtlich der Modellvorhersagen von
Johnson und Krems (2001). Von zentraler Bedeutung für das Modell dürften die
Ergebnisse in Bezug auf den Mechanismus zur Anomalieresolution sein. Bei der
Entwicklung einer neuen und verbesserten Komponente für das Modell sollten die
in dieser Arbeit gewonnenen Erkenntnisse berücksichtigt werden. So sollten
neben der Verfügbarkeit von Alternativhypothesen (Krems & Johnson, 1995) und
der Anzahl bereits erklärter Daten bzw. der Anzahl die Anomalie bestätigender
Daten (Keinath & Krems, 1998), auch die folgenden Einflussfaktoren
berücksichtigt werden.
1. Bounded Rationality: Es wird nur eine Alternativerklärung gebildet.
2. Kontext: Welche der beiden inkonsistenten Erklärungen alternativ erklärt
wird, ist abhängig von den beteiligten Evidenzen. Komplexe,
kontextsensitive Evidenzen werden bevorzugt alternativ erklärt. Sind die
Anomalie und die widersprochene Evidenz beides kontextfrei erklärbare
Evidenzen, so wird bevorzugt die Anomalie alternativ erklärt.
3. Lokale Konsistenzprüfung: Es wird nur derjenige Teil einer Erklärung
alternativ erklärt, dem direkt widersprochen wurde.
4. Hypothesenstruktur: Widerspricht eine Anomalie einer abstrakten
Ausgangshypothese, so kann diese effektiver aufgelöst werden als im Falle
einer konkreten Ausgangshypothese.
Die Entwicklung eines solchen Mechanismus zur Anomalieresolution und die




Das Finden einer Erklärung für eine gegebene Menge von Daten oder Evidenzen
wird als abduktives Schließen bezeichnet (Josephson & Josephson, 1994). Eine
Vielzahl von Aufgaben lässt sich demnach als Abduktion charakterisieren,
darunter beispielsweise medizinische Diagnose, die Suche nach Fehlern in
technischen Systemen oder auch wissenschaftliches Entdecken (z.B. Charniak &
McDermott, 1985). Für viele dieser Aufgaben ist der Umgang mit Anomalien von
besonderer Bedeutung. Eine Anomalie ist im einfachsten Falle eine neue Evidenz,
die einer bisherigen Erklärung für Daten widerspricht. Vor allem im Bereich des
wissenschaftlichen Entdeckens weist eine Vielzahl von Studien darauf hin, wie
wichtig das Erkennen und Lösen von Anomalien für erfolgreiches Problemlösen
ist (vgl. Kuhn, 1962; Chinn & Brewer, 1998; Alberdi, Sleeman & Korpi, 2000).
Die meisten Theorien abduktiven Schließens berücksichtigen die Bedeutung von
Anomalien dagegen nur unzureichend (vgl. Klahr & Dunbar, 1988; Thagrad,
1989). Allerdings bietet das Modell von Johnson und Krems (2001, Krems &
Johnson, 1995) einen spezifischen Mechanismus zur Anomalieresolution: Im
Falle zweier sich widersprechender Evidenzen wird für beide Evidenzen eine
Alternativerklärung konstruiert. Anschließend werden diese gegeneinander
abgewogen. Indes wurde dieser Mechanismus bislang noch nicht empirisch
belegt. Ziel der vorliegenden Arbeit war es einerseits zu klären, ob sich
empirische Belege für den postulierten Mechanismus zur Anomalieresolution von
Johnson und Krems (2001) finden lassen und andererseits zu prüfen, welche
Einflussfaktoren und Strategien die Resolution von Anomalien beeinflussen. Es
5 Zusammenfassung
162
fand sich, dass abstrakte Ausgangshypothesen die Resolution von Anomalien
erleichtern. Widersprach eine Anomalie einer abstrakten Ausgangserklärung, so
lösten die Versuchsteilnehmer in Experiment 1 die Aufgaben häufiger, als bei
einer konkreten Ausgangshypothese. In Experiment 2 zeigte sich zudem, dass bei
einer abstrakten Ausgangshypothese weniger Experimente durchgeführt werden
mussten um die Aufgabe korrekt zu lösen, dass häufiger spezifische
Hypothesentests durchgeführt wurden und die Aufgaben auch schneller gelöst
werden konnten. Unabhängig von der Ausgangshypothese testeten erfolgreiche
Versuchsteilnehmer bevorzugt spezifische Hypothesen während hypothesenfreie
Experimente dazu dienten, neue Hypothesen zu generieren. Demnach lösten die
Probanden die Aufgaben durch Anwendung einer Mischstrategie, indem sie
sowohl hypothesengestützt als auch hypothesenfrei nach neuen Daten suchten.
Eine Einteilung der Versuchsteilnehmer in Theoretiker und Empiristen (Klahr &
Dunbar, 1988) war dagegen nicht möglich. Das Ergebnis wurde in Anlehnung an
Befunde von Smith et al. (1991) dahingehend interpretiert, dass eine solche
Mischstrategie dabei hilft, die Komplexität der abduktiven Aufgabe zu reduzieren.
Nicht bestätigt werden konnte in den Experimenten 2 und 3 die Modellvorhersage
von Johnson und Krems (2001), dass die Versuchspersonen zwei
Alternativerklärungen für die widersprechenden Evidenzen generieren um diese
anschließend gegeneinander abzuwägen. Es wurde von den Probanden nur eine
Alternativerklärung generiert, in Abhängigkeit davon, ob die an der Anomalie
beteiligten Evidenzen kontextsensitiv oder kontextfrei erklärbar waren. Unter
kontextsensitiven Evidenzen versteht man solche Evidenzen, die zu ihrer
Erklärung auf andere Evidenzen angewiesen sind. Dagegen können kontextfrei
erklärbare Evidenzen unmittelbar und ohne Einbeziehung des Kontextes erklärt
werden. War eine kontextsensitive Evidenz an der Anomalie beteiligt, entweder
als anomalieauslösende Evidenz oder als widersprochene Evidenz, so wurde
immer diese alternativ erklärt. Waren dagegen beide an der Anomalie beteiligten
Evidenzen kontextfrei erklärbar, so wurde nur für die anomalieauslösende
Evidenz eine Alternativerklärung generiert.
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Zusammenfassend belegen die Ergebnisse der vorliegenden Arbeit die Bedeutung
unterschiedlicher Hypothesentypen bei der Anomalieresolution. Abstrakte
Ausgangshypothesen erleichtern nach Anomalieeintritt den Wechsel zu
alternativen Hypothesen. Ist an der Anomalie eine kontextsensitive Evidenz
beteiligt, wird diese bevorzugt alternativ erklärt. Im anderen Falle wird immer die
anomalieauslösende Evidenz alternativ erklärt. Weiterhin zeigen die Ergebnisse,
dass im Gegensatz zu dem von Johnson und Krems postulierten Mechanismus,
menschliche Problemlöser bei der Anomalieresolution keine Optimierungs-
strategie anwenden, sondern minimumsorientiert nach nur einer Alternativ-
erklärung suchen und anschließend die Suche abbrechen (vgl. Gigerenzer &
Selten, 2000). Dagegen fand sich als bevorzugte Strategie erfolgreicher Problem-
löser das Testen spezifischer Hypothesen sowie hypothesenfreie Experimente zur
Generierung von neuen Hypothesen.
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Im folgenden sollst Du einige Black-Box-Spiele bearbeiten. Du sollst
herausfinden, wo Atome in der Black-Box versteckt sind. Folgendes ist dabei zu
beachten:
- Obwohl Dir eine unbegrenzte Anzahl von Einschüssen zur Verfügung stehen,
solltest Du mit möglichst wenigen Einschüssen auskommen. Also: so wenig
Einschüsse wie nötig und ruhig etwas länger nachdenken.
- Wir bitten Dich, Atome so früh wie möglich zu setzen. Atome können
selbstverständlich wieder korrigiert werden, durch einfaches Anklicken eines
Atoms.
- Nachdem Du Dich für eine Lösung entschieden hast und ein Spiel beenden
möchtest, kann es passieren, dass ein Feld erscheint, auf dem steht: “Kreuze
nicht korrekt gesetzt, bitte korrigieren”. Das bedeutet, dass Deine Lösung
noch nicht ganz korrekt ist. Du kannst nun nochmals Deine Kreuze anders
- setzen, allerdings nicht mehr neu einschießen!
- Alle Spiele können gelöst werden.
- Solltest Du noch Fragen haben, wende Dich bitte an den Versuchsleiter!
- Vielen Dank für Deine Mitarbeit!
Anhang
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Versuchsanweisung für das laute Denken
Instruktion:
In diesem Experiment sind wir daran interessiert herauszufinden, was Du denkst,
während Du einige Black-Box-Aufgaben bearbeitest. Dazu wird der
Versuchsleiter Dich bitten, während der Aufgabenbearbeitung laut zu denken. Bei
der Aufgabenbearbeitung bedeutet lautes Denken, dass Du alles laut aussprichst,
was Du denkst, Dir in den Kopf kommt oder was Du leise vor dich hinsagen
würdest. Verhalte Dich so, als wärst Du alleine im Raum und würdest zu Dir
selbst sprechen. Wir möchten Dich bitten, während allen Dir präsentierten
Aufgaben permanent laut zu denken/sprechen. Wir möchten nicht, dass Du planst
oder überlegst, was Du sagen sollst oder dem Versuchsleiter erklärst, was Du
sagen möchtest. Es ist sehr wichtig, dass Du während des Experiments, beim
Setzen der Atome, beim “Überlegen” einfach weiter redest. Solltest Du eine
bestimmte Zeit still sein, wird der Versuchsleiter Dich auffordern,
weiterzusprechen. Ist Dir klar geworden, was wir von Dir wollen? Wenn nicht,
dann frage bitte jetzt nach.
Gut, bevor es mit dem eigentlichen Experiment losgeht, möchte ich mit ein paar
Übungsaufgaben beginnen.






Die weißen Felder in der Abbildung unten stellen das Spielbrett (=BLACK-BOX)
dar, es handelt sich dabei um eine Matrix, bestehend aus Innenfeldern. In diesen
Innenfeldern sind Atome versteckt.
Die grauen Randfelder sind die sogenannten Einschussfelder. Es gibt 44
Einschussfelder. Die vier Eckfelder (mit X gekennzeichnet) haben keine
Bedeutung.
Die Randfelder dienen dazu, Strahlen in die Black-Box einzuschießen.








Ein Atom kann in einem beliebigen Feld der Black-Box liegen. Jedes Atom hat
einen sogenannten Wirkkreis. Dieser erstreckt sich über die angrenzenden 8
Felder. Die Wirkkreise von verschiedenen Atomen können sich überlappen.





Ein Pfad ist der Weg durch die Black-Box, den ein von außen eingeschossener
Strahl einnimmt.
Der Pfad ist nur jetzt zu Demonstrationszwecken sichtbar.
Kommt ein Strahl in den Wirkkreis eines Atoms, wird er nach eindeutigen Regeln
abgelenkt.
Wird ein Strahl nicht von Atomen beeinflusst, geht er gerade durch die Black-Box
hindurch.





Marker erscheinen in den 44 Einschussfeldern. Sie assoziieren das Einschussfeld
eines Strahls mit dem jeweiligen Austrittsfeld des Strahls. Marker der gleichen
Farbe gehören zusammen.





Kommt ein Strahl Nicht in den Einflussbereich eines Atoms, so geht er gerade
durch die Black-Box hindurch.





Kommt ein Strahl in den Randbereich eines Atoms, so wird er von diesem
abgelenkt (im 90 Grad-Winkel).
Es gibt 4 Möglichkeiten der Ablenkung:
OBEN-RECHTS UNTEN-RECHTS
OBEN-LINKS UNTEN-LINKS
An den Randfeldern der Black-Box gibt es entsprechend weniger
Ablenkungsmöglichkeiten





Die Pfade der Strahlen können auch öfters als einmal abgelenkt werden. So
ergeben sich mit den Ablenkungen komplexe Muster.





Trifft ein Strahl auf den Wirkkreis direkt neben einem Atom das in einem
Randfeld liegt, wird dieser Strahl reflektiert. Ein- und Austrittsort sind derselbe.
Liegen zwei Atome nebeneinander, und ein Strahl trifft auf die Mitte, den
Überschneidungspunkt zweier Wirkfelder, so wird auch dieser Strahl reflektiert
und Ein- und Austrittsort sind gleich.






Trifft ein Strahl direkt auf ein Atom, wird er von diesem Absorption. Der
Eintrittsort wird mit einem Stern als Marker gekennzeichnet. Absorptionen
können auch durch vorherige Ablenkung zustande kommen.





Liegen zwei Atome direkt nebeneinander, so dass der eine Wirkkreis den Strahl











Protokoll lauten Denkens (Vp 15 mit konkreter Ausgangshypothese)
Klassifikation:
T = Einschuss/Experiment hypothesengestützt
E = Einschuss/Experiment hypothesenfrei
KT = konkrete Hypothesentests
UE = nicht klassifizierbar
FF = Einem E-Einschuss folgt ein T-Einschuss der sich auf den E-Einschuss bezieht.
Zeit Verbales Protokoll Atome Einschüsse Klassifikation
0:04 Eine L-Ablenkung, ist ein sicheres Kreuz. S(10,10)
0:10 Noch eine L-Ablenkung, noch ein sicheres Kreuz. Also Kreuz für Atom. S(9,6)
0:17 Eine U-Ablenkung, somit schließt sich da das die der U-Einschuss.
0:23 Auf das eine Atom trifft, muss ich auf das andere Zweite schießen. S(4,6)
0:25 Was ich auch sehe.
0:32 Oh. So. Also ist das mit gerader Durchschuss, ist das eine Atom falsch. S(4,6)
0:42 So nehme ich das wieder weg.
0:44 Jetzt muss ich selber einschießen.
0:51 Also muss ich jetzt (...). (Pfeifen)




Hier muss ein Atom liegen. Zwischen dem Einschuss müsste jetzt meiner Meinung nach ein Atom
liegen.
1:14 Aber macht es halt nicht. Macht es halt nicht.
1:38 Also muss es irgendwo sss.
1:52 Es geht schon zumindest (unverständliche Passage).
2:03




Ich schieße jetzt neben der Absorption rein, weil es dann dann eine L-Ablenkung gibt. Meiner
Meinung (...). Fuck.
2:25(2,12) T,KT
2:31 Ich will das Atom finden. (Lachen)
2:40 Ja, jetzt wird es spannend.
2:44 Jetzt schieße ich einfach nur mal hier rein.
2:47 Da muss es doch eine Ablenkung geben. Oder ich habe noch ein Atom gefunden.




2:58 Die Absorption muss irgendwie abgelenkt werden. S(2,8)
3:05 Hier muss das Atom sein. Psss.
3:24 Ich suche immer noch das vierte, das zweite Atom für meinen Einschuss zum Ablenken.
3:29 Schieße ich jetzt doch hier rein. Phh.
3:44 Ich schieße hier oben rein. Das ist ein Atom. 3:46(0,5) E




3:53 Und gibt mir ein Anhaltspunkt für das Atom. S(2,5)
3:57 Jetzt sehe ich überhaupt keinen Sinn mehr. Tsh ah dap pap dap.
4:27 Also kann es nur eine krasse Ablenkung sein. Es kann kein U-Einschuss sein. Meiner Meinung.
4:39
Wenn ich den hier verfolge, wird das abgelenkt, nach links dann weiter, wieder weiter geleitet beim
nächsten Atom nach (...), dann weiter dann wieder nach rechts.
4:54 Dann muss hier oben, hier, hier. So diagonal muss hier ein Atom sein.








5:30 Hier muss doch irgendwie noch das entscheidende Atom liegen.
5:41 Verfolge ich noch mal meine Ablenkung. Hier oben, links oben, (unverständliche Passage).
5:52 Ich schieße jetzt noch mal neben ein vermutetes Atom rein. Aah. 5:59(7,12) T,KT
6:00 Es geht na (unverständliche Passage).
6:02 Also neben der Absorption, das auch ein Atom. Na toll. 6:04(6,12) UE
6:08 Jetzt habe ich voll den Faden verloren. Ist auch noch eine Ablenkung.
6:45 Ich schieße jetzt einfach noch mal, nee, ich schieße jetzt doch nicht.
6:58 Ich verfolge noch mal vom anderen Ende.
7:01
Wird nach oben geleitet, nach links, nach unten, nach rechts, nach rechts fehlt eine Ablenkung
nach unten.
7:07 Also ich schieße hetzt hier ein um jetzt hier das, neben das vermutete Atom. Äh. 7:10(12,7) T,KT
7:17 Ich schieße neben der Absorption. Ah. Fuck. 7:20(12,8) E
7:22 Na klar. (unverständliche Passage).
7:42 Die vielen Einschüsse irritieren einen ja ganz schön.
8:22 Da die Absorptionen auch abgelenkt werden können und dann treffen, überprüfe ich das mal.
8:29 Und ey und (Gebrabbel) S(9,8)
9:38 Müsste hier (...). L(10,10)
9:41 Hier noch ein Kreuz hin. S(10,10)
9:41 Halt.
9:44 Hm. Nee. L(9,8)
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