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E-mail address: S.Chen@unsw.edu.au (S.C. Chen).With increasing research advances and clinical trials of visual prostheses, there is signiﬁcant demand to
better understand the perceptual and psychophysical aspects of prosthetic vision. In prosthetic vision a
visual scene is composed of relatively large, isolated, spots of light so-called ‘‘phosphenes”, very much
like a magniﬁed pictorial print. The utility of prosthetic vision has been studied by investigators in the
form of virtual–reality visual models (simulations) of prosthetic vision administered to normally sighted
subjects. In this review, the simulations from these investigations are examined with respect to how they
visually render the phosphenes and the virtual–reality apparatus involved. A comparison is made
between these simulations and the actual descriptions of phosphenes reported from human trials of
visual prosthesis devices. For the results from these simulation studies to be relevant to the experience
of visual prosthesis recipients, it is important that, the simulated phosphenes must be consistent with the
descriptions from human trials. A standardized simulation and reporting framework is proposed so that
future simulations may be conﬁgured to be more realistic to the experience of implant recipients, and the
simulation parameters from different investigators may be more readily extracted, and study results
more ﬁttingly compared.
Crown Copyright  2009 Published by Elsevier Ltd. All rights reserved.1. Introduction
The modern form of prosthetic vision is founded upon the per-
cepts elicited in the visual ﬁeld of a person whose visual pathway
is being electrically excited, so-called ‘‘phosphenes”. Researchers
are investigating devices that interface with the retina, the optic
nerve or the primary visual cortex, in the hope that one day vision
may be restored to the blind (see most recent reviews by Dagnelie,
2006, Dowling, 2005, Weiland & Humayun, 2006).
Brindley and Lewin (1968) are generally regarded as the pio-
neers of this modern form of visual prosthesis. They devised a pro-
totype which electrically stimulated the visual cortex of a blind
female volunteer. The female volunteer described seeing spots of
light ‘‘the size of a grain of sago at arm’s length” or ‘‘like a star in
the sky”. This and subsequent experiments based on cortical pros-
theses carried out by Brindley and co-workers (Brindley & Rushton,
1974; Everitt & Rushton, 1978; Rushton & Brindley, 1978) and Do-
belle and co-workers (Dobelle, 2000; Dobelle, Mladejovsky, &
Evans, 1976; Dobelle, Mladejovsky, & Girvin, 1974) generally de-
scribed phosphenes as punctate spots of light when appearing
close to the centre of the visual ﬁeld, and having a ‘‘cloudy” appear-
ance when elicited at wider eccentricities. They were often de-009 Published by Elsevier Ltd. All r
l of Biomedical Engineering,
tralia. Fax: +61 2 9663 2108.scribed as ‘‘round” and carrying color. (See also reviews on
cortical phosphenes: Buffoni, Coulombe, & Sawan, 2005; Tehovnik
& Slocum, 2007; Tehovnik, Slocum, Carvey, & Schiller, 2005.)
Similar phosphenes have been described from epi retinal-based
implant trials by Humayun and co-workers (Humayun et al., 2003;
Humayun et al., 2004; Mahadevappa et al., 2005; Weiland et al.,
2003), Rizzo and co-workers (Rizzo, Wyatt, Loewenstein, Kelly, &
Shire, 2003) and Richard and co-workers (Richard et al., 2004,
2005; Richard, Hornig, Keseru, & Feucht, 2007), from sub-retinal-
based visual prostheses investigations by Zrenner and co-workers
(Zrenner et al., 2006, 2007), and from trans-retinal-based devices
by Fujikado and co-workers (2007). In addition, occasionally
observers report elongated phosphenes (Brindley & Lewin, 1968),
doughnuts (Humayun et al., 2003) and dot clusters (Brindley & Le-
win, 1968).
Optic nerve based visual prostheses proposed by Veraart and
co-workers (Brelen, Duret, Gerard, Delbeke, & Veraart, 2005; Del-
beke, Oozeer, & Veraart, 2003; Delbeke et al., 2002; Veraart, Wa-
net-Defalgue, Gerard, Vanlierde, & Delbeke, 2003; Veraart et al.,
1998;Wanet-Defalgue et al., 2000) elicited a larger variety of phos-
phenes as compared to those elicited via cortical or retinal stimu-
lation. Their subject often observed clusters of colored dots
arranged in an oval or rectangular area of the visual ﬁeld, some-
times superimposed on a colored background. Illustrations of these
can be found in Veraart et al. (2003). The descriptions of phosph-
enes reported from chronic implantation of research prototypesights reserved.
Table 1
Summary of the appearances of phosphenes elicited via electrical stimulation at various sites in chronic human trials of vision prosthesis devices. The most frequently
encountered forms of percepts are highlighted in bold.
Cortical Optic nerve Epiretinal Subretinal
Shape Round, diffused, matchstick, lines, square Single patch, multiple dots, lines,
triangles, colored background
Round, donut, line, cluster of dots Round
Size Punctuate (<5 arc min), 1–2, large coin (2.5) 8–42 arc min, area of 1–50 squared 0.4–2 5–30 arc min
Color Colorless (white), yellow, gray, blue, red, brown,
orange
White, yellow, blue, red Yellow, white, green, blue, red–
orange
Yellow, grayish
Visual
location
Pseudo corticotopic Depends on stimulation Pseudo retinotopic Retinotopic
(perception of
aligned
phosphenes)
Flicker
fusion
Variable, not always achieved, 20 Hz 8–10 Hz 40–50 Hz Not reported
Multiplicity Reﬂection about the horizontal and vertical meridians Multiple dots, sometimes within
colors background
Singular Singular
Others Depth perception Moving phosphenes
Modulation Brightness, size Brightness Brightness, size Brightness, size
References Brindley and Lewin (1968), Brindley and Rushton
(1974), Everitt and Rushton (1978), Dobelle (2000),
Dobelle et al. (1974, 1976), and Rushton and Brindley
(1978)
Brelen et al. (2005), Delbeke et al.
(2002, 2003), Veraart et al. (1998,
2003), and Wanet-Defalgue et al.
(2000)
Humayun et al. (2003, 2004),
Mahadevappa et al. (2005), Richard
et al. (2007), and Weiland et al.
(2003)
Zrenner et al.
(2006, 2007)
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summarized in Table 1.1 Presently, observations available from hu-
man trials are mostly limited to the description of a single elicited
phosphene or a handful of simultaneously elicited phosphenes.
From the rudimentary building block of phosphenes, research-
ers seek to create rich and more complex patterns required for rep-
resenting visual scenes in prosthetic vision. The possibility to
restore vision with multiple simultaneously elicited phosphenes
is the foundation for the current effort in restoring vision using
microelectronic visual prostheses, and is the general assumption
made in simulations of prosthetic vision. It has been shown by
Brindley and Rushton (1974), Dobelle and co-workers (Dobelle,
2000; Dobelle et al., 1976), Humayun and co-workers (Humayun
et al., 1999), Zrenner and co-workers (Zrenner et al., 2006, 2007)
and Richard and co-workers (Richard, Hornig, Keseru, & Feucht,
2007) that it is possible to form recognizable symbols and rudi-
mentary shapes from multiple simultaneously elicited phosph-
enes. As yet, no device has been demonstrated to render a
complete visual scene with simultaneously presented phosphenes.
Following Brindley and Lewin’s successful implantation in
1968, the scientiﬁc community immediately followed-up with
computer simulations of the visual experience (Knowlton, 1971;
Sterling & Weinkam, 1971). Visualizing the results published by
Brindley and Lewin provided a ﬁrst-hand view of the world from
the perspective of the implant recipient. The simulations were very
crude, given the computer technology at the time. Modern virtual-
reality (VR) technology – lightweight head-mounted displays
(HMD), miniature cameras, and increased computer power, etc. –
has allowed subjects to be ‘‘immersed” in simulations of prosthetic
vision (SPVs) more closely resembling the descriptions of phos-
phene perception reported by visual prosthesis recipients.
Just as the interest in developing a visual prosthesis intensiﬁed
in recent years, Cha and co-workers published their SPV study ﬁnd-
ings regarding the number of phosphenes required for compara-1 Note that there are various other reports of phosphenes elicited by electrical
stimulation of the visual cortex and the retina in preliminary research leading to
these prototypes that are not included in Table 1. For example, the notable research
by Humayun et al. (1999), Lee, Hong, Seo, Tae, and Hong (2000), and Rizzo et al.
(2003); however, their work is recognized in the text of this review. Subjects from
these preliminary investigations generally reported a larger variety of phosphene
appearances, while the description of phosphenes from prototype devices tend to be
more consistent. Only the descriptions from chronic trials are summarized because
these are likely to more closely resemble the phosphenes in commercial visual
prostheses.ble-to-normal visual acuity (Cha, Horch, & Normann, 1992a),
reading (Cha, Horch, Normann, & Boman, 1992) and navigation
capabilities (Cha, Horch, & Normann, 1992b). Their studies have
been often quoted in the visual prosthesis literature, because such
studies, though based on simulation, actually inform visual pros-
thesis designers, at an early developmental stage, of the speciﬁca-
tions that would make a visual prosthesis device acceptable and
practical to its recipient. Many other investigators have since pub-
lished their own SPV investigations.
This paper aims to review the recent efforts in simulating pros-
thetic vision. A major concern is that the performance of normal
observers afforded in simulations may not accurately model the
performance of real prosthesis recipients. One means of addressing
this discrepancy is to attempt to make the simulated experience
more like that of having the visual system electrically stimulated
so that the results and their interpretation may be more relevant.
Therefore, components of SPV are discussed from the ﬁrst princi-
ples, i.e. based on the descriptions provided by ﬁrst-hand observers
– the recipients of trial visual prosthesis devices (Table 1). In addi-
tion, a modularized SPV framework is proposed in this review. The
objective is to establish a uniﬁed platform that can be used to pro-
duce simpliﬁed models of prosthetic vision suitable for demonstra-
tion and for psychophysical studies of prosthetic vision, yet can be
powerful enough to be applied for accurate visualization of the
phosphene ﬁeld experienced by implant recipients. In the conclud-
ing section, we further suggest a set of minimum requirements for
a simulation consistent with the experience of visual prosthesis
recipients for the consideration of future SPV investigators.
2. Simulation of prosthetic vision
Prosthetic vision is built upon phosphenes. A phosphene is ‘‘any
visual sensation caused by means other than stimulation of the vi-
sual system by light”. This encompasses phosphenes elicited by
mechanical forces and magnetic stimulation but in the present
context, the focus is on phosphenes elicited by electric stimulation.
Particularly, a phosphene will be referred to as a single, elementary
spot of light in the visual ﬁeld unless explicitly stated otherwise.
This means that a cluster of dots elicited (Veraart et al., 2003) will
be addressed as a cluster of phosphenes, and a merged patch of
light from multiple electrodes (Brindley & Lewin, 1968; Brindley
& Rushton, 1974; Fujikado et al., 2007; Horsager, Weiland, Green-
berg, Humayun, & Fine, 2008; Zrenner et al., 2006, 2007) will be
addressed as a combinatorial effect of multiple phosphenes.
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nents, many investigators have implemented simulations (or vi-
sual models) of the anticipated form of restored vision (SPV) by
extrapolating from the description of singular phosphenes in the
literature to a visual ﬁeld composed of a large collection of phosph-
enes; this is the expected form of prosthetic vision to be provided
in future visual prostheses. As shown in Table 2, a large variety of
SPVs have been proposed. In our experience, a SPV can be divided
into the following modules:
 Phosphene typeface: this concept draws its inspiration from the
character typeface. In a character typeface, a speciﬁc style of
alphanumeric characters is pre-composed. A phosphene type-
face is a set of visual phosphene proﬁles of one particular visual
style with varying size, luminance, color, and other visual attri-
butes. Just as the letter ‘a’ retrieves the same character across
different character typefaces, a size index of 1 and luminance
of 2 can interchangeably retrieve the desired phosphenes from
different phosphene typefaces. These attribute indices (size
and luminance in this case) are referred to as Phosphene Modu-
lation Indices (PMIs).
 Phosphene map: location of phosphenes in the visual ﬁeld.
 Phosphene processor: image processing routines taking in a visual
scene and for each phosphene speciﬁed by the phosphene map
calculate the appropriate PMI. Some image processing directives
may also take into account the visual style of the speciﬁc phos-
phene typeface to be used.
 Phosphene renderer: composes a phosphene ﬁeld with the phos-
phenes retrieved by the phosphene processor.
The simulation process is as illustrated in Fig. 1. Simulating
phosphene vision starts with choosing the ‘‘phosphene map” and
the ‘‘phosphene typeface” for each phosphene. (Typically, the same
typeface is used for all phosphenes in the same SPV study.) For an
implant recipient, this would involve mapping out the phosphene
locations in the visual ﬁeld and constructing each phosphene’s
typeface based on the correlation between stimulus parameters
and the phosphene descriptions.
The ‘‘phosphene processor” is programmed to translate images
into appropriate PMIs based on the phosphene typefaces selected
and the phosphene map. To obtain the PMIs, the phosphene pro-
cessor receives the image to process from the camera, the locations
of the phosphenes (phosphene map) and the visualization of the
simulated phosphenes (phosphene typeface).
For an actual device, PMIs correlate to appropriate electrical
stimulus parameters for eliciting the desired phosphene appear-
ance. For visual simulations, the visualization or the ‘‘phosphene
renderer” module is responsible for painting the SPV on the screen.
This process requires input from the phosphene processor, phos-
phene typeface and the phosphene map modules. The output from
the phosphene processor, the PMIs, is used to retrieve the selected
phosphenes of the desired size, luminance, etc., from the phos-
phene typeface module; then each retrieved phosphene is subse-
quently rendered at its respective positions on a computer screen
according to the phosphene map.
The above SPV framework is modularized so that the conﬁgura-
tions from different investigators can be dissected and discussed.
Each module can be independently substituted with alternative
solutions. For example, some investigators used solid circles as
their visual appearance of phosphenes (phosphene typeface) while
others prefer the Gaussian visual proﬁle; some investigators used a
square phosphene map, while others used a hexagonal lattice; a
variety of image processing routines can be implemented as the
phosphene processor module; and the implementation of the
phosphene renderer determines how realistic the simulation is
compared to implantee reports. Examples of different SPVs areillustrated in Fig. 2. A summary of the SPVs from the literature is
presented in Table 2.
Each of these modules is described in turn in the following sub-
sections, in conjunction with reviewing the present body of work
and specifying what is required of an ideal phosphene vision sim-
ulator with respect to the reports from actual human trials of vi-
sual prosthesis devices.
2.1. Visual appearance proﬁle: phosphene typeface
There are many ﬁrst-hand reports in the literature describing
the visual appearance of phosphenes. In Table 1, those pertaining
to chronic implantation of prototype devices are summarized.
The discussion to follow is also mainly based on descriptions from
these chronic implantations. However, several other notable re-
ports, e.g. Bak et al. (1990), Brindley (1973), Dobelle and Mladejov-
sky (1974), Fujikado et al. (2007), Humayun et al. (1996, 1999), Lee
et al. (2000), Pollen (1975), Richard et al., (2004, 2005), Rizzo et al.,
(2003), Schmidt et al. (1996), and Tehovnik et al. (2005), may also
be of interest to the reader. Where relevant, the observations from
these reports are also included in the discussion.
There is a large variety of visual phosphene proﬁles described in
the literature. The ‘‘common form” of phosphenes is a small, round,
colored spot of light in the visual ﬁeld. In foveal and parafoveal vi-
sual ﬁelds, the edge of the phosphene is deﬁned more sharply com-
pared to the ‘‘cloudy” appearance of phosphenes at greater
eccentricities (Brindley & Lewin, 1968). In some reports, the ‘‘com-
mon form” only contribute to 50% of the observed phosphenes (Lee
et al., 2000; Rizzo et al., 2003), and even less so for optic nerve
stimulation (Veraart et al., 1998). The second most observed form
is clusters of phosphenes, with each phosphene still appearing as a
small, round, colored spot of light. Phosphenes have also been ob-
served in the form of elongated shapes (Brindley & Lewin, 1968;
Rizzo et al., 2003), lines/bars (Rizzo et al., 2003; Veraart et al.,
1998), triangles (Veraart et al., 1998), doughnut shaped (Humayun
et al., 2003), and in more complicated patterns (Veraart et al.,
1998). The shape of the phosphenes was generally not responsive
to changes in the stimulus parameters (Rizzo et al., 2003; Rushton
& Brindley, 1978), except for the case of optic nerve implants
(Veraart et al., 1998).
The descriptions of phosphenes from chronic human trials of
prototype visual prosthesis devices appear to be dominated by
the ‘‘common form” (see Table 1). This is the form of elementary
visual percepts from which investigators wish to build prosthetic
visual scenes. For example, although a large variety of different
phosphene forms have been observed with the optic nerve im-
plant, Veraart and co-workers (Brelen et al., 2005; Veraart et al.,
2003) speciﬁcally only chose ‘‘common form” phosphene subsets
to conduct psychophysical studies.
While most phosphenes were described (or otherwise implied)
as ‘‘round” (e.g. Brindley & Lewin, 1968, Dobelle et al., 1974, Huma-
yun et al., 2003, Fujikado et al., 2007), it is doubtful that the observ-
ers had always meant ‘‘perfectly circular” when they described the
phosphene as ‘‘round”. Such description can encompass any shape
with a smooth, curved circumference, balls, ovals, and pebbles. For
example, one may refer to the irregular shaped phosphenes in Riz-
zo and co-workers’ acute experiments (2003) as approximately
round.
For simplicity most SPV investigators have chosen perfectly cir-
cular shaped phosphenes for their simulation studies (Table 2). The
circular shape is non-oriented, isotropic in shape and lacks visual
features such as pointy corners or straight edges that may interfere
with visual perception of the underlying scene. The other common
choice of shape is a square, as they are easier to render on the com-
puter monitor and optimized generation methods for square
shapes are readily available in software packages. It should be
Table 2
The visual appearance of phosphenes from the literature reports of simulations of prosthetic vision, in alphabetical order by the ﬁrst author.
References Shape Size Lattice Resolution Field of view No. of
grays
Image processing Image
source
Refresh
rate
Scanning mode
Boyle et al. (2001, 2002b) Circle n/a Square n/a n/a 2, 3 Mean, edges, depth, saliency Printed
cards
Static None
Boyle et al. (2002a, 2003) Square n/a Bitmapa n/a n/a 2, 256 Mean, edges, depth, saliency Printed
cards
Static None
Buffoni et al. (2003, 2005) Circle 0.6 Irregular <0.5 n/a 256 Mean, image segmentation,
edge enhancement,
thresholding
Camera still ? None
Cai et al. (2005) Circle 0.4 Irregular 1.2 11  11 8 Mean Camera 10 Hz Head
Cha et al. (1992, 1992a, 1992b) Circle Pinholes Square 0.05–0.15 Max
1.7  1.7
256? Impulse Camera 30 Hz Head
Chai et al. (2007) Square 0.33–0.67 Square 0.42–0.87 5  5 2 HanziConverter Computer
generated
Static Static
Chai et al. (2008) Circle 0.37 None None 25  25 2 None Computer
generated
None None
Chen et al. (2004, 2005a, 2005b, 2006, 2007) Gaussian r = 0–0.4 Hexagonal 1.6 16  16 16b Mean, Gaussian Computer
generated
30 Hz Head
Dagnelie et al. (2006a) Circle 0.22–0.68 Square 0.3–0.9 48  36 2–8 Mean Computer
generated
60 Hz Hand (mouse)
Dagnelie et al. (2006b) Gaussian 1 Square 3 48  36 ? ? (DirectShow) Camera 30 Hz Head
Dagnelie et al. (2007) Square 1.2, 2.0 Square 1.7, 2.7 28  21 ? Mean? Camera ? (+delay) Head
Gaussian r = 0.81 Square 2.7 48  36 8 Mean? Computer
generated
60 Hz
(+delay)
Game controller
or keyboard
Dowling et al. (2004) Square n/a Bitmapa n/a n/a 2, 256 Mean, edges Printed
cards
Static None
Dowling et al. (2005) Square 2.0 Bitmapa 2.0 55  41 8, 256 Median, collision alert Camera 7.5 Hz Head
Eckmiller et al. (2004, 2005), Becker et al.
(1999)
Square n/a Bitmapa n/a n/a 256 Neural network Computer
generated
n/a None
Fu et al. (2006) Circle 0.04–0.8 Square 0.08–1.7 21  16 2 Mean Camera 25 Hz Hand
Hallum et al. (2003), Hallum, Suaning,
Taubman, and Lovell (2004), and Hallum
et al. (2005)
Circle Variable,
max = 1.46
Hexagonal 1.9 99 32b Impulse, mean, Gaussian Computer
generated
50 Hz Hand
Hallum et al. (2006a) Circle n/a Stochastic n/a n/a 32 Impulse Camera still Static None
Hallum et al. (2006b) Gaussian n/a Stochastic n/a n/a 32b Impulse Various still
images
Static None
Hayes et al. (2003) Square 0.5, 1.3 Square 0.75, 2 28  21 6 Mean Camera ? Head, hand
Gaussian n/a Square 2? 30  23 8 Mean Camera ? (+delay) Head, hand
Morillas et al. (2007), Pelayo et al. (2003a,
2003b, 2004)
Square n/a Bitmapa n/a n/a 256? DoG, LoG, Gaussian, Dt Camera n/a None
Perez Fornos et al. (2005) Gaussian r = 0.001–
0.06
Square 0.05–1.3
eccentric
107 256? Mean Computer
generated
>100 Hz Gaze
(head + eye)
Square 0.05–1.3 Bitmapa
Sommerhalder et al. (2003) Square 0.05–1.3 Bitmapa 0.05–1.3
eccentric
20  7,
10  3.5
256? Mean Computer
generated
Static Gaze
(head + eye)
Sommerhalder et al. (2004) Square 0.05–1.3 Bitmapa 0.05–1.3
eccentric
10  7 256? Mean Computer
generated
Static Gaze
(head + eye)
Thompson et al. (2003) Circle 0.22–1.13 Square 0.3–1.2 36  36 2–8 Mean? Camera
stills
30 Hz Hand (mouse)
Vurro et al. (2006) Gaussian n/a Square,
hexagonal, log-
polar
0.75
variable
16  16 5 DoG, contrast gain Camera
stills
Static Static
Wong et al. (2007) Gaussian 0.94 Square 0.94 9.4  9.4 8 Based on mean ﬁltering Computer
generated
30 Hz Eye
Items marked with a question mark (?) indicate the lack of information directly from the literature.
a Bitmap is a square lattice with no gap between pixels.
b Size of the phosphene was modulated.
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Fig. 1. Modularized framework for simulating phosphenes. At the phosphene processor, the original image is ﬁltered and phosphenized based on the selected phosphene
typeface and phosphene map. The output of the phosphene processor is visualized at the phosphene renderer module using the selected phosphene map and typeface to
produce the ﬁnal simulated prosthetic vision. Solid arrows indicate the path of the visual information. Arrows with dotted outlines indicate ﬂow of the accessed parametric
information.
S.C. Chen et al. / Vision Research 49 (2009) 1493–1506 1497noted that these – neither perfectly circular nor square phosphenes
– match the exact shape of real phosphenes described in the
literature.
The second visual feature to consider is the spatial luminous
proﬁle of a phosphene. Many investigators have chosen to use solid
circles to illustrate a phosphene (Fig. 3, left). Although this would
reduce the computation required to render phosphene vision, it
is unlikely that physiological phosphenes have sharply deﬁned
boundaries. Dagnelie and co-workers, who had ﬁrst-hand contact
with recipients of both acute and chronic retinal implants, wrote
that ‘‘phosphenes elicited electrically in the retina do not resemble
sharp-edged round dots” (Dagnelie, Barnett, Humayun, & Thomp-
son, 2006a) and ‘‘we were able to improve our experimental proce-
dure through feedback from retinal prosthesis recipients. . . [by
using] pixels [i.e. phosphenes] with a Gaussian luminous distribu-
tion” (Hayes et al., 2003).The Gaussian proﬁle Dagnelie and co-workers had chosen is
analogous to the ‘‘bell shaped curve” in the two dimensional do-
main; the luminance is brightest at the centre of the phosphene,
and smoothly decays to the periphery (Fig. 3, right). The Gaussian
proﬁle, however, is unbounded, that is, its values are deﬁned con-
tinuously to inﬁnity. The proper implementation of the unbounded
Gaussian proﬁle, or any other unbounded proﬁles, is to truncate it
at a point where its values fall off to the background grey level.
Some investigators compromise by truncating the Gaussians at
an earlier point so as to improve the memory footprint of the pro-
gram and for speeding up rendering. This results in the ‘‘bounded
phosphene cell” effect illustrated in Fig. 6 (to be discussed later
in Section 2.4). A better option would be to reduce the memory
footprint and reduce rendering time by adopting spatially bounded
variants of Gaussian-like phosphene typeface, e.g. cubic splines or
raised cosines.
Fig. 2. Various simulations of prosthetic vision. Top left: the Snellen E rendered on an irregular phosphene map using Gaussian phosphenes modulated in size. Top right:
some text rendered on a square phosphene map using solid circle phosphenes modulated in luminance. Bottom left: a face rendered on a hexagonal phosphene map using
Gaussian phosphenes modulated both in intensity and size. Bottom right: a corridor rendered in the ‘‘bitmap” simulation (see footnote to Table 2) of prosthetic vision.
Fig. 3. Left: simulates phosphenes using solid circles. Right: simulates phosphenes
using Gaussian intensity proﬁles, which is closer to the actual appearance of
physiological phosphenes. Modulation of both intensity (gray level) and size are
simulated.
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ple: red (Veraart et al., 1998), blue (Humayun et al., 2003; Rushton
& Brindley, 1978; Veraart et al., 1998), orange (Dobelle et al., 1974,
Humayun et al., 2003; Veraart et al., 1998), yellow (Humayun et al.,
2003; Rushton & Brindley, 1978; Veraart et al., 1998), and multi-
colored (Veraart et al., 1998). No investigator has been able to elicit
phosphene colors in a controlled fashion in human testing. There is
some evidence that this control is perhaps achievable. It was noted
by Rushton and Brindley (1978) that as the pulse current is in-
creased from threshold values, the phosphene ﬁrst became more
colored, followed by increase in luminance; however, they did
not succeed in reliably altering the color of the phosphene inde-
pendently of the luminance. Humayun and co-workers (2003)
noted that blue colored phosphenes were regularly observed at
the cessation of high frequency stimulation. To date, attempts to
systematically correlate electrical stimulus parameters to phos-
phene color have not been successful (Rushton & Brindley, 1978,
Dobelle et al., 1974, 2003; Weiland et al., 2003).
Colorless (white) or lightly colored phosphenes do dominate the
visual descriptions from chronic implantees (e.g. Dobelle, 2000;
Dobelle et al., 1974; Humayun et al., 2003; Rushton & Brindley,
1978). Also, phosphenes elicited from the same human volunteer
tend to be similarly colored. In any case, choosing similar colored
phosphenes has the advantage of not confusing the implant recipi-
ent with the incorrect color information in the phosphene vision,as indicated by Dobelle and co-workers (1974). Therefore, without
loss of generality, the grayscale model can be and is the color
scheme adopted by every SPV investigator in the literature. How-
ever, if the intention is to simulate exactly the visual perception
of a visual prosthesis recipient, then color information needs to
be incorporated into the simulation.
It has been observed that the appearance of phosphenes can
vary with respect to the strength of the electrical stimulation. In
optic nerve implants in particular, Veraart and co-workers ob-
served that a slight change in the stimulus variable can drastically
affect the color, size, multiplicity, location and various other visual
appearance characteristics of phosphenes (Veraart et al., 1998).
They have subsequently worked on modeling and controlling the
effect of stimulus parameters (Brelen et al., 2005; Delbeke et al.,
2003). However, most likely due to the nature of the optic nerve,
Delbeke and co-workers (2003) noted that except for phosphenes
elicited at very near threshold levels, phosphene luminance was al-
most independent of the stimulus parameters studied. They noted
that subjective luminance was only ranked on average from zero to
four out of a scale from zero to nine.
In other human trials, in both cortical and retinal based phosph-
enes, it was found that, in general, an increase in stimulus strength
works to increase the luminance and sometimes simultaneously
the size of the phosphenes (Brindley & Rushton, 1974, Dobelle,
2000; Fujikado et al., 2007; Humayun et al., 2003; Rizzo et al.,
2003; Rushton & Brindley, 1978; Weiland et al., 2003; Zrenner
et al., 2007). Speciﬁcally, Rushton and Brindley (1978) observed
12 distinct levels of luminance, Rizzo and co-workers (2003) ob-
served three levels, Humayun and co-workers (2003) indicated
their subject could differentiate at least ten levels of luminance
on all electrodes, and Zrenner et al. (2007) indicated that a full cov-
erage of a luminance scale from zero to ﬁve was attained. Huma-
yun and co-workers (2003) also observed that for retinal
stimulation, the luminance of the phosphenes nearer the fovea
tends to be more responsive to changes in the stimulus strength
compared to phosphenes located more peripherally. Rizzo and
co-workers (2003) with acute epiretinal stimulation found that
large inter-trial variance prevented them establishing a conclusive
relationship between stimulus strength and perceived luminance
of phosphenes; in fact, they found that stimulating the same elec-
2 Other systems of specifying the phosphene lattice based on crystallography or a
system of distances and angles have been suggested. The complexity of these systems
is no less, and possibly more, compared to the system introduced here. In fact, they
are very similar compared to the suggested system, whose main advantage lies in the
ease of implementation at the programming level.
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of the time. Studies are also confounded by subjective judgment of
size and luminance in visually impaired subjects.
The size of phosphenes observed in human trials varied from a
punctuate spot of light (0.1 of visual angle) to as large as a football
at arm’s length (25) on rare occasions. However, most phosph-
enes are around 0.5–2 (Table 1). The size of the phosphene has
been principally indicated with reference to objects at arm’s
length. Brindley and Lewin’s patient (1968) described phosphenes
as a ‘‘star” in the sky (0.1) and a ‘‘grain of sago” (0.2) at arm’s
length; Dobelle and co-workers’ (1974) patient described the phos-
phene as ranging from the size of a ‘‘grain of rice” (0.3) to the size
of a ‘‘coin” (1) at arm’s length; Veraart and co-workers’ (1998) pa-
tient indicated phosphene dots in the range from 8 to 42 arcmin
covering visual ﬁeld areas from 1 to 50 squared; Humayun and
co-workers’ (2003) patient reported phosphene sizes from a
‘‘match head” (0.4) to a ‘‘quarter” (2.2), and drew these percepts
as small as 0.25 cm in diameter on a drawing board in his lap; Riz-
zo and co-workers (2003) measured size against a ‘‘pea” (0.5), a
‘‘dime” (1.7), or a ‘‘quarter” (2.2) at arm’s length; Richard and
co-workers’ (Richard et al., 2004, 2005) patients described phosph-
enes with sizes from the ‘‘match head” (0.4), an ‘‘apple” (10) and
a ‘‘football” (25) at arm’s length; Fujikado and co-workers (2007)
also reported phosphene sizes varying from a ‘‘dime” (1.7) to a
‘‘quarter” (2.2) at arm’s length; and Zrenner and co-workers’
(2007) patient indicated phosphene size varied from 1 mm (0.1)
to 5 mm (0.5) at arm’s length.
To model the effects graded electrical stimuli have on the visual
appearance of phosphenes, most of the SPV investigations have
either adopted ﬁxed-sized phosphenes in the range of 0.2–2 with
variable luminance or variable size phosphenes with ﬁxed lumi-
nance (Table 2). These attributes have been modulated between
2 and 32 discrete levels in the literature (Table 2). Given the afore-
mentioned brief review on the number of luminance levels that
can be attained in human trials, modulation of 8 to 16 levels for
near-term commercial devices appears appropriate in SPV. This is
pursuant on the establishment of a reliable mapping between
stimulus parameters and the luminance and/or size, or other visual
attributes of phosphenes, in a stable and controlled preparation
involving chronically implanted visual prosthesis recipients. Typi-
cal human perception is likely to be able to discern 12–24 different
luminance changes, and a grayscale picture of 32 levels is quite
capable of presenting near-continuous grayscale changes (Gonz-
alez & Woods, 1992). Nevertheless, it remains to be determined
how useful multiple phosphene luminance levels are in composing
a prosthetic visual scene (Dobelle, 2000).
The idea of the phosphene typeface is to organize a class of
phosphene proﬁles as characters of a text font, and be able to
easily choose the right ‘‘character” (i.e. phosphene) as required.
For example, say 12 levels of distinguishable phosphenes are
available, the smallest or dimmest phosphene may be mapped
to an index of 1 and subsequently larger and brighter phosph-
enes mapped with increasing indices up to 12; thus as required
by the simulation, the phosphene of the appropriate size can be
easily selected. Such an index is referred to as a PMI. A similar
index can be formulated for luminance. The same PMI can con-
trol both size and luminance, or separate (multidimensional) PMI
axes can be used to modulate phosphene size and luminance,
even color (or multiplicity of phosphenes), independently. In
clinical trial applications, investigators are possibly able to vary
a number of stimulus parameters, for example current ampli-
tude, duration, frequency, etc., and these can be mapped to a
multidimensional and most likely non-linear PMI axis of a phos-
phene typeface. A separate phosphene typeface could (and per-
haps should) even be built for the visual percept elicited for
each individual electrode for each recipient.2.2. Phosphene map
Like phosphene typefaces, the phosphene locations in the visual
ﬁeld are information to be supplied by the implant recipient. De-
spite well-known regular mappings between the stimulation sites
and the visual ﬁeld (e.g. retinotopic visual ﬁeld organization), the
observed phosphene maps from regular lattices of stimulating
electrodes are often quite distorted.
For cortical implants, although the positions of the phosphenes
do not form a recognizable lattice, Brindley and co-workers (Brind-
ley & Lewin, 1968; Brindley & Rushton, 1974; Everitt & Rushton,
1978) and Dobelle and co-workers (Dobelle et al., 1974, 1976,
2000) all indicated that the position of the phosphenes generally,
but not always, correspond to their expected region in the visual
ﬁeld. Phosphenes from the implants of Brindley and co-workers
were observed at eccentricities up to about 35. Phosphenes from
the implants of Dobelle and co-workers were indicated to be about
20 eccentricity. Their exact position as indicated by the patients
may vary slightly from trial to trial, but in general the mapping re-
mained the same – in one instance, for up to twenty years (Dobelle,
2000). Both research groups were able to handpick a selected set of
phosphenes to conduct a visual Braille reading exercise for their
patients (Brindley & Rushton, 1974; Dobelle et al., 1976).
It appears that the mapping is less distorted for retinal im-
plants. From the phosphene map that Humayun and co-workers
(2003) have provided, the relative spatial order of the electrodes
has been translated to the relative visual ﬁeld positions of phosph-
enes (all except for one electrode). The locations of the phosphenes
in the visual ﬁeld were also noted to generally correspond to their
expected positions of the electrodes on the retina, falling mostly in
the superior nasal ﬁeld from 0 to 60 eccentricity. It is probably a
fair assumption that phosphene maps from retinal based implants
can be approximated by a geometric distortion on the electrode
lattice with stochastic jitter offsets of each phosphene position.
The visual ﬁeld placement of the phosphene map in SPV can be
approximated to the position where the electrode array is expected
to be placed on the retina.
For optic nerve implants, the spatiotopic mapping of phosph-
enes is a bit more complex. Veraart and co-workers (Brelen et al.,
2005; Delbeke et al., 2003; Veraart et al., 1998, 2003) have ob-
served phosphenes covering a large portion of the visual ﬁeld up
to 30 leftwards and 30 rightwards on the horizontal meridian,
and 35 upwards and 50 downwards on the vertical meridian.
The fact that Veraart and co-workers were able to formulate a
stimulus strategy to roughly control the visual ﬁeld locations of
the phosphenes (Delbeke et al., 2003) indicates that there is some
degree of retinotopic organization in the optic nerve.
Investigators need to be aware of the irregular phosphene maps
and the restricted and disproportionate phosphene map coverage.
In simulation, however, it is one less parameter to manipulate if
the phosphenes are presented in a regular lattice. At some later
stage, performance trends reported from SPV studies needs to be
validated against sample irregular phosphene maps reported from
human trials.
The regular lattices adopted by SPV investigators are commonly
square or hexagonal (Table 2). One way to specify a lattice is to see
different lattice conﬁgurations as deformations to a regular square
lattice (Fig. 4).2 Using a scalar v1, the distance to the next horizontal
coordinate to the right can be speciﬁed. A second scalar value v2
indicates the horizontal shift required of every second row in the lat-
Fig. 4. Illustrating the deformation applied on a regular square lattice to compose a regular hexagonal and a regular diamond lattice.
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below. Normally, it is of interest to specify the phosphene centre-to-
centre spacing (PS) directly, so v = (v1, v2, v3) are normalized to PS.
Under this schema, v = (1, 0, 1) would give a square lattice,
v ¼ ð1;0:5;
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=2Þ would give a hexagonal lattice, and
v ¼ ð
ﬃﬃﬃ
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;1=
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2
p
;1=
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2
p
Þ would give a diamond lattice. The internal
computer representation of the phosphene map can retain a two
dimensional array, which makes for straightforward programming.
An additional ‘‘mask” array can be used to remove unnecessary
phosphenes or to simulate phosphene ‘‘drop-outs”. The lattice can
be rotated if so required, by applying a rotational transform. Lastly,
jitter can be introduced on each individual phosphene of the origi-
nally regularly formed array to emulate an irregular map.
Regular lattices lend themselves to well-founded analytical rou-
tines for image processing such as using the Fourier Transform for
studying the spatial frequency content pertaining to reading, face
and object recognition, etc. However, they are not without their
shortcomings. First of all, misleading patterns from certain tex-
tures can be visible due to the sampling limit of the lattice (moiré
patterns). These patterns may impact on the performance of sub-
jects in psychophysical testing.
The second problem is the degree of relevance the results
from a regular phosphene lattice may have, given irregular phos-
phene maps are more likely to be found in implant recipients.
Irregular or stochastic phosphene maps are found in reports by
Cai, Fu, Zhang, Hu, and Liang (2005) and Hallum, Chen, Cloherty,
and Lovell (2006a), Hallum, Cloherty, Taubman, Suaning, and
Lovell (2006b). They simulated irregular phosphenes by using a
spatial probability distribution function to model the likelihood
of a phosphene being displaced from its original lattice location.
For example, the two dimensional normal distribution model
was adopted by Cai and co-workers (2005), such that the stan-
dard deviation of the normal distribution determines the degree
of irregularity in the resultant phosphene map. Conclusions
drawn by Cai and co-workers and Hallum and co-workers ap-
pears contradictory. More investigation needs to be done to
compare the performance outcomes between irregular phos-
phene maps and regular phosphene maps.To obtain the visual ﬁeld location of phosphenes from implant
recipients, a mapping procedure needs to be formed such that
the visual coordinates of phosphenes can be registered in the soft-
ware. Given that the recipient is likely to have no remaining visual
function, that is no visual reference, and with the complication of
inaccuracy in gaze and pointing estimates, the task of mapping
phosphenes accurately to their visual ﬁeld locations is not trivial.
Brindley and co-workers painstakingly measured relative distance
between phosphenes, attempting to use triangulation to compose
the phosphene map, yet each attempt at mapping produced
slightly different results (Everitt & Rushton, 1978). Systematic er-
ror in terms of overall spatial position, orientation or minor spatial
distortion may be overcome through the recipient’s learning to
compensate accordingly. However, a random error in individual
phosphene location leads the image processor to produce reduced
quality phosphene vision (Cai et al., 2005; Hallum et al., 2006a).
A phosphene ﬁeld is also likely to provide only a very limited
ﬁeld of view, possibly with 10 or 15 visual angle, most likely in
an eccentric cluster, i.e. not directly at the centre of our vision
(see Perez Fornos, Sommerhalder, Rappaz, Safran, & Pelizzone,
2005; Sommerhalder et al, 2003, 2004). However, phosphenes at
angles greater than 30 eccentricity have been elicited (Brindley
& Rushton, 1974; Delbeke et al., 2003; Everitt & Rushton, 1978;
Veraart et al., 1998). Phosphenes at these visual angle positions
may also play an important role in navigational tasks (Lovie-Kit-
chin, Mainstone, Robinson, & Brown, 1990). Most HMDs can only
display about 20 of the visual ﬁeld; HMDs with wider ﬁeld of view
have been employed (Dagnelie, Walter, & Liancheng, 2007; Dagne-
lie et al., 2006a; Dagnelie, Walter, & Liancheng, 2006b; Thompson,
Barnett, Humayan, & Dagnelie 2003).
2.3. Phosphene processor
Once the phosphene typefaces and the phosphene map have
been selected, the next step is to conﬁgure the image processing
that will transform an image into PMIs describing each phosphene
in a phosphene ﬁeld. A large majority of investigators use a camera
for supplying real-time images to their phosphene processor (Table
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sual scene for the phosphene processor. The latter provides an
environment where the investigator has more control, especially
over lighting, contrast, apparent size, etc.
The frame rate of the real-time SPV varies depending on the
speed of image acquisition (or generation) and the processing time
required by the phosphene processor and renderer stages. Flicker
fusion generally requires at least 20 fps (up to 60 fps depending
on retinal site and level of luminance, Table 1). Care is needed in
managing the processing time lag in the SPV presentation, as this
increases the incoherence between the orientation information
supplied by vestibular and visual sensory input, which is a prime
factor leading to motion sickness symptoms such as nausea, dizzi-
ness, headaches, disorientation, etc., as demonstrated by Howarth
and co-workers (Howarth & Costello, 1997; Howarth & Finch,
1999).
The most primitive form of image processing is impulse sam-
pling. This is simply taking the gray level values at phosphene loca-
tions on the image corresponding to the phosphene map to obtain
PMIs for each phosphene. A simple extension of this is a mean ﬁlter
(Fig. 5, top row), which takes the average gray value over an area
centered at the locations designated by the phosphene map; this
area can be viewed as the ‘‘receptive ﬁeld” of a phosphene (other-
wise referred to in the literature as phosphene ‘‘aperture”: Chen,
Hallum, Lovell, & Suaning, 2005b; Dagnelie et al., 2006a; Hayes
et al., 2003). This is an area in an image in which the visual infor-
mation is sought to be represented by a phosphene. Using a mean
ﬁlter, luminance information from each pixel of this receptive ﬁeld
is represented equally by a phosphene. The mean ﬁlter is the most
commonly used process for calculating PMIs in the literature.
Alternatively, using a Gaussian ﬁlter, the phosphene will be
preferentially weighted to the luminance information towards
the centre of this receptive ﬁeld. And using a Laplacian of Gaussi-
ans (LoG) ﬁlter (Fig. 5, bottom row), the luminance contrast be-
tween the centre and the surround of this receptive ﬁeld is
represented by the phosphene. Other linear ﬁlter descriptions ofFig. 5. Examples of image processing used in simulated prosthetic vision generation. Top
the subsequent phosphenized output. Middle row: the original image undergone histog
ﬁlter as top row). Bottom row: Thresholded edge image using the LoG ﬁlter to the origithe phosphene receptive ﬁeld have also been considered: differ-
ence of Gaussians (DoG) ﬁltering, edge detection, saliency map-
ping, etc. In the literature, a square phosphene receptive ﬁeld is
adopted for a square lattice, and a circular or hexagonal phosphene
receptive ﬁeld for hexagonal lattices.
Neighboring phosphene receptive ﬁelds can be made to overlap.
Consider the case of contrast operators (DoG and LoG ﬁlters) – the
surround receptive ﬁeld of one phosphene can extend to the centre
receptive ﬁelds of neighboring phosphenes to enhance perception
of luminance contrasts in an image and to reduce the mutual lumi-
nance information imparted by neighboring phosphenes. There is
also increased discussion over the interactions between neighbor-
ing phosphenes (merging, masking, etc. Brindley & Lewin, 1968;
Brindley & Rushton, 1974, Fujikado et al., 2007; Horsager et al.,
2008; Zrenner et al., 2006, 2007), and image processing on overlap-
ping phosphene receptive ﬁelds may be a good model to take into
account these effects. These interactions may essentially require
implementation of non-linear operators over overlapping phos-
phene receptive ﬁelds.
In terms of processing, if each phosphene takes on the same ﬁl-
ter conﬁguration, the equivalent of applying the ﬁlter to each phos-
phene receptive ﬁeld is to convolve the linear ﬁlter over the entire
image, then sample at the phosphene map locations. This will
eliminate processing needs between frames of an otherwise static
scene to speed up the presentation. However, ﬁltering the entire
image will naturally be more processing intensive if it had to be
performed on a frame-by-frame basis such as in a real-time navi-
gation exercise.
Phosphene processors can also be sought from the perspective
of picking a set of phosphenes from the available typeface to best
represent the visual scene. This image processing solution then be-
comes an error minimization routine – constructing a phosphene-
based image to resemble as much as possible a reference image.
Differences between the reference and the phosphene image can
be calculated based on mean-squared error, saliency, or other hu-
man visual system feature based metric.left: original image of a corridor. Top row: mean ﬁltered image of the original and
ram equalization and the subsequent phosphenized output (using the same mean
nal image and the subsequent phosphenized output.
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tigators to improve the grayscale dynamic range of an image: im-
age segmentation, contrast (gamma) adjustment, histogram
equalization (Fig. 5, middle row), etc. In addition, PMI are based
on a reduced number of discrete levels as discussed earlier. These
can be combined into a single grayscale remapping stage where
the original grayscale undergoes level or tonal adjustments and
then quantized into PMIs.
In the context of an actual visual prosthesis device, the algo-
rithms tailored for producing a comprehensible simulated visual
output require an additional stage to be converted into stimulus
parameters that will effectively activate neural elements to gener-
ate the desired phosphenes. For example, Yanai and co-workers
(2007) obtained PMIs for phosphene luminance from mean ﬁlter-
ing of the camera image. Then, these PMIs were remapped to a pre-
deﬁned set of stimulus patterns that will elicit phosphenes of the
corresponding luminance. This approach is similar to using PMIs
with the phosphene typeface to retrieve the required phosphene
proﬁle.
Alternatively, based on currently available models of the visual
system, investigators such as Eckmiller and co-workers (Becker,
Eckmiller, & Hunermann, 1999; Eckmiller, Baruth, & Neumann,
2004; Eckmiller, Neumann, & Baruth, 2005), Pelayo and co-workers
(Pelayo et al., 2003a, 2003b, 2004, Morillas et al., 2007), and Buff-
oni and co-workers (Buffoni, Coulombe, & Sawan, 2003; Buffoni
et al., 2005) have focused on image processing algorithms that di-
rectly output to electrical stimulation commands for generating
the desired neural activity. In particular, Eckmiller and co-workers
have implemented a spatiotemporal phosphene processor,
whereas most of the research work from other groups is centered
on applying the same spatial ﬁlter to each individual frame.
2.4. Phosphene renderer
After the PMIs are calculated, the next step is to put together
each individually selected phosphene in their appropriate locations
in the visual ﬁeld. This is perhaps the worst executed process of all
the SPV modules in the literature. Some investigators simply ren-
dered phosphenes as low resolution ‘‘bitmaps” (Fig. 2, bottom
right, and Fig. 6, leftmost), i.e. square pixels immediately adjacent
to each other. Not only is this a very unrealistic simulation of the
reported prosthetic vision, additional perceptual artifacts from
the square corner and edges, including the well-observed ‘‘Mach
band” effect highlighting a step change of grayscale levels, will af-
fect the quality of perception and the performance using SPV. A
more realistic simulation is to separate each phosphene with a void
in the presentation to simulate gaps between phosphenes (as most
investigators have done).
An even better phosphene renderer would take into account the
possible interactions between adjacent phosphenes. One very sim-
ple observation is the fusion of the luminous proﬁles of adjacent
phosphenes, at times forming one contiguous patch of light (Brind-
ley & Lewin, 1968; Brindley & Rushton, 1974; Fujikado et al., 2007;
Horsager et al., 2008; Zrenner et al., 2006, 2007). This can be sim-Fig. 6. Examples of different phosphene rendering techniques.ulated by a simple ‘‘saturated addition” operation; that is, the over-
lapping luminance proﬁle of neighboring phosphenes are summed
together, capping at a maximum value, such as found in the publi-
cations of Perez Fornos and co-workers (2005), Vurro and co-work-
ers (2006), and Chen and co-workers (Chen, Hallum, Suaning, &
Lovell, 2006; Chen, Lovell, & Suaning, 2004; Chen et al., 2005b)
(Fig. 6, rightmost).
If the fusion is otherwise not implemented, phosphene proﬁles
that overlap with their neighbors has to be truncated at a certain
point, resulting in the ‘‘bounded phosphene cells” effect illustrated
in Fig. 6 (second from right). Again the unnatural presence of the
step change in grayscale luminance results in an unpleasant and
less realistic SPV.
There are increasing concerns over the interactions between
neighboring phosphenes as new reports from human trials of vi-
sual prosthesis devices are published, such as the appearance that
phosphenes tends to reach out to each other (Brindley & Lewin,
1968; Brindley & Rushton, 1974; Fujikado et al., 2007; Horsager
et al., 2008; Zrenner et al., 2006, 2007), and the overwhelming ef-
fect of brighter phosphenes on its neighbors (Dobelle et al., 1974,
Horsager et al., 2008). More sophisticated rendering engines (in
combination with appropriate phosphene processor implementa-
tions) are required to take into account these more complicated
spatiotemporal inter-phosphene interactions reported in the
literature.
One particular laboratory, Dagnelie and co-workers, described a
rendering module which also simulated noise phosphenes and ran-
dom phosphene drop-outs (Dagnelie et al., 2006a; Thompson et al.,
2003). These were likely modeled on observations from ﬁrst-hand
contact with visual prosthesis recipients. In addition, the back-
ground level of gray of the phosphene ﬁeld was also adjustable
to simulate different contrast settings. This was to simulate the
general form of background ‘‘grayness” perceived by blind sub-
jects. On such a canvas, phosphenes can be perceived as brighter
spots of light or visual percepts that are darker than the
background.
A feature often neglected in simulations is the temporal dynam-
ics of the phosphene appearance. Phosphenes are likely to interact
with each other in a spatiotemporal way, such as the masking of
dim phosphenes by brighter ones mentioned earlier. Besides the
possible spatiotemporal interactions between phosphenes, the
temporal features of individual phosphenes have also not been
well factored into SPVs, e.g. phosphene ﬂicker (remanence) and
the raster order of phosphenes.
Phosphenes generally appear and extinguish immediately with
respect to the stimulus onset and offset (Brindley & Lewin 1968,
Dobelle et al., 1974, Humayun et al., 1996). However, it has been
noted that strong stimulations can lead to phosphenes persisting
beyond the stimulus offset (Brindley & Lewin 1968, Dobelle
et al., 1974), and that repeated stimulation may lead to reduced
phosphene response (Dobelle et al., 1974).
Phosphene ﬂicker can be perceived at low frequencies of stim-
ulation and a ﬂicker fusion frequency of stimulation is routinely
found. (There are only a few cases where ﬂicker fusion could not
be determined: Brindley & Lewin, 1968; Dobelle, 2000.) The ﬂicker
fusion frequency of vision impaired patients has been determined
to be as high as 50 Hz (Table 1) (compared to normal vision ﬂicker
fusion of 20 Hz), which means that the effective perceptual tempo-
ral remanence of a phosphene is close to 20 ms. Any greater gap
between temporally spaced electrical stimuli to elicit phosphenes
would result in a perceptual luminance change of the phosphene,
perhaps detectable to as small as a few milliseconds (Georgeson
& Georgeson, 1985; Westheimer & McKee, 1977). Human visual
perception is normally very susceptible to fast changing visual
cues. This temporal dynamic of phosphenes needs to be modeled
in SPV studies to understand the perceptual effects it has on task
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performed thus far have simulated phosphenes lasting as long as
the duration of each video frame, even for frame rates as slow as
7.5 fps.
Devices that have been trialed in humans so far typically have
technology that can only apply different electrical stimuli to single
electrodes or a single group of electrodes in a sequential raster
manner rather than simultaneously.3 If the raster process is slow,
insufﬁcient to induce phosphene ﬂicker fusion, then an annoying vi-
sual artifact of the raster updates will be present. Even if the raster
process is fast enough for phosphene ﬂicker fusion, perception of
the phosphenes may still be inﬂuenced by the temporal dynamics
of the raster as phosphenes elicited simultaneously may still be pref-
erentially perceptually grouped against other groups of simulta-
neously elicited phosphenes (e.g. Ramachandran & Rogers-
Ramachandran, 1991). This potential problem is perhaps a worth-
while issue for future SPV investigations.
To investigate the effect of electrode raster and phosphene ﬂick-
er, it would not only require a display device with very high refresh
rate, but ﬁne control over the timing of the video presentations. A
typical CRT monitor can provide 100 Hz refresh rate, giving 10 ms
between updates. Newer LCD technologies exhibit a similar re-
sponse time transiting from totally black to white or back, but
can achieve times down to 2 ms from gray to gray. Apparatus of
such caliber, however, has not appeared on the market for HMDs,
which are commonly used for SPV presentation.
2.5. Head and eye tracking
SPV is often presented in a VR immersion. Users wear a pair of
HMDs, like putting two miniature computer screens right in front
of the eyes (Fig. 7). Additional optics is integrated into the HMD to
allow comfortable focus onto the displays given their proximity to
the eyes. As much as possible, the visual information from the real
world outside of the HMD should be shielded to provide the effect
of full ‘‘immersion”. Some SPV experiments may be better per-
formed with subjects viewing desktop computer monitors; in this
case, immersion can still be achieved using desktop computer
monitors with a tunnel-like setup between the user and the mon-
itor to screen out any peripheral distractors or orientation ‘‘an-
chors” in the experiment room. Immersion can improve the
realism and effectiveness of the SPV.
It is standard practice that users are given a means to redirect
the phosphene ﬁeld to facilitate gaze shifts and visual scanning.
A head-mounted video camera attached to the HMD would natu-
rally allow for update of the phosphene ﬁeld with respect to head
motion (Cai et al., 2005; Cha et al., 1992, 1992a, 1992b; Dagnelie
et al., 2007, 2006b; Dowling, Boles, & Maeder, 2005; Hayes et al.,
2003). As the head moves, the camera will be redirected to a
new gaze direction, and the phosphene presentation will be up-
dated with the latest video feed captured by the re-orientated cam-
era. With computer generated scenes, a head tracker device would
need to be employed (Chen et al., 2004, 2006; Chen, Hallum, Lovell,
& Suaning, 2005a; Chen et al., 2005b; Chen, Hallum, Suaning, &
Lovell, 2007) (an example is given in Fig. 7, top-right).
Complications arisewith theHMDparadigmas users are still free
tomove their eyes about and performan extra degree of visual scan-
ning over the phosphene ﬁeld. This is unrealistic as real phosphenes
would remain stationary in ﬁxed spatial locations as determined by
the placement of the stimulating electrodes, regardless of any eye
movements. Voluntary movements of the eye can be reduced, but
involuntary eye movements can only be accounted for if somehow3 That is, delivering electrical stimuli to different electrodes and/or different groups
of electrodes simultaneously.the phosphene ﬁeld is stabilized on the retina. As well as the need
tohave retinally stabilizedphosphenes, simulating prosthetic vision
offered by subretinal deviceswith integratedmicrophotodiodes (i.e.
camera) such as the design by Zrenner and co-workers (Zrenner
et al., 2006, 2007) requires updating the phosphene ﬁeld content
as the subject scans over a scene with eye movements.
A non-invasive way to achieve this is to adopt an eye tracker
(illustrated in Fig. 7, bottom). Perfect stabilization of the phos-
phene ﬁeld requires accurate eye tracking at 240 Hz or greater in
conjunction with matching simulation and display device frame
rates. So far, only Cha and co-workers (1992), Dagnelie and co-
workers (Dagnelie et al., 2006b; Wang, Yang, & Dagnelie, 2008)
and Sommerhalder and co-workers (Perez Fornos et al., 2005;
Sommerhalder et al., 2003, 2004) have incorporated eye tracking
capabilities in their SPV apparatus. Sommerhalder and co-workers’
apparatus tracks the combined head-eye gaze, but cannot provide
separate streams of data. Dagnelie and co-workers (2006b) con-
ducted the only study with a stabilized phosphene ﬁeld, albeit
using only a 60 Hz eye tracker, while at the same time allowing
free-head movement.
Dagnelie and co-workers (Dagnelie et al., 2006b; Wang et al.,
2008) indicate that the major obstacles to high speed eye tracking
are the relatively slow rate of processing and display of phosphene
images. The slowdisplay ratemeans that there is relativemotionbe-
tween the phosphene image and the retina, and that the setup pro-
vides only approximate retinal stabilization. Any lag between the
executionof the gaze shift and the update of the video frame canalso
lead to dissociation between the vestibulo-ocular coding of the
user’s motion and the apparent motion perceived within the HMD;
thishasbeensuspected tobe thecauseofmotionsickness symptoms
for users within VR immersion displays (Howarth & Costello, 1997;
Howarth& Finch, 1999).More SPV investigation is required to delin-
eate the role eye movements play in prosthetic vision, and the min-
imal frequency of eye tracking required to account for any
performance and behavior contributions of eye movements.
Several researchers have sought other mechanisms for visual
scanning. In many cases, SPV are presented as static print-outs or
computer images for psychophysics analysis (Boyle, Maeder, &
Boles, 2001; Boyle, Maeder, & Boles, 2002a; Boyle, Maeder, & Boles,
2002b; Boyle, Maeder, & Boles, 2003; Chai et al., 2007; Dowling,
Maeder, & Boles, 2004; Perez Fornos et al., 2005; Sommerhalder
et al., 2003, 2004; Vurro et al., 2006). Others have adopted hand-di-
rected scanning mechanisms (Dagnelie et al., 2006a, 2007; Fu, Cai,
Zhang, Hu, & Zhang, 2006; Hallum, Suaning, Taubman, & Lovell,
2005; Hallum, Taubman, Suaning, Morley, & Lovell, 2003; Hayes
et al., 2003; Thompson et al., 2003). As shown by Chen and co-
workers (2006, 2007), the scanning strategy contributes crucially
to the task performance under SPV, thus scanning control should
be simulated as close to that of a visual prosthesis recipient as
possible.3. The need of a visual model to study prosthetic vision
The ﬁnal simulated output of the described components is a
phosphene representation of a visual scene quite distinct from nor-
mal vision (refer to Fig. 2). Low resolution and the veridical percep-
tion of the underlying stimulus are two of the main issues
confronting recipients of prosthetic vision. SPV-based psychophys-
ical studies can be formulated to provide some insight to the var-
ious questions that researchers seek to answer; for example:
 What phosphene density, placement and count is required for
the implant recipient to achieve set performance levels in every-
day tasks, e.g. reading, navigation, recognizing objects, faces,
hand-eye coordination, etc?
Fig. 7. Top left: a pair of head-mounted displays with a camera mounted on the front. Top right: a head tracker capable of tracking the angular rotations of the head. Bottom:
an infrared based eye tracker device compatible within head-mounted displays.
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achieve the most meaningful and useful prosthetic vision render
of a visual scene or for the speciﬁc task the recipient intends to
perform?
 What behavioral rehabilitation training is required to adapt the
recipient to the optimum usage of prosthetic vision, including
use of head and eye movements?
 What effects do the interference and interactions between
neighboring phosphenes have on the performance of the recipi-
ent and how best to overcome them by way of appropriate
design of hardware/software and rehabilitation training?
In a review outlining the contribution of modeling the acoustic
perception to electrical stimulation to the cochlea, Hallum and co-
workers (2007) commented on the considerable capacity of these
acoustic models in predicting the perceptual and performance out-
comes of cochlear implant subjects. By testing these acoustic mod-
els on normal subjects, investigations in electrode conﬁgurations
and speech processing strategies have led to improved usability
and acceptance of cochlear implants. Visual models would simi-
larly play a central role in studying the perceptual and cognitive
mechanisms of the human visual system, as well as any behavioral
adaptations associated with prosthetic vision usage. Hallum and
co-workers project that, ultimately, psychophysical experiments
with visual models will also be driving the design, the develop-
ment of image processing strategies, and advancing favorable clin-
ical outcomes for a visual prosthesis.
Assessments conducted directly with implanted volunteers pro-
vide invaluable psychophysical insight for prosthetic vision. Brind-
ley and co-workers (1974) and Dobelle and co-workers (1976)
began such studies with Braille recognition exercises. More re-
cently, prosthetic vision psychophysics has been advanced with in-
puts from Dobelle (2000), Veraart and co-workers (Brelen et al.,
2005; Veraart et al., 2003; Duret et al., 2006) and the ongoing
investigation lead by Humayun and co-workers (Humayun et al.,
2003; Weiland et al., 2003; Yanai et al., 2007). However, at the cur-
rent stage of visual prosthesis development, there are only a hand-
ful of research groups that have progressed to implanting
prototype devices in acute or chronic human trials. Therefore, only
a handful of subjects have received prototype implants; and theirtime available to participate in psychophysical experiments is also
limited. The difﬁculty of devising ethical approaches to obtaining
regulatory approval for a clinical trial and the complexity of the
surgical procedure has also limited the collection of more ﬁrst-
hand data regarding the relationships between visual percepts
and electrical stimulation.
Animal experiments have made useful contributions to con-
straining the design of a visual prosthesis, however, visual model-
ing stands to better deﬁne these constraints. There are ongoing
in vitro experiments to inform how the nervous tissue of the retina
reacts to electrical stimulation (e.g. Stett, Barth, Weiss, Haemmerle,
& Zrenner, 2000). In vivo experiments have also indicated that elec-
trical stimulation at the retina can elicit cortical responses at the
primary visual cortex (Eckhorn et al., 2006; Wong et al., 2007,
2009). Regarding whether a visual percept is actually elicited, ani-
mal models often lack the appropriate means of recipient-investi-
gator communication. Awake behaving primates offers one
possibility (Bradley et al., 2005; Tehovnik & Slocum, 2007). Never-
theless, the social and psychological behavior of animals is quite
different to humans, so they are not satisfactory candidates to
study the perceptual and psychophysical response to prosthetic
vision.
Psychophysical studies in SPVoffer aneffectivemeans toadvance
the formulation and testing of visual models of prosthetic vision.
Compared to psychophysical assessments with implantees, investi-
gators can more easily recruit a larger cohort of subjects, exercise
better control over the visual presentation, and are able to isolate
confounding factors such as those due to damage to the visual sys-
tem, e.g. survival rates of tissue at the stimulation site (as for co-
chlear implant; see Hallum et al., 2007). The effective
interpretation of the results from SPV studies relies on high ﬁdelity
simulation of the real viewing condition of a recipient of a visual
prosthesis. There are sufﬁcient data regarding the visual appearance
of individual phosphenes in the literature of human trials to be gen-
eralized and extrapolated into formulation of basic simulations of
prostheticvisionasdescribedearlier. Asmorehumantrials arebeing
conducted, more details of phosphenes are expected, especially
regarding composing visual scenes with simultaneous multiple
phosphenes and inter-phosphene interactions. Presently, eliciting
multiple simultaneous phosphenes is still under development, and
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models of prosthetic vision extrapolated from available data. Visual
models need to be continuously updated in light of new clinical data
and veriﬁed in their predictivity of clinical outcomes.
As minimum requirements for a phosphene simulation to ob-
tain results relevant to the experience of a visual prosthesis recipi-
ent, we recommend the following implementations:
 Report ‘‘all” details of the SPV conﬁguration, from the visual
appearance of the phosphenes, the way they are modulated,
their visual ﬁeld locations, image processing routines, imple-
mentation of the interactions between neighboring phosphenes
and the speciﬁcations of the VR apparatus employed.
 Phosphenes should be round, preferably using a smooth visual
luminance proﬁle, e.g. Gaussians.
 Phosphenes should be modulated to between 8 and 16 levels of
luminance and/or size.
 Interaction between neighboring phosphenes should at least
involve summing of their visual luminance proﬁles.
 The use of a HMD may make for a more accurate visual model.
Full immersion should be sought by shielding out any visual
information and ambient light other than what is displayed on
the HMD.
 Phosphene presentation should be dynamic, refreshing upon
natural head scanning movements (head tracking). Retinal sta-
bilization apparatus (eye tracking) should be considered.
With carefully considered simulation paradigms, studies using
SPV are a doorway to allow visual prosthesis investigators to ‘‘walk
in the shoes” of the implant recipients, so that they can see, visu-
alize and experience the difﬁculties and the frustrations ﬁrsthand,
and bring the investigator and the eventual implant recipients clo-
ser because they share the same ‘‘vision”.
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