We enumerate and classify all stationary logarithmic configurations of d + 2 points on the unit sphere in d-dimensions. In particular, we show that the logarithmic energy attains its relative minima at configurations that consist of two orthogonal to each other regular simplexes of cardinality m and n. The global minimum occurs when m = n if d is even and m = n + 1 otherwise. This characterizes a new class of configurations that minimize the logarithmic energy on S d−1 for all d. The other two classes known in the literature, the regular simplex (d + 1 points on S d−1 ) and the cross polytope (2d points on S d−1 ), are both universally optimal configurations.
Introduction and main result
Let X = {x 1 , . . . , x N } be a set of points (unit vectors) on the unit sphere S d−1 in R d . Configurations that minimize the logarithmic energy
are called log-optimal. More generally, a configuration is called h-optimal for a potential interaction h : [−1, 1) → R, if it minimizes the h-energy
The Newton potential (h(t) = (1 − t) −d/2+1 ), and more generally the Riesz potential (h(t) = (1 − t) −s/2 ) , as well as the Gaussian potential (h(t) = e αt , α > 0) have been well studied in the literature (see [9] ). The logarithmic potential − log(1 − t) is the limiting case of the Riesz potential as s → 0. All of these potentials are absolutely monotone potentials, i.e. h (k) (t) ≥ 0, for all k = 1, 2, . . . . The regular simplex (N = d + 1) and the cross polytope (N = 2d) are the only known classes of configurations that minimize the logarithmic energy for all d; actually, they are universally optimal configurations, namely they minimize the energy for all absolutely monotone potentials h (see [2, Table 1 ]). Another (infinite) class of universally optimal configurations is the so-called isotropic spaces, for which d = q(q 2 + q + 1) and N = (q + 1)(q 3 + 1), where q is a power of a prime number.
All other known optimal configurations in the literature, even when the interacting potential h is fixed, have particular values of the dimension d and the cardinality N . The goal of this article is to classify all relative minima for the logarithmic energy for the class of N = d + 2 points on S d−1 , d ≥ 2, and in particular, determine the log-optimal energy configuration for this class. The following is our main theorem. Theorem 1.1. Up to orthogonal transform, every relative minimum of the logarithmic energy E log (X) of d + 2 points on S d−1 consists of two regular simplexes of cardinality m ≥ n > 1, m + n = d + 2, such that these simplexes are orthogonal to each other. The global minimum occurs when m = n if d is even and m = n + 1 otherwise.
While the original problem of finding log-optimal configurations on the sphere, sometimes referred to as Whyte's problem (see [13] ), was posed in 1952, few advances have been made throughout the years. That the regular simplex is a log-optimal configuration follows from the classical arithmetic-geometric mean inequality. Kolushev and Yudin [5] , using analytic methods derived in 1997 that the cross-polytope (the 2d intersection points of the coordinate axes and the unit sphere) minimizes the logarithmic energy. In 1996 Andreev [1] proved that the regular icosahedron is a log-optimal configuration. Subsequently, in 2007 Cohn and Kumar [2] showed all these to be universally optimal configurations (ones that minimize all absolutely monotone potential). The first non-universally optimal case of d + 2 points on S d−1 for d = 3 was resolved in 2002 (see [3] ) and the cases d = 4 and d = 5 were derived in 2016 (see [4] ). Remark 1.3. We note that for d even the log-optimal configuration is a two-distance set (see [8] and references therein) that is the two-design introduced by Mimura [7] . We also draw the reader's attention to a remarkable connection with the classification of best packing configurations of d + k, 1 ≤ k ≤ d points on S d−1 found by W. Kuperberg in [6] . In particular, his classification implies that any best packing configurations of d + 2 points will split into two orthogonal simplexes, not necessarily regular, but with minimal distance at least √ 2. It is easy to see that the relative minima above minimize the logarithmic energy among such best packing configurations. Kuperberg-type theorems for two-distance sets are considered in [8] . We finally point out the connection with Steven Smale's 7 th problem [11] asking for generating in polynomial time nearly log-optimal configurations on S 2 for large N .
In the next section we classify the stationary configurations and deal with the cases that don't lead to relative minima. In Section 3 we introduce some auxiliary results utilized in Section 4 to prove the results about stationary configurations that are saddle points. The proof of the main theorem is presented in Section 5.
Stationary Configurations of d + points on S d−1
In this section we completely classify the stationary configurations of d + 2 points on S d−1 . We call a configuration X non-degenerate if span(X) = R d and degenerate otherwise. . , x N } be a non-degenerate stationary logarithmic configuration on S d−1 . Suppose there is no point x ∈ X that is equidistant to all other points in X. Then X can be split into two sets such that these sets are vertices of two regular orthogonal simplexes with the centers of mass in the center of S d−1 .
Remark 2.2. This theorem strengthens significantly the characterization theorem [4, Theorem 1.5], which asserts that a stationary configuration is either degenerate; has a vertex equidistant to all others; or that every vertex has a mirror related partner, i.e. another vertex, such that the perpendicular bisector hyperplane of the segment formed by the two vertices contains all other points of the configuration. The mirror relation as an equivalence relation splits the points in a non-degenerate stationary configuration that has no vertex equidistant to all other vertices into equivalence classes that form regular simplexes. Theorem 2.1 states that these simplexes are only two. This along, together with [4, Lemma 3.2] implies the global minimum part of Theorem 1.1.
In the process of classifying all local minima for the energy, we need to eliminate the other cases. We first consider degenerate stationary configurations. While there are such configurations that are global minimizers of energy among all configurations confined to their spanning subspace (say a regular pentagon on the Equator of S 2 ), the next theorem (a generalization of [4, Theorem 1.6]) shows that for any strictly convex potential function h, the h-energy (see (2) ) of a degenerate configuration with cardinality N ≥ d + 2 can be strictly decreased by a small perturbation, and hence may not be a local minimum. Theorem 2.3. Let X be a degenerate configuration, N ≥ d + 2, and h : [−1, 1] → R be a strictly convex potential function. Then there exists a continuous perturbation that decreases the h-energy E h (X).
Next, we focus on configurations that are not degenerate, but have a vertex, say the North Pole x N , that is equidistant to all other vertices x j . We shall denote such configurations with {1, N − 1}. Then the vertices {x 1 , . . . , x N −1 } are lying on a hyperplane in the Southern hyper-hemisphere at height −1/(N − 1). By projecting these vertices to the Equatorial hyperplane and normalizing to become unit vectors, we reduce the configuration to d+1 points on S d−2 that form a non-degenerate stationary (w.r.t logarithmic energy) configuration. This configuration may have a vertex that is equidistant to all others, we shall denote such a case as {1, 1, N − 2}. As for 4 points on S 1 the only stationary configuration is the two orthogonal simplexes split (diagonals of a square), this process will stop with two orthogonal simplexes case. The following theorem sheds light on this case. Theorem 2.4. A non-degenerate stationary log-energy configuration of type {1, 1, . . . , k, l}, where 1 + 1 + · · · + k + l = d + 2 is a saddle point. Moreover, there is a continuous perturbation that decreases the logarithmic energy of the {1, k, l} part of the configuration to either {k + 1, l} or {k, l + 1}. Subsequently, with a sequence of such perturbations, one can reach a relative minimum as described in Theorem 1.1.
Auxiliary results
Utilizing Lagrange multipliers to the constrained minimization of (1) we show that for any stationary configuration X the following vector equations (also referred to in the literature as force equations) hold true j =i
Summing (3) implies that the centroid of a stationary configuration X lies at the origin and that for all i = 1, . . . , N we have
Let
Then
In other words, BX = 0 and B1 = (N − 1)1, where 1 denotes the N -dimensional column-vector of ones. As X is non-degenerate, we have rank X = d. Therefore, the column-vectors of X are linearly independent. As 1 is eigenvector of B with an eigenvalue of N − 1 it is linearly independent to the columns of X (eigenvectors with eigenvalue 0). The lemma follows from the rank-nullity theorem applied to A[X, 1] = 0.
The following lemma elaborates on the case when N = d + 2.
Without loss of generality we may assume that a 1i ≥ 0 for i = 1, . . . k and a 1i < 0 for i = k + 1, . . . N . Let
Proof. We first observe that if N = d + 2, then rank(A) = 1. Indeed, rank(A) = 0 yields that all mutual distances are equal, which is impossible.
Since A is a symmetric matrix of rank 1, a ij = a i a j for all i, j. Lemma 3.1 implies that for all i we have
Since all a i cannot be 0, we have a 1 + . . . + a N = 0.
By definitions we have a ij = c − 1/r ij , i.e.
Since r ij ≤ 2, we have
It is easy to see that (4) implies (5) .
Note that if a i = 0 then the i-th row and i-th column in the matrix A are zero. Therefore, x i is equidistant to all other points x j and
Thus, if a configuration has no point that is equidistant to all others, then a i = 0 for all i = 1, . . . , N .
The following theorem is the main in this section. First we prove two technical Lemmas. 
Proof. Let
Then by the assumption Q i = N for all i.
Since a i = 0, we obtain from
..a N ) we derive the following equality
As a i = 0 this yields
and subsequently Proof. Let i > 1. By (7) we have
Then 2≤j =i
Since Q 1 = N and by the assumption c − a i a j > 0, we have
We may assume that |a 1 | ≥ |a i | for all i. Thus, (8) implies that c − a 2 i > 0.
Proof of Theorem 3.3:
Then Lemma 3.4 implies that for all i = 1, . . . , N F (a i ) = N − 1.
Since
by Lemma 3.5 we have F ′′ (t) > 0 for t ∈ (− √ c, √ c). Hence F (t) is a convex function in this interval.
Therefore, the equation F (t) = N − 1 has at most two solutions. By assumptions we have a i > 0 for i = 1, . . . , k and a i < 0, for i = k + 1, . . . , N . Thus, (9) yields that all positive a i are equal and all negative a i are equal too.
Stationary Configurations -Proofs
We are now in a position to prove the classification result Theorem 2.1.
Proof of Theorem 2.1:
As there is no point that is equidistant from all others we have a i = 0 for all i = 1, . . . , N Theorem 3.3 yields a := a 1 = . . . = a k > 0 > a k+1 = . . . = a N =: b, where ka + (N − k)b = 0. As a(x 1 + · · · + x k ) + b(x k+1 + · · · + x N ) = 0 and x 1 + · · · + x N = 0, we obtain that x 1 + · · · + x k = 0 = x k+1 + · · · + x N . Moreover, using (7) we easily obtain that a 2 = (N − k)/(kN ), b 2 = k/((N − k)N ), and ab = −1/N . This yields that x i · x j = −1/(k − 1) for 1 ≤ i < j ≤ k, x i · x j = −1/(N − k − 1) for k + 1 ≤ i < j ≤ N , and x i · x j = 0 for 1 ≤ i ≤ k < j ≤ N . This proves the theorem.
We next derive that degenerate stationary configurations may not be local minima of the henergy for convex potential interaction h.
We shall first introduce the following lemma. is strictly decreasing for t ∈ [−1, 0] and strictly increasing for t ∈ [0, 1].
Proof. Since F (t) is even, we consider only t ∈ [0, 1]. Let 0 ≤ t 1 < t 2 ≤ 1. Define
Clearly, α, β > 0 and α + β = 1. Observe that a + bt 1 = α(a + bt 2 ) + β(a − bt 2 ), a − bt 1 = β(a + bt 2 ) + α(a − bt 2 ).
Using the strict convexity of h and that a + bt 2 = a − bt 2 (b = 0) we obtain
Adding the two inequalities in (10) we derive the lemma.
Proof of Theorem 2.3:
As X is degenerate, we may assume without loss of generality that the Equatorial hyperplane contains X, or X ⊂ {x d = 0}. Since N ≥ d + 2, X is not a regular simplex and therefore there are at least two adjacent edges of distinct length, say
Without loss of generality assume
where at least c 32 = 0. Form the configuration X with the first two points perturbed
Observe thatx
1 · x j = c j1 r + c j2 1 − r 2 cos θ,x 2 · x j = c j1 r − c j2 1 − r 2 cos θ.
We now apply Lemma 4.1 with a = c j,1 r, b = c j2 √ 1 − r 2 , and t = cos θ to conclude that for all j such that c j2 = 0 (this is not empty as c 32 = 0)
Obviously if c j2 = 0 we have equality in the above inequality. This implies that E h ( X) < E h (X) for all 0 < θ < π.
Proof of Theorem 2.4 : Theorem 2.1 shows that non-degenerate stationary configuration X must either split into two orthogonal regular simplexes X = X m ∪ X n with m + n = d + 2, or have a vertex that is equidistant to all other vertices. The first case will be dealt with in Section 5.
Suppose that the second case holds. As in the discussion before the formulation of the theorem, suppose x N · x i = −1/(N − 1) for all i = 1, . . . , N − 1. For all i = 1, . . . , N − 1 denote x i = (y i , −1/(N − 1)) and let z i := (N − 1)y i / N (N − 2). Then {z i } N −1 i=1 ⊂ S d−2 satisfy similar force equations as (3) .
As {x i } is non-degenerate, so is {z i }. Thus, we have reduced the problem's dimension. The process will stop and at the last step we shall obtain two orthogonal simplexes.
So, without loss of generality we may assume the process has stopped after one step, namely we have a configuration of the type {1, k, m}, where one of the points p := (0 k−1 , 0 m−1 , 1) is equidistant to all others, and these other points form two regular orthogonal simplexes
with k and m points respectively (here 1 + k + m = d + 2). We perturb the configuration
.
The logarithmic energy of the perturbed configuration as a function of t is given by
The derivative can be computed as
Observe that the denominator of the first fraction and the expression in the brackets are positive. Therefore,
Thus, we observe that for t ∈ [−1/m(k + m), 0] the logarithmic energy is strictly increasing and for t ∈ [0, 1/k(k + m)] it is strictly decreasing, thus being maximal when t = 0. This shows that {1, k, m} is not a local minimum and we can make a continuous perturbation that decreases the energy from t = 0 to t = −1/m(k + m), which corresponds to a {k, m + 1} configuration of two orthogonal simplexes, or to t = 1/k(k + m), which corresponds to a {k + 1, m} configuration.
Of course, should we consider one of the simplexes, say Y , fixed and vary the other one within the subspace in which it is embedded (which is equivalent to let z j vary), then the maximum is attained when Z is regular. Therefore, this is a case of a saddle point for the logarithmic energy.
Relative Minima -Proof of the Main Result
The proof of Theorem 1.1 utilizes the following two lemmas.
Lemma 5.1. Let A = (a ij ) be an m × m matrix, m ≥ 3, such that (a) a ii = 0, i = 1, . . . , m; and (b) m j=1 a ij = 0. Then the following inequality holds
Proof. For all i, j = 1, . . . , m define
x j , i = j, and β ii = 0.
Since m j=1 x j = 0, we have m j=1 β ij = 0 and
which implies (13) .
Lemma 5.2. Given an m × n matrix F = (f ij ) and an n × m matrix G = (g ij ) such that n j=1 f ij = 0 for all i = 1, . . . , m and m j=1 g ij = 0 for all i = 1, . . . , n. Then we have
Proof. Let f ij := f ij − y j m and g ij := g ij − z i n .
Since j y j = i z i = 0, we have i,j ( f ij + g ji ) = 0. Let t ij := f ij + g ji . Observe that
which completes the proof.
Proof of Theorem 1.1 : Denote the two regular orthogonal simplexes, whose centers of mass are both in the origin with
Let ǫ > 0 be a positive number and let us perturb the points of the simplexes to y i ∈ S d−1 ,
Clearly |z i,j | < 2ǫ + O(ǫ 2 ). The definition of the logarithmic energy (1) implies that
Without loss of generality we may assume that x i = (p i , 0), h i = (a i , b i ), i = 1, . . . , m and x m+j = (0, q j ), h m+j = (c j , d j ), j = 1, . . . , n, where p i , a i , c j ∈ R m−1 and q j , b i , d j ∈ R n−1 . Straight-forward calculations show that the linear in ǫ term in (16) vanishes. The quadratic term is
This simplifies to
By extracting another O(ǫ 3 ) term we may reduce the condition 2x i · h i = − h i 2 to x i · h i = 0. Thus, in this case we shall reduce the theorem to proving the inequalities
and
provided {p 1 , . . . , p m } and {q 1 , . . . , q n } are orthogonal m-and n-simplexes and p i · a i = 0 and q j · d j = 0.
To prove the inequalities we embed the first simplex X m = {p 1 , . . . , p m } in the hyperplane of R m that is orthogonal to (1, 1, . . . , 1). Similarly, we embed the second simplex X n = {q 1 , . . . , q n } in R n . Thus, we embed X m ∪ X n ⊂ R m × R n . Denote w m = ( 1 m , 1 m , . . . , 1 m ) ∈ R m and let p i := e i − w m , i = 1, . . . , m. Then p i = m m−1 p i . Similarly, if q j := e j − w n , then q j = n n−1 q j . For the perturbation vectors a i = (a i1 , a i2 , . . . , a im ), b i = (b i1 , b i2 , . . . , b in ), c j = (c j1 , c j2 , . . . , c jm ), d j = (b j1 , b j2 , . . . , b jn ), we will have that m j=1 a ij = 0, n j=1 b ij = 0, i = 1, . . . , m, and m j=1 c ij = 0, n j=1 d ij = 0, i = 1, . . . , n. The conditions p i · a i = 0 and q j · d j = 0 imply that a ii = 0 for all i = 1, . . . , m and d jj = 0 for all j = 1, . . . , n.
Using that p i · a j = a ji we can re-write (18) as which follows from the stronger inequality (13) in Lemma 5.1. Observe that equality holds in (18) and (19) if and only a ij +a ji = 0 and d ij +d ji = 0 respectively, which is equivalent to p i ·a j +p j ·a i = 0, q j · d i + q i · d j = 0, a i = 0, and d j = 0. In a similar manner we shall utilize Lemma 5.2 to derive the inequality (20). We have that
with the substitution f ij = To summarize, the quadratic term in ǫ will be strictly positive, and hence E log (Y )−E log (X) > 0, for any perturbation vectors {a i , b i , c i , d i } (p i · a i = 0, q j · d j = 0), except when p i · a j + p j · a i = 0, q j · d i + q i · d j = 0, p i · c j + q j · b i = 0, and m i=1 a i = 0, (a i · a j ) 2 + (n − 1) 2 2n 2 1≤i =j≤n
Clearly, the quartic term will be positive, unless all inner products vanish, in which case we easily derive that a i = c j = 0 and b i = d j = 0 for all i = 1, . . . , m and j = 1, . . . , n. This completes the proof.
