We study the problem of obtaining accurately sized test statistics in finite samples for linear regression models where the error dependence is of unknown form. With an unknown dependence structure there is traditionally a trade-off between the maximum lag over which the correlation is estimated (the bandwidth) and the decision to introduce conditional heteroskedasticity. In consequence, the correlation at far lags is generally omitted and the resultant inflation of the empirical size of test statistics has long been recognized. To allow for correlation at far lags we study test statistics constructed under the possibly misspecified assumption of conditional homoskedasticity. To improve the accuracy of the test statistics, we employ the secondorder asymptotic refinement in Rothenberg (1988) to determine critical values. We find substantial size improvements resulting from the * Corresponding author † We thank the members of the Econometrics Lab at Santa Barbara for helpful comments. 1 second-order theory across a wide range of specifications, including substantial conditional heteroskedasticity. We also find that the size gains result in only moderate increases in the length of the associated confidence interval, which yields an increase in size-adjusted power. Finally, we note that the proposed test statistics do not require that the researcher specify the bandwidth or the kernel.
Introduction
When forming test statistics for coefficients in linear regression models, it has become widely accepted to use the Newey-West covariance estimator to account for error serial correlation. The appeal of the Newey-West method (introduced in 1987) is that it allows for conditional heteroskedasticity, although at the cost of only admitting serial correlation at near lags. The inability to account for serial correlation at far lags leads to test statistics with empirical sizes that far exceed nominal sizes. To address this problem, Kiefer and Vogelsang (2005) refine the asymptotic theory to more accurately model the admission of serial correlation at far lags. As Kiefer and Vogelsang show that the resultant non-Gaussian critical values increase with the admitted lag length, the desire to accommodate both conditional heteroskedasticity and correlation at far lags carries its own cost of considerably lengthening confidence intervals. In an effort to reduce this cost, we reexamine the relative merits of allowing for conditional heteroskedasticity and for serial correlation at far lags. To do so, we compare the performance of test statistics that allow for conditional heteroskedasticity with test statistics constructed under the (possibly) misspecified assumption of conditional homoskedasticity.
Driven by the desire to allow for general dependence in economic time series, White and Domowitz (1984) develop a consistent standard error estimator under conditional heteroskedasticity. The key condition is that the maximum lag over which the serial correlation is estimated, the bandwidth, is an asymptotically negligible fraction of the sample size. Although the White-Domowitz estimator is consistent, it is not guaranteed to be positive definite. In response, Newey and West demonstrate that the introduction of a kernel that downweights correlations as the lag length grows, ensures that the consistent standard error estimator is also positive semi-definite.
With every solution there comes another problem. While the NeweyWest estimator is consistent and positive semi-definite, the estimated standard errors are often too small. As Andrews (1991) demonstrates, if the errors exhibit substantive temporal dependence, then test statistics formed from the Newey-West standard error estimates have empirical size far in excess of nominal size (test statistics that reject too often). To reduce the nominal size, Andrews and Monahan (1992) propose a two-step method, in which the first step consists of prewhitening the residuals by fitting a lowdimension process (such as a VAR (1)) to capture serial correlation at far lags. In the second step, the conditional heteroskedasticity is estimated at near lags.
Prewhitening the residuals prior to estimating conditional heteroskedasticity at near lags goes part way to resolving the problem of high nominal size. In an effort to make further improvements, Kiefer and Vogelsang suggest forgoing the first step prewhitening and estimating the conditional heteroskedasticity directly at both near and far lags. When including correlation at far lags, it is no longer tenable to assume that the bandwidth is an asymptotically negligible fraction of the sample size. In consequence, the (first-order) asymptotic distribution of resultant test statistics is not Gaussian. The alternative asymptotic distribution delivers simulated critical values that are considerably larger than their Gaussian counterparts. If only serial correlation at near lags is admitted, then the refined asymptotic critical values deliver size improvements in line with the improvements obtained by prewhitening. If serial correlation at all lags is admitted (note that the theory does not deliver an optimal bandwidth), then there are substantial further reductions in empirical size.
A key insight in previous research is the need to account for serial correlation at far lags to obtain more accurate coverage probabilities. Current methods to account for correlation at far lags are either completely general, as in Kiefer and Vogelsang, or specific, as in Andrews and Monahan. While Kiefer and Vogelsang allow for conditional heteroskedasticity of unknown form, the cost is longer confidence intervals resulting in loss of power for associated test statistics. The low-dimension parametric method of Andrews and Monahan produces confidence intervals of more moderate length, but still suffers from high empirical size. It is therefore of interest to study methods that lie between the two, to adjudge the trade-off between size and power.
In contrast to Kiefer and Vogelsang, we propose broadening the first step of Andrews-Monahan by fitting a high-dimension process to capture serial correlation at all lags, while forgoing the second-step conditional heteroskedasticity estimation. The assumption underlying the method is that standard errors can be well approximated by a conditionally homoskedastic covariance matrix that is band diagonal. The band diagonals are not restricted to be related through a low-dimension process. To obtain size improvements we too rely on asymptotic refinements, namely the secondorder theory of Rothenberg (1988) . The second-order theory yields critical values that adjust to incorporate the behavior of the regressors. As Rothenberg establishes, the bandwidth need not be an asymptotically negligible fraction of the sample size, so all correlation lags are included under conditional homoskedasticity. Further, the estimator is positive semi-definite by construction without need of a kernel.
We study the size and size-adjusted power of test statistics constructed under the three methods. We focus not only on hypothesis tests of a single parameter, but also on tests of multiple parameters to determine the impact of off-diagonal elements of the estimated covariance matrix. In Section 2 we present the quantities of interest and the models to be simulated. The conditional heteroskedasticity specifications allow us to investigate an additional observation in Rothenberg: Namely, that the degree of correlation between the regressor under test and the conditional heteroskedasticity plays a key role in the empirical size. We examine the range of models typically used to assess the performance of confidence intervals under conditional heteroskedasticity. Results from the simulations are contained in Section 3. We provide an empirical application to the estimation techniques in Section 4. A brief summary of developments in standard error estimation is contained in Appendix A.
Covariance Estimators
To determine the finite sample size and size-adjusted power of hypothesis tests constructed under the (potentially misspecified) assumption of conditional homoskedasticity we employ a simulation model. Our simulation model is Y t = X 0 t β + U t t = 1, . . . , n,
where X t contains a constant and four regressors (to allow for comparison with the findings in both Andrews as well as Andrews and Monahan). Conditional heteroskedasticity is introduced through a scale parameter that depends equally on each of the varying regressors
is a sequence of possibly dependent random variables defined below. This specification of conditional heteroskedasticity is also employed by Andrews (as well as Andrews and Monahan) to demonstrate the superior performance of estimators that incorporate conditional heteroskedasticity over the more traditional parametric covariance estimators.
The relative magnitude of conditional heteroskedasticity present in the model is controlled through the degree of serial correlation in the regressors and error. To capture serial correlation, the regressors and error are generated for each t = 1, . . . , n (and each k = 2, . . . , 5) as
We also consider serial correlation of limited duration, under which conditional heteroskedasticity plays a correspondingly larger role, through the moving-average specificationŨ
The underlying errors, ε t and η kt , are mutually independent N (0, 1) random variables.
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The serial correlation parameters (ρ U , ρ X ) and (θ U , θ X ) take values in the set Λ = {0, .1, .3, .5, .7, .9}.
Rothenberg derives the second-order asymptotic distribution of test statistics on coefficients of a linear regression under the assumption of conditional homoskedasticity. He finds (on page 1011) that as the correlation between the regressor under test and the scale parameter increases, the inflation of the empirical size of the test statistics increases. To determine the impact of this correlation, we employ a second conditional heteroskedasticity specification in which the scale parameter depends on only one of the varying regressors. To isolate the impact noted by Rothenberg, we consider two values for the parameter ζ, specifically ζ = (0, 1, 0, 0, 0) 0 and ζ = (0, 0, 1, 0, 0) 0 , while testing the hypothesis that the first varying regressor is equal to zero.
2,3
The first specification provides the highest level of correlation between the regressor under test and the error scale, while in the second specification the correlation between the regressor and scale is zero.
We focus not only on hypothesis tests of a single coefficient, but also on tests of multiple coefficients. Our hypothesis tests of multiple coefficients are designed to assess the effect of including off-diagonal elements of the covariance matrix. To capture this effect, we consider the single restriction imposed by the hypothesis H 0 : β 2 − β 3 = 0. In the multiple coefficient tests we consider values of the heteroskedasticity parameter, ζ, equal to ¡ 0, and (0, 0, 0, 1, 0) 0 . To construct test statistics for hypotheses concerning β, an estimator of the (conditional) variance of the ordinary least-squares estimator, B, is needed. The variance of the (ordinary) least-squares estimator B, conditional on X = (X 1 , . . . , X n ) 0 , is
The key component for estimation is J = n
The value of m determines the maximum lag length at which the conditional heteroskedasticity is estimated. As m controls the number of far lags that enter the estimator, sample-based selection of m is very important in controlling the size of test statistics. The value of the bandwidth is allowed to vary across simulations and is chosen according to the automatic selection procedure developed by Andrews.
We also focus on a variant of the heteroskedasticity-autocorrelation consistent estimator, discussed in Andrews and Monahan. To reduce the bias inĴ hac , Andrews and Monahan advocate separating the variance estimation into three steps. First, estimate the temporal correlation (at far lags) by fitting a vector autoregression to
(whereV t =Û t X t ), which yields the prewhitened residuals
(In our implementation, we fit a vector autoregression of order 1.) Second, construct the variance estimator with the prewhitened residuals
The last step is to recolor the estimatorJ pw to obtain the pre-whitened variance estimator,Ĵ pw , according tô
are the estimated coefficient matrices from a p th -order vector autoregression of V t .
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With the reduction in correlation brought about by the first step prewhitening, there is less need to select a large value of m. 6 Andrews and Monahan find that use of the prewhitened residuals reduces the (downward) bias of J hac although the variance ofĴ pw exceeds the variance ofĴ hac . The downward bias in the estimated standard errors is reduced to such an extent that, despite a loss of precision in estimating the standard errors, the coverage probabilities of confidence intervals are increased.
Constructing accurately sized tests with each of the above estimators of J remains a problem. Because the parametric prewhitening inĴ pw does improve the size of test statistics, it may be the case that by increasing the richness of the first step, in which temporal correlation is accounted for, it is possible to forego the second step, in which conditional heteroskedasticity is accounted for. Rather than assume a low-dimension parametric model for temporal correlation, one could assume that the errors are generated by a conditionally homoskedastic (stationary stochastic) process with nothing further known about the autocorrelation function, under which
where δ |t−s| = E (U s U t ) depends only on |t − s|. The fourth estimator of J, which is consistent if the errors are conditionally homoskedastic, iŝ
To ensure the matrix I − P s A s is not too close to singularity, we restrict the eigenvalues of P sÂ s to be no larger than 0.97 in absolute value. See Andrews and Monahan (1992, pg. 957) for the details. 6 This estimator, which includes pre-whitening, retains many of the asymptotic properties ofĴ hac including the rate of convergence.
where (for t > s)δ |t−s| = 1 n P n t=s+1Û tÛt−s . (If s > t, simply switch the values of t and s in the formula.) For this estimator we present two sets of critical values, those corresponding to the standard Gaussian limit theory and those corresponding to the second-order asymptotic refinement in Rothenberg. 7 While all of the estimators of J lead to Gaussian limit distributions in testing situations, extensions to the asymptotic theory are available for two of the estimators. ForĴ hac , Kiefer and Vogelsang have developed an alternative limit theory based on the assumption that the fraction of lags that appear in the estimator, m n , is not asymptotically negligible. 8 The critical values that arise from the alternative limit theory can be considerably larger than the standard Gaussian critical values. As these critical values depend on m, we report results for two sets of critical values. The first uses the Andrews automatic bandwidth procedure to compute the bandwidth and the second sets the bandwidth equal to the sample size (m = n).
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ForĴ cho , Rothenberg provides critical values based on a higher-order asymptotic refinement. If cv denotes the critical value from the first-order Gaussian approximation, then Rothenberg's second-order theory delivers the adjusted critical value
His asymptotic refinements indicate that Gaussian critical values should generally be increased (as f is generally greater than 0), although the precise form of his covariance estimator differs slightly fromĴ cho .
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Because the adjusted critical value is a function of ³ X,Û´, the adjusted critical value is correlated with the estimated standard error. If this correlation is negative, 7 Our finite-sample results are designed to guide researchers with moderate sample sizes, in which size inflation is known to be a problem. WhileĴ cho is not a consistent estimator of J under conditional heteroskedasticity, a consistent estimator is easily obtained by switching fromĴ cho toĴ hac with first-order Gaussian critical values for large sample sizes (say n > 5, 000).
8 A similar limit theory is developed by Phillips, Sun and Jin (2006) . 9 The asymptotic theory in Kiefer and Vogelsang assumes that the bandwidth is selected without use of the automatic procedure of Andrews. 10 The precise form of f () is detailed in Appendix B. 11 Rothenberg considers covariance estimators of the form 1 n−j PÛ tÛt−j , where j corrects for the number of observations lost due to the lag length. To ensure a positive semi-definite estimator we replace the factor then the critical value adjusts to the magnitude of the standard error and lessens the length of estimated confidence intervals. Such an adjustment feature can lead to a test statistic with large gains in size at the cost of only small declines in size-adjusted power.
Simulation Results
For the simulations, we construct Y t according to (1) with β = 0. If we let c be a 5 × 1 vector of constants that selects the parameters under test, we construct the test statistic for the hypothesis H 0 : c 0 β = 0 according to
where B is the OLS estimate of β and V B is the 5 × 5 sample analog of V ar
is constructed for each of the variance estimators in Section 2.) The selected critical values are for a two-sided test with five percent nominal size. The sample size is n = 50 in all models to allow for direct comparison with the simulation results presented in recent papers, such as Kiefer and Vogelsang (2005) and Phillips, Sun and Jin (2006) . Each experiment consists of 50,000 replications. While there are a variety of statistics that can be used to assess the finite-sample performance of the variance estimators, we follow the convention of more recent authors and focus our attention on the finite-sample size and size-adjusted power of test statistics.
It is well known that with any hypothesis test, there is a trade off between size and power. Because each test employs the OLS estimator as a point estimate, improvements in size will generally be accompanied by a corresponding decrease in power. However, each test varies in either the variance estimate, critical value, or both. Consequently, there is the possibility that a particular estimator may display more accuracy in terms of both improved test size and higher power against alternatives.
Similar to previous authors, we have chosen to study the performance of test statistics where the underlying models of serial correlation are parametric in nature. We note that this may place theĴ hac andĴ cho estimators at a slight disadvantage as they do not restrict the relationship among the covariances to a specific functional form.
Single Parameter Tests
We first study H 0 : c 0 β = 0, with c = (0, 1, 0, 0, 0) 0 , and so test whether the coefficient on the first non-constant regressor is significantly different from zero. This choice of c leads to a standard error estimate generated only from the diagonal elements of V B . In the tables that follow, the test statistics are referenced by the covariance matrix estimator the test employs. Table 1 reports the finite-sample empirical size of each test statistic when the AR(1) errors are overlaid with multiplicative heteroskedasticity entering from all four non-constant regressors, i.e. ζ = (0,
0 .
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As with previous authors, we find that the traditional hac test performs quite poorly in terms of test size, especially when the dependence in the data is strong. Indeed, when ρ X = ρ U = 0.9, the hac test rejects the null hypothesis 38% of the time. This is quite unsettling considering the applied researcher will be making inference based on a nominal size of 5%.
As the test statistics all employ the same point estimate in the numerator, improvements in test size will be achieved by either increasing the standard error in the denominator or widening the test critical values. In column 2, we see that prewhitening residuals reduces test size by inflating the estimated standard errors, although over rejection of the null remains a problem. In the ρ X = ρ U = 0.9 case, the empirical size drops to 0.32, a 16% size gain. However, attempting to remove correlation at far lags by prewhitening when serial correlation in the data is weak can inflate test size even more than using the HAC estimator, which can be seen by comparing columns 1 and 2 when either ρ X or ρ U is less than 0.3. Column 3 shows that use of the KieferVogelsang asymptotic refinements reduces size inflation by widening the test 12 Empirical sizes for tests constructed usingĴ iid andĴ par are presented in Appendix C. 13 As the serial correlation in the regressor mirrors the serial correlation in the error in each simulation model, the regressors are AR(1) in Table 1 . KV tests. For ρ X = ρ U = 0.9, the empirical size of the cho R test is 0.24. While the actual size remains significantly larger than the 5% nominal level, the cho R test reduces size inflation by more than a third of the level of the hac test. Moreover, the improved accuracy of the cho R test over the more conventional HAC tests continues to hold for very low levels of serial correlation. For ρ X = ρ U = 0.1, the second-order adjusted, homoskedastic estimator improves test size accuracy relative to the Newey-West estimator by about 14%, or a drop in raw size from 0.1091 to 0.0937.
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Recall that for a fixed value of ρ X , the heteroskedastic component of the error becomes more pronounced as ρ U decreases. That the conditionally homoskedastic estimator retains an advantage in test size is quite remarkable. The favorable performance of cho R is due primarily to the adaptability of the critical value to the data generating process. The second-order theory for J cho delivers critical values that, while typically larger than their Gaussian counterparts, adjust with the regressors and residuals in such a way that the critical value increases when the estimated standard error is small and decreases when the estimated standard error is large. This negative correlation between the standard error and critical value serves as a hedge in cases Table 2 reports the mean and variance of the second-order critical value as well as its correlation with the estimated standard error when ρ X is fixed at 0.9. While the mean of the critical value remains relatively constant as ρ U decreases, the variation increases and the negative correlation with the estimated standard error becomes more pronounced. This critical value adjustment feature is the reason the conditionally homoskedastic estimator is able to maintain size improvements over the hac, hac KV , and pw tests as the heteroskedasticity becomes more pronounced.
It is important to note that the asymptotic theory put forth by Kiefer and Vogelsang does not restrict the bandwidth to be small relative to the sample size in order for the testing procedure to be valid. When the bandwidth is set equal to the sample size, the considerable downward bias of the NeweyWest estimator is offset by an adjusted critical value of 4.81, which is almost two and a half times the critical value of the standard normal distribution. 15 Intuition would suggest that for a fixed value of ρ U the performance of the cho and cho R tests should deteriorate as ρ X increases. However, ρ X also adds to the overall pattern of serial correlation in the regressors as well as the errors. For this reason, the cho and cho R tests show size gains over other HAC tests when ρ U is large, even when ρ X is large.
In comparison, the average critical value for the hac KV test (as selected by the Andrews method) ranges from 2.04 when the temporal dependence is low to 2.26 when the dependence is high, and the average critical value for the cho R test ranges from 2.11 when the dependence is low to 2.37 when the dependence is high. Column 4 in Table 1 shows that for more moderate levels of dependence, further reductions in test size are achieved with the Kiefer-Vogelsang critical values if the bandwidth is fixed and equal to the sample size, though the improvements are small. However, such drastic inflation of the critical value is sure to decrease the probability of rejecting the hypothesis for all values of β, and the slight size improvements of the hac KV n test prove to be extremely costly in terms of test power. Figure 1 plots the upper half of the size-adjusted power functions for the test statistics under the AR(1) specification presented in Table 1 when ρ X = ρ U . While size adjustment is not possible in actual testing situations, it is a useful measure in comparing the power of tests that do not have the same finite-sample size. We compute the size-adjusted power as the fraction of test rejections that arise when the true value of β 2 is different from 0. Specifically, we set β = ψ × (0, 1, 0, 0, 0) 0 where ψ is chosen as a set of eleven, equally spaced points from zero to some upper bound for which the estimated power for all tests is roughly one. 16 We simulate the power of test statistics using 10,000 replications for each value of ψ. The size-adjusted critical values are also computed via simulation methods using 50,000 replications. As each estimator gives rise to only one finite-sample distribution, the size-adjusted critical values and size-adjusted power curves for the hac and hac KV tests are equivalent (as are those for the cho and cho R tests). The most striking feature of Figure 1 is the extent to which the power of the hac KV n test lags the power of the other tests. When β 2 = 2.4 and the serial correlation parameters are equal to 0.9, the power of the hac test is 0.72, while the power of the cho R test is 0.70. Recall the empirical sizes of the two tests were 0.38 and 0.24, respectively, indicating a 37% reduction in size is achieved with approximately a 3% decrease in power. However, the power of the hac KV n test falls to 0.59 while the empirical size is 0.23. We see that the slight additional improvement in the size of the hac KV n test comes at the cost of reducing the power by 16%. It is also clear from this figure that the cho R test provides size-adjusted power which is quite similar 16 For example, if the upper bound is set at 6, then the distance between each element of ψ is 6 10 , and ψ = {0, .6, 1.2, 1.8, . . . , 6} . to both the hac and pw tests, although there is some crossing. In general, the power functions for other values of ρ X and ρ U are similar in shape and relative performance to those presented in Figure 1 . 17 The HAC, pre-whitened, and conditionally homoskedastic estimators give rise to tests with very similar power, while the hac KV n test exhibits power that is substantially lower across the range of alternatives. Table 1 and Figure 1 illustrate that the performance of the hac KV test depends heavily upon the choice of bandwidth in the estimation of the standard error. Andrews (among others) has also documented the ties between test performance and other user-choice parameters (including bandwidth, weighting kernel, and prewhitening model) for the hac and pw tests. For this reason, Andrews and others have developed data-driven "optimal" bandwidth selection procedures in an attempt to make the process more automatic. The Kiefer-Vogelsang asymptotics incorporate the choice of bandwidth directly into the testing problem by allowing the critical values to adjust with the bandwidth, effectively eliminating the need for the practitioner to find an "optimal" bandwidth. In practice, however, the researcher must still chose a bandwidth, and different choices may give rise to very different inferences on the parameter under test.
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To illustrate the problem that bandwidth selection could cause, Table 3 shows the probability that the hac KV test rejects the null hypothesis for at least one bandwidth in a given replication. That is, for any given replication, we constructed a test statistic and critical value pair for each value of the bandwidth between 5 and m = n = 50.
19 If the null hypothesis was rejected for one or more of the test statistic/critical value pairs, the entire trial was considered as if it rejected the null hypothesis. We then repeated the process 50,000 times and found the fraction of replications which produced at least one rejection. The sizes of the hac KV test in Table 3 are comparable in 17 Note that the range of values along the β 2 axis differs for alternative values of the serial correlation parameters. All test are showing substantial increases in power as the correlation in the data falls.
18 There is no data-dependent method of choosing an "optimal" bandwidth for the hac KV test. Phillips, Sun and Jin propose a data dependent rule for their test that minimizes a weighted sum of type I and type II errors, which Kiefer and Vogelsang conjecture can be extended to their test. However, in place of selecting the bandwidth, the researcher is now left to choose the proper weights for the type I and II errors. 19 To ensure the estimator accurately accounts for the serial correlation, we impose a minimum bandwidth of 5. Clearly, allowing for bandwidths less than 5 will further inflate the rejection probabilities. The problem of nuisance parameters in the testing process highlights an important advantage ofĴ cho over other estimators. First,Ĵ cho estimates the correlation at all lags, eliminating the necessity of choosing a particular bandwidth. Second, there is no weighting kernel or prewhitening filter involved in the estimation. And third, while the second-order critical value adjustment isn't trivial, it is completely data dependent and requires no choices by the user in implementation.
While the cho R test performs favorably under the specification in Table  1 when compared to more traditional tests commonly used in the literature, it is also important to evaluate the test under varying degrees of serial correlation and heteroskedasticity.
20
In Table 4 , we present the finite-sample empirical size when the data generating process for the regressors and errors is MA(1). Once again, we set ζ = ¡ 0,
¢ 0 so that the conditional heteroskedasticity enters multiplicatively through all four non-constant regressors. In this case, the temporal dependence is of limited duration and the heteroskedasticity plays a correspondingly larger role in the distribution of the errors than in the AR(1) specification. Consequently, one may expect 20 Not surprisingly, when the errors truely are homoskedastic, the cho R test outperforms all other robust tests in terms of finite-sample empirical size, as it exploits the homogeneity in the data. These results can be found in the Appendix C. Table 4 shows that while the testing problem becomes easier across all estimators (i.e. the finite-sample size is nearer the 5% nominal level for all tests), the relative performance of the tests in the AR(1) specification remains intact in the MA(1) specification. The prewhitened estimator shows improvement over the traditional HAC estimator, and the Kiefer-Vogelsang critical values offer even further improvement in size. When θ X = θ U = 0.9, the hac, pw, and hac KV tests have size of 0.15, 0.14, and 0.13, respectively. In comparison, the cho R test still offers even greater improvements with a size of 0.11, or a 27% gain in test accuracy over the traditional Newey-West estimator. While the size gains are slightly smaller when the correlation is of limited duration, they are still substantial. Figure 2 shows the size-adjusted power of the test statistics under the MA(1) specification when θ X = θ U . The results, as compared to the AR(1) model, remain largely unchanged as the hac, pw, and cho R tests all show similar power, and the hac KV n test shows significantly less power against alternatives.
Another way to alter the degree of heteroskedasticity in the data is to adjust the impact of individual regressors on the error scale. Recall that the error term is generated according to
Rather than set ζ = (0,
0 , as in the previous specifications, we now set ζ = (0, 1, 0, 0, 0) 0 and allow the heteroskedasticity to arise from scaling the homoskedastic error term,Ũ t , by the absolute value of the first non-constant regressor. As we are testing the hypothesis H 0 : β 2 = 0, it may matter whether the heteroskedasticity is brought about by the first non-constant regressor or some other regressor in the model. For this reason, we also report the empirical size when the error is scaled by the absolute value of the second non-constant regressor, ζ = (0, 0, 1, 0, 0) 0 . Panel A of Table 5 shows the empirical size of tests when the heterogeneity arrises from the first non-constant regressor where, for brevity, we report only the case where ρ U = ρ X . While the cho R test performs comparably to the other robust tests when the amount of serial correlation is high, it no longer exhibits a size advantage, and it becomes progressively disadvantaged as the values of ρ U and ρ X fall toward zero. However, when testing the coefficient on the second non-constant regressor, the results change dramatically. Panel B reports the empirical size of the two-sided t-tests when ζ = (0, 0, 1, 0, 0) 0 and the heteroskedasticity arises from a regressor other than the regressor under test. In this case, the cho R test offers a considerable size advantage over all other tests, even as the values of ρ X and ρ U approach zero. In fact, as the serial correlation parameters fall to zero, the size of the cho R test falls below the 5% nominal level.
This table would appear to confirm the observation in Rothenberg that the degree of correlation between the regressor under test and the error variance has a substantial impact on inflating the empirical size of test statistics. While this is true for all tests under examination, the size distortion is especially pronounced for cho R . It is also of note that the sizes of the tests presented in Panel B are closer to their nominal level than the corresponding sizes of the homoskedastic model presented in Table C3 in Appendix C. In practice, the form in which the heteroskedasticity enters the model appears to be of considerable importance when performing tests of hypotheses. Table 6 reports similar results for the conditionally heteroskedastic, MA(1) model. Once again, there appears to be little change in the conclusions from the AR(1) specification. The cho R test performs rather poorly when the error is scaled by the regressor under test, but nearly achieves the 5% nominal size when the error is scaled by the second non-constant regressor.
Figures 3 and 4 plot the corresponding size-adjusted power curves for the AR(1) process with ρ X = ρ U when ζ = (0, 1, 0, 0, 0) 0 and ζ = (0, 0, 1, 0, 0) 0 , respectively. Likewise, Figures 5 and 6 plot the MA(1) power curves. Once again, we see cho R performs comparably to hac and hac KV in terms of sizeadjusted power, and all three outperform hac KV n by a considerable margin.
Multiple Parameter Tests
We now briefly turn our attention to testing hypotheses that involve multiple parameters. These multi-parameter tests incorporate at least one offdiagonal element of V B in computing the standard error. Specifically, we examine the performance of tests under the null hypothesis H 0 : β 2 − β 3 = 0 (or H 0 : c 0 β = 0 for c = (0, 1, −1, 0, 0) 0 ) for each of the heteroskedastic specifications listed above. Tables 7 and 8 report the finite sample size for these (1) specifications, respectively. Again, we report only the results from setting ρ U = ρ X (θ U = θ X ). In testing the hypothesis β 2 − β 3 = 0, the cho R test provides the best empirical size under all heteroskedasticity specifications and under all degrees of dependence, excepting the case where ζ = (0, 1, 0, 0, 0) 0 . The size advantage of the cho R tests in the first and third heteroskedasticity specifications is quite large for both the AR(1) and MA(1) models. The empirical size of the cho R test is cut by more than half the level of the traditional estimators, and it even exhibits better size than the hac KV n test. In both cases, the empirical size approaches the nominal size rather quickly as the serial correlation decreases. When the heteroskedasticity enters solely from the one of the regressors under test, the cho R test is not as disadvantaged as in previous specifications, but still cannot be given a strong recommendation.
Last, note that in the model under study, the testing problem is made easier by the introduction of the second parameter to the hypothesis. Comparing the relevant rows of Tables 7 and 8 to the corresponding rows in previous tables where ρ U = ρ X , we see that the empirical sizes of these tests are lower than the sizes of the single dimension tests across the full range of estimators. The same is also true for the MA(1) models as well as for values of ρ U 6 = ρ X . The size-adjusted power functions for these multi-parameter tests follow the same patterns as the power functions of previous tests. The power figures for the AR(1) models can be found in Appendix C. 
Empirical Application
To understand the impact of our proposed standard error estimator on applied research, we revisit Lustig and Verdelhan (2007) who use the NeweyWest standard error estimator in their study of foreign currency risk premia. Lustig and Verdelhan propose that the excess returns of foreign currency markets can be partially explained as a premium on aggregate consumption growth risk in U.S. markets. The premium arises because returns from high interest rate countries tend to be low when (U.S. aggregate) consumption growth is low. Conversely, the assets of the low interest rate countries negatively covary with consumption growth and so can serve as a hedge against U.S. aggregate consumption growth risk.
To verify their proposition, Lustig and Verdelhan study a panel of countries from which they first assign each country to one of eight currency portfolios. The portfolios, which are formed by sorting on the short-term risk-free interest rate of the country, are rebalanced every period so that the countries with the lowest interest rates are in the first portfolio and countries with the highest interest rates are in the eighth portfolio. With annual data from 1953-2002 they estimate the covariances, which underpin their analysis, between excess currency returns and the growth rate of consumption. For each of the portfolios estimates are obtained from regressions of the form
where R t+1 is the annual excess return on the portfolio and f t is the growth of consumption in the previous year. Separate regressions are run for durable and nondurable consumption.
The estimates β along with various estimates of their standard errors are reported in Tables 9 and 10. Table 9 presents the results for the entire 50  year sample while Table 10 reports the results from the 32 year subsample after the demise of Brenton-Woods in 1971. The first row of Panel A (Panel B) reports estimates of the slope coefficients when the nondurable (durable) consumption growth factor is used as the regressor. These estimates replicate the results that are found in Table 6 of Lustig and Verdelhan. As can be seen, the consumption risk is generally increasing in the interest rate, with a difference in consumption betas of the first and seventh portfolios of about 100 basis points for the full sample, and 150 basis points for the post Brenton-Woods era. The remaining rows report the estimated standard errors and critical values which are used to test hypotheses on the regression coefficients. Numbers in braces are estimated standard errors. Numbers in italics represent alternative critical values which can be used in the hypothesis tests. The * represents significance at the 5% level.
When the Newey-West estimator is used to estimate the standard errors, only two portfolios exhibit risk parameters that are significantly different than zero when the entire 50 year sample is used. The excess currency returns are positively correlated with nondurable consumption growth in the second portfolio and positively correlated with durable consumption growth in the seventh portfolio. However, hypothesis rejection varies depending on which standard error estimator is employed. For example, for the second portfolio in Panel A of Table 9 , the hac, hac KV , and pw tests all reject the hypothesis that β 2 c is equal to zero. The hac KV test rejects the hypothesis even though the test critical value has increased from 1.96 to 2.0794. However, the hac KV n , cho, and cho R tests fail to reject the hypothesis. The hac KV n test uses a standard error estimate that is almost half the size of the traditional Newey-West and prewhitened Newey-West estimates, but the critical value is too large to produce a rejection at a value of 4.813. On the other hand, the cho and cho R tests use more moderate critical values, but the estimated standard errors are almost twice as large as the Newey-West standard errors. For the seventh portfolio in Panel B, the cho and cho R tests also produce rejections in addition to the hac, hac KV , and pw tests. The critical values of the hac KV n test are once again too large to reject the hypothesis. The amount of heteroskedasticity in these two models may help to explain the porformance of the standard error estimate in the cho and cho R tests. We test the null hypothesis of homoskedasticiy using the White heteroskedasticity test, running regressions of the squared OLS residuals from each model on a constant, the factor, and the factor squared. For portfolio 2 in Panel A, the χ 2 test statistic with two degrees of freedom gives a test statistic of 1.229 and a p-value of 0.541. The lack of heteroskedasticity in this model may indicate that the standard error estimate in the cho and cho R tests provide the best approximation to the true standard error and the hac, hac KV , and pw tests may falsely reject the null. On the other hand, the White test of the seventh portfolio in Panel B produces a χ 2 statistic of 4.697 with a p-value of 0.096 indicating that substantial heteroskedasticity may be present. However, the standard error estimate of cho and cho R tests, though slightly larger, are in line with the standard errors from the heteroskedasticity consistent tests.
When the sample size is shortened to the post Brenton-Woods era, none of the nondurable consumption growth betas are significantly different from zero. However, the durable consumption growth betas of portfolios 3, 4, and 7 are significantly different from zero in at least one of the tests. The hac and hac KV tests reject the null hypothesis for all three portfolios. The pw and cho tests reject for the fourth and seventh portfolios, and the hac KV n test rejects for the third and seventh portfolios. When using the Rothenberg second-order critical value adjustment, the cho R test fails to reject the null hypothesis at the 5% level for any of the portfolios. The White heteroskedasticity tests for the third, fourth, and seventh portfolios in Panel B of Table 10 produce χ 2 test statistics of 1.613, 3.242, and 8.310, with p-values of 0.446, 0.198, and 0.016, respectively. There appears to be little evidence of heteroskedasticity for portfolio 3, slight evidence of heteroskedasticity in portfolio 4, and substancial evidence of heteroskedasticity in portfolio 7.
Conclusion
The simulation results of this paper suggest that when sample sizes are small, modeling the heterogeneity of a process is secondary to accounting for dependence. We find that a conditionally homoskedastic covariance matrix estimator (when used in conjunction with Rothenberg's second-order critical value adjustment) improves test size with only a minimal loss in test power, even when the data manifest significant amounts of heteroskedasticity. In some specifications, the size inflation was cut by nearly 40% over the traditional HAC test. Much of this size gain can be attributed to the manner in which the second-order theory adjusts the critical value according to the degree of correlation found in the data. Strong dependence usually leads to estimated standard errors which are too small, resulting in tests which reject the null hypothesis too often. Rothenberg's second-order critical value refinements serve to dampen this effect by producing larger critical values when standard errors are small, and more moderate critical values when standard errors are large.
In addition to improved small-sample test size, the conditionally homoskedastic estimator offers improvements over traditional HAC estimators in both computational ease and testing continuity. While the second-order critical value calculation is slightly complicated, the process is completely data dependent, and requires no user choices in implementation. Conversely, traditional HAC estimators require the user to specify a weighting kernel, prewhitening filter, and a bandwidth selection procedure, which previous authors have shown can have a significant impact on the performance of the estimator.
To be sure, the conditionally homoskedastic covariance estimator does not perform the best under all heteroskedastic conditions. As noted by Rothenberg, statistical inference is especially problematic when the error variance is highly correlated with the regressor of interest. Care must be taken when heteroskedasticity is caused primarily by the regressor whose coefficient is under test. However, the adjusted critical values and estimator that we propose deliver a testing procedure with substantial gains in controlling size, at little cost in power. 
and n
is equivalently expressed as
The issue of lag truncation arises immediately. If one simply replaces the latent errors, which form Γ n (j), with estimated residuals, which form Γ n (j) = n −1 P n t=j+1V tV 0 t−j , then the resulting sum is identically zero. To obtain a non-zero estimator, White and Domowitz truncate the autocovariance summation at m < n − 1. They establish (for a class of models that includes linear regression) that if m is allowed to grow with n, but more slowly than n Unfortunately, the truncation of the sum proposed by White and Domowitz does not always yield a positive semi-definite estimator of the covariance matrix. The introduction of a weight function, or kernel, yields an estimator that is positive semi-definite. Newey and West show that, with the (modified) Bartlett kernel, the estimator 
For the Bartlett kernel w (j, m) = 1 − ¡ j m+1 ¢ and, with v = ι/ √ m + 1 for ι the (m + 1) vector of ones, (2) is satisfied for all m. For the truncated kernel, there is no vector v for which (2) is satisfied for all m.
How rapidly m grows with n affects the rate of convergence ofĴ n . For the Bartlett kernel, the convergence is most rapid if m is proportional to n 1 3 , in which case the rate of convergence ofĴ n is also n 1 3 . Although this relatively rapid rate of growth for m violates the conditions for consistency derived by Newey and West, Andrews establishes thatĴ n is consistent (that is,
22 To provide guidance regarding the choice of m in finite samples, Andrews derives the asymptotic (truncated) MSE of J n . As the asymptotic MSE depends upon the unknown serial correlation structure of V t , selection of m to minimize the asymptotic MSE requires an estimator of this correlation structure. To implement the method, Andrews suggests approximating the correlation structure by estimating an AR(1) for each element of V t . Andrews shows that the asymptotic MSE can be reduced further by selecting a kernel that assigns non-zero weight to all lags (the quadratic-spectral kernel), hence m is termed a smoothing parameter (and need not be integer valued). Even though the quadratic-spectral kernel does not satisfy (2), the resulting covariance estimator is positive semi-definite because the kernel yields a non-negative spectral density estimator (for a univariate time series). 22 Indeed, under strict conditions Andrews establishes thatĴ n is consistent if m = o (n).
Selection of a kernel that minimizes the asymptotic MSE of the estimator of J n may not result in test statistics with optimal performance. While the quadratic-spectral kernel yields a smaller MSE than the Bartlett kernel in simulations, due in large measure to smaller bias, both of these covariance estimators produce coverage probabilities for estimated confidence intervals that are lower than the nominal confidence levels. Indeed, no clear consensus has emerged regarding the optimal kernel for constructing test statistics on the elements of β.
One clear insight that has emerged is the importance of selecting m. Of particular importance is to allow the potential contributions of far lags, which mirrors the suggested use of the quadratic-spectral kernel that admits all lags.
With larger values of m, the number of allowable lags in the Bartlett kernel becomes such a large fraction of the sample size that the asymptotic theory based on m growing slowly relative to n may not deliver an accurate finite sample approximation. To address the issue, Kiefer and Vogelsang derive asymptotic theory forĴ n under the assumption that m n = b with b ∈ (0, 1].
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As could be inferred from Andrews,Ĵ n is inconsistent if m grows at the same rate as n (m = O (n)).
24
However, test statistics for β (such as t and F statistics) remain asymptotically pivotal and their limit distributions can be calculated. Further, as the distributions depend both upon the kernel and b, asymptotic local power can be used to determine an optimal choice of bandwidth and kernel.
Kiefer and Vogelsang show that the limit distribution of a t statistic for a single element of β is Q KV (b) − 1 2 · N (0, 1), where Q KV (b) is a scalar random variable with moments that depend on both the kernel and b. As the expected value of Q KV (b) (for the Bartlett kernel) is less than 1 for all considered values of b, the presence of Q KV (b) in the limit distribution tends to increase the dispersion of the t statistic. Although the mean and variance of Q KV (b) can be represented analytically, there is no general analytic expression for the limit distribution. Instead the critical values are obtained by simulation, which for the Bartlett kernel and a 5 percent nominal size, 23 Even if b = 1, the resultant estimator is not identically zero because of the weights w (j, m).
24 If m = O (n), thenĴ n converges to a random quantity. For b = 1, the expected value of this quantity is only 1 3 of the asymptotic covariance matrix, which motivates why standard errors constructed fromĴ n tend to be too small.
Kiefer and Vogelsang calculate as 1.96 + 2.97b + .42b 2 − .53b 3 .
The critical values increase rapidly with b, for b = .5 the critical value is 3.48 while for b = 1 the critical value is 4.82. (The increase in critical values is even more pronounced for the quadratic-spectral kernel.) These critical values provide confidence interval coverage probabilities that are closer to their nominal levels over a wide range of bandwidth parameters, though slight over rejections still persist in finite samples. Unfortunately, the improved coverage probability comes at the expense of lengthening the interval, and therefore reduces the power of the test considerably. Allowing m to grow at the same rate as n is only one way to account for the contributions of far lags. Phillips, Sun and Jin (2006) alter the kernel, rather than the rate of growth of m, and studŷ
here ρ ≥ 1. Clearly, ρ = 1 returns the Bartlett kernel andĴ n (1) =Ĵ n . For larger values of ρ, the weights decline more steeply and the kernel is termed the steep-origin kernel. The presence of ρ implies that one can establish that J n (ρ) is consistent even if m = O (n) by allowing ρ to grow at an appropriate rate with n. In consequence, m is set equal to n in studying the properties ofĴ n (ρ). Phillips, Sun and Jin establish thatĴ n (ρ) is consistent if ρ grows more slowly than n/ ln(n)
. The convergence is most rapid if ρ is proportional to n 2 3 , in which case the rate of convergence forĴ n (ρ) is n 1 3 in parallel with the earlier results of Andrews.
If the value of ρ is fixed independently of n, then Phillips, Sun and Jin show thatĴ n (ρ) converges to a random quantity. The limit distribution of a t statistic for a single element of β is Q P (ρ) − 1 2 · N (0, 1) where the moments of Q P depend on ρ. For the case ρ = 1 the asymptotic critical value is again 4.82 and these values decline as ρ increases (for ρ = 16 the critical value is 2.32). In terms of (size-adjusted) power, simulations conducted by Phillips, Sun and Jin show surprisingly few gains forĴ n (ρ) over a traditional estimator (Ĵ n (1) with m determined by the data rule proposed by Andrews). For the case of ρ = 16, there are power gains for n = 50. whereδ j is the j th sample autocovariance as defined in section 2 and
wherer k = (n − k) −1 P tẑ tẑt+k , and
In the equation forr k ,ẑ t is defined as the t th element of the n × 1 vector
where M is the n×n matrix I n −X (X 0 X) −1 X 0 , and∆ is the n×n estimated covariance matrix for U with (s, t) element equal toδ |s−t| . The lagged cross product matrices X 0 X −k and X
0∆
X −k are formed by summing over the n−|k| common observations. 8 Appendix C Table C2 : Empirical Size of iid and par -Heteroskedastic Errors 
