Abstract-The contribution described in this paper is an algorithm for learning nonlinear, reference tracking, control policies given no prior knowledge of the dynamical system and limited interaction with the system through the learning process. Concepts from the field of reinforcement learning, Bayesian statistics and classical control have been brought together in the formulation of this algorithm which can be viewed as a form of indirect self tuning regulator. On the task of reference tracking using a simulated inverted pendulum it was shown to yield generally improved performance on the best controller derived from the standard linear quadratic method using only 30 s of total interaction with the system. Finally, the algorithm was shown to work on the simulated double pendulum proving its ability to solve nontrivial control tasks.
I. INTRODUCTION
Reinforcement learning is a framework by which a control policy can be found for a system with unknown dynamics. However, there is no formal method for incorporating known information about the system into such algorithms. Such a method would be useful in the case of using an unknown system to track a known reference trajectory (or one generated according to a known stochastic process). It is this problem that forms the motivation for this paper.
The fundamental elements of the (fully observable) reinforcement learning problem are shown in Figure 1 . The agent applies actions (inputs) u ∈ A to an unknown, or partially unknown, environment at every timestep. This causes a change in the state x ∈ S of the environment. The agent applies actions based on a policy π : S → A and the state changes according to the transition dynamics f : S ×A → S. At each timestep a stage cost c : S × A → R is generated which defines the objectives of the agent in its environment. The goal of the agent is to find a policy π * that minimises the expected (possibly discounted) future sum of stage costs.
There are two approaches to solving the reinforcement learning problem: model-based, where a model of the system dynamics is trained through data obtained through interaction and a policy is found via internal simulation; or model-free, where a policy is learned directly from system interaction. Model-free methods, such as Q-learning [10] have received much attention in the literature because convergence to an optimal policy can be proven. However, such methods often require many thousands of trials before finding a good policy. cost c k+1 Fig. 1 . The reinforcement learning framework of an agent interacting with its environment (adapted from [9] ). The agent applies an action u at time k. It can then observe the resulting state x k+1 of the environment and the associated cost c k+1 (which may be a function of the next action u k+1 as well as the state x k+1 ).
Model-based methods make efficient use of interaction data by "summarising" the experience in the internal model. The problem is that of model-bias: the policy may be optimal with respect to the learned model but inadequate on the actual system. This problem was addressed by the algorithm proposed by [7] where a distribution over dynamics models is defined using a probabilistic modelling technique known as Gaussian processes. Furthermore, unlike the vast majority of reinforcement learning literature, it deals naturally with continuous state and input spaces. The algorithm uses data to train a Gaussian process model of the dynamics under a Bayesian framework. The reinforcement learning problem is then solved by optimisation and internal simulation by propagation of the uncertainty. The inclusion of model uncertainty in the predictions has resulted in unprecedented learning speed-ups over competing algorithms. For example, the inverted pendulum swing-up and balance task was solved with only 17 s of interaction compared to 125 s achieved by [6] or 16, 000 s by [4] . Recent work has demonstrated the capability of the algorithm to solve the extremely challenging control problem of balancing a robotic unicycle in a fixed location in simulation.
However, this algorithm lacked the capability to perform learning of a reference tracking policy, given access to a preview of the future reference trajectory. The work of this paper seeks to address this by incorporating a model of the reference signal generator into the learning process. The proposed update to the algorithm was inspired by the canonical approach to optimal tracking control of linear systems given in [2] . The new algorithm can then be viewed as a form of indirect self tuning regulator (with offline parameter updates) where the identification stage is achieved using Gaussian processes and control design by direct policy search using gradient descent methods.
The rest of the paper is laid out as follows. Section II outlines the theory of Gaussian processes for the modelling of dynamical systems and describes the canonical linear quadratic approach to reference tracking. An explanation of the updated learning algorithm for reference tracking in continuous state-spaces is given in Section III. Section IV contains simulation results from application of the algorithm to the inverted pendulum problem. Finally, the conclusions are summarised in Section V.
II. BACKGROUND THEORY A. Gaussian Processes for Modelling of Dynamical Systems
Gaussian Process (GP) models can be used to learn the dynamic behaviour of arbitrary nonlinear systems described as follows
with state x ∈ R n , input u ∈ R m and Gaussian noise term w ∼ N (0, Σ w ).
To introduce the general concept of training and prediction with a Gaussian process model, the learning of a noisy static map y = h(x) + , where is Gaussian distributed white noise, shall be considered. A GP can be viewed as an extension of the multivariate Gaussian distribution to infinitely long vectors, or functions. Formally, GPs are defined by [8] as a collection of random variables, any finite number of which have a joint Gaussian distribution. This can be expressed as
where h(·) is the random process, m(·) is the mean function, often set to zero, and k(·, ·) is the covariance function. It is important to note that the input into the random process is the state x, not time. The parameters defining k(x, x ) are contained in the vector θ. A common choice of covariance function is the squared exponential
plus a noise term δ ij σ 2 where Λ = diag(λ Before proceeding, the covariance matrix K(X, X) ∈ R d×d , or simply K, will be defined as the matrix with elements
d×n and the corresponding observed data y = [y 1 . . . y d ] , the problem is to find the posterior distribution over the space of functions. From Bayes' rule it is known that
where p(y|X, θ) = p(y|h, X, θ)p(h|θ)dh with h ∼ GP. This can be evaluated analytically since the prior is Gaussian h|θ ∼ N (0, K) and the likelihood is a factorized Gaussian y|h, θ, X ∼ N (h|θ, σ 2 I) because of the assumption of independent noise terms. In a fully Bayesian framework, the posterior p(h|y, X) would be obtained by integrating out the effect of the hyperparameters θ. This would require computationally intensive sampling-based methods. Alternatively, a point estimateθ can be obtained through maximisation of the log-marginal likelihood p(y|X, θ) which is given by
This is in general a non-convex problem therefore a local maximum can be found using standard gradient ascent methods, in particular the method of conjugate gradients will be used. It is this maximization of the log-marginal likelihood that constitutes "training" of the GP hyperparameters.
2) Prediction for Deterministic Inputs: Once the Gaussian process has been trained it can be used to make predictions as follows. The joint distribution of the observed target values and the function value at a single deterministic test input x * under the prior can be expressed as
The conditional distribution given by p(h * |X, y, x * ) = N (m(x * ), v(x * )) can then be found using the standard identity for a Gaussian conditional distribution which gives the following solution for prediction at
The mean can be viewed as a linear combination of d kernel functions, each one centred on a training point. If a multivariable mapping is now considered where y ∈ R E , then E independently trained GP models are used to describe the system. This is done rather than training a single multivariable GP because it is much less computationally intensive to train independent models. The hyperparameter vector is then extended to θ = θ (1) . . . θ (E) and the y vector becomes a matrix in R d×E . So the multivariate distribution is given by N (m(x * ), v(x * )) where v(x * ) ∈ R E×E is a diagonal matrix because of the independence assumption.
3) Prediction for Uncertain Inputs: If the test input is distributed according to x * ∼ N (µ, Σ) then, in general, the output distribution of the GP will not be Gaussian. An illustration of this concept is shown in Figure 2 . However, the mean and variance can be evaluated analytically therefore the output distribution can be approximated by a Gaussian using exact moment matching. The method for achieving this can be found in [5] . It is also possible to evaluate the term given by cov[
analytically, the importance of which is outlined in Section II-B.
4) Modelling a Dynamical System: The tools developed so far allow for a discrete time dynamic system of the form given in (1) to be modelled. This can be done using training data of the form
This concludes the description of how Gaussian processes can be used to model nonlinear dynamical systems and propagate uncertainty in the predictions.
B. Conditional Independence
Within the framework of the proposed algorithm it was often necessary to calculate the cross-covariance between two conditionally independent variables. Consider two variables a and c that are conditionally independent given variable b. This is denoted as a ⊥ ⊥ c|b. It can be shown that the following identity is true for Gaussian distributed variables
can be evaluated analytically, therefore the inversion of the potentially singular matrix cov[b] can be avoided. This leads to numerically stable computations.
C. Linear Quadratic Tracking Control
In this section, the LQ approach to tracking control outlined in Chapter 3 of [2] is reviewed. Consider the reference tracking control of a stochastic, discrete-time, Linear TimeInvariant (LTI) system given by
with state, input and noise terms as defined in (1). The LQ tracking problem is an extension to the LQR problem by penalising state deviations from some reference Figure 3 . The finite horizon cost function is defined as follows
Recognising that r k is externally prescribed and that the policy will have access to the values of the reference trajectory H r steps into the future, an artificial state-space model may be defined as
where n k ∼ N (0, Σ n ). In the following Σ n shall be set to 1.
If it is assumed that the reference trajectory is generated by the following white noise driven, linear filtering system
with specified initial condition r 0 , then the state-space matrices are given by the following
where 0 p×q is the p by q matrix of zeros. This formulation can characterise a wide range of reference signals. Two examples are shown in Figure 4 of second-order filtered white noise and exponentially decaying sinusoids of a given frequency. In the sinusoid example B f = 0 but randomness arises by allowing a distribution over starting state r 0 .
The tracking problem may now be recast as a standard LQR problem by defining an augmented state vector
n(H r +1) and associated state-space equation 
III. THE ALGORITHM
The goal of the proposed algorithm is to learn a timeinvariant parameterised control policy u = π(x tr ) by solving a finite horizon optimisation problem equivalent to the one in Section II-C. This policy can be viewed as an approximation to the optimal time-varying solution. It may have any structure provided that the first and second moments of the output distribution can be calculated analytically as well as the input-output covariance, given a Gaussian distribution over the augmented state x tr . The policy parameters shall be gathered under the variable ψ.
There are three layers to the algorithm:
• Learn the transition dynamics of the system.
• Evaluate the (approximate) expected long-term cost of following some policy π.
• Improve the policy by finding the optimal policy π * in the parameterized set defined by ψ. The learned transition dynamics model is used as the basis of a standard optimisation problem over policy parameters. Once the optimiser has converged the new policy is applied to the system and the dynamics model is updated based on this new information. This process is repeated until the policy parameters have converged. A more detailed breakdown is as follows.
A. Learn Dynamics
The first step of the process is to generate a data set D by applying an arbitrary policy to the system. This data set is then used to train a Gaussian process model of the transition dynamics. After each optimisation of the policy a trajectory is sampled from the reference class and the system is run with the new policy and this sampled reference. The data generated from this test run is then used to update the learned GP model and the hyperparameters are re-trained.
B. Policy Evaluation
Policy evaluation was carried out in an analogous manner to the LQ tracking method outlined in Section II-C. The aim is to learn policy parameters of a given feedback policy structure that perform well over a given class of reference trajectories given by the linear state space system (15).
1) Policy Structure: The policy structure that was investigated in this paper was a quadratic controller. This is defined by augmenting the state with the pairwise product of each state as follows
where z tr ∈ R 0.5q(q+1) , q = (H r + 1)n contains all pairwise products x tr i x tr j , i, j ∈ {1 . . . q} and L ∈ R m×0.5q(q+1) . This is a richer class of control structure than the standard linear mapping but includes it as a special case by setting L = 0. The parameter set is then defined by ψ = {K, L}.
In order to ensure the algorithm respected the system input constraints the output of the policy was squashed through a sine to give a bounded policy output π(x tr ) = u max sin π(x tr ) . This operation allows analytic evaluation of the mean and variance of the control input given a Gaussian state distribution x tr ∼ N . 2) Cost Function: Since the policy is bounded through the sine it was not necessary to penalise the input action, therefore the following cost function was used to evaluate performance
The stage cost c(·, ·) was given by the saturating quadratic c(a, T ) = 1 − exp −a T a instead of the standard quadratic cost. This stage cost was chosen rather than the quadratic since it was shown in [3] that it is more conducive to the learning process because it encodes the notion of being "far away" from the target state while not caring exactly how far. Furthermore, it shares with the quadratic cost the useful property that E a [c(a, ·)] can be evaluated analytically given a ∼ N . Evaluating this cost function for a given setting of the policy parameters ψ involves propagating the approximated Gaussian distribution over the augmented state at the current timestep, p(x tr k ) to the distribution at the next timestep p(x tr k+1 ). This was achieved through the following three steps:
• Determine p(u k ) using the parameterised policy with input p(x tr k ) where uncertainty propagation depends on the specific policy structure.
• Determine p(x k+1 ) using the Gaussian process transition dynamics model with input p(x k , u k ) and propagating the uncertainty using results from Section II-A.3.
. . . . . . Fig. 5 . Graphical model representation of the propagation of uncertainty over current state, reference state and input p(x tr k , u k ) to the distribution at the following timestep p(x tr k+1 , u k+1 ) etc given the two stochastic processes: dynamics and reference.
• Determine p(x r k+1 ) using the linear state space model (14) with input p(x r k ) and propagating the uncertainty using standard Kalman filtering equations. The cross covariance terms that are not evaluated explicitly in these steps are found using the conditional independence method outlined in Section II-B since 
C. Policy Improvement
Using this method of evaluating the policy parameters ψ, policy improvement can be achieved by optimisation. The aim is to find the parameters that satisfy
for a given dynamics model. Since all distributions are (approximate) Gaussians the derivatives of V ψ (H, x 0 ) with respect to ψ can be evaluated analytically. Taking p(x tr k ) ∼ N (µ k , Σ k ), the derivatives are given by
The mean and covariance derivatives at each timestep are calculated using the recursive rule
where α ∈ {µ, Σ}. The availability of these derivatives means that optimisation can be achieved using standard gradient descent methods.
IV. SIMULATIONS
A. Inverted Pendulum 1) Setup: The algorithm was applied to the inverted pendulum problem as shown in the Figure 6 . The state of this system is defined as the cart position x, cart velocityẋ, The reference trajectory was defined as a change in the xposition of the cart with the pendulum upright. The class of reference was chosen to be first order filtered white noise with parameters a = 0.98, A f = a, B f = l √ 1 − a 2 . These parameters were chosen so that the limiting standard deviation of the reference was equal to the length of the pendulum l, as this is an appropriate length scale.
The Gaussian process model of the transition dynamics was initialised using 6 s of training data generated from interaction with the system by applying random inputs drawn from a uniform distribution. The learning process was stopped after 8 iterations of the algorithm by which time the policy parameters had normally converged. This is a total interaction time of 30 s.
2) Results: Policies were trained for timestep horizons H r ∈ {1 . . . 7} with a discrete timestep length of ∆t = 0.15 s. The learned controllers were then run on 200 sample trajectories of 3 s in length drawn from the stochastic system and the average stage cost was calculated for each. These were compared with a controller derived using a discrete linearised form of the system dynamics and the receding horizon LQ controller outlined in Section II-C. When applied online, the output was saturated at u max in order to obtain a fair comparison. Setting the input weighting to R = 5×10 It can be observed from Figure 7 that both the linear and the quadratic learned policies yield improved or comparable performance to the LQ controller. This is probably due to the fact that the algorithm has taken into account the nonlinear dynamics of the system and has adopted a principled treatment of input constraints. The inclusion of the quadratic terms in this case has given, essentially, no further improvement on the linear policy, since the system has been operating mainly in the linear regime.
B. Double Inverted Pendulum 1) Setup: The algorithm was then run on the double inverted pendulum tracking problem as shown in Figure 6 . The equations of motion for this system can be found in Appendix B of the thesis [3] . The parameters of this system were set to be the same as in the single pendulum case except with the addition of a pendulum of the same length and weight attached to the end of the first one l 1 = l 2 = l. The sampling time was reduced to ∆t = 0.05 s. The prediction horizon was set as H = 5 s and the state weighting matrix Q was again defined to penalise approximately the squared Euclidean distance from the tip of the second pendulum to the reference point as shown in Figure 6 .
The algorithm was trained for tracking sine waves with frequency of 0.8 rad s −1 , amplitude distributed according to a ∼ N (0, l) and access to the position and rate of change of the sine wave (since this fully characterises the sinusoid there is no need for further future information).
2) Results: It was found that the the algorithm could not find a stabilising solution using the linear policy but within a few iterations could find one using the quadratic structure. The learned policy was then compared with a policy derived from the standard LQ method as demonstrated in Figure 8 . In this case the learned policy is able to achieve the task but is not able to match the performance of the LQ policy.
V. CONCLUSIONS AND FUTURE WORKS A. Conclusions
The contribution of this paper has been to present a new algorithm for learning reference tracking controllers given no prior knowledge of the dynamical system and limited interaction through the learning process. Concepts from the field of reinforcement learning, Bayesian statistics and classical control have been brought together to create this algorithm. On the task of reference tracking using the inverted pendulum it was shown to yield generally improved performance on the best controller derived from the standard linear quadratic method using only 30 s of total interaction with the system. Finally, the algorithm was shown to work on the double pendulum proving the ability to solve highly nontrivial tasks.
B. Future Work
As it stands, the algorithm learns the dynamics of a system and assumes a given linear model for the reference dynamics. However, the framework is applicable to the inclusion of a nonlinear reference model and to learning both the dynamics of the system and a nonlinear reference model. In the future we plan to show application of this.
