Abstract-This paper describes radiometric performance and prelaunch radiometric and spectral calibrations of the GHz component of the Microwave Limb Sounder (MLS) experiment on NASA's Aura spacecraft. Estimated systematic scaling uncertainties (3 ) on limb port radiances are 0.5% from radiometric calibration and 0.5% to 1% from spectral calibrations. Operational noise performance is consistent with prelaunch expectations, and in-orbit measurements to date indicate no changes in noise characteristics, and no observable calibration drifts. Spectral baseline has remained stable to 20 mK since launch. Refinements to calibrations based on in-flight data are discussed, and radiometric calibration algorithms are described.
I. INTRODUCTION
T HE Earth Observing System (EOS) Microwave Limb Sounder (MLS) on Aura is a follow-on to the successful MLS instrument on the Upper Atmosphere Research Satellite (UARS) [1] . It measures thermal emission from the Earth's atmospheric limb to infer vertical profiles of minor constituents of interest to improving understanding atmospheric chemistry and dynamics in regions spanning the upper troposphere to mesosphere. Four radiometers in the GHz module, R1 through R4, measure bands centered near 118, 190, 240, and 640 GHz (there are two 118-GHz bands to provide redundancy for critical pressure and temperature measurements). Twenty-one nominally identical 25-channel filterbanks (FB25), each with 1.3-GHz spectral coverage, analyze the signals from these radiometers. An additional five 11-channel filterbanks with narrower ( 200 MHz) analysis bandwidth target specific features in the 190-and 640-GHz radiometer passbands. The 25-channel filterbanks have a "zoom" structure with 96-MHz wide channels at the edges (channels 1 and 25), progressively narrowing down to 6-MHz resolution at band center (channel 13). The 11-channel filterbanks implement just the center 11 channels of an FB25. Four narrow-band (10 MHz) digital autocorrelator spectrometers (DACS) are used to analyze high-altitude O , O , CO, and H O signals. A more detailed description of the instrument, its operation, mission, and measurements, is given in a companion paper in this issue [2] . In this paper, we describe in-orbit radiometric performance, the radiometric and spectral calibration of the GHz portion of Aura MLS, and the algorithms used to convert raw data into calibrated radiances. Additional companion papers in this issue describe the field-of-view (FOV) calibrations of the GHz radiometers [3] and the THz portion of MLS together with all aspects of its calibration [4] .
Compared to its predecessor, the current instrument implements twice as many radiometers, each with substantially greater measurement bandwidth and spanning a considerably larger overall frequency range. The number of measurement channels, a partial indicator of the magnitude of the calibration effort, is increased by an order of magnitude, and the instrument U.S. Government work not protected by U.S. copyright. data rate by two orders of magnitude. The calibration techniques described in this paper evolved from those employed on UARS MLS [5] , but with significant enhancements in data quality and measurement efficiency to support the order of magnitude increase in the quantity of calibration data processed and used in higher levels of data processing.
In this paper, we outline operation of the instrument and provide details on its radiometric and spectral calibration, and of the radiometric calibration algorithms. Primary objectives include end-to-end verification and calibration of the instrument signal paths, and radiometric and spectral calibrations each with better than 1% uncertainty. Comprehensive material describing these measurements is available from the authors.
A. Radiance Units
The MLS radiometers are heterodyne systems which receive power per unit frequency range when viewing a blackbody source at temperature which completely fills their FOV, where is frequency, is Planck's constant, and is Boltzmann's constant. MLS signals originate thermally, and it is convenient to measure radiant power per unit bandwidth, , in units of temperature so that the measure converges to the absolute temperature, , in the long wave (Rayleigh-Jeans) limit where and classical statistical mechanics applies. For the blackbody, this is (1) For the range of frequencies and scene temperatures (150-300 K) observed by MLS the relationship between and scene temperature is essentially linear, with a small frequency-dependent offset ranging from 3 to 15 K (for the 118-640-GHz radiometers, respectively) [6] . All measured signals (radiances) in this paper are thus presented in intuitive units of Kelvin, and we also choose to express instrument noise in the same units, corresponding to the statistical noise from observation of a scene at that radiative temperature.
B. Measurement Sequence and Radiance Calibration Process
Aura MLS radiance observations consist of a continuous sequence of 161-ms data integrations separated by 5-ms dead time. The 166-ms integration/dead time period is referred to as a minor frame (MIF). MIFs are grouped into major frames (MAF), each of which contains 148 MIFs (24.7 s), the first 120 of which are used to view the atmospheric limb. The remaining MIFs are used for viewing cold space (12 MIFs) and one of two radiometric calibration targets (six MIFs). A switching mirror common to all GHz radiometers is used to direct the receiver FOVs to one of four ports (limb, space, ambient, or cooled calibration target). Ten MIFs of each MAF are used to step and settle the switching mirror, and measurements are made in a total-power (nonchopped) mode. The ambient target is near room temperature, and the other target is cooled passively by C. Only one target is viewed routinely as part of the radiometric calibration process, but both targets have been viewed using special switching sequences in order to verify linearity and provide more details of standing waves. Details of atmospheric scanning are provided in [2] .
The Aura MLS radiance calibration process and algorithms are based on the UARS MLS implementation. Since all GHz radiometers share a common switching mirror, all channels are radiometrically calibrated simultaneously. Ideally we can represent the output of a single measurement channel by the linear transfer function shown in Fig. 1 .
II. RADIOMETRIC CALIBRATION ALGORITHMS
The software which converts raw data into calibrated radiances is called Level 1 data processing, and its radiometric calibration algorithms are described in detail in [6] . The switching mirror FOVs to the space, target, and limb ports are partially restricted by the apertures of the corresponding ports of the cavity in which it is located. Representing the transmission through port by , the output of a filter channel, , is given by (2) where are the outputs of channel for the three switching mirror positions used operationally, and is the radiometric gain of channel (expressed in counts per Kelvin of signal brightness). The digitizer offset counts for channel are indicated by , set by a combination of the electronics offsets in the measurement system, and the noise contribution of the receiver electronics (system temperature). Baffle transmissions are determined for each radiometer as part of the FOV calibration activity, and baffle radiances determined from engineering telemetry.
, where is one of , or , are the brightness temperatures seen at through the antenna, target and space view ports respectively. Subscript indicates the radiometer dependence of calibration parameters and radiances.
The first significant step in the radiance calibration process is to estimate radiometric gain, , at the time of each limb-viewing MIF (3) where subscripts and on the right-hand side of the equation have been dropped for clarity. The emissivity of the calibration target, , is discussed later. Radiometric calibrations are performed on MAF-sized chunks of limb data. The estimates of target and space view signals at the time of each limb view in the MAF being calibrated, and , are obtained by quadratic interpolation of the space and target view data from six groups of calibration views, three on either side of the group of limb data being processed. Note that the difference between interpolated target and space counts is used in this expression, removing the need to estimate in (2), but requiring that any drifts in this offset be well fit by the quadratic interpolators over timescales of 3 min. Adequate stability is obtained through appropriate choice of electronic components, careful design of electronic subsystems, and good thermal stability. Prior experience with UARS MLS led us to design for temperature stability better than 0.01 K per 100 s in the signal processing electronics. This performance is achieved in orbit, and drift characteristics have been acceptably small in both magnitude and derivative.
After radiometric gain has been determined, the atmospheric radiance entering the limb port from the external telescope, , is determined from (4) where is the interpolated value of the space counts at the time of the limb view. In addition to the atmospheric radiance, there are significant additional radiance components reaching the switching mirror limb port, in particular emission from the antenna surfaces, and scattered/diffracted radiation from the spacecraft and the Earth. These components are included in the limb port radiances estimated by the Level 1 software [3] .
1) Antenna Baseline Correction: Views to space via the space and limb ports (with the antenna viewing well above the Earth's limb) differ by up to 10 K in offset, and 0.5 K in spectral structure. The spectrally flat component arises mostly from thermal emission, scattering, and diffraction at the antenna reflectors. The smaller spectrally varying components are from standing waves and from frequency dependence of the illumination and diffraction sidelobes. Level 1 software makes a first order correction for some of these radiance differences [3] , but significant residual errors remain. Two approaches are used in Level 1 to address these remaining residuals.
1) Spectrally averaged (dc) offsets are determined on a MAF-by-MAF basis independently for each band by averaging all limb observations above a tangent height of 85 km in channels which have negligible predicted atmospheric radiances. 2) Spectrally varying (ac) offsets are periodically measured by viewing the Earth's limb at tangent points well above those at which atmospheric signals are present. A separate dc offset estimate is provided in the Level 1 radiance files for each measurement band, and also for each of the 12 individual 500-MHz wide filter channels in the 118-and 240-GHz radiometers.
Special measurement sequences run during instrument activation confirmed the stability and lack of scan dependence of the ac baseline, down to the few tens of mK level. The ac baseline is currently reported in the Level 1 radiance file as a static quantity for all filter channels based on the data from these extended high tangent point scans, but investigations are underway to determine if spectral baseline can be measured on a daily basis to accommodate slow changes which arise as a result of seasonal changes in solar angle (as was done for UARS MLS).
2) Calibration Targets: Emissivities of the calibration targets were measured prior to launch using a set of swept RF sources and broadband receivers. The return signal from the targets was compared to that from a reference reflector over the full range of angles and orientations seen by the radiometers. This provided verification that no harmful diffractive effects were created by the grooved surface structure of the microwave absorbers. Return loss was better than 30 dB over the full frequency range spanned by the GHz receivers. During routine operation only one of the two GHz calibration targets is used as a radiometric reference every MAF, and we currently use the one attached to the radiative cooler. This is because of a prelaunch prediction that the surface of the other target would see a brief indirect reflection of sunlight from the antenna structure as the instrument came into solar illumination. Use of the cooled target gives rise to a small difference between the temperature of the target reported in engineering telemetry, and the surface of the target (which "sees" an environment 40 K warmer). Tests run during instrument activation showed that the radiative temperature of the cooled target was between 0.5 and 0.6 K higher than that reported in telemetry. The range arises from the varying skin depth of the target surface absorbing material, the largest discrepancy arising in the highest frequency radiometer. This temperature "error" is corrected in the Level 1 processing algorithms.
The finite reflectivity of the calibration targets gives rise to small standing waves, of order a few tenths of a Kelvin, in each band. We have no way of measuring these separately for each target in flight, leading to an uncorrectable radiometric gain error component of up to 0.1%.
3) Precision:
The noise on a time series of data from an individual channel, , is commonly represented by (5) where is the combination of receiver system temperature and scene radiance, the predetection noise bandwidth, and [7] , is uncorrelated between channels. Gain variations along the signal paths, indicated by the term, provide a correlated source of noise between all channels of a given radiometer. The radiometers' contribution to is determined once per MAF from the space view calibration data. The gain variation component is determined periodically from Fourier analysis of channel time-series data taken with the instrument staring at either cold space or an internal calibration target for an extended period. We have found the gain variation behavior to be stable in the long-term, with good agreement between prelaunch thermal-vacuum test data and results obtained in orbit.
Level 1 software provides an estimate of the spectrally varying (uncorrelated) noise for each calibrated limb radiance based on the radiometer noise component of (5), with small additional contributions to account for noise on the reference measurements [6] . The gain variation contribution to precision is monitored routinely by determining the ratio of observed variance of each group of cold space measurements to that predicted by radiometer noise alone. Gain variation characteristics have remained stable for the mission to date, allowing Level 1 to provide a static estimate of correlated noise to higher levels of data processing. Table I shows the measured in-orbit spectrally varying noise for all GHz bands expressed as and (time-series noise) in 6-, 96-, and 500-MHz bandwidth filter channels for single data integrations (1/6 s). The values are double-sideband quantities except for the 118-GHz R1 radiometers which are single-sideband MMIC implementations. The column indicates the levels down to which signals are required to integrate, and it was determined that this requirement was met by differencing sets of spectra measured when viewing space via the main antenna for an extended period. Long data integrations, such as are required for measuring BrO, are expected to indicate substantially better performance than indicated in the table. All spectrally varying noise requirements are met.
A. Radiometric Performance and Accuracy
Spectrally averaged noise is expressed as a multiplier on , and is band-dependent, ranging from to , meeting requirements. The primary sources of systematic radiance errors are summarized in Table II to radiometric balance have negligible standing wave error contribution due to the baseline corrections at Level 1. Linearity errors are a maximum for signals midway between cold space and calibration target in radiance, and negligible for signals close to either reference. The estimates in Table II should be considered "worst-case."
III. Radiometric Calibration
Prelaunch radiometric calibrations consisted of the determination of calibration target emissivities and switching mirror baffle transmissions [3] , and verification of linearity and noise performance. Fig. 2 illustrates the setup used to verify linearity of the GHz radiometers. Focusing mirrors and direct the view from the GHz radiometer space port to external switching Mirror , which in turn directs the receiver FOVs toward either a liquid nitrogen LN cooled or a heated calibration target. The internal GHz module switching mirror additionally provides a view to either of the calibration targets in the radiometer assembly. The external heated target temperature can be varied between ambient and 100 C, and its controller provides excellent stability. This target is a spare UARS MLS calibration load very similar to the internal Aura MLS ones, mounted in an insulated enclosure, with strip heaters on the aluminum backing plates of the absorbing surfaces, and platinum resistance sensors to both control and monitor target temperature. The LN target consisted of a circular panel of grooved microwave absorber at the bottom of a stainless steel dewar. Standing waves in the views to the external targets were a few tenths of a Kelvin. Fig. 3 is a picture of the linearity measurement setup. The instrument GHz module is mounted with the space port pointing down. Mirror , mounted below the space port, redirects the receiver FOVs horizontally toward . Switching mirror is shown directing the FOV into the dewar. The heated target Instrument linearity was measured using the three-point observing sequence ambient/heated/LN targets. Operation of the external switching mirror was synchronized to instrument data integrations, allowing use of standard Level 1 software to convert these data into calibrated scene radiances. This avoided the need to write unique radiometric calibration software for this task while providing a valuable prelaunch validation of operational software with real instrument data.
An example of the raw data from 1 MAF during a linearity test run is shown in Fig. 4 . The views to the three scenes are clearly visible. This measurement cycle was repeated with the heated target elevated in temperature in C steps, with 45 min of stable data taken at each temperature plateau. Fig. 5 shows the same data for entire test, and the effects of gain and offset drifts are clearly visible. The same data are shown in Fig. 6 after processing by Level 1 software, showing the effective gain and offset drift compensation of the radiometric calibration algorithms.
1) Integral and Differential Linearity: Fig. 7 shows the individual channel data for R1A (the primary 118-GHz radiometer). In the upper panel the measured radiance at each target temperature is shown. The lower panel is the same data with the band mean radiance subtracted. Standing waves are clearly visible, and are present at similar levels in the data from all bands. The varying channel bandwidths and spacings within the MLS spectrometers complicate interpretation of the standing wave spectra, but analysis of data from all of the spectrometers indicates that the standing waves are consistent with reflections from the internal and external targets.
The majority of MLS measurements provide most of their information in the form of spectral contrast rather than absolute radiance in a given channel. For these measurements of most importance is the difference between the plots at different scene temperatures, since this a direct indication of differential linearity, or channel-to-channel breakup for out-of-balance scenes. The baseline correction at Level 1 effectively removes the effect of standing waves for measurements near radiometric balance with cold space. With UARS MLS we have measured clean H O spectra with channel-to-channel differences of 0.001 K, a factor below , as shown in [9, Fig. 12 ]. Standing waves similar in magnitude to those in the lower panel of Fig. 7 exist in the space-target differences for EOS MLS, not corrected in the current software, are the source of the 0.1% standing wave systematic error contribution in Table II . Certain MLS measurements, notably those of water vapor and clouds, rely upon accurate determination of absolute limb radiances over large bandwidths. For such measurements good integral linearity is essential, and can be estimated by plotting band-averaged radiances versus scene temperature. Linearity measurements have been extended with data from in-flight tests using switching sequences that view both GHz calibration targets. Extrapolating these data indicate that we can place an upper limit of 0.1% on linearity error over the full dynamic range of atmospheric signals measured by MLS.
This outstanding linearity performance was obtained by running all RF amplifiers at least 12 dB below their 1-dB compression points, and operating all filterbank detector diodes with input power levels of 29 dBm or less. The ability to integrate signals down to levels well below the resolution of an individual measurement is obtained by appropriate design of postdetector digitizers. For both UARS and EOS MLS the digitizers are implemented as voltage-to-frequency converters (VFC) operating over a small portion of their dynamic range. 
A. Additional Performance Tests
In addition to linearity measurements, tests were run to investigate radiometric sensitivity. The ability to integrate down the noise on data from scenes at temperatures very different from the radiometers was verified from a 12-h data set taken with the GHz module switching between limb and space ports, and the FOVs of both limb and space ports directed by plane mirrors into LN loads of the type shown in Fig. 3 . This test was run when the GHz radiometer module was not integrated with the main antenna. In addition to the limb and space port views, a short view to the internal GHz ambient target was performed during each MAF in order to determine channel gain. Results from this test indicated consistency in the data from both target views down to the 20-mK level in all bands.
An end-to-end test (the "Blue Sky" test) was run in which the complete instrument was located at the air lock to the assembly building, oriented in such a manner that two large plane aluminum faced panels could be used to direct the FOVs of both antenna and space port near zenith (Fig. 8) . The signal levels at the two ports were balanced by adjusting the angle of the lower panel, and multihour data sets taken while switching between the two internal calibration targets and the space and limb ports. For this test one of the internal targets was heated by C to enable the data processing software to continuously determine channel radiometric gain.
A key goal of this test was to verify the absence of any scandependence of the spectral baseline signature. This is of crucial importance, since we rely on the baseline signature measured at high tangent heights to correct the data taken looking lower in the atmosphere. Data were taken with the antenna actuator at its nominal and extreme positions, well beyond the range of scan angles used operationally. The spectral differences between these data sets indicated no scan dependence down to the noise level of the measurements, 20-40 mK. An unexpected result from the data taken in this test was that it revealed a subtle performance problem with the spectrometer power system which had to be corrected by the addition of multiple regulators to each spectrometer chassis. Further details of the measurements and results are in [10] .
IV. SPECTRAL CALIBRATION-HIGH RESOLUTION
All GHz channels were swept using synthesized fundamental sources coupled into the space port of the GHz radiometer module. Channel responses were measured at approximately 100 uniformly spaced points, with the sweeps extending substantially beyond the nominal filterbank bandpasses to capture any extraneous responses. Sweeps were performed in both sidebands (except for the single-sideband 118-GHz receivers), and with all combinations of switch network settings. The measurement setup is the one shown earlier in Fig. 3 . The GHz module space port is directed vertically down toward focusing mirror , seen edge on in the figure. Mirror directs the instrument FOV toward switching mirror which is shown pointing toward the LN -cooled target in dewar . During active sweeps directs the instrument FOV through the small hole visible in absorbing baffle , through lens , and finally onto the small horn visible at the left hand end of fundamental source . A schematic of the sweep setup is shown in Fig. 9 .
A. Signal Sources
A family of signal sources, , were used to span the 114-662-GHz range covered by the GHz receivers. A single source covered all of the bands in a given receiver, and all sources were fed by a programmable synthesizer operating in the 13.5-17.1-GHz range. The sources multiplied the synthesizer output frequency by factors of 8, 12, 18, or 42 depending upon the band/sideband being swept. The small fractional bandwidth of each channel ensured that the power from the source remained constant over the width of a channel. Minor problems were encountered sweeping a handful of channels when unwanted harmonics from the multiplier passed through the channel response in the opposite sideband to the one being targeted. There were also some instances where the mode of an unused harmonic in the source jumped, causing a small change in RF power. Both of these conditions were readily identifiable in the data, and fixes were built into the analysis software to correct these potential error sources [10] .
B. Standing Waves
With the 118-GHz radiometers it was observed that the relatively large iris aperture in needed for these sweeps, combined with the precise optical alignment between test equipment and receivers, created noticeable standing waves. These were readily observed by performing a sweep of a 96-MHz channel twice, with the source moved by between sweeps. It became standard practice to check for standing waves, and perform a pair of separated sweeps for afflicted bands. The analysis software then combined these data so as to remove the effects of the standing waves. To make precision adjustment of the source location easy and repeatable, it was mounted on a micrometer-driven translation stage. The source was mounted on a rotation stage for ready alignment of the polarizations of source and receiver.
C. Results
Fig . 10 shows the results of an upper sideband sweep of Band 7 of R3, covering a frequency range of 242.7 to 244.4 GHz. Fig. 17 . Relative sideband response for all double sideband channels of the GHz radiometers. The large plus signs in the center panel are sideband data for the wide filter channels in R3. The large green, red, and blue plus signs in the other panels are the sideband responses in the midband filterbanks (bands 27 to 31). Black line segments are results of sideband retrievals on individual bands, and the green segments are a global fit to these data for all bands in a given radiometer. Individual small red and blue plus signs are from sideband retrievals performed on individual channels.
The plot was made with the "quick look" tools used to verify data quality in near real time. Fig. 11 shows the detailed responses of the highest frequency FB25 channels in the GHz module.
V. SPECTRAL CALIBRATION-LOW RESOLUTION
In a double-sideband measurement system like EOS MLS it is necessary to determine the relative response of each channel in the two sidebands. We measured relative sideband response by observing the difference between ambient and LN loads viewed through a scanning Fabry-Perot interferometer. A schematic of this setup is shown in Fig. 12 , and a photograph in Fig. 13 . This setup uses two external switching mirrors. The first one directs the receiver FOVs to either an LN load or the Fabry-Perot. The second directs the FOV through the Fabry-Perot to either ambient or LN loads. The internal GHz switching mirror directs the FOVs to either an internal ambient load or the external calibration setup.
A family of calculated Fabry-Perot transmission curves is shown in Fig. 14 for the 240-GHz radiometer using 90-line/inch (lpi) grids. The widths of the transmission orders are seen to be considerably wider than the individual bands being characterized. The orders of the Fabry-Perot are seen to be well separated in all bands in this example. Sweeps of the 640-GHz radiometer bands were performed with finer (200 lpi) Fabry-Perot grids and smaller grid spacing step size (0.002 mm), resulting in raw data looking very similar to that shown in Fig. 15 . Sweeps with both grid sets were performed over large enough ranges of grid separations that the sideband responses of all bands were well resolved over several Fabry-Perot orders.
A. Analysis and Results
Sideband sweep data from the lowest and highest frequency double sideband channels swept using the 90-lpi grids, after conversion into equivalent brightness temperatures, is shown in Fig. 15 . The sweep data for the 640-GHz bands, taken using 200-lpi grids and smaller grid separation steps, look similar.
These data were fit on a per-band basis using a conventional formulation for the Fabry-Perot transmission [11] . Model parameters included relative sideband response, upper and lower sideband grid reflectivities, and initial grid separation. An example of measured and modeled data for the wide filter channels of the 240-GHz radiometer is shown in Fig. 16 .
The relative sideband data for all double sideband GHz bands are shown in Fig. 17 . Fits to individual 25-channel filterbank bands (FB25) are indicated by the black curve segments, where channel positions are indicated by the small plus signs. The small red and blue plus signs are the results from performing relative sideband retrievals on the data from individual channels, shown for information. Since there is overlap in several bands, and relative sideband response is defined by the front-end receiver, we chose to perform a global fit to all of the FB25 sideband data in a given radiometer. This defines sideband response as a unique function of IF frequency, and the results of these fits are shown by the green lines, which are the data used by the forward model [12] in the Level 2 software [13] . The large green, red, and blue plus signs indicate the inferred sideband responses in the 11-channel filterbank bands (FB11), and the large plus signs in the center panel are sideband responses for the wide filter channels in R3, which were retrieved on a channel-by-channel basis. Additional details of the sideband calibration setup, including its alignment, measurement timing, and data analysis, are given in [10] .
B. R4 Sideband Response
After delivery of the MLS instrument for integration on the Aura spacecraft, the whisker-contacted tripler in the first LO source for R4 was replaced by a more robust one using planar diode technology. The R4 receiver front-end was removed and returned to JPL for this rework. One consequence of this change to the receiver was a small change in LO drive level and matching, resulting in a small but significant change in relative sideband response. Since the end-to-end signal chains were not available at this time, the sideband response of the receiver was measured with a simplified Fabry-Perot and IF/filter setup before and after the tripler changeout. These measurements indicated a change of 4%, and calibration data files used by Level 2 processing were updated accordingly.
VI. MASTER OSCILLATOR
All critical frequencies sources in the MLS instrument are referenced to a 5-MHz Master Oscillator (MO). Trend data taken over a 480-day interval prior to instrument launch is shown in Fig. 18 for both the primary and backup units. The requirement is for drift of no more than 1 part in of the starting frequency at the end of the mission (six years after launch), corresponding to 0.35 Hz. Extrapolation of the data in the figure indicates that requirements will be met. In-orbit spectra observed by the digital autocorrelators (DACS) provide a very sensitive measure of first LO placements in R1 and R3, and provide a valuable indicator that no unexpected shift or drift has taken place in the MO frequency during the first year of in-orbit operation.
VII. SPECTRAL CALIBRATION ACCURACY
Requirements on spectral calibration accuracy are similar to those for radiometric calibrations, and may be summarized as: the systematic error contribution in calibrated radiances shall be no more than 1% of the calibrated scene radiance. This allocation is separately applied to high-resolution and relative sideband data. For the high-resolution sweep data the most sensitive parameter is channel position, and since all downconversions are locked to the ultra-stable MO, we anticipate no frequency drifts in the signal chains that precede the spectrometers. The DACS process their input signals digitally, and are similarly immune to drifts. The only likely potential source of significant channel drift arises in the LC filters used to define the bandpasses of each filter spectrometer channel. The spectrometers were extensively temperature-cycled before instrument delivery, and no evidence of channel drift was detected. An on-board synthesizer, which uses the MO as its reference, can determine filter characteristics in flight should the need arise. Level 2 residuals to date give no indication of any drifts.
The end-to-end sweeps of channel position/shape were of very high precision as evidenced by the sample data shown in Fig. 11 , making shape errors also a negligible source of error. A potential error source in these measurements arises from "out of band" responses which could be at a low level compared to the peak response of any channel, but could also span a much larger frequency range than the nominal filter width. No such responses were observed in either high-or low-resolution sweep data, but to be conservative we have chosen to allow the error budget for filter channel position and shape to be 0.3% of the measured radiance.
The uncertainty in relative sideband response is difficult to estimate. For the 118-GHz radiometers their single sideband response was adequately verified by front-end sweeps in the image sideband using a fundamental source, and by examination of the 90-lpi Fabry-Perot sweep data. For relative sideband responses close to unity, the case for all of the GHz double-sideband MLS radiometers, a fractional error of translates into a corresponding radiance error of in each sideband. For R2 the largest deviations between the individual band and IF-wide fit data are 0.02 in relative sideband response, corresponding to 1% error in single sideband radiance. For R3 the errors are approximately half as large, and for R4 half as large again, indicating peak relative sideband uncertainties of 0.01 and 0.005, corresponding to radiometric errors of 0.5% and Fig. 19 . Spectral baseline plots for filter bands in the 118-, 190-, and 240-GHz radiometers. The black data are for tangent points from 250 and 300 km, the green data for tangent points between 120 and 170 km. The red cross in Band 5 indicates a channel subject to internally generated interference. 0.25% in these radiometers. The presence of unidentified systematics in these measurements may result in these uncertainty estimates being slightly optimistic, but even so it is reasonable to assume that the combination of errors in high-resolution and relative sideband calibration data comfortably meet the intent of the requirements. We assume that sideband uncertainties correspond to errors in double-sideband calibrated radiance of 0.3% in R1 (single sideband for this radiometer), 0.8% in R2, and 0.55% in R3 and R4.
VIII. IN-ORBIT PERFORMANCE
In-orbit performance of the GHz radiometers is very close to that observed during ground testing, but with improved characteristics due to the more benign thermal environment and lack of convection-induced artifacts.
IX. IN-ORBIT CALIBRATION
The most significant in-orbit calibrations are refinement of pointing knowledge through moon scans, updates to antenna scattering, emission and ohmic loss parameters, and determination of spectral baseline. These updates were expected based on prior UARS MLS experience, and are described in more detail in [3] and [10] . An unexpected in-orbit calibration update arose because of the presence of 1st. local oscillator spurs in the 240-GHz (R3) radiometer. These were known to be present prior to launch, but the optical bench temperature in flight was raised using operational heaters to reduce the spectrally varying noise in the 640-GHz radiometer, resulting in the spurs being at a higher than anticipated level. Baseline performance and spur compensation are discussed below.
Possible future in-orbit calibrations include the use of saturated atmospheric radiances to validate/refine relative sideband ratio knowledge, and also the development of methods for reducing the effects of standing waves in the views to the calibration loads, and for tracking changes in antenna spectral baseline.
A. Spectral Baseline
Proof that spectral baseline signatures are stable can only come from analyzes of in-flight data. In order to observe scan dependence of spectral baseline the antenna was scanned between tangent heights of 120 km and 300 km, well above the altitudes at which we expect to see significant atmospheric signals, and approximately twice the angular range exercised in a routine atmospheric limb scan. The data from these measurements is shown in Fig. 19 , with band-average radiances removed so that the data overlay. The black spectra are for views with tangent heights between 250 and 300 km, the green spectra for views between 120 and 170 km. The lack of scan dependence of spectral baseline is evidenced by the very small differences between the black and green plots. The spectral feature in the data for Band 5 marked with a red cross is from a channel subject to internally generated interference, and which is not used in higher levels of data processing. Spectral baselines in the 640-GHz bands are 0.05 K pk-pk, but they are not persistent in time, and are further reduced by the long-term data averages needed for weak signals.
Just as important as the lack of scan-dependence for spectral baseline is its long-term stability. Spectral baseline has been measured several times during the mission, at different seasons (i.e., different solar angles), and with the internal operational heaters both off and fully on. These data indicate a maximum variation in spectral baseline during the first year of operation of 30 mK. We are currently determining the feasibility of accounting for this time dependence by estimating spectral baseline on a daily basis, as was done for UARS MLS.
B. R3 Spur Compensation
An unexpected behavior observed in flight was the presence of varying spurs in the R3 first LO, which manifested as clear artifacts in the DACS data radiance residuals. The presence of these spurs was known before launch, but they were expected to be stable. These spurs are offset 714 kHz from the LO fundamental frequency. There is a second, much smaller, pair of spurs at 1428 kHz. During the first six months of MLS operation the fraction of LO power in the spurs has ranged from less than 15% to more than 36%, with large changes associated with relatively small changes in operating conditions that effect the temperature of RF components.
As a result, Level 1 software has been modified to estimate the magnitude of spurs, and the spectra are corrected for their effects, as shown in Fig. 20 . Estimates are made separately for B24 and B25 (DACS bands 24 and 25) to simplify handling of missing data, even though the underlying source is the R3 LO in both cases. The spur amplitudes are retrieved from daily mean, high-altitude (tangent point above 78 km) spectra from B24 and B25, which contain multiple images of the Doppler-broadened 235-GHz O line and 230-GHz CO line, respectively. All measured atmospheric spectra are divided by the discrete cosine transform of the retrieved LO shape in the Fourier domain to effectively deconvolve the LO shape from the spectra, and the estimated measurement precisions are updated accordingly. Further details are given in [6] .
X. CONCLUSION This paper has described the radiometric performance, and radiometric and spectral calibrations of the GHz component of Aura MLS. All performance and calibration requirements have been met, and, as with its UARS predecessor, we expect instrument calibration to be maintained, and in some areas enhanced, during the mission.
