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Abstract 
In this paper a monotone iteration technique for generating uniform bounds of the solution of a two-point 
boundary value problem with discontinuous nonlinearities is presented. Moreover, the method is combined with 
a monotone discretization which is implementable. 
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1. Introduction 
In various models of application elliptic boundary value problems arise where the occurring right- 
hand side may discontinuously depend on the wanted solution (see, e.g., [ 2,3,6,7] ). Only recently, in 
[ 5,101, the existence of extremal solutions of such problems lying between lower and upper solutions 
could be proved. The technique used there is a transfinite monotone iteration method proposed 
in [ 1 l] which, however, can hardly be used for effective computational implementations. Further, 
constructive existence results for nonlinear boundary value problems obtained by monotone iteration 
as a rule require at least continuity of the occurring nonlinearity. 
The aim of the present paper is to provide a constructive and numerically implementable procedure 
for calculating lower and upper solutions of the following two-point boundary value problem: 
- u”(x) = h(u(x) - a)p(u(x)), for any x E 0 := (0, l), U(0) = U(1) = 0. (1) 
Here h denotes the Heaviside function defined by 
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0, if s < 0, 
h(s) = 
1, if s > 0, 
and p : IR ---f IR+ is an arbitrary continuous function such that some u > 0 exists satisfying 
p(s)+(~.s<p(t)+(~t, foranyO<s<t. 
Furthermore, a > 0 is some given constant. 
(2) 
The special form of the discontinuous nonlinearity of the right-hand side of problem ( 1) has been 
taken for the sake of simplicity, and because models of this type occur in practical applications (see, 
e.g., [ 2,121) . More general nonlinearities f : IR + IIt,_ can be treated as well provided they have a 
finite number of discontinuities on some compact interval only and condition (2) can be satisfied for 
f instead of p. 
In order to obtain an implementable numerical method we modify the investigations of [5] by 
combining it with the concept of piecewise simplified nonlinearities as known from monotone dis- 
cretization techniques (see, e.g., [ 8,9,16] ). Unlike in [ 81 we introduce iterations on nested grids 
instead of approximating the problem on a fixed grid only. In this paper we prove the related mono- 
tone iteration discretization technique to converge even in the case of discontinuous right-hand sides, 
despite classical linearization techniques can fail to converge in the situation under consideration. 
2. Existence by monotone iteration 
In this part of the paper we provide a constructive existence result of nontrivial extremal solutions 
of the boundary value problem ( 1) lying between given lower and upper solutions. 
Let us denote by Hk( 0) the usual Sobolev space of functions possessing quadratically integrable 
generalized derivatives up to the kth order. Furthermore, Ck( z) is the space of continuously k-times 
differentiable functions on 0 where the derivatives can be continuously extended to the boundary. 
We introduce a partial ordering in Lz( 0) (respectively in C (3) ) by 
w 6 u _ w(x) <u(x), a.e. in 0. 
By H,!, ( 0) we denote the space of all elements of H’ (a) having homogeneous traces in the boundary 
points; H-’ (a) denotes its dual space. 
A function u E HA (0) n H* ( 0) is called a solution of the boundary value problem ( 1) if the 
differential equation holds a.e. in a. 
A function w E H* (0) is said to be an upper solution of the boundary value problem ( 1) if 
- w”(x) 3 h(w(x) - a)p(w(x)), a.e. in 0, w(0) 3 0, w(1) > 0. (3) 
A lower solution is similarly defined by reversing the inequality sign in (3). Thus, an element 
u E H*( 0) is a solution of ( 1) if and only if it forms simultaneously an upper and a lower solution 
of (1). 
Now, we make the following assumptions. 
(Al) There exist go, $’ E H*( 0) being a lower solution and an upper solution respectively of 
problem ( 1) such that 
0 6 u”(x) 6 2(x), for any x E 0 and go< x) $0. 
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(A2) The mapping p : IR + IR+ is continuous and there exists some constant CT 2 0 such that 
p(s) + us < p(t) + Crt, for any S, t E 
i 
inf g’(n), sup$(x) with s < t. 
ER XE0 1 
Denote by H, P and F the Nemytskij operators associated with the functions h, p and f, re- 
spectively, where F is defined by f(s) := h(s - a)p(s), s E R.. We define the linear operator 
L : H;(il) -+ H-‘(0) by 
(Lu, U) = / u’(x)u’(x) dx, for any u, u E HA(n), 
R 
where (e, .) denotes the dual pairing between HA (a) and H-’ (a). Under the assumptions made 
above, the ‘given boundary value problem ( 1) is equivalent to the operator equation 
z&H,#Q, Lu=Fu. 
The right-hand side of (4) is always well-defined, since for u E HA(a), due to the 
embedding HA ( 0) it C(z), we have Pu E C(z) and H(u - a) E L,(a), and 
L,(O) Lf H-‘(O). Th e equivalence of ( 1) and (4) follows from the well-known 
property of the operator L-l, i.e., Lu = g, g E L2( a), implies u E @( 0). 
(4) 
continuous 
thus Fu E 
smoothing 
Remark 1. Clearly, u E 0 is a solution of the boundary value problem ( 1). From the strong maximum 
principle which applies also to weak solutions from H2 (a) (cf. [ 151) it can readily be seen that 
a nontrivial solution of ( 1) must be positive in 0 and, moreover, must exceed the value a at some 
points of a. 
Let us denote by a, [u] the level set of a function u, i.e., 
.n, [u] := {x E n: u(x) = a} 
and by meas( Q[u]) its L-measure. If the function u satisfies the differential inequality 
-u”(X) > 0, for any x E 0, 
then meas( fi, [ u] ) = 0 holds, since u is strictly concave on a. 
The main result in this section reads as follows. 
Theorem 2. Let the assumptions (Al) and (A2) be satisjied. Then there exist a greatest and a 
smallest solution of the boundary value problem ( 1) within the interval [go, $1. These solutions can 
be constructed by monotone iterations starting with go, 2. 
Proof. (a) We define the iteration 
U n+'EH~(i2), (L+D)u”+‘=H(u”-a)Pu”+Du”, (5) 
where (Du) (x) := au(x) with the constant given in (A2). Thus, the right-hand side of (5) defines 
a monotone increasing and bounded operator from [go, $1 to L2( 0). However, this mapping is 
not continuous, due to the discontinuity of H. Starting the iteration with the lower solution, i.e., 
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u” = go, we obtain a monotone nondecreasing sequence of iterates g” E P( 0) n HA (0) satisfying 
u” < u” ,< i? and the uniform estimation - 
lIU”II~cflj < c, for all n, (6) 
with some constant c > 0. This is a consequence of the inverse monotonicity of the operator L + D 
and of the smoothing property of the mapping (L + D) -’ : L2( fl) + p(a) n Hi ( $2). The right- 
hand sides of (5) even belong to L, (ii?). The uniform estimation (6)) the continuous embedding 
H2 ( 0) w C’ (3’)) the compact embedding C’ (3) ctc-t C (a) and the monotonicity of the sequence 
{gn} imply the uniform convergence of whole the sequence, i.e., 
u” + u, in C(Z). (7) 
By (6)) (7) and the compact embedding @( 0) ct~ H’ (0) it follows that 
u” --$ u, in H’(n). (8) 
From (5) we obtain by means of (7) and (8) as 12 --f +co, 
u E H:(W, (L+D)u=J~~(Fzy+DzJ). (9) 
In order to show that u is a solution of (4) and thus of the boundary value problem ( 1) , we have to 
prove that 
lim(FzJ+DzJ)=Fu+Du, 
n-+ca (10) 
which is, in general, not true for an arbitrary convergent sequence, due to the lack of continuity of 
the operator F. To show (lo), we argue as follows. The monotonicity of the sequence {g’} and the 
left-sided continuity of the Heaviside function allow the pointwise limits 
lim(FzJ+DzJ)(x)=(Fu+Du)(x), foranyxE0. 
II-C0 
Further, since 
II&’ + Du”jl~_,(nj < c, for all 12, 
holds with some c > 0, we obtain by means of Lebesgue’s theorem 
lim (FE” + Dg”, 9) = Jim (Fu” + Du”)(x)p(x) dx 
n-CC J Jz 
n 
= (Fg+Dg)(x)p(x)dx=(Fz_t+Dg,q), forany~EH~(0). 
J n 
Thus, relation (10) holds. 
In order to show that u is the smallest solution in the interval [go, $1, take any other solution 
u E [go, $1. Then u is in particular an upper solution satisfying go < U. Now, by the same arguments 
we can show that the iterates &’ defined by (5) starting with u” = go satisfy &’ < E” < u. This results 
in u< u. 
(b) Next, we prove the existence of a greatest solution of ( 1) in the interval [HO, i?‘] . Starting 
the iteration (5) with the upper solution 2i0, we obtain a monotone nonincreasing sequence {P} of 
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iterates which possess the same boundedness and convergence properties as {z_P}. Moreover, g’ < i?’ 
holds for all 12. Let E denote the limit of {En}. Then it remains to show that 
lim(FE’++Di;‘) =fi+DU (11) ll’o3 
holds. In the case under consideration, however, we have 
lim (FE” + DZ”) (x) $ (FE + DU) (x) , in 0, 
n-cc 
since the Heaviside function is not right-sided continuous. However, by the strong maximum principle 
it follows that 
U”(x) > 0, foranyxE0, n=O,l,..., 
and also that 
U”(X) -Z+‘(X) > 0, for any x E 0, 12 = 0, 1,. . . . 
Using (5) in the case u > 0 this implies that 
-(U”)“(x) >O, foranyxE0, n=O,l,... . 
Thus the level sets satisfy meas( fia[ii”] ) = 0, 12 = 0, 1, . . . . In the case c 3 0, this property can be 
shown as well. This leads to 
(L + D)?+’ = H,(ii” - a)PiT + DZ’“, (12) 
where H, is generated by the right-sided continuous function h, defined by 
1 
0, if s < 0, 
h,(s) = 
1, if s 3 0. 
Similar to part (a) of the proof, we may pass to the limit in ( 12). This results in 
U E H;(O), LU = H,(U - a) Ph =: F&i. (13) 
The level set of the limit U satisfies meas( Q[E] ) = 0 also, because the function fr( s) := h,(s - 
a)p (s) is different from zero in s = a (compare [ 4, Lemma 61) . Hence, it follows that ii solves 
U E H;,(@, LU= H(ii- a)PS= FP, 
i.e., U also forms a solution of the boundary value problem ( 1) belonging to the interval [go, $1. 
Analogously to part (a) we can show that ii is the greatest solution. This completes the proof. q 
3. Monotone discretization and iteration 
In this part we combine the monotone iteration with a piecewise simplification of the nonlinear 
part of the boundary value problem. This results in an iteration process which can be realized in finite 
dimensions. Different to [ 8,9], here we refine the underlying grid successively. Thus, we obtain one 
iteration process in a sequence of spaces with increasing dimensions. 
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Let the original boundary value problem have the following form: 
u E H#), Lu = H(u - a)& 
We denote by 2, = {x$)2 some grid on 3 = [ 0, 1 ] , i.e., 
0 = xi < x; < * * * < x&_, < Xik = 1. 
(14) 
Here k indicates some index related to the iterations considered later. We define mappings & i?k : 
C(z) -+ po,k by 
[&u](x) := inf u(c), [Zku] (x) := sup u(t), foranyxE@, (15) 
En,” En; 
with J$ := (x:_,,x~), i = 1,. . . , Nk, and PO,k denotes the space of piecewise constant functions on 
the underlying grid 2,. As a consequence of definition (15) the mappings I&, rr, have the following 
properties: 
u < v * &A < l&,&l < z/JI, (16) 
ZkC2, --r. ~v<<~v<v<Z1v<E~v, foranyvEC(Z), (17) 
Il(Z - ~)~ll L,(R) 6 II~llC~(Z) I225 (xf - x:-1 )* (18) 1, k 
The iteration process is modified from (5) by assuming that D is an operator defined by a piecewise 
constant function dk > 0 according to 
[&U](x) := d$(x), for iTlIly X E @. (19) 
We suppose some u , ’ i? E H’(Ll) with u” < 2 and some function do E PO,&, do 2 0, to be known 
such that the following starting conditions hold: 
(L + DC&i0 < H(B&” - a)P(&uO) + Do&u”, 
(L + DrJ>ti 2 H(ErJti - a)P(El$) + DOE& (20) 
and 
&_4°~u~v~n,~ =+ H(u-a)Pu+D(p<H(v-a)Pv+Dov. (21) 
Using these initial inequalities monotone iterations are defined by 
u k+’ E H;(a), k+l (L + Dk)U = H(;Izkgk - u)P(agk) + D&U”, 
ijk+’ E H:,(n), (L+&)ak+’ =H(?Tkiik-u)P(i&ck) +Dki&~k. 
(22) 
bIXna 3. Let & C &+, and Dk > Dkfl > . . . > 0, k = 0, 1,2, . . . , such that (21) holds for 
k=O,l,... in place of the indices 0. Then we have 
gk < gk+’ < ‘. . < iik+l < 3, 
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and the conditions (20) and (2 1) are reproduced sequentially. 
Proof. Because of gk < Uk and (16), we have 
&gk < i&iik. 
With the supposed monotonicity (21) this results in 
H(17,gk - a)P(17,gk) + D&,Uk < H(i?kiik - a)P(nk’iik) + D&ik. 
Now (22) leads to 
(L + &)Ukcl < (L + Dk)zkkfl. 
Using (L + Dk) -’ > 0, we obtain 
u,. kfl < ak+l 
On the other hand, (20) and (22) guarantee in the same way 
Uk < gkf’ and zk+’ < ak. 
Again monotonicities ( 16), ( 17) and (21) result in 
H(i&+,iik+’ - a)P(Ek+luk+‘) + D&+,iik+’ < H(i&Uk+’ - a)P(i?$ik+‘) + Dki&iiki’ 
< H@,uk - a)P (fTkak) + Dki&Ek 
k+l 
=(L+Dk)a . 
Furthermore, we have 
With the linearity of the operator Dk and with Dk 2 Dk+l 3 0 this leads to 
- 
Dk+l (nk+rU -‘+’ - i&+,) < &(i&+,i;ik+i - iik+,). 
Now, (23) results in the estimation 
H(?&+,Uk+’ - a)P(Ek+lzk+‘) + &+,i&+,Uk+’ 6 (L + &+@+I. 
In the same way we can show 
H(&+,Uk+’ - a)P(&+iUk+‘) + Dk+,ak+,Uk+’ 2 (L + Dk+,)&ik+‘. 
Thus, all conditions are successively reproduced in the proposed iterative process. q 
(23) 
Theorem 4. Let go < if and Do satisfy the initial conditions (20) and (21). Then the iteration (22) 
generates bounds 
Uk < gk+l < - * . < iiki-k+’ < iik 
and at least one solution of problem ( 14) is contained in each interval [uk, sik]. 
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Proof. By Lemma 3 and property (17) we have 
&uk < u” < iik < i&iik. 
With the monotonicity (21), from (20) we obtain 
(L + D,)u” < H(gk - a)Pgk + DkBk and (L + &)Uk >, H(Ek -a)& + D,ak. 
Thus, Us, iik satisfy the general assumption (Al) of Section 2 which guarantees some solution 
u E [gk, i?] of problem (14) to exist. Cl 
Next, we investigate the convergence of the iteration technique in the case 
= 0. 
We remember that L-’ has the smoothing property 
IIL-‘rllclc~, < +-IIL~w~~ for my r E L2WL (25) 
with some constant c > 0. 
Theorem 5. Let the sequences {gk}, {iik} b e g enerated by the algorithm (22) and let condition (24) 
be satisfied. Then the limits 
u := lim uk and U := lim ak 
k-co - k+m 
exist and they solve problem (14). 
Proof. Due to (22) we have 
Ljjkk+’ = H(zki;Ek - a)P(~$k) + &(i&iik - zk+‘). (26) 
With the supposed monotonicity and with DO 2 Dk, the right-hand side of (26) can be estimated by 
H(7?,Uk - a)P(nkkUk) + Dk(i?&k - zk+i) < H(%$ti - f_Z)P(-jroti) + DO(~,,i.f - &u”). 
Using (25) this results in a uniform bound 
In the same way {Il~k]lclC~2,} can shown to be bounded. 
Now, the properties ( 18) and (24) lead to 
&f”, ((nkuk - Gk]]&(fl) = 0 and jlz II&u” - uk]l~,Cnj = 0. 
Furthermore, the sequences {gk}, {Ek} are convergent in the norm of L2( 0) because of the mono- 
tonicity stated in Theorem 4 and because of the shown uniform estimate of the norms. With the 
left-sided continuity of the operator H( .) from 
LUk+’ = H(&&k - U)P(n,gk) + Dk(&l&k -u”), - 
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we obtain (compare the proof of Theorem 2) 
Lu=H(u-a)P(&. 
The convergence of the upper solutions Gk follows from (26) and the proof of Theorem 2 with the 
additional property that 
meas{x: (zki;lk) (x) = a}= 0. 
This can always be realized by a suitable chosen grid .& since 0, [ Ek] consists of isolated points 
only. 0 
4. Numerical realization of the method 
Due to the structure of problem (14) the solutions u as well as the iterates gk, iik are symmetric, 
provided the initial guesses u , ’ I? and the grids 2, are symmetric with respect to the middle point 
x = 0.5 of the interval. The subproblems (22) generated in the proposed algorithm can be solved 
efficiently by using appropriate bases as shown in, e.g., [ 8,9]. 
As a test problem we consider 
- u”(x) = h(u(x) - a)p(u(x)), for any x E J2 = (0, l), U(0) =u(l) =o, (27) 
with some monotone function p satisfying 
PI <P(S) < P2, for any s > a, (28) 
where p1 and p2 are constants such that 
p1 > 16~. 
In this case a nontrivial starting interval [go, $1 is given by 
(29) 
Fig. 1. 
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I 
ax, 
Sl 
u”(x) = a+ ~p1(x-s1)(1 -s1 -x)7 
$1 -x), 
EX, 
s2 
i-f(x) = 
I 
a+~p2(x-S2)(1-S2--X), 
$(l -XI, 
x E [O,Sll, 
x E (Sl, 1 - Sl), 
x E [I- Sl, 11, 
x E [O,s21, 
x E (s2,1 - s2), 
XE [l-s2,11, 
(30) 
(31) 
with 
Remark 6. The starting iterates given above result from the investigation of the branching behaviour 
of the simplified problem 
--J’(x) = h(u(x) - a)/?, for any x E 0 = (0, l), U(0) =u(l) =o, 
in dependence of the parameter /? > 0 which has nontrivial solutions for p 2 16~. In the case 
/3 > 16a two nontrivial solutions exist. However, with the proposed method the upper one can only 
be enclosed because of the used monotonicity behaviour. 
Finally, we report some numerical results obtained with method (22) for the example (27) with 
the function 
p(s) =40- lO(1 +exp(s))exp(-s). (32) 
Obviously, in this case (28) is satisfied with p1 = 20 and p2 = 30. Figs. 1 and 2 show the lower and 
upper solutions as well as the differences between the upper and lower solutions obtained with two 
equidistributed grids with N = 50 (solid lines) and N = 100 (dashed lines), respectively. 
Fig. 2. 
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