Numerical inversion of integral transforms  by Mullineux, N & Reed, J.R
Camp. & hfcrthr. wirh Apple.. Vol. 3. pp. 299-306. Pergamon Press. 1977. Printed in Crcal Brilaln 
NUMERICAL INVERSION OF INTEGRAL 
TRANSFORMS 
N. MULLINEUX and J. R. REED 
The University of Aston in Birmingham, Gosta Green, Birmingham B4 7ET, U.K. 
Communicated by E. Y. Rodin 
(Received February 1977) 
Abstract-The difficulties associated with the numerical inversion of Fourier and Laplace transforms are 
identified and a method, based on the modified Fourier transform, developed to overcome them. The 
method WC1 deal with problems which are non-linear in the sense that the parameters are frequency 
dependent. Computed results compare favourably with test results on electrical power systems. 
I. INTRODUCTION 
Many engineering problems give rise to ordinary or partial differential equations. When the 
coefficients are constants and the range of one of the independent variables is (0, m) subject to 
known initial values the use of the Laplace transform viz. 
Zf(r)=f(s)= -f(r)exp(-st)dt 
I 0 
is well known. Frequently the complexity of the engineering system is reflected in an inversion 
integral 
f(r)=~l~~(~)exp(sf)ds, a>0 (1) 
0 I- 
which cannot be evaluated analytically. The advantages of using such a transform however are 
so great that much effort has been devoted to seeking a numerical method of evaluating the 
inversion integral[l]. Unfortunately many of the methods proposed for this numerical process 
only apply if the solution is strongly damped[2,3]. 
In other engineering problems[4-6] in which time t is an independent variable the 
parameters are not constant but are known functions of frequency o. It is then desirable to 
decompose the input signal g(t) into its component frequencies and then use the appropriate 
parameters for each component to find the corresponding output and finally reassemble these to 
give the output. If it be supposed that the input g(t) = 0 for t < 0 then it contains a transient and 
the component frequencies cover a continuous infinite band and the decomposition is achieved 
by use of the complex Fourier transform. For simplicity assume that the input g(t)/output f(t) 
relationship is given by 
N? l4)f(0 = g(t) D = dldt (2) 
where the presence of the 101 denotes the frequency dependent parameters. Then for g(t) = 0 = 
f(f), t ~0 the complex Fourier transform viz. 
gives, in the frequency 
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m 
ftit.o) = / f(t) exp (- jot) dt 
0 
(3) 
domain, 
f&) = EXio)/FCio, Jo]) 
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and in the time domain 
N. MULUNEUX and J. R. REED 
1 -- 
f(r) = g 
I 
f(jo) exp Cior) do. _ 
(D 
(4) 
Again the complexity of the engineering system is likely to prevent analytical evaluation of 
the integral in (4). 
To illustrate, as simply as possible, the problems which arise suppose that the numerical 
integration is effected using the trapezoidal rule. Then with a step length Ao the well-known 
aliasing errors[7] occur and the result obtained say f*(t) is periodic with period T and for 
0-C t< T is given by 
f*(t) = 2 f(t + nT) 
n=O 
(5) 
where T = 27rlAo. Clearly for f*(t) to be a close approximation to f(t) it is necessary that 
f(t + nT) + 0 for n 3 1, i.e. f(t) must be negligibly small for t > T. In problems such as the 
energisation of electrical power systems this condition is not met and in others can only be met 
by choosing T to be very large, necessitating such a small step length that the cost of 
computation becomes excessive. 
The dil%culty can be reduced by pre-multiplying (2) by exp (- at) with a > 0 and using the 
rules for the differential operator to express the result in the form 
F(D + a, IwJ)(f(t) exp (- at)} = g(t) exp (-at). (6) 
Use of the complex Fourier transform then gives 
where 
F(a + jo, Io~l)f(u + jw) = g(a + jo) (7) 
Au + jo) = 
I 
mf(t)exp{-(a+jo)t}dt (8) 
0 
is the Fourier transform of f(t) exp (- at) and accordingly has the inverse transformation 
f(a + jo) exp (jut) do. (9) 
Further, for the same reason, if the trapezoidal rule is used to evaluate the integral in (9), 
comparison with (5) gives the result for 0 < t < T as 
f*(t)=exp(at)$f(t+nT)exp{-o(r+nT)} 
n=o 
=f(t)+ x f(t+ nT) exp (- anT). 
n-l 
(10) 
It is apparent that the aliasing errors are reduced by the introduction of the exponential terms. 
The transform of (8) is known as the modified Fourier transform and application directly to 
(2) yields (7). The inverse modified Fourier transform is given in (9), from which the inverse 
Laplace transform can be deduced by the substitution 
s=a+jo. 
Hence numerical methods which yield accurate inversion of the modified Fourier transform can 
also be applied to the inverse Laplace transform. 
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2,EFFECTOFTRUNCATlON OFTHERANGEOFINTEGRATION 
In the numerical evaluation of the integral in the inversion of (9) it is necessary to truncate 
the range of integration to say (-fI,O), i.e. to evaluate 
fnW = 
exp (at) 
I 
n _ 
277 -n 
f (a + jo) exp (jot) do. (11) 
This introduces two possible sources of error. Obviously a truncation error 
f(t)-fn(r)=y 
is produced and since this contains the term exp (at) it will limit the choice of a, as discussed 
later. 
Secondly, and more subtly, spurious oscillatory errors can be introduced. To examine their 
origin and a means of reducing them (11) is written in the form 
exP (- at)fn(t) = ?(a + jw)&jto) exp (jot) do 
where 
The inverse complex Fourier transform of C&W) is 
sin (Or) 
exp (jot) do = - 
d * 
(12) 
(13) 
The right hand side of (12) can then be read as the inverse complex Fourier transform of the 
product of the transforms of b(r) and f(r) exp (- at), and is accordingly the convolution of 4(r) 
and f(r) exp (- at). The convolution can be viewed[B] as the scanning of f(r) exp (- at) by 
sin (Qr)l(d) and since the latter function has the oscillatory form shown in Fig. 1, errors of this 
frequency are introduced at any points at which the derivative of f(r) suffers a discontinuity. 
These errors are known as Gibbs oscillations and can be smoothed by averaging over a period, 
27r/fi. Denoting the result as fm(r), it follows that 
exp (- ar)fn(r) dr 
exp (j07) dr 
=- 2b f(u + jo)u(o) exp (id) do (14) 
Fig. 1. [sin (flt)/nr]. 
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where 
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V(W) = 
sin (W/R) 
TX&-l 
is referred to as the sigma factor. 
Comparison with (11) shows that the averaging may be effected simply by incorporating the 
a-factor. 
3.SMOOTHINGPROPERTYOFTHEPARAMETERo 
If a = 0 the modified Fourier transform reduces to the complex Fourier transform Rjo). 
Physically it is known that unless all components of f(l) are strongly damped then in the 
5 = w + jn plane the poles of f(j[) will lie close to the real axis, i.e. to the line of integration. It
is in just such cases that other methods of inversion of the (Laplace) transform fail. Here the 
difficulty would be reflected by sharp peaks in the integrand which would necessitate the use of 
a small steplength for integration. 
However it is also known that for stable systems none of the poles lie in the lower half of 
the l-plane so that there remains the possibility of lowering the path of integration and so 
smoothing the integrand. The parameter a in (9) has just this effect; under the substitution 
a+jo=jo’ 
(9) becomes 
(15) 
and since with c = o’+ j$ all the poles of f(jr) lie in the region n’> 0 and the line of 
integration is 7’ = - a the poles are at a distance of at least a from the line of integration. 
Hence the parameter a can be used to smooth the integrand and permit a larger step length for 
integration. 
4.lMPLEMENTATIONOFTHENUMERICALINVERSION 
On truncating the range of integration and incorporating the g-factor it is desired to evaluate 
f_(t) in (14). Co nsi era d bl e simplification results if f(a + jo) is written as 
f(u + jo) = P(a, W) + jQ(a. 0) (16) 
where both P(a, o), Q(a, o) are real functions. Then expanding 
equating real and imaginary parts (noting that f(t) is real) gives 
I 
m 
P(a, 0) = f(r) exp (- at) cos (ot) dt 
0 
the exp (- jot) in (8) and 
(17) 
which is even w.r.t. o and 
Q(~,w)= mf(t)exp(-nt)sin(wl)dt 
I 0 
which is odd w.r.t. o. 
For t > 0, (14) can then be written 
1 l-n 
(18) 
exp (-- WA) = z;i J_ u(P + jQ)(cos or + j sin of) dw 
n 
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and for t <O 
02 I 
n 
2T -n 
a(P + jQ)(cos ot + j sin ot) dw 
or writing -t for I 
02 I 
n 
21r -n 
u(P + jQ)(cos ot - j sin ot) dw 
in which t >0, giving, on making use of the evenness of P, oddness of Q w.r.t. o 
UP cos ot do 
UQ sin ot do 
(19) 
C-20) 
i.e. only the real (or imaginary) part of f(a + jo) is required. The form given in (19) is most 
convenient for use with the trapezoidal or other quadrature formula. However for application 
of the fast Fourier transform (equations (19) and (20)) can be combined to give 
a(o)f(a + jo) exp (id) do. (21) 
The actual choice of the inter-related parameters a, Ao, R depends both on the time over 
which a solution is required and on the type of engineering system under investigation. For a 
given type rules may readily be obtained by numerical experimentation on an example chosen 
not only to exaggerate the numerical difficulties but also to yield an analytical solution. 
Fortunately even a simple problem idealised to permit such an analytical solution will usually 
prove a testing one numerically. The investigation used to provide the rules applicable to 
electrical transmission lines is described in [6]. 
5. MULTIPLE INPUTS 
When the inputs involve no change in the network itself the resulting output is the 
superposition of the output due to each input in turn with the others set to zero. When however 
the network is changed by, typically, the closure of a switch further consideration is 
necessary. 
Suppose that a switch is closed at a time t, after the initial energisation at time zero. Then if 
the voltage across the open switch v(t) is computed the switch may be replaced by a generator 
with output 
wb4t) - u(t - 01 
and the computation repeated to include this generator. Alternatively the effect of the generator 
can be split into two parts 
and so viewed as the superposition of the result with the switch open for all time and that 
obtained by replacing the switch by a generator - u(t)u(t - t,) with all other inputs set to zero. 
u(t) is obtained in transform space and it is the transform of u(t)u(t - t,) which is required. 
This may be achieved without returning to the time domain by the appropriate convolution 
integral in the following way. 
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Let 
with f,(t) s 0 and fi(t) 3 0 for t < 0 then the modified Fourier transform of F(t) may be written 
(22) 
with b 3 a > 0. With b = a and fi(t) = u(t - t,) it is readily shown that 
-- 
f*& - 0,) = a8(o - 0,) + 
exp {-- ib - wdtl 
ib - 4 I Iw-w,po 
where 6(0 -0,) is the Dirac delta function. Inserting this in (22) and making use of the 
properties of the delta function yields the transform of u(t)u(t - t,) as 
(23) 
where the asterisk denotes that the principal value is taken. 
With C(a + jo,) = P(a, w,) + jQ(a, 0,) where P, Q are real functions respectively even and 
odd w.r.t. o1 the principal valued integral in (23) can be written 
-(P -iQ) exp {- ib + okI dw,. 
0 + 01 
Again the infinite integrals are truncated at o1 = fl and the last integral evaluated using the 
trapezoidal rule with the same step length ho, as previously used. 
The essential form of the remaining principal valued integral is then 
* 
1 fI=NAo 
and in using the trapezoidal rule a singularity occurs at ol = o = kAo say. With fr = f(rAo), 
this rule over the ranges (0, (k - 1)Aw) and {(k + l)Aho, Nho} yields 
1 fo fl +. 
- 
?i+k-1 
1 fk+l fk+2 fN-I 
-_+--+...+ 
21 2 N-k-l 
Over the range {(k - l)Ao, (k + l)Ao}f(o,) is assumed to be linear[9], i.e. 
f(o,) = fk+l -6-l 
2Ao (0, - w + Au) + 6-l 
so that, on making use of the null integral 
* 
the contribution over this range becomes 
fk-l -fk+l. 
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Thus the trapezoidal rule may be used over the whole range (0, Nho) provided that the 
weighting factors associated with fk-,, f Ir+l are increased from l/2 to 3/2 and fk is omitted. 
The truncation of the infinite limits in the convolution integral gives rise to an error which 
contains the factor 
exp (i(fi t o)tJ 
and so is oscillatory. This could be smoothed by averaging w.r.t. t, and so incorporating a 
further sigma factor. It is preferable to average w.r.t. R over the interval (0 - 2dt,, Cl). If S, is 
the result obtained by integration over (0, rho) then with R = NAo the average w.r.t.R over 
(R - 2?r/t,, Cl) is equivalent to the average of S, w.r.t. r over (N - m, N) where m is the integer 
part of [2?r/(t,Aw)]. Since no new term is generated little extra computation is involved. The 
effectiveness of the procedure is demonstrated in [6]. 
6. ILLUSTRATIVE EXAMPLES 
One of the idealised problems used in obtaining the rules for the choice of the parameters 
was that of a 5-mile length of loss-less cable (travel time 117 ps, surge impedance 31.6 a) in 
series with a 100 mile loss-less line (travel time 550 ps, surge impedance 144R) subject to a 
unit step voltage. The analytical solution and that obtained by the methods of this paper are 
compared in Fig. 2. For comparison the Chebyshev polynomial method due to Lanczos[2] and 
that due to Zakian[3] were used to evaluate the inversion integral. The results are given in Fig. 
More realistically, as part of a national investigation on the switching of long e.h.v. 
transmission lines[lO] the method of the paper was used to predict the voltages arising on 
switching a 3-phase 400 kV transmission line. These predictions are compared in Figs. 4 and 5 
with the results of subsequent field tests. 
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Fig. 2. Short cable in series with long line. Analytical solution-full line; numerical inversion-dashed line. 
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400 800 1200 1600 ” 
Fig. 3. Short cable in series with long line. Inversion using Zakian’s method-full line; inversion u_ing 
Lanczos’ methoddashed line. 
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Fig. 4. Receiving end voltages with pre-insertion resistors. (a) red phase: (b) blue phase: (c) yellow phase. 
Fig. 5. Receiving end voltages without pre-insertion resistors. (a) red phase; (b) blue phase; (c) yellow 
phase. 
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