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Chapter 4
Intended Learning Outcomes and Assessment 
of Computer-Based Scaffolding
Abstract In this chapter, I describe the intended learning outcomes of scaffold-
ing—content knowledge and higher-order thinking abilities—and link these to the 
goals advanced by the Next Generation Science Standards and related documents 
from recent curricular revisions in STEM education. Furthermore, I address different 
ways in which scaffolding’s effect can be measured (assessment level), and explore 
whether there are differences in the magnitude of scaffolding’s effect according to 
assessment level. Meta-analysis results show that there is no difference in effect 
size magnitude on the basis of intended learning outcome (i.e., content knowledge 
or higher-order thinking abilities). Scaffolding’s effect was greater when measured 
at the principles level than when measured at the concept level. But scaffolding’s 
effect was statistically greater than 0 and substantial for all three assessment levels 
(i.e., concept, principles, and application). These results are then discussed.
Keywords Application-level assessment · Argumentation · Assessment levels 
· Common Core · Concept-level assessment · Epistemology · Intended learning 
outcomes · Next Generation Science Standards · Principles-level assessment · 
STEM education
4.1 Rationale for this Chapter
In science, technology, engineering, and mathematics (STEM) education, 
computer-based scaffolding has been deployed to help enhance students’ higher- 
order thinking skills (Belland, 2010; Cho & Jonassen, 2002; Eck & Dempsey, 2002; 
M. Kim & Hannafin, 2011) and deep content learning (Chang & Linn, 2013; Davis, 
2003; Hwang, Shi, & Chu, 2011). These diverse learning outcomes may be seen by 
some as evidence of two categorically different interventions that cannot be con-
sidered alongside each other. But these dual emphases of scaffolding can be seen 
as congruent with the emphases on learning the process of STEM, as well as learn-
ing cross-cutting concepts and disciplinary core ideas in the Next Generation Sci-
ence Standards (NGSS; Achieve, 2013; National Science Board, 2010). Needless 
to say, scaffolding’s emphases did not emerge in direct response to the writing of 
the NGSS, as such emphases were formed well before the NGSS existed. Rather, 
scaffolding’s intended learning outcomes arose within and alongside the currents of 
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the transformation of education from a didactic process of information transfer to 
one of construction of knowledge.
In this chapter, to provide context and to help the reader understand the seeming 
dichotomy of learning goals of scaffolding, I first situate scaffolding relative to the 
calls for the enhancement of content knowledge and higher-order thinking skills in 
the NGSS (Achieve, 2013; Krajcik, Codere, Dahsah, Bayer, & Mun, 2014; National 
Science Board, 2010) and the Common Core State Standards (McLaughlin & Over-
turf, 2012; National Governors Association Center for Best Practices & Council of 
Chief State School Officers, 2010).
Second, I expand on the intended learning outcomes of scaffolding. Variation 
in intended learning outcomes of scaffolding largely aligns with differences in the 
theoretical underpinnings of scaffolding, which were discussed in Chap. 2: “In-
structional Scaffolding: Foundations and Evolving Definition.” I also explore if the 
effectiveness of scaffolding varies according to intended learning outcome, as in-
formed by the meta-analysis results.
Just as it is important to consider intended learning outcomes, it is also important to 
consider how learning is assessed (Belland, 2012; Belland, French, & Ertmer, 2009; 
Furtak & Ruiz-Primo, 2008; Messick, 1989). Indeed, one is often advised to consider 
assessment before even designing objectives and instructional materials/strategies 
(Gagné, 1965; Wiggins & McTighe, 2005). By considering how scaffolding’s influ-
ence on cognitive outcomes varies according to how it is assessed—at the concept, 
principles, or application level (Sugrue, 1995)—one can see if scaffolding as a whole 
delivers stronger impacts on content learning or various types of higher-order think-
ing skills. It is important to consider this alongside the intended learning outcome, 
as (a) just because an intervention is designed to increase content learning or higher-
order skills does not necessarily mean that it does, and (b) just because scholars claim 
that scaffolding is intended to help students enhance their skill in a particular area 
does not always mean that the learning is being assessed at that level.
In this chapter, I discuss these ideas, and present meta-analysis results comparing 
scaffolding’s impact according to intended learning outcome and assessment levels.
4.2 Targeted Learning Outcomes of Scaffolding
Scaffolding has been designed to promote higher-order skills such as ill-structured 
problem-solving ability (Ge & Land, 2004; Liu & Bera, 2005) and argumentation 
ability (Belland, Gu, Armbrust, & Cook, 2015; McNeill & Krajcik, 2009), and en-
hanced/deep content knowledge (Davis & Linn, 2000; Koedinger & Corbett, 2006). 
It is important to note that in the intelligent tutoring systems literature, authors posit 
a focus on enhancing procedural knowledge (production rules) by which individu-
als can apply declarative knowledge. Some may argue that this is a form of prob-
lem-solving skill. But I argue that it is a form of content learning, as each production 
rule is concerned with how to apply one highly specific domain knowledge element 
(Anderson et al., 2004).
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The interrelationship between the intended learning outcomes of scaffolding and of 
the NGSS are illustrated in Fig. 4.1 and expanded upon in the sections that follow.
4.2.1 Higher-Order Thinking Skills
4.2.1.1 Ill-Structured Problem-Solving Ability
Scaffolding to promote problem-solving ability is closest to the original instruc-
tional scaffolding definition (Wood, Bruner, & Ross, 1976). Problem-solving abil-
ity in this case refers to the ability to solve ill-structured problems—problems with 
many possible valid solutions and many valid solution paths (Jonassen, 2000, 2011).
To be successful solving ill-structured problems, learners need to qualitatively 
model such problems so that they can determine what entities interact in the prob-
lem, how they interact, and what such interaction means to each entity (Chi, Fel-
tovich, & Glaser, 1981; Jonassen, 2003; Klahr & Simon, 1999; Lesh & Harel, 2003; 
Nersessian, 2008). But then they need to characterize the disparity between the 
goal state and the current state and determine an appropriate way to bridge the gap 
(Jonassen, 2000). However, this process is different from the means-ends analysis 
that describes how people often solve well-structured problems. Rather, solving ill-
structured problems is an iterative process of defining the problem and identifying 
and weighing potential goal states and different methods of arriving at those goal 
states (Chi et al., 1981; Giere, 1990; Jonassen, 2000, 2003; Nersessian, 2008). By 
definition, ill-structured problems often have many solutions that are equally valid 
(Jonassen, 2011). In this way, the suitability of solutions to ill-structured problems 
Fig. 4.1  The relationship between the intended learning outcomes of instructional scaffolding and 
of the Next Generation Science Standards (Achieve, 2013)
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needs to be judged on the basis of evidential support (Belland, Glazewski, & Rich-
ardson, 2008; Ford, 2012; Jonassen & Kim, 2010). Students thus need to have the 
opportunity to build and evaluate evidence-based arguments to be able to engage 
in ill-structured problem-solving, and to prepare for the modern workforce (Ford, 
2012; Gu & Belland, 2015; Jonassen, 2011; Osborne, 2010; Perelman & Olbrechts-
Tyteca, 1958).
The ability to solve ill-structured problems is qualitatively different from solving 
well-structured problems such as the story problems found in many mathematics 
textbooks (Jonassen, 2000; Lesh & Harel, 2003; Nersessian, 2008). One can solve 
well-structured problems with only the information given in the problem descrip-
tion, whereas solving ill-structured problems requires the acquisition, evaluation, 
and use of much data beyond that given in the problem description. Well-structured 
problems have only one correct answer, and often only one solution path, whereas 
ill-structured problems have multiple potentially correct solutions, and many ways 
of arriving at them. Given these differences, the strategies by which one addresses 
well-structured problems and ill-structured problems differ (Jonassen, 2000). As 
such, one cannot promote the enhancement of ill-structured problem-solving ability 
by engaging students in well-structured problem-solving; rather, one should engage 
students in ill-structured problem-solving along with instructional support such as 
scaffolding (Abd‐El‐Khalick et al., 2004; Jonassen, 2011).
4.2.1.2 Argumentation Ability 
Argumentation ability refers to the ability to back claims with evidence by way of 
premises, and evaluate and respond to the extent to which claims presented by oth-
ers are well supported by evidence (D. Kuhn, 1991; Perelman & Olbrechts-Tyteca, 
1958; van Eemeren, Grootendorst, & Snoeck Henkemans, 2002). Two prominent 
models of argumentation are those of persuasive argumentation and dialectical 
argumentation. According to the former, there is no such thing as a universally 
valid argument; rather, arguments are successful to the extent to which the audience 
agrees with its central claim. As such, the goal of argumentation is to lead the audi-
ence to adhere to the validity of one’s claim (Perelman & Olbrechts-Tyteca, 1958; 
Walton, 1989). In persuasive argumentation, novice arguers often focus on strength-
ening one’s own position (D. Kuhn, 1991; Vellom & Anderson, 1999).
Dialectical argumentation starts off with individuals creating evidence-based 
arguments, but from there it diverges. Specifically, rather than simply supporting 
one’s own claims, in dialectical argumentation, one also engages with claims of 
others (Asterhan & Schwarz, 2009; Jonassen & Kim, 2010; Keefer, Zeitz, & Resn-
ick, 2000). This can include attempting to weaken the position of others (Asterhan 
& Schwarz, 2009; D. Kuhn, 1991) or negotiating with opposing parties in pursuit 
of an ultimate truth (Jonassen & Kim, 2010; Keefer et al., 2000; van Eemeren & 
Houtlosser, 2001). In the latter case, the opposing parties make concessions in their 
arguments in the service of improving their claims and ultimately moving toward an 
ultimate truth that is not directly knowable, but which can be approached through 
negotiation of arguments.
834.2 Targeted Learning Outcomes of Scaffolding  
Argumentation can be considered a subset of problem-solving ability (Jonassen 
& Kim, 2010; D. Kuhn, 1991), and is the process by which scientific knowledge 
advances (Ford, 2012; Osborne, 2010). As discussed earlier, argumentation is core 
to how the quality of solutions to ill-structured problems is judged. Having arrived 
at initial solutions to such problems, argumentation is also how such solutions are 
iteratively improved, as well as the evidential support for the solutions (Ford, 2012; 
Osborne, 2010). K-12 (Belland et al., 2008; Driver, Newton, & Osborne, 2000; 
Glassner, Weinstock, & Neuman, 2005; McNeill & Pimentel, 2010) and college 
students (Abi-El-Mona & Abd‐El‐Khalick, 2011; Cho & Jonassen, 2002; Uskola, 
Maguregi, & Jiménez‐Aleixandre, 2010) often struggle with argumentation, and 
thus it is important to help them learn this skill. But rather than teaching such didac-
tically, it is important to put them in a situation about which to argue (Aufschnaiter, 
Erduran, Osborne, & Simon, 2008; Belland et al., 2008; Driver et al., 2000; Jonas-
sen & Kim, 2010) and support them with such tools as scaffolding (Belland et al., 
2008; Cho & Jonassen, 2002; Clark & Sampson, 2007; Nussbaum, 2002).
4.2.1.3 Self-Directed Learning Ability
Self-directed learning refers to the ability to identify learning issues, plan and exe-
cute a strategy to address the learning issues, and evaluate the quality with which 
the learning issues were addressed; in other words, it is the ability to identify and 
regulate one’s pursuit of learning issues (Bolhuis, 2003; Loyens, Magda, & Rikers, 
2008). Being able to do so is central to addressing ill-structured problems (Giere, 
1990; Jonassen, 2011; Nersessian, 2008), and thus is an important skill to support to 
facilitate student success in problem-centered approaches to instruction (Lohman & 
Finkelstein, 2000; Loyens et al., 2008; Merriënboer & Sluijsmans, 2008).
Identifying learning issues to be addressed requires that learners assess what in-
formation is needed to address the problem, and what among the needed knowledge 
is a knowledge deficiency—either not present in the problem presentation or part of 
their preexisting knowledge (Hmelo-Silver, 2004; Loyens et al., 2008). This allows 
for a good deal of autonomy on the part of students in that they can define the content 
to be learned, which in turn can enhance student motivation (Deci & Ryan, 2000; 
Wijnia, Loyens, & Derous, 2011). This clearly goes beyond the traditional practice 
in teacher-centered classrooms in which the teacher determines what is to be learned.
Planning and executing a strategy to address learning issues requires that learn-
ers select appropriate learning resources (Hmelo-Silver, 2004; Loyens et al., 2008). 
The effective evaluation of the quality of sources is considered key to information 
literacy and solving problems, as without it, one can be lost in the vast amount of 
information on the web, and not be able to distinguish between credible information 
and non-credible information (Berzonsky & Richardson, 2008; Van de Vord, 2010). 
Yet, college (Berzonsky & Richardson, 2008; Van de Vord, 2010) and K-12 (Kuiper, 
Volman, & Terwel, 2005; Nicolaidou, Kyza, Terzian, Hadjichambis, & Kafouris, 
2011; Williams, 2005) students often experience much difficulty searching for and 
effectively evaluating the quality of online information. For example, K-12 students 
often search for information in an unsystematic manner and rapidly decide if a page 
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is usable; they then quickly search for an answer to a specific question (Kuiper et 
al., 2005). Furthermore, K-12 students often see all evidence as equally valid (Nico-
laidou et al., 2011). Unaided college science students are often unable to distin-
guish between peer-reviewed sources and non-peer-reviewed sources (Berzonsky 
& Richardson, 2008). Students’ poor ability to evaluate and use sources effectively 
can stem from such phenomena as conflicting information across sources, complex-
ity of the target information and the way in which it is portrayed, and the structure 
that the text follows (Britt, Richter, & Rouet, 2014). Unsophisticated epistemic be-
liefs can cause students to struggle to distill important messages from sources and 
fail to question the credibility of sources (Bråten, Britt, Strømsø, & Rouet, 2011). 
Furthermore, students’ evaluation of sources is often short-circuited by a desire 
for quick learning (Berzonsky & Richardson, 2008; Zimmerman, 1995), which is 
often experienced by students with unsophisticated epistemic beliefs (Chinn, Buck-
land, & Samarapungavan, 2011; Hofer & Pintrich, 1997; Qian & Alvermann, 1995). 
Clearly, students’ struggles identifying appropriate learning issues and determining 
promising ways to address such present a prime opportunity to use computer-based 
scaffolding (Kuiper et al., 2005).
The last part of self-directed learning ability is the ability to evaluate the quality 
of one’s own learning and learning processes, also known as metacognition (Loyens 
et al., 2008; Quintana, Zhang, & Krajcik, 2005; Schraw, Crippen, & Hartley, 2006). 
Metacognition is desirable in part to enable the smooth operation and success of a 
student-centered learning environment. This is because if students define and pur-
sue their own learning issues, and different student groups in the same classroom 
pursue a wide variety of learning issues in a wide variety of manners, it is difficult 
for one teacher to provide sufficient feedback to ensure that all students are on the 
right track. Metacognition can work in concert with teacher feedback to provide a 
consistent corpus of feedback to inform the revision of learning processes as need-
ed. Metacognition has been an important process that scaffolding seeks to support 
(Cuevas, Fiore, & Oser, 2002; Quintana et al., 2005).
4.2.1.4 Alignment with NGSS
The intended learning outcome of promoting higher-order thinking skills aligns 
with NGSS’s emphasis on students learning STEM processes and engaging with 
the culture of STEM and with authentic STEM issues (Achieve, 2013; National 
Science Board, 2010), as detailed in the following sections.
4.2.1.4.1 STEM Processes
The goal of helping students learn to apply STEM processes includes helping stu-
dents learn to (a) identify important problem characteristics to investigate further, 
(b) design strategies to investigate those problem aspects, (c) interpret appropriately 
data and other information collected, (d) arrive at reasonable conclusions, and (e) 
engage in a variety of valued scientific discourse patterns (Achieve, 2013; Duschl, 
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2008; National Science Board, 2010). This does not mean that all citizens need to 
know and be able to apply such processes at the same level as a professional chemist 
or engineer, but they should be able to converse with STEM processes and issues to 
the extent that they can make informed decisions about scientific issues that impact 
their local communities and nation (Duschl, 2008; Kolstø, 2001; Sadler, Barab, & 
Scott, 2007). Each of these subpoints is addressed in the following pages.
4.2.1.4.1.1 Identify Important Problem Characteristics to Investigate Further
One of the key processes in STEM is asking cogent questions and identifying key 
aspects of problems (Carr, Bennett, & Strobel, 2012; Giere, 1990; Klahr & Simon, 
1999; National Research Council, 2012; Nersessian, 2008). Going into a problem 
with a vague goal of figuring it out is unlikely to lead to a meaningful solution 
(Jonassen, 2011). Rather, one needs to determine the involved variables, how they 
interact, and what about how they interact is problematic (Belland et al., 2008; 
Jonassen, 2011). This is a key scientific process, and one that does not require the 
asker to be a professional scientist. But it is a skill that individuals do not natu-
rally have; rather, it needs to be developed through instruction (Jonassen, 2003). By 
habitually asking questions about scientific phenomena, citizens will identify key 
issues facing their communities, and be prepared when others present arguments 
and explanations about STEM-related issues in their community (Kolstø, 2001; 
Sadler et al., 2007; Zeidler, Sadler, Simmons, & Howes, 2005).
4.2.1.4.1.2 Design Strategies to Investigate Problem Aspects
Students need to think of scientific problems from different perspectives (Jonassen, 
2011). They also need to recognize and apply the key role of iteration in addressing 
scientific questions (Klahr & Simon, 1999; Nersessian, 2008). Specifically, they 
need to understand that one cannot effectively address a scientific question with just 
one piece of scientific evidence. Rather, they need to collect data/reason scientifi-
cally in one way, consider the limitations of such, and design and carry out addi-
tional investigations accordingly (Carr et al., 2012; Giere, 1990; Klahr & Simon, 
1999). In other words, they need to understand STEM from an epistemological 
standpoint—for example, that one cannot arrive at definitive answers to STEM 
questions by consulting just one source or conducting just one investigation (Chinn 
et al., 2011; Duschl, 2008; Hogan & Maglienti, 2001; Mason, Boldrin, & Ariasi, 
2010; Sandoval, 2005) and that most knowledge is not certain (Bråten et al., 2011; 
Giere, 1990; Hofer & Pintrich, 1997). But it is not enough to simply understand this; 
citizens need to also be able to and be willing to apply this understanding to real 
STEM problems (Chinn et al., 2011; Mason & Scirica, 2006).
In designing investigations, students need to be able to apply the tools of math-
ematics and computation, and recognize the influence of such tools and specifically 
the ways in which the tools are used in the problem solution process (Lesh & Harel, 
2003; National Research Council, 2012; Schoenfeld, 1985). It is important to note 
that applying the tools of mathematics does not simply mean setting up equations. 
Rather, it is important to think, at a conceptual level, about what type of data should 
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be collected and how it will be analyzed to address the research questions (Ker-
linger & Lee, 2000; Schoenfeld, 1985). This is important so that the right type of 
data is collected. At the same time, students need to understand that not all problem-
solving strategies need to involve the use of mathematics. Rather, attempting to see 
where the presented problem and an idealized, qualitative model depart from each 
other is a viable problem-solving strategy (Nersessian, 2008).
4.2.1.4.1.3 Interpret Data and Other Information Appropriately
Students need to be able to analyze data in a systematic manner, but also realize that 
the job is not done until such analysis is interpreted in light of a theoretical frame-
work (Giere, 1990; National Research Council, 2012). This is important because 
many individuals have the mistaken impression that scientific investigations always 
take place in a theoretical vacuum. To the contrary, theoretical frameworks always 
drive the design, conduction of, and interpretation of the results of research (Abi-
El-Mona & Abd‐El‐Khalick, 2011; Ford, 2012; Giere, 1990; D. Kuhn, 2010). For 
example, theoretical frameworks can influence the choice of problems to investigate 
and the selection of variables on which to focus in an investigation (Lather, 2012; 
Miles & Huberman, 1984). Furthermore, knowing that differences in property A 
are statistically different between two objects means little without interpreting the 
finding in light of a theoretical framework. This is important both as something to 
do when investigating scientific phenomena, but also to remember that other scien-
tists themselves do this when investigating scientific phenomena (Abi-El-Mona & 
Abd‐El‐Khalick, 2011; Giere, 1990).
4.2.1.4.1.4 Arrive at Reasonable Conclusions
Much of arriving at reasonable conclusions involves interpreting findings in light 
of a theoretical framework (Abi-El-Mona & Abd‐El‐Khalick, 2011). But it also 
involves actively searching for conflicting findings in the literature. For K-12 stu-
dents, the literature includes books, interviews with experts, and Internet resources. 
K-12 students need to be able to reconcile conflicting findings to arrive at reason-
able conclusions. This can involve looking for what the preponderance of studies 
show, privileging findings from more reputable sources, considering limitations and 
delimitations of studies, and synthesizing different elements of findings to create a 
cohesive whole (Britt et al., 2014). This is a challenging activity for such students 
(Bråten et al., 2011), who often are blinded by my-side bias (Britt et al., 2014; D. 
Kuhn, 1991; Stanovich & West, 2008).
4.2.1.4.1.5 Engage in Scientific Discourse Patterns
Students also need to know and be able to apply and interpret patterns of STEM dis-
course, including explanations (Britt et al., 2014; Sandoval, 2003) and persuasive 
and dialectical argumentation (Bricker & Bell, 2008; Ford, 2012; Osborne, 2010; 
Perelman & Olbrechts-Tyteca, 1958). Behind all scientific explanations are theo-
ries, data, and/or biases. Students need to be able to recognize such, both as they 
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create scientific explanations, but also as they interpret those produced by others. 
For example, if a proposal is advanced to dam a river to produce power, citizens 
need to be able to weigh the proposed benefits and drawbacks. Furthermore, they 
need to be able to judge the extent to which an arguer’s stakeholder position influ-
ences his/her biases, and by consequence, his/her claims and evidence advanced in 
support of his/her position. As part of this process, they need to be able to evaluate 
the credibility of evidence, something with which K-12 and college students often 
struggle (Britt et al., 2014; Nicolaidou et al., 2011).
4.2.1.4.2 Engaging in the Culture of STEM
Key to helping students engage in the culture of STEM is helping them learn the 
iterative nature of STEM, as well as the importance of modeling, argumentation, 
and epistemology.
4.2.1.4.2.1 Iterative Nature of STEM
Engaging students in the culture of STEM does not mean getting students to engage 
in the “scientific method,” as the latter is in fact heavily simplified (Abd-El-Khal-
ick, 2012; Lawson, 2010; Tang, Coffey, Elby, & Levin, 2010). STEM profession-
als do not always start an investigation with a hypothesis, but often engage in an 
exploratory investigation to identify pertinent variables or to simply observe and 
describe a system (Franklin, 2005; Klahr & Simon, 1999; Lawson, 2010). For 
example, exploratory investigations helped scientists uncover the phenomenon of 
gene expression (Franklin, 2005). Such exploratory studies often do not involve a 
control condition, and yet they can lead to very important scientific discoveries, and 
guide further inquiry (Klahr & Simon, 1999). That is, they can indicate and lead 
to descriptions of important phenomena. As such observations accumulate, STEM 
professionals can begin to build theory to explain the phenomena. Further investiga-
tions can explore whether the new theory explains and predicts other instances of 
similar phenomena (Klahr & Simon, 1999; Lawson, 2010).
This accumulation of studies along a line of inquiry does not proceed in a linear 
manner. Rather, it proceeds in fits and starts—in a very iterative manner. Students 
should have the opportunity to experience the iterative nature of STEM (T. S. Kuhn, 
1996; Lammi & Becker, 2013; Nersessian, 2008). The iterative nature holds at its 
core theory; theory drives the creation of problem representations (modeling; de-
scribed below), the design and conduct of investigations to understand problems 
further, the creation of claims, and backing claims with evidence (argumentation; 
described below) (Giere, 1990; Klahr & Simon, 1999; Nersessian, 2008). The ini-
tial model of a problem situation will necessarily be idealized; it can be improved 
through such processes as establishing limiting cases (Nersessian, 2008), reacting to 
phenomena that cannot be sufficiently explained through existing theory (Klahr & 
Simon, 1999) and engaging with other STEM professionals who often apply differ-
ent perspectives to problems (Giere, 1990). Not all citizens will engage in the entire 
process of model-building, but they need to understand the process such that they 
can engage in authentic scientific discourses centered on locally relevant scientific 
problems (Kolstø, 2001; Sadler et al., 2007).
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Scientists need to revisit theory at multiple stages within the problem-solving 
process, as it can provide a lens through which to view and interpret data, and sug-
gest new directions to go in an investigation (Giere, 1990; Nersessian, 2008). For 
example, the discovery of the double helix structure of DNA did not occur all at 
once, but rather happened through iteration of ideas and interaction with arguments 
from other scientists (Crick, 1974). Needing to iterate toward an ever-improving 
solution to a scientific problem can be frustrating to students (Belland, Kim, & Han-
nafin, 2013). Furthermore, students can often see authentic science as consisting of 
only collecting data, and not analyzing such (Gu, Belland, Weiss, Kim, & Piland, 
2015). Thus, it is important to help students control negative emotions and promote 
positive emotions throughout this process (Belland et al., 2013; Kim & Hodges, 
2012; Kim & Pekrun, 2014; Turner & Husman, 2008). But it is also important to 
help students perceive that they can be successful in this endeavor (Bandura, 1977; 
Belland et al., 2013; Britner & Pajares, 2006) and that it is of value (Belland et al., 
2013; Wigfield & Eccles, 2000).
4.2.1.4.2.2 Modeling
To be conversant in STEM, individuals also need to be able to use the tools of sci-
ence, engineering, and mathematics to model natural phenomena, and use those 
models in reasoning and argumentation (Anzai & Yokoyama, 1984; Lesh & Harel, 
2003; Pluta, Chinn, & Duncan, 2011; Sensevy, Tiberghien, Santini, Laubé, & 
Griggs, 2008; Stratford, Krajcik, & Soloway, 1998). This means representing the 
constituent parts of the system and how they interact. This is key to the first part 
of problem-solving—representing the problem (Chi et al., 1981; Jonassen, 2003). 
It is important to be able to model phenomena both qualitatively and also with the 
language of mathematics (Chi et al., 1981; Giere, 1990; Jonassen, 2011; Larkin, 
McDermott, Simon, & Simon, 1980). Modeling phenomena qualitatively means 
thinking widely about the involved entities, using words rather than numbers to 
describe how such entities interact and connecting the problem elements to exist-
ing domain knowledge (Anzai & Yokoyama, 1984; Jonassen, 2003; Lesh & Harel, 
2003). However, students often suffer from limited understanding of complex cau-
sality, which can limit their ability to model a problem appropriately (Hmelo-Silver 
& Pfeffer, 2004; Perkins & Grotzer, 2005). That is, one cannot identify a factor A 
that directly causes factor B in all systems; students who think that they should 
always find such a relationship will likely often create an incorrect model (Perkins 
& Grotzer, 2005).
Students often also suffer from a poor understanding of the words with which to 
precisely describe a scientific relationship; this can lead them to construct represen-
tations of scientific phenomena that do not reflect reality (Leont’ev, 1974; Sensevy 
et al., 2008). Furthermore, they often perceive that they need to enter values from the 
problem description into an equation, rather than attempt to construct a qualitative 
representation (Van Heuvelen & Zou, 2001). When developing a qualitative model, 
a representation is conducted at first in a learner’s mind, and then can be external-
ized in such forms as a concept map, a textual representation, and/or a diagram (Chi 
et al., 1981; Jonassen, 2003). The process of articulation can lead to improvement of 
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the model (Belland et al., 2008; Land & Zembal-Saul, 2003; Quintana et al., 2004). 
Qualitative representations can then be iteratively improved.
Modeling phenomena with mathematics includes setting up an equation that de-
scribes the phenomena. It is important to note that effective problem solvers do not 
solely model problems qualitatively or quantitatively; rather, they use both sorts of 
representation, as each informs the other and together can lead to a more effective 
solution and solution process (Chi et al., 1981; Jonassen, 2003; Van Heuvelen & 
Zou, 2001). For example, after creating a qualitative model, one may proceed to 
create a quantitative model. The finished qualitative model will influence how the 
quantitative model is set up. One should then see where the models are consistent, 
and where they contradict each other; in this way, the models can be progressively 
improved. By spending adequate time modeling, one can engage in more effec-
tive problem-solving, as it guides subsequent investigations, can activate solution 
schemas, and can provide the framework by which one can simulate what would 
happen when a variable is manipulated (Anzai & Yokoyama, 1984; Chi et al., 1981; 
Jonassen, 2003; Sins, Savelsbergh, & van Joolingen, 2005).
Just as it is important to learn to create models, it is also important to be able 
to interpret the models created by others, especially in terms of what these diverse 
models say differently about the underlying problems (diSessa, 1988; Seufert, 
2003; Wu, Krajcik, & Soloway, 2001). Doing so can lead to enhanced understand-
ing of the problem (Seufert, 2003). This is particularly challenging for K-12 stu-
dents (Bråten et al., 2011; Seufert, 2003). Indeed, learners often simply adhere to 
the model that is closest to their own early experiences, or the simplest explanation 
of the underlying phenomenon, even when presented with a more accurate model 
(diSessa, 1988; Perkins & Grotzer, 2005). This may be explained in part by most 
K-12 students’ lack of familiarity with complex causal models, such as those that 
explain changes in a factor through indirect action from a combination of factors A 
and B (Perkins & Grotzer, 2005). While some evidence indicates that reluctance to 
consider an alternative model is widespread among learners of differing levels of 
prior knowledge and skill, other evidence indicates that it may be more prevalent 
among lower-achieving students (Seufert, 2003). Thus, it is especially important 
to endeavor to increase modeling skills from a social justice vantage point and to 
broaden participation in STEM (Lynch, 2001).
4.2.1.4.2.3 Argumentation
Science is very much a social endeavor, as no scientist works in a vacuum (Ford, 2012). 
Rather, scientists work in a large community of practice in which they share and defend 
findings to one another, and build off of others’ work. At the core of this is argumenta-
tion, defined as both backing claims with evidence and models, but also effectively eval-
uating claims on the basis of evidence and models (Ford, 2012; Osborne, 2010). The 
argumentation process allows scientific models and theories to be iteratively improved 
(Ford, 2012). To be able to engage in STEM effectively as citizens, individuals also 
need to be able to engage in clear argumentation (Aufschnaiter et al., 2008; Jonassen, 
2011; Osborne, 2010; Perelman & Olbrechts-Tyteca, 1958). For example, when scien-
tific issues are discussed, citizens need to be able to sort out well-founded claims from 
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less-well-founded claims. K-12 students (Hogan & Maglienti, 2001; Weinstock, Neu-
man, & Tabak, 2004) and adults (D. Kuhn, 1991) often struggle to evaluate arguments, 
in part due to poor ability to evaluate the credibility of evidence (Bråten et al., 2011; 
Nicolaidou et al., 2011).
There are several key areas that need to be addressed in the course of learning 
to argue. First, there is the conceptual level—helping students understand what a 
well-founded argument is and is not, and by extension recognize strong and weak 
arguments. After all, before one can hope to help students learn a skill, they need 
to be familiar at a conceptual level with the skill that is being learned (Wood et al., 
1976). Specifically, students need to understand that an argument is linking a claim 
to evidence by way of premises to which the claimer and the audience adhere, in the 
pursuit of leading the audience to adhere to the claim (Perelman & Olbrechts-Tyte-
ca, 1958). A well-founded argument is one that performs this function well, within 
the framework of generally accepted rhetorical principles. Being able to distinguish 
between strong and weak arguments relies in part on sophisticated epistemological 
understanding (Hogan & Maglienti, 2001; Weinstock et al., 2004), which refers 
to how one thinks that knowledge is established and justified (Mason & Scirica, 
2006). This is described in more detail in the next section.
Next, individuals need to learn about the process of argumentation. This involves 
first making a claim. But before one can establish a claim, one needs to thoroughly 
understand the underlying problem, including the involved entities and how they in-
terrelate. To do so, one needs to define the problem, determine needed information, 
and find and organize the information (Belland et al., 2008). Next, one needs to con-
nect evidence to the claim. In so doing, one needs to appeal to premises by which 
the evidence connects to the claims. Ideally, one employs premises with which the 
audience already agrees (Perelman & Olbrechts-Tyteca, 1958). Premises that are 
widely held by the majority of the audience can be left unsaid, while premises that 
are not held as given by the majority of the audience need to be stated (Perelman 
& Olbrechts-Tyteca, 1958). For example, if one wanted to claim that Brazilians 
are unhappy that the Brazilian team was knocked out of the World Cup, one could 
provide evidence that the Brazilian team in fact was knocked out of the World Cup 
and that many Brazilians are unhappy. One would also rely on a premise that people 
tend to be unhappy when their national team in their most popular sport loses.
4.2.1.4.2.4 Epistemology
Closely connected to learning argumentation is a need to develop sophisticated 
epistemic beliefs, defined as beliefs about the sources, certainty, justification, 
and simplicity of knowledge that align with that of most STEM professionals 
(Bendixen & Rule, 2004; Hofer & Pintrich, 1997). With sophisticated epistemic 
beliefs, an individual knows that claims need to be supported with well-justified, 
converging evidence, such as evidence collected through tests of a refutable 
question (Chinn et al., 2011; Hogan & Maglienti, 2001; Mason & Scirica, 2006; 
Weinstock et al., 2004). Next, with sophisticated epistemic beliefs, one understands 
that justification for knowledge claims should come from rational arguments or 
empirical evidence, rather than an appeal to authority (Hogan & Maglienti, 2001; 
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Jiménez-Aleixandre, 2014). Furthermore, with sophisticated epistemic beliefs, one 
understands that arriving at correct information/conclusions will often not hap-
pen instantaneously (Chinn et al., 2011; Greene, Azevedo, & Torney-Purta, 2008). 
Someone with sophisticated epistemic beliefs will also understand that most knowl-
edge is not certain, and rather is subject to verification through further research 
(Hofer & Pintrich, 1997). Without sophisticated epistemic beliefs, individuals often 
jump to erroneous conclusions (Hofer, 2001; Weinstock et al., 2004). Epistemic 
beliefs influence individuals’ ability to interpret conflicting information from mul-
tiple scientific texts (Bråten et al., 2011). The sophistication of middle school stu-
dents’ epistemic beliefs significantly predicted their ability to produce arguments, 
counter-arguments, and rebuttals (Mason & Scirica, 2006). Epistemic beliefs have 
also been associated with conceptual change: the more sophisticated the epistemic 
beliefs, the easier it is to achieve conceptual change given the proper instruction, 
and vice versa (Hofer, 2001).
4.2.1.4.3 Engaging with Authentic STEM Issues
To be clear, the idea of helping all citizens learn some cross-cutting concepts does not 
mean reestablishing a rhetoric of conclusions approach to science education (Chinn 
& Malhotra, 2002; Duschl, 2008)—one focused on transmitting an unchanging body 
of scientific knowledge. Rather, it means to teach core concepts in science for which 
evidence is overwhelming, such as the role of DNA and genetic expression in deter-
mining such characteristics as the size, shape, and function of organisms. One can 
do this by engaging students with authentic STEM problems. Authentic problems are 
characterized by the following factors: they (a) are locally relevant, (b) have multiple 
valid solutions and solution paths, and (c) relate to one or more aspects of STEM, 
and addressing them requires the use of the tools of the discipline (Barab, Squire, & 
Dueber, 2000; Chinn & Malhotra, 2002; Hung & Chen, 2007; Jonassen, 2011).
Authentic problems suitable for use in STEM education include (a) dilemmas, 
a problem type represented by many socioscientific issues, and (b) design prob-
lems, which may be centered in or at least involve engineering education (Jonassen, 
2000). A socioscientific dilemma can address whether a factory should be built that 
would cause pollution and degrade habitat, but would increase jobs (Tal & Kedmi, 
2006). To address this problem, students need to consider such scientific concepts 
as what contributes to the health or lack thereof of coastal habitats. But they also 
need to consider social equity issues related to the right to work in an appropriate 
job. Many such problems can involve multiple areas within STEM, as interdis-
ciplinary work can lead to more robust problem solutions (Belland & Fee, 2012; 
Porter & Rafols, 2009) and is becoming more common in STEM research (Murray, 
Atkinson, Gilbert, & Kruchten, 2014; Porter & Rafols, 2009).
A design problem could involve how to use design to prevent erosion while 
supporting local habitat on barrier islands (Kolodner et al., 2003). To address this 
problem, middle school students need to employ engineering design principles and 
processes, draw on scientific knowledge, identify and research needed knowledge, 
and engage in extensive iteration. This engages students in the culture of STEM, 
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but also helps them gain important STEM skills and knowledge. Another design 
problem could involve the design of an alarm to respond to specific needs (Silk, Sc-
hunn, & Cary, 2009). Addressing this problem again requires the use of engineering 
approaches and scientific knowledge.
Requiring the use of the tools of the discipline means that students should need to 
engage in similar processes and use similar tools as professionals in the target field 
(Chinn & Malhotra, 2002; Hung & Chen, 2007). It is clear that no students except 
the most advanced graduate students will use exactly the same processes and tools 
as professional scientists and engineers, but they should use similar epistemic pro-
cesses, defined as approaches to designing and conducting investigations, as well as 
interpreting data and making conclusions (Chinn & Malhotra, 2002).
4.2.2 Learning Content Deeply
Learning content deeply goes beyond simple declarative learning; rather, it refers to 
the ability to describe knowledge in one’s own words and apply it to new situations, 
as well as recognize the connections between the knowledge and related knowledge 
(Belland et al., 2009; Bloom, Englehart, Furst, Hill, & Krathwohl, 1956). This out-
come has been the focus on much work in scaffolding. One line of such research is 
that of knowledge integration (Clark & Linn, 2013; Linn, 2000). According to this 
framework, the knowledge learners bring to school does not need to be replaced by 
more accurate models, but rather can be used as a base on which to build greater 
understanding. This is because students’ existing knowledge base about science 
consists of mini theories developed through experience that may be at least partially 
correct (diSessa, 1988). One can help students build upon their existing knowledge 
base by encouraging them to engage in authentic problem-solving scenarios sup-
ported by scaffolds. However, the goal is not directly to improve problem-solving 
ability. Rather, it is to help students (a) build enhanced mental models of such things 
as natural phenomena, and (b) realize that what they are learning applies equally 
well at home and out in the world as in school (Clark & Linn, 2013; Linn, 2000). 
However, there is the thought that this in turn could lead to more effective problem-
solving (Linn, 2000).
Another line of research on scaffolding that focuses on deep content learning 
is that of intelligent tutoring systems. In this context, learning content deeply has 
a different meaning than in scaffolding to support knowledge integration. Name-
ly, intelligent tutoring systems seek to develop students’ procedural (production 
rules) and declarative knowledge related to a particular skill (Anderson, Matessa, 
& Lebiere, 1997; Self, 1998; VanLehn, 2011). Scaffolding embedded in intelligent 
tutoring systems helps students apply declarative knowledge to problems. In this 
way, students develop production rules by which the declarative knowledge can be 
applied without conscious control to similar problems in the future (Koedinger & 
Aleven, 2007). But Adaptive Character of Thought-Rational (ACT-R) also endeav-
ors to help students learn declarative knowledge deeply, which means that it can be 
deployed independently in the future.
934.2 Targeted Learning Outcomes of Scaffolding  
4.2.2.1 Alignment with STEM Education Goals
The NGSS and Common Core posit learning content deeply as an important goal 
(Achieve, 2013; McLaughlin & Overturf, 2012; National Science Board, 2010). For 
example, one part of the NGSS calls for students to learn cross-cutting concepts. 
Cross-cutting concepts takes at its core the idea that certain concepts—“patterns; 
cause and effect: mechanism and explanation; scale, proportion, and quantity; 
systems and system models; energy and matter; flows, cycles, and conservation; 
structure and function; and stability and change”—are applicable across a range 
of STEM disciplines (National Research Council, 2012, p. 3). For example, cause 
and effect applies equally in science and engineering, and indeed among the many 
subdisciplines in science and engineering. It is important to note that one cannot 
always find a single cause that by itself leads to a given effect; often there are 
multiple causal factors that either together lead to the given effect, or which moder-
ate each other’s effect (Hmelo-Silver, Marathe, & Liu, 2007; Perkins & Grotzer, 
2005). Seeking to find causal factors for phenomena is a core activity in science 
(Achieve, 2013) and engineering (Brophy, Klein, Portsmore, & Rogers, 2008; Carr 
et al., 2012). Furthermore, in engineering, one most often aims to design a product, 
tool, or strategy that causes a desired outcome (National Research Council, 2012). 
Considering scale, quantity and proportion is just as important in physics as it is in 
chemistry, and indeed is important in mechanical and other forms of engineering.
Such cross-cutting concepts are key to the participation of common citizens in 
discourses about STEM problems. For example, without knowing about flows and 
cycles as well as systems, one would not be able to intelligently discuss issues 
related to water quality and access. It is unreasonable to expect everyone to take 
environmental science classes to learn about such concepts within the context of 
water quality, and chemistry classes to learn about the application of such concepts 
in chemistry, and so on. Rather, the hope is that students can learn the concept as 
a cross-cutting concept in one context, and add depth to their knowledge when 
learning the same cross-cutting concept in another context, as in a spiral curricu-
lum (Achieve, 2013; Bruner, 2009). Or, at the very least, they would have the base 
knowledge so that when an authentic socioscientific issue arises, they would be 
able to converse with it intelligently (Reiser, Krajcik, Gouvea, & Pellegrino, 2014).
Cross-cutting concepts may be best learned in the context of problem-centered 
instructional models (National Research Council, 2007, 2012). However, abstract-
ing a generalizable cross-cutting concept from such a problem is not easy (Perkins 
& Grotzer, 2005). First, the target concept may be experienced as context-specific 
by the student (Perkins & Salomon, 1989). Next, it is not an easy feat to both encode 
such a concept and include the necessary information to be able to retrieve it later 
in a new situation in which the concept could be applied (Perkins & Grotzer, 2005). 
Thus, one may need to be explicit about the cross-cutting nature of concepts, as well 
as situations in which they can be applied in the future, though this does not need to 
be done in a didactic manner.
The NGSS also call for students to learn disciplinary core ideas, defined as a few 
key ideas in each STEM discipline around which one can build STEM curricula 
(Achieve, 2013; National Research Council, 2012). For example, a core idea in 
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physical sciences revolves around the structure and properties of matter (National 
Research Council, 2012). A core idea in life sciences relates to the growth and de-
velopment of organisms (National Research Council, 2012). This approach reflects 
in many ways the idea of science from a few ideas—the idea that it is more impor-
tant to know very well a few core ideas in a scientific field, rather than know less 
well a wide breadth of topics in the given science discipline (Clark, 2000; Pritchard, 
Barrantes, & Belland, 2009; Schmidt, Wang, & McKnight, 2005). The six countries 
that performed the best in the Third International Mathematics and Science Study 
(TIMSS) focused on a much narrower range of key science concepts than most 
states/districts in the USA (Schmidt et al., 2005). Understanding core ideas does not 
mean simply being able to describe the idea, but rather to use the idea to describe 
natural phenomena (Bloom et al., 1956; Reiser et al., 2014). This aligns with the 
focus on deep content learning of much scaffolding (Clark & Linn, 2013; Linn, 
Clark, & Slotta, 2003).
4.2.3 Results from Meta-Analysis
In the meta-analysis, outcomes were coded according to whether scaffolding in the 
studies aimed to increase higher-order thinking skills ( noutcomes = 237), content learn-
ing ( noutcomes = 95), or motivation ( noutcomes = 1; See Table 4.1; Belland et al., In Press). 
This means that 71. 2 % of included outcomes aimed at enhancing higher-
order skills, 28.5 % aimed at enhancing content knowledge, and 0.3 % aimed to 
enhance motivation. Results indicated that there was no statistically significant dif-
ference between average effect sizes when scaffolding intended to increase higher-
order thinking skills ( g = 0.45) versus deep content learning ( g = 0.50). This sug-
gests that scaffolding is a robust instructional approach that can be used to promote 
diverse learning goals. This is interesting, in that educational interventions tend to 
not have equally positive influences on content learning and higher-order skills. For 
example, lecture is well known to be efficient and effective at influencing content 
learning, but to be ineffective at influencing higher-order thinking abilities (Alba-
nese & Mitchell, 1993; Bland, Saunders, & Frisch, 2007). Problem-based learning 
tends to lead to strong impacts on higher-order thinking skills, and not on immedi-
ate recall of content (Gijbels, Dochy, Van den Bossche, & Segers, 2005; Walker 
& Leary, 2009). Thus, scaffolding appears to remedy one of the weaknesses of 
problem-based learning, by helping students learn content knowledge effectively.
Table 4.1  Table of results of moderator analyses on the effect of intended learning outcome on 
cognitive outcomes
95 % confidence interval
Level n outcomes Effect size estimate Lower limit Upper limit
Content learning 95 0.50 0.41 0.58
Enhance motivation 1 0.86 0.2 1.52
Higher-order thinking 237 0.45 0.39 0.51
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4.3  Assessment
Scaffold designers can set out to design scaffolds with the intention of enhancing 
students’ higher-order thinking abilities or content knowledge. But to be able to 
verify if the scaffolding that is produced actually enhances such knowledge and 
skills, it is necessary to consider how the learning is assessed (Cronbach, 1949; 
Messick, 1989). After all, an assessment that is on the topic of problem-solving 
does not necessarily assess problem-solving ability. To assess problem-solving, one 
would need to assess students’ abilities to define the problem, determine needed 
information, and find and synthesize the needed information to arrive at a solution 
(Belland et al., 2009; Sugrue, 1995).
To assess learning appropriately, it is important to consider the constructs of 
interest, defined as a characteristic of an individual or group (e.g., intelligence, flu-
ency, and argumentation ability) that cannot be directly measured, and for which 
one can only measure certain related behaviors (e.g., ability to construct an argu-
ment given a scenario and argument construction parameters) (Belland et al., 2009; 
Kerlinger & Lee, 2000; Messick, 1989). It is necessary to carefully define the con-
structs to be assessed, and craft a set of activities that can reliably and validly assess 
the extent to which the test takers evidence a grasp of the target construct (Anastasi 
& Urbina, 1997; Belland, 2012; Belland et al., 2009; Cronbach, 1949; Messick, 
1989). To be reliable, test scores need to be consistent when taken multiple times 
in close temporal proximity by the same person and also display similar response 
patterns among people of similar abilities (Kerlinger & Lee, 2000; Messick, 1989). 
To be valid, a variety of evidence needs to support the conclusion that the set of test 
scores issuing from the administration of a test are a fair reflection of the amount of 
the underlying construct the test taker has (Kerlinger & Lee, 2000; Messick, 1989). 
To be valid, a set of test scores needs to also be reliable (Messick, 1989).
When examining assessment of learning results from the use of computer-based 
scaffolding, it is useful to consider the assessment framework of Sugrue (1995), who 
classified assessments in terms of whether they measure at the concept, principles, 
or application level (see Fig. 4.2). When doing so, it is important to avoid the temp-
tation to label all multiple choice assessments as concept-level assessments, and 
all open-response assessments as principles or application-level assessments (Han-
cock, 1994). Measuring at the concept level means that the assessment measures 
how well students can define or recognize examples of a given concept. This could 
include assessments ranging from multiple choice tests in which students need to 
choose a definition, to sorting tasks, and short answer assessments. Measuring at 
the principles level means that students are provided scenarios involving relation-
ships among several variables and need to predict what would happen if one of 
the variables were manipulated in a particular way. This again could take many 
different forms, ranging from multiple choice to writing essays. Measuring at the 
application level means that students need to design and conduct an investigation 
using the newly learned material. This is often a performance-based assessment, but 
can take other forms, such as multiple choice (Hancock, 1994). In many ways, the 
concept, principles, and application levels parallel the intended learning outcomes 
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of scaffolding. But it is important to make the distinction between intended learning 
outcomes and assessment levels, as the former are goals towards which designers 
work when designing scaffolds, and the latter are the ways in which student learn-
ing is assessed. These are not always one and the same (Boud & Falchikov, 2006).
4.3.1 Results from Meta-Analysis
It is natural to question whether there are any differences in effect sizes of comput-
er-based scaffolding according to the different assessment levels. For example, if 
scaffolding is designed to promote problem-solving ability, one would imagine that 
assessment at the principles or application levels would be more sensitive to the ef-
fect of said scaffolding. And if scaffolding is intended to influence content learning, 
then one would expect that concept-level assessment would be most sensitive to 
the effect of the scaffolding. Outcomes at the concept level ( noutcomes = 125), prin-
ciples level ( noutcomes = 167), and application level ( noutcomes = 41) were included (See 
Table 4.2; Belland, Walker, Kim and Lefler, 
on cognitive outcomes was statistically greater when measured at the principles 
level ( g = 0.51) than when measured at the concept level ( g = 0.40). The effect size 
for scaffolding at the application level was g = 0.44. Thus, the effect size point esti-
mate for scaffolding ranged from 0.40 to 0.51 for the three assessment levels. The 
Fig. 4.2  Aims of assessments at the concept, principles, and application levels, as proposed by 
Sugrue (1995)
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95 % confidence intervals—(0.33–0.47), (0.44–0.59), and (0.32–0.57) for concept, 
principles, and application level assessment, respectively—indicate that one can 
have great confidence that scaffolding leads to substantial effects across all three 
assessment levels. This is intriguing, in that it is rare for educational interventions to 
have such a consistent effect across assessment levels. For example, the underlying 
instructional models with which scaffolding is used often produce strong effects in 
one or two of the assessment levels, but not all three. Problem-based learning (PBL) 
meta-analyses have indicated the PBL leads to effects that are statistically greater 
than zero at the principles (Gijbels et al., 2005) or the principles and application 
levels (Walker & Leary, 2009), but not at the remainder of the assessment levels.
There are several possible explanations of the robust effect of scaffolding across 
assessment levels. First, scaffolding designed to impact higher-order thinking abili-
ties may only be assessed at the principles and application levels, and be mostly 
successful at influencing student learning as measured by the given assessments; 
likewise, scaffolding designed to influence content learning may be assessed largely 
at the concept level, and be mostly successful in influencing learning at that level. 
Next, it may be possible that scaffolding designed to enhance content learning is 
also assessed at the principles and application levels, and it also has a positive influ-
ence at those levels. It is possible also that scaffolding designed to enhance higher-
order thinking abilities is assessed at the concept, principles, and application levels, 
and leads to strong learning outcomes at all three levels. After all, one of the argu-
ments for promoting content learning in the context of problem-solving is that this 
will increase students’ abilities to solve problems through the enhancement of stu-
dents’ mental models (Anderson, 1983; Clark & Linn, 2013; Johnson-Laird, 2001).
It is especially interesting that scaffolding leads to such a strong effect at the ap-
plication level. The lower limit of its confidence interval was 0.32, which is an effect 
of a substantial magnitude—one that is higher than one often finds in educational 
technology applications for mathematics learning ( ES = 0.15; Cheung & Slavin, 
2013). To perform well on an application level assessment, one must understand the 
target strategy to a sufficient extent to be able to apply it to a new situation (Sugrue, 
1995). This is a very difficult bar to clear, as it requires abstraction of the underlying 
strategy, and application of said strategy in a new situation that likely differs in key 
aspects. In short, it is essentially far transfer that is being targeted, which is very 
difficult to promote (Barnett & Ceci, 2002; Salomon & Perkins, 1989).
Table 4.2  Table of results of moderator analyses on the effect of assessment level on cognitive 
outcomes
95 % confidence interval
Level n outcomes Effect size estimate Lower limit Upper limit
Concept 125 0.40 0.33 0.47
Principles 167 0.51 0.44 0.59
Application   41 0.44 0.32 0.57
4.3 Assessment
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