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Abstract
Surfactant aggregate structures in bulk solutions have maintained their crucial im-
portance in science and technology as they have a wide range of applications in a
plethora of different industries. Surfactant molecules consist of polar head groups
and nonpolar tails. Because of this chemical composition, surfactant molecules spon-
taneously self-assemble into aggregate structures when their concentration in water
exceeds their critical micelle concentration. This thesis focusses specifically on the
interaction of drug molecules within surfactant monolayers and micelles. The hy-
drophobic microenvironment arising from the resulting aggregate structures can be
used to enhance the solubility of other, partially soluble substances by a process
referred to in the literature as “solubilisation”. The encapsulation of these poorly
water soluble drug compounds, within surfactant micelles, enables their oral delivery
to patients. Sodium dodecyl sulphate micelles show great promise as drug delivery
vehicles for hydrophobic compounds in general and the purpose of this thesis is
to develop an understanding of how the molecular components of a micellar drug
delivery system affect the observed encapsulation ability. Using a combination of
atomistic molecular dynamics and well-tempered metadynamics simulations, the in-
teraction of testosterone-based compounds within dodecyl sulphate monolayers and
micelles with different counterions has been investigated in detail. In addition, the
resulting effects on the structural and interfacial properties of these aggregate struc-
tures is investigated thoroughly. The results presented within this thesis show that
ammonium ions compete with water molecules to form hydrogen bonds with the
dodecyl sulphate headgroups. In doing so, they result in distinctly different interfa-
cial properties of dodecyl sulphate monolayers compared to those with sodium ions,
including the dehydration of the surfactant headgroups. This provides a possible
explanation for the recently discovered experimental observation that SDS micelles
encapsulate significantly more testosterone-based compounds than ADS micelles, de-
spite the micelles being similar in size. Furthermore, the simulation results reported
within this thesis reveal that the orientational behaviour of testosterone-based com-
pounds varies depending on the number of polar interaction sites contained within
each molecule. This is an effect which could have profound implications of the
encapsulation behaviour of the drug compounds studied. The testosterone-based
compounds are used as model drug molecules within the framework of this thesis,
however the results obtained will aid the rationale design of new oral medications
in the future. Moreover, the novel methods which have ben developed to construct
an intrinsic surface of planar and (approximately) spherical interfaces of soft matter
have significant scope for application in understanding the interfacial properties of
these systems as studied within simulations and also as a collective variable when
carrying out enhanced sampling simulations using techniques such as metadynamics.
vi
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The phenomenon of molecular self-assembly is the cornerstone of life as we know it.
The ability of a disordered molecular system to spontaneously form structurally well-
defined aggregates, without guidance from an outside source, is observed throughout
nature. For example, the major components of eukaryotic cells form spontaneously
in vivo and are comprised of an astonishing range of complex molecular structures,
responsible for performing a wide variety of cellular processes (see Figure 1.1). Such
structures include the nucleus which contains the cell’s genetic information (arranged
in 23 chromosomes for humans), the mitochondria whose primary function is to
produce energy in aerobic cells by synthesis of ATP, and the Golgi apparatus which
modifies, sorts, and packages macromolecules both for delivery to other organelles
and for expulsion from the cell via exocytosis.
The complex and intricate molecular structures contained within the interior of
a cell are surrounded by a lipid bilayer membrane, which maintains the physical
integrity of the cell whilst also acting as a selectively permeable barrier between
1
Introduction
Fig. 1.1: An illustration showing the complex structure of a typical animal cell, in-
cluding the many organelles found within. (Image adapted from: https:
//www.withcarbon.com/2014/12/13/animal-cell-parts-and-functions/)
the cell interior and the exterior environment, by controlling the flow of ions and
organic molecules in and out of the cell. Additionally, many organelles such as the
nucleus, mitochondria and chloroplasts are themselves surrounded by lipid bilayers
which are among the most ubiquitous structures in biology.
In 1972, Singer and Nicolson proposed the Fluid-Mosaic Membrane model (F-
MMM) [1] to describe the structure of lipid bilayers. In essence, the F-MMM rep-
resents biological membranes as a matrix made up of a mostly fluid bilayer of phos-
pholipids with mobile globular proteins intercalated into the fluid lipid bilayer, as
depicted in Figure 1.2. Over 40 years later, this simple model of the cell mem-
brane remains relevant for describing the basic nano-structures of membranes in
plant, bacteria and animal cells [2]. The actual composition of lipid bilayers varies
widely, enabling the fine tuning of mechanical and chemical properties of organelles
for different biological functions [3].
The mechanism behind any form of molecular self-assembly is derived from the
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Fig. 1.2: A diagram of the Fluid-Mosaic Membrane model to describe the struc-
ture of lipid bilayers, containing phospholipid molecules, cholesterol




principal of molecular recognition, that is the specific interaction between two or
more molecules through noncovalent interactions. In the case of the plasma mem-
brane, self-assembly is driven by the hydrophobic effect which arises from the am-
phiphilic nature of lipid molecules.
1.1.2 Surfactants
The lipids which comprise the plasma membrane are in fact a subset of a larger clas-
sification group of molecules called “surfactants” (surface active agents) which are
amphiphilic in nature, meaning that they contain both hydrophilic and hydrophobic
moieties within the same molecule. The result of this chemically contrasting struc-
ture is that the hydrophobic tail regions tend to minimise their contact with the
surrounding water molecules, whilst the polar head groups prefer to be in contact
with the water forming favourable electrostatic interactions. Sodium dodecyl sul-
phate (SDS) is an example of a surfactant molecule which perfectly illustrates their





Fig. 1.3: a) The chemical structure of sodium dodecyl sulphate, b) A van der Waals
depiction of sodium dodecyl sulphate, the head group is shown in red and
yellow whereas the tail is depicted in cyan and white. The sodium counterion
is depicted in green.
phate head group and positively charged sodium counterion. SDS is one of the most
common surfactants and is studied extensively throughout the course of this thesis.
There are clearly a vast range of chemistries that fulfill the aforementioned surfac-
tant criteria, and so a large number of chemically different surfactant molecules are
possible, which exhibit interesting and diverse physical behaviour upon dissolution
in aqueous environments including aggregation, a decrease in the surface tension of
water and many more [4].
1.1.2.1 Surface Activity of Liquids
The phenomenon of surface tension in liquids arises due to an imbalance of attrac-
tive intermolecular interactions at liquid surfaces. The surface tension of liquids
is defined as the interfacial free energy per unit area and can be thought of as a
measure of how difficult it is to break the surface film of a liquid. For water, where
hydrogen bonding and polar interactions are strong, the surface tension is relatively
high (around 72 mN m−1) compared to nonpolar solvents such as hydrocarbons
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which experience much weaker attractive interactions, resulting in a lower surface
tension (in the range of 20-30 mN m−1). The surface tension of a liquid can be
measured experimentally using the Du Noüy ring method [5] in which a ring, often
made of platinum, is lifted slowly from the surface of a liquid. The force required
to raise the ring from the liquid’s surface, F , is measured and the surface tension of
the liquid, γ, is calculated from the relation:
F = 2π(ri − ra)γ (1.1)
where ri and ra are the inner and outer diameters of the liquid film pulled respec-
tively.
The origin of surface tension can be understood on a microscopic level by con-
sidering the cohesive forces acting between liquids. Atoms which are situated in
the bulk liquid phase are subjected to favourable cohesive forces in all directions.
However, atoms at the interface of a liquid experience a net force pulling them in-
wards towards the bulk phase due to an absense of cohesive interactions from the
vacuum phase above, which physically corresponds to air. This effect is illustrated
in Figure 1.4 and results in the surface atoms being in a higher energy state to those
located within the bulk. Because of this, liquids tend to minimise their surface area
at interfaces in order to decrease their free energy.
Fig. 1.4: A schematic diagram illustrating the attractive forces between a liquid at the
surface and within the bulk phase.
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The implications of the high surface tension of water are routinely observed
throughout nature. For example, large spherical water droplets are observed on waxy
plant leaves such as that in Figure 1.5a. The waxy leaf surface is highly repulsive
to water molecules and a spherical droplet is formed to minimise the surface area
of the water phase in contact with air and the hydrophobic leaf surface. Moreover,
mosquitos use the high surface tension of water to walk across the surface of ponds
and lakes without breaking the surface (Figure 1.5b), despite the fact that mosquitos
are much denser than water.
(a) (b)
Fig. 1.5: a) A photograph of a spherical water droplet on a waxy
leaf (Image adapted from http://dartofphysics.ie/blog/
nanotechnology-can-help-keep-dart-clean), b) A photograph of a mosquito
walking on the surface of a pond or lake. The high surface tension of water
is illustrated by the large deformation, without breaking, of the water surface
under the mosquito’s feet. (Image adapted from https://uk.pinterest.com/
haluchlandscape/educate-yourself-mosquito-control/)
When surfactant molecules are immersed in an aqueous solution, the resulting
behaviour is dictated by their dual chemical nature. There are two different pro-
cesses which occur upon dissolution of surfactants in an aqueous solution. The first
relates to how the presence of the surfactant affects the surrounding solvent, whilst
the second concerns the freedom of motion of the hydrophobic tail region of the
molecule. Liquid water is composed of random molecular arrangements of water
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molecules that interact with one another through energetically favourable hydrogen
bonds. These are enabled by the strong attraction between the positive and nega-
tive partial charges on hydrogen and oxygen atoms of neighbouring water molecules,
respectively. For the overwhelming majority of cases, the surfactant tails are much
larger than the head group and their ability to form hydrogen bonds is effectively
zero due to their complete lack of polar interaction sites. Once a surfactant is sub-
merged within an aqueous phase, the hydrogen bond network is initially disrupted
and this is energetically unfavourable to the system. The head groups do however
possess hydrogen bonding capabilities and form strong electrostatic interactions with
surrounding water molecules. At the same time, the nonpolar tails are surrounded
by a highly ordered water “cage” which impinges on the internal vibrational degrees
of freedom of the hydrocarbon chains. This is responsible for an entropy decrease
upon dissolution of a surfactant molecule because the vibrational dynamics of the
chain become severely restricted.
The two processes outlined in the preceding paragraphs predict that the prefer-
able configuration for a surfactant molecule coming in contact with an aqueous
interface would be for the polar head group to be in contact with the water and
the nonpolar tail to be situated away from the solvent in the vacuum region, cor-
responding to air. Such a configuration would fulfill the favourable criteria of both
minimising disruption to the solvent hydrogen bond network, whilst also preserving
the entropic contribution from the vibrational degrees of freedom of the hydrocar-
bon tail. Indeed this prediction turns out to be correct and results in the formation
of surfactant monolayers at aqueous interfaces at low concentrations, as shown on
the left-hand side region of Figure 1.6.
1.1.2.2 The Critical Micelle Concentration
As the concentration of surfactants is increased from zero, they adsorb to the inter-
face and spread out evenly resulting in a reduction of the interfacial tension (as a
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result of the attractive interactions between the interfacial water molecules and the
hydrophilic surfactant head groups). At a certain point when the surfactant concen-
tration exceeds a critical value, namely the “critical micelle concentration” (CMC),
the interfacial tension will become sufficiently low such that any further increase in
concentration will trigger buckling of the monolayer into the bulk phase as this is
energetically preferable compared to packing additional molecules into the mono-
layer. Once this buckling occurs, the surfactant molecules will begin to populate
the bulk water phase whilst the concentration on the surface will remain constant,
irrespective of how many more surfactants are added to the system.
There are numerous experimental methods to determine the CMC. Surface ten-
siometry measurements are amongst the most popular of these techniques. Plotting
the surface tension as a function of the surfactant concentration will reveal a trend of
decreasing surface tension with increasing concentration, up to a point after which
the surface tension will plateau and will remain constant even after increasing the
surfactant concentration further, as shown schematically in Figure 1.6. The concen-
tration at which the surface tension first reaches the plateau is taken to be the CMC.
The CMC can also be determined by measuring other physical properties as a func-
tion of surfactant concentration such as electrical conductivity [6], or fluorescence
[7] and locating the point of inflection in these curves.
1.1.2.3 Aggregation
At concentrations above the CMC, the surfactants within the bulk aqueous solution
will still attempt to minimise the contact between their hydrophobic tails and the
surrounding polar solvent. This is achieved by forming a number of different aggre-
gate structures which will be discussed later, such as micelles (of the spherical or
cylindrical variety), bilayers, vesicles and lamellar phases as shown in Figure 1.7. At
significantly high concentrations, more complex phases may be observed such as cu-
bic, hexagonal and bicontinuous geometries. Surfactant assemblies in bulk solutions
8
Introduction
Fig. 1.6: The graph illustrates the relationship between the surface tension of water
and the concentration of surfactants, whilst the schematic diagram shows the
behaviour of surfactant molecules as a function of their concentration in water,
where the colour blue depicts the water in the system and colours red and black
depict the surfactant headgroups and tailgroups respectively. The dashed line
on the right represents the CMC.
have maintained their crucial importance in science and technology as they are used
in various different applications. These include the production of food and personal
care products, mineral separation processes, petroleum recovery and environmental
remediation [8–12]. Moreover, surfactant micelles have been utilised extensively in
pharmaceuticals for their ability to stabilise nucleic acids [13] and to encapsulate
drug molecules [14–16]. This thesis focusses on the interaction of drug molecules
within surfactant monolayers and micelles.
The aggregation behaviour of surfactants is complex and determined by an in-
terplay of interactions between the surfactant head groups, tail groups, and the
solvent as well as geometric factors. There are several semi-quantitative theories
that attempt to predict and explain the formation of surfactant aggregates in solu-
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Fig. 1.7: A diagram of the various different self-assembled structures formed by surfac-
tants depending on their geometry. (Image adapted from reference [17])
tion. In 1974, Tanford proposed a thermodynamic explanation of micelle formation
using free energy considerations to predict the micelle size and size distribution [18].
When surfactants are dissolved in water the hydrophobic tails provide a free-energy
advantage for aggregating but the molecules have more entropy when they remain in
an unaggregated state. The molecules can either explore the system volume V like
an ideal gas, or they can aggregate resulting in a decrease in their entropy. If there
are N surfactant molecules in the system and the total number of molecules within
aggregates of size m is Nm then the number of size m aggregates is Am = Nm/m.
The ideal gas free-energy (entropic contribution) is given by:












where v0 denotes the volume of a single surfactant molecule and setting kBT ≡
1. Now, letting the energy per molecule belonging to aggregates comprised of m
monomers be ϵm then the total free energy of an aggregate with m monomers is:












As micelles are dynamic structures and can exchange molecules freely, at equilibrium
the chemical potential, µ, must be equal in aggregates of all sizes and therefore
µ = ∂Fm/∂Nm which is a constant and independent of m. Taking the partial
derivative of Equation 1.3 with respect to Nm, yields an expression for the chemical
potential:

























This expression can be rewritten in terms of the volume fraction of aggregates con-
sisting of m monomers, ϕm = Nmv0/V :




















= ϕ1 exp (ϵ1 − ϵm) ⇒ ϕm = m[ϕ1 exp ∆ϵm]m
(1.6)
This result provides the concentration of an aggregate composed of m monomers
for a given concentration of free monomers, ϕ1 which can be expressed in terms of
the total surfactant concentration (ϕ =
∞∑
m=1
m[ϕ1 exp ∆ϵm]m). A critical value of
ϕ1 is found at the CMC, where ϕm switches from a small to a large value. Above
the CMC, the predominant micelle size m depends on what type of micelle has




In 1976, merely two years after Tanford’s thermodynamic explanation of mi-
celle formation, Israelachvili proposed a method to predict the shape of surfactant




where Vt is the volume of the tail region, lt is the length of the tail region and a0 de-
notes the equilibrium cross-sectional area of a surfactant head group at the aggregate
surface. The value of cpp can be used to define criteria of formation for aggregates
with different shapes by predicting the curvature of an aggregate interface. For ex-
ample consider a spherical micelle with aggregation number n. The volume of the
core is given by Vcore = nVt = 4πR3/3 and the area of the micelle surface is given by
A = na0 = 4πR2. Solving these equations for R in terms of Vt and a0, and then con-
straining R ≤ lt affords the condition 0 < cpp ≤ 1/3 for the formation of a spherical
micelle. Using similar arguments one finds that the condition for the formation of
cylindrical micelles is 1/3 < cpp ≤ 1/2 and for a bilayer: 1/2 < cpp ≤ 1. Figure 1.7
provides a visual summary of the various aggregate structures formed by surfactants
with different geometries and the packing parameter criteria for each. Essentially,
the packing parameter describes the shape of a molecule of a particular surfactant
species and then predicts the geometry of the aggregates formed. For example, cone
shaped molecules assemble into spherical micelles, whilst cylindrical surfactants will
more likely form bilayer or lamellar geometries. The physical manifestation of these
different surfactant molecular geometries originates predominantly from the struc-
ture of their hydrophobic tails. For example, SDS has a single alkyl chain and a
sulphate head group resulting in a cone like shape, whereas lipid molecules such
as dipalmitoylphosphatidylcholine (DPPC) generally have two hydrophobic tails re-
sulting in a cylindrical shape. Inverted truncated cone shapes may occur when there
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is an unsaturated double bond present in at least one of the lipid tails, producing a
kink in the acyl chain(s).
More rigorous approaches to estimate aggregate structures include experimen-
tal scattering techniques such as small angle x-ray scattering (SAXS) [20] and small
angle neutron scattering (SANS) [21]. Alternatively, computational simulation tech-
niques can also be employed to provide atomistic structural detail about surfactant
aggregates. This thesis makes use of such techniques, which are explained thor-
oughly in Chapter 2.
1.2 Motivation
As was alluded to earlier, surfactants have many uses in society in diverse application
areas. This thesis focusses specifically on their role within oral medications in the
pharmaceutical industry. For patients, oral medications are extremely popular due
to their ease of administration and noninvasiveness in comparison to other drug
delivery methods [22–25]. From the perspective of pharmaceutical firms, oral drug
formulations are heavily invested in and generally preferred because of their relative
ease and low cost of manufacture, along with the high demand from patients and
physicians.
For a drug molecule in an oral formulation to produce a desired effect in the
body, it must first be released from its pharmaceutical dosage form and absorbed
into the bloodstream in order to become available at its intended site of action.
The degree to which this occurs is known as the bioavailability of the drug, and the
‘site of action’ is taken to be the systemic circulation [26]. The bioavailability of
orally administered drugs is strongly influenced by their rate of absorption across
the gastrointestinal (GI) tract [27]. In turn, the amount of a drug absorbed across
the GI membrane is determined by its aqueous solubility, therefore a poor aqueous
solubility generally suggests a poor bioavailability. It follows that a drug molecule
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must have sufficient aqueous solubility to be considered as a likely candidate for
formulation into an oral medication, however it is estimated that over 40 % of newly
discovered drugs have poor aqueous solubility [28, 29]. The stark reality of this
is that a large proportion of these chemical entities may never reach patients who
desperately require their therapeutic effects. To combat this, a wealth of formula-
tion and drug development techniques have emerged in recent years to overcome the
problem of poor aqueous solubility. Many of these techniques involve the encapsu-
lation of the poorly soluble drug compound within self-assembled nanostructures, a
process which is energetically favourable to the system and enhances the apparent
aqueous solubility of the drug compound. There is an abundance of research into
biodegradable polymeric nanoparticles due to their controlled release and minimal
toxicity [30, 31], as well as the use of surfactant aggregate systems [14–16] which are
the primary focus of this thesis.
The preferred location of the encapsulated drug species within an aggregate is
vital knowledge for the rational design of micelle-drug formulations because the
number of drug molecules that can be loaded into a micelle will be determined
by the effective volume of their preferred location. Figure 1.8 shows estimations
of the main sites of encapsulation within micelles including: 1) the hydrophobic
core, 2) the micelle/water interface, and 3) under the head groups in the micelle
palisade layer. Surfactant aggregate structures are difficult to study experimentally
due to their nanometre length scales. To interpret neutron scattering experiments,
assumptions must be made regarding the position of the encapsulated solute prior
to fitting the experimental data. Simulation and modelling techniques are able to
provide invaluable information about the location of the encapsulated drug species
within an aggregate which is of great relevance to such experiments. This requires
a rigorous microscopic characterisation of the aggregate shape and interface, which
remain prominent themes throughout this thesis.
The purpose of this thesis is to develop an understanding of how the chemical
14
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Fig. 1.8: A diagram depicting the different locations of a solute encapsulated within an
ionic surfactant micelle: 1) the hydrophobic core, 2) the micelle/water interface,
3) under the head groups in the micelle palisade layer. The drug molecules and
surfactant head groups are depicted in blue and red respectively.
composition of a surfactant species, the counterion species and the drug compound
affects the relative ability for the drug to be encapsulated within a surfactant ag-
gregate and therefore be a potential formulation for oral drug delivery. This work is
inspired, in part, by a recent study performed by Saaka [32] of the steroidal drugs:
testosterone (T), testosterone propionate (TP) and testosterone enanthate (TE)
which are all currently administered to patients undergoing testosterone replace-
ment therapy, despite their poor water solubility. This thesis aims not to develop
a testosterone-based medication specifically, but to build an understanding of how
the chemical structure of the surfactants, counterions and drug molecules them-
selves affect the encapsulation process with the intent of designining more efficient
oral medications in the future. In this sense, T, TP and TE are treated as model
drug molecules. Saaka showed that the number of drug molecules that can be en-
capsulated within these aggregates is affected by changing the counterion species as
well as the chemical structure of the drug molecule.
In this thesis, atomistic molecular simulations are applied to these systems to
gain a detailed description of the molecular scale interactions which govern this
behaviour. In reality drug loaded surfactant micelles are the nanostructures ad-
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ministered to patients and therefore the most realistic systems to study. However,
due to the challenges of simulating surfactant micelles (resulting from their large
system sizes), surfactant monolayers are studied in conjunction with micelles and
the interactions between drug molecules and surfactant monolayers is approximated
to be equivalent to those between drug molecules and micelles. This is an entirely
reasonable approximation given that monolayers and micelles coexist in dynamic
equilibrium and monomers in both structures have the same chemical potential,
thus exchanging freely between these two structures.
First, the interfacial properties of surfactant monolayers are studied in the pres-
ence of different counterions but without the presence of drug compounds. Then
the interaction process of three model drugs within surfactant monolayers is investi-
gated using different computational methods. Finally, the encapsulation process of
TP within an SDS micelle is modelled, as this combination of surfactant and drug
species was found to be the most successful formulation [32].
1.3 Overview of Thesis
The remainder of this thesis is organised as follows. In Chapter 2, the scientific
methods used throughout this work are explained in detail. Next the surfactant
monolayer studies are presented: Chapter 3 outlines the simulation protocol and
analysis methods used for simulating surfactant monolayers. In Chapter 4, results
are presented from dodecyl sulphate monolayers with different counterion species
and the structural and interfacial properties are compared. Building upon these
result, Chapter 5 presents the results from a study of the interaction of testosterone-
based compounds within surfactant monolayers and Chapter 6 reports the results
from metadynamics calculations used to estimate the free energy of permeation of
the different drugs within SDS monolayers. Following this, surfactant micelles are
investigated. In Chapter 7, the simulation protocol and analysis of surfactant mi-
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celles is described and the results from these simulations are presented in Chapter 8.





2.1 Classical Molecular Dynamics Simulations
Molecular dynamics (MD) is a computational technique commonly used to study
both the time-dependent and equilibrium behaviour of molecular systems with atom-
istic detail. The first example of a molecular dynamics simulation dates back to the
late 1950’s and was implemented by Alder and Wainwright [33], modelling atoms as
hard spheres interacting with square well potentials. Despite this rather simplified
model, many important insights regarding the behaviour of liquids emerged from
their studies concerning phase transitions at different volume fractions. Later in
1964, Rahman carried out the first MD simulation using a realistic potential for
liquid argon [34] and obtained results for the pair correlation function and the self-
diffusion coefficient which were in close agreement with experimental data. Then
in 1974, Rahman and Stillinger simulated liquid water [35] which was the first re-
ported MD simulation of a realistic system. In the literature today, one routinely
finds MD simulations studying the complex phase behaviour of large lipid systems
[36], fully solvated proteins [37] and protein-DNA complexes [38] to name but a few.
MD simulations provide a microscopic insight into molecular systems, information
which is hardly accessible by experiments. The trajectories generated from these
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simulations can be visualised in three dimensions which aids the understanding of
complex molecular mechanisms such as protein folding [39] and self-assembly [40].
MD simulations are vastly considered as a method of research in their own right,
in addition to providing a useful compliment to experimental work and are now
routinely used to investigate the structure, dynamics and thermodynamics of mat-
ter. In particular, there is a large abundance of research investigating biological
molecules such as proteins and peptides [41].
The idea behind MD is relatively simple: the positions and velocities of the
particles which compose the system are obtained as a function of time by integrating
Newton’s equations of motion. In actuality, a thorough description of the interaction
between atoms requires quantum mechanical considerations. Such interactions are
included in ab initio MD simulations but are incredibly expensive to compute which
restricts the length and time scales that can be modelled. In classical MD, the
underlying assumption is that the atomic nuclei obey the laws of classical mechanics
and this turns out to be an entirely reasonable assumption for a wide range of
materials. Although this assumption limits the information that can be extracted
from calculations, it also permits simulations on large spatial and temporal scales
which would be simply unfeasible using ab initio methods such as density functional
theory (DFT) [42, 43]. Using classical MD, ensemble averages can be monitored, the
phase space of the system can be explored and the system dynamics can be probed.
2.1.1 Force Field
The force field is an integral part of molecular simulation, that is the set of em-
pirical equations and parameters which govern the physical interactions within the
system. The first force fields were parametrised to reproduce structural properties
and vibrational spectra [44]. Later, in the 1980’s Amber, CHARMM and OPLS de-
veloped force fields which used united atom approaches for hydrogen atoms bound
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to carbons. Most parameters were developed and tested on gas-phase simulations
and partial charges were derived from quantum mechanical calculations by fitting
partial charges to the electrostatic potential [45]. In the 1990’s, both AMBER and
CHARMM force fields were further developed to take liquid phase properties directly
into account in the parametrisation such as densities and heats of vaporisation [46].
A major update of the AMBER force field was published in 1995 and is still widely
used [47] and CHARMM has seen numerous updates since the 1990’s [48]. The total
potential energy of a molecular system is given by the sum of the bonded, Ubonded,
and non-bonded, Unon−bonded contributions:
Utotal = Ubonded + Unon−bonded (2.1)
The CHARMM force field [48] has been used to describe the interactions in all of
the simulations presented within this thesis. For this reason, the relevant functional
forms for Ubonded and Unon−bonded in the CHARMM force field are discussed in the
following section. It should be noted however that other functional forms for these
interactions do exist and are used in other force fields.
2.1.1.1 Non-bonded Interactions
The non-bonded term, Unon−bonded, can be represented using the functional form
of a Lennard-Jones potential to describe dispersion interactions with the addition
of a Coulombic term to model electrostatic interactions, where applicable. The
Lennard Jones potential, also commonly referred to as the “12-6” potential, is chosen
because the functional form can be evaluated efficiently whilst also giving rise to a
potential which is attractive at mid-long distances but repulsive at short distances
(see Figure 2.1), thus providing a physical description of van der Waals interactions.
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The full non-bonded potential is therefore expressed as:









where ϵij and σij denote the characteristic interaction energy and distance respec-
tively for particles i and j. Specifically, σij is the value of rij where the Lennard-Jones
function intercepts the x-axis (shown in Figure 2.1). In the CHARMM force field,
one value for σ and ϵ is provided per atom type and inter-type interactions are cal-
culated using the arithmetic mean of σ (σij = (σi + σj)/2) and the geometric mean
of the well-depths (ϵij =
√
ϵiϵj). In the Coulombic term, qi and qj are the charges
on particles i and j respectively, and ϵ0 denotes the permittivity of free space. It is
common to use a shifted potential which ensures that the function tends smoothly
to zero at the desired cutoff distance to prevent discontinuities in both the forces
and the energy of the system. This is achieved by using a slightly modified version
of Equation 2.2 which affects Unon−bonded like so:
Unon−bonded(rij) =

uLJ(rij) + uCoul(rij), r < rin
S(rij)uLJ(rij) + uCoul(rij), rin < r < rout
0, r > rout
(2.3)
where rin and rout are the inner and outer cutoff radii respectively which are used
in the switching function:
S(rij) =





Fig. 2.1: A graph showing functional form of the Lennard-Jones potential, uLJ(rij), used
to describe van der Waals interactions in the CHARMM force field. The pa-
rameters σij and ϵij are labelled.
Both the Lennard Jones and Coulombic interactions depend on one variable, the
module |rij| and are therefore spherically symmetric. The full contribution to the
potential energy of the system from the non-bonded interactions is given by the
summation over all pairs of atoms for these two interactions. It is common for van
der Waals interactions to be truncated at 2.5σ (∼ 10-12 Å), where the Lennard
Jones potential is approximately 1/60th of its minimum value, ϵ. The electrostatic
interactions however require a more careful treatment of the long-range interactions
due to the 1/r decay of the Coulomb function. One cannot simply truncate this
term like the procedure performed for Lennard Jones interactions because long range
electrostatics are known to have a significant effect on structure and dynamics. A
common method of dealing with these long range electrostatic interactions is by
using the Particle-Particle-Particle Mesh (PPPM)[49] method which is a Fourier-
based Ewald summation over the charges in periodic box images. The accurate
evaluation of long-range electrostatic interactions is a necessary, yet computationally
expensive part of MD simulations. The PPPM solver scales as N logN where N is
the number of atoms in the system. The traditional Ewald sum scales as N3/2, so
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the PPPM method is almost always the preferable choice over the traditional Ewald
summation with respect to CPU time as a result of the fast Fourier transforms
implemented.
2.1.1.2 Bonded Interactions
With regard to the bonded interactions, there are contributions to the potential en-
ergy from bond stretching, angle deformation, torsional angles and in some instances,
improper angles (see Figure 2.2 for illustrations). The total bonded contributions




















2 (ψ − ψ0)
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(2.5)
The bond stretching is usually represented by a harmonic term such as the first term
in Equation 2.5 which is valid for small displacements from the equilibrium bond
length, l0. The force constant, kb, is usually large indicating that a large amount of
energy is required to stretch or compress a chemical bond by any significant length.
The second term in Equation 2.5 represents the potential energy associated with de-
formation of valence angles from their equilibrium value, θ0. The angle deformation
force constant, kθ, is typically lower than that of bond stretching because it takes
less energy for a valence angle to deviate from its equilibrium value. Historically,
bond and angle parameters were taken from small-molecule crystallography and vi-
brational spectroscopy. These days, quantum mechanical methods are employed on
small compounds to provide more accurate values for bond and angle parameters.
The third term in Equation 2.5 represents the torsional contribution and quantifies
the potential energy associated with rotations around each dihedral angle. These
torsional terms include atoms which are separated by three bonds. The force con-





Fig. 2.2: Schematic diagrams illustrating the various contributions to the bonded po-
tential energy: a) bonds, b) angles, c) dihedrals and d) improper angles
(images adapted from http://cbio.bmt.tue.nl/pumma/index.php/Theory/
Potentials).
and angle bending [50]. Here, n corresponds to the number of minima in the energy
landscape, often referred to as “multiplicity” and ϕ0 is the phase factor which deter-
mines the location of the minima in the potential. This functional form is symmetric
with the same minimum and maximum in the torsional energy landscape. Whilst
spectroscopy can provide relative populations of trans and gauche conformations for
simple molecules and hence the free energy difference between these states can be
derived, quantum mechanical calculations are more frequently used as they provide
information about the rest of the potential. Finally, improper angles are imposed
on some molecules to preserve geometry or chirality of atoms in a molecule, for ex-
ample to maintain the planarity of aromatic carbon rings in testosterone molecules.
The definition of an improper angle is shown in Figure 2.2d as the angle between
the vector formed between atoms i and l, and the plane in which atoms i, j and
k are incident. The improper angle contribution to the potential energy adopts a
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harmonic functional form for convenience, as shown in the last term in Equation 2.5.
Here, kψ and ψ0 are the force constant and equilibrium improper angle respectively.
2.1.2 Initialisation
The first stage of conducting any MD simulation is the assignment of the initial
coordinates of the system. The initial coordinates should be chosen to somewhat
resemble the desired structure which is to be modelled. For example, if simulating
a surfactant micelle then the coordinates should be chosen so that the surfactant
tails form a spherical hydrophobic core, and the head groups are in contact with
the surrounding water molecules. It is especially important to build configurations
which do not result in significant overlapping of atoms which will result in extremely
high energy states. One way to achieve this for simple systems such as gases is to
place the atoms on a cubic lattice. For more complex molecular geometries, there are
a number of different software packages to generate configurations such as Packmol
[51] which is commonly used to build structures such as bilayers, micelles and vesicles
and has been used extensively throughout this thesis to build initial configurations
for the monolayer and micelle simulations.
2.1.3 Energy Minimisation
Once an initial set of coordinates has been generated, energy minimisation is per-
formed and the system is brought to a minimum in the potential energy landscape as
determined by the force field. There are numerous different methods to accomplish
this, all of which are able to steer the system towards the closest local potential
energy minimum but none are able to sample the full conformational space. Per-
haps the simplest of these is the steepest descent algorithm, which is the energy
minimisation algorithm used for all of the simulations reported within this thesis.
The steepest descent algorithm exploits the first derivative of the potential energy
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surface to find the local minimum. An iterative process: r(k) = r(k− 1) +λ(k)F(k)
is applied where λ is the “learning rate” and F(k) is the effective force vector which
consists of the forces derived from the gradient of the potential energy and is applied
to the atoms at each iteration step. The value of λ(k) can be adapted at each itera-
tion to ensure that the energy minimum is not overshot by following the curvature
of the potential surface [52].
2.1.4 Assigning Initial Velocities
After the potential energy of the system has been minimised, the next step is to
set the initial atomic velocities. This is accomplished by randomly assigning each
velocity component of every particle a value taken from a Maxwell-Boltzmann distri-
bution in the range [-0.5:0.5]. The subsequent velocity components are then shifted
such that the total momentum of the system is zero and then the velocities are scaled
so that the mean kinetic energy is equal to the desired value. In thermal equilib-
rium, the equipartition theorem should hold: < v2α >= kBT/m, where vα is the αth
velocity component of a given particle. From this, the instantaneous temperature







The instantaneous temperature T (t) is adjusted to match the desired temperature by
scaling all velocities by the factor (T/T (t))1/2. At this point, the system is in a local
minimum in the potential energy landscape and has a set of atomic velocities which
produce the desired system temperature. At this point, the system dynamics are
almost ready to be simulated, but first one must choose a thermodynamic ensemble
with which the simulation will be performed.
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2.1.5 The Velocity-Verlet Algorithm
Once the system has been built and minimised, dynamics can then be simulated. As
was discussed above in Section 2.1.1, the potential energy of the system is described
by a force field composed of simple mathematical functions which represent the inter-
actions between different atom types in different chemical environments. This sim-
plified molecular description allows for the quick integration of Newton’s equations
of motion for point-like particles, the interactions for which are pair-wise additive.
This assumption makes use of the Born-Oppenheimer approximation [53] in which
electronic and nuclear motions of atoms are decoupled due to the inherently large
difference in their time scales, nuclear being much slower. MD integrators update
the positions and velocities of the nuclei whilst the electronic behaviour is accounted
for implicitly within the simple potential functions. Newton’s equation of motion
for a system comprised of N particles interacting via a potential U(r1, r2, ..., rN),
can be formulated as the second order differential equation:
fi = mir̈i = −
∂
∂ri
U(r1, r2, ..., rN) (2.7)
where mi is the mass of particle i and ri its position vector. Expressions for the
velocity and momentum of particle i are obtained from differentiating the position
with respect to time, where vi = ṙi and pi = mir̈i represent the velocity and
momentum of particle i respectively. Thus, in three dimensions either a set of 3N
second-order differential equations or an equivalent set of 6N first-order differential
equations must be solved. This set of differential equations is transformed into
difference equations in order for numerical integration to be performed.
An integrator is defined by the chosen form and solution method of the differ-
ence equations. There are several requirements of such an integrator. First, in the
limit of the step size δt → 0, it should reproduce the original differential equations.
Another important requirement is that the numerical solution should be close to
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the actual solution, which for longer time intervals also requires it to be stable.
The algorithm should be time-reversible, consistent with Newton’s equations. Ad-
ditionally, the integration algorithm should also be symplectic which means that in
the transformation from a given time step to the successive time step, the volume
in phase space should remain unchanged as should the total energy of the system.
Another important characteristic of an integrator is efficiency, it is in one’s interest
to use the largest time-step possible, whilst ensuring numerical stability. Evaluating
forces is computationally expensive and so using a larger time-step will result in
a longer trajectory per unit of real simulation time. This allows larger sampling
of phase space and thus a more accurate data set. One integration scheme which
satisfies all of the requirements listed above is the velocity Verlet algorithm, which
is a modification of the Verlet algorithm introduced by Loup Verlet in 1967 [54].
Although other integration schemes exist, such as the leapfrog algorithm and posi-
tion Verlet algorithms, the velocity Verlet algorithm is used within all of the MD
simulations reported within this thesis.
The equations of motion in MD cannot be solved analytically because the forces
change with every coordinate configuration and therefore must be solved numerically
using a finite integration time step, δt. One operates under the assumption that the
forces can be considered to be fixed within the duration of δt. The velocity Verlet
algorithm yields positions, velocities and accelerations at time t+ δt:








= vi(t) + ai(t)
δt
2 (2.9)
ai (t+ δt) = −
1
mi
∇V (r (t+ δt)) (2.10)







The velocity Verlet algorithm can be summarised like so:
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1. First, calculate the new positions of the atoms at time t + δt and update the
atomic coordinates.
2. Next, calculate the velocities of atoms in the middle of the time step (at δt/2).
3. Calculate accelerations of the atoms at time t + δt by taking the gradient of
the force field.
4. Calculate the new velocities of atoms in the system (after δt).
Repeating the steps above generates a time trajectory for the evolution of the molec-
ular system under investigation. The behaviour of the system during this time evo-
lution is determined by the details in the force field which is used to calculate the
forces acting on each atom in the system. The choice of the finite integration time
step, δt, is an important detail and one not to be overlooked [55]. The smaller the
value of δt, the more accurate the resulting simulation dynamics will be. Conversely,
using a larger value of δt is to one’s benefit, allowing the system to explore phase
space at a faster rate. If δt is too large however, resulting in one atom being moved
within very close proximity to another atom, then this will cause large forces which
will lead to extremely large changes in velocity and position in the next integration
time step. This will typically result in a cascade of errors causing the system to
“blow up”. To ensure well behaved dynamics, δt should be in the order of the fastest
time scale in the system: the bond stretching involving hydrogen atoms. The period
of oscillation of a C-H chemical bond is ∼ 11 fs and therefore a time step of 1 fs is
chosen to ensure several data points per C-H bond vibration. The time step can be
increased by using a constraint algorithm such as SHAKE [56] which fixes the high
frequency hydrogen containing bond stretching and angle rotations in the system by
using constraint forces formulated from Lagrange multipliers. This permits the use
of a larger time step and therefore increases the efficiency of the simulation enabling
longer simulation trajectories to be obtained per unit of real time running the sim-
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ulation. The SHAKE algorithm is used to constrain the high frequency degrees of
freedom in the simulations reported within this thesis.
2.1.6 Pressure and Temperature Control
Using the velocity Verlet algorithm described in Section 2.1.5, the simulation evolves
in the microcanonical (constant NVE) ensemble where the total energy of the system
is conserved. This ensemble corresponds to an isolated state which is not particu-
larly applicable to describing situations in a laboratory or in vivo. It is often more
instructive to run simulations in other ensembles such as constant NVT or NPT,
especially if comparisons are to be drawn between the simulation and experimental
results which were obtained from an ensemble other than the microcanonical. In the
NVT ensemble, the system is kept in thermal equilibrium with a heat bath while
the number of particles N and total volume V are constant extensive quantities, the
temperature is intensive but can be determined from the kinetic energy, obtained




where angle brackets denote a time average, kB is the Boltzmann constant and n is
the number of degrees of freedom. The most basic way of regulating temperature in
MD is to use a velocity-rescale thermostat. This is applied by periodically rescaling
particle velocities around a Boltzmann distribution centred at the desired temper-
ature [57]. This method however does not produce a canonical ensemble as it does
not capture the correct energy fluctuations in the system and is therefore unsuitable
for production runs, nevertheless velocity-rescale thermostats are commonly used in
the equilibration stage of simulations due to their extreme efficiency.
Stochastic thermostats are often used to regulate temperature in the NVT en-
semble. Perhaps the most common stochastic thermostat is the Langevin, which
30
Methods
regulates temperature by applying both a frictional term and a random force to the
equations of motion of the system. The average magnitude of the random forces and
the friction are related in a way that guarantees that the “fluctuation-dissipation”
theorem is obeyed, thereby producing NVT statistics. In this formalism, the equa-








where fi is the force acting on atom i due to the interaction potential, γi is a
friction coefficient, and ξi is a random force exerted on atom i with dispersion
σi. This random force is coupled to the friction coefficient through the relation:
σ2i = 2miγikBT/δt and is uncorrelated in time and across particles. The Langevin
thermostat is advantageous in that it permits the use of a larger time step than
in NVE simulations, however a drawback of using the Langevin thermostat is that
momentum transfer is destroyed, therefore it is unadvisable to use Langevin to study
dynamic system properties such as diffusion.
Another example of a stochastic thermostat was proposed by Andersen [58]
whereby the system is coupled to a heat bath that imposes the desired temper-
ature. Stochastic impulsive forces act upon randomly selected particles and this
represents the coupling of the system to a heat bath. The system evolves according
to the usual Newton’s equations of motion in between collisions. As a result of
these stochastic collisions, all accessible constant-energy shells are visited according
to their Boltzmann weight throughout the simulation. The strength of coupling to
the heat bath must be specified through the collision frequency ν (or collision time
τ = 1/ν) and should be chosen such that collisions occur less than every time step.
When a particle is selected to undergo a collision with the heat bath, its velocity
is randomly reassigned from a Maxwell-Boltzmann distribution at the desired tem-
perature which turns the simulation into a Markov process, i.e the dynamics are
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non-deterministic. Over an infinitely long simulation trajectory, this will produce a
canonical distribution of kinetic and potential energies as well as the microstates of
different system configurations. The true molecular kinetics of the system are once
again not preserved and so the Andersen thermostat should not be used to study
dynamic properties of the system.
The Nosé-Hoover thermostat [59] is an example of a thermostat which does
indeed preserve the true molecular kinetics of the system by using an extended
Lagrangian approach to maintaining constant temperature. This is achieved by
making a modification to the velocity Verlet algorithm, specifically by the addition
of a fictitious dynamical variable, which corresponds physically to a friction term,
ξ, which either accelerates or decelerates particles until the desired temperature is



















where Q is a parameter which represents the “mass” of the heat bath and T denotes






0, the kinetic energy of the system is given by 12(3N + 1)kBT where the extra
degree of freedom is due to the fictitious variable ξ. In this formulation, the system
temperature is not fixed, rather it tends towards the target, T . These equations of
motion which correspond to the implementation of the Nosé-Hoover thermostat are
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incorporated into MD by modifying the velocity Verlet algorithm like so:





































The NVT ensemble is useful for modelling certain experimental systems, such as the
surfactant monolayers presented in this thesis. Other laboratory experiments are
often better represented by the NPT ensemble however, such as surfactant micelles,
in which the system is coupled to the atmosphere. In this instance, pressure must
be regulated as well as temperature. The system pressure is calculable in a rather










where d is the dimensionality of the system, fij is the force exerted on particle i by
particle j due to the force field and rij is the vector connecting atoms i and j. The
first term on the right hand side of Eqn. 2.20 is an ideal gas term and the second
is an interaction term: an ensemble average over the pairwise forces and distances.
Similarly to thermostats, there is a simplistic approach to controlling the system
pressure and this is achieved by periodically rescaling the system volume, along
with particle coordinates, such that the pressure is equal to the desired value. Once
again, this will not produce the correct ensemble.
The Nosé-Hoover barostat [60], analogous to the Nosé-Hoover thermostat, also
uses an extended Lagrangian approach to pressure regulation. The additional degree
of freedom in the Nosé-Hoover barostat, denoted by χ, corresponds physically to an
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external piston which results in the following equations of motion:
dri(t)
dt


















V (t)(P − P0) (2.24)
dV (t)
dt
= 3χ(t)V (t) (2.25)
where rCM denotes the system centre of mass position vector, V (t) is the volume
of the simulation box, η is the thermostat extra degree of freedom and τT is the
thermostat time constant. Meanwhile, χ represents the barostat extra degree of
freedom and can be considered as a volume scaling factor and τP is the barostat
time constant. The Nosé-Hoover barostat has been used in this thesis to generate a
constant NPT ensemble where desired.
2.1.7 Boundary Conditions
Whilst thermostats and barostats provide the means to model different thermody-
namic ensembles, further algorithmic developments have been made to get around
problems of the limited computing resources available. Ideally we would like to cal-
culate macroscopic properties of the materials which are being modelled, however
the number of atoms that present-day computers are capable of simulating ranges
from hundreds to several millions of atoms. This range is nowhere near the thermo-
dynamic limit (NA = 6.022 × 1023) and using hard wall boundary conditions would
result in a large fraction of the particles interacting directly with the simulation box
surface. To simulate bulk properties, it is necessary to use boundary conditions that
mimic an infinite bulk surrounding the N-particle simulation box. This is achieved
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by choosing periodic boundary conditions, as are shown in the diagram in Figure 2.3.
In this framework, particles interact with neighbours through the boundaries and
when a particle diffuses across a periodic boundary, it re-enters the box on the op-
posite side which effectively deems the box to be infinite in size. One potential
problem that could arise is if a particle were to interact with its own periodic image
or ‘ghost’ which would lead to non-physical behaviour. This provides motivation
for the ‘minimum image convention’ which sets a constraint on the relation between
the sizes of the interaction cutoff distance and the length of the simulation box:
rc > L/2. Additionally, one should be wary of spurious correlations which result
from the finite sized simulation box and as such, fluctuations with wavelength λ = L
are the largest that can be studied. This effect is relevant to many properties of
interest such as capillary wave fluctuations at surfactant monolayer interfaces.
.
Fig. 2.3: A diagram showing a simple system in a periodic simulation box. The dashed
circle depicts the interaction cut-off for pair-wise dispersion interactions and
the arrows show a particle and its images travelling through the box boundary.




Employing a cutoff for pairwise interactions goes some way to alleviating the burden
of force calculation, however it still remains a cumbersome process and so additional
action is taken to further reduce processing time. Verlet neighbour lists contain for
each atom, i, the list of indices j whose distance from i is less than a specified cut-
off. These lists are time consuming to construct and must be updated periodically
throughout the simulation as atoms drift in and out of the Verlet cutoff. The lists
are typically updated every 10-20 time steps and they decrease the force evaluation
time dramatically. Alternatively, the simulation box can simply be subdivided up
into cells providing that the characteristic dimension of these cells is larger than the
interaction cutoff. In this case, only the atoms, j, within the same cell and the near-
est neighbour cells of atom i need to be considered in force evaluation. Furthermore,
it has become standard to parallelise simulations on multiple processors using this
technique whereby each individual domain is distributed to a single processor and
communication is limited to nearest neighbour cells [62].
2.1.9 Water Models
Solvent effects are highly influential in the behaviour of many molecular systems,
therefore the choice of how solvent is represented in a simulation has immense im-
plications for the behaviour observed. Several implicit solvent models, including
the Poisson-Boltzmann and Generalised Born schemes, are able to mimic solvent
to a certain degree and have the advantage of being computationally inexpensive.
The dynamics of these implicit solvent models are unrealistically fast however, due
to a lack of friction between molecules which is problematic when studying kinetic
processes like diffusion or self-assembly. Furthermore, simulation setups which have
an inhomogeneous water density, such as the surfactant monolayers at the air/water
interface presented in this thesis, cannot be modelled using an implicit solvent rep-
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resentation. Accurate simulation of hydrophobicity is heavily reliant on the water
model as well and to study the dynamics of water molecules and interfacial effects of
systems such as surfactant micelles requires a more realistic approach to solvation,
namely explicit water models.
A great deal of effort has been applied to providing explicit representations of
water molecules in recent years. Broadly speaking, water models can be classified by
three different properties: i) their number of ‘sites’ (interaction points), ii) whether
the model has a fixed geometry or if its flexible and iii) whether the model is polar-
isable or not. Water models range from 2-site models, like that put forward by Dyer
et al [63], to 6-site models such as that proposed by Nada et al [64] which was devel-
oped for the simulation of ice and water near the melting point. These models are
all designed to reproduce particular physical properties of water, however no single
current model is proficient at reproducing all desired properties and so care must
be taken to choose the most appropriate model for a given system. Given that the
CHARMM force field parameters have been developed with respect to the TIP3P
water model [65], the version which was modified for the CHARMM forcefield [66] is
used throughout this thesis. Whilst this water model is computationally inexpensive
containing merely 3 sites, it is not without its drawbacks. Analysis of bulk water
simulations modelled using the modified TIP3P water model revealed that the first
peak in the oxygen-oxygen g(r) is predicted to be too low and the structure beyond
the first peak is missing. Additionally, the self-diffusion coefficient is overestimated
as compared to experimental data [67].
2.2 Enhanced Sampling Methods
As discussed previously in Section 2.1, MD simulations can be an extremely useful
tool for providing insight into molecular systems which exist on moderate length and
time scales. MD simulations typically reach nanoseconds, occasionally microseconds
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of real time. However many processes such as self-assembly occur on much larger
spatial and/or temporal scales than what is achievable within standard MD. To
study these processes using standard MD may require orders of magnitude more
computing resources than those available. Or equally, the relevant states of the
system which one may wish to observe could be separated by large energy barriers,
which would realistically never be crossed during the course of a normal MD run,
as shown schematically in Figure 2.4a. Enhanced sampling methods can help to
alleviate some of these problems, usually by applying some form of external potential
to the system to increase the rate at which it samples phase space.
2.2.1 (Well-Tempered) Metadynamics
Metadynamics is an enhanced sampling technique which encourages the system to
visit unexplored regions of phase space and sample the entire free-energy land-
scape by flooding the free-energy minima. This is achieved by applying a history-
dependent external bias potential as a function of some carefully chosen, slow moving
collective variables. Not only does this technique allow the system to explore the free
energy landscape in an accelerated manner, but it also allows the construction of the
underlying free energy landscape of the system. This is a very desirable property
because it provides a global description of the system and reveals all of the relevant
local minima along with the size of the free energy barriers between them. Once
this information is obtained, the free energy barriers separating these minima can
be used to estimate the transition rates between them. The dynamics of the system
are biased by means of a few chosen collective variables, s, which are typically a
function of many of the atomic coordinates, i.e s = s(q). The external potential
applied to the system is composed of small Gaussian hills which are deposited in
the CV space over time. The external bias potential as a function of the CVs, s, at
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time t is defined as:












where τ is the Gaussian deposition stride, σi the width of the Gaussian for the
ith CV and W (kτ) denotes the height of the Gaussian hills. The values of these
parameters are somewhat interlinked and must be carefully chosen. For example, if
the time interval between Gaussian depositions is short, then the Gaussian width
should also be small to avoid placing successive Gaussian hills directly on top of one
another. The height of the Gaussian hills should also be chosen carefully and there
is a balance to be struck between setting this value too large, which will result in a
quickly converging yet coarse free-energy landscape, and setting the height too small
which will yield a smooth and detailed but slowly converging free-energy landscape.
The Gaussian functions are repulsive and so they have the effect of making the
locations where they are deposited in CV space less favourable. At positions in CV
space corresponding to unfavourable system configurations, the system will require
little to no external repulsion to escape and the system will diffuse away from states
corresponding to these areas with very few Gaussian hills deposited. Conversely,
at positions corresponding to highly favourable low energy states in CV space, the
system will require a strong external push for this state to become unfavourable,
resulting in the large accumulation of Gaussian hills at these locations. In the limit
of t → ∞, the external bias potential tends towards minus the free energy plus a
constant and is easily recovered:
V (s, t → ∞) = −F (s) + C (2.27)
In standard metadynamics the height of the Gaussian hills is fixed throughout the
entire simulation, this results in the free energy oscillating around the real value after
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convergence which imposes an error in the final free energy (see Figure 2.4b). This
problem is combated in well-tempered metadynamics [68] by making the Gaussian
hill height a decaying function of simulation time:






where W0 is the initial Gaussian height, kB is the Boltzmann constant and ∆T
is a parameter with the dimension of temperature. In the long-time limit, the
bias potential converges smoothly as illustrated in Figure 2.4c. The free energy is
recovered from the external bias potential as follows:
V (s, t → ∞) = − ∆T
T + ∆T F (s) + C (2.29)
where T denotes the temperature of the system in the simulation. The parameter
∆T can be used to formulate the quantity, γ, commonly referred to as the “bias-
factor” which is the ratio of the temperature of the CVs (T + ∆T ) and the system
temperature (T ):
γ = T + ∆T
T
(2.30)
The magnitude of ∆T (and therefore γ) affects the rate of free energy exploration,





(b) Metadynamics (c) Well-Tempered Metadynamics
Fig. 2.4: Schematic diagrams illustrating exploration of the free energy landscape as a
function of a single collective variable for a) molecular dynamics, b) metady-
namics and c) well-tempered metadynamics simulations. The history dependent





In Chapters 4 and 5, results are reported from all-atom MD simulations of sur-
factant monolayers. The purpose of this chapter is to explain the set-up of the
simulated systems, simulation protocol and rationale behind the analysis conducted
on these monolayers. For clarity, the setup procedure of the monolayer simulations
is described separately for Chapters 4 and 5 in Section 3.1.
3.1 Building Initial Monolayer Systems
3.1.1 Docecyl Sulphate Monolayers with Li+, Na+, Cs+ and
NH+4 Counterions
Chapter 4 focusses on four different all-atom molecular dynamics (MD) simulations
which were used to investigate the structural and interfacial properties of dodecyl
sulphate (DS−) surfactant monolayers at the air/water interface with different coun-
terions (Li+, Na+, Cs+, NH+4 ) present. The monolayer systems are comprised of two
monolayer leaflets separated by a 60 Å thick water slab, which ensures that the elec-
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Fig. 3.1: The chemical structures of the molecular species featured in Chapter 4: DS−,
water and counterions. The colours cyan, white, red, yellow and blue are used to
represent the elements: carbon, hydrogen, oxygen, sulphur and nitrogen respec-
tively for the non-monatomic species. The monatomic counterions Li+, Na+
and Cs+ are depicted in the colours magenta, green and orange respectively.
trostatic interactions from one monolayer are not felt by the other monolayer. The
resulting water slab consists of 9600 water molecules with a density of 1 g/ml. Each
monolayer leaflet contains 100 DS− monomers within a simulation box with x− and
y− dimensions of 69.28 Å each such that the area per surfactant is ∼ 48 Å2. The
area per surfactant used in the DS− monolayer simulations is in agreement with the
experimentally determined value for SDS monolayers [69] and is used for all reported
monolayers so that the system properties can be fairly compared. Periodic boundary
conditions were applied in all dimensions, with the z− dimension of the simulation
box set to 200 Å to ensure that the monolayers do not interact with one another
through the periodic boundary in the z-axis. The centre of mass of each system
was constrained to be at the position z = 0 throughout the simulation in order to
make the analysis of the simulation as easy as possible. The initial configuration for
the SDS monolayer system is shown in Figure 3.2 which illustrates the monolayer
geometry.
The initial structures of the DS− monolayers were built using the Packmol soft-
ware package [51] and were neutralised by the addition of 100 Na+/NH+4 counterions
for the SDS/ADS systems per leaflet, which were placed near the headgroup regions
of the DS− molecules. For lithium dodecyl sulphate (LDS) and caesium dodecyl sul-
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phate (CDS), the final state of the SDS monolayer after the production simulation
was taken as a starting point and the parameters for the point-like counterions were
simply modified to represent the appropriate ionic species.
Fig. 3.2: The initial configuration for the SDS monolayer system in Chapter 4. The
colours cyan, white, red, yellow and green are used to represent the elements:
carbon, hydrogen, oxygen, sulphur and sodium respectively.
3.1.2 Dodecyl Sulphate Monolayers Interacting with
Testosterone-Based Compounds
In Chapter 5, the results from MD simulations of three different testosterone-based
compounds (testosterone (T), testosterone propionate (TP) and testosterone enan-
thate (TE)) interacting with monolayers consisting of sodium dodecyl sulphate and
ammonium dodecyl sulphate are presented. The chemical structure of each of these
drug molecules is shown in Figure 3.3. The final state after the production simula-
tions of the SDS and ADS monolayer simulations, were used as a starting point for
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(a) (b)
(c) (d)
Fig. 3.3: The chemical structures of: a) DS− with Na+ and NH+4 counterions, b) T, c)
TP, d) TE. In these figures, the colours cyan, white, red, yellow, green and blue
are used to represent the elements: carbon, hydrogen, oxygen, sulphur, sodium
and nitrogen respectively.
the monolayers interacting with testosterone-based compounds. The drug molecules
were initially placed randomly in the vacuum regions above and below the top and
bottom monolayer leaflets respectively in each system, within 5-10 Å of the hydro-
carbon tails and oriented such that they were perpendicular to the z-axis, as shown
in Figure 3.4. The placement of the drug molecules in these regions was done in
order to mimic the placement of the drugs in the experiments in which n-hexane is
used to deliver the drugs onto the hydrocarbon tails of the monolayers.
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Fig. 3.4: The initial configuration for an SDS monolayer with testosterone molecules
presented in Chapter 5. The colours cyan, white, red, yellow and green are
used to represent the elements: carbon, hydrogen, oxygen, sulphur and sodium
respectively. The testosterone molecules are visible in the vacuum regions both
above and below the respective monolayer leaflets.
3.2 Simulation Protocol
Energy minimisations were performed on all monolayer systems using 100000 steps
as the maximum number of force/energy evaluations and the minimised states of
these systems were then simulated in the constant NVT ensemble for 10 ns for
thermalisation. Finally, 50 ns production runs were performed in the NVT ensemble
from which the analysis is conducted. All monolayer simulations in Chapters 4
and 5 were performed at T = 300 K using the LAMMPS simulation package [70]
with the CHARMM force field [71, 72] for the description of both inter- and intra-
molecular interactions of the DS−, the various counterions and also the testosterone-
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based compounds (where applicable) [73, 74]. The TIP3P water model [65], which
was modified for the CHARMM forcefield [66], was used to describe interactions
involving water. This combination of forcefields has previously been shown to give a
good description of SDS micelles [75, 76]. The van der Waals interactions were cut-off
at 10 Å whilst the electrostatic interactions were cut-off at 12 Å. The PPPM method
[49] was used to compute long-range Coulombic interactions. The equilibration and
production runs for all monolayer simulations utilised the Nose-Hoover thermostat
[77] to fix the system temperature. A timestep of 2 fs was used in all simulations to
ensure stable integration of Newton’s equations of motion with the velocity Verlet
algorithm whilst all hydrogen-containing bonds were constrained using the SHAKE
algorithm [56]. The measurements discussed in Chapters 4 and 5 were conducted
using the last 10 ns of the production periods obtained, in which the dynamics were
deemed to be stable for each simulation.
3.3 Analysis Techniques
3.3.1 Constructing an Intrinsic Surface for a Surfactant
Monolayer
Developing a description of the interfacial behaviour and structure of surfactant
aggregates is crucial to understanding their function for many different processes.
Physical properties such as size, geometry/shape, hydrophobicity and roughness all
have an affect on the observed behaviour of aggregates and are largely influenced
by the surface properties. It is therefore of vital importance that a thorough and
careful treatment of the interfaces of these structures be incorporated into analysis.
For a system comprising of two distinct phases, the intrinsic surface, denoted by
ξ(R) = ξ(x, y), is defined as the location in which one phase comes in contact with
the other. In general, the intrinsic surface is constructed from a finite number of
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anchor points: atoms which are deemed to be at the interfacial region. For many
liquid systems, determining which atoms are present at the interface at a particular
instance is a problem in itself. For example in a system where an oil phase and
a water phase meet, it is not immediately obvious how to determine the atoms to
use as anchor points. For DS− monolayers however, the predictable geometry of
surfactant monolayers is exploited, specifically the knowledge that the headgroups
will be in contact with water. The choice of anchor points for DS− monolayers is
therefore trivial: the sulphur atoms in the DS− headgroups.
There are a number of different ways to construct the intrinsic surface for liquid
interfaces reported in the literature. These include the intrinsic sampling method
proposed by Tarazona et al which constructs a smooth mathematical surface which
passes through all of the identified surface anchors while minimising the resulting
surface area of the surface [78]. In this method, the surface is constructed from
a linear combination of sine and cosine functions and has been applied to a study
of surfactant monolayers at water-oil and water-vapour interfaces by Bresme et al
[79]. Meanwhile, Chandler et al utilised a coarse-grained density field approach
to establish the interface between water and heterogeneous surfaces. This method
involves using a density criteria on a cubic lattice to establish boundaries between
phases and thus approximate the intrinsic surface [80]. For computational efficiency,
the analysis in Chapters 4 and 5 employs the algorithm proposed by Berkowitz
et al [81]. In essence, this method is performed by projecting the location of a
particle of interest and the anchor points used to define the interface onto the x-y
plane. Next, the closest anchor point to the particle of interest within this projected
two-dimensional representation is established. Finally, the location of the intrinsic
surface for the particle of interest is assigned the value of the z-coordinate of the
closest anchor point.
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Fig. 3.5: Depiction of the intrinsic surface for one snapshot of an SDS monolayer. The
colours cyan, white, red, yellow and blue are used to represent the elements:
carbon, hydrogen, oxygen, sulphur and sodium respectively. The intrinsic sur-
face is depicted in purple.
3.3.2 Determination of the Intrinsic Density
In the DS− monolayer systems, the intrinsic density is used to describe the average
density of different atomic species as a function of their distance away from the
intrinsic surface. These plots are very useful for building a detailed picture of the
interfacial structure with regard to the various different atomic components in the
system such as counterions, solvent and drug molecules. The intrinsic density is
particularly useful for describing the structure of water molecules in the vicinity of
the interface, which is known to strongly impact the ability of solutes to penetrate
through the monolayer surface.







δ(z − zi + ξ(Ri))
〉
(3.1)
where the summation indexed by i runs over all N particles of a given atomic species,
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ξ(Ri) represents the intrinsic surface for a given configuration, Ri = (xi, yi) is the
location of particle i in the x-y plane for a given configuration and A0 is the cross
sectional area of the interface. The z-coordinate of the ith particle is denoted by
zi and z represents the vertical distance from the DS−/water interface to particle
i where values of z > 0 and z < 0 represent locations within the water slab and
towards the vacuum region respectively.
3.3.3 Measurement of Monolayer Structural Properties
A detailed description of the monolayer structure has been achieved through cal-
culating numerous different instructive quantities which are reported in the next
two chapters to study how monolayer structure changes when counterion species is
varied (Chapter 4), and with the addition of testosterone-based compounds (Chap-
ter 5). In the following paragraphs, these quantities are explained in detail whilst











Fig. 3.6: Schematic diagram of the measured structural properties of DS− monolayers.
The thick dashed line represents the average z-coordinate of the DS− head-
groups in a monolayer, from which |zi − zavg| is calculated and used to quantify
monolayer roughness. Chain thickness and headgroup thickness measurements
are also shown.
The instantaneous monolayer thickness is a useful property for monitoring how
the surfactants arrange themselves within the monolayer. This is calculated by tak-
ing the end to end vectors of the surfactant molecules within a monolayer, projecting
these onto the z-axis and then taking the average. Ensemble-averaged monolayer
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thickness values were calculated by averaging the instantaneous monolayer thickness
values over the trajectory. Meanwhile, the instantaneous thickness of the headgroup
region of the DS− monolayer is calculated in a similar manner as the full mono-
layer thickness and can be used to monitor how the head group region is affected
as the monolayer composition changes. The thickness of a headgroup in a given
DS− molecule is determined by first establishing the maximum and minimum z-
coordinates of the four oxygen atoms in the headgroup, and then taking the dif-
ference between the maximum and minimum of these z-values. Then to find the
thickness of the headgroup region of a monolayer, this distance is averaged over all
DS− molecules in every snapshot. The monolayer interfacial roughness can strongly
influence the ability of solutes to penetrate through the monolayer surface. This is
described by the root-mean-squared deviation (RMSD) value of the difference be-
tween the z-coordinate of an S atom in the DS− headgroup and the mean value of
the z-coordinates of all S atoms present in a monolayer within a given configuration
of the trajectory: |zi − zavg|, as shown in Figure 3.6.
The structure of the monolayers can also be considered in terms of angles formed
between different parts of the surfactant molecules by calculating probability distri-
butions of these angles over the course of the trajectory. The surfactant chain tilt
angle, θt, is defined as the angle between the vectors formed between the C1 atom
(the headgroup carbon) and the C12 atom (the carbon of the terminal methyl group)
and a unit vector in the z-direction. When this angle is zero, the hydrocarbon tail
is parallel to the z-axis and when this angle is 90◦, the DS− molecule is lying in
the x-y plane. The surfactant headgroup tilt angle, θh, was also investigated for
all of the monolayer systems and is defined as the angle between the vector formed
between S (the sulphur atom in the DS− headgroup) and C1 atoms, and the vector
formed between C1 and C12 atoms. When this angle is zero, the entire molecule is
aligned linearly and when this angle is 90◦ the headgroup is oriented such that it is
perpendicular to the DS− hydrocarbon chain.
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3.3.4 Position and Orientation of Testosterone Compounds
The preferred position and orientation of drug molecules within surfactant aggre-
gates has profound implications on the nature of their encapsulation properties.
These may be affected by the chemical nature of the drug and also the physical
characteristics of the surfactant species itself, such as the choice of counterion and
hydrophobic tail length. The orientation of drug molecules is described by the cosine
of the angle formed between the vector pointing from the O1 atom to the O2 atom
(see Figure 3.1) in the drug molecule and the unit vector: (0,0,1) or (0,0,-1) for drug
molecules in the top or bottom monolayer leaflets respectively. When cos θ is equal
to -1, the entire drug molecule is aligned parallel to the z-axis with the O1 atom
nearest the vacuum region and the O2 atom nearest the water slab, when cos θ is
equal to 0 the drug molecule is oriented in the x-y plane and when cos θ is equal to
1, the drug molecule is again aligned parallel to the z-axis but with the O2 atom
nearest the vacuum region and the O1 atom nearest the water slab.
The location of a drug molecule is used to determine how deep a drug molecule is
inserted into the monolayer and is defined as the midpoint of the vector connecting
the O1 and O2 atoms. In this case, the orientation distributions are calculated as
a function of the distance of the drug molecule away from the intrinsic surface of
the monolayer into the hydrocarbon tail region. For clarity, four distinct regions
are defined: Headgroup, C1−4, C5−8 and C9−12. These regions are determined by
assigning a surfactant chain the average surfactant chain tilt angle, as measured over
the course of the simulations, and then determining the projection of the coordinates
of the chain onto the z-axis. Then the regions are defined based on the location of
the relevant atoms, as is shown in Figure 3.7. It should be noted that the size of
these regions will vary as the mean surfactant chain tilt angle changes.
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Fig. 3.7: A diagram which illustrates how the position of the drug molecules in the sur-
factants is determined: as a function of the mean tilt angle of the hydrocarbon
tail, θ.
3.3.5 Radial Distribution Functions and Spatial Density Maps
Radial distribution functions (RDFs) are used extensively in this thesis to char-
acterise the interactions between regions of interest in different molecules. RDFs
describe the probability, relative to an ideal gas, of finding a neighbour atom at a
distance r from a central atom. In Chapter 4, radial distribution functions (RDFs)
and spatial density maps (SDMs) are reported in order to describe the interactions
between the DS− headgroups and the ionic solutions in the various systems.
In doing so, molecular axes are decided upon and assigned to all molecules in
the system by the addition of pseudoatoms which form an orthogonal basis set,
as shown in Appendix A. It is known that DS− forms hydrogen bonds with water
molecules via the ionic oxygen atoms in the headgroup. The simulation parameters
are identical for these ionic oxygen atoms and thus it is reasonable to assume that
the interaction between any one of them and the surrounding water molecules is
the same. For this reason, the molecular axis for the surfactant molecule is chosen
such that the z-axis points along the vector connecting the sulphur atom to one
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of the ionic oxygen atoms. In this way, the behaviour of water around just one of
the ionic oxygen atoms can be studied in a very detailed manner. Similarly, for
water/ammonium molecules the z-axis points from the oxygen/nitrogen atom to
the hydrogen atom which is involved in the hydrogen bond. Of the four different
counterions studied, ammonium is the only species which has an orientation as it is
not point-like.
The position of a molecule is given by the pseudoatom which forms the origin
of the axis set on that molecule. The position and orientation of any two molecules
in the system is described completely by the vector: (r, cos θcm, ϕcm, θor, ϕor, ψor),
where r denotes the magnitude of the separation between the two molecular axis
sets, θcm and ϕcm denote the azimuthal angle and polar angle of the neighbouring
molecule around the axis of the central molecule, respectively, and θor, ϕor and ψor
are the three principal Euler angles of the neighbour molecule relative to the axis of
the central molecule. Thus both the position and the orientation of a neighbouring
molecule relative to the fixed axis set of a central molecule is completely described
by these 6 variables.
Radial distribution functions are used to identify the nearest neighbour distance,
which is defined as the distance corresponding to the first minimum in the rdf curves.
SDMs of different neighbouring atomic species are produced by plotting points at the
observed positions of the neighbouring atoms relative to the central molecule axes
(r, cos θcm, ϕcm). An isosurface is constructed based upon the density of these points
in space. The resulting isosurface represents the most probable spatial region(s) to
find a particular nearest neighbour atom and is advantageous over rdf curves as it
contains information about three spatial dimensions as opposed to just one. In this
way, an intuitive representation of positions of nearest neighbours is constructed
around the central molecule.
In addition to SMDs, bivariate probability plots can also be constructed which
show the probability of finding a nearest neighbour at a given set of azimuthal and
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polar angles (cos θcm, ϕcm). These have a direct correspondence with the appro-
priate SDMs however they reveal the varying probability of neighbours within the
isosurfaces. If one takes only the data from the maximum region of these bi-variate
probability plots then the orientational states of neighbour molecules in a highly
localised region of space can be studied by examining the Euler angles adopted by
these molecules.
The orientational state of a neighbour molecule relative to the fixed axis of a
central molecule can be represented in a 3-dimensional space, where each individual
point corresponds to a unique orientation of the neighbouring molecule. The three
axes in this space represent the three principal Euler angles. In a similar manner to
the SDMs, points are plotted which represent observations of orientations adopted
by nearest neighbour molecules within the selected localised region in space. An
isosurface can be constructed which forms a trivariate plot. These trivariate plots
can then be used to elucidate the most probable orientational states adopted by
the neighbour molecule. This is achieved by cutting the trivariate plot at periodic
intervals along the axis which has the largest variance. Each slice is a bivariate prob-
ability distribution of two of the Euler angles, given a third (determined by where
the slice was taken). From each slice, the most probable orientation is determined
by the maximum of the resulting 2d histogram.
The radial distribution functions, spatial density maps and bivariate probability
plots reported in this thesis were produced by utilising the ANGULA software pack-




Effects of Monovalent Counterions
on Dodecyl Sulphate Monolayers
This chapter is based on the following publication;
Specific effects of monovalent counterions on the structural and interfacial properties
of dodecyl sulfate monolayers. Allen et al, (2016) Phys. Chem. Chem. Phys. 18,
30394-30406
4.1 Introduction
The ability of surfactant molecules to adsorb to the air/water interface is crucial
in a variety of application areas including the production of pharmaceutical, food
and personal care products, mineral separation processes, petroleum recovery and
environmental remediation [8–12, 14–16]. As a result, there has been and continues
to be a wealth of scientific research using an array of experimental [82–95] and
simulation [94–107] approaches in an attempt to understand the behaviour of various
surfactant molecules, and the self-assembled structures which they form, at the
air/water interface.
In this chapter, dodecyl sulphate has been investigated (DS−; C12H25SO4, as
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shown in Figure 3.1), which is one of the more common anionic surfactants utilised
in the various applications listed previously, with several different monovalent coun-
terions (Li+, Na+, Cs+ and NH+4 , as shown in Figure 3.1). Specifically, this chapter
aims to develop an understanding of how the different counterions affect the interfa-
cial properties of the monolayers that form at the air/water interface. This interest
is driven by the results of recent experimental work using a combination of den-
sity, viscosity and small angle neutron scattering experiments, which showed that
ammonium dodecyl sulphate (ADS) micelles solubilised fewer molecules of poorly
water soluble testosterone derivatives than sodium dodecyl sulphate (SDS) micelles,
although the ADS micelles exhibited a lower level of hydration and formed bigger
micelles [32]. Therefore, seemingly this difference in the solubilisation of the drug
molecules is due to the change in the interfacial properties of the self-assembled sur-
factant micelles caused by the various counterions. In this chapter, the interfacial
behaviour of the surfactant monolayer is being equated to that of the surfactant
micelles. While the interface of a monolayer is less complex than that of a micelle,
the two self-assembled structures are in thermodynamic equilibrium with one an-
other and are found to both exist in experimental systems when the concentration
of surfactants is in excess of the CMC.
Other studies have been carried out investigating the effect of varying the coun-
terion of anionic surfactants on the ability of the micelles to solubilise molecules.
Kim et al. found that both the aggregation number of the resulting micelles and
the total solubilisation of pyrene in the DS− aggregates increases as the counte-
rion is changed from Li+ to Na+ to NH+4 but the number of pyrene solubilised per
surfactant molecule is only slightly increased [108]. Cohen et al. found that the
solubilisation of a corn protein, zein, decreases as the counterion used with a similar
anionic surfactant, linear alkylbenzene sulfonate, is changed from Li+ to Na+ to K+
to NH+4 , with an even larger decrease observed when using the divalent cation Mg2+
[10].
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The effect that the counterion has on the self-assembly and the structure of
DS− surfactants in aqueous systems, particularly for micellar systems [109–114] has
been previously studied using both experimental and simulation methods. Molecu-
lar dynamics (MD) simulations of Li+, Na+ and NH+4 cations with DS− micelles in
aqueous solution by Rakitin and Pack [112] showed that the most compact struc-
ture for a micelle occurs with Li+ cations that penetrate considerably deeper into
the micelle than either Na+ or NH+4 cations. Zana and coworkers used fluorescent
measurements to determine that the aggregation number of ADS micelles is larger
than those for SDS micelles and similar in size to caesium dodecyl sulphate (CDS)
micelles [111, 113]. Sammalkorpi et al. used MD simulations to show that ionic
strength of the solution affects not only the aggregate size of the resulting DS−
micelles but also their structure, where specifically they found that the presence of
CaCl2 induces more compact and densely packed micelles than those in the presence
of NaCl [114].
In an attempt to gain a clear understanding of the interfacial properties of DS−
surfactant monolayers with different counterions, experimental and simulation stud-
ies of monolayer systems have also been carried out. Neutron reflection and surface
tension measurements have been used by Lu et al. to determine that the area per
molecule of DS− surfactant monolayers and the number of water molecules per head-
group decreases as the counterion is changed from Li+ to Na+ to Cs+ [82]. Using MD
simulations Hantal et al. found that the distance between the peaks in the density
of the cations and the DS− ions depends on the size of the cation and the surface
density of the anionic surfactant using MD simulations of DS− monolayers with Li+,
Na+, K+, Rb+ and Cs+ counterions [101]. MD simulations of SDS monolayers in
contact with solutions of NaCl, MgCl2 and CaCl2 salts have been carried out by
Chen et al. from which they found that the sulphate groups are less bridged by
ions in the divalent salts and more solvated by water and the alkyl tails become
more disordered than for the monovalent salt [107]. While these studies have pro-
58
Effects of Monovalent Counterions on Dodecyl Sulphate
Monolayers
vided insight into the specific monolayer systems that were studied, they also reveal
more detail into the general phenomena that drive the behaviour of ionic solutions at
air/water interfaces which is of significant importance in the colloidal and interfacial
science field, as is highlighted by several recent review articles [115–117].
Generally, ion specificity within a wide range of systems is usually referred to
as Hofmeister effects, in acknowledgement of the pioneering work done by Franz
Hofmeister [118, 119] that systematically classified ions in sequences based on their
influence on protein solubility and denaturation (these sequences are now commonly
referred to as the Hofmeister series). In the direct Hofmeister series, Na+ is the
reference cation, with Li+ being more kosmotropic (more hydrated) than Na+ and
Cs+ and NH+4 are more chaotropic (less hydrated than Na+), such that they are
ordered like NH+4 <Cs+ <Na+ <Li+ [115, 116, 120]. This order will be used as a
reference while discussing findings throughout the current chapter.
In this chapter, the results of a series of MD simulations are reported that have
been used to determine the specific ion effects of lithium (Li+), sodium (Na+),
caesium (Cs+), and ammonium (NH+4 ) counterions with DS− monolayers. Notably,
it has been found that the ability for NH+4 cations to form hydrogen bonds directly
with the DS− headgroup leads to a significant dehydration of the headgroups as
compared to what is observed with the other monatomic monovalent ions studied.
As a result, significant changes are observed in the interfacial properties of the
surfactants and the interfacial water in the ADS monolayer systems as compared to
that observed in the other monolayers. To the best of the author’s knowledge, this
study represents the first detailed investigation of the interactions between these
monovalent ions and DS− monolayers.
The details of the monolayer systems, the simulation protocol and the various
measurements used to characterise the interfacial properties reported in this chapter
are outlined in Chapter 3 of this thesis.
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4.2 Results & Discussion
In this section, the results derived from the simulations of DS− monolayers with four
different counterions (Li+, Na+, Cs+ and NH+4 ) are presented. Specifically the effect
that the different monovalent counterions have on the structure of the surfactant
monolayers, the hydration of the DS− headgroups, the structure of the water around
the headgroup and the binding of the ions with the headgroups are presented below.
4.2.1 Location of Counterions in Relation to the Surfac-
tant/Water Interface



























Fig. 4.1: Intrinsic density profiles of the Li+ (magenta), Na+ (green), Cs+ (orange) and
NH+4 (blue) ions.
Intrinsic density profiles have been used to study the location of the various
different atomic species present in the monolayer simulations. Figure 4.1 shows the
density of the different counterion species with respect to the monolayer interface.
These plots reveal large peaks in the ion density at small positive values of z, which
shows that the most probable location of the counterions is on the water side of
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Fig. 4.2: Intrinsic density plots for the monolayer simulations. The colours green, black,
cyan and magenta are used to depict the density of DS− carbons 1-4 respectively.
The colours blue and red are used to depict the density of oxygen atoms in water
and oxygen atoms in DS− headgroups respectively.
the surfactant/water interface. The densities of the various counterions tend to
zero at positive values of z corresponding to the bulk water region and the intrinsic
density curves are coincident at large values of z which suggests that the counterions’
behaviour differs around the interface, not in the bulk water.
The Li+ and Na+ intrinsic density profiles exhibit ‘shelves’ on both sides of the
main interfacial density peak. The value of the cation density in the shelf within
the LDS monolayer is larger than that within the SDS monolayer (values of z ≤ 0),
conversely for the ‘shelf’ on the other side of the main peak, the Na+ peak is at a
larger density than the Li+. This is most likely due to the size difference between
these ionic species: lithium is smaller and thus more able than sodium to fit into
the small spaces between the sulphate headgroups of the DS− molecules.
Cs+ ions are larger than Li+ and Na+ and have smaller densities for −3 < z < 0
than these two ions. This trend is consistent with that reported above where the
densities within the monolayer decreases with increasing ion size. The intrinsic
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density profile of Cs+ ions exhibits a minima and a secondary peak within the
monolayer rather than a shelf. This minima is located at z = −0.5 Å, which is
just under the surfactant headgroups. This minima arises due to the larger size
of Cs+ and the many steric interactions resulting from the surfactant headgroup
oxygen atoms in this location. Because of these strong interactions, Cs+ will likely
be forced either within the monolayer or to larger z values. Cs+ exhibits a shelf at
z ∼ 5 Å, a feature which is also present in the intrinsic density profiles for Li+ and
Na+.
The intrinsic density profile of the nitrogen atoms in the ammonium ions is also
plotted in Figure 4.1. Only the nitrogen atom density was calculated so that the total
number of atoms used to construct the intrinsic density plots was equal and thus the
integral under all of the curves are equal. This ensures that meaningful comparisons
of density can be drawn between the different ionic species. The nitrogen atoms
in the NH+4 ions exhibit the broadest peak of the different counterion species. The
position of this peak is situated closer towards the bulk water than the peaks for
the Li+ and Na+ ions.
For the monatomic ions, there is a trend of decreasing density inside the mono-
layer as the ionic radii increases. The density of the NH+4 ions within the monolayer
is lower than any of the monovalent cations. This trend agrees with what is ex-
plained in a recent publication by Sivan in which an unified explanation of various
interfacial interactions of ions including the phenomena that result in small cations
being attracted to hydrophilic interfaces [117].
Additionally, when investigating the intrinsic density of the oxygens in the head-
group and the water near the interface of the monolayers (as shown in Figure 4.2),
a difference between the systems with monatomic ions and the system with NH+4
ions is observed. Specifically, in the systems with Li+, Na+ and Cs+, a distinctive
interfacial peak in the intrinsic density of the oxygens in the water molecules (OW)
occurs at a distance of ∼ 3 Å from the intrinsic surface. Also, a broad distribution
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of the intrinsic density of the OW atoms in the surfactant headgroup is seen which
is consistently increasing throughout a range of distances from ∼ −2 Å to ∼ 0.5 Å
from the intrinsic surfaces, with a peak at z ∼ 0.5 Å. However, in the system with
NH+4 cations, there is no interfacial peak in the intrinsic density of the OW atoms,
which suggests that the water molecules do not pack as well into the same region
of space and are therefore less ordered than at the interfaces with the monovalent
cations. Additionally, two peaks in the intrinsic density of the ODS atoms of the
headgroup are visible, a large peak occurring at ∼ 2 Å from the intrinsic surface
and a smaller peak at ∼ −1 Å from the intrinsic surface. Therefore, the orientation
of the headgroups seems to be more constrained when they are interacting with the
NH+4 counterions than when interacting with the other monatomic counterions.
These plots reveal that the counterions exhibit distinctly different behaviour at
the monolayer interface which could have a significant effect on other monolayer
structural and interfacial properties such as roughness, interfacial tension and the
overall hydration of the monolayers, which will be discussed in the following sections.
4.2.2 Monolayer Structure
The results from the calculations of the monolayer and headgroup thickness for the
various systems are presented in Table 4.1 with the standard deviations of the mea-
surements reported as the errors. These results reveal that the monolayer thickness
is unchanged by varying the counterion, which is unsurprising as the counterions
also have little effect on the surfactant chain tilt angle which is shown in Figure 4.3.
The headgroup thickness is also unchanged when the DS− monolayers are inter-
acting with solutions containing different counterions. These results are consistent
with those from recent neutron reflectivity measurements of LDS, SDS and CDS
monolayers [82].
Whilst the monolayer and headgroup thicknesses are unchanged with counte-
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Table 4.1: Summary of the structural properties for the LDS, SDS, CDS and ADS mono-
layers.
LDS SDS CDS ADS
Full Thickness (Å) 10.7 ± 0.2 10.7 ± 0.2 10.7 ± 0.2 10.7 ± 0.2
Head Thickness (Å) 2.2 ± 0.01 2.2 ± 0.01 2.2 ± 0.01 2.2 ± 0.01
Roughness (RMSD) (Å) 2.5 ± 0.2 2.7 ± 0.2 3.4 ± 0.4 2.5 ± 0.2
Hydration water # 7.3 ± 3.3 8.3 ± 3.6 7.3 ± 3.0 6.6 ± 2.8
% ions bound to headgroup 53% 55% 68% 70%
rion species, these measurements contain no information regarding roughness of the
surfactant-water interface: a property which could be pivotal in determining local
water structure and thus the ability of an aggregate to effectively operate as a sol-
ubilising agent. The roughness of the LDS and ADS monolayers are the same with
RMSD values of (2.5±0.2) Å. The fluctuations of surfactants in the SDS monolayers
reveal slightly larger values with an RMSD of (2.7 ± 0.2) Å. The CDS monolayers
however are significantly more rough with a RMSD value of (3.4 ± 0.4) Å. This may
be due to stacking of adjacent surfactant headgroups due to the large size of the
caesium ions. See Table 4.1 for a summary of all of the structural properties of the
various monolayers.
4.2.3 Dehydration of Cations
To gain a better understanding of how dehydrated the ions are as they interact with
the DS− headgroups, the hydration of the counterions was calculated as a function
of distance from the intrinsic surface of the monolayers. The nearest neighbour
distances found from the g(r)’s for the interaction between each cation and the
OW atoms were used as the metric to determine whether a given water molecule
was hydrating an ion or not. The average number of hydration water molecules
around a given ion was determined by averaging the number of water molecules
that are within the nearest neighbour distance from the g(r), taking precautions
not to double count any water molecules around a single ion.
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Fig. 4.3: Surfactant chain tilt and head tilt angle distributions. Lithium, sodium, cae-
sium and ammonium are shown in the colours magenta, green, orange and blue
respectively.
Figure 4.4 shows the mean hydration number of the different counterion species
as a function of their distance to the interface, z. For all of the different counterions
it is clear that the hydration number is always at a maximum in the bulk water (at
large values of z) as one might expect. The hydration numbers of the various ions
in the bulk water region are in good agreement with those measured using various
simulation methods elsewhere: Li+ (4.2 ± 0.4) [121], Na+ (5.8 ± 0.4) [122], Cs+
(9.6±1.3) [123] & NH+4 (4.9±1.4) [124]. This agreement between the results obtained
using the non-polarisable CHARMM force field and the more rigorous ab initio
methods reported in the preceding references is remarkable. Such an agreement
suggests that the Hofmeister effects are adequately described by classical force fields,
through varying the effective ionic radius and dispersion interaction strength via the
Lennard-Jones interaction parameters.
All systems exhibit a decrease in the mean hydration number around the cations
as they approach the monolayer/water interface (z ∼ 5 − 6 Å). In this region, the
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Fig. 4.4: The mean hydration number of the different counterions as a function of dis-
tance from the intrinsic surface of the monolayer, z.
DS− headgroups will start to compete with neighbouring water molecules for the
interaction with the cations and therefore result in a decrease in the average number
of hydrating waters within the first hydration shell of the cations.
Beyond the interface, into the hydrocarbon tails (z < −2 Å), the mean hydration
number increases and converges at a value which is less than that in the bulk for the
monatomic counterions. This increase is due to the fact that there are less atoms
(ODS) in this region that will compete with the water molecules for interactions with
the ions and so they interact more with the ubiquitous water molecules.
In the case of the NH+4 ions, a dehydration of the cations is observed starting
at z ∼ 6 Å. The decrease in hydration is then more or less monotonic until z ∼ −2
Å, at which point the average number of hydrating water molecules plateaus. This
would suggest that in general in this region, the NH+4 ions are interacting in a similar
way with the DS− headgroups and surrounding water molecules, and as has been
seen in the intrinsic density plots, there is a continually decreasing number of ions
in this region. It seems that the motion of these ions is restricted by their desire to
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form hydrogen bonds with the ODS atoms in the surfactant headgroups.
For the point-like ions, at all values of z, the average number of hydrating water
molecules increases with the ionic radii of the ion. The ions which are most dehy-
drated by the interface are the Cs+ and NH+4 ions as they both lose ∼ 40% of their
hydration shell when interacting with the DS− headgroup. Meanwhile, the Na+ and
Li+ ions only lose ∼ 30% of the water molecules within their hydration shell. This
trend in the dehydration of the ions agrees well with the Hofmeister series, which
states that the Cs+ and NH+4 ions are the most weakly hydrated of the four that
were simulated and therefore the easiest to dehydrate, while Na+ and Li+ are more
strongly hydrated.
4.2.4 Hydration of DS− Headgroups
Radial distribution functions have been calculated to quantify the interactions be-
tween the DS− headgroup and the water molecules. Figures 4.7a and 4.7b show the
rdf, g(r), curves for interactions between the ionic oxygen atoms in the surfactant
headgroups ODS and the oxygen atoms in the water molecules OW, and the ODS
atoms and the hydrogen atoms in the water molecules HW. The nearest neighbour
distances obtained from g(r) plots for all systems are shown in Table 4.2.
The ODS–HW g(r) shows very little change as the counterion is changed. How-
ever, the g(r)’s for ODS–OW show slight differences in both peak amplitude and the
curve shape. These differences arise from the effect that the different cations have
on the structure of the interfacial water molecules, which will be discussed in greater
detail in the following sections.
Using the nearest neighbour distances between sulphur atoms in the DS− head-
group, SDS, and the OW atoms for each system (dS,OW = 4.95 Å), the number of
hydration water molecules around a surfactant headgroup was determined by count-
ing the number of nearest neighbour water molecules. Precautions were taken not
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to double count any water molecules around the headgroups, such that any given
water molecule was only counted as hydrating one surfactant molecule at any in-
stance in time. The values reported in Table 4.1 are determined by averaging over
every surfactant molecule and over every configuration in the production trajectory.
The mean values of the number of hydration waters per headgroup are ordered as
follows: NH+4 (6.6) < Li+, Cs+ (7.3) < Na+ (8.3). A similar trend has been reported
in a previous simulation study of LDS, ADS and SDS micelles in solution [112].
Histograms were constructed using all snapshots from the production simulations
for the different systems and are shown in Figure 4.5. All of these histograms show
broad distributions with hydration numbers per surfactant molecule ranging from 0
to 22 (in the case of SDS). ADS has the smallest value for the average number of
hydrating water molecules and also the smallest spread of values in the histogram.
























Fig. 4.5: Histograms showing the probability of a surfactant headgroup having a given
hydration number in the monolayer simulations. The mean and standard devi-
ation for each system is as follows: LDS – 7.3 ± 3.3, SDS – 8.3 ± 3.6, CDS –
7.3 ± 3.0 and ADS – 6.6 ± 2.8.
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4.2.5 Interfacial Water Orientation
Using the methods described in Section 3.3.5, the orientational states of water
molecules located within the small region of the OW SDM corresponding to the
most probable location to find a water molecule hydrogen bonded to a DS− head-
group were studied.
The least probable water orientation at this particular point in space, as shown
in Fig. 4.6a, shows the water molecule is oriented such that one HW atom is forming
a hydrogen bond with a ODS atom and the other is oriented such that it points away
from the air/water interface and into the bulk water region. On the other hand, the
most probable water orientation at this point in space, Fig. 4.6b, is one in which
the water molecule is oriented with one HW atom is forming a hydrogen bond with
a DS− headgroup and the other HW atom is directed toward the air/water interface
such that it maximises hydrogen bonding between water and surfactant headgroups.
This most probable water configuration is in agreement with the configuration of
the water observed in recent sum-frequency generation spectrum studies of SDS
monolayers [93, 95].
(a) (b)
Fig. 4.6: Representative snapshots of the least (a) and most probable (b) orientations
of a bound water molecule within a small region of space around the DS−
headgroup from the CDS simulation.
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Table 4.2: Nearest neighbour distances from the g(r) curves between the ODS atoms
and the different atomic species in the water molecules and counterions.
LDS SDS CDS ADS
OW 3.55 3.75 3.25 3.25
Li+ 2.65 - - -
Na+ - 3.05 - -
Cs+ - - 3.95 -
NNH+4 - - - 3.55
HNH+4 - - - 2.35
4.2.6 Counterion – DS− Headgroup Interactions
(a) ODS-OW (b) ODS-HW
(c) ODS-Ions (d) SDS-SDS
Fig. 4.7: Radial distribution functions (g(r)s) for the (a) ODS – OW, (b) ODS – HW, (c)
ODS – counterion and (d) SDS – SDS interactions.
70
Effects of Monovalent Counterions on Dodecyl Sulphate
Monolayers
Fig 4.7 shows g(r)’s for the ODS atoms and the counterions in the various systems.
The nearest neighbour distances for each ODS – counterion interaction are also sum-
marised in Table 4.2. These values and the g(r)’s reveal that both the separations
between ions in direct contact with the sulphate headgroups (first peaks) and the
separations between hydrated ions and the sulphate headgroups (second peaks) in-
crease in the series Li+ < Na+ < NH+4 < Cs+, which is consistent with the trend of
their respective ionic radii. Also, this is consistent with a previous simulation study
of similar counterions with DS− micelles [112].
SDMs of water molecules and counterions were produced for all of the monolayer
systems and are shown for LDS, SDS, CDS and ADS in Figures 4.8a, 4.8b, 4.8c and
4.8d respectively. The SDMs produced for all of the monolayer systems reveal that
the oxygen and hydrogen atoms in nearest neighbour water molecules occupy a
region of space which is donut-shaped. The region representing the HW atoms is
nearer the ODS than the region representing the OW atoms, which is consistent with
what was observed from the g(r)’s for these systems. Additionally, the diameter
of the donut-shaped region for HW atoms is smaller than that for the OW atoms.
Combining these two observations indicates that the water molecules in the first
hydration shell are hydrogen bonded to the ODS atoms in the headgroup, and this
provides an explanation for the two donut-shaped SDMs when taking into account
that the OHwater · · · ODS angle would need to be no larger than 30◦.
The SDMs also reveal that the point-like counterions (Li+, Na+, Cs+) have a
strong preference to reside behind the OW atoms in the nearest neighbour water
molecules. The Li+ and Na+ SDMs exhibit a very localised interaction with the
DS− headgroups, in which they both occupy circular-shaped regions behind the OW
SDMs. The SDM for Cs+ differs somewhat from those of Li+ and Na+, as it exhibits
larger clouds which suggest that the position of Cs+ is less localised in relation to
the surfactant headgroup. It appears then that the point-like counterion SMDs are
located elsewhere in space from the SDMs representing water molecules. From this
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it is deduced that none of the monatomic counterions (Na+, Li+ and Cs+) are likely
to displace a water molecule which is hydrogen bonded to the DS− headgroup.
Meanwhile, the NH+4 ions show very different behaviour to the point-like ions.
The SDMs for nitrogen and hydrogen atoms in NH+4 ions around the ODS atoms are
coincident with the SDMs for OW and HW atoms respectively, as can be seen by
the blue and pink SMD in Figure 4.8d. This suggests that the NH+4 ions are able to
displace interfacial water molecules from the DS− head-groups which explains why
the mean hydration number of the ADS surfactant headgroups are significantly less
than for the other systems. The NH+4 ions are directly competing with the water
molecules for hydrogen bonding partners within the DS− headgroups, and are there-
fore forming stronger interactions with the headgroup than the other monatomic
cations.
The SDMs show an isosurface of the most probable regions in space to find differ-
ent atomic species depicted in Fig. 4.8, however the probability within these SDMs
varies with some regions within the clouds being more probable than others. To
elucidate the variance in probability within different regions of the SDMs, bivariate
plots are exploited which show the probability as a function of the polar angles
cos θcm and ϕcm. The bivariate plots for the water molecules which are hydrogen
bonded to the DS− headgroups are similar for all systems. The donut-shaped SDMs
of the OW and HW atoms in the water molecules materialise as donut-shaped rings
on the bivariate plots, as shown for OW atoms in Fig. 4.9a. These rings show a
little variance in probability. There is a region of lower probability within the dis-
tribution of OW atoms, centred at approximately cos θcm = 0.3, ϕcm = 100◦, which
corresponds to a region of space between the DS− headgroups and the hydrocar-
bon tails of the surfactant molecules. Within this same region, one finds the most
probable location of the nitrogen atoms in the NH+4 ions, indicated by the sharp red
region in Fig. 4.9b. This suggests that the ammonium ions dislodge water molecules
in this region of space in order to favourably interact with the headgroups.
72






Fig. 4.8: Spatial density maps of the DS− headgroups with the OW (red SDMs), HW
(grey SDMs) and the (a) Li+ ions (magenta SMDs), (b) Na+ ions (green SDMs),
(c) Cs+ ions (orange SDMs) and (d) the N (blue SDMs) and H (pink SDMs)
atoms in the NH+4 ions.
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(a) Ow (b) N (NH+4 )
Fig. 4.9: Bivariate probability density distributions of oxygen atoms in water molecules
(a), and nitrogen atoms in ammonium ions (b) around the DS− molecular axis.
The contour scale bars in both plots represent probability density.
4.2.7 Salt Bridging of DS− Headgroups
In order to quantify the number of counterions around a surfactant headgroup, the
g(r) between SDS and counterions was measured and then the nearest neighbour
distance was obtained in the same way as for the water molecules. In contrast to
the hydration calculations, ions which are simultaneously interacting with multiple
surfactants are of interest. This is an effect referred to as ‘salt-bridging’ in the
literature.
The percentage of ions bound to the headgroup of the surfactant molecules pbound,
has been determined which can be used to find the degree of ionisation α by just
calculating 1−(pbound/100%). The values of α found for the various systems reported
are 0.3 (ADS), 0.32 (CDS), 0.45 (SDS) and 0.47 (LDS), which agree very well with
those determined from electrical conductivity measurements of micellar solutions
of similar systems, with the one exception in which the value for the LDS system
reported here is slightly smaller than the experimental value (0.63 ± 0.07) [108].
Meanwhile, the α values found do not agree as well with the electrical conductivity
measurements by Benrraou et al.,[111] but they do follow the same trend observed
within their measurements (α(CDS) < α(SDS)).
Salt-bridging was investigated by constructing histograms of the probability of
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each different counterion species being bound to n surfactant headgroups through
the duration of the production simulation runs, see Figure 4.10. For LDS and SDS,
the probability of an ion interacting with n surfactants is monotonically decreasing
with n. The corresponding histograms for CDS and ADS are distinctly different.
First, a larger majority of the counterions in these systems are bound to at least
one surfactant which is clear from the sharp decrease in n = 0 compared to the
corresponding histograms for LDS and SDS. The probability of the Li+, Na+, Cs+
and NH+4 ions being bound to at least one surfactant headgroup is 0.53, 0.55, 0.68
and 0.70 respectively. Second, there is an almost equal probability of a Cs+ or
NH+4 ion being bound to one or two surfactants. In fact, in the case of ADS, it
is more probable for an ion to be interacting with two surfactant molecules than
one. Additionally, ADS and CDS are approximately twice as likely to be bound
to 3 surfactant headgroups as either LDS or SDS. There is also a non-negligible
proportion of ions which are bound to 4 surfactant headgroups in all simulations.
LDS has the smallest probability of this at 0.006, followed by SDS (0.02), CDS (0.03)
and ADS (0.04). This indicates that salt-bridging is more prominent in the CDS
and ADS systems than in LDS and SDS, which was also observed in the simulation
study of LDS, SDS and ADS micelles carried out by Rakitin and Pack [112]. While
the area per surfactant molecule has been kept constant in each of the simulated
systems, this trend is consistent with the various studies that have found that the
area per surfactant of ADS and CDS systems is smaller than those found for SDS
and LDS systems [82, 83].
It has been established that all of the different counterion species exhibit salt
bridging with ions bound to different numbers of surfactant headgroups with rang-
ing probabilities. To see how this process changes for varying numbers of bound
headgroups, if at all, distributions of ∆z were calculated, that is the difference in
the z-components of the position vectors of the counterion and SDS atoms. The SDS-
Ion-SDS angles were also calculated in conjunction with ∆z to build a more detailed
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Fig. 4.10: Histograms showing the probability of an ion being bound to a given number
of different DS− headgroups.
picture of the salt bridging process. These distributions are shown in Figure 4.11.
For all simulations, there is a slight tendency for the ∆z distributions to shift
towards smaller values as the number of bound headgroups increases. This implies
that for bridging events involving larger numbers of surfactant headgroups, the ion
involved in the event is more likely to be situated level with the headgroups, with
respect to the z direction, as opposed to being located towards the hydrocarbon tail
region away from the bulk water. The SDS-Ion-SDS angle distributions are directly
related to ∆z and thus it follows that the observed shift in ∆z towards smaller values
results in a shift of the SDS-Ion-SDS angles towards smaller angles also. It must be
emphasised that this is a very slight affect.
Figure 4.12 shows an example of an ammonium ion from the ADS simulation
involved in a bridging event between three surfactant headgroups. The snapshot
provides visual evidence that the NH+4 ions form hydrogen bonds with the ODS
atoms in the DS− headgroup, which was also suggested by the SDMs that have
been calculated (Figure 4.8).
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Fig. 4.11: Left: Probability distributions for ∆z between sulphur atoms in DS− and the
counterions. Right: Probability distributions of the SDS-Ion-SDS angles. The
colours black, red, green and blue are used to represent distributions obtained
from salt bridging events involving 1,2,3 and 4 DS− headgroups, respectively.
Fig. 4.12: Snapshot from the ADS simulation of a NH+4 ion bound to three different
DS− headgroups at one time. The colours cyan, grey, red, yellow and blue
are used to represent the elements: carbon, hydrogen, oxygen, sulphur and
nitrogen, respectively.
77
Effects of Monovalent Counterions on Dodecyl Sulphate
Monolayers
4.3 Conclusions
All-atom molecular dynamics simulations of DS− surfactant monolayers at the air/water
interface have been conducted with four different monovalent counterion species
(Li+, Na+, Cs+, NH+4 ) in order to determine how the structural and interfacial
properties of the monolayers were affected.
In general, very little effect on the structure of the DS− monolayers is observed
from varying the counterion. However, significant differences are seen in the interfa-
cial properties of the monolayers in the presence of the different counterions. When
taking all of the results compiled in this chapter, the trend of the hydration of the
DS− headgroups in the presence of the various counterions can be explained via the
following underlying mechanisms. In the ADS monolayers, the NH+4 ions directly
compete with the hydrating water molecules for hydrogen bonds with the headgroup
and in doing so cause these monolayers to be the least hydrated. In the case of the
CDS system, the Cs+ ions are strongly bound to the headgroup and are weakly
hydrated, such that they would prefer to displace water in the DS− hydration shell
to interact with the headgroup. In the case of the Li+ ions, they interact almost as
strongly with the DS− headgroups as the Na+ ions, but are generally less hydrated
than the Na+ ions and therefore they bring less water to the monolayer interface
than the Na+ ions. There is a 1 water molecule difference in both the number of
hydrating waters per cation and per DS− headgroup in the two systems, so this
seems to be the difference.
The variations in the interfaces that result from using the different counterions
with the DS− surfactants undoubtedly have significant implications on their ability
to encapsulate solutes. One example of this is, as was mentioned in the Introduction,
the results of some recent experimental work which show that ADS micelles have
a poorer solubilisation capacity for encapsulating testosterone derivatives than SDS
micelles, despite the fact that the ADS micelles have a larger aggregation number
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and lower hydration [32]. Taking into account the results presented in this chap-
ter, this could be due to strong interactions between the surfactant headgroups and
the ammonium counterions. These interactions are strong enough to displace water
molecules from the interface because of the ability of ammonium ions to form hy-
drogen bonds with the surfactant headgroups. Additionally, a significant increase in
the salt bridging between the DS− headgroups is seen when NH+4 ions are present
than when Na+ ions are, which would result in a stronger association between the
headgroups at the micelle’s surface.
The chemical structure of the poorly soluble molecule also plays a role in the abil-
ity to be solubilised within certain surfactant aggregates. For example, Kim et al.
found that the solubilisation of pyrene in DS− aggregates increases with increased
aggregation numbers as the counterion is changed from Li+ to Na+ to NH+4 but the
number of pyrene solubilised per surfactant molecule is only slightly increased [108].
Therefore in the next two chapters, a variety of different testosterone-based com-
pounds interacting with SDS and ADS monolayers are investigated using molecular





Sulphate Monolayers at the
Air-Water Interface
5.1 Introduction
In the previous chapter, dodecyl sulphate monolayers at the air/water interface were
simulated in the presence of different counterions to investigate how the different
counterions affect their interfacial properties. It was observed that ammonium coun-
terions interact with the surfactant head groups via hydrogen bonds and this has
a significant effect on the monolayer interfacial water structure. In this chapter,
results are presented from both SDS and ADS monolayers interacting with three
different testosterone-based compounds (testosterone (T), testosterone propionate
(TP) and testosterone enanthate (TE)). For each distinct surfactant-drug pairing,
numerous simulations have been performed varying the number of drug molecules
present at each monolayer. The purpose of this work is to study the interaction of
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these drugs with surfactant monolayers and also how the physical properties of the
monolayers are affected by the presence of drug molecules. In particular, an under-
standing is developed of how the system behaviour is affected by: i) changing the
counterion species, ii) changing the chemistry of the drug molecule and iii) changing
the number of drug molecules present within the monolayer.
Whilst monolayers and micelles adopt planar and spherical geometries respec-
tively, the knowledge gained through studying the interaction of testosterone-based
compounds with surfactant monolayers is applicable to micelles as well as both of
these aggregate structures provide a barrier between aqueous and nonpolar environ-
ments. Moreover, since monolayers and micelles coexist in dynamic equilibrium it
is reasonable to equate the processes which occur within each structure.
5.1.1 Summary of Simulations
Results from twenty different simulations of surfactant monolayers are presented
within this chapter, the technical details of which are explained in Chapter 3. The
rationale behind the choice of the number of drug molecules, present in each system
is as follows. Each surfactant-drug combination has been simulated with a single
drug molecule present at each monolayer, this is to study how the drug interacts
with the monolayer and affects physical properties in the absence of any neighbour-
ing drug molecules. Additionally, monolayer systems have been simulated such that
the ratio of the number of drug molecules, D, to the number of surfactant molecules,
S: #D/#S, present is approximately equal to the composition of the corresponding
micelle systems, as determined by neutron scattering experiments. Finally, mono-
layers have been simulated in which #D/#S is double that in the micelle systems,
as determined by neutron scattering experiments. Therefore there are three dif-
ferent monolayer systems for each distinct surfactant-drug combination, with the
exception of the combination of SDS and TE. The aggregation numbers obtained
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from the micelle of this composition revealed a significantly larger #D/#S com-
pared to the other SDS monolayer compositions. Therefore, two more simulations
were performed with SDS and TE at one and two times the #D/#S value for the
SDS monolayer with TP so that sensible comparisons could be drawn between the
different systems.
In the remainder of this chapter, the monolayers are referred to by a systematic
naming scheme which consists of the surfactant, followed by the drug, followed by the
number of drug molecules present per monolayer. For example, the ADS monolayer
interacting with 14 TP molecules is labelled as “ADS-TP-14”.
5.2 Results
In this section, results are presented from a variety of different surfactant mono-
layers interacting with different testosterone-based compounds. The results of the
properties which are explained in detail in Chapter 3 are summarised in Table 5.1
for all of the monolayer simulations.
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5.2.1 Monolayer Structure
The addition of testosterone-based compounds has an appreciable effect on the struc-
tural properties of surfactant monolayers. By developing a detailed understanding of
this, the rationale behind enhancing the solubility of poorly soluble drug compounds
within surfactant aggregates can be improved for formulations in the future.
The thickness of the monolayer headgroup region, dhead, was calculated for all
systems and is found to be equal to 2.2 Å in all instances. This suggests that neither
changing the counterion species, nor the presence of testosterone-based compounds
has any effect on the conformation of the headgroups. Likewise, this result would
indicate that the drug molecules are not interacting strongly with the headgroup re-
gions. The monolayer chain thickness, dtail, was calculated and plotted as a function
of time. These plots (not shown) show small fluctuations around the mean values,
illustrating that the monolayers were well equilibrated prior to the production sim-
ulations. The mean values of dtail are shown in Table 5.1 and reveal the consistent
trend without exception of increasing monolayer thickness with increasing number
of drug molecules. Considering that as more drug molecules are added to the mono-
layer hydrocarbon tail regions within a fixed surface area, there is less area per
molecule. Therefore the surfactant tails are restricted to more rigid configurations
which results in an increase of the effective tail length.
The roughness was also quantified for all systems by calculating RMSD values,
as described in Chapter 3, which for the most part yielded values in the range
of 2-3 Å. This shows that the addition of testosterone-based compounds to the
monolayers does not significantly compromise structural stability. The exception to
this is SDS-TP-82 which is significantly more rough with an RMSD value of 5 Å.
This monolayer is densely packed with TP molecules which has a severe effect on
its structural integrity, as can be seen from visual inspection from the snapshot in
Figure 5.1.
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Fig. 5.1: A snapshot from the SDS-TE-82 production simulation illustrating the extreme
roughness of this monolayer. The colours cyan, white, red, yellow and green are
used to represent the elements: carbon, hydrogen, oxygen, sulphur and sodium
respectively. The TE molecules are depicted in purple to distinguish them from
the surfactants.
The surfactant chain tilt angle, θt, and headgroup tilt angles, θh, were calculated
for all monolayer systems and their probability distributions are shown in Figure 5.2.
From these plots it is clear that the addition of drug molecules causes the angle dis-
tributions to shift towards smaller angles for both θt and θh. This trend is also
confirmed by the monotonically decreasing mean values of these distributions with
the addition of more drug molecules as shown in Table 5.1. The behaviour of θt is
easily explained as a result of spatial constraints restricting the flexibility of the sur-
factant chains. Similarly, the surfactant headgroups preferentially orient themselves
towards the polar solvent medium and the reduction of area per molecule in the
monolayer seems to restrict the fluctuations of this angle as well. The only excep-
tion to this trend is SDS-TE-82, which exhibits an increase in mean value of θt. The
high packing density of molecules within the x-y plane results in increased mono-
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Fig. 5.2: Plots showing probability distributions of surfactant chain tilt, θt, and head-
group tilt, θh, angles for all monolayer simulations. The plots correspond to the
various different monolayer simulations reported, as described by the legends.
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layer roughness, as seen from the RMSD values. This increased roughness causes
the position of the surfactants to be more broadly distributed across the z-axis,
effectively increasing the volume available to each surfactant tail. This seemingly
permits slightly larger fluctuations in θt than for the SDS-TE-41 monolayer.
5.2.2 Monolayer Intrinsic Density
Intrinsic density profiles are useful for comparing monolayer structure for the various
different systems presented in this chapter. In particular, they enable the detailed
characterisation of the interfacial water structure and the location of testosterone-
based compounds within the monolayers. The comprehension of these properties
permit the understanding of interactions in atomic detail.
Intrinsic density profiles were calculated for all of the monolayer simulations
using a resolution of 0.5 Å and are shown in Figure 5.3. One significant distinction
between these plots for SDS and ADS monolayers is the density profiles of oxygen
atoms in water molecules, OW, as shown by the blue curves in Figure 5.3. At large
values of z, corresponding to regions in the bulk water, the density of OW atoms
converges to 0.033 Å−3 in all systems which is equal to the target bulk density of
water at 1 g/mL. At smaller values of z, corresponding to the monolayer interfacial
region, the SDS monolayers exhibit two distinct density peaks. The largest peak
is situated at z = 3.5 Å whilst the smaller peak is located at z = 6 Å which
indicates that there are interfacial water layers in the SDS headgroup region. For the
ADS monolayers, the structure of water molecules in the interfacial region is quite
different. Rather than exhibiting peaks, the density of OW atoms remains constant
at the bulk value and it begins to decrease monotonically from the headgroup region,
some distance inside the monolayer hydrocarbon tail region (z < 0). This suggests
that the water is less ordered at the ADS monolayer interface than SDS. This is
consistent with the results presented in Chapter 5 where monolayers with different
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Fig. 5.3: Intrinsic density profiles for the monolayer simulations. The colours green,
blue and magenta are used to depict the density of DS− elements: oxygen,
carbon, and sodium/nitrogen in the counterions respectively. The colours blue
and black are used to depict the density of oxygen atoms in water and carbon
atoms in the testosterone-based molecules respectively.
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counterions were compared in the absence of drug molecules. The effect of changing
the testosterone-based compound, or the number of drug molecules present within
the monolayers has negligible effect on the interfacial water density compared to
changing the counterion species which has a very large effect. This provides further
support that the drug molecules seldom interact with the surfactant headgroups in
any of the simulations.
Within the monolayer hydrocarbon tail region, z < 0, the water density decays
and eventually reaches zero in all systems. For the SDS monolayers with 1 drug
molecule present, there is a small peak in the density of the OW atoms located at
approximately z = −3 Å. For the SDS systems, this water density peak within
the monolayer becomes less prominent as more drug molecules are present, sug-
gesting that the addition of drug molecules results in the expulsion of water from
the monolayer tail region. None of the ADS monolayers seem to have appreciable
density peaks for OW atoms within the monolayers which could mean that there
is less water present within the ADS monolayers in general. To quantify this, the
property nH2O was calculated for all systems by integrating the intrinsic density of
OW atoms over z from −∞ → 0, leading to a measure of the average number of wa-
ter molecules contained within the monolayer interior per unit area. The values for
nH2O are shown in Table 5.1 and reveal that as the number of drug molecules present
per monolayer increases, the value of nH2O decreases for all surfactant-drug pairings.
As the monolayers become more densely packed by the addition of drug molecules,
water is forced into the bulk water slab where it can form more favourable inter-
actions than in the monolayer tail region. The ADS monolayers do in fact contain
significantly less water within their tail regions. For example, the values of nH2O for
SDS-T-1 and ADS-T-1 are 0.16 Å−2 and 0.10 Å−2 respectively. Similarly, comparing
SDS-TP-1, SDS-TE-1 and ADS-TP-1, ADS-TE-1 reveals nH2O values of 0.15 Å−2
and 0.10 Å−2 for SDS and ADS respectively. Therefore by changing the counterions
from sodium to ammonium, the water contained within the monolayer decreases
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by 33% which is significant. The amount of water contained within the interior
of surfactant aggregates could have a profound effect on their resulting solubilising
ability.
The intrinsic density profiles of the sodium and ammonium counterions are shown
by the magenta curves in Figure 5.3 and exhibit a single broad density peak around
the monolayer interface (−5 < z < 5) in all systems. This suggests that they are
situated in the vicinity of the interfacial region, which is also confirmed from visual
inspection of the simulation trajectories.
The green curves in Figure 5.3 show the intrinsic density of oxygen atoms in
DS− molecules, ODS, for all of the monolayers. For the SDS monolayers with a
small number of drug molecules present, these distributions exhibit a peak located
at z = 0 Å, and a shelf located just beneath the monolayer surface at z ∼ −1 Å. As
the number of drug molecules is increased, this density distribution splits into two
distinct peaks, the largest of which corresponds to the three ionic oxygen atoms in
the surfactant head group, whereas the second smaller peak arises due to the oxygen
atom which is bonded to the C1 and S atoms in the surfactant molecules. As more
drug molecules are added, the dynamics of the head groups becomes restricted which
results in the increased prominence of the two density peaks of ODS atoms. In the
ADS monolayers, the ODS intrinsic density profiles show even sharper peaks than
those in SDS, however unlike the SDS monolayers, these peaks are unchanged by
the addition of more drug molecules. This also suggests that the counterion species
is the predominant factor in determining the structure of the monolayer interface,
as opposed to the details of the testosterone-based compounds such as the species
and the number of drug molecules present.
The intrinsic density profiles of carbon atoms in DS− molecules, CDS, are shown
by the cyan curves in Figure 5.3 and represent the surfactant hydrocarbon chains.
These density profiles are non-zero in the region from the monolayer interface (z ∼ 0)
to approximately z = −15 Å for all of the SDS and ADS monolayer simulations
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except SDS-TE-82 due to the extreme packing of TE within the monolayer, resulting
in the increased thickness as discussed above. There is no significant change in the
CDS intrinsic density profiles as the counterion species is changed, however as the
number of drug molecules present in the monolayer increases, the CDS density profile
flattens out to some extent. This effect is most clearly illustrated in the SDS-TE
simulations as the number of TE is increased from 1 to 82. This is a direct result of
the shift in the distributions of θt towards smaller angles which is discussed earlier
in this section.
Given that the majority of the testosterone-based compounds molecular weight
consists of carbon atoms, it seems reasonable to describe the position of these drug
molecules in the monolayers by calculating the intrinsic density of these carbon
atoms: CT, CTP and CTE for T, TP and TE respectively. The intrinsic density
profiles of the carbon atoms in the testosterone-based compounds are shown by the
black curves in Figure 5.3 and show that these molecules are located amid the DS−
hydrocarbon tails and not at the interface. As more drug molecules are added, the
density peaks remain in approximately aroud the same value of z ∼ −5 Å whilst
the magnitude of the peaks increase slightly to accommodate the additional drug
molecules present. The SDS-TE-82 simulation is useful for examining extreme over
packing of drug molecules within a monolayer and in this case, the CTE density in the
hydrocarbon tail and vacuum regions increases. This suggests that the preferable
place for TE to reside in the monolayer gets saturated and any additional drugs
added are expelled to the vacuum region rather than into the bulk water.
5.2.3 Orientation and Position of Testosterone-Based
Compounds in Monolayers
The intrinsic density plots reveal that the testosterone-based compounds are gener-
ally situated within the DS− hydrocarbon tail region. However they do not contain
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any information about the orientation of these molecules at different positions within
the monolayer, nor do they provide any specific detail about the drug location in
reference to the surfactant molecules. The intrinsic drug orientation was described
earlier in Chapter 3 with the aid of Figure 3.7, which clearly shows the Headgroup,
C1−4, C5−8 and C9−12 regions of the monolayer. These distributions are presented
in Figure 5.4 and show the drug orientation distributions as a function of distance
from the intrinsic surface for the monolayer simulations. One prominent difference
between these distributions is that T appears to sample a wider range of orientations
compared to TP and TE, as shown by the relatively flat distributions across cos θ
in Figures 5.4a and 5.4b. Additionally, the T molecules occupy both the C1−4 and
C5−8 regions in the monolayers with just a single T molecule. However, as more
T molecules are added to the monolayers, the C5−8 region becomes more densely
populated and the drug molecules also tend to reorient themselves such that their
O2 and O1 atoms are nearest the vacuum region and water slab, respectively.
The TP molecules strongly populate the C1−4 region of the monolayers, with
a distribution centred at cosθ ∼ 0.3 which corresponds to the TP molecules being
oriented approximately in the x-y plane within this part of the monolayer. This is
shown clearly by the prominent green curves in Figures 5.4c and 5.4d. For both
the SDS-TP and ADS-TP monolayers, as more TP molecules are introduced to the
system, the C5−8 region becomes more populated and exhibits peaks at cos θ = 0.9
corresponding to the TP molecules reorienting themselves such that their O1 atom
is in contact with water in a similar way as for the T molecules.
The TE molecules also occupy the C1−4 region and exhibit the same shift of
population to the C5−8 region as the number of TE per monolayer is increased
sufficiently. The SDS-TE-41 and SDS-TE-82 systems show examples of monolayers
which are extremely packed with TE, which results in an even larger population
shift from the C1−4 to C5−8 regions than that for T and TP. Furthermore, SDS-
TE-82 shows a non-negligible occupancy of the C9−12 region, with a probability
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distribution which is heavily skewed towards large values of cos θ as is observed for
the C5−8 region.
The rationale of these results comes from considering the competing forces at
play within these monolayers. For the testosterone-based molecules with an ester
functional group, and therefore highly polar interaction sites at both ends of the
molecule (TP and TE), orientations with the drug molecule being parallel to the x-
y plane will be preferable. This ensures that hydrogen bonds can be formed between
water molecules and these polar sites within the drug molecule. For these hydrogen
bonds to be formed, the drug molecule must have some contact with water molecules
which explains why they sit in the C1−4 region which is close to the headgroups and
ensures some contact with water, but also allows for the drugs to form hydrophobic
contacts. As more drug molecules are packed into the monolayers within a fixed
surface area, they are forced to reside in the monolayer regions further away from
the surfactant/water interface and reorient themselves towards a configuration in
which they are approximately parallel to the z-axis. The mechanism behind this
reorientation is two-fold: first, the steric interactions become significant as packing
increases. Second, reorienting the drug molecules in this manner permits favourable
interactions between the water molecules and the O1 atom in the drug molecules,
whilst the nonpolar carbon chain in the ester functional group (containing the O2
and O3 atoms) is situated away from the water slab towards the vacuum region.
5.2.4 Effect of Testosterone-Based Compounds on Interfa-
cial Hydration Properties
To investigate how the presence of testosterone-based compounds affects the hy-
dration of the DS− head groups, distributions of the surfactant hydration number
were produced (as explained in Chapter 3). The histograms of the average hydra-
tion number for each monolayer simulation exhibit unimodal distributions centred
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Fig. 5.4: Intrinsic drug orientation distributions for the various different monolayer sim-
ulations. The monolayer system is labelled in each subplot. For all plots, the
colour scheme is consistent with the diagram in Figure 3.7 in that the colours
red, green, blue and orange represent the Headgroup, C1−4, C5−8 and C9−12
regions respectively.
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around the mean value (not shown). The mean hydration number of each mono-
layer simulation is shown in Table 5.1. Comparing these values reveals that the
SDS monolayers are more hydrated than ADS, for example in the simulations with
a single drug molecule present the hydration decreases from ∼8.3 H2O/molecule
for SDS, to 6.5 H2O/molecule for ADS systems. The probability distributions do
not change drastically when the number of drug molecules per monolayer is varied,
however the mean hydration number does decrease slightly as the number of drug
molecules per monolayer is increased, except for the case of SDS-TE-82 which has a
larger mean hydration number than SDS-TE-41. This is attributed to the increased
monolayer roughness which results in an increase of the surface area of surfactant
head groups exposed to the solvent. Once again, the counterion species seems to be
the dominant factor in determining hydration.
5.3 Conclusions
In this chapter, results have been reported from MD simulations of both SDS
and ADS monolayers interacting with three different testosterone-based compounds
(testosterone (T), testosterone propionate (TP) and testosterone enanthate (TE))
with varying numbers of these drug molecules present in the monolayers. The pur-
pose of these simulations is to gain an understanding as to how the structural and
interfacial properties of the monolayer are affected by changing the number of drug
molecules present per monolayer, and the chemical nature of the surfactant counte-
rions and the testosterone-based compounds.
The hydration of the surfactant headgroups was investigated by calculating the
probability distributions of the surfactant hydration number. These revealed that
the SDS monolayers are significantly more hydrated than the ADS monolayers, a
feature which could be responsible for the observed disparity in the encapsulation
ability of SDS and ADS micelles, the latter exhibiting poorer encapsulation ability
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compared to the former despite the comparable size of these micelles. Additionally,
these distributions showed that the surfactant hydration numbers decrease slightly
as the number of drug molecules present per monolayer is increased.
Measuring the monolayer structural properties revealed that the monolayer head-
group thickness, dhead, remains constant in every monolayer system reported. The
thickness of the hydrocarbon tail region, dtail, increases as more drug molecules are
added to the monolayer due to packing constraints but does not differ significantly
as the testosterone-based compound is changed. Furthermore, the roughness mea-
surements were found to decrease slightly with the addition of a small number of
drug molecules, due to the increased monolayer ordering, however further addition
of drug molecules induces an increase in the monolayer roughness, an effect which is
particularly prominent in SDS-TE-82. Distributions of the surfactant chain tilt, θt,
and headgroup tilt angles, θh, shift towards smaller values as more drug molecules
are added to the monolayers, an effect which is coupled with the observation of
increased monolayer thickness.
The intrinsic density profiles revealed that there is a distinctly different interfa-
cial water structure for the SDS and ADS monolayers, with the former exhibiting
ordered interfacial water layers whilst the latter shows a density profile which de-
cays monotonically into the monolayer hydrocarbon tail region. Moreover, the SDS
monolayers contain approximately 50% more water than the ADS monolayers as
revealed from the nH2O values, which also decrease slightly as more drugs are added
into the monolayers. The intrinsic density profiles also reveal that the testosterone-
based compounds are located within the hydrocarbon tail regions, predominantly
within the C1−4 region. The intrinsic drug orientation distributions show that as
more drugs are added, the population of drug molecules begins to shift higher up
in the monolayer tails. The drug molecules located in the C5−8 and C9−12 regions
reorient themselves such that they are approximately parallel to the z-axis in order
to form hydrogen bonds between their O1 atoms and water molecules. This effect
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is more pronounced for TP and TE due to the ester functional group, than for T.
The intrinsic drug orientation distributions are useful for gaining a rough idea of
the orientation behaviour of the testosterone-based compounds at different positions
in the monolayers, however they are limited by the sampling available during the
simulation time period. In the next chapter, results are presented from metadynam-
ics simulations of testosterone-based compounds interacting with SDS monolayers.
From these simulations, the free energy landscape is constructed as a function of the
drug orientation, and depth of insertion into the monolayer to build a more detailed
picture of these interactions.
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Chapter 6
Free Energy Surface of
Testosterone-Based Compounds
Interacting with Sodium Dodecyl
Sulphate Monolayers
6.1 Introduction
In the previous chapter, the interaction of testosterone-based compounds within sur-
factant monolayers was investigated using classical molecular dynamics simulations.
The intrinsic drug orientation and intrinsic density profiles revealed that all three
of the testosterone-based compounds preferentially reside within the surfactant tail
regions of the monolayers. The locations of the drug molecules remained stable
throughout the simulation trajectories which suggests that they were located at a
local minimum in the system’s free energy surface (FES). As was discussed earlier
in Chapter 2, MD simulations are usually unable to sample rare events due to the
challenges in obtaining sufficiently long trajectories for large molecular systems. The
implication of this is that a system modelled in MD will likely only sample a small
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range of its FES, as it may be unable to cross free energy barriers between stable
free energy states. It is desirable to understand the global FES associated with the
interaction between the testosterone-based compounds and the monolayers, which
cannot be sampled in regular MD simulations. Even though the drug molecules were
found to be stable at a local minimum within the monolayers, it may be that they
could lower their free energy further if they were able to overcome an energy barrier
and reach the global minimum. Furthermore, the preferred location of the different
testosterone-based compounds within the monolayers could be the same whilst the
depth of the corresponding free energy wells differ, resulting in varying stability of
these drugs within monolayers which is not easily measured from MD simulations
for the reason of limited sampling as described above.
There are instances in the literature of free energy calculations concerning the
formation of surfactant micelles [125, 126] and one example of a study of the free
energy of penetration of both a methane molecule and a water molecule into an
SDS micelle as a function of the radial distance to the micelle centre of mass using
the thermodynamic integration method [127]. However, there are currently no pub-
lished studies of the free energy of hydrophobic solutes interacting with surfactant
monolayers specifically. There are studies of the permeation of solutes into lipid
bilayers using methods such as well-tempered metadynamics, adaptive biasing force
[128] and umbrella sampling [129, 130] in the literature. However, these study the
interaction as a function of the distance from the centre of mass of the solute to the
centre of the bilayer which once again does not take capillary wave fluctuations into
account, and thus provides a smeared description of the permeation process.
In this chapter, well-tempered metadynamics simulations are reported which
estimate the free energy of permeation of testosterone-based compounds within SDS
monolayers, thus gaining further insight into the interactions between testosterone-
based compounds and SDS monolayers which were studied in the previous chapter
(in the systems SDS-T-1, SDS-TP-1 and SDS-TE-1).
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6.2 Methods
Metadynamics calculations have been performed to obtain the FESs of SDS mono-
layers in the presence of three different testosterone-based compounds: testosterone
(T), testosterone propionate (TP) and testosterone enanthate (TE). These systems
will be referred to as T, TP and TE throughout the remainder of this chapter.
The initial system configurations for these calculations were provided from the final
state of SDS monolayer MD simulations in the presence of a single testosterone-
based compound, which were reported in the previous chapter. In addition to the
convenience of using these configurations that did not require any time to build,
another reason why these configurations were used is that they provide low energy
states from the end of their respective production simulations as starting states,
which did not require any energy minimisation.
All metadynamics simulations were performed using the LAMMPS simulation
package [70] patched with the PLUMED2 metadynamics plugin [131]. These simu-
lations were conducted in the NVT ensemble at T = 300 K with the CHARMM force
field [71, 72] for the description of both inter- and intra-molecular interactions of the
SDS molecules, the sodium counterions and also the testosterone-based compounds
[73, 74]. The TIP3P water model [65], which was modified for the CHARMM force-
field [66], was used to describe interactions involving water. The van der Waals
interactions were cut-off at 10 Å whilst the electrostatic interactions were cut-off at
12 Å. The PPPM method [49] was used to compute long-range Coulombic interac-
tions. The monolayer simulations utilised the Nose-Hoover thermostat [77] to fix
the system temperature. A timestep of 2 fs was used in all simulations to ensure sta-
ble integration of Newton’s equations of motion with the velocity Verlet algorithm
whilst all hydrogen-containing bonds were constrained using the SHAKE algorithm
[56].
The dynamics of the systems were biased as a function of two collective variables
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Fig. 6.1: A schematic diagram illustrating the collective variables used in the well-
tempered metadynamics simulations reported in this chapter: dint and cos θ.
The z-axis is labelled, with which the angle, θ, is measured in reference to. The
surfactant head groups and a testosterone-based compound are depicted in the
colours red and blue respectively.
(CVs) (shown schematically in Figure 6.1): i) the orientation of the drug molecule
with respect to the z-axis, cos θ and ii) the distance from the centre of mass of
the drug molecule to the monolayer intrinsic surface, denoted by dint. It should be
noted that positive and negative values of dint correspond to the drug molecule being
situated in the bulk water phase and within the monolayer tail region respectively.
The first CV is straightforward to calculate and is naturally periodic. If the vector
pointing from the O1 atom to the O2 atom in a drug compound is denoted by
Vori = (Vorix ,Voriy ,Voriz ), then the cosine of the angle between this vector and a unit
vector in the z-direction is given by cos θ = Voriz /|Vori|, namely the z-component of
the vector divided by the magnitude of the vector. When cos θ is equal to -1, the
entire drug molecule is aligned parallel to the z-axis with the O1 atom nearest the
vacuum region and the O2 atom nearest the water slab, when cos θ is equal to 0 the
drug molecule is oriented in the x-y plane and when cos θ is equal to 1, the drug
molecule is again aligned parallel to the z-axis but with the O2 atom nearest the
vacuum region and the O1 atom nearest the water slab.
Previously in Chapters 4 and 5, the intrinsic surface of a monolayer sheet was
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calculated using the method of Berkowitz et al [81] as this has been shown to give
consistent results with other methods. This surface description cannot be used in
metadynamics calculations however as it produces a discontinuous function. Specif-
ically, when one moves in the x− y plane to a position which is equidistant between
two anchor points, the surface height jumps very suddenly from the z-coordinate
of one anchor to that of the other. Therefore in metadynamics, an interpolation
between anchor points must be used. A weighted average of the z-coordinate of the
surface anchor points (the sulphur atoms in surfactant head groups) has been used
in this work. The anchor points are again projected into the x − y plane and the
distance from the centre of mass of a testosterone-based compound to the intrinsic
surface of the monolayer is given by:
dint = rz −
N∑
i=1
exp [−λ(∆x2i + ∆y2i )] · ∆zi
N∑
i=1
exp [−λ(∆x2i + ∆y2i )]
(6.1)
where rz is the z-coordinate of the centre of mass of the drug molecule, ∆xi,∆yi
and ∆zi are the x, y and z components respectively of the vector connecting the
ith anchor point to the centre of mass of a drug molecule, the summation runs over
all N anchor points used to construct the surface and λ is a free fitting parameter
which determines how smooth the fitted surface is. For example, when λ = 0 the
exponents in Equation 6.1 will also be equal to 0 and thus the weighting factors
will be equal to 1. Then the intrinsic surface will simply be given by the mean
value of the z-coordinates of the anchor points, which is uniform in the x− y plane.
Such a function has a vanishing derivative for all (x, y) and therefore is a flat plane
which constitutes a poor description of the monolayer/water interface. As the value
of λ is increased, the surface function will become progressively less smooth but
will pass through an increasing number of anchor points. As limλ→∞, the surface
function will tend towards a Voronoi diagram where the height of the surface at point
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(x, y) takes the value of the z-coordinate of the closest anchor point in the x − y
plane. The value of λ is chosen such that the surface produced will pass through
the anchor points, but not have large gradients at any point which ensures that
the collective variable doesn’t jump discontinuously from one value to a drastically
different one between time-steps in the dynamics calculations. By visual inspection
of the intrinsic surface constructed, one can assess how well a particular value of λ
describes the monolayer/water interface by considering the criteria outlined above.
After experimentation, it seems that λ = 0.75 provides a good fit of the surface to
the anchor points, without the presence of discontinuities in the surface function,
for the monolayers presented in this chapter. The value of λ could be determined
systematically by calculating the g(r) curve between anchor points in the x-y plane
and then defining λ in terms of the nearest neighbour distance, dnn, obtained from
the g(r) curve: λ = 1/d2nn.
The initial height of the Gaussians was set to 0.3 kJ/mol whilst the stride at
which the Gaussian hills were deposited was set to once every 500 integration time
steps. The widths of the Gaussian hills for each CV, σ, were chosen systematically
by calculating the absolute value of the change in the CVs, ∆dint and ∆ cos θ, within
the time period t → t + stride. These calculated quantities were used to produce
probability histograms as shown in Figure 6.2. The mean values of |∆dint| and
|∆ cos θ| were calculated from these distributions and were taken to correspond to
2σ. Therefore, the σ values used in the metadynamics simulations for dint and
cos θ were 0.2 Å and 0.32 respectively. Upper and lower walls were set on the dint
CV at the values of 20 Å and -30 Å respectively to prevent the drug molecules from
sampling irrelevant regions of the simulation box, such as those in the vacuum region
or at large distances away from the monolayer interface which can be considered to
be bulk water. The restraining potential begins to act on the system when the value
of the CV is greater (in the case of upper walls) or lower (in the case of lower walls)
than a certain threshold, ai, minus an offset, oi. This is achieved in practice by
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Fig. 6.2: Probability histograms of the absolute difference between the two CVs, dint and
cos θ, in the time period: t → t + stride











where the summation indexed by i runs over the CVs, ki is an energy constant, and
xi is the value of the ith CV. The rescaling factor, si, and the offset oi were set to 0
whilst the exponent, ei, was set to 2.
The bias factor for the well-tempered metadynamics was set to 15 to ensure
a smoothly converging free energy surface. Simulation trajectories of 160 ns were
obtained for the T and TP systems whilst a trajectory of 130 ns was obtained for the
TE system. The simulation procedure outlined above allows the system behaviour to
be studied as a function of both the location and the orientation of a drug molecule
within a monolayer.
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6.3 Monitoring Convergence
The ability to monitor convergence of metadynamics calculations is imperative to
establish when the CV space has been adequately sampled. There are various dif-
ferent ways to assess convergence. One way is to calculate estimations of the FES






























































































































































Fig. 6.3: The left column shows the projected free energy as a function of dint, as a
function of time for T, TP and TE. The right column shows the projected free
energy as a function of cos θ, as a function of time for T, TP and TE.
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as a function of time throughout the simulation trajectory. When convergence is
reached, consecutive free energy landscapes will be similar in shape, however they
may differ by a constant offset in the free energy estimate. The metadynamics cal-
culations reported in the current study involve biasing two CVs in the system and
therefore the resulting FESs are also two-dimensional. This makes it challenging
to visualise the differences between two free energy landscape estimates. Instead,
the two-dimensional FES is projected to a one-dimensional potential of mean force
(PMF), by integrating over the Boltzmann weighted free energy of each of the CVs
separately:







where x and y represent CVs, kB is the Boltzmann factor and T is the temperature at
which the system dynamics were performed. Figure 6.3 shows free energy estimates
for all three of the different metadynamics calculations, separately as a function of
dint and cos θ every 20 ns. The free energy is shown as a function of dint and cos θ
in the left and right columns respectively.
Figure 6.3a shows estimates of the free energy of the T system as a function
of dint, throughout the simulation trajectory. This plot reveals a large free energy
well located at dint = −0.55 nm, which is filled up in the period of the simulation
trajectory corresponding to FES-9 and the system escapes. This is deduced from the
difference in the free energy of 0.8 < dint < 2.0 in FES-8 and FES-9, indicating that
the system sampled the bulk water region at the end of the simulation rather than the
well. As the final two FES estimates in Figure 6.3a differ by more than a constant
offset, it is concluded that this simulation has not completely converged however
the free energy landscape has been well sampled. Figure 6.3b shows free energy
estimates throughout the trajectory as a function of cos θ and reveals increasing
well depth for successive FESs, however the final two FES estimates are coincident
indicating that the free energy calculation has converged for the cos θ CV, if not for
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dint.
Conversely, it seems that the TP simulation has reached full convergence based
upon the results from Figures 6.3c and 6.3d. The final two free energy estimates of
the TP system as a function of dint are coincident, whilst the final three free energy
estimates of the TP system as a function of cos θ are coincident. This finding, along
with the observation that the T simulation has converged with respect to cos θ but
not to dint, suggests that cos θ is a faster converging CV than dint and this highlights
another advantage of integrating out one of the CVs and studying the resulting one
dimensional PMFs: In addition to aiding comparisons between different free energy
landscape estimates, this method also highlights the time taken for different CVs to
converge which is a useful property to know when choosing CVs in the future.
For the TE simulation, Figures 6.3e and 6.3f show the free energy estimates over
the course of the trajectory as a function of dint and cos θ respectively. These free
energy estimates suggest that this system is very close to convergence, however there
are differences between the last two free energy landscape estimates for both CVs.
The global minimum for dint is situated at −0.61 nm and the well depth remains
unchanged after the FES-2 free energy estimate in Figure 6.3e. This suggests that
the global minimum was filled relatively quickly and the regions in CV space around
this were filled once the system escaped from the large well.
An alternative, more quantitative method of estimating convergence in metady-
namics calculations is to plot the free energy difference between the global minimum
of the system and a select number of other values of a CV as a function of time
throughout the course of the trajectory. When convergence is reached, the differ-
ence between the free energy at the global minimum and at a given value of the
CV will remain approximately constant through time. The free energy difference
between the global minimum in dint and the points: dint =-1.0 nm, -0.8 nm, -0.2 nm,
0.2 nm, 1.0 nm, were chosen as they span the CV space well and represent states
where the drug molecules are deep within the monolayer tails, near the monolayer
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interface and in the bulk water. For cos θ, free energy differences between the global
minimum and the points: cos θ=-1.0, -0.5, 0.0, 0.5 and 1.0 were chosen as they
correspond to a wide range of orientations of the drug molecules. The difference
between the free energy at the minima and at the selected values of the CVs stated
above were calculated every 2 ns.
The plots in Figure 6.4 show the difference between the global minimum of the
free energy and the various different CV values stated in the preceding paragraph,
as a function of dint and cos θ in the left and right columns respectively. The con-
vergence for dint in the T system is shown in Figure 6.4a. All of the curves exhibit
fluctuations in the free energy difference for the majority of the trajectory. The
system appears to escape the free energy well at around FES-73, as fluctuations
occur only at dint = 1 nm after this showing that the free energy wells have been
sampled thoroughly. These fluctuations do suggest that this CV has not reached
convergence across the entire free energy surface, despite the fact that it appears to
be levelling out which hints at imminent convergence. As for cos θ (Figure 6.4b),
these curves exhibit relatively small fluctuations because the free energy does not
appear to change drastically across cos θ. All of the curves in Figure 6.4b remain at
constant values at the end of the simulation suggesting that the orientational CV
has indeed converged.
For the TP simulation, the convergence for dint and cos θ are shown in Figures 6.4c
and 6.4d respectively and both reveal constant values for the difference in free energy
between the test values and the global minima. This provides more concrete evidence
of convergence to accompany the results from the FES estimates in Figures 6.3c
and 6.3d.
For TE, the convergence for dint and cos θ are shown in Figures 6.4e and 6.4f
respectively. It is clear from these figures that the calculation has not yet fully con-
verged as there are still slight fluctuations in the curves at the end of the simulation.
In particular, the curves in Figure 6.4e are on a downward trend which is ongoing
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Fig. 6.4: The figures on the left column show the difference between the free energy at a
minimum and selected points along the CV as a function of dint, as a function
of time for T, TP and TE. The figures in the right column show the difference
between the free energy at a minimum and selected points along the CV as a
function of cos θ, as a function of time for T, TP and TE.
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even at the end of the obtained trajectory for the TE system.
6.4 Results and Discussion
In this section, the results from the well-tempered metadynamics simulations de-
scribed in Section 6.2 are presented and discussed. Figure 6.5 shows the FES esti-
mates of the surfactant monolayer systems as a function of the collective variables
dint and cos θ. First, the results for the TP system are discussed given that this
simulation has converged whereas the T and TE systems did not.
6.4.1 TP
The FES for the TP system is shown in Figure 6.5b. At dint = 0.5 nm, corresponding
to the TP molecule being situated in a region of the water phase in the vicinity of
the monolayer interface, the free energy is at its largest value indicating that this
is the least energetically favourable state of a TP molecule in the system. The free
energy decreases either side of this peak, indicating that there is a small energy
barrier of size ∼ 10 kJ/mol which must be overcome by the TP molecule in order
to insert into the SDS monolayer. Physically, this energy cost corresponds to the
process of disrupting the ordered interfacial water structure which was discovered at
SDS monolayer interfaces in the previous two chapters from intrinsic density plots.
It should be noted that the system free energy has very little dependence on the
cos θ CV at large distances from the monolayer interface. This is because the TP
molecule is surrounded by water molecules in all directions, which means that the
chemical environment (and therefore the free energy) is essentially unaffected by
changing the TP orientation in this region of the simulation box.
As the value of dint decreases and the TP molecule approaches, and then pen-
etrates through the monolayer interface, the free energy decreases consistently to-
wards a single free energy minimum located at dint = −0.5 nm, cos θ = 0. This
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Fig. 6.5: Two dimensional free energy surface estimates for the a) T, b) TP and c) TE
monolayer systems as a function of the collective variables dint and cos θ. The
colour bar on the right side of each plot shows the free energy difference between
a given point and the global free energy minimum in each landscape.
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means that the global free energy of a TP molecule interacting with an SDS mono-
layer corresponds physically to a state in which the TP molecule is located within
the hydrophobic tail region, oriented such that it is perpendicular to the z-axis. The
difference in free energy between the TP molecule situated at the global minimum
and in the bulk water is 130 kJ/mol. The position of this free energy minimum is in
direct agreement with the results obtained from the intrinsic drug orientation dis-
tributions for the SDS-TP-1 system in Chapter 5. The elliptical shape of this free
energy minimum reveals that the FES has a stronger dependence upon dint than
cos θ as the free energy well is more broad across cos θ than dint. The orientational
preference is still very prominent however as comparing the free energy at the points
(dint=-0.5 nm, cos θ=0) and (dint=-0.5 nm, cos θ=1.0) shows ∆F = 100 kJ/mol. A
possible explanation for this cos θ free energy dependence is as follows. When TP is
oriented parallel to the z-axis, a hydrogen bond between water molecules and either
the O1 or the O2 atom in TP will likely be broken, at the same time a larger portion
of the nonpolar TP aromatic carbon rings will be exposed to the water molecules
located within the monolayer near the surfactant headgroups.
The free energy increases as dint becomes more negative, until dint = −1.4 nm
at which point the free energy is comparable with that in the bulk water region.
The position dint = −1.4 nm corresponds to TP being located in the vacuum region,
based upon the monolayer thickness measurements conducted in the previous two
chapters. The free energy of the system increases when TP is situated in the vacuum
region because of the decreased number of energetically favourable van der Waals
interactions between the TP molecule and the surfactant tails.
6.4.2 T
The free energy surface for T is shown in Figure 6.5a. At large values of dint, the
free energy appears to resemble the corresponding behaviour that was observed for
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TP in that there is a small free energy barrier to insertion of the drug molecule
when approaching the monolayer interface from the bulk water region. In the case
of T, the barrier is discontinuous across cos θ which suggests that the simulation is
slightly undersampled and that a longer simulation is required for convergence of
the landscape, as discussed previously. However even at this stage, the simulatiom
is informative about the existence of this interfacial barrier. As the value of dint
decreases from dint = 0.5 nm to dint = 0 nm, so too does the free energy as this cor-
responds to the T molecule being located in the vicinity of the monolayer interface.
The free energy continues to decrease as dint decreases further, up to a free energy
minimum situated at approximately the same location as the global minimum in
the TP system: dint = −0.5 nm, cos θ = 0. This free energy minimum corresponds
to a state in which the T molecule is located within the hydrophobic tail region and
oriented such that it is perpendicular to the z-axis, much in the same way as the
global minimum for TP.
Despite these very similar minimum free energy states in the FESs of TP and T,
there are several distinct differences between the FES estimates. First, T appears to
exhibit three minima whereas TP has merely one, global minimum. These additional
minima for T have the same free energy value as the minimum located at dint − 0.5
nm, cos θ0 (∼ 0 kJ/mol) and correspond to states where the drug molecule is oriented
approximately parallel to the z-axis. The additional minima are located at (dint=-
0.7 nm, cos θ = 1) and (dint=-0.7 nm, cos θ = −1) showing that the T molecule
inserts deeper into the monolayer when adopting parallel orientations with respect
to the z-axis. This is presumably to ensure that the molecule is contained within
the monolayer tail region, which will require the centre of mass of T to be situated
at a more negative value of dint than for the perpendicular orientation. Another
difference between the FESs is that there is a much weaker free energy dependence
on cos θ for T than for TP. This is clearly evident by visual inspection of Figures 6.5b
and 6.5a, the FES for T has a blue strip spanning the monolayer tail region indicating
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that all of these states are low in free energy as compared to the bulk water, over
the entire range of cos θ. As postulated in Chapter 5, this is most likely due to the
motivation of TP to adopt a parallel orientation with respect to the z-axis so that all
oxygen atoms within TP are in contact with water, forming energetically favourable
hydrogen bonds. The T molecule has one less oxygen atom than the TP and TE
molecules and therefore forms fewer hydrogen bonds with water molecules at the
monolayer headgroup region. This means that T is readily able to adopt a variety
of different orientations, not merely one in which it is perpendicular to the z-axis,
as is the case for TP and TE. The orientational behaviour of T and TP, as inferred
from two corresponding FESs shown in Figures 6.5a and 6.5c, is consistent with the
intrinsic drug orientation distributions for the SDS-TP-1 and SDS-T-1 simulations
presented in Chapter 5. One additional way in which the FES plots for TP and T
differ significantly is that the free energy minima in the T landscape are 40 kJ/mol
deep, which is much shallower than the 130 kJ/mol free energy minimum in the TP
landscape. This difference in the free energy well depths for T and TP indicates
that a TP molecule is significantly more energetically stable within the monolayer
tail region, compared to a T molecule. This is in agreement with the findings of
Saaka [32], namely that SDS aggregates encapsulate a greater amount of TP than
T.
6.4.3 TE
Figure 6.5c shows the free energy surface for a TE molecule interacting with an SDS
monolayer. At large values of dint, the free energy is at its maximum and once again
there is no cos θ dependence on the free energy of a TE molecule in the bulk water
region. As dint becomes less positive, there is no energy barrier to the insertion of
TE into the monolayer observed. This is most likely due to lack of sampling in
larger values of the dint CV, as shown in Figure 6.3e. Given that TE is the largest of
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the testosterone-based compounds it seems unlikely that there would be no energy
barrier to disrupting the interfacial water layer upon transit from the bulk water
region to the monolayer interface. At the monolayer interfacial region, dint ∼ 0, the
free energy decreases as the TE molecule moves into the monolayer tail region much
in the same way as for TP and T. The specific value of dint where the free energy
begins to decrease at the interface, from the value in the bulk water, is a function of
cos θ. The most likely reason why this feature is observed for TE and not for TP is
as a result of the extended ester chain in TE. When cos θ = -1, the O2 atom in TE
is closest to the water phase and the majority of the molecule is located within the
monolayer tail region. Conversely, when cos θ = 1 the O1 atom in TE is closest to
the water phase whilst the ester chain is in the vacuum region, effectively dragging
the centre of mass location of the TE molecule away from the monolayer interface
to more positive values of dint. This is a subtle feature of the TE FES which surely
would have been missed using a distance metric without a thorough treatment of
the monolayer intrinsic surface (such as those employed in [128–130]).
As dint decreases further and becomes negative, corresponding to the TE molecule
being situated in the monolayer tail region, the FES is reminiscent to that of TP
in that there is a single global minimum located at almost the same location in
CV space but at a slightly larger value of cos θ: dint ∼ −0.5 nm, cos θ ∼ 0.1, again
corresponding to a state in which the TE molecule is located within the hydrophobic
tail region, oriented such that it is perpendicular to the z-axis. The similarities in
form of the FES estimates for the TE and TP systems are unsurprising considering
the similarities between these two compounds in both their chemistry, and their
intrinsic drug orientation profiles presented in Chapter 5. The depth of the free
energy well in Figure 6.5c is ∼ 65 kJ/mol which is significantly shallower than that
of TP. This observed discrepancy in the free energy well depth of TE and TP could
possibly be due to the increased size of TE, which may experience larger steric
barriers within the monolayer tail region.
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6.5 Conclusions
In this chapter, results from well-tempered metadynamics simulations of testosterone-
based compounds interacting with SDS monolayers have been presented in which
the depth of penetration of drug molecules, along with their orientation with respect
to the z-axis were biased and used as collective variables. The free energy surface
of the TP system was determined to have reached full convergence based upon the
criteria outlined in Section 6.3. Even though the calculations for T and TE did
not reach full convergence within the simulations conducted, the analysis in Sec-
tion 6.3 suggests that they are close to converging. Moreover, the free energy wells
in both the T and TE simulations were successfully flooded and the drug molecules
explored the majority of the other relevant regions in their respective CV space.
Given that the relevant free energy minima were flooded, reliable estimates of the
depth of the free energy wells were obtained. This permitted quantitative compar-
isons of the relative stability of the different testosterone-based compounds within
the monolayer hydrocarbon tail regions by comparing the depth of their respective
free energy minima. It was revealed that TP is by far the most stable drug molecule
within the SDS monolayer, able to lower its free energy by ∼ 130 kJ/mol by tran-
sitioning from the bulk water phase into the monolayer hydrocarbon tail region. T
and TE are only able to lower their free energy by ∼ 40 kJ/mol and ∼ 65 kJ/mol,
respectively for the same transition. This is a result which is qualitatively consistent
with the experimental observation that TP is more effectively encapsulated within
SDS aggregates than T or TE. Additionally, the depth of the free energy wells for
the simulations performed in this chapter are comparable to those found in a study
by Jämbeck et al [130] in which the free energy of permeation of both ibuprofen
and aspirin molecules within a lipid bilayer system were estimated and found to be
70 kJ/mol and 60 kJ/mol respectively. These molecules are comparable in size to
the testosterone-based compounds studied in this chapter and the similarity in the
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free energy well depths between the compounds in the current study and that of
Jämbeck et al is encouraging.
In this chapter, the insight obtained into the orientational behaviour of the
testosterone-based compounds are consistent with the MD simulations performed
on the same systems in Chapter 5. Additionally, the depth of insertion of the
testosterone-based compounds was rigorously quantified by incorporating the in-
trinsic surface into the definition of the distance CV, dint which uncovered subtle
interfacial features in the free energy surface of the TE system. The simulation
protocol utilised in this chapter can easily be applied to study the permeation of
solutes within arbitrary surfactant monolayer and lipid bilayer systems and should
therefore be useful to the wider biomolecular simulation community.
In the last three chapters, surfactant monolayers have been investigated thor-
oughly using both molecular dynamics and well-tempered metadynamics simula-
tions, with and without the presence of testosterone-based compounds. The follow-
ing two chapters focus on SDS micelles which are modelled using molecular dynamics
simulations with and without TP molecules with the aim of studying the solubili-
sation process of the surfactant-drug pairing which has been identified as being the





In Chapter 8, results are reported from all-atom MD simulations of two distinct sur-
factant micelle systems. In this chapter the design and protocol of these simulations
is explained and the analysis techniques conducted on them is described in detail.
7.1 Simulation Protocol
All-atom MD simulations have been used to investigate how the presence of TP
affects the structural and interfacial properties of a SDS micelle in an aqueous solu-
tion. In order to do so, two systems were simulated, one with only SDS and water
and the other with SDS, TP and water (these systems will be referred to as SDS
and SDS+TP, respectively, throughout the remainder of this thesis). In each case
the results of neutron scattering experiments were used to determine the number
of molecules within the micelles which have been simulated. The SDS simulation
was used to study an SDS micelle containing 80 surfactant molecules alone in an
aqueous solution. The surfactant molecules were pre-assembled into a spherical ag-
gregate using the Packmol software package [51], which was then minimised using a
118
Simulating and Analysing Surfactant Micelles
conjugate gradient minimisation algorithm. Then the system was thermalised using
an NVT simulation in which the temperature was held constant at 300 K for 240 ps.
After the thermalisation stage, the aggregate was placed into the centre of a 126 Å
× 126 Å × 126 Å simulation box with 64,083 water molecules, which results in the
concentration of the SDS in the solution being the same as that used in the neu-
tron experiments (3 g/100mL). The simulation approach applied here is similar to
a previous study of surfactant micelles in the presence of oil molecules [132]. Then
the structure of the hydrated SDS micelle was minimised in order to remove any
clashes between water molecules and SDS molecules. The system was subsequently
thermalised by employing an NVT simulation for 20 ps. Finally, the pressure within
the system was equilibrated to 1 atm using the NPT ensemble for 20 ns.
The second system was built so a TP containing SDS micelle could be studied.
First, a micelle containing 76 SDS monomers was pre-assembled using the Packmol
software package [51] in a similar fashion as the first system. The micelle was then
minimised and thermalised in vacuo in an identical manner as was used for the
SDS micelle system. Next the thermalised micelle was placed within a box of water
large enough to make the resulting concentration of SDS to be 3 g/100mL (same
as in neutron experiments). Another energy minimisation was performed on the
solvated micelle system, after which the system was thermalised at 300 K using a
NVT simulation which was 400 ps in duration. After allowing the micelle to form
the initial intermolecular interactions that stabilise it in solution, the TP molecules
were introduced into the system. In order to minimise disruption to the interfacial
water layer, the SDS aggregate and all water molecules within 5 Å of the aggregate
interface were kept from the final configuration of the thermalisation simulation.
Then, 13 TP molecules were placed just outside the interfacial water layer, ensuring
that they were within the interaction cut-off radius of 10 Å from the micelle surface.
Water molecules were re-inserted into the simulation box to ensure that the total
number of water molecules in the system was equal to that of the system before
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the addition of TP. The resulting system was subjected to an energy minimisation
simulation, followed by three further equilibration stages. First, a simulation was
carried out in order to equilibrate the pressure of the new system to 1 atm using
the NPT ensemble for 2 ns. Next, the temperature was equilibrated at 300 K by
running a NVT simulation for 100 ps. Finally, a NPT simulation was performed for
20 ns.
The resulting SDS micellar and SDS+TP micellar systems were used to carry
out the production simulations, which were performed using the NPT ensemble at a
temperature of 300 K, atmospheric pressure and run for 80 ns. All simulations were
performed using the LAMMPS simulation package [70] with the CHARMM force
field [71, 72] for the description of both inter- and intra-molecular interactions of the
SDS and TP. The TIP3P water model [65], which was modified for the CHARMM
forcefield [66], was used to describe interactions involving water. The van der Waals
interactions were cut-off at 10 Å whilst the electrostatic interactions were cut-off at
12 Å. The PPPM method [133] was used to compute long-range Coulombic inter-
actions. The LAMMPS implementation [134–137] of the Nosé-Hoover thermostat
[59] was used to fix the system temperature in all simulations, while the system
pressure was controlled using a Nosé-Hoover barostat [60] in the NPT simulations.
A timestep of 2 fs was used in all production simulations to ensure stable inte-
gration of Newton’s equations of motion with the velocity Verlet algorithm whilst
all hydrogen-containing bonds were constrained using the SHAKE algorithm [138].
The measurements discussed in Chapter 8 were conducted using the entirety of the
80 ns production periods for both simulations in which the systems were deemed to
be stable throughout, based upon stability of the eccentricity and solvent accessible
surface area measurements.
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(a) (b)
(c) (d)
Fig. 7.1: The chemical structures for SDS and TP molecules are shown in a) and b) re-
spectively with labels for key atoms shown which are referenced in the analysis.
The images in c) and d) show representative snapshots of typical configurations
of the SDS and SDS+TP micelles respectively from the production simulations.
7.2 Analysis Techniques
7.2.1 Micelle Shape and Structure
The ability to describe the shape and structure of micelles is imperative to under-
standing their behaviour. This can often prove to be challenging due to the chaotic
and dynamic nature of these aggregates. In Chapter 8, a variety of different physical
quantities and distributions are presented to describe the structure of the micelles
that are observed in the simulations described in Section 7.1.
7.2.1.1 Micelle Surface Area
First, it must be established whether the micelle system has equilibrated before
steady-state properties can be calculated. The solvent accessible surface area (SASA)
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[139, 140] is a common method employed to calculate the surface area of complex
molecular geometries and can be instructive in monitoring system equilibration. The
SASA is calculated by rolling a spherical probe, which is given a radius 1.4 Å to
approximate a water molecule, over the van der Waals surface of the micelle and es-
timating the surface area as shown in Figure 7.2a. The Voronoi tessellation method,
implemented in the Voro++ software library that is integrated into LAMMPS [141],
has also been employed to estimate the micelle surface area for means of comparison
to the SASA. This method constructs cells around the atoms, where the segments
of the Voronoi cell are all the points in the plane that are equidistant to the two
nearest sites (Figure 7.2b). The Voronoi vertices are the points equidistant to three
(or more) sites and the surface area of the micelle can be estimated by summing up
the area of the Voronoi cell faces which are on the boundary between an atom in
the micelle and an atom in the solvent.
7.2.1.2 Eccentricity
In addition to the surface area, the micelle eccentricity, η, provides an alternate
description of the micelle geometry and is also useful for monitoring equilibration.
This is defined as:
η = 1 − Imin
Iavg
(7.1)
where Imin and Iavg denote the minimum and average moments of inertia of the
micelle, respectively. When η = 0, the micelle is perfectly spherical and as η → 1
the micelle tends towards being infinitely oblong in shape. The eccentricity can also
be used as a metric for micelle equilibration, when the micelle shape stabilises the
eccentricity will converge and exhibit small fluctuations around a constant value.
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(a)
(b)
Fig. 7.2: a) A schematic diagram of how the solvent accessible surface area is calculated
from the van der Waals surface (image taken from http://csb.stanford.edu/
~koehl/ProShape/protsurf.php) b) An example of the voronoi cells for an
arbitrary molecular system (image taken from http://math.lbl.gov/voro++/
examples/irregular/irregular_l.png)
7.2.1.3 Radial Density
A more detailed description of the internal micelle structure is obtained by measuring
the density of various atomic species at a given displacement from the micelle centre
of mass, dcm. These distributions characterise the extent to which the density of
atomic species fluctuates along the micelle radial axis and they also provide some
insight into the penetration depth of water, counterions and drug molecules into the
micelle core. The radial density is determined by calculating the distance of selected
atoms from the micelle centre of mass in every snapshot and counting the number
of atoms in 1 Å thick concentric shells around the micelle centre of mass.
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The effect of water penetrating into the micelle core is of particular relevance
when studying encapsulation of hydrophobic solutes in micelles. In order to establish
how much contact there is between the hydrocarbon tails and water molecules, a
shell region within the micelle is defined in accordance to the method used by Bruce
et al.[142]. From the radial density profiles, the difference between the value of dcm
where the density of water reaches 10% of its bulk value, and the value of dcm where
the density of carbon atoms in the surfactant molecules decays to 10% of its peak
value is determined. The value of this difference gives an indication of how much
overlap exists between the water molecules and the hydrophobic surfactant tails. By
comparing the size of this shell region from the two micelle simulations, the effect
that the presence of TP molecules has on water penetration into the micelle core
can be realised.
7.2.1.4 Micelle Intrinsic Surface
The importance of providing a detailed description of surfactant aggregate interfaces
is discussed in Section 3.3.1 of Chapter 3. The complex interfacial structure of
micelles in MD simulations is typically neglected, instead the micelle is approximated
to be a well defined geometric shape (e.g. sphere, cylinder) in analyses such as the
radial density. This is a coarse aproximation which will have a negative effect on
measurements related to the interfacial properties of these systems that play a key
role in so many of their applications. The determination of the intrinsic surface will
provide a more complete picture of the interfacial structure of micelles, as they do
for surfactant monolayers.
In order to determine the intrinsic surface of the micelles studied within this
thesis, a new method has been developed which provides a continuous representation
of the surface and is calculated as follows. In an analogous way to many intrinsic
surface constructions for surfactant monolayers [78, 79, 81, 143], the choice of anchor
points is a trivial one: the sulphur atoms in the DS− headgroups. When calculating
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the distance from an atom, j, to the micelle interface, let the vector pointing from
cm to the position of j be denoted as rj. Similarly, let the vector pointing from cm to
sulphur atom i, be denoted by si. A continuous description of the micelle intrinsic
surface is desired and so this must be well defined at any given r⃗j. Moreover, the
surface function should be smooth and continuous, absent of abrupt jumps in micelle
depth like those present in [144]. To produce an intrinsic surface definition inclusive
of the desired attributes stated above, the surface is calculated as a continuous
function of all of the anchor points in the micelle. The magnitudes of the vectors
{si} provide an indication of the micelle depth at each anchor point. A weighted
average is employed to determine the micelle depth at any given point, rj, such that
the influence of anchor points is a decaying function of the angle between vectors rj
and si, denoted by θij (see Fig. 7.4). The distance to the intrinsic micelle surface
dint from any point rj, is defined mathematically as follows:
dint(rj) = |rj| −
N∑
i=1





where N is equal to the number of anchor points present in the micelle, θij
denotes the angle in radians between the vectors si and rj and λ is a free parameter
which determines how smooth the resulting intrinsic surface is. As λ → 0, the
intrinsic surface tends towards a perfect sphere, the radius of which is equal to the
average micelle radius, i.e. the average over the magnitudes of {si}. As λ → ∞,
the surface tends towards that of a Voronoi polygon where the micelle depth at rj is
equal to the depth of the anchor point which subtends the smallest angle θij. This
produces a discontinuous surface, reminiscent of that presented in [144]. Images
of the intrinsic surface for small λ (λ = 0) and large λ (λ = 1000) are shown in
Fig. 7.3. Clearly, the value of λ should be chosen to produce a surface for which
the micelle depth is close to the value of |si| in the vicinity of anchor point i, yet
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(a) λ = 0 (b) λ = 1000
Fig. 7.3: Images of the intrinsic surface constructed for the SDS micelle with λ values
set to a) 0 and b) 1000. The micelle has the same orientation in both images,
which shows the contrast in the resulting surfaces. These images highlight the
dependence of the resulting surface on the choice of λ. Note that TP molecules
have been omitted from these images for clarity.
changes smoothly and continuously in regions between anchors. The value of λ can
be systematically chosen by establishing the typical angle between the vectors {si}
of nearest neighbour anchor points throughout the trajectory, θ̄, and then use this
angle to determine λ for a specific system: λ = 1/θ̄2. In this way, the decay constant
of the function is in the order of the typical separation of nearest neighbour anchors.
This method yielded the choice of λ = 15 for the system in the SDS+TP micelle
and was used for all analysis performed.
Another complicating phenomena when trying to identify the surface of soft
interfaces is the protrusion of individual molecules further into the water phase. By
choosing λ as discussed above, it is ensured that a protruding surfactant molecule
does not especially influence the local definition of the micellar surface. This value
of λ ensures that the micelle depth in the vicinity of a dislodged surfactant will be
heavily influenced by the other anchor points, which will effectively drag the surface
back towards the rest of the micelle, as illustrated on the right hand side of Fig. 8.7b,
as opposed to creating discontinuities in the surface like those in Fig. 7.3b.
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Fig. 7.4: A schematic diagram showing various quantities discussed in the text: Coloured
rings represent isovalues of dint for a particular micelle configuration, the dis-
tance dint is shown along with the vectors si, rj and the angle θij .
7.2.1.5 Intrinsic Density
To determine the intrinsic density, the procedure is very similar to that for the
radial density (which is outlined above in Section 7.2.1.3), except that the density is
expressed in terms of dint rather than dcm. One ramification of this variable change
is the increased complexity of determining the volume of the spatial intervals used
in the intrinsic density calculation. When measuring the radial density, the volume









r′2 sin θdθdϕdr′ (7.3)
where r′, θ and ϕ are spherical polar coordinates and dR is the width of the spatial
interval. From this, an analytic expression for the volume of a spatial interval centred
at r is obtained: V (r) = 43π[(r +
dr
2 )
3 − (r − dr2 )
3], where r denotes the distance
between cm and the centre of the spatial interval. For the intrinsic density, the
volume of the spatial intervals can in principal be calculated by evaluating a similar
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triple integral over the intrinsic surface as the one presented in Eq. 7.3. However,
in this instance, r′ is a function of θ and ϕ (i.e r′ = r′(θ, ϕ)), therefore this integral
cannot be solved analytically and to solve it numerically for each spatial interval
at every snapshot would be a laborious task. Instead, the volume is estimated as
follows. First, the simulation box is divided up into a 3-D grid with a specified grid
width, dg (which should be no larger than the width of the spatial interval). The
volume of a spatial interval is then estimated by summing up the volume of each grid
element, d3g, which resides within the spatial interval. The average intrinsic density
is obtained by dividing the number of atoms located within a spatial interval by the
instantaneous volume of the spatial interval, and averaging over many snapshots
taken from a stable part of the simulation trajectory.
7.2.1.6 Water Orientation
The encapsulation process of TP molecules within an SDS micelle is affected not only
by the properties of the micelle itself, but also by the structure of the water molecules
surrounding the micelle. An instructive way to study this is through orientation
profiles of water molecules. The dipole vector of a water molecule is defined, p̂, as
a unit vector pointing from the Ow atom to the geometric centre of the two Hw
atoms in a water molecule. Then the orientation of this vector is compared with
r̂j, that is a unit vector pointing from cm to Ow. The dot product of these vectors
describes the orientation of a water molecule: cos (θ). When cos (θ) = 1.0, the water
molecule is oriented such that its dipole vector is in perfect alignment with rj, when
cos (θ) = −1.0, the water molecule is oriented such that its dipole vector forms
a 180◦ angle with rj. Probability density distributions can be constructed which
describe the likelihood of observing a water molecule with a particular orientation
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δ(d− dj)δ(cos (θ) − cos (θj))
〉
(7.4)
where ρd(cos (θ)) is the probability density of finding a water molecule with an
orientation, cos (θ) = p̂ · r̂j, for a given value of distance d. Nd is the instantaneous
number of water molecules located at d, the summation indexed by j runs over all
Nwat water molecules in the system, and δ denotes the Dirac delta function.
The radial water orientation profile is obtained by calculating the function de-
fined in Eq. 7.4 using dcm as the distance and thus describes the orientation of water
molecules as a function of their distance away from cm. Alternatively, the intrinsic
water orientation profile is produced by calculating the function defined in Eq. 7.4
using dint as the distance, which describes the orientation of water molecules as a
function of their distance away from the micelle intrinsic surface.
7.2.1.7 Gaussian Curvature
In order to characterise the curvature of the micelle surface, the coordinates of the
molecules in the micelle first need to be translated such that the cm is positioned
at the origin. Then the micelle’s intrinsic surface can be expressed by a vector in






















where the summation indexed by i, runs over the N anchor points present in the
micelle and si is the vector pointing from cm to the ith anchor point. From this
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formulation, the local Gaussian curvature can be calculated as the ratio of the first
and second fundamental forms of the intrinsic surface function, r(θ, ϕ):
κ = det (II)det (I) =
LN − M2
EG − F2 (7.6)
where κ is the Gaussian curvature, I denotes the first fundamental form with coeffi-
cients E, F and G, II denotes the second fundamental form with coefficients L, M
and N [145]. The first fundamental form is often written in the modern notation of
the metric tensor. The coefficients may then be written as:







where the components of this tensor are calculated as the scalar product of tangent
vectors r(θ, ϕ)θ and r(θ, ϕ)ϕ (the first partial derivatives of r with respect to θ and
ϕ):
gij = r(θ, ϕ)i · r(θ, ϕ)j (7.8)
To calculate the second fundamental form, denoted as II, first the normal vector
field to the surface is defined as follows:
n = r(θ, ϕ)θ × r(θ, ϕ)ϕ
|r(θ, ϕ)θ × r(θ, ϕ)ϕ|
(7.9)






where these coefficients are realised through the dot product of the normal vector
n and second partial derivatives of r: L = n · r(θ, ϕ)θθ, M = n · r(θ, ϕ)θϕ and
N = n·r(θ, ϕ)ϕϕ. Finally, the Gaussian curvature is calculated by substituting in the
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expressions for the coefficients E, F , G, L, M and N for I and II into Eqn. 7.6 [145].
This provides a description of the local curvature of the micelle intrinsic surface, a
useful property which has yet to be incorporated into the analysis of micelles in
the literature. Positive values of curvature correspond to either convex or concave
regions of the surface, whereas negative curvature values correspond to saddle points.
As an illustration of how the curvature can be incorporated into analysis of micellar
systems, the lifetimes of highly curved micelle regions are investigated in the hope of
improving understanding of the typical time scales over which the micelle geometry
fluctuates. This is achieved by choosing a curvature magnitude threshold and then
producing histograms of the time taken for the curvature of a point on the micelle
surface to change in the two following ways: i) to decrease from the positive threshold
value to 0, corresponding to a convex/concave region flattening out and ii) to increase
from the negative threshold value to 0, corresponding to a saddle point flattening
out.
7.2.1.8 Angle Distributions
Torsional effects arising from thermal fluctuations in the solvent can influence mi-
cellar structure by causing the surfactant tails to bend relative to some average
position with respect to the micelle radial axis. The SDS chain angle distribution
is a relatively simple method of determining how significant this torsional motion
is to the micelle structure. The SDS chain angle is defined as the angle between
the vectors formed between C1 (the headgroup carbon) and the micelle centre of
mass (cm), and the vector connecting C12 (the carbon of the terminal methyl group)
and the micelle COM. When this angle is zero, the chain is aligned parallel to the
micelle radial axis and when this angle is 90◦, the SDS molecule has been dislodged
from the micelle structure and the chain is at a tangent to the micelle surface. The
chain angle distributions were produced by calculating the angle between the vec-
tors defined above for every SDS molecule in every snapshot of the trajectory. The
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SDS headgroup tilt angle has also been calculated, which is defined as the angle
between the vector formed between S (the sulphur atom in the SDS headgroup) and
C1 atoms, and the vector formed between C1 and C12 atoms. When this angle is
zero, the entire molecule is aligned linearly and when this angle is 90◦ the head-
group is oriented such that it is perpendicular to the SDS hydrocarbon chain. The
distribution of this angle has also been calculated in the same manner as described
previously for the SDS chain angle.
7.2.2 Solubilisation of TP
To understand how the SDS micelles solubilise the TP molecules a useful property
to calculate is the preferred position of a TP molecule with respect to the micelle.
In order to realise this, the minimum distance between the O1 atoms of the TP
molecules and the sulphur in any SDS molecule can be calculated as a function of
time. Then, to obtain a statistical description of the position of TP molecules in
relation to the micelle, the probability that a given heavy atom (non-hydrogen) in
the SDS molecules is closest to an oxygen atom in TP was calculated.
7.2.3 Interfacial Properties of Micelles
Finally, interfacial effects of micelles have considerable influence on the ability of
solutes to penetrate through the micelle surface and into the hydrophobic core. In
order to characterise the interfacial interactions between the various molecular con-
stituents of the micellar systems and the aqueous environments, radial distribution
functions, g(r), are used. Radial distribution functions describe the probability, rel-
ative to an ideal gas, of finding a neighbour atom within a distance r of a central
species. From these g(r), the number of hydration water molecules per surfactant
is calculated using the same method as the one used for the monolayer simulations,
as described in Chapter 3.
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In the previous three chapters, results have been reported from simulations of
dodecyl sulphate monolayers which have been used to model the interface of surfac-
tant micelles. These simulations have revealed some interesting differences in the
interfacial properties of monolayers with different ions. They have also shown that
the orientational behaviour of testosterone-based drug compounds within monolay-
ers is affected by the number of polar interaction sites contained within the drug
molecules. In the next chapter, results are presented from MD simulations of SDS
micelles with and without the presence of TP as this surfactant-drug pairing was




Propionate within a Sodium
Docecyl Sulphate Micelle
This chapter is based on the following two publications;
• Atomistic Description of the Solubilisation of Testosterone Propionate in a
Sodium Dodecyl Sulfate Micelle. Allen et al, (2014) J. Phys. Chem. B. 118
(46), 13192–13201
• A novel method for constructing continuous intrinsic surfaces of nanoparticles.
Allen et al, (2017), Submitted to The Journal of Molecular Modeling
8.1 Introduction
A wide-range of surfactants have been investigated as the building blocks of nanoscale
drug delivery vehicles due to the solubilising ability of the self-assembled structures
that they form (see [14–16] and the references within). Specifically, sodium dodecyl
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sulphate (SDS, SO4(CH2)11CH3, shown in Figure 7.1a) has a relatively low toxicity
compared to other surfactants and is used for many industrial applications includ-
ing in the pharmaceutical industry as a wetting and solubilising agent in tablet
formulations.
Numerous research groups have applied experimental techniques to characterise
the solubilisation of various drug molecules within SDS micelles. Krishna and Flana-
gan used UV detection to determine that SDS significantly solubilises the antimalar-
ial drug, β-arteether [146]. On the other hand, Rangel-Yagui et al. observed that
SDS is less effective than non-ionic or cationic surfactants with the same hydrocar-
bon chain length in solubilising ibuprofen [147]. Mall et al. measured the free energy
of adhesion between four different sulphanmides and the head and tail groups of SDS
using contact angle data, and found that the most favoured interaction was adhesion
to the SDS tails, as opposed to an interaction with the headgroups [148]. A similar
finding has been presented as a result of the conductivity, spectroscopy and surface
tension measurements carried out by Göktürk and Aslan that show an increase in
trimetoorim binding as the length of the hydrocarbon chain in sulphate anionic sur-
factants increases, which led them to hypothesise that the increased binding is due
to there being more hydrophobic volume for the drug molecules in the micelles [149].
Whereas, Enache et al. used UV-vis adsorption and voltammetry experimental re-
sults to develop the hypothesis that the anticancer drug, mitoxantrone, is located
in the micelle surface layer as a result of both electrostatic and polar interactions
playing an important role in the binding of the drug to SDS micelles [150].
Since SDS aggregates in aqueous environments have spatial length scales which
are typically a few nanometers, it is challenging for experimental research to capture
a direct view of the poorly water soluble substance under investigation. Furthermore,
details regarding micellar structure on an atomic scale are hardly accessible by
experimental techniques. However, molecular dynamics (MD) simulations have been
utilised to study many surfactant aggregate systems including SDS. In these studies,
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MD simulations provide an important compliment to experimental studies because
they yield atomistic level insight into the structure and dynamics of the surfactant
systems. Atomistic detail can provide insight on interactions between specific atoms
or functional groups which in turn can be used to form a physical explanation for
the qualitative behaviour observed. If we can probe the interactions which result in
the solute’s positioning then we can also predict the preferential position of other
solutes in micelles and assess the practical potential of a given drug delivery vehicle.
A significant amount of simulation work has been carried out over the years
investigating various structural, interfacial and kinetic properties of SDS micelles
using MD simulations. The first simulation study of a SDS micelle was published in
1990, in which a 182 ps simulation showed that a micelle containing 42 SDS molecules
was spherical in shape and an initial investigation of the structural and interfacial
properties of the micelle was carried out [151]. In 1995, MacKerell published the
results of a 120 ps simulation of a micelle consisting of 60 SDS molecules, which
showed that it was spherical in shape also and that both headgroup atoms and
terminal carbons were present at the micelles interface with water [152]. Bruce et
al. conducted a 5 ns simulation of a micelle with 60 SDS molecules which resulted in
them finding a slightly non-spherical micelle. They measured the surface area of the
micelle, the orientation of the SDS chains within the micelle and the interactions
between the SDS headgroup and water and Na+ ions at the micelle’s interface [142,
153]. Since these four initial simulation studies, various simulation studies have
been conducted studying the interfacial properties of SDS micelles in an aqueous
environment [112, 154–157], as well as the effect that the type of counter ion [112],
the concentration of ions in the system [114] and the number of SDS molecules
in a micelle [158] has on the structural and interfacial properties of the micelles.
Some work has been done to study the aggregation of SDS micelles at high SDS
concentrations (∼ 1M) [114, 159]. Recently, a comparison of the various forcefields
that exist to study SDS micelles in an aqueous environment has been reviewed and
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found that only for large (aggregation number of ∼ 100 SDS molecules) micelles
does the forcefield have a significant difference [160].
Despite the abundant use of MD simulations to study the structural and in-
terfacial properties of SDS micelles, there is a distinct lack of work regarding the
solubilisation properties of drug molecules within SDS micelles. Yan et al [161]
assessed the structural and dynamical aspects of the solubilisation process of pyrene
within a sodium dodecyl sulphate micelle using MD simulations. They observed that
a free pyrene fluorescence probe was spontaneously solubilised into the SDS micelle
and preferentially resides in the hydrophobic core region. As the local concentration
of pyrene was increased, two probe molecules could enter the hydrophobic core re-
gion and an excited dimer of pyrene molecules was formed, which shortly separated
and the pyrene molecules were later found to be distributed in the micelle palisade
layer. More recently, groups have been utilising the structure of surfactant (includ-
ing SDS) micelles in combination with COSMOmic to determine the partitioning
and free energy of adsorption of drug molecules within the micelles, which allows for
a relatively fast way of determining the most probable location of a drug molecule
but does not provide any direct information regarding the interactions which govern
the encapsulation of the drugs within the micelle [125, 162].
In this chapter, results are presented from large scale all-atom MD simulations of
SDS micelles with and without testosterone propionate (TP). TP is a steroid which
is used in hormone replacement therapy. Little is known regarding the interactions
between TP and the solubilising agents used to enhance its aqueous solubility, in
particular the location of solubilised TP in relation to an SDS micelle is unknown.
The chemical structure of TP consists of both hydrophobic and hydrophilic func-
tional groups and as a result, the location of solubilised TP in a micelle is difficult
to predict. Moreover, testosterone has several analog compounds, such as testos-
terone enanthate, which have different functional groups but comparable molecular
weights. The study of this group of compounds should provide insight into the key
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Table 8.1: Average values of various structural properties of the SDS and the SDS+TP
micelles calculated from the production simulation periods. The quoted errors
are one standard deviation of the data distributions.
SDS micelle SDS+TP micelle
Eccentricity 0.11 ± 0.07 0.16 ± 0.08
Ix/Iy 1.01 ± 0.17 1.03 ± 0.18
Ix/Iz 1.04 ± 0.20 1.18 ± 0.29
Iy/Iz 1.04 ± 0.18 1.15 ± 0.28
Max lx (Å) 48.06 ± 4.98 48.22 ± 5.81
Max ly (Å) 48.21 ± 4.37 49.75 ± 5.67
Max lz (Å) 49.18 ± 5.01 53.15 ± 6.06
SASA/molecule (Å2) 169.9 ± 4.5 156.1 ± 4.2
Total SASA (Å2) 13592.8 ± 358.2 13734.9 ± 371.6
Voronoi Surface Area/molecule (Å2) 149.7 ± 2.6 136.9 ± 2.2
Total Voronoi Surface Area (Å2) 11972.1 ± 206.6 12181.2 ± 193.5
interactions which govern solubilised position of solutes in micelles.
The influences of TP on micelle structure, shape and interfacial properties is
investigated as it is solubilised into a SDS micelle. A detailed description of the TP
solubilisation process is also provided.
8.2 Results and Discussion
In this section, results are presented from all-atom simulations of the SDS and
SDS+TP micelle systems described in Chapter 7. First, the effect of TP on micelle
shape and structure is discussed, followed by a detailed description of the TP sol-
ubilisation process and finally, the change in the interfacial properties of the SDS
micelle due to the presence of TP is presented. Table 8.1 contains a summary of the
results.
8.2.1 Effect of TP on SDS Micelle Shape and Structure
The solvent accessible surface area (SASA) is shown for the SDS and SDS+TP mi-
celle systems in Figure 8.1. The SASA values remain stable during the simulations
indicating that the systems are in equilibrium throughout the majority of the pro-
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Fig. 8.1: The solvent accessible surface area of the SDS (black) and SDS+TP (red) mi-
celle systems as a function of time.
duction stage of the simulation. The average SASA per molecule for the SDS and
the SDS+TP micelle systems is 169.9Å2/molecule and 156.1 Å2/molecule respec-
tively. Note that the value for SASA/molecule calculated from the SDS+TP micelle
includes contributions from the drug molecules which are bound to the micelle sur-
face. This was done in order to not report a value that could be misleading. If it
was calculated merely from the SDS molecules it would include artificial voids from
where the TP was located and therefore overestimate the SASA.
The SASA measurements are very sensitive to the size of the probe used so in
order to remove this dependence, the surface area of both micelle systems was also
calculated using the Voronoi tesselation method. The surface areas determined from
the Voronoi tesselation yielded smaller surface area values than those calculated with
SASA, as shown in Table 8.1. This result is expected since the Voronoi surface area
measurements will be less sensitive to the roughness of the interface than those from
SASA. Also, the Voronoi and SASA surface areas show that the surface area per
molecule decreases with the inclusion of TP in the micelle. The Voronoi surface
area was separated into contributions from head, tail and TP regions of the micelle
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systems which were plotted as a function of time in Figure 8.2. From these measure-
ments, it has been determined that 42% of the surface area of the SDS micelle is due
to headgroup atoms, while 58% of the surface area is due to the hydrocarbon tails.
Whereas, in the SDS+TP micelle, 39%, 45% and 16% of the surface area is due to
the SDS headgroups, SDS hydrocarbon chains and TP molecules, respectively. The











































Fig. 8.2: The Voronoi surface area contributions from head (red), tail (green) and TP
where applicable (blue) of the SDS and SDS+TP micelles as a function of time.
The micelle shape is dynamic throughout the production periods in both sim-
ulations which is suggested by the eccentricity values typically fluctuating between
0.01-0.3. The average eccentricity values indicate that while the SDS and SDS+TP
micelles have the same general shape, the SDS+TP micelle is slightly less spherical
than the SDS micelle. This is supported by the average values for the ratios of the
moments of inertia of the micelles, which are slightly larger for the SDS+TP micelle
in accordance to the larger average eccentricity. The average values for the maxi-
mum micelle dimensions in the x and y directions are very similar for both micelle
systems however, the maximum dimension in the z direction is 4 Å larger for the
SDS+TP micelle.
The SDS chain angle distributions for both simulations are shown in Figure 8.3a
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Fig. 8.3: a) Probability distributions of the angle formed between atoms C12 and C1
of the SDS molecule (as shown in Figure 7.1a) and the micelle centre of mass
for the SDS and SDS+TP micelle systems. b) Probability distributions of the
headgroup tilt angle formed between atoms S, O and C12 in the SDS molecule
for the SDS and SDS+TP micelle systems.
and reveal that the mean chain angles for the SDS and SDS+TP micelles are 33.1◦
and 31.8◦ respectively. It was concluded that the presence of TP causes no statistical
difference between the mean chain angle distributions calculated for the micelles.
The SDS headgroup tilt angle distributions were also calculated and are shown
in Figure 8.3b. These show that the presence of TP has almost no effect on the
distribution of headgroup tilt angle either. The mean headgroup tilt angles are
almost equal at 42.9◦ and 41.1◦ for the SDS and the SDS+TP micelles respectively.
Radial density plots provide a more detailed view of the internal and external
micelle structures. Figures 8.4a and 8.4b show the average density of the different
chemical species that are found in SDS, water and TP molecules. The plots reveal
that the average micelle radius is approximately the same for both simulations,
dcm ∼2 nm which is consistent with a study conducted by Bruce et al.[153] on an
SDS micelle with an aggregation number of 60. The average micelle radius is also
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consistent with the estimate provided by taking the average of the mean values for
the maximum dimensions of the micelle in the x, y and z directions which would
give the diameter, and then dividing by two to get the radius.
The radial density plots generally show that the monomers are arranged such
that the headgroups are in contact with the water whereas the tails are contained
in the micellar core forming a hydrophobic environment. Water penetration into
the micelle core has been studied using the method used by Bruce et al. [142] and
reveals water penetration of 14.5 Å and 15.5 Å away from the micelle centre of mass
for the SDS and SDS+TP micelles respectively. Additionally, the contact between
water molecules and the hydrocarbon tails in the micelle is described by shell regions
of 9 Å and 10 Å for the SDS micelle and the SDS+TP micelle, respectively which
suggests that the presence of TP has the very slight effect of drawing water into the
micelle interior. The radial density plots can also be used to estimate the position
of TP molecules in relation to the micelle centre of mass. The oxygen atoms in TP
have a very broad density distribution, the peak of which is visible in the inset plot
in Figure 8.4b and is situated at dcm = 16.5 Å. This distribution is very broad and
spans from the micelle core to the surrounding water region. It is therefore difficult
to say, to any great degree of certainty, where the TP molecules preferentially reside
based upon the radial density plots alone.
The ability to accurately characterise the location of the TP molecules within
the SDS micelle is crucial, given that the encapsulation capacity of an aggregate
is directly related to the volume of the preffered region of the solute species. The
inconclusive result from the radial density measurements provided the motivation
to calculate the intrinsic density profiles of the SDS+TP system (Figure 8.5) to give
more insight on the structure of the various different atomic species with respect to
the micelle interface.
The intrinsic density of oxygen atoms in water molecules, Ow, is shown by the
blue curve in Figure 8.5. At sufficiently large distance values, the number density
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of Ow atoms converges to 0.033 Å−3 corresponding to a density of 1 g/mL, which is
consistent with the known bulk density of water. The intrinsic density profile of Ow
atoms differs somewhat from the radial density in that it exhibits a small interfacial
peak located at dint = 3.5 Å. This peak corresponds to the attraction between the
polar water molecules and the highly charged micelle surface. This is a subtle yet
important structural feature which is undetected by the radial density plot.
The position of TP molecules was also studied in more detail by calculating the
intrinsic density of the carbon atoms within them, as shown by the black curve in
Figure 8.5. The density of CTP vanishes at large distances and thus it is deduced
that TP is not found at large distances away from the micelle in the bulk water.
Then as dint decreases, the CTP density begins to increase gradually until it peaks
within the micelle interior at dint = −6 Å. Whilst the broad radial density profile for
oxygen atoms in TP molecules suggests that TP molecules are present both inside
and outside the micelle interior, the intrinsic density of TP molecules decreases
to 0 Å−3 at dint = 0 which shows that the TP molecules are in fact situated in the
micelle’s palisade layer between the hydrophilic heads and the first few carbon atoms
of the hydrophobic chains, not in the bulk water. Overall, the intrinsic density plots
suggest the same basic micelle shape and properties as those determined from the
radial density, however they also contain more detail about the structure of atomic
species at the interface which is particularly useful for describing the interfacial
water structure and the location of the TP molecules.
8.2.2 Water Orientation
The structure of interfacial water molecules is highly relevant to the study of encap-
sulation properties of micelles. Solutes must overcome an energy barrier which arises
from the highly ordered water structure in the vicinity of the micelle. Studying the
structure of water surrounding the micelle could provide some indications as to the
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Fig. 8.4: Radial density plots of the different chemical elements within the SDS, TP
and water molecules with respect to the centre of mass of the a) SDS and b)
SDS+TP micelles. The inset plots magnify the interfacial region of the plots
for clarity.
Fig. 8.5: The intrinsic density profiles for the SDS+TP micelle system, in which the
colours green, cyan and magenta are used to depict the density of oxygen,
carbon and sodium atoms in SDS respectively. Blue and black are used to
show the density of oxygen atoms in water molecules and carbon atoms in
TP respectively. Note that the density of Na+ has been multiplied by ten to
improve clarity.
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micelle’s potential as a solubilising agent. The orientation of water molecules was in-
vestigated by studying both the radial and the intrinsic water orientation probability
profiles of the SDS+TP micelle, as outlined earlier in Section 7.2.1.6 in Chapter 7.
The radial and intrinsic water orientation profiles are shown in Figures 8.6a and 8.6b
respectively. In both of these plots, the x-axis represents the distance (dcm or dint)
and the y-axis represents cos (θ), where θ is the water dipole angle with respect to
the vector pointing from cm to the Ow atom. Note that the integral of the proba-
bility density over cos (θ) for a fixed value of the distance variable is normalised to
1.
The radial water orientation profile, Figure 8.6a, shows that for large distances
away from the micelle, water molecules have no orientational preference when aver-
aged over many snapshots. This is because the interaction with the charged micelle
interface is very weak at large distances. This explains the approximately flat dis-
tributions of cos θ at values of 35 ≤ dcm ≤ 50. As the value of dcm decreases, the
orientation of the water molecules is significantly affected by the interaction with
the electric field arising from the micelle surface. This is evident from the yellow
region at cos θ ∼ −0.9, dcm ∼ 35 Å. This corresponds physically to an increased ten-
dency of water molecules to orient their dipoles such that the Hw atoms are closer
to the micelle surface than the Ow atoms. This effect becomes more prominent as
dcm decreases further as is clear from the broad red region in the vicinity of the
micelle interface: 18 ≤ dcm ≤ 30. As dcm decreases further still, the distribution
shifts back towards larger values of cos (θ) as seemingly water molecules which have
penetrated through the micelle interface attempt to reorient to allow favorable in-
teractions between Hw atoms and surfactant headgroups. It seems from Fig. 8.6a
that this reorientation affects water molecules as close as 8 Å away from cm, shown
by the yellow/green section on the far left of the plot, this would correspond to
molecules which are ∼ 14 Å deep in the micelle core.
Inspection of the intrinsic water orientation profile reveals qualitatively similar
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behaviour to that arising from the radial water orientation profile. At large values of
dint, corresponding to large distances away from the micelle surface, the distribution
of water molecule orientations is flat as one would expect. Whilst the intrinsic water
orientation profile also predicts the reorientation of water molecules in the vicinity
of the micelle interface, it occurs over a much smaller distance range: 0 ≤ dint ≤ 5 Å.
This region exhibits a comparatively sharp probability density peak, shown by the
bright red region in Figure 8.6b, located at cos θ = −0.9, dint = 2.5 Å. The location
of this peak is in direct correspondence with the location of the interfacial water
peak in the intrinsic density profile as one would expect. The smaller distance range
in which the reorientation occurs results in a v-shape trend where the probability
density is severely skewed towards smaller values of cos θ and then skewed back in the
opposite direction. Interestingly, the intrinsic water orientation profile shows that
the effect of the interface on the reorientation of water molecules is highly localised
to those in the vicinity of the interface. At dint ≤ -5 Å, the water orientation
probability density distribution is more or less flat like in the bulk water. It seems
then that the radial water orientation profile, in this instance at least, overestimates
the range of interaction in which the orientation of water molecules is affected by
the charged micelle surface which illustrates another instance in which the micelle
intrinsic surface is an advantageous tool for analysis.
8.2.3 Surface Curvature Lifetimes
Prior to this study, local Gaussian curvature had yet to be incorporated into analysis
of micelles in the literature. Here, this is utilised as an additional way of character-
ising micelle shape and dynamics. A curvature tolerance of 0.05 Å−1 was used for
the SDS+TP micelle system as this encompassed regions of the surface that were
highly curved, yet contained a sufficient number of examples for adequate statistics
to be collected.
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(a) Radial water orientation profile (b) Intrinsic water orientation profile
Fig. 8.6: Probability density plots for a) the radial orientation and b) the intrinsic
orientation of water molecules. The negative values of the dint variable in b)
correspond to locations within the micelle interior.
The curvature lifetime can be thought of as the time taken for a surface point,
which has an absolute value of curvature equal or greater than the tolerance, to
decrease to 0. Histograms have been produced, Figure 8.8, that show the probability
of different curvature lifetimes for concave/convex points (black curve) and saddle
points (red curve) throughout the production simulation. As curvature lifetime
increases, the curves in Figure 8.8 increase sharply from 0 to peaks in probability at
values of 0.6 ns and 0.8 ns for concave/convex and saddle regions respectively. As
the lifetime increases further, the curves decrease exponentially and tend towards 0
at large values. The probability of a highly curved surface region existing for longer
than 8 ns is practically negligible (2.5 × 10−3).
In general, the typical lifetime of a region of high curvature is fairly small at less
than 10 ns, however saddle points appear to be more stable than concave/convex
regions with a slightly larger peak lifetime and a higher probability of moderate
lifetimes as shown by the red curve exhibiting larger probability values within the
range ∼ 2.0-4.5 ns. For lifetimes > 5 ns, the two curves coincide almost exactly.
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(a) (b)
Fig. 8.7: a) The final snapshot in the production simulation of the SDS+TP micelle.
Atoms with the colours cyan, grey, red and yellow are used to represent the
elements: carbon, hydrogen, oxygen and sulphur in SDS molecules respectively.
TP molecules are omitted from this image for clarity. b) The micelle intrinsic
surface superimposed over the last configuration of the production simulation.
The colour of the surface represents the local Gaussian curvature, as defined on
the colour scale bar on the right.
Fig. 8.8: Probability histograms of curvature lifetimes in units of nanoseconds for both
convex/concave and saddle points.
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8.2.4 Atomistic Description of the Solubilisation Process of
TP into an SDS Micelle
The first step in understanding how the SDS micelles solubilise the TP molecules
is to establish the preferred position of a TP molecule with respect to the micelle.
Figure 8.9a shows the minimum distance between the O1 atoms of the TP molecules
and the sulphur in any SDS molecule as a function of time. Most of the O1 atoms in
TP molecules are found at a distance of ∼ 4-10 Å from a sulphur atom for the entirety
of the production period. From visual inspection of the trajectory, it is observed that
most of the TP molecules are oriented such that the major axis is at a tangent to the
micelle surface and the SDS headgroups are very dynamic. The TP molecules are
typically located between numerous SDS headgroups that periodically sway towards
and away from the TP resulting in the ∼ 6 Å fluctuations in the distances between
TP and the nearest SDS molecules as shown in Figure 8.9a. All but one of the
TP molecules are bound to the SDS micelle from the beginning of the production
simulation and the one unbound TP molecule adsorbs to the micelle’s surface after
45 ns which is evident by the orange curve which fluctuates significantly throughout
the first 45 ns of the trajectory and then reaches the same value of ∼ 4 − 10 Å. For
this reason that particular TP molecule is only used for the remaining analysis after
the point that it adsorbs to the surface of the micelle.
Figure 8.10 shows the probability of a heavy atom in SDS being closest to O1
and O2 atoms in TP. This shows that O1 and O2 atoms in TP are most likely to be
situated nearest to the SDS headgroup, with a sharp decrease in probability at C1
and then a gentle decay as one moves further down the SDS carbon chain before a
slight rise at C11 and C12, the terminal carbons. The probability of sulphur being
the closest heavy atom in SDS to any of the oxygens in a TP molecule is zero due
to the steric and electrostatic energy barriers arising from the three oxygens which
surround it. TP-O3 is most likely to be closest to C12 in SDS but has very low
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Fig. 8.9: a) The minimum distance between any sulphur atom in a SDS molecule and
the O1 atom of each TP molecule as a function of time. The plot shows that
one of the TP molecules does not adsorb to the micelle’s surface until after
45 ns. The different colours represent individual TP molecules. b) Snapshot
of an instance when the O1 atom of a TP molecule is closest to a C12 atom
in a SDS molecule, which is at the surface of the micelle. The SDS and TP
molecules are represented by pink and blue lines, respectively. The purple and
black spheres represent the C12 on the SDS molecule and the O1 atom on the
TP molecule, respectively.
probability of being closest to the headgroup. This corresponds to TP molecules
interacting with the SDS hydrocarbon tails which are situated within the interfacial
region of the micelle (as is shown in 8.9b), and do not represent TP molecules
penetrating into the micelle core.
The three oxygen atoms have been identified as the most prominent interaction
sites in the TP molecule due to their increased polarity, and thus hydrogen bonding
capabilities, compared to the nonpolar carbon rings. For this reason the oxygen
atoms in TP have been used to probe interfacial properties of the drug. Radial
distribution functions (g(r)) between the oxygen atoms in the TP molecules and
oxygen atoms in water molecules (Ow) have been calculated and are presented in
Figure 8.11a. The O1-Ow and O2-Ow g(r) curves show large sharp peaks between
2 and 3 Å indicating that water molecules are hydrogen bonding to these oxygen
atoms on the TP molecules, however O3 has a small peak at a much larger distance
(∼ 4.5 Å) that is probably due to the water molecules hydrogen bonded to the O2
atom on the TP molecules. This is not surprising when one considers the position
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Fig. 8.10: a) The chemical structure of TP. The atoms O1, O2 and O3 are labelled b)
The probability distributions of the closest SDS heavy atoms to each oxygen
atom on a TP molecule, which has adsorbed to the micelle’s surface.































Fig. 8.11: Radial distribution functions between oxygen atoms in TP molecules and a)
Ow atoms, b) Na+ counterions in the SDS+TP micelle simulation.
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Fig. 8.12: Histograms showing the fraction of a) O1, b) O2 and c) O3 atoms in the
adsorbed TP molecules that have a given hydration number.
of O3 in the TP, it is less exposed than O1 and O2 and it has one more covalent
bond, as shown in Figure 7.1b in Chapter 7.
The mean number of hydrating water molecules around the O1, O2 and O3 atoms
in the TP molecules were found to be 2.4 ± 1.1, 1.6 ± 0.8 and 2.2 ± 2.4, respectively.
From these values alone, one might naively think that O3 is more hydrated than
O2, which is counter intuitive. However this is rationalised when considering that
the nearest neighbour distance of O3 is 2 Å larger than that of O2 and thus a larger
volume is measured resulting in a misleadingly large hydration number. To put this
into perspective, the number of hydration water molecules per unit volume (in Å3)
for O2 and O3 are 1 × 10−2 and 6 × 10−3 respectively. Probability histograms of the
number of hydration water molecules around the oxygen atoms in the TP molecule
are displayed in Figure 8.12 and show that the second most probable hydration
number for O3 is zero, further illustrating its limited hydrogen bonding capabilities.
To determine whether the TP molecules have a preferential orientation with
respect to each other, the TP molecule was divided up into various segments, which
are shown in Figure 8.13a, and the shortest displacements between these segments on
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Fig. 8.13: a) Colour-coded picture of the segments of the TP molecules that have been
used to describe the association of TP molecules. b) Histogram showing the
probability that two neighbouring TP molecules associate via a pair of seg-
ments as defined in a). c) Probability distribution of the angle formed by the
vectors between O1 and O2 atoms in nearest neighbour TP molecules.
nearest neighbour TP molecules were calculated. Figure 7.1b shows the probability
of every different segment pairing and reveals that the most probable segment pairing
is 1 and 7 indicated by the red squares in opposite corners of the plot. This suggests
that the TP molecules prefer to be aligned in a head to tail fashion. In order to
further understand the orientation of TP molecules with one another, the angle
formed by the vectors between O1 and O2 atoms in nearest neighbour TP molecules
was calculated. Figure 8.13c shows the probability histogram of the angles found
between nearest neighbour TP molecules and exhibits a broad curve centred at
∼ 91◦. Therefore, the preferred orientation of two TP molecules are such that
they are aligned with the head of one molecule (Segment 1) is nearest to the tail
(Segment 7) of another molecule and they are oriented such that there major axes
are perpendicular to one another.
From visual inspection of the trajectory, it is observed that the TP molecules
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initially adsorb to the surface of the SDS micelle in a dense cluster, but as time
evolves they gradually start to migrate until they are approximately evenly dis-
tributed around the shell. This is quantified by the plots in 8.14 which show the TP
centre of mass locations, described by (θ, ϕ), where θ and ϕ denote the azimuthal
and zenith angles respectively. θ is the projection onto the x-y plane of the vector
from the origin to the centre of mass of a TP molecule, this angle goes clockwise
around the x-y plane from 0 - 360◦. ϕ is the angle between the z-axis and the vector
to the centre of mass of a TP molecule, this angle ranges from 0 to 180 degrees which
correspond to vectors pointing in the positive and negative z directions respectively.
Both θ and ϕ are measured relative to the micelle centre of mass coordinate frame.
Figure 8.14a shows that initially the TP molecules are clustered in dense groups
leaving large regions of the micelle’s surface unpopulated. In particular, there is a
large void at the top of the plot in the centre which corresponds to a large proportion
of the bottom hemisphere of the micelle as pictured. Figure 8.14b reveals that in a
later stage of the simulation, the blank regions of sampling are more disperse and
the data points are more equally distributed over the zenith angles.
8.2.5 Effect of TP on SDS Micelle Interfacial Properties
In order to study the effect of TP on micelle interfacial properties, a variety of g(r)s
have been calculated to describe the interactions between the SDS molecules and
their aqueous environments, and these are shown in Figures 8.15-8.16. The near-
est neighbour distance for the oxygen and hydrogen atoms of the water molecules
around the sulphur atoms in the SDS headgroup remains unchanged in the presence
of TP. The calculated nearest neighbour distances for S-OW and S-HW are 4.8 Å
and 3.5 Å respectively which are consistent with other values calculated from similar
studies of SDS micelles [159]. This also shows that the interfacial water molecules
orient themselves such that the hydrogen atoms are closer to the surfactant head-
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Fig. 8.14: Plot of the location of the centre of mass of the TP molecules as a function
of the azimuthal θ and zenith ϕ angles around the surface of the micelle at
a) an initial part of the simulation (0 - 8 ns) and b) towards the end of our
simulation (64 - 72 ns).




























Fig. 8.15: Radial distribution functions between sulphur atoms in SDS and water
molecules for the SDS and SDS+TP micelles.
groups than oxygen. Figure 8.17 shows histograms of the number of hydration water
molecules for the two micelle systems. The distributions are almost identical sug-
gesting that the presence of TP does not affect the hydrogen bonding network around
the interfacial region and this is confirmed by the mean number of hydration water
molecules around S which is 9.1 ± 2.3 and 9.2 ± 2.3 for the SDS and the SDS+TP
micelle systems respectively. Both histograms exhibit broad distributions ranging
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Fig. 8.16: Radial distribution functions between sulphur atoms in SDS and Na+ counte-
rions for the SDS and SDS+TP micelles.
from 2-15 water molecules per sulphur atom. The interfacial hydration properties
were investigated further by calculating the hydration number distributions for O4
in SDS (the oxygen atom bound to sulphur and C1) and comparing them for both
simulations. There is no significant difference between the distributions with and
without TP so that means that the hydration of the entire headgroup is unaffected
by the presence of TP.
To study the interfacial behaviour of the counterions, the g(r)s between the
sulphur atoms in the SDS headgroup and the sodium counterions of SDS were cal-
culated for both simulations, the resulting plots are shown in Figure 8.16. Ion shells
are defined to exist when the g(r) curves exhibit a peak followed by a trough. The
first and second shells of sodium ions are located at 4.2 Å and 6.8 Å respectively and
these values are in exact agreement with the study conducted by Bruce et al [153].
One way in which the data for the g(r) between the sulphur atoms and sodium ions
in SDS in the current study deviates from that of Bruce et al is that they obtain a
“slight ledge” before the first peak whereas Figure 8.16 shows a smooth first peak.
They postulate that the ledge they observe arises as a result of the favourable elec-
trostatic interactions with three of the four headgroup oxygen atoms such that the
sodium ion resides in the “pocket” formed by the tetrahedrally coordinated sulphur
atom of the headgroup. This discrepancy between the g(r)s is most likely caused by
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differences in the chosen forcefields in the respective simulations as choice of force-
field is known to affect counterion distribution [75]. Comparing the abundance of
sodium ions in the first and second ion shells in both simulations revealed that the
occupation of ions was similar for both systems but slightly less for the SDS+TP
micelle. For the SDS micelle, it was found that 21% of the sodium ions occupy the
first shell whilst 48% were contained within the first two shells. For the SDS+TP
micelle, 17% were situated in the first shell while 43% were found in the first two
shells.
To establish how the TP affects the local concentration of ions, the distribution
of sodium ions within the nearest neighbour distance of the sulphur atoms that
were closest and furthest away from any TP molecule were compared over every
simulation snapshot. The probability that one of the sulphur atoms closest to the
TP molecules have 1 or 2 sodium counterions bound to them was determined to
be 0.31. This is significantly larger than for the sulphur atoms which were furthest
away: 0.14. For comparison, the probability of a sulphur atom being bound to 1
or 2 Na+ counterions is 0.19 in the SDS micelle. Therefore, it appears that TP
molecules attract the Na+ counterions. Consulting the g(r) curves between Na+
and the oxygen atoms in the TP molecules there are very prominent first neighbour
peaks for the O1-Na+ and O2-Na+ interactions at a distance of ∼ 3.0 Å.
8.3 Conclusions
Atomistic molecular dynamics simulations have been used to investigate the struc-
tural and interfacial properties of SDS micelles with and without the presence of
TP. These micelles were created using the aggregation numbers found from recent
neutron scattering data which is different from the aggregation number of 60 that
has been previously used in most simulation studies of SDS micelles in aqueous en-
vironments. Also, care has been taken to carry out the micelle simulations at the
157























Fig. 8.17: Histograms showing the probability that a sulphur atom in the SDS headgroup
has a given hydration number for a) the SDS and b) SDS+TP micelle.
same concentration of the SDS as was used experimentally, therefore reproducing
the experimental system as accurately as possible. The structural properties of the
SDS micelle that were calculated for the micelle systems reported in this chapter
are consistent with those that have been published previously for micelles consisting
of different numbers of SDS molecules.
It has been found that the SDS micelle was slightly non-spherical with an average
eccentricity of 0.11, which is nearly identical to the values reported for micelles
consisting of 60 SDS molecules [112, 153, 158, 161] and is a bit smaller but within
error of the value reported by Palazzesi et al.[154] The earlier simulations that
showed more spherical micelles were very short simulations and so the shape of the
micelle had most likely not equilibrated [151, 152].
The surface area of the SDS micelle that was simulated in this chapter (SASA:∼
170 Å2/molecule, Voronoi: ∼ 150 Å2/molecule) is comparable to the values obtained
from other recent simulation studies of SDS micelles containing 60 molecules in an
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aqueous environment including 176 Å2/molecule [153], and 147 Å2/molecule [154].
However, in the current micelle systems which have a larger aggregation number
than the micelle studied by Bruce et al., a larger amount of the surface area consists
of contributions from hydrocarbon atoms at the interface (58%) than was found by
Bruce et al. (∼ 30%) [142].
A novel method to construct the micelle intrinsic surface was proposed and
applied to analysis. This helped to elucidate the position of TP molecules within
the SDS+TP micelle system by calculating the intrinsic density of different atomic
species in the system. Moreover, this intrinsic surface was useful when studying
the orientation of water molecules and also enabled the Gaussian curvature of the
micelle surface to be calculated.
The interfacial properties of the SDS micelles reported in this chapter are also
consistent with those found in other MD simulation studies of similar systems. The
hydration numbers that were obtained for the sulphur atom in the headgroup of
the SDS molecules (∼ 9.1) is nearly identical to that found by Rakitin and Pack
(∼ 9.4)[112] and is only slightly larger than that found by Sammalkorpi et al. (∼ 8.0)
who studied the self-assembly process of micelles and therefore had a distribution
of micelle sizes within their system [159]. The proportion of Na+ counterions found
within the distances corresponding to the first and second minima in the g(r) curves
between Na+ counter-ions and the sulphur atoms in the SDS headgroup is consistent
with the majority of other simulation studies [112, 153, 156]. Meanwhile, Sammalko-
rpi et al. found a significantly smaller proportion of Na+ counterions bound to the
sulphur atoms of the headgroup [159], but Palazzesi et al. found a significantly
larger proportion of bound Na+ ions. This is not too surprising as this seems to
be the most variable interaction observed when using different force fields for the
simulation [160].
The solubilisation process of TP molecules within an SDS micelle has been stud-
ied in detail. The TP molecules preferentially sit at the micelle surface and interact
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predominantly with the polar SDS headgroups. In some instances they seem to in-
teract with carbons on the hydrocarbon chain of SDS that are at the surface of the
micelle. Even though the TP is found at the interface, it has no observable effect
on the hydration of the headgroup of the SDS molecules in the micelle. There does
however seem to be a correlation between the distribution of the Na+ counterions at
the micelle’s surface and the location of the TP on the surface. At a given instance,
an SDS headgroup which is closest to a TP molecule is twice as likely to be bound
to 1 or 2 Na+ counterions than the SDS headgroup which is furthest away from the
TP molecules. After the TP adsorb onto the surface of the micelle they are able to
diffuse along the surface of the micelle in order to find preferential locations with
relation to one another. In doing so, the TP appear to prefer to be more or less
equally spaced on the micelle’s surface.
A natural extension of the work presented in this chapter would be to utilise
the distance from drug molecule to the micelle intrinsic surface (dint) as a collective
variable to perform metadynamics calculations of the encapsulation of TP (and other
testosterone-based compounds) within surfactant micelles. This would provide a
useful compliment to the simulations performed in Chapter 6 which studied the free
energy of testosterone-based compounds interacting with SDS monolayers. Such
simulations have been started, however they have not reached convergence at the




Throughout the course of this thesis, surfactant monolayers and micelles interact-
ing with testosterone-based compounds have been investigated using both classical
molecular dynamics and metadynamics simulation techniques. This has enabled
the study of structural and interfacial properties of the resulting aggregate struc-
tures. These simulations have been successful in developing an understanding of
the encapsulation behaviour of the testosterone-based compounds, and how this is
affected by the chemical composition of the counterion species and the drug com-
pound. The results obtained in this thesis are relevant to the rational design of oral
drug formulations in the future.
The simulations of dodecyl sulphate monolayers in the presence of different coun-
terions revealed that the choice of counterion species can have drastic effects on
the interfacial properties such as the hydration of surfactant headgroups, and salt
bridging behaviour. Spatial density maps affirm that the ammonium ions directly
compete with the hydrating water molecules for hydrogen bonds with the surfactant
headgroup. This process causes the ADS monolayers to be the least hydrated of the
monolayers studied. Furthermore, a significant increase in the salt bridging between
the DS− headgroups is seen when ammonium ions are present than when sodium
ions are, which would result in a stronger association between the headgroups at
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the micelle’s surface. It is suspected that the differences in how counterion species
interact with the surfactant headgroups stated above could be a prominent fac-
tor in producing the discrepancy between the observed encapsulation abilities of
aggregates. Specifically, Saaka performed neutron scattering experiments which in-
dicated that SDS and ADS micelles were the most and least successful surfactants,
respectively, for encapsulating testosterone-based compounds [32].
The simulations of monolayers interacting with testosterone-based compounds
presented in Chapter 4 revealed that the chemistry of the drug molecule and the
number of drug molecules present within a monolayer have little effect on the mono-
layer interfacial properties. Furthermore, it has been determined that the ADS
monolayers contain 50 % less water than the SDS monolayers which could be a cru-
cial factor in explaining the lower encapculation capacity of ADS aggregates com-
pared to SDS, due to the decreased potential for drug compounds to form hydrogen
bonds with water molecules within the monolayer. This hypothesis could be further
tested by conducting simulations of more highly polar drug molecules within the sur-
factant monolayers studied in this thesis. The interaction of the testosterone-based
compounds within the monolayers was characterised by monitoring their position
and orientation within the monolayers. This analysis revealed that the preferential
orientation of the different drug compounds varies, depending on how deep into the
monolayer tail region they are situated. Notably, drug molecules situated in the
monolayer tail region near the headgroups adopt a perpendicular orientation with
respect to the z-axis, whereas drug molecules inserted deeper into the monolayer
tend to orient themselves such that they are approximately parallel to the z-axis,
with their O1 atoms in contact with the water. This process enables hydrogen
bonding between the O1 atoms in the drug molecules and water molecules, whilst
the nonpolar ester chain is situated towards the vacuum region. This orientation




The interaction of the testosterone-based compounds with monolayers was then
investigated further by using well-tempered metadynamics simulations to estimate
the free energy of permeation of the drug molecules into SDS monolayers. These
simulations yielded free energy surfaces which showed that the global free energy
minimum for each of the testosterone-based compounds corresponds to a state in
which the drug is located within the monolayer tail region, with the drug oriented
approximately perpendicularly to the z-axis. Despite the similar form of the result-
ing free energy surfaces for the different drug compounds, the deepest free energy
minimum was observed to be for TP which is consistent with the findings of Saaka
[32]. The number of polar interaction sites within a drug molecule has a clear influ-
ence on its orientation within a surfactant monolayer as is clearly illustrated from
the free energy surface of T, which shows very little orientational dependence on
the systems free energy compared to TP or TE which both contain additional polar
interaction sites and hydrophobic domains.
To the best of the author’s knowledge, at the time of writing this thesis there are
no examples in the literature where metadynamics simulations have incorporated a
thorough treatment of the intrinsic surface of either monolayers or bilayers, when
studying the free energy of permeation of solutes within these structures. The
metadynamics protocol proposed in Chapter 6 can easily be applied to study the
encapsulation of solutes within arbitrary monolayer and bilayer systems and should
therefore be of great value in the field of biomolecular simulation in the future.
The molecular dynamics simulations of SDS micelles, with and without the pres-
ence of TP molecules presented in Chapter 8 show that the presence of TP does not
significantly affect the structural or interfacial properties of the micelle. Intrinsic
density plots elucidated that the preferred location of TP molecules in an SDS mi-
celle within the micelle palisade region, interacting predominantly with the polar
SDS headgroups. This finding is of great use to my experimental collaborators who
had previously believed that the TP molecules preferentially reside in the micelle
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core region and will be applicable to research of other, similar micelle-drug formu-
lations. The detailed structural information provided to them from the simulations
in Chapter 8 have improved the fitting of their neutron scattering data, therefore
providing an example of simulation research directly contributing to experimental
work. The novel method proposed in Chapter 7 and applied in Chapter 8 to con-
struct the intrinsic surface of micelles (and other spherical nanoparticles) will be of
great value to analysis of simulations of such systems in the future and can also be
applied as a collective variable in metadynamics calculations of the encapsulation of
solutes within micelles. Such calculations have been set up and conducted to study
the encasulation of TP within both SDS and ADS micelles to probe the effect of
the counterion species on the encapsulation process. These calculations have yet to
reach convergence at the time of writing this thesis. This is due to the challenges of
simulating such large molecular systems with limited computational resources. The
preliminary free energy surface looks promising however, and it is hoped that they
will elucidate the difference in the encapsulation process of TP for the sodium and
ammonium counterion species in the future once convergence has been achieved.
9.1 Future Directions
For future work, metadynamics simulations should be the primary technique used
to extend the work conducted in this thesis. Once the metadynamics simulations
of the SDS+TP and ADS+TP micelle systems have converged, the resulting free
energy surfaces should shed some light on the differences between their encapsula-
tion behaviour and provide more insight than merely an MD simulation of an ADS
micelle interacting with TP. After convergence of the SDS+TP and ADS+TP mi-
celle systems is reached, a natural progression would be to investigate how the free
energy surfaces of drug molecules encapsulated within different surfactant micelles
change after incrementally adding drugs into the system. This would provide a
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means to determine the encapsulation capacity of drug molecules into a particular
micelle system by monitoring the change in the free energy surface as successive
drug molecules are encapsulated. Presumably the depth of the global free energy
minimum will decrease as more drug molecules are encapsulated within the mi-
celle interior, until it is no longer energetically favourable for the additional drug
molecule to enter the micelle due to steric packing constraints. This would require
an enormous amount of computational resources so it is likely that compromises
to the simulation set-up would have to be made, such as simulating the micelles
in a smaller simulation box such that the concentration of surfactants would not
be consistent with experiments, but would deem such a computationally exhaustive
task to be feasible. Another compromise which could be made to decrease the com-
putational resources required would be to estimate the free energy of encapsulation
as a function of the depth of penetration of a drug molecule into the micelle alone,
excluding the orientational CV which would leave a much smaller CV space to be
sampled.
In addition to the drug delivery formulations studied in this thesis, there are
many other nanoscale drug delivery systems, such as block-copolymer vesicles which
should be investigated in the future, interacting with a wide range of different drug
molecules permitting the comparison of encapsulation behaviour. Due to the larger,
micrometre, length scales of block-copolymer vesicle systems, a coarse-grained sim-
ulation model would likely be required to achieve this and would produce challenges
in force field parametrisation. The work presented within this thesis, including the
novel methods proposed to describe nanoparticle interfaces is directly applicable to
simulating other nanoscale drug delivery systems such as block-copolymer vesicles.
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9.2 Limitations of Methodology
Whilst the simulation methodology used throughout this thesis has provided valu-
able insight into the molecular systems studied, such techniques are not without
their drawbacks and limitations. In particular, the trajectory lengths obtainable
from classical atomistic molecular dynamics simulations are limited to the order of
nanoseconds which is restrictive to the sampling that can be obtained. Additionally,
water molecules account for the majority of the atoms in the monolayer and micelle
simulations yet an accurate description of water molecules has been, and continues
to be a difficult challenge for researchers in the field. The TIP3P water model used
within this thesis is not polarisable which will undoubtedly affect the accuracy of
the overall dynamics. However, with the constant advancement of commerically
available computational resources, these challenges will continue to be addressed
and the field of molecular simulation will continue to move forward and play a key
role in solving some of the most important problems in society.
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A.1 Molecular axis sets
Fig. A.1 shows the molecular axis sets which were placed on the surfactant, water
and ammonium molecules and were used to construct the spatial density maps and
to investigate the molecular orientation of water molecules (via the Euler angles)
in a specific region around the DS− headgroups in Chapter 4. The axis sets are
constituted of 4 pseudoatoms. These pseudoatoms can be placed by using the centre
of mass position of a selection of atoms, or alternatively, they can be placed as a cross
product of two vectors. This is very useful because the axes must be orthogonal to
each other. Note that a slightly different set of molecular axes were used to construct
the bivariate probability plots as a function of cos(θcm) and ϕcm presented in the
main article. The alternate frames of reference presented the results in a clearer
way.
180
(a) DS− (b) H2O (c) NH+4
Fig. A.1: Molecular axes that were used to construct the SDMs and study the orienta-
tions of molecules for the (a) dodecyl sulfate headgroup, (b) the water molecule
and the NH+4 counterions. The axes for the dodecyl sulfate headgroup and the
water molecules are shown in blue. The axes for the NH+4 ions are shown in
red rather than blue so as not to clash with the blue nitrogen atom.
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