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Stochastic simulation models are increasingly popular for analyzing complex stochastic systems. However,
the input distributions required to drive the simulation are typically unknown in practice and are usually
estimated from real world data. Since the amount of real world data tends to be limited, the resulting es-
timation of the input distribution will contain errors. This estimation error is commonly known as input
uncertainty. In this paper, we consider the stochastic simulation optimization problem when input uncer-
tainty is present and assume that both the input distribution family and the distribution parameters are
unknown. We adopt a nonparametric Bayesian approach to model the input uncertainty and propose a
nonparametric Bayesian risk optimization (NBRO) framework to study simulation optimization under input
distribution uncertainty. We establish the consistency and asymptotic normality of the value of the objec-
tive function, the optimal solution, and the optimal value for the NBRO problem. We further propose a
simulation optimization algorithm based on Efficient Global Optimization (EGO), which explicitly takes
into account the input uncertainty so as to efficiently solve the NBRO problem. We study the consistency
property of the modified EGO algorithm and empirically test its efficiency with an inventory example and
a critical care facility problem.
Key words : Gaussian process, stochastic simulation optimization, input uncertainty, asymptotic properties,
Efficient global optimization
1. Introduction
In many practical problems, one common task for the decision maker is to make decisions so
as to optimize the performance of a system. In an inventory system, for example, a manager
needs to decide the optimal ordering level. As real systems can be quite complex, directly
conducting physical experiments on the real systems can be extremely expensive. To cope
with this, simulation models are increasingly being used by practitioners to make inferences
about the system and to make decisions. These simulation models are approximations of
the real systems, and are typically cheaper and easier to develop. Such an optimization via
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simulation (OvS) approach, also referred to as simulation optimization, aims to find the
best design variable that optimizes some simulation output values. One classical stochastic
simulation optimization problem (minimization) is formulated as
min
x∈X
Eξ∼P c [h(x,ξ)] (1)
where x ∈ Rd is the design variable that we aim to minimize with a continuous box-
constraint design space X , ξ ∈ Rl is a random variable that accounts for the random
effects of the system, h is the simulation output that depends on both x and ξ, which is
stochastic due to the randomness of ξ, e.g., the h(x,ξ) can be the simulated steady-state
cost in the inventory problem, which is stochastic as it depends on the random demand ξ.
The expectation in (1) is taken with respect to the distribution of ξ, i.e., ξ∼P c. This P c
is usually referred to as the true input distribution (Zhou and Xie 2015, Wu et al. 2018).
In practice, however, the true input distribution that drives the simulation run is usually
unknown. Only a finite set of real world data ξ1, · · · ,ξn ∼ P c is available, from which an
estimated input distribution, denote by Pˆ can be obtained. One common approach is to
treat Pˆ as the true input distribution and the uncertainty arising from the estimation is
ignored. Then the following problem is usually considered instead:
min
x∈X
Eξ∼Pˆ [h(x,ξ)] (2)
If the size n of the dataset is small, this may lead to a poor estimation Pˆ . Then the
best design for solving problem (2) can be quite different from that of (1), and hence the
obtained design can be sub-optimal or even wrong. The uncertainty arising from a finite
data estimation is called input uncertainty, and ignoring the input uncertainty can have a
nonnegligible impact on the evaluation of the performance of the system (Song et al. 2014,
Lam 2016) as well as on the simulation optimization (Wu et al. 2018, Wang et al. 2019a).
There has been quite a sizeable literature focusing on solving the stochastic simu-
lation optimization problem given by (2), ignoring input uncertainty. There are three
main streams in this literature: methods involving metaheuristics (O´lafsson 2006), gra-
dient based methods (Kushner and Yin 2003), and metamodel based methods (Barton
and Meckesheimer 2006). These three types of methods have been shown to be efficient
at solving (2), and each has its own advantages and limitations, under different scenar-
ios. Metamodels, the statistical approximate models of the simulation models, are easy to
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develop. Besides, metamodel-based methods require no strict assumptions on the objec-
tive functions, making them more attractive in pragmatic applications. Xu et al. (2015)
provides a comprehensive review of simulation optimization methods.
Although most simulation optimization methods can only be applied directly to the case
when the input uncertainty is ignored, some recent research has started trying to take
input uncertainty into account in the simulation optimization problem. Realizing the risk
in solving problem (2), Zhou and Xie (2015) considered a simplified case where the input
distribution belongs to a known parametric family and P c can be fully characterized by an
unknown input parameter λc, i.e., P c =Pλc . They tried to find how to consider the input
uncertainty arising from not exactly knowing λc in simulation optimization. By taking a
Bayesian perspective, Zhou and Xie (2015) viewed λc as a random variable λ. A prior
was posed on λ and a posterior distribution pi for λ was then computed, conditionally
on the real world data. This pi was then used to quantify the knowledge about the true
input parameter λc. Based on the posterior distribution, Zhou and Xie (2015) proposed
the Bayesian Risk Optimization (BRO) framework:
min
x∈X
ρλ∼pi [Eξ∼Pλ [h(x,ξ)]] (3)
where ρ is a risk function which can be, for example, the expectation, the mean-variance,
the value-at-risk (VaR), or the conditional value at risk (CVaR). Zhou and Xie (2015)
pointed out that BRO outperforms (2) when the size n of the real world dataset is small
and h is sensitive to λ. Wu et al. (2018) further proved the consistency and asymptotic
normality of the optimal value of the BRO for the four risk functions. Pearce and Branke
(2017) and Wang et al. (2019a) proposed algorithms based on Gaussian processes to solve
the BRO problem for the expectation risk function. However, all of these papers only
consider the case that ξ follows a distribution belonging to a known family. Taking the in-
ventory problem as an example, a random demand ξ is assumed to follow some parametric
distribution, e.g., P c = exp(λc), where λc is the unknown true input parameter. However,
the assumption of a known family of distribution can be too restrictive in practice, espe-
cially for situations where no prior knowledge about the input distribution is available. In
addition, real world data usually exhibit rich properties such as multi-modality, skewness,
and excess kurtosis, which can not be captured well by the standard parametric families.
Thus, there will always be a selection error for the distribution family, even when there
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is a large amount of real world data. To mitigate the input distribution selection error,
Chick (2001) proposed Bayesian Model Averaging (BMA), which takes into account both
the uncertainty in the distribution family and in the input parameters. However, it can
still be difficult to select several candidate parametric families in the first place.
Given the limitations of parametric approaches, modeling input uncertainty in a non-
parametric perspective has been studied over the years (Lam 2016) in the stochastic sim-
ulation community. Existing methods, including direct resampling (Barton and Schruben
1993), bootstrap resampling, uniformly randomized empirical distribution function (Barton
and Schruben 2001), and Dirichlet process mixtures (Xie et al. 2019), aim to quantify the
input uncertainty and construct confidence intervals of the simulation output (Ankenman
and Nelson 2012, Song and Nelson 2015). However, none of them considers the impact of
this uncertainty on the simulation optimization. To the best of our knowledge, the inclusion
of input uncertainty in the stochastic simulation optimization problem when neither the
input distribution family nor the input parameter is known has not yet been comprehen-
sively explored. In the present paper, we consider the stochastic simulation optimization
problem when the distribution family of P c is unknown. In addition, we focus on the risk
neutral case and choose the expectation risk function. Specifically, we first extend the BRO
problem with the expectation risk function to the case when the distribution family of
P c is unknown, and we call this the extended Nonparametric Bayesian Risk Optimization
(NBRO) problem. We further provide the asymptotic properties of the NBRO problem.
Then we modify a metamodel-based method, the popular Efficient Global Optimization
(EGO) algorithm, to solve the NBRO problem. We provide both the theoretical and em-
pirical convergence for our proposed algorithm to illustrate its efficiency. The proposed
algorithm can be viewed as an extension of Wang et al. (2019a), whose algorithms can
only be applied when the input distribution family is known.
The rest of this paper is organized as follows. Section 2 introduces a nonparametric
Bayesian modeling approach to the input distribution and formulates the NBRO problem.
Section 3 provides the consistency and asymptotic normality properties of the value of the
objective function, optimal solution, and optimal value obtained from the NBRO problem.
The modified EGO algorithm for solving the NBRO as well as its theoretical convergence
properties are introduced in Section 4. In Section 5, we present the results of experiments
involving an inventory example and a critical care facility problem to show the empirical
Wang, Zhang, and Ng: A nonparametric Bayesian approach for simulation optimization with input uncertainty
Manuscript 5
convergence of our proposed algorithm, as well as the advantages of the NBRO which
considers input uncertainty over an approach ignoring input uncertainty. The whole article
is concluded in Section 6 and future directions are discussed.
2. The nonparametric Bayesian risk optimization (NBRO) problem
In this section, we will extend the BRO problem (given by (3)) to the case when the
input distribution family of P c is unknown. We will refer to the extended problem as the
Nonparametric Bayesian Risk Optimization (NBRO) problem.
2.1. Bayesian Risk Optimization (BRO) with expectation risk function
In order to hedge the risk of solving the approximate problem given by (2), instead of
using the estimator Pˆ , we model P c with a posterior P ∼pi and aim to solve the following
problem:
min
x∈X
g(x) = EP∼pi [Eξ∼P [h(x,ξ)]] . (4)
The outer expectation in (4) is taken with respect to the posterior of P . The inner expec-
tation is taken with respect to the distribution of ξ. The original BRO problem proposed
by Zhou and Xie (2015) assumed the distribution family for P to be known and that the
distribution can be characterized by the input parameter λ. Then the formulation given by
(4) can be reduced to Equation (3). Here, we aim to extend the BRO problem to consider a
more general case in which the distribution family is unknown, and the input distribution
P is modeled with a nonparametric Bayesian approach.
2.2. Nonparametric Bayesian modeling of the input distribution and nonparametric
Bayesian risk optimization (NBRO)
In the following, we introduce a nonparametric Bayesian approach to modeling the un-
known input distribution.
Recall P c is the true input distribution from which the real world data are collected.
Denote the real world data set by Dn = {ξ1, · · · ,ξn}. From the frequentist perspective,
the empirical distribution function Pˆ can be used to estimate P c as follows: Pˆ (t) =
1
n
∑n
i=1 I(ξi ≤ t). An alternative way to estimate P c is from a Bayesian perspective, where
we model the unknown P c as a random P . Specifically, a prior pi0(P ) is first assumed on
P , which is our initial belief about P c. Then, given the real world data Dn, the posterior
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distribution of P is updated as pi(P |Dn) which is our current knowledge of P c after ob-
serving Dn. One advantage of the Bayesian approach over the frequentist approach is that
we can incorporate prior knowledge about the real input process in the prior distributions.
If no prior knowledge is available or assumed, non-informative priors can be used. In this
paper, we assume that no information about the input distribution family is available.
In this case, the parametric Bayesian approach to model the input uncertainty (Wang
et al. 2019a) can not be used. The most commonly used prior for distributions without
the assumption of a parametric family is the conjugate Dirichlet process prior (Ferguson
1973).
The Dirichlet process is a family of stochastic processes whose realizations are proba-
bility distributions. The Dirichlet process prior can be parametrized by the concentration
parameter α and the base distribution P0, and is then denoted by DP (α,P0). The base
distribution P0 is a distribution that can be thought of as a prior guess for P
c. It is the
mean value of the Dirichlet process, which draws distributions “around” it. The parameter
α controls how tightly concentrated the prior is around P0. The larger the concentration
parameter, the more concentrated the prior is around P0. Therefore, high values of α imply
high confidence in P0 and a low α represents a vague belief. The concentration parameter
α can be thought of as the number of “initial” data points to obtain P0. Given the real
world data ξ1, ...,ξn ∼P c and the chosen Dirichlet process DP (α,P0) as the prior, we can
derive the posterior distribution, which is also a Dirichlet process:
pi(P |ξ1, ...,ξn)∼DP (α+n,
αP0 +
∑n
j=1 δξj
α+n
).
where δ is the Dirac delta measure
δξi(E) =
1 if ξi ∈E0 if ξi /∈E (5)
where E is any event in the event space. The base distribution, which is the mean of
the posterior Dirichlet process as well, becomes
αP0+
∑n
j=1 δξj
α+n
= α
α+n
P0 +
n
α+n
( 1
n
∑n
j=1 δξj),
which is a weighted average of the prior base distribution P0 and the empirical distribution
1
n
∑n
j=1 δξj . With P ∼ pi(P |ξ1, ...,ξn), our knowledge about P c as well as the corresponding
input uncertainty can be quantified. As n goes to infinity, the posterior Dirichlet process
will converge in distribution to the true input distribution P c (Hjort et al. 2010).
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It is worth mentioning that Xie et al. (2019) adopted another nonparameteric Bayesian
model, the Dirichlet Process Mixture model (DPM) to model the input uncertainty. The
DPM uses component densities from a parametric family , such as gamma, normal, log-
normal etc. and represents the weights of the mixture components with a Dirichlet Process.
Here, we adopt the Dirichlet Process instead of the DPM for several reasons. The Dirichlet
Process is flexible and has been successfully applied to capture different characteristics of
distributions for different applications (Christensen and Johnson 1988, Heath et al. 2012,
Barcella et al. 2018). It requires fewer assumptions than the DPM, for which appropriate
parametric family needs to be carefully chosen based on empirical experience (Hjort et al.
2010). In addition, the posterior distribution of a Dirichlet Process prior is also a Dirichlet
Process, and it is easy and cheap to obtain samples from the Dirichlet Process posterior
using the algorithm of stick breaking process (Hjort et al. 2010). In contrast, the posterior
of a DPM prior is intractable, and time-consuming Gibbs samplers are required to gener-
ate samples from the posterior. Furthermore, the present work focuses on the simulation
optimization of expensive simulation models with a limited budget of simulation runs. In
this situation, metamodels are needed to propagate the input uncertainty to the output
and computational efficiency in constructing the models is required.
As we do not make any parametric assumptions on P , we call problem (4) the Nonpara-
metric Bayesian Risk Optimization (NBRO) problem, where the input distribution P is
modeled with the nonparameteric Bayesian approach described above.
3. Asymptotic properties of NBRO
In this section, we study the consistency and asymptotic normality of the NBRO prob-
lem. For consistency, we show that as the size n of the real world dataset tends to in-
finity: 1) the objective function of the NBRO, i.e., EP∼pi[Eξ∼P [h(x,ξ)]], will converge
(in probability) pointwisely to true objective function Eξ∼P c[h(x,ξ)]; 2) the optimal de-
sign (solution) obtained from NBRO, xn = arg minxEP∼pi[Eξ∼P [h(x,ξ)]], will converge to
the true optimal design: x∗ = arg minxEξ∼P c [h(x,ξ)] in probability; 3) the optimal value,
EP∼pi[Eξ∼P [h(xn,ξ)]], of the objective function of the NBRO will converge to the true opti-
mal value Eξ∼P c[h(x∗,ξ)] of the objective function in probability. These consistency results
support the method of solving the NBRO problem in (4), as it will approach the solution
of the true problem in (1) as n gets large, even if the true underlying input distribution
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P c is unknown. In the ideal case of an infinitely large sample size of the real observations,
solving the NBRO problem is asymptotically equivalent to solving the true problem.
We also investigate the asymptotic normality property of the solutions as well as the
function value. These results can provide confidence intervals for the value of the objective
function, the optimal solution, and the optimal value. The confidence intervals can further
be used to quantify the uncertainty in using the proposed NBRO framework. For example,
one can specify a tolerance level of the variance (or the width of the confidence interval),
based on which they can determine the minimum amount of real world data needed to
achieve the target variance with the estimators of the asymptotic variances.
Both consistency and asymptotic normality are theoretical evidence supporting the as-
sertion that NBRO is a well founded way to optimize the simulation system when the
input uncertainty is modeled using the Dirichlet process. Before proceeding to the specific
theorems and proofs, we make the following assumption about h(x,ξ) and ξ.
Assumption 1.
(i) h(x,ξ) is Lipschitz in x and ξ, i.e., there exists positive constants L1, L2, and L3 such
that
|h(x,ξ1)−h(x,ξ2)| ≤L1||ξ1− ξ2||, ∀x
|h(x1,ξ)−h(x2,ξ)| ≤L2||x1−x2||, ∀ξ.
||∂xh(x1,ξ)− ∂xh(x2,ξ)|| ≤L3||x1−x2||, ∀ξ.
where ∂x means taking the partial derivative with respect to x and ‖·‖ denotes the euclidean
norm.
(ii) ξ has bounded support, i.e., there exists a compact set Ω = [ξ
1
, ξ1]× [ξ2, ξ2]×· · ·× [ξl, ξl]
such that ξ ∈Ω, where l is the dimension of ξ.
The assumption on Lipschitz continuity limits how fast the function h(x,ξ) can change
with respect to both x and ξ, and is an assumption often applied in simulation models
that are studied in the operational research community, see Fan and Hu (2018), Ghosh and
Lam (2019). The assumption of bounded support for ξ holds for most simulation models.
For example, in an inventory problem, the random demand is usually bounded.
To establish the consistency and asymptotic normality, we need the following lemma to
transform the objective function given in Equation (4) into a summation of some indepen-
dent and identically distributed (i.i.d.) terms. This summation representation allows us to
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use results on the empirical process to analyze the asymptotic behavior of the estimators
given by Equation (4). In this paper, all the theoretical proofs are provided in the electronic
companion.
Lemma 1. Suppose Assumption 1 holds. Then
Epi[EP [h(x,ξ)]] =EP0
α
α+n
h(x,ξ) +
1
α+n
n∑
j=1
h(x,ξj). (6)
Now we can prove the consistency and asymptotic normality given by the following two
theorems. Put f(x) = EP c [h(x,ξ)]. Suppose that xn = arg minxEpi[EP [h(x,ξ)]] and x∗ =
arg minxEP c[h(x,ξ)] = arg minx f(x). The following Theorem 1 and Theorem 2 summarize
the results of consistency and the asymptotic normality respectively. We use→p to denote
the convergence in probability and  to denote the convergence in distribution.
Theorem 1. Suppose Assumption 1 holds. Then
(i) (Consistency of the value of the objective function) As n→+∞,
Epi[EP [h(x,ξ)]]→p EP c [h(x,ξ)].
(ii) (Consistency of the optimal solution) Suppose x∗ is well separated, i.e.,
inf
|x−x∗|≥
f(x)> f(x∗) (7)
As n→+∞,
xn→p x∗.
(iii) (Consistency of the optimal value)
Epi[EP [h(xn,ξ)]]→p EP c [h(x∗,ξ)].
Theorem 2. Suppose Assumption 1 holds, and further assume that EP c
(
∂h(x∗,ξ)
∂x
)2
exists
and that f ′′(x∗) = ∂
2EP c [h(x∗,ξ)]
∂x2
6= 0. Then
(i) (Asymptotic normality of the value of the objective function.) As n→+∞,
√
n (Epi[EP [h(x,ξ)]]−EP c [h(x,ξ)]) N(0, σ2h(x)),
where σ2h(x) = Var(h(x,ξ)).
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(ii) (Asymptotic normality of the optimal solution)
√
n(xn−x∗) N(0, σ2x)
where σ2x =EP c
(
∂h(x∗,ξ)
∂x
)2
/(f ′′(x∗))2.
(iii) (Asymptotic normality of the optimal value) As n→+∞,
√
n (Epi[EP [h(xn,ξ)]]−EP c[h(x∗,ξ)]) N(0, σ2h(x∗)),
where σ2h(x∗) = Var(h(x
∗,ξ)).
Remark 1. Our results coincide with the results in Wu et al. (2018) for a special case.
Here, we consider an example when ξ is a binary variable with P (ξ= ξ1) = θ
c and P (ξ=
ξ2) = 1− θc. According to our Theorem 2, we have
√
n (Epi[EP [h(x,ξ)]]−EP c[h(x,ξ)]) 
N(0, σ2h(x)), where σ
2
h(x) = Var(h(x,ξ)) = (θ
ch2(x,ξ1) + (1− θc)h2(x,ξ2))−(θch(x,ξ1)+(1−
θc)h(x,ξ2))
2 = θc(1− θc) (h(x,ξ1)−h(x,ξ2))2 .
Since ξ is a binary random variable with parameter θc, we apply the re-
sults in Wu et al. (2018). According to Theorem 4.4 of Wu et al. (2018),
√
n (Epi[EP [h(x,ξ)]]−EP c [h(x,ξ)])  N(0, σ2), where σ2 = (∂θEh(x,ξ))2 I(θc)−1 =
(θch(x,ξ1) + (1− θc)h(x,ξ2))′2θ I(θc)−1 = (h(x,ξ1) − h(x,ξ2))2I(θc)−1 = θc(1 −
θc) (h(x,ξ1)−h(x,ξ2))2 as I(θc) = 1θc(1−θc) for binary variable ξ. Hence, for this special
case, our results for general nonparametric models recover the results of Wu et al. (2018).
Furthermore, when x = x∗, we can also recover the asymptotic variance provided in
Theorem 4.13 of Wu et al. (2018).
Remark 2. Wu et al. (2018) assumes a parametric family for the input distribution and
determines the asymptotic properties for four risk functions: the expectation, the mean-
variance, the value-at-risk, and the conditional value-at-risk, while the present paper fo-
cuses on the expectation risk function with unknown parametric family for the input
distribution. Wu et al. (2018) and the present paper both complete the proof of the con-
sistency properties of the value of the objective function, the optimal solution, and the
optimal value, as well as the asymptotic normality of the value of the objective function
and the optimal value. In addition, we also provide here the proof of the asymptotic nor-
mality of the optimal solution, which is not covered by (Wu et al. 2018). The asymptotic
normality of the optimal solution is important as it can help decision makers quantify
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the uncertainties in the estimator for the optimal solution. The uncertainties are closely
related to the trustworthiness of the solution: a large variance implies the estimator might
be very different from the true optimal solution. The uncertainty can also be quantified
using confidence intervals, where a large interval corresponds to high uncertainty. Further,
linking the uncertainty to the size of real world dataset n will also allow decision makers
to design the data collection scheme to control the error within their tolerance levels.
4. An efficient approach to NBRO: an algorithm based on Gaussian process
It was shown in Section 3 that the NBRO problem is valid, and now we aim to propose
an efficient algorithm to solve it. If we write the inner expectation in (4) as f(x,P ) =
Eξ∼P [h(x,ξ)], then problem (4) is equivalent to
min
x
g(x) = EP∼pi[f(x,P )], (8)
where x ∈ Rd,ξ ∈ Rl, ξ ∼ P , and pi is a multidimensional Dirichlet process posterior.
Here, we consider the case when the different dimensions of ξ are independent, i.e., we
consider independent univariate input distributions. In this case, the distribution of each
dimension of ξ can be modeled independently with a univariate Dirichlet process posterior
P (i), i= 1, · · · , l, and then P = P (1)×P (2) · · ·×P (l). Note that f(x,P ) can only be estimated
through noisy simulation outputs h(x,ξ). In addition, the design space X is continuous.
Hence it is impossible to evaluate all possible design–distribution points (x,P ) to get full
information about the surface of f(x,P ). Here we focus on the goal of making the best
use of the finite simulation runs to solve (8). With a limited budget, algorithms based on
Gaussian process (GP) have been shown to be efficient and effective in solving simulation
optimization problems (Frazier 2018).
In order to use GP-based optimization algorithms to solve (8), a GP model for g(x) is
required. Since the simulation budget is limited, we cannot estimate observations of g(x)
with direct simulation methods (Chick 2001, Zouaoui and Wilson 2003) which require a
large number of simulations at each design point. Therefore, the simulation output on g(x)
is not readily available and only the simulation output on f(x,P ) is observable. In this
case, we would like to first obtain a GP model as an approximate model for f(x,P ), and
develop an approximate model for g(x). Then we apply this approximation of g(x) in the
EGO algorithm to efficiently solve the problem (8).
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4.1. Stochastic GP model of f(x,P)
Let y(x,P ) , h(x,ξ) be the stochastic simulation output at (x,P ), and f(x,P ) be the
mean function of the simulator. We assume that the simulation output y(x,P ) is a real-
ization of a random process that can be described by the following model:
y(x,P ) = F (x,P ) + . (9)
The stochastic noise  is assumed to follow a normal distribution with mean 0 and finite
constant variance, i.e., ∼ N(0, σ2 ). This assumption is appropriate for many simulation
models as the outputs is often the average of many basic simulation outputs. The unknown
mean response is modeled by a stochastic process F (x,P ), which can be interpreted as the
prior for the unknown mean function of the simulator. F (x,P ) is assumed to be a Gaussian
process with mean l(x,P )>β and covariance function ΣF , where l(x,P ) is a q× 1 vector
of basic functions and β is a q × 1 vector of trend parameters. The mean (also termed
as trend) l(x,P )>β captures the global spatial information. The covariance function ΣF
is used to measure the local spatial correlation of F between any two points (x,P ) and
(x′,P ′): ΣF ((x,P ), (x′,P ′)) = Cov(F (x,P ), F (x′,P ′)) = τ 2RF ((x,P ), (x′,P ′);θ), where
RF is the correlation function with parameter θ and τ is the variance parameter.
If a Gaussian prior is additionally selected for β, i.e. β ∼ N(b,Ω), with appropriately
chosen b and Ω, then stochastic process F (x,P ) used to model the mean function is
F (x,P )∼GP (l(x,P )>b, l(x,P )>Ωl(x,P ) + τ 2RF ((x′,P ′), (x′,P ′);θ)) (10)
The metamodel is flexible enough to encompass different types of prior information about
the mean response (Xie et al. 2014). The global spatial information can be incorporated
by choosing the basis functions l(x,P ) and the prior over β. The local spatial correlation
can be represented by the covariance function τ 2RF ((x
′,P ′), (x′,P ′);θ).
Suppose the initial sample size is r · s, i.e., we can evaluate f(x,P ) through simula-
tion at s design–distribution pairs, and denote them by {(x1,P1), · · · , (xs,Ps)}. At each
sample design–distribution pair, r replicates of the simulation are conducted. Denote the
simulation output at (xi,Pi) for the jth simulation replicate by yj(xi,Pi). The simulation
output sample mean is then y¯(xi,Pi) =
1
r
∑r
j=1 yj(xi,Pi), and the observed simulation out-
put sample mean vector is Y¯s = {y¯(x1,P1), · · · , y¯(xs,Ps)}. Given the simulation results of
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Y¯s = {y¯(x1,P1), · · · , y¯(xs,Ps)}, our belief about F can be updated. If the parameters τ and
θ are known, the posterior distribution Fs(x,P ) , F |Y¯s ∼ GP(ms, ks) can be obtained,
where ms and ks are the mean and covariance function of the GP Fs(x,P ) respectively:
ms(x,P ) = l(x,P )
>βˆ+ τ 2RF ((x,P ), ·;θ)T [τ 2RF (θ) + Σ]−1(Y¯s−L>βˆ) (11)
ks((x,P ), (x
′,P ′)) = τ 2RF ((x,P ), (x′,P ′);θ)− τ 4RF ((x,P ), ·;θ)T [τ 2RF (θ) + Σ]−1RF ((x′,P ′), ·;θ)
+ η(x,P )>
[
Ω−1 +L[τ 2RF (θ) + Σ]−1L>
]−1
η(x′,P ′)
(12)
where L is a q × s matrix that collects the l(x,P ) vectors for all s ob-
served points, βˆ =
(
Ω−1 +L(τ 2RF (θ) + Σ)−1L>
)−1 (
L(τ 2RF (θ) + Σ)
−1Y¯s + Ω−1b
)
and
η(x,P ) = l(x,P ) − L(τ 2RF (θ) + Σ)−1τ 2RF ((x,P ), ·;θ) (Rasmussen 2004). The pos-
terior mean ms can be used to approximate f(x,P ). ks((x,P ), (x
′,P ′)) is the
posterior covariance between any two design–distribution pairs, and the posterior
variance of F is S 2s (x,P ) = ks((x,P ), (x,P )). In addition, τ
2RF ((x,P ), ·; )T =
[Cov[F ((x,P )), F ((x1, P1))], · · · ,Cov[F ((x,P )), F ((xs,Ps))]]T is an s × 1 vector, and
τ 2RF (θ) is the s × s covariance matrix across the s observed points, and Σ =
Diag{1
r
σ2 · · · , 1rσ2} = 1rσ2I is an s × s matrix. If there is no prior knowledge about
the trend, which is often case (as our experiments in Section 5), then a constant value
l(x,P )>β = β0 is commonly used (Xie et al. 2014, Ankenman et al. 2010). In addition,
a vague prior is imposed on β0, i.e β0 ∼ N(0,Ω), where the Ω−1 → 0. In this case, the
metamodel becomes the nugget-effect model (Cressie 1992).
The parameters τ , θ and σ2 in the metamodel are unknown and need to be estimated.
One common approach is to estimate τ , and θ with the maximum log-likelihood method
(Rasmussen 2004, Ankenman et al. 2010), and to use the pooled variance of the simulation
outputs to estimate σ2 . Another approach is to impose prior distributions on the parameters
and model the parameter uncertainty with a hierarchical Bayesian framework, see Ng and
Yin (2012), but this would increase the computational efforts.
For the stochastic GP model Fs(x,P ), we also need to properly define or choose the
correlation function between (x,P ) and (x′,P ′). We assume x and P are independent of
each other. Denote the correlation function by RF ((x,P ), (x
′,P ′) = rX (x,x′)rM(P ,P ′),
where rX (x,x′) and rM(P ,P ′) are correlation kernels. The correlation kernels need to
be symmetric and positive definite. For rX (x,x′), there are many choices, including
the squared exponential, Matern correlation kernels, etc. In this article, we adopt the
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most widely-used squared exponential correlation kernels (Rasmussen 2004): rX (x,x′) =
exp{−∑di=1 (xi−x′i)22θ21,i }, where θ1,i, i = 1, · · · , d are length scale parameters. For rM(P ,P ′),
we use the form rM(P ,P ′) = exp{−
∑l
j=1
D2(P (j),P (j)′)
2θ22,j
}, where D2(P (j), P (j)′) is some mea-
sure of the distance between the input distributions P (j) and P (j)′, and θ2,i, i= 1, · · · , l are
length scale parameters. In order to make the GP model valid, the measure of the distance
between distributions D2(·, ·) need to result in positive definite correlation kernel.
There are several candidates satisfying this property, such as the total variation, the
squared Hellinger distance, the Jenson–Shannon divergence (these three measures are f -
divergence measures proposed by Hein and Bousquet (2004) and Fuglede and Topsoe
(2004)), and the quadratic Wasserstein distance (Bachoc et al. 2017). In this paper, we
choose the Wasserstein distance instead of the three f -divergence measures for the fol-
lowing reasons. The f -divergence measures only consider the pointwise difference between
the input distributions, while the Wasserstein distance considers both the mass difference
pointwise and the difference between points. Here we use a simple example for illustra-
tion. Consider the three distributions denoted by A, B, and C in Figure 1. The distance
between B and A and the distance between C and A are the same in terms of the three
f -divergence measures, whereas the Wasserstein distance between C and A is larger than
the Wasserstein distance between B and A. Intuitively, the Wasserstein distance is more
reasonable as the characteristics of the distribution differs more between C and A, where
the difference between the mean values of C and A (4− 2 = 2) is larger than that between
B and A (2.5−2 = 0.5) and the difference between the median values of C and A (5−1 = 4)
is also larger than that between B and A (2.5−2 = 0.5). In short, the Wasserstein distance
considers the whole shape of the distribution, and thus provides a more reasonable mea-
sure of the distance between distributions. In addition, we conducted a side experiment
by constructing GP models based on the three f-divergence measures and the Wasserstein
distance in order to compare their fitting performance with an inventory simulator (see
details of the simulator in Section 5). The GP model based on Wasserstein distance out-
performs the three f-divergence measures in terms of both mean loglikelihood and mean
absolute error with leave-one-out cross validation over 100 macroreplications.
Formally, the quadratic Wasserstein distance between two univariate distribu-
tions Q and Q′, denoted by WD(Q,Q′), is defined by D2 (Q,Q′) = WD(Q,Q′) =
infτ∈γ(Q,Q′)E(z,z′)∼τ [|z− z′|2, where γ(Q,Q′) is set of the joint distributions of (z, z′) whose
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marginal distributions are Q and Q′. The Wasserstein distance between two univariate dis-
tributions can be calculated efficiently with the algorithm provided by Peyre´ et al. (2019).
Figure 1 Comparison of Wasserstein distance and the three f -divergence measures
4.2. Approximate model for g(x)
With Fs(x,P ) as the approximate model for f(x,P ), we aim to derive the approximate
model for g(x) = EP∼pi[f(x,P )]. Specifically, we consider the following process:
Gs(x) = EP∼pi[Fs(x,P )]. (13)
By rewriting (13) as the limit of Riemann sums (De Oliveira and Kone 2015), it can be
shown that Gs(x) is still a GP. The mean and covariance of Gs(x) can be derived as
follows.
E[Gs(x)] =
∫
P
E[Fs(x,P )] ·pi(P |Dn)dP =
∫
P
ms(x,P ) ·pi(P |Dn)dP (14)
Cov[Gs(x),Gs(x
′)] =
∫
P
∫
P ′
pi(P |Dn)pi(P ′|Dn)ks((x,P ), (x′,P ′))dP ′dP (15)
The integrals in (14) and (15) can be estimated numerically through Monte Carlo (MC)
techniques. Specifically, NMC samples of {P1, · · · ,PNMC} can be generated from pi(P |Dn)
to compute
E[Gs(x)]≈ µs(x) = 1NMC
∑NMC
i=1 ms(x,Pi) (16)
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Cov[Gs(x),Gs(x
′)]≈ cs(x,x′) = 1N2MC
∑NMC
i=1
∑NMC
j=1 ks((x,Pi), (x
′,Pj)) (17)
Var[Gs(x)]≈ σ2s(x) = cs(x,x). In fact, we have µs(x) = E
[
1
NMC
∑NMC
i=1 Fs(x,Pi)
]
and
cs(x,x
′) = Cov( 1
NMC
∑NMC
i=1 Fs(x,Pi),
1
NMC
∑NMC
j=1 Fs(x
′,Pj)). Furthermore, as
Gˆs(x) =
1
NMC
∑NMC
i=1 Fs(x,Pi) (18)
is a finite sum of Gaussian random variables, Gˆs(x) is a Gaussian process with mean µs(x)
and covariance cs(x,x
′). The above Gˆs(x) can then be used to approximate Gs(x) and
used as the approximate model for g(x). Then Gˆs(x) is our current knowledge about the
surface of g(x) after the initial evaluations. The MC samples Pi in (18) are generated from
the posterior pi. Popular sampling methods, such as the algorithm of the stick-breaking
process (Hjort et al. 2010), can be used to generate the samples Pi efficiently.
4.3. EGO with Input Uncertainty to Select (xs+1,Ps+1)
In this section, we aim to modify EGO, a popular global optimization algorithm first pro-
posed by Jones et al. (1998), to guide the selection of (xs+1,Ps+1) for the next evaluation.
4.3.1. Overview of EGO EGO was first introduced to solve the deterministic sim-
ulation optimization problem when the simulation outputs are deterministic. EGO starts
by evaluating at an initial set of evaluation points to estimate a GP model and then takes
sequential steps to search the space. The subsequent evaluation point is determined by
maximizing the expected improvement of the new function evaluation over the current best
evaluations, which is defined as the Expectation Improvement (EI) criterion calculated
based on the GP model. The EI criterion not only aims to choose points that can reduce
the value of the objective function the most, but also considers the uncertainty at unob-
served points, enabling it to balance the search within local areas of current optimum and
unexplored areas away from previously observed points. The optimum is finally determined
by the minimum of the simulation output at the already sampled points.
4.3.2. Modified EGO with input uncertainty algorithm In order to adapt the
EGO for the stochastic optimization problem and take into account the input uncertainty
to solve (8), we need to answer two questions: what are the current best values of g(x) and
what is the predictive distribution of g(x) after a new hypothetical evaluation is generated?
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Recall that in Section 4.2, we derived a GP model Gˆs(x) for g(x) with the predictive
mean being µs(x). Here, we estimate the current best values upon which we aim to improve,
denoted by T , as the the best predictive mean µ(x) over the already sampled design points,
i.e., T = min{µs(x1), · · · , µs(xs)}.
To answer the second question, we need to derive the predictive distribution Gˆs+1(x) con-
ditional on the evaluation at an arbitrary point (xs+1,Ps+1), denoted by Gˆs+1(x|xs+1,Ps+1).
Before obtaining the predictive distribution Gˆs+1(x|xs+1,Ps+1), we need to first derive the
predictive distribution Fs+1(x,P ) conditional on evaluation at (xs+1,Ps+1), denoted by
Fs+1((x,Pi)|xs+1,Ps+1). Then we have
Gˆs+1(x|xs+1,Ps+1) = 1Nmc
∑Nmc
i=1 Fs+1((x,Pi)|xs+1,Ps+1). (19)
Suppose we denote the value evaluated at (xs+1,Ps+1) by ys+1. Conditioning on
this value, we can derive the conditional distribution Fs+1((x,P )|xs+1,Ps+1, ys+1) ∼
GP (m′s+1, k
′
s+1) with the following mean and covariance:
m′s+1(x,P ) =ms(x,P ) +
ks((x,P ),(xs+1,Ps+1))
ks((xs+1,Ps+1),(xs+1,Ps+1))+
1
r
σ2
[ys+1−ms(x,P )]
=ms(x,P ) +
ks((x,P ),(xs+1,Ps+1))√
ks((xs+1,Ps+1),(xs+1,Ps+1))+
1
r
σ2
Z,
(20)
k′s+1((x,P ), (x
′,P ′)) = ks((x,P ), (x′,P ′))− ks((x,P ),(xs+1,Ps+1))ks((x′,P ′),(xs+1,Ps+1))ks((xs+1,Ps+1),(xs+1,Ps+1))+ 1rσ2 , (21)
where Z ∼N (0,1) is a standard normal random variable.
Then from Equation (19), we can obtain the distribution of Gˆs+1(x|xs+1,Ps+1, ys+1),
whose conditional mean and covariance can be derived as
E
[
Gˆs+1(x|xs+1,Ps+1, ys+1)
]
= 1
Nmc
∑Nmc
i=1 m
′
s+1(x,Pi)
= 1
Nmc
∑Nmc
i=1 ms(x,Pi) +Z
1
Nmc
∑Nmc
i=1
ks((x,Pi),(xs+1,Ps+1))√
ks((xs+1,Ps+1),(xs+1,Ps+1))+
1
r
σ2
∼N
(
1
Nmc
∑Nmc
i=1 ms(x,Pi),
(
1
Nmc
∑Nmc
i=1
ks((x,Pi),(xs+1,Ps+1))√
ks((xs+1,Ps+1),(xs+1,Ps+1))+
1
r
σ2
)2)
,
(22)
Cov[Gˆs+1(x|xs+1,Ps+1, ys+1), Gˆs+1(x′|xs+1,Ps+1, ys+1)] = 1N2mc
∑Nmc
i=1
∑Nmc
j=1 k
′
s+1((x,Pi), (x
′,Pj)).
(23)
It can then be derived that Gˆs+1(x|xs+1,Ps+1)∼N (µ′s(x), σ′2s (x)), where
µ′s(x) =
1
Nmc
∑Nmc
i=1 ms(x,Pi), (24)
Wang, Zhang, and Ng: A nonparametric Bayesian approach for simulation optimization with input uncertainty
18 Manuscript
σ′2s (x) =
(
1
Nmc
∑Nmc
i=1
ks((x,Pi),(xs+1,Ps+1))√
ks((xs+1,Ps+1),(xs+1,Ps+1))+
1
r
σ2
)2
+ 1
N2mc
∑Nmc
i=1
∑Nmc
j=1 k
′
s+1((x,Pi), (x,Pj).
(25)
If we only consider the updated value at xs+1 resulting from a new evaluation at
(xs+1,Ps+1), then the expected improvement over the current best values, the proposed EI
based infill criterion, is given by
EIT (xs+1,Ps+1) = EGˆs+1[(T − Gˆs+1(xs+1|xs+1,Ps+1))+|Y¯s]
= ∆Φ
(
∆
σ′s (xs+1)
)
+σ′s (xs+1)φ
(
∆
σ′s (xs+1)
)
(26)
where ∆ = T −µ′s (xs+1) and T is the approximated current best value for g(x). Although
the value of g(xs+1) is unknown, we have derived an approximation given by the distri-
bution Gˆs+1(xs+1|xs+1,Ps+1). Hence, the improvement given by T − Gˆs+1(xs+1|xs+1,Ps+1)
is averaged with respect to the marginal distribution Gˆs+1(xs+1|xs+1,Ps+1). Since
Gˆs+1(xs+1|xs+1,Ps+1) is a normal random variable, the EI function can be computed ana-
lytically.
The next design–distribution pair is selected with arg max(xs+1,Ps+1) EIT (xs+1,Ps+1), i.e.,
the point that can on average improve the objective function value most is selected. We then
use r simulation replications to evaluate on the point (xs+1,Ps+1) to obtain the simulation
output y¯(xs+1,Ps+1). The GP model is updated and next evaluation point is selected again
based on the above EI criterion. This way of selecting evaluation points is iterated until the
total simulation budget N ×r is exhausted. Denote VN = {x1, · · · ,xn}, the set of all design
points visited by the time the budget has been exhausted. The minimizer of the predictive
mean µN(x) of GˆN(·) over the VN is returned as the final approximate minimizer, i.e.,
xˆ∗ = arg minx∈VN µN(x). As more and more points are evaluated, the approximate model
Gˆ(·) can better and better approximate the objective function g(x), and consequently the
accuracy of the approximation of xˆ∗ is also improved. Algorithm 1 below outlines the
general steps of our proposed algorithm.
Remark 3. In the present paper, we have modified the EGO algorithm to consider the
input uncertainty. Other GP-based algorithms, such as Sequential Kriging Optimization
(Huang et al. 2006), Knowledge Gradient (Frazier et al. 2009), Informational Approach
to Global Optimization (Villemonteix et al. 2009), Expected Excursion Volume (Picheny
2015) can also be adapted and adjusted for input uncertainty. Here, we use EGO as it is
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Algorithm 1 Modified EGO Algorithm with Input Uncertainty
1: Given i.i.d. real world data Dn = {ξ1,ξ2, · · · ,ξn} of size n and the Dirichlet process
prior DP (α,P0) on the input distribution P , derive the posterior pi(P |Dn);
2: Initialization: Generate {x1,x2, · · · ,xs} using Latin Hypercube Sampling from
the uniform distribution with support X and generate {P1,P2, · · · ,Ps} ran-
domly from pi(P |Dn) to obtain an initial set of design–distribution sample pairs
{(x1,P1), (x2,P2), · · · , (xs,Ps)}. Let Vs = {x1, · · · ,xs}, the set of all design points vis-
ited;
3: Run the simulation experiment at these initial sample points with r replica-
tions at each point and obtain the observed output sample mean vector Y¯s =
[y¯(x1,P1), y¯(x2,P2), · · · , y¯(xs,Ps)]T ;
4: Validation: Based on Y¯s, construct a stochastic GP model Fs(x,P ); Perform cross-
validation (e.g., Leave-one-out cross validation) to ensure that the metamodel is valid;
5: while s≤N − 1 do . N × r is the total budget
6: Generate P1, · · · ,PNMC from pi(P |Dn); Derive the model Gˆs(x,P )∼GP(µs, cs) for
g(x);
7: Selection: Choose the subsequent design–distribution point (xs+1,Ps+1) that max-
imizes EIT (xs+1,Ps+1) in Equation (26);
8: Run simulation experiments at (xs+1,Ps+1) with r replications and obtain the ob-
served output mean y¯(xs+1,Ps+1), set Y¯s+1 = [Y¯s, y¯(xs+1,Ps+1)]
T ;
9: Update: update the stochastic GP model Fs(x,P ) based on Y¯s+1;
10: Set Vs+1 = Vs ∪xs+1 and set s= s+ 1;
11: return xˆ∗ = arg minx∈VN µN(x).
straightforward to calculate and is the most commonly used GP-based simulation opti-
mization algorithm.
4.3.3. Convergence analysis of the modified EGO algorithm In this section,
we aim to study the convergence of our modified EGO algorithm. The modified EGO
algorithm is proposed to find the optimal value of the NBRO problem. Here, we aim to
show that 1) the NBRO problem in Equation (4) can be well-solved by our proposed
algorithm when the number of real world data points n is fixed and the simulation budget
N goes to infinity; 2) if both n and N goes to infinity, the estimated optimal value/solution
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would converge to the optimal value/solution of the true problem in Equation (1). We first
introduce our main assumptions.
Assumption 2. X is a compact space.
Assumption 3. The parameters τ,θ, σ of the GP model are assumed known.
Recall xn = arg ming(x) and let x̂
∗
N be the solution returned by the proposed algorithm
when the simulation budget is N . The main theorem we are going to prove is as follows:
Theorem 3. Suppose Assumptions 2–3 hold. Then as N tends to infinity, we have
g(x̂∗N)− g(xn)≤ op(1), (27)
i.e., x̂∗N nearly minimizes g(x).
A natural corollary of the above theorem is that the sequence of points returned by
Algorithm 1 converges to the global minimizer in probability if the set of optimum points
includes only one element.
Corollary 1. Suppose Assumptions 2–3 hold. If the global optimal solution of g(x) is
unique, then the following two results hold
xˆ∗N →p xn, as N →∞.
When the number of real world data points n can also be increased to be infinity, we have
the following result.
Corollary 2. Suppose conditions in Corollary 1 hold. Then for all  > 0, there exists
n0 > 0 such that for all n
′ >n0, there exists N ′ which depends on n′, such that P(|xˆ∗N−x∗| ≥
)<  and P (|g(xˆ∗N)− f(x∗,P c)| ≥ )<  for any N ≥N ′. In other words,
xˆ∗N →p x∗, as n, N →∞.
g(xˆ∗N)→p f(x∗,P c), as n, N →∞.
Remark 4. Corollary 2 shows that, when both the size of the real world dataset n and
the simulation budegt N become large enough, the optimal solution/value returned from
our algorithm can converge to the optimal solution/value of the true problem.
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5. Numerical Experiments
5.1. An Inventory Example
In this section, we focus on the inventory problem of Fu and Healy (1997), which has
been widely used to test the empirical performance of simulation optimization algorithms
(Jalali et al. 2017, Wang et al. 2019a). We will first test the empirical convergence of the
optimal value/solution of the NBRO objective function to the optimal value/solution of
the objective function under the true input distribution f(x,P c). We will then examine the
empirical convergence of our proposed modified EGO algorithm in obtaining the optimal
value/solution of the NBRO objective function. Lastly, we will compare the performance of
our approach, which explicitly takes into account input uncertainty with approaches which
overlook input uncertainty. This is to further highlight the importance of considering the
NBRO problem when input uncertainty is high.
5.1.1. Settings of the Inventory Simulator and Experiment In the inventory
problem of Fu and Healy (1997), a company manages the inventory of a single product
with a periodic review policy. At the end of each period (e.g., each week), the company will
check the inventory position with the following rule: if the inventory position is above the
basic ordering level (denoted by s), the company will not order; If the inventory position
is below s, the company will order the difference between the order-up-to level (denoted
by S) and the inventory position. The decision variable x= [s,S] is two dimensional. The
customer demand, denoted by ξ, is stochastic and is independently identically distributed
according to a distribution P across different periods. The cost includes the fixed ordering
cost = 100, unit cost = 1, holding cost = 1, and backorder cost = 100. The candidate
decision space is {x = [s,S]|s ∈ [10000,22500], S ∈ [22600,35000]}. All these parameters
used in this experiment are set to be the same as in Jalali et al. (2017). The simulator
has been coded in Python, and has been validated by comparison with that of Jalali et al.
(2017). The length of the simulation run was set to be 1000 periods with a warm-up length
of 100 periods per simulation. The simulator output is the steady-state cost, which is the
cost averaged over the 900 (= 1000 − 100) periods. For a given decision x and a given
demand distribution P , each simulation run produces an output y(x, P ) = h(x, ξ), ξ ∼ P .
The expected steady-state cost (expected simulation output) for a given decision x and a
given demand distribution P is denoted by f(x, P ).
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We assume the true distribution of the demand P c to be exp(λc), where λc = 0.0002
is the true value of the input parameter. The true expected steady-state cost function is
denoted by f(x, P c). Ideally, we aim to solve the problem of minx f(x, P
c). When the true
demand distribution P c is exponential, there is a closed form expression for the expected
cost function, and the optimal decision can be calculated analytically. The expected cost
function is given by
f(x, P c = exp(λc)) = 1
100
[
1
λc
+
[
100 + s− 1
λc
+ 0.5λc(S2− s2) + 101
λc
e−λ
cs
]
/[1 +λc(S− s)]] . (28)
In practice, however, the true input distribution P c is unknown (i.e., both the exponential
distribution and the value of λc are unknown). Instead, only a finite set of real data
Dn = {ξ1, · · · , ξn}, where ξi ∼ P c, i = 1, · · · , n can be observed. Therefore, we cannot use
the analytical expression in (28) to calculate the optimal decision x∗ = arg minx f(x, P c)
directly. What is available is the simulator, from which the simulation output y(x, P ) can
be obtained for a given decision x and a given demand distribution P .
Under the NBRO approach, we model P c as a random variable P . We assume a Dirichlet
prior for P with α = 1 and P0 = uniform(0,max(ξ1, ...ξn)) (as recommended in (Gelman
et al. 2013)). Then we solve the problem of minx g(x) = EP∼pi[f(x, P )]. As the exact form of
f(x, P ) and g(x) is unknown, our proposed GP algorithm first builds a GP model Fs(x, P )
for f(x, P ) and then constructs a GP model Gˆs(x) for g(x). Both Fs(x, P ) and Gˆs(x) are
updated sequentially as additional points are selected to be evaluated by our proposed
EGO algorithm. When the total budget is exhausted, the optimal solution is returned
based on µN(x), the predictive mean for g(x), as follows: xˆ
∗ = arg minx∈VN µN(x).
5.1.2. Empirical Convergence and Asymptotic Normality of the NBRO The-
oretical convergence properties of the NBRO are provided in Section 3. Here, we aim to
illustrate the empirical convergence of the optimal value/solution of the NBRO to the
optimal value/solution of the f(x, P c) for finite n. We consider two evaluation metrics,
|f(x∗, P c) − ming(x)| and ||x∗ − arg ming(x)||. As g(x) is not directly observable, we
approximate it by 1
10000
∑10000
i=1 y¯(x, Pi), where y¯(x, Pi) is the average of 1000 simulation
outputs at (x, Pi), and we use a grid search over a large set of the design points to ob-
tain minx g(x) and arg minx g(x). We consider nine cases of the number n of real world
data points, with n set at 10, 20, 50, 100, 500, 1000, 10000, 100000 and 500000. We con-
ducted 100 replications and calculated the mean values of the |f(x∗, P c)−ming(x)| and
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Figure 2 Empirical convergence of the NBRO opti-
mal value to the true optimal value
Figure 3 Empirical convergence of the NBRO opti-
mal solution to the true optimal solution
||x∗−arg ming(x)|| and their 95% confidence intervals over the 100 replications. The results
are shown in Figure 2 and Figure 3. The two figures show that the optimal value/solution
of the NBRO will approach to the optimal value/solution of f(x, P c) as n becomes large.
In addition, the Jarque–Bera normality test (Jarque and Bera 1980) on the values of
√
n(f(x∗, P c)−ming(x)) and Mardia’s multivariate normality test (Mardia 1980) on the
values of
√
n(x∗− arg ming(x)) over the 100 replications tests both confirm normality for
n= 500000, which helps validate Theorem 2 (ii) and (iii).
5.1.3. Empirical Convergence of the Proposed Algorithm In this section, we
test the efficiency of our proposed algorithm in solving the NBRO problem given by (8).
We define gGAP = |minx g(x)− g(xˆ∗)| and gxGAP = ||arg minx g(x)− xˆ∗||. These are
used to test whether the returned value/solution of our proposed GP algorithm is able to
converge to the optimal value/solution of g(x).
We follow the suggestion of Jones et al. (1998) to take the initial size of the design
sample to be 10× d = 30, where d= 3 is the dimension of the function, and sequentially
select an additional 100 points to be evaluated. For evaluation at each point (x, P ), we
use r = 10 replications to determine the value of y¯(x, P ). Therefore, the total budget is
(30 + 100)× 10 = 1300. We conducted 100 macro-replications and calculated the means of
both gGAP and gxGAP and their 95% confidence intervals. We set n = 10. The results
are shown in Figure 4 and Figure 5. The two figures show that as the number of iterations
(budget) increases, the optimal value/solution returned by our algorithm is able to get
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Figure 4 Empirical performance in terms of gGAP of
our GP based algorithm with respect to the
size of the budget.
Figure 5 Empirical performance in terms of gxGAP
of our GP based algorithm with respect to
the size of the budget.
close to the optimal value/solution of the g(x). We observe similar convergence trends
when n increases to 1000.
5.1.4. Comparison of the NBRO with existing approaches In this section, we
aim to compare the NBRO approach with some other approaches for solving problem (1)
when the true input distribution P c is unknown.
As was mentioned in Section 1, when the true input distribution P c is unknown, it is
common in practice to ignore the input uncertainty and directly use an estimated input
distribution Pˆ as if it were the true input distribution. This approach then solves (2),
ignoring the input uncertainty. We refer to this approach as the Plug-In (PI) approach.
The empirical cumulative distribution computed from the real data, Pˆ (t) = 1
n
∑n
i=1 1ξi≤t,
is usually chosen as the estimated input distribution. The PI approach can be solved
using sequential kriging optimization (SKO), a variant of the EGO algorithm, proposed
by Huang et al. (2006), in which a GP model is built for f(x, Pˆ ) with predictive mean
denoted by fˆ(x, Pˆ ). The obtained optimizer is given by xˆ∗ = arg minx∈V ′N fˆ(x, Pˆ ), where
V ′N is the set of all evaluated design points. In addition, modeling the input uncertainty
from a parametric Bayesian perspective is also widely used (Xie et al. 2014, Wu et al.
2018, Wang et al. 2019a). Specifically, it is assumed that the true input distribution P c
belongs to some parametric family of distributions, with an unknown input parameter
λc. Similar to the NBRO, we consider the risk-neutral case. The objective function is
minx∈X Eλ∼pi [Eξ∼Pλ [h(x, ξ)]]. The equation can be solved with an modified EGO algorithm
combined with the integrated mean squared error criterion proposed in Wang et al. (2019a).
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Here, we will refer to this approach as the parametric Bayesian (PB) approach. For the
parametric Bayesian approach, we consider two cases. One is that the parametric family of
the input distribution is correctly selected, i.e., the exponential distribution (denoting this
case as “PB exponential”). Another is that the parametric family is wrongly selected to be
log-normal (denoting this case as “PB log-normal”). Here, we aim to investigate the effect of
the choice of the parametric family on the performance. For “PB exponential,” the random
demand ξi is assumed to follow exp(λ) with the parameter λ. A non-informative Jeffreys
prior p(λ)∝ 1/λ is posed on λ and the posterior distribution is the Gamma distribution. For
“PB log-normal,” the natural logarithm of the random demand ln(ξi) is assumed to follow
the normal distribution N(µ,σ2) with parameter µ and σ2. We assume a non-informative
Jeffreys prior p(µ,σ2)∝ 1/σ2 for the two parameters: then the posterior distribution is the
Normal-Inverse-Gamma distribution.
We define GAP = |f(x∗, P c)− f(xˆ∗, P c)|: it measures directly the loss incurred from
the estimated minimizer xˆ∗. We use also 100 macro-replications with different initial Latin
Hypercube design points for each macro-replication. For a given macro-replication, the four
approaches start with the same initial design points. Twenty points are selected sequentially
after the initial design. Therefore, the total budget is (30+20)×10 = 500. Here we consider
the performance of these approaches under different levels of input uncertainty, which can
be roughly controlled by the size n of the real world dataset. We consider four cases of this
number n: 10, 50, 100, and 1000. The results of the comparison are summarized and shown
in the box plots in Figure 6. We use Mood’s median test (Mood 1954) with a significance
level of 0.05 to test whether there are significant differences between the medians of the
GAP of the different approaches.
We first compare the performance of NBRO and PI in order to see the potential benefits
of NBRO. Mood’s median test shows that the difference is not significant when n is 1000.
When n is 10, 50, or 100, the differences are significant. When n is equal to 1000, the GAP
performances for both approaches tend to be zero, and the variance of this measure is
small. This result can be expected because as n increases, the level of the input uncertainty
will decrease. When n tends to infinity (i.e., the input uncertainty vanishes), both the
posterior pi(P |Dn) and the empirical cumulative distributions Pˆ will be similar to the true
input distribution P c. As a result, both the NBRO and the PI approaches will reduce to
the true problem (1), and hence it is expected that the minimizers from both approaches
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Figure 6 Boxplot of the GAP values for the approaches (NBRO, PI, Bayesian Parametric (exponential) and
Bayesian Parametric (gamma)) under different levels of input uncertainty. The black solid lines within
the boxes represent the medians.
converge. However, when n = 10 and n = 50, the performance of the NBRO approach is
significantly better than that of the PI approach. When n = 100, the proposed NBRO
approach achieves both a smaller median and variance than its counterpart. Although for
this amount of data the median of the PI approach is not very large, its variance is large,
indicating that this approach is highly dependent on the estimated empirical distribution
Pˆ . This result is consistent with our motivation for proposing NBRO (as highlighted in
Section 1). It also can be noted that when n becomes large, like n = 1000 and with a
reasonably finite number of the simulation evaluations, like 500 in this example, the GAP
values of the NBRO become very close to 0 with very small variance, which indicates that
the estimated solution approaches to the true solution.
Now we compare the performance of the NBRO and the parametric Bayesian approach
with both correct and wrong families of parametric distributions. When the level of input
uncertainty is high, i.e., n= 10 or n= 50, “PB exponential” is better than NBRO. This
result is reasonable, as the Bayesian Parametric approach requires more information as-
suming that the exponential distribution family is known. In contrast, the performance of
“PB log-normal” is worse than that of NBRO, which shows the risk of choosing the wrong
family of distributions for the input distribution in simulation optimization.
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The good performance of our proposed algorithm comes at a cost of longer computa-
tional times. The total time required to run the whole algorithm (30 initial design points
and additional 20 evaluation points with 10 simulation replications in each point for n
= 10) was 135.4, 25.3, 27.1 minutes for our method, PI and PB respectively. Although
the computational time for our proposed approach is higher than that of the plug-in and
unknown parameter methods, the differences are not too large and are reasonable for de-
cisions required for longer periods. This also suggests that our method is well suited for
expensive simulations (common in practice), where the evaluation time on the simulation
model is much longer than the time required for selecting the subsequent evaluation point.
In summary, the proposed NBRO approach with the modified EGO algorithm which
explicitly considers input uncertainty is more robust to the level of input uncertainty com-
pared with the PI approach, which ignores it. This further illustrates that our approach
can be effective in hedging the risk that arises from input uncertainty in simulation op-
timization, especially when this uncertainty is high. For the parametric approaches, it is
clear that using the approaches which assume more information about the distribution
family can sometimes bring about additional risks when the assumption involves errors.
The additional risks can lead to sub-optimal or even wrong decisions. The proposed NBRO
that requires no information as to the family of distributions is more robust.
5.2. Critical Care Facility
In this section, we use the critical care facility system which has been studied in Ng and
Chick (2006) and Xie et al. (2014) to illustrate the performance of our algorithm.
The simulation output of the system is the steady-state number of patients denied a
bed per day. Patients arriving at the facility will be allocated, depending on their health
condition, to either the intensive care unit (ICU) or the coronary care unit (CCU), and then
exit the facility or go to the intermediate ICU (IICU) or the intermediate CCU (ICCU).
The IICU and the ICCU share the beds in the Intermediate Care (IC). Arriving patients
who cannot get a bed in ICU or CCU will be denied entry. If one patient is supposed to
move to the IC but there is no bed available in the IC, he/she will stay put (in ICU/CCU)
and queue for a bed in the IC. When a bed in the IC becomes available, the first patient
in the queue will be transferred. Figure 7 depicts the system.
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Figure 7 Critical care facility
There are three design variables in the system: the number of beds in the ICU, the CCU
and the IC, denoted by x= [x1, x2, x3]
T . It can be expected that, the larger the number of
the beds in the three units, the lower the expected number of patient will be denied entry
per day. However, the resources in the facility will be always limited. The difficulty is to
balance the number of the beds of the three different units under limited resources. The
costs of holding an IC bed is usually half of that of the ICU and CCU, as less staff are
needed per patient in the IC (Plate et al. 2017). Therefore, we consider the design space
to be X = {x= [x1, x2, x3]|26≤ x1 + x2 + 0.5x3 ≤ 28, x1 ∈N+, x2 ∈N+, x3 ∈N+}. The total
number of candidate design points is 1273.
The system also includes six input processes: the interarrival time of patients, the stay
duration in ICU, CCU, IICU and ICCU, and the routing of patients. The setting for the
true input distribution, denoted by P c = [P c(1), P c(2), P c(3), P c(4), P c(5), P c(6)], is as follows.
The interarrival time of patients (P c(1)) is exponentially distributed with rate being 3.3/day,
i.e. patients are arriving according to a Poisson process. The stay duration is lognormal-
distributed in the four units: the mean values of the stay duration in ICU, CCU, IICU
and ICCU (P c(2), P c(3), P c(4) and P c(5)) are 3.4, 3.8, 15.0 and 17.0 days respectively, and
the values of the standard deviation of the stay duration are 3.5, 1.6, 7.0 and 3.0 days
respectively. The routing of the each patient (P c(6)) follows a discrete distribution with
probability 0.2, 0.55, 0.2 and 0.05.
Each simulation starts with an empty system. We set the run length for each simulation
to be 300 days beyond a warm-up period of 300 days, which is discarded to avoid bias. To
evaluate our method, we assume that the input distributions of the six input processes are
unknown and are estimated from n = 1000 independent and identically distributed random
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Figure 8 GAP for the critical care facility problem Figure 9 xGAP for the critical care facility problem
variables from each of the six true input distributions. Denote the input distribution by
P = [P (1), P (2), P (3), P (4), P (5), P (6)]. 50 initial design points are used to construct the GP
with 5 replications at each point, and additional 125 points are selected from our algorithm.
The total simulation budget is then (50 + 125)× 5 = 875. As f(x,P c) is unknown for this
complex system, we instead use a long enough run lengths of 104 days (as recommended
in Xie et al. (2014)) to estimate the system mean response, and then estimate the optimal
solution x∗ = arg minx f(x, P c) and optimal value f(x∗, P c) based on the estimated mean
response. The estimated true optimal solution x∗ is [12,5,22] and the estimated optimal
value f(x∗, P c) is 0.596.
We consider two evaluation metric: GAP = |f(x∗, P c)− f(xˆ∗, P c)| and xGAP = ||x∗−
xˆ∗||. The results are shown in Figure 8 and Figure 9. It shows that the optimal value and
optimal solution returned from our algorithm will empirically converge (with a reasonably
finite n and N) to the true optimal value and true optimal solution. The theoretical
convergence properties have already been provided in Corollary 2.
6. Conclusion
In this paper, we considered the stochastic simulation optimization problem when the input
distribution is unknown. We first formulated the nonparametric Bayesian risk optimization
(NBRO) problem and proposed using a nonparametric Bayesian approach to model the
input uncertainty. We studied the asymptotic consistency and normality of the NBRO to
ensure its theoretical performance. Then the Efficient Global Optimization (EGO) algo-
rithm was extended to solve this NBRO problem. We studied the consistency properties
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of the modified EGO algorithm and tested its efficiency empirically with an inventory ex-
ample and a critical care facility problem. From the results of the numerical experiment,
we find that: 1) The optimal solution and optimal value of the NBRO will get close to
the optimal solution and optimal value of f(x,P c) as the amount of real world data be-
comes large (input uncertainty level decreases). 2) Our proposed algorithm can empirically
converge to the optimal value and solution of the NBRO objective function g(x). This
essentially shows that our proposed algorithm, which uses a fast approximation, can locate
the global minimizer of the NBRO problem accurately, and can be applied to efficiently
solve the NBRO problem; 3) Compared with approaches that ignores the input uncer-
tainty, our algorithm is able to obtain solutions closer to the optimal value of f(x,P c). In
addition, the NBRO approach can avoid the risk of choosing a wrong parametric family in
the parametric Bayesian approach. The NBRO appears to be more robust to the level of
input uncertainty, which illustrates the benefits of considering the NBRO as the objective
in stochastic simulation optimization when input uncertainty is present.
There are several directions for future work. First, in this paper, we focus on the ex-
pectation risk function which is risk neural. It would be interesting to explore other risk
functions such as mean-variance, Value at Risk and Conditional Value at Risk. Second,
as noted in the paper, other GP-based optimization algorithms, such as Knowledge Gra-
dient, can also be adjusted for input uncertainty. The performance of other algorithms
can be further investigated. Finally, it is possible to reduce the computational time for
our method by parallel computing, faster Monte Carlo sampling methods (Rubinstein and
Kroese 2016) and more efficient computation algorithms of Wasserstein distances (Chizat
et al. 2020), which we leave for future research.
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Proofs of Statements
EC.1. Formulate the objective function as i.i.d summation
Proof of Lemma 1 Recall that ξ1, ...,ξn ∼ P c. We model P c with a prior P ∼
DP (α,P0), where DP (α,P0) is a Dirichlet process parametrized by the parameter α and
the base distribution P0. Denote the posterior distribution by pi(P |ξ1, ...,ξn). Then we
have pi(P |ξ1, ...,ξn)∼DP (α+ n, αP0+
∑n
j=1 δξj
α+n
). Without loss of generality, we can assume
ξi− ξi = δi for all i= 1,2, · · · l. For a fixed m, considering the following partition
[ξ
i
, ξi] = [ξi, ξi +
δi
m
]∪ (ξ
i
+
δi
m
,ξ
i
+
2δi
m
]∪ ...∪ (ξi−
δi
m
,ξi] =∪mk=1B(i)k
Ω =∪k1,k2,··· ,klB(1)k1 ×B
(2)
k2
× · · ·×B(l)kl , ki = 1,2, ...,m, for i= 1, · · · , l
=∪mli=1Ai(Ai =B(1)k1 ×B
(2)
k2
× · · ·×B(l)kl ).
Now, denote the center of Ai by by ci and consider the piece-wise constant function
hm(x,ξ) =

h(x,c1), ξ ∈A1
h(x,c2), ξ ∈A2
...
h(x,cml), ξ ∈Aml .
For any distribution P , we have
Eξ∼P [h(x,ξ)] = lim
m→+∞
ml∑
i=1
h(x,ci)P (Ai) = lim
m→+∞
Eξ∼P [hm(x,ξ)]
Since h(x,ξ) is Lipschitz, we know supξ |hm(x,ξ) − h(x,ξ)| ≤ L1δm , where δ =√
δ21 + δ
2
2 + · · ·+ δ2l , so∣∣∣∣∣∣
ml∑
i=1
h(x,ci)P (Ai)−EP [h(x,ξ)]
∣∣∣∣∣∣= |EP [hm(x,ξ)]−EP [h(x,ξ)]| ≤ L1δm
As a result, if we put Qm(P ) =
∑ml
i=1 h(x,ci)P (Ai), then Qm(P )→ EP [h(x,ξ)] uniformly
in P . We now compute
Epi[EP [h(x,ξ)]] =Epi
[
lim
m
Qm(P )
]
= lim
m
Epi[Qm(P )]. (EC.1)
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We can exchange the order of limit and expectation in (EC.1) because Qm(P ) →
EP [h(x,ξ)] uniformly in P . For any fixed m, we can compute
Epi[Qm(P )] =
m∑
i=1
h(x,ci)Epi(P (Ai))
=
m∑
i=1
h(x,ci)
(
αP0(Ai)
α+n
+
1
α+n
n∑
j=1
δξj(Ai)
)
The first term of the above equation converges to EP0 αα+nh(x,ξ) by definition. We now
consider the second term. For fixed n, when m tends to infinity,
lim
m→+∞
m∑
i=1
(
h(x,ci)× 1
α+n
n∑
j=1
δξj(Ai)
)
=
1
α+n
n∑
j=1
lim
m→+∞
m∑
i=1
h(x,ci)δξj(Ai)
=
1
α+n
n∑
j=1
lim
m→+∞
h(x,ci′)(such that ξj ∈Ai′, i′ ∈ 1, . . . ,ml)
=
1
α+n
n∑
j=1
h(x,ξj).
The second equality holds because the partitions Ai, i = 1, · · · ,ml are disjoint, implying
that ξj can only belong to one of the partitions: now suppose ξj ∈ Ai′, i′ ∈ [1, . . . ,ml]).
Combining all this, we have Epi[EP [h(x,ξ)]] =EP0 αα+nh(x,ξ) +
1
α+n
∑n
j=1 h(x,ξj). 
EC.2. Proof of consistency.
Proof of Theorem 1 Proof of (i): According to Lemma 1, by adding and subtracting
1
n
∑n
j=1 h(x,ξj), we have
Epi[EP [h(x,ξ)]]−EP c [h(x,ξ)]
=EP0
α
α+n
h(x,ξ) +
1
α+n
n∑
j=1
h(x,ξj)−EP c[h(x,ξ)]
=EP0
α
α+n
h(x,ξ) +
1
α+n
n∑
j=1
h(x,ξj)− 1
n
n∑
j=1
h(x,ξj) +
1
n
n∑
j=1
(h(x,ξj)−EP c[h(x,ξ)])
=
α
α+n
EP0h(x,ξ)−
α
(n+α)n
n∑
j=1
h(x,ξj) +
1
n
n∑
j=1
(h(x,ξj)−EP c [h(x,ξ)])
The first two terms of the above equation are of order op(1). We then apply the weak law
of large numbers to the last term of the above equation to conclude.
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Proof of (ii): Since for any ξ, |h(x1,ξ)−h(x2,ξ)| ≤L2||x1−x2|| according to Assump-
tion 1, the class of functions F = {h(x,ξ)|x∈R} is Donsker, from Example 19.6 of Van der
Vaart (2000), and thus |EP c[h(x,ξ)]− 1n
∑n
j=1 h(x,ξj)| →p 0 uniformly by the property of
Donsker class functions (Van der Vaart 2000). Therefore,
sup
x
|EP c[h(x,ξ)]− 1
n
n∑
j=1
h(x,ξj)| →p 0. (EC.2)
Equation (EC.2) verify the first condition of Theorem 5.7 of Van der Vaart (2000), now
we still need to consider the other condition. In view of the above equation and Lemma 1,
we know
sup
x
|Epi[EP [h(x,ξ)]]− 1
n
n∑
j=1
h(x,ξj)|= sup
x
| α
α+n
EP0h(x,ξ)−
α
(n+α)n
n∑
j=1
h(x,ξj)|
≤ α
α+n
sup
x
(
|EP0h(x,ξ)|+ |
1
n
n∑
j=1
h(x,ξj)|
)
≤ 2α
α+n
sup
x,ξ
|h(x,ξ)|= op(1).
As xn = arg minxEpi[EP [h(x,ξ)]] and suppose x′ = arg min 1n
∑n
j=1 h(x,ξj), we have
Epi[EP [h(xn,ξ)]]≤Epi[EP [h(x′,ξ)]]
⇔Epi[EP [h(xn,ξ)]] + 1
n
n∑
j=1
h(xn,ξj)− 1
n
n∑
j=1
h(xn,ξj)≤Epi[EP [h(x′,ξ)]] + 1
n
n∑
j=1
h(x′,ξj)− 1
n
n∑
j=1
h(x′,ξj)
Rearranging terms and use absolute value inequality, we have
1
n
n∑
j=1
h(xn,ξj)≤ 1
n
n∑
j=1
h(x′,ξj) +Epi[EP [h(x′,ξ)]]− 1
n
n∑
j=1
h(x′,ξj)−Epi[EP [h(xn,ξ)]] + 1
n
n∑
j=1
h(xn,ξj)
≤ 1
n
n∑
j=1
h(x′,ξj) +
∣∣∣∣∣Epi[EP [h(x′,ξ)]]− 1n
n∑
j=1
h(x′,ξj)
∣∣∣∣∣+
∣∣∣∣∣Epi[EP [h(xn,ξ)]]− 1n
n∑
j=1
h(xn,ξj)
∣∣∣∣∣
≤ 1
n
n∑
j=1
h(x′,ξj) + op(1) (as sup
x
∣∣∣∣∣Epi[EP [h(x,ξ)]]− 1n
n∑
j=1
h(x,ξj)
∣∣∣∣∣= op(1))
≤ 1
n
n∑
j=1
h(x∗,ξj) + op(1).
(EC.3)
Since all the conditions in Theorem 5.7 of Van der Vaart (2000) are satisfied (Equations
(7), (EC.2) and (EC.3)), we conclude the consistency of xn→p x∗.
Proof of (iii): Since for any ξ, |h(x1,ξ)−h(x2,ξ)| ≤L2||x1−x2|| from Assumption 1,
the class of functions F = {h(x,ξ)|x∈R} is Donsker, from Example 19.6 of Van der Vaart
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(2000). Also since xn→p x∗ from the second part of this theorem, we can use Lemma 19.24
of Van der Vaart (2000) to see
1√
n
n∑
j=1
h(xn,ξj)− 1√
n
n∑
j=1
h(x∗,ξj) =
√
n (EP c [h(xn,ξ)]−EP c [h(x∗,ξ)]) + op(1)
Using the Taylor expansion to deal with the right-hand side of the above equation, and
using the fact (EP c[h(x,ξ)])′x=x∗ = 0, we obtain
1√
n
n∑
j=1
h(xn,ξj)− 1√
n
n∑
j=1
h(x∗,ξj) = op(
√
n|xn−x∗|). (EC.4)
Thus
1
n
n∑
j=1
h(xn,ξj)− 1
n
n∑
j=1
h(x∗,ξj) = op(1). (EC.5)
By using Lemma 1 and telescoping with 1
n
∑n
j=1 h(xn,ξj), we can compute that
Epi[EP [h(xn,ξ)]]−EP c[h(x∗,ξ)]
=EP0
α
α+n
h(xn,ξ) +
1
α+n
n∑
j=1
h(xn,ξj)−EP c [h(x∗,ξ)]
=EP0
α
α+n
h(xn,ξ) +
1
α+n
n∑
j=1
h(xn,ξj)− 1
n
n∑
j=1
h(xn,ξj) +
1
n
n∑
j=1
h(xn,ξj)−EP c[h(x∗,ξ)]
=
α
α+n
EP0h(xn,ξ)−
α
(α+n)n
n∑
j=1
h(xn,ξj) +
1
n
n∑
j=1
h(xn,ξj)−EP c [h(x∗,ξ)]
= op(1) +
1
n
n∑
j=1
h(xn,ξj)−EP c [h(x∗,ξ)]
= op(1) +
(
1
n
n∑
j=1
h(xn,ξj)− 1
n
n∑
j=1
h(x∗,ξj)
)
+
1
n
n∑
j=1
(h(x∗,ξj)−EP c[h(x∗,ξ)]) = op(1),
where the first equality is due to the definition of Epi[EP [h(xn,ξ)]], the third equality is by
direct computation, and the last equality is due to Equation (EC.5) as well as the weak
law of large numbers. 
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EC.3. Proof of asymptotic normality
Proof of Theorem 2. Proof of (i): According to Lemma 1, by adding and subtracting
1
n
∑n
j=1 h(x,ξj), we have
√
n (Epi[EP [h(x,ξ)]]−EP c [h(x,ξ)])
=
√
n
(
EP0
α
α+n
h(x,ξ) +
1
α+n
n∑
j=1
h(x,ξj)−EP c[h(x,ξ)]
)
=
√
n
(
EP0
α
α+n
h(x,ξ) +
1
α+n
n∑
j=1
h(x,ξj)− 1
n
n∑
j=1
h(x,ξj) +
1
n
n∑
j=1
(h(x,ξj)−EP c[h(x,ξ)])
)
=
√
nα
α+n
EP0h(x,ξ)−
α
(n+α)
√
n
n∑
j=1
h(x,ξj) +
1√
n
n∑
j=1
(h(x,ξj)−EP c [h(x,ξ)])
The first two terms of the above equation are of order op(1), which do not affect the
asymptotic distribution of
√
n (Epi[EP [h(x,ξ)]]−EP c[h(x,ξ)]). We then apply the central
limit theorem to the last term of the above equation to conclude.
Proof of (ii): Since xn minimize Epi[EP [h(x,ξ)]],
EP0
α
α+n
∂xh(xn,ξ) +
1
α+n
n∑
j=1
∂xh(xn,ξj) = 0.
Using the above equation and the fact 1
n
∑n
j=1 ∂xh(xn,ξj) =
1
α+n
∑n
j=1 ∂xh(xn,ξj) +
α
n(n+α)
∑n
j=1 ∂xh(xn,ξj), the following equality is immediate:
1
n
n∑
j=1
∂xh(xn,ξj) =EP0
α
n+α
∂xh(xn,ξ) +
1
α+n
n∑
j=1
∂xh(xn,ξj)−(
EP0
α
n+α
∂xh(xn,ξ)− α
n(n+α)
n∑
j=1
∂xh(xn,ξj)
)
= op(
1√
n
)
The last equality holds due to the fact that EP0 αn+α∂xh(xn,ξ)− αn(n+α)
∑n
j=1 ∂xh(xn,ξj) =
Op(
1
n
) = op(
1√
n
). Since ∂xh(x,ξ) is Lipschitz in x (Assumption 1(i)), xn →p x∗, and
1
n
∑n
j=1 ∂xh(xn,ξj) = op(
1√
n
), we have verified the conditions in Theorem 5.21 of Van der
Vaart (2000), and so
√
n(xn − x∗) is asymptotically normal distributed with mean zero
and variance σ2x = EP c
(
∂h(x∗,ξ)
∂x
)2
/(∂
2EP c [h(x∗,ξ)]
∂x2
)2 = EP c
(
∂h(x∗,ξ)
∂x
)2
/(f ′′(x∗))2 from Theo-
rem 5.21 of Van der Vaart (2000).
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Proof of (iii): As
√
n(xn−x∗) is asymptotically normally distributed from the previous
part of this theorem, we know
√
n |xn−x∗|=Op(1). Then according to Equation (EC.4),
we have
1√
n
n∑
j=1
h (xn,ξj)− 1√
n
n∑
j=1
h (x∗,ξj) = op(
√
n |xn−x∗|) = op(1).
By using Lemma 1 and telescoping with 1
n
∑n
j=1 h(xn,ξj), we have
√
n (Epi[EP [h(xn,ξ)]]−EP c[h(x∗,ξ)])
=
√
n
(
EP0
α
α+n
h(xn,ξ) +
1
α+n
n∑
j=1
h(xn,ξj)−EP c [h(x∗,ξ)]
)
=
√
n
(
EP0
α
α+n
h(xn,ξ) +
1
α+n
n∑
j=1
h(xn,ξj)− 1
n
n∑
j=1
h(xn,ξj) +
1
n
n∑
j=1
h(xn,ξj)−EP c [h(x∗,ξ)]
)
=EP0
√
nα
α+n
h(xn,ξ)− α
(α+n)
√
n
n∑
j=1
h(xn,ξj) +
1√
n
n∑
j=1
h(xn,ξj)−
√
nEP c[h(x∗,ξ)]
=EP0
√
nα
α+n
h(xn,ξ)− α
(α+n)
√
n
n∑
j=1
h(xn,ξj) +
1√
n
n∑
j=1
h(xn,ξj)− 1√
n
n∑
j=1
h(x∗,ξj)
+
1√
n
n∑
j=1
h(x∗,ξj)−
√
nEP c [h(x∗,ξ)]
The sum of the first two terms of the last equality is of order op(1) since h is bounded. We
can then use the fact that 1√
n
∑n
j=1 h(xn,ξj)− 1√n
∑n
j=1 h(x
∗,ξj) = op(1) to reformulate the
last equality of the above equation as
√
n (Epi[EP [h(xn,ξ)]]−EP c [h(x∗,ξ)]) = op(1) + 1√
n
n∑
j=1
(h(x∗,ξj)−EP c[h(x∗,ξ)])
According to the central limit theorem, 1√
n
∑n
j=1 (h(x
∗,ξj)−EP c[h(x∗,ξ)]) is asymptoti-
cally normally distributed with mean zero and variance Var(h(x∗,ξ)). 
EC.4. Proof of the convergence of algorithm
Proof of Theorem 3. The proof of this theorem is decomposed into two main steps. In
the first step, we aim to show that:
|µs(x)− g(x)| →p 0 (EC.6)
uniformly for all x. In the second step, we are going to show that the points we visit in
our algorithm are dense. These two results then naturally imply the convergence of our
algorithm. First look at the first step, since
|µs(x)− g(x)| ≤ |µs(x)−EP∼pi[Fs(x,P )]|+ |EP∼pi[Fs(x,P )]− g(x)| ,
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from the triangle inequality,
P{|µs(x)− g(x)| ≥ 2} ≤ P{|µs(x)−EP∼piFs(x,P )|+ |EP∼piFs(x,P )− g(x)| ≥ 2}
≤ P{|µs(x)−EP∼piFs(x,P )| ≥ }+P{|EP∼piFs(x,P )− g(x)| ≥ } .
Thus, to establish Equation (EC.6), it suffices to establish
µs(x)−EP∼piFs(x,P )→p 0, and EP∼piFs(x,P )− g(x)→p 0
Now, suppose we could directly observe f(x,P ) and construct a deterministic GP model
with conditional mean m˜s(x,P ) and conditional variance k˜s ((x,P ), (x,P )). We have
|Fs(x,P )− f(x,P )| ≤ |Fs(x,P )−ms(x,P )|︸ ︷︷ ︸
A
+ |ms(x,P )− m˜s(x,P )|︸ ︷︷ ︸
B
+ |m˜s(x,P )− f(x,P )|︸ ︷︷ ︸
C
Direct calculations show that
m˜s(x,P )−ms(x,P )→p 0 and k˜s ((x,P ), (x,P ))− ks ((x,P ), (x,P ))→p 0
uniformly in x as the number of replications r tends to infinity (Lemma 5 of Pedrielli
et al. (2020)). And so part B tends to zero uniformly. According to Propositions
3.3, 3.4 and 3.5 of Stuart and Teckentrup (2018), we have m˜s(x,P ) − f(x,P ) →p
0, and ks ((x,P ), (x,P ))→p 0, uniformly for all (x,P ). And so part C tends to zero as
s tends to infinity. For part A, the expectation of Fs(x,P ) is ms(x,P ) and the marginal
variance ks tends to zero uniformly. Thus part A also converges to zero in probability
uniformly for (x,P ) from Chebyshev’s Inequality:
P(|Fs(x,P )−ms(x,P )| ≥ )≤ ks((x,P ), (x,P ))
2
.
Combining all that we know,
|Fs(x,P )− f(x,P )| →p 0
uniformly for all (x,P ). And so
sup
x
|EP∼piFs(x,P )− g(x)|= sup
x
|EP∼pi (Fs(x,P )− f(x,P ))|
≤ sup
x,P
|(Fs(x,P )− f(x,P ))| →p 0, (EC.7)
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i.e., EP∼piFs(x,P )− g(x)→p 0 uniformly in x. In addition,
|µs(x)−EP∼piFs(x,P )|= |µs(x)−EP∼pims(x,P ) +EP∼pims(x,P )−EP∼piFs(x,P )|
≤ |µs(x)−EP∼pims(x,P )|+ |EP∼pims(x,P )−EP∼piFs(x,P )|
Recall
µs(x) =
1
Nmc
Nmc∑
i=1
ms(x,Pi).
By definition,ms(x,P ) is uniformly bounded for all x and P and so Chebyshev’s Inequality
implies
P{|µs(x)−EP∼pims(x,P )| ≥ } ≤ EP∼pim
2
s(x,P )− (EP∼pims(x,P ))2
2Nmc
.
And so µs(x)−EP∼pims(x,P )→p 0 uniformly in x as Nmc→∞. On the other hand,
sup
x
|EP∼pims(x,P )−EP∼piFs(x,P )| ≤ sup
x,P
|ms(x,P )−Fs(x,P )|
The right-hand side converges to zero in probability uniformly and so EP∼pims(x,P )−
EP∼piFs(x,P )→p 0. So µs(x)− EP∼piFs(x,P )→p 0 uniformly in x. In view of Equation
(EC.7), we have completed the proof of |µs(x)− g(x)| →p 0.
We then move on to the second step of the proof, i.e., to establish the density of the
points we visit. The proof follows similar procedures as Lemma 1 of Locatelli (1997), albeit
in a multiple dimensional setting as in Wang et al. (2019b). We consider the following
stopping rule in the algorithm: we continue the algorithm while the maximum expected
improvement EIT (xs+1,Ps+1) is above some pre-determined constant c (which is allowed
to be arbitrary small in this setting). Recall the definition of EIT (xs+1,Ps+1) :
EIT (xs+1,Ps+1) = ∆Φ
(
∆
σ′s(xs+1)
)
+σ′s(xs+1)φ
(
∆
σ′s(xs+1)
)
Where ∆ = T − µs(xs+1) and T = min{µ(x1), ..., µ(xs)}. We now claim that xs+1 cannot
be too close to any of the current evaluated points. Otherwise, suppose µs(xi) = T for
i ∈ U ⊆ {1,2,3, ..., s}. If xs+1 tends to some point in U , then ∆→ 0 and σ′s(xs+1)→ 0.
By definition we know EIT (xs+1,Ps+1)→ 0. On the other hand, if xs+1 tends to some
point xk in {1,2,3, ..., s}/U , then ∆→ T − µs(xk) < 0 and σ′s(xs+1)→ 0. As a result,
∆Φ
(
∆
σ′s(xs+1)
)
→ (T − µs(xk))Φ(−∞) = 0 and so EIT (xs+1,Ps+1)→ 0. Thus, according to
our stopping rule that the algorithm will stop when EIT < c for any candidate point for
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some value of c, we cannot select a xs+1 that is too close to any of the visited points.
From Theorem 1 of Locatelli (1997), the algorithm will terminate within a finite number
of steps. Lemma 1 of Locatelli (1997) implies that if we decrease the the value of c to zero,
the points we visited will be dense.
As the evaluation points we visited are dense, there will exist a subsequence xsk , k =
1,2, ... such that xsk→p xn. Denote the estimated estimator at sk-th iteration by x̂∗sk . For
si <N < sj, as si and N go to infinity, we have
µN(xˆ
∗
N)≤ µN(xˆ∗si)≤ g(xˆ∗si) + op(1) = g(xn) + (g(xˆ∗si)− g(xn)) + op(1) = g(xn) + op(1)
(EC.8)
The first inequality µN(xˆ
∗
N)≤ µN(xˆ∗si) is due to the definition of xˆ∗N . The second inequality
is due to the uniform convergence of |µs(x)− g(x)| →p 0 . The last equality is due to the
continuous mapping theorem. With (EC.8), we have
g(xˆ∗N)≤ µN(xˆ∗N) + op(1)≤ g(xn) + op(1). 
Proof of Corollary 1 Now since xn is unique, we can use the fact that g is continuous
at xn to see
inf
|x−xn|>
g(x)> g(xn)
for all  > 0. And so for any  > 0, there exist a δ > 0 such that
g(x)− g(xn)> δ, for all |x−xn|> .
And so
P(|xˆ∗N −xn|> )≤ P(g(xˆ∗N)− g(xn)> δ)→ 0, as N →∞.
The last step holds due to Theorem 3. 
Proof of Corollary 2 In view of part (ii) of Theorem 1, we can first choose n0 such that,
for any n′ >n0,
P (|xn′ −x∗| ≥ 
2
)<

2
. (EC.9)
Now for any selected n′, we use Corollary 1 to see that there exist N ′ such that, for any
N ≥N ′,
P (|xˆ∗N −xn′| ≥

2
)<

2
. (EC.10)
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Combining (EC.9)-(EC.10), the following inequality is immediate:
P(|xˆ∗N −x∗| ≥ )≤ P (|xˆ∗N −xn′| ≥

2
) +P (|xn′ −x∗| ≥ 
2
)< .
For the convergence of the optimal value, we first use part (iii) of Theorem 1 to see that
there exist n0 such that, for any n
′ >n0,
P (|g(xn′)− f(x∗,P c)|> 
2
)<

2
. (EC.11)
Then for any fixed n′, we use Theorem 3 to see that there exists N ′ such that, for any
N >N ′,
P (|g(xˆ∗N)− g(xn′)|>

2
)<

2
. (EC.12)
Combining (EC.11)-(EC.12), the following inequality is immediate:
P (|g(xˆ∗N)− f(x∗,P c)| ≥ )<P (|g(xˆ∗N)− g(xn′)|>

2
) +P (|g(xn′)− f(x∗,P c)|> 
2
)< . 
