The existing image feature extraction methods are primarily based on the content and structure information of images, and rarely consider the contextual semantic information. Regarding some types of images such as scenes and objects, the annotations and descriptions of them available on the web may provide reliable contextual semantic information for feature extraction. In this paper, we introduce novel semantic features of an image based on the annotations and descriptions of its similar images available on the web. Specifically, we propose a new method which consists of two consecutive steps to extract our semantic features. For each image in the training set, we initially search the top k most similar images from the internet and extract their annotations/descriptions (e.g., tags or keywords). The annotation information is employed to design a filter bank for each image category and generate filter words (codebook). Finally, each image is represented by the histogram of the occurrences of filter words in all categories. We evaluate the performance of the proposed features in scene image classification on three commonly-used scene image datasets (i.e., MIT-67, Scene15 and Event8). Our method typically produces a lower feature dimension than existing feature extraction methods. Experimental results show that the proposed features generate better classification accuracies than vision based and tag based features, and comparable results to deep learning based features.
Introduction
In computer vision, features of images are extracted primarily from the content and structure of images. They rely on information such as color, texture, shapes, and parts. Though these features are shown to work reasonably well in many image processing tasks [2, 21, 24, 25, [36] [37] [38] , the involved information may be insufficient to distinguish ambiguous images, e.g., classifying images with interclass similarity. Fig. 1 shows two images which look very similar but they belong to two different categories (hospital room and bedroom).
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Contextual information is useful to distinguish such ambiguous images [18, 32] . Contextual information about the image can be often obtained from its annotations or descriptions. Though it is impossible to have descriptions or annotations for all images, such information can be extracted from the web for certain types of images like objects and scenes. For the extraction of such contextual features, we use the well-known search engine Yandex 3 for two reasons: firstly, visually similar images of image categories such as wine cellar are not meaningful while using the Google search engine; secondly, we notice that the searched similar images of the input image usually belong to the same category.
Recently few prior works [34, 39] have been proposed for scene image recognition using tag-based features. These methods suffer from the following major issues.
-The task-generic filter banks [34] lack context-based information for the images such as scene images, owing to their generality based on the help of pre-defined labels of ImageNet [3] and Places [40] dataset. -The existing tag-based method [39] does not design filter banks, thus resulting in high dimensional features with noticeable outliers.
As such, these state-of-the-art techniques yield limited classification accuracy. In this paper, we introduce new semantic features of an image based on the annotation/description tags of similar images available on the web. We design two consecutive steps to extract our proposed features after we select top k most similar images of each image under the dataset using Yandex and extract annotation/description tags corresponding to those images. At first, we design filter banks based on such tags of training images of the dataset which yields filter words (codebook) corresponding to the dataset. Finally, for each input image which are represented by the tags, we design our proposed features as the histogram based on the codebook.
We evaluate the performance of the proposed features in scene image classification on three popular scene image datasets: MIT-67 [30] , Scene15 [4] and Event8 [17] . Our approach typically produces a smaller feature size than existing feature extraction methods. The experimental results suggest that the proposed 3 https://www.yandex.com/images/ features generate higher classification accuracies than vision-based and tag-based features and comparable classification to deep learning based features.
Related Works
Generally, there are three types of image features: (i) traditional vision-based features [2, 21, 24, 25, [36] [37] [38] , (ii) deep learning based features [6, 7, 13, 20, 33] , and (iii) tag-based features [34, 39] .
Traditional vision-based features are extracted based on the algorithms such as (SIFT) [38] , Generalized Search Trees (GIST) [24] , [25] , Histogram of Gradient (HOG) [2] , GIST-color [25] , SPM [16] , CENsus TRansform hISTogram (CEN-TRIST) [36] , multi-channel (mCENTRIST) [37] , OTC [21] , and so on. These features depend on the core information of the image such as colors, intensity, etc. Broadly, these features are computed in the local sense and are also called low-level features. These features are suitable for certain areas such as texture images. These features usually have high dimensions.
Similarly, deep learning based features, such as bilinear [20] , Deep Un-structured Convolutional Activations (DUCA) [13] , Bag of Surrogate Parts (BoSP) [7] , Locally Supervised Deep Hybrid Model (LS-DHM) [6] and GMS2F [33] , are extracted from the intermediate layers of deep learning models (pre-trained models or user-defined models). Different layers of deep learning models provide different semantics information related to the input image. Thus, they have the capability to extract discriminating features compared to traditional vision based features. Deep learning based features enjoy prominent successes in image classification.
Two prior works [34, 39] have been recently presented for scene image recognition using tags-based features. Zhang et al. [39] used the search engine to extract the description/annotation tags and designed Bag of Words (BoW) straightly. Their method ignores the concepts of filter banks and creates high-dimensional features which yield limited classification accuracy. Similarly, Wang et al. [34] designed task-generic filters using pre-defined labels for the scene images but lacked task-specific filters to work in a specific domain. Also, because of the usage of pre-defined labels to design filter banks, the contextual information related to the images is hard to achieve. Moreover, due to the out of vocabulary (OOV) problem while constructing filter banks, their method discards the tags that are not present in the WordNet [23] , and may contain insufficient vocabularies.
The Proposed Method
Before using an actual pipeline of our proposed method, we first extract annotation/description tags of each image on the dataset using Yandex search engine 4 where we select only top k (i.e., k = 50) visually similar images ranked by the search engine. As suggested in [34, 35] , we use k = 50 for the extraction of the tags. Our method consists of two major steps: (1) design of filter banks (Section 
Design of filter banks using training images
In this section, we describe how to design filter banks using the training set of one dataset. We use training images to design the filter bank for each category. To extract the filter words using filter banks, we present the following two steps.
Pre-processing of annotation/description tags After the extraction of annotation/description tags of the images under various categories, we preprocess them by removing punctuation marks, numbers, tokenization and language translation. Some of the extracted tags are also in the Russian language. We simply translate them into English using Google translator. Similarly, we remove the numeric content from the tags because numbers are not related to our purpose. We represent the tags of an image as {W j } m j=1 , where m is the total number of tags in the image. Filter banks with semantic similarity We focus on task-specific filter banks which utilize the contextual information related to the image. We observe the fact that the tags of an image are semantically related to its category (or category label). Because raw tags for a training image are extracted from annotations of its k = 50 most similar images in the web, the number of tags can be very long.
To reduce the number of tags for the image, we select a subset of tags (S i ⊂ W j ) which have more semantic similarity with the category label. First, we select the top 500 frequent tags per training image of each category and then calculate their semantic similarity to the corresponding category label. We represent tags and category labels as two word embedding vectors [1, 22, 28] and use the cosine function to compute the semantic similarity (Eq. (1)).
where a a a and b b b are the two embedding vectors. For word embeddings, we utilize three popular pre-trained words embedding models -Word2Vec [22] , Glove [28] and fastText [1] . We find the final similarity by averaging the semantic similarity of tag and category label over the three types of word embedding vectors. The averaging strategy usually helps to mitigate the OOV problem. Also, it exploits the knowledge of three domains from three embedding models. To be efficient, we select only those tags whose averaged similarity (D) to the category label is greater than or equal to an empirical threshold of δ = 0.50.
We extract the filter bank for each category C k (the k th category) with the tags belonging to it. From Eq. (2), we determine whether the particular tag S i is eligible to the filter bank for the corresponding category. The strategy to accept and reject the tags are represented by 1 and 0, respectively. Table 1 lists the filter banks of the categories for the MIT-67 [30] dataset. We design three separate sets of filter banks for the MIT-67 [30] , Scene15 [4] and Event8 [17] datasets in the experiments. We design filter banks for MIT-67 using the training images of the dataset. On MIT-67 dataset, the total number of filter banks is 67 where each contains filtered tags. We combine all those filter banks to obtain 1254-D filter words. Furthermore, for Scene15 and Event8, we design filter banks over 10 sets on the corresponding dataset. We utilize the corresponding training images of each set to separately design the filter banks and obtain filter words.
Extraction of proposed tag-based semantic features for input image
We first utilize the annotation/description tags of each image to calculate the proposed features. These tags are preprocessed using Section 3.1. Then, all the filter banks are concatenated to form a list of filtered tags (or semantic tags), i.e., filter words (codebook). Inspired by the BoW approach [11] , we design the histogram features of the input image using this codebook. Our codebook is functionally similar to the codebook obtained by the clustering algorithm [8] . However, our filter banks are based on contextual information and filter outliers significantly compared to the existing filter banks [34] . After that, we calculate the pairwise similarity of each filtered word with the pre-processed annotation/description tags of the input image. Denote the filter words by {F j } n j=1 . If we have n unique filter words and the input image contains m annotation/description tags, then the total similarity calculation is n * m. To calculate the similarity, we use the same scheme as that in designing the filter bank of each category.
H j in Eq. (3) represents the histogram based on the filter words F j . Here, 1 represents the tag accepts the similarity with the filter word, and 0 means the tag rejects similarity. We design the histogram by taking all the pre-processed tags of the input image. For the bin of features corresponding to that filter word F j , we count the number of tags which have acceptable similarity with F j . 
Experimental Results
In this section, we discuss the experimental setup and present results of our evaluation of the proposed features against other existing feature extraction methods in scene image classification using Support Vector Machine (SVM) [10] .
Implementation
We use Yandex as the search engine and implement the proposed method using Python. We use the python SVM implementation available in the sklearn machine learning package 5 . We utilize the default setting for the majority of the parameters. However, we tune three parameters in the experiments. The setting of two SVM parameters are: kernel = rbf and gamma = 10 −5 . And, we tune the cost parameter C in the range of 0 to 100 and tabulate only the setting that generates highest classification accuracy (C = 9 for MIT-67 and C = 50 for the remaining datasets). Furthermore, to take advantage of lightweight wordembedding vectors [1, 22, 28] of the tags, we use a popular Python package pymagnitude [27] . We fix a threshold of 0.50 (i.e., δ = 0.50) to design the filter banks in Eq. (2) and empirically set a threshold of 0.40 (i.e., T = 0.40 in Eq.
(3)) for the extraction of our features which produces best results compared to other thresholds. We will discuss about the threshold T for the extraction of our features in Section 4.4.
Datasets
We use three publicly available datasets in our experiments: MIT-67 [30] , Scene15 [4] , and Event8 [17] . The MIT-67 dataset contains pictures of 67 categories. This is a challenging dataset which has noticeable intra-class and inter-class barriers (e.g., Fig. 3 ). As defined in [30] , the number of training and testing images per category are 80 and 20, respectively. Scene15 includes both indoor and outdoor images. It has 15 categories. As with the previous works [14, 16, 19, 21, 25, 33, 34, 36, 39] , we design 10 sets of train/test split, where each split randomly contains 100 images for training and remaining images for testing per category, and note the mean accuracy.
Event8 involves images of 8 sports categories. This dataset does not have pre-defined train/test splits, either. Like Scene15, we design 10 sets of train/test split as in previous works [9, 14, 15, 18, 19, 29, 31, 34, 39, 40] and note the mean accuracy. For each split, we randomly select 130 images per category and divide 70 images for training and 60 images for testing.
Comparison with existing methods
We compare the classification accuracy of our proposed features with the existing features which include traditional vision-based features, deep learning based features and tag-based features on the three datasets. The statistical accuracy numbers are listed in Table 2 . To minimize the bias, we compare our accuracy with the existing published accuracy on the same dataset. We straightforwardly take the results of existing features from corresponding papers.
In the first column of Table 2 , we see that BoW yields an accuracy of 52.5%, which is the lowest accuracy among the tag-based methods. Researchers improve the accuracy of tag-based features using Convolutional Neural Network (CNN) model up to 55.9% [34] . We suspect these methods still could not provide highly discriminable features of the images. By contrast, deep learning based features improve classification accuracy. For example, BoSP, the deep learning based fea- Table 2 . Comparisons of classification accuracy (%) for the existing methods and ours on the three datasets. The dash (-) symbol stands for no published accuracy on the specific dataset.
Method
MIT-67 Scene15 Event8
Traditional computer vision-based methods
GIST-color [25]
-69.5 -ROI with GIST [30] 26.1 --SPM [16] -81.4 -MM-Scene [41] 28.3 --CENTRIST [36] -83.9 -Object Bank [18] 37.6 -76.3 RBoW [26] 37.9 --BOP [12] 46.1 --OTC [21] 47.3 84.4 -ISPR [19] 50. tures, has over 4000-D features size and its accuracy is higher than ours (78.2% versus 76.5%). Our semantic features, which are based on annotation tags, provide prominent accuracy in image classification. We notice that our proposed features generate the highest accuracy of 76.5% among the tag-based methods.
Despite that the accuracy looks slightly lower than some of the deep learning based methods that benefit from the high-dimensional features, our features still outperform some of them [5, 13, 39] . Our method soundly outperforms the traditional vision based methods [12, 18, 19, 21, 26, 30, 41] . Our method leads to a noticeably smaller size of features on this dataset compared to other features (e.g., 1254-D). The feature size differs, due to the number of categories and size of filter banks on different datasets. The classification accuracies of different features on the Scene15 dataset are provided in the second column of Table 2 . Since our method belongs to the tagbased methods, we first compare our features against existing tag-based features. The BoW method provides an accuracy of 70.1%, which is the lowest among the tag-based methods on this dataset. With the use of CNN on tag-based methods, the accuracy surges up to 77.2%. These methods, however, suffer from a large feature size. Since our features are dependent on the size of filter words (< 100) on this dataset, our feature size is less than 100 which is significantly lower than other features. Despite that, we observe that the proposed features have a prominent accuracy of 81.3% among the tag-based features.
In the third column of Table 2 , we enlist the classification accuracies of different features on the Event8 dataset. In this dataset, the BoW method provides an accuracy of 83.5%, the lowest accuracy among the tag-based methods. Moreover, by using CNN on tag-based methods, the accuracy increases up to 91.5%. Similarly, our features have a very low size (< 50) on this dataset and are remarkably lower than other features. We achieve the best accuracy of 94.4% among the tag-based features.
Ablative study of threshold
We analyze the effects of different thresholds T in this section. To study the thresholds in depth, we use the Event8 dataset and follow the setup as above. We test thresholds between 0.30 and 0.80 with a step size of 0.10. We summarize the classification accuracy of the proposed features with the corresponding thresholds in Table 3 . The best accuracy (94.41%) is obtained by T = 0.40, whereas the worst accuracy (60.4%) is produced by T = 0.80 on the dataset. We empirically observe that 0.40 is a suitable threshold for all datasets, so we use it in all experiments.
Ablative study of individual embedding
In this section, we study the proposed features based on individual word embedding and the averaged semantic similarity scheme. We set the threshold T = 0.40 and conduct experiments on the Event8 dataset and compute the mean accuracy over 10 sets. Table 4 shows the accuracies generated by our proposed features based on the individual embedding and the averaged semantic similarity. It seems that the features induced by the averaged semantic similarity produce a higher accuracy (94.4%) than features of individual embeddings. This is because the features induced by the averaged semantic similarity act as the combined knowledge from three domains, which typically possess a higher separability than the individual embedding based features.
Conclusion
In this paper, we propose a novel method to extract tag-based semantic features for the representation of scene images. We achieve this by performing two consecutive steps which are the design of filter banks and extraction of tag-based semantic features. We conduct experiments on three popular datasets and find that the proposed features produce better or comparable results to existing vision based, deep learning based and tag-based features, given a noticeably lower feature size of ours than those features. In the future, we would like to investigate the incorporation of the proposed features and deep features to further improve image classification accuracy.
