1 1 2 3 4 5 6 7 8 Abstract  The spatial Principal Component Analysis (sPCA, Jombart 2008) is designed to investigate non-random spatial distributions of genetic variation. Unfortunately, the associated tests used for assessing the existence of spatial patterns (global and local test; Jombart et al. 2008) lack statistical power and may fail to reveal existing spatial patterns.  Here, we present a non-parametric test for the significance of specific patterns recovered by sPCA.  We compared the performance of this new test to the original global and local tests using datasets simulated under classical population genetic models. Results show that our test outperforms the original global and local tests, exhibiting improved statistical power while retaining similar, and reliable type I errors. Moreover, by allowing to test various sets of axes, it can be used to guide the selection of retained sPCA components. As such, it represents a valuable complement to the original analysis, and should prove useful for the investigation of spatial genetic patterns.
INTRODUCTION
The principal component analysis (PCA; Pearson 1901; Hotelling 1933 ) is one of the most common multivariate approaches in population genetic (Jombart et al 2009) . Although PCA is not explicitly accounting for spatial information, it has often been used for investigating spatial genetic patterns (Novembre and Stephens 2008). As a complement to PCA, the spatial principal component analysis (sPCA; Jombart et al. 2008 ) has been introduced to explicitly include spatial information in the analysis of genetic variation, and gain more power for investigating spatial genetic structures. sPCA finds synthetic variables, the principal components (PCs), which maximise both the genetic variance and the spatial autocorrelation as measured by Moran's I (Moran 1950).
As such, PCs can reveal two types of patterns: 'global' structures, which correspond to positive autocorrelation typically observed in the presence of patches or clines, and 'local' structures, which correspond to negative autocorrelation, whereby neighboring individuals are more genetically distinct that expected at random (Jombart et al.. 2008) . The global and local tests have been developed for detecting the presence of global and local patterns, respectively (Jombart et al. 2008) . Unfortunately, while these tests have robust type I error, they also typically lack power, and can therefore fail to identify existing spatial genetic patterns (Jombart et al.. 2008) . Moreover, they can only be used to diagnose the presence or absence of spatial patterns, and are unable to test the significance of specific structures revealed by sPCA axes.
In this paper, we introduce an alternative statistical test which addresses these issues.
This approach relies on computing the cumulative sum of a defined set of sPCA eigenvalues as a test statistic, and uses a Monte-Carlo procedure to generate null distributions of the test statistics and approximate p-values. After describing our approach, we compare its performances to the global and local tests using simulating datasets, investigating several standard spatial population genetics models. Our approach is implemented as the function spca_randtest in the package adegenet (Jombart 2008 
METHODS

Test statistic
As in most multivariate analyses of genetic markers, our approach analyses a table of   centred allele counts Jombart et al 2010). We note X the resulting matrix, and n the number of individuals analysed. In addition, the sPCA introduces spatial data in the form of a n by n matrix of spatial weights L, in which the i th row contains weights reflecting the spatial proximity of all and as:
Permutation procedure f i + and f ibecome larger in the presence of strong global or local structures in the first i th global / local PCs. Therefore, they can be used as test statistics against the null hypotheses of absence of global or local structures in these PCs. The expected distribution of f i + and f iin the absence of spatial structure is not known analytically.
Fortunately, it can be approximated using a Monte-Carlo procedure, in which individual genetic profiles are permuted randomly along the connection network, computing f i + and f ifor each permutation. Note that the original values of the test statistic are also included in these distributions, as the initial spatial configuration is by definition a possible random outcome. The p-values are then computed as the relative frequencies of permuted statistics equal to or greater than the initial value of f i + or f i -.
To guide the selection of global and local PCs to retain, this testing procedure can be used with increasing numbers of retained axes. Because each test is conditional on the previous tests, incremental Bonferroni correction is used to avoid the inflation of type I error, so that the significance level for the i th PC will be α / i, where α is the target type I error. The entire testing procedure is implemented in the function spca_randtest in the package 
Simulation study
To assess the performance of our test, we simulated genetic data under three migration models: island (IS) and stepping stone (SS), using the software GenomePop 2.7 (Carvajal-Rodríguez 2008), and isolation by distance (IBD), using IBDSimV2.0 (Leblois 2009). We simulated the IS and SS models with 4 populations, each with 25 individuals, and a single population under IBD with 100 individuals. 200 unlinked SNPs diploid loci were simulated.
Populations evolved under constant effective population size θ = 20, and interchanged migrants at three different symmetric and homogeneous rates (0.005, 0.01, and 0.1). We performed 100 independent runs for each of the three migration rates, for a total of 300 simulated dataset per migration model.
To quantify rates of errors type I for the spca_randtest, global and local tests, we extracted 100 random coordinates from 10 square 2D grids, using the function spsample from the spdep package (Bivand et al. 2013) . In order to evaluate the rate of false negatives for global patterns, we manually generated 10 sets of 100 pairs of coordinates simulating gradients and/or patches from 2D grids. To test for the rate of false negatives for local patterns, we perform a principal component analysis on 10 random datasets simulated under the SS model with 0.005 migration rate. We used the coordinates of the individuals 
RESULTS
Statistical power of the spca_randtest
We compared the performances of the spca_randtest with the global and local tests in three settings: in the absence of spatial structure, and in the presence of global, and local structures. The results obtained in the absence of spatial structure show that all tests have reliable type I errors ( Table 1 and 2). The spca_randtest exhibited consistently better performances for detecting existing structures in the data than both global and local tests ( Table 1 and 2, Figure 1 ). Although our simulated local spatial patterns turned out more difficult to detect than global patterns, the spca_randtest is twice to five times more effective than the local test ( Table 1 and 2). Generally, the underlying migration model, the migration rate and the number of loci affect the ability of all tests to detect non-random spatial patterns. Both spca_randtest and global and local tests have in fact a lower sensitivity in presence of island migratory schemes, while results for stepping stone and isolation by distance models are more satisfying ( Table 1 and 2). Increasing migration rates lead to a higher rates of false negatives for all tests, which can be overcome using more loci (Table 1 and 2).
Significant eigenvalues are assessed using a hierarchical Bonferroni correction which accounts for non-independence of eigenvalues and multiple testing ( Figure 2 ). Strong patterns (e.g. IBD) tend to produce a higher number of significant components than weak patterns (e.g. island models with high migration rates), which are otherwise captured by fewer to no components. 
