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EXPLICIT AND UNIQUE CONSTRUCTION OF TETRABLOCK
UNITARY DILATION IN A CERTAIN CASE
T. BHATTACHARYYA AND H. SAU
Abstract. Consider the domain E in C3 defined by
E = {(a11, a22, detA) : A =
(
a11 a12
a21 a22
)
with ‖A‖ < 1}.
This is called the tetrablock. This paper constructs explicit boundary normal dilation
for a triple (A,B, P ) of commuting bounded operators which has E as a spectral set.
We show that the dilation is minimal and unique under a certain natural condition.
As is well-known, uniqueness of minimal dilation usually does not hold good in several
variables, e.g., Ando’s dilation is not known to be unique. However, in the case of the
tetrablock, the third component of the dilation can be chosen in such a way as to ensure
uniqueness.
1. Introduction
Let K be a compact subset of Cd for d ≥ 1. Consider a d-tuple T = (T1, T2, . . . Td) of
commuting bounded operators with K as a spectral set, i.e., the joint spectrum of T is
contained in K and
||f(T )|| ≤ sup{|f(z)| : z ∈ K}
for all rational functions f with poles off K. A commuting tuple of bounded normal
operators N = (N1, N2, . . . Nd) with σ(N)⊂ bK, the distinguished boundary of K is
called a normal boundary dilation of T if
f(T ) = PHf(N)|H,
for all rational functions f with poles off K. The K we consider in this paper, is a
polynomially convex domain. Note that by Oka-Weil theorem, for a polynomially convex
domain, a polynomial dilation is the same as a rational dilation. In other words,
T k11 · · ·T
kd
d = PHN
k1
1 · · ·N
kd
d |H
for k1, . . . , kd ≥ 0.
Definition 1. A triple (A,B, P ) of commuting bounded operators on a Hilbert space
H is called a tetrablock contraction if E is a spectral set for (A,B, P ), i.e., the joint
spectrum of (A,B, P ) is contained in E and
||f(A,B, P )|| ≤ ||f ||∞,E = sup{|f(x1, x2, x3)| : (x1, x2, x3) ∈ E}
for any polynomial f in three variables.
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Consider a tetrablock contraction (A,B, P ). Then it is easy to see that P is a contrac-
tion. Fundamental equations for a tetrablock contraction are introduced in [2]. These
are
A− B∗P = DPF1DP , and B − A
∗P = DPF2DP(1.1)
whereDP = (I−P ∗P )
1
2 is the defect operator of the contraction P andDP = RanDP and
F1, F2 are bounded operators on DP . Theorem 3.5 in [2] says that the two fundamental
equations can be solved and the solutions F1 and F2 are unique. The unique solutions
F1 and F2 of equations (1.1) are called the fundamental operators of the tetrablock
contraction (A,B, P ). Moreover, w(F1) and w(F2) are not greater than 1. The adjoint
triple (A∗, B∗, P ∗) is also a tetrablock contraction as can be seen from definition. By
what we stated above there are unique G1, G2 ∈ B(DP ∗) such that
A∗ −BP ∗ = DP ∗G1DP ∗ and B
∗ − AP ∗ = DP ∗G2DP ∗ ,(1.2)
and w(G1) and w(G2) are not greater than 1.
Definition 2. A tetrablock unitary is a triple of commuting bounded operators N =
(N1, N2, N3) on a Hilbert space H such that its Taylor joint spectrum σ(N) is contained
in bE, the Shilov boundary of E.
Definition 3. A tetrablock isometry is the restriction of a tetrablock unitary to a joint
invariant subspace.
Let (A,B, P ) be a tetrablock contraction on H with fundamental operators F1 and
F2. Consider the Hilbert space H˜ = H⊕ l2(DP ). Let V1, V2 and V3 be defined on H˜ by
V1(h⊕ (a0, a1, a2, . . . )) = (Ah⊕ (F
∗
2DPh+ F1a0, F
∗
2 a0 + F1a1, F
∗
2 a1 + F1a2, . . . ))
V2(h⊕ (a0, a1, a2, . . . )) = (Bh⊕ (F
∗
1DPh+ F2a0, F
∗
1 a0 + F2a1, F
∗
1 a1 + F2a2, . . . ))
and
V3(h⊕ (a0, a1, a2, . . . )) = (Ph⊕ (DPh, a0, a1, a2, . . . ))
respectively. From Theorem 6.1 of [2], we learnt that (V1, V2, V3) on H˜ is a tetrablock
isometric dilation of (A,B, P ) if F1, F2 satisfy
[F1, F2] = 0 and [F1, F
∗
1 ] = [F2, F
∗
2 ].(1.3)
Our first major result, described in the theorem below, is the construction of tetrablock
unitary dilation of a tetrablock contraction explicitly.
Theorem 4. Let (A,B, P ) be a tetrablock contraction on H with fundamental operators
F1 and F2 satisfying (1.3). Let the space H˜ and the operator triple (V1, V2, V3) be as
above. Consider the space K = H˜ ⊕ l2(DP ∗). Define operators C1, C2, C3 : l2(DP ∗)→ H˜
by
C1(a0, a1, a2, . . . ) = (DP ∗G2a0 ⊕ (−F
∗
2P
∗a0, 0, 0, . . . )),
C2(a0, a1, a2, . . . ) = (DP ∗G1a0 ⊕ (−F
∗
1P
∗a0, 0, 0, . . . )),
C3(a0, a1, a2, . . . ) = (DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . ))
3and D1, D2, D3 : l
2(DP ∗)→ l2(DP ∗) by
D1(a0, a1, a2, . . . ) = (G
∗
1a0 +G2a1, G
∗
1a1 +G2a2, G
∗
1a2 +G2a3, . . . ),
D2(a0, a1, a2, . . . ) = (G
∗
2a0 +G1a1, G
∗
2a1 +G1a2, G
∗
2a2 +G1a3, . . . ) and
D3(a0, a1, a2, . . . ) = (a1, a2, a3, . . . ) respectively.
Finally, let R1, R2 and U be three operators defined on K whose block operator matrices
with respect to the decomposition K = H˜ ⊕ l2(DP ∗) are(
V1 C1
0 D1
)
,
(
V2 C2
0 D2
)
and
(
V3 C3
0 D3
)
respectively.
Then the triple (R1, R2, U) is a tetrablock unitary dilation of (A,B, P ).
This dilation is proved to be minimal. Unlike in the case of a single operator, mini-
mality of a dilation of an n-tuple(n > 1) of commuting operators does not guarantee its
uniqueness. We show that the tetrablock unitary dilation (R1, R2, U) defined in Theorem
4 of a tetrablock contraction (A,B, P ) is unique under a certain suitable condition. The
uniqueness theorem, the second major result of this paper, states that if (R˜1, R˜2, U˜) is
a tetrablock unitary dilation of a tetrablock contraction (A,B, P ) such that U˜ is the
minimal unitary dilation of P , then the dilation (R˜1, R˜2, U˜) is unitarily equivalent to the
dilation we have constructed. This is the content of Theorem 14. Note that if a tetra-
block unitary (R˜1, R˜2, U˜) dilates a tetrablock contraction (A,B, P ), then by definition
of dilation, the unitary U˜ dilates the contraction P too. So the only constraint we are
imposing is that the dilation U˜ is minimal.
Two equations associated with a contraction P and its defect operators that will come
handy are
PDP = DP ∗P(1.4)
and its corresponding adjoint relation
DPP
∗ = P ∗DP ∗ .(1.5)
Proof of (1.4) and (1.5) can be found in [9](ch. 1, sec. 3). We shall use these two
relations in this paper without mention.
Note that for a Hilbert space E , the Hilbert space l2(E) is unitarily equivalent to the
Hilbert space H2E(D), via the unitary map
(ξ0, ξ1, ξ2 . . . ) 7→
∞∑
n=0
znξn,
where ξn ∈ E for all n ≥ 0.
2. Elementary Results On A Tetrablock Contraction
All known facts about tetrablock contractions, tetrablock isometries and tetrablock
unitaries that we quote here are from [2].
There are well known characterizations of a tetrablock isometry and a tetrablock
unitary. We just quote some characterizations of a tetrablock unitary because we shall
use it later in this paper.
Theorem 5. Let N = (N1, N2, N3) be a commuting triple of bounded operators. Then
the following are equivalent:
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(1) N is a tetrablock unitary;
(2) N3 is a unitary, N2 is a contraction and N1 = N
∗
2N3;
(3) there is a 2 × 2 unitary block operator matrix [Uij ] where Uij are commuting
normal operators and N = (U11, U22, U11U22 − U21U12);
(4) N3 is a unitary and N is a tetrablock contraction;
(5) the family {(Rz, Uz) : |z| = 1} where Rz = N1+zN2 and Uz = zN3 is a commuting
family of Γ-unitaries.
For a proof, see [2](Th. 5.4). Before going to construct the tetrablock unitary di-
lation of a tetrablock contraction, let us study few lemmas which will be used in the
construction. First we state a very important result from [2](Corollary 4.2).
Lemma 6. The fundamental operators F1 and F2 of a tetrablock contraction (A,B, P )
are the unique bounded linear operators on DP that satisfy the pair of operator equations
DPA = F1DP + F
∗
2DPP and DPB = F2DP + F
∗
1DPP.
The next three lemmas give relations between the fundamental operators of a tetra-
block contraction and its adjoint.
Lemma 7. Let (A,B,P) be a tetrablock contraction on a Hilbert space H and F1, F2 and
G1, G2 be fundamental operators of (A,B, P ) and (A
∗, B∗, P ∗) respectively. Then
PFi = G
∗
iP |DP , for i=1 and 2.
Proof. We shall prove only for i = 1, the proof for i = 2 is similar. Note that the
operators on both sides are from DP to DP ∗. Let h, h′ ∈ H be any element. Then
〈(PF1 −G
∗
1P )DPh,DP ∗h
′〉
= 〈DP ∗PF1DPh, h
′〉 − 〈DP ∗G
∗
1PDPh, h
′〉
= 〈P (DPF1DP )h, h
′〉 − 〈(DP ∗G
∗
1DP ∗)Ph, h
′〉
= 〈P (A−B∗P )h, h′〉 − 〈(A− PB∗)Ph, h′〉
= 〈(PA− PB∗P −AP + PB∗P )h, h′〉 = 0.
Hence the proof. 
Lemma 8. Let (A,B, P ) be a tetrablock contraction on a Hilbert space H and F1, F2 and
G1, G2 be fundamental operators of (A,B, P ) and (A
∗, B∗, P ∗) respectively. Then
DPF1 = (ADP −DP ∗G2P )|DP and DPF2 = (BDP −DP ∗G1P )|DP .
Proof. We shall prove only one of the above, proof of the other is similar. For h ∈ H,
we have
(ADP −DP ∗G2P )DPh = A(I − P
∗P )h− (DP ∗G2DP ∗)Ph
= Ah− AP ∗Ph− (B∗ −AP ∗)Ph
= Ah− AP ∗Ph− B∗Ph+ AP ∗Ph
= (A− B∗P )h = (DPF1)DPh.
Hence the proof. 
5Lemma 9. Let (A,B, P ) be a tetrablock contraction on a Hilbert space H and F1, F2 and
G1, G2 be fundamental operators of (A,B, P ) and (A
∗, B∗, P ∗) respectively. Then
(F ∗1DPDP ∗ − F2P
∗)|DP∗ = DPDP ∗G1 − P
∗G∗2 and
(F ∗2DPDP ∗ − F1P
∗)|DP∗ = DPDP ∗G2 − P
∗G∗1.
Proof. For h ∈ H, we have
(F ∗1DPDP ∗ − F2P
∗)DP ∗h = F
∗
1DP (I − PP
∗)h− F2P
∗DP ∗h
= F ∗1DPh− F
∗
1DPPP
∗h− F2DPP
∗h
= F ∗1DPh− (F
∗
1DPP + F2DP )P
∗h
= F ∗1DPh−DPBP
∗h [by Lemma 6]
= (ADP −DP ∗G2P )
∗h−DPBP
∗h [by Lemma 8]
= DPA
∗h− P ∗G∗2DP ∗h−DPBP
∗h
= DP (A
∗ −BP ∗)h− P ∗G∗2DP ∗h
= DPDP ∗G1DP ∗h− P
∗G∗2DP ∗h
= (DPDP ∗G1 − P
∗G∗2)DP ∗h.
The other relation can be proved similarly. 
Observation If (N1, N2, N3) is a commuting triple of bounded operators such that
N3 is unitary and N1 = N
∗
2N3, then N1 and N2 are normal operators.
Proof. N1 = N
∗
2N3 gives after multiplying N
∗
3 from left N1N
∗
3 = N
∗
2 , which after taking
adjoint each side gives N2 = N3N
∗
1 = N
∗
1N3, where last equality follows from Fuglede-
Putnam’s theorem(See [3]).
N1N
∗
1N3 = N1N2 = N2N1 = N
∗
1N3N1 = N
∗
1N1N3.
Since N3 is unitary, it follows that N1 is a normal operator. Also
N2N
∗
2N3 = N2N1 = N1N2 = N
∗
2N3N2 = N
∗
2N2N3.
Since N3 is unitary, it follows that N2 is normal operator. 
3. Dilation Of A Tetrablock Contraction - Proof of Theorem 4
We begin this section by showing that the fundamental operators F1 and F2 of a
tetrablock contraction (A,B, P ) and the fundamental operators G1 and G2 of the adjoint
tetrablock contraction (A∗, B∗, P ∗) are intimately related in the sense explained in the
following lemma.
Lemma 10. Let (A,B, P ) be a tetrablock contraction on a Hilbert space H and F1, F2
and G1, G2 be fundamental operators of (A,B, P ) and (A
∗, B∗, P ∗) respectively. Then
[F1, F2] = 0 and [F1, F
∗
1 ] = [F2, F
∗
2 ]
if and only if
[G1, G2] = 0 and [G1, G
∗
1] = [G2, G
∗
2].
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Proof. Note that if we can show one of the above implications, then the other will follow
from it. Because once we prove one implication, we then apply it for the tetrablock
contraction (A∗, B∗, P ∗) to get the other implication. So we shall prove only one impli-
cation.
We first show that if V on a Hilbert space H˜ is the minimal isometric dilation of a
contraction P on Hilbert space H, then dimensions of the spaces DV ∗ and DP ∗ are the
same. Since V is minimal, H˜ = span{V nh : h ∈ H, n ≥ 0}. We have for all h, h′ ∈ H
and n ≥ 0, 〈V ∗h, V nh′〉 = 〈h, V n+1h′〉 = 〈h, P n+1h′〉 = 〈P ∗h, P nh′〉 = 〈P ∗h, V nh′〉.
Hence V ∗|H = P ∗. Note that D2V ∗V
nh = (I − V V ∗)V nh = 0, for all n ≥ 1. So the
operator D2V ∗ kills {V
nh, h ∈ H and n ≥ 1}, so does the operator DV ∗ . Therefore
DV ∗ = DV ∗H˜ = DV ∗H. Something more is true, ‖DV ∗h‖2 = 〈(I − V V ∗)h, h〉 = ‖h‖2 −
‖V ∗h‖2 = ‖h‖2 − ‖P ∗h‖2 = ‖DP ∗h‖2. So we define a unitary X : DP ∗ → DV ∗ by
XDP ∗h = DV ∗h, for all h ∈ H and extend it to the closure continuously. That X is a
unitary, is clear from its very definition and from the fact that ‖DV ∗h‖ = ‖DP ∗h‖, for
all h ∈ H. Note that the unitary X satisfies XDP ∗ = DV ∗ , whenever V is the minimal
isometric dilation of P .
Let us suppose that the fundamental operators F1 and F2 of the tetrablock contraction
(A,B, P ) satisfy [F1, F2] = 0 and [F1, F
∗
1 ] = [F2, F
∗
2 ]. Then we know from [2](Theorem
6.1) that (A,B, P ) has a tetrablock isometric dilation (V1, V2, V3) such that V3 is the
minimal isometric dilation of P and in fact, (V1, V2, V3) is a co-extension of (A,B, P ). We
shall prove that [G1, G2] = 0 and [G1, G
∗
1] = [G2, G
∗
2], where G1 and G2 are fundamental
operators of (A∗, B∗, P ∗).
Now we show thatXG1X
∗ andXG2X
∗ are the fundamental operators of the tetrablock
co-isometry (V ∗1 , V
∗
2 , V
∗
3 ), where X is the unitary defined above. For h, h
′ ∈ H we have
〈(A∗ − BP ∗)h, h′〉 = 〈DP ∗G1DP ∗h, h
′〉
⇒ 〈A∗h, h′〉 − 〈P ∗h,B∗h′〉 = 〈G1DP ∗h,DP ∗h
′〉
⇒ 〈V ∗1 h, h
′〉 − 〈V ∗3 h, V
∗
2 h
′〉 = 〈G1X
∗DV ∗
3
h,X∗DV ∗
3
h′〉
⇒ 〈(V ∗1 − V2V
∗
3 )h, h
′〉 = 〈DV ∗
3
XG1X
∗DV ∗
3
h, h′〉.
Therefore (V ∗1 − V2V
∗
3 ) = DV ∗3 (XG1X
∗)DV ∗
3
. Similarly it can be showed that (V ∗2 −
V1V
∗
3 ) = DV ∗3 (XG2X
∗)DV ∗
3
. By uniqueness of the fundamental operators, XG1X
∗ and
XG2X
∗ are the fundamental operators of (V ∗1 , V
∗
2 , V
∗
3 ).
Since (V1, V2, V3) is a tetrablock isometry on the Hilbert space K, the space K can
be decomposed into K1 ⊕ K2 in such a way that K1 and K2 reduce (V1, V2, V3) and
(V1, V2, V3)|K1 =: (V˜1, V˜2, V˜3) is pure tetrablock isometry and (V1, V2, V3)|K2 is tetrablock
unitary. See [2](Theorem 5.6) for a proof of this fact. Note that if the fundamental opera-
tors of the pure tetrablock co-isometry (V˜ ∗1 , V˜
∗
2 , V˜
∗
3 ) are G˜1 and G˜2, then the fundamental
operators of the tetrablock co-isometry (V ∗1 , V
∗
2 , V
∗
3 ) are 0⊕ G˜1 and 0⊕ G˜2.
By Corollary 15 of [7], we have that the pure tetrablock isometry (V˜1, V˜2, V˜3) is unitarily
equivalent to (MG˜1
∗
+G˜2z
,MG˜2
∗
+G˜1z
,Mz), which acts on the Hilbert space H
2(DV˜3∗). By
commutativity of the triple (MG˜1
∗
+G˜2z
,MG˜2
∗
+G˜1z
,Mz) we get
[G˜1, G˜2] = 0 and [G˜1, G˜
∗
1] = [G˜2, G˜
∗
2].
Hence the fundamental operators of the tetrablock co-isometry (V ∗1 , V
∗
2 , V
∗
3 ), which are
nothing but 0 ⊕ G˜1 and 0 ⊕ G˜2 also satisfy the above equality. But the fundamental
operators of the tetrablock co-isometry (V ∗1 , V
∗
2 , V
∗
3 ), as observed above, are XG1X
∗ and
7XG2X
∗, where recall that X is a unitary. Hence G1 and G2 also satisfy the above
equality. In other words G1 and G2 satisfy
[G1, G2] = 0 and [G1, G
∗
1] = [G2, G
∗
2].
Hence the proof. 
We now prove that (R1, R2, U) on K defined in the statement of Theorem 4 is a
tetrablock unitary. To prove that, we shall show the following
(i) R1, R2 and U commute with each other,
(ii) R1 = R
∗
2U and
(iii) R2 is a contraction.
These will imply that (R1, R2, U) is a tetrablock unitary by part (2) of Theorem 5.
Proof of part (i) It can be easily checked that the operators D1, D2 and D3 on
l2(DP ∗) defined in Theorem 4 are unitarily equivalent to the operatorsM∗G1+G∗2z,M
∗
G2+G
∗
1
z
andM∗z onH
2
DP∗
(D) respectively. To show thatR1 =
(
V1 C1
0 D1
)
andR2 =
(
V2 C2
0 D2
)
commute, we shall have to show V1V2 = V2V1, D1D2 = D2D1 and V1C2 + C1D2 =
V2C1 + C2D1.
That V1 and V2 commute follows from the fact that (V1, V2, V3) is a tetrablock isometry.
As we have observed, the commutativity of D1 and D2 is equivalent to that of MG2+G∗1z
and MG1+G∗2z. It can be easily checked that the commutativity of MG2+G∗1z and MG1+G∗2z
is equivalent to G1, G2 satisfying equation (1.3) in place of F1 and F2 respectively, which
holds true. So we have D1D2 = D2D1. From the definition of the operators, it can be
easily checked that
V1C2 + C1D2 = V2C1 + C2D1.(3.1)
The detailed proof of this can be found in the Appendix.
Proof of part (ii) To prove R1 = R
∗
2U it is equivalent to show the following:
V1 = V
∗
2 V3, C1 = V
∗
2 C3, C
∗
2V3 = 0 and D1 = C
∗
2C3 +D
∗
2D3
We shall check these conditions one by one. Since (V1, V2, V3) is a tetrablock isometry,
the first condition is satisfied.
V ∗2 C3(a0, a1, a2, . . . ) = V
∗
2 (DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . ))
= (B∗DP ∗ −DPF1P
∗)a0 ⊕ (−F
∗
2P
∗a0, 0, 0, . . . )
= C1(a0, a1, a2, . . . ) [using Lemma 8].
C∗2V3(h⊕ (a0, a1, a2, . . . )) = C
∗
2(Ph⊕ (DPh, a0, a1, . . . ))
= ((G∗1DP ∗P − PF1DP )a0, 0, 0, . . . )
= (0, 0, 0, . . . ) [using Lemma 7].
Now (C∗2C3 +D
∗
2D3)(a0, a1, a2, . . . )
= C∗2(DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . )) +D
∗
2(a1, a2, a3, . . . )
= ((G∗1D
2
P ∗ + PF1P
∗)a0, 0, 0, . . . ) + (G2a1, G
∗
1a1 +G2a2, G
∗
1a2 +G2a3, . . . )
= ((G∗1 −G
∗
1PP
∗ + PF1P
∗)a0 +G2a1, G
∗
1a1 +G2a2, G
∗
1a2 +G2a3, . . . )
= (G∗1a0 +G2a1, G
∗
1a1 +G2a2, G
∗
1a2 +G2a3, . . . )
= D1(a0, a1, a2, . . . ) [using Lemma 7].
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So this completes the proof of part (ii).
Proof of part (iii) First we shall show that r(D2) ≤ 1. What we actually show is
that, numerical radius of D2 is not greater than one. Since spectral radius is not greater
than the numerical radius (See [6],Theorem 1.2.11. ), we shall be done. Let us define
ϕ : D→ B(DP ∗) by ϕ(z) = G2 + zG
∗
1.
Clearly ϕ is holomorphic, bounded and continuous on the boundary ∂D = T of the disk.
As observed before in the introduction, the operator D∗2 goes to multiplication by the
function ϕ. Now w(Mϕ) ≤ sup{w(ϕ(z)) : z ∈ T}. Recall that the numerical radius of
an operator X is not greater than one if and only if the real part of the operator zX is
not bigger than identity for every z on the unit circle, see [1]. From Theorem 3.5 of [2],
we know that w(G1 + zG2) ≤ 1, which in turn gives that w(z1G1 + z2G2) ≤ 1, for all
z1, z2 in the unit circle. Which is equivalent to (z1G1 + z2G2) + (z1G1 + z2G2)
∗ ≤ 2I,
which gives after rearranging (z2G2 + z1G
∗
1) + (z2G2 + z1G
∗
1)
∗ ≤ 2I, which is equivalent
to saying that z2(G2 + zG
∗
1) + z2(G2 + zG
∗
1)
∗ ≤ 2I, for every z and z2 on the unit circle.
Which implies that w(G2 + zG
∗
1) ≤ 1, for al z in the unit circle. Hence w(Mϕ) ≤ 1.
This implies that r(D2) = r(Mϕ) ≤ w(Mϕ) ≤ 1. Since R2 of the form
(
V2 C2
0 D2
)
, we
have by Lemma 1 of [5], that σ(R2) ⊆ σ(V2) ∪ σ(D2). Since r(V2) ≤ 1 ((V1, V2, V3)
being tetrablock isometry) and r(D2) ≤ 1, we have r(R2) ≤ 1. Since R2 is a normal
operator(applying the observation in previous section to the triple (R1, R2, U)), we have
by Stampfli’s theorem (which says that, if X is hyponormal, then ||Xn|| = ||X||n and
so ||X|| = r(X), see Proposition 4.9 of [4]) that ||R2|| ≤ 1. This completes the proof of
part (iii).
Therefore (R1, R2, U) is a tetrablock unitary. Now to prove (R1, R2, U) is a dilation of
(A,B, P ), we observe that each of R1, R2 and U are upper triangular with respect to the
decomposition H˜ ⊕ l2(DP ∗) of K with V1, V2 and V3 in the (11)-th places of the operator
matrices respectively. Also noting that each of V1, V2 and V3 are lower triangular with
respect to the decomposition H⊕ l2(DP ) of H˜ with A,B and P in the (11)-th places of
the operator matrices respectively, we get
AmBnP l = PHR
m
1 R
n
2U
l|H, for all m,n, l ≥ 0.
This completes the proof of Theorem 4. 
Remark 11 (Minimality). Minimality of a commuting normal boundary dilation N =
(N1, N2, . . . , Nd) on a space K of a commuting tuple (T1, T2, . . . , Td) of bounded operators
on a space H means that the space K is no bigger than
span{Nk11 N
k2
2 . . . N
kd
d N
∗l1
1 N
∗l2
2 . . . N
∗ld
d h : h ∈ H where ki and li ∈ N for i = 1, 2, . . . , d}.
In our construction, the space is the minimal unitary dilation space of the contraction P ,
which is obviously a subspace of span{Rk11 R
k2
2 R
∗l1
1 R
∗l2
2 U
nh : h ∈ H, ki, li ≥ 0 and n ∈ Z}.
Note that no dilation of (A,B, P ) can take place on a space smaller than the minimal
unitary dilation space of the contraction P , since the dilation has to dilate P also. Hence
the dilation is minimal.
4. Uniqueness of the dilation
In this section, we show that the minimal dilation (R1, R2, U) of (A,B, P ) defined in
Theorem 4 is unique under a suitable condition.
9Note that the operator U , when written with respect to the decomposition l2(DP ) ⊕
H⊕ l2(DP ∗), takes the following form,
U1 U2 U30 P U4
0 0 U5

 ,
where U1, U2, U3, U4 and U5 are as follows
U1(a0, a1, a2, . . . ) = (0, a0, a1, . . . ), U2(h) = (Dph, 0, 0, . . . )
U3(b0, b0, b2, . . . ) = (−P
∗b0, 0, 0, . . . ), U4(b0, b1, b2, . . . ) = DP ∗b0 and
U5(b0, b1, b2, . . . ) = (b1, b2, b3, . . . ),
for all h ∈ H, (a0, a1, a2, . . . ) ∈ l
2(DP ) and (b0, b0, b2, . . . ) ∈ l
2(DP ∗). Note that this is
the Scha¨ffer minimal unitary dilation of the contraction P (See [8] or ch. 1, sec. 5 in [9]).
The next result says that if (R1, R2, . . . , Rn−1, U) is a dilation of (S1, S2, . . . , Sn−1, P ),
where P is a contraction and U is the Scha¨ffer minimal unitary dilation of P , then the
operators Rj , j = 1, 2, . . . , n− 1 can not be of arbitrary form.
Lemma 12. Let (R1, R2, . . . , Rn−1, U) on K be a dilation of (S1, S2, . . . , Sn−1, P ) on H,
where P is a contraction on H and U on K is the Scha¨ffer minimal unitary dilation of
P . Then for all j = 1, 2, . . . , n− 1, Rj admits a matrix representation of the form
∗ ∗ ∗0 Sj ∗
0 0 ∗

 ,
with respect to the decomposition K = l2(DP )⊕H⊕ l2(DP ∗).
Proof. Let Rj = (R
j
kl)
3
k,l=1 with respect to K = l
2(DP ) ⊕ H ⊕ l2(DP ∗) for each j =
1, 2, . . . , n−1. Call H˜ = l2(DP )⊕H. Since U is minimal we have K =
∨∞
m=−∞ U
mH and
H˜ =
∨∞
m=0 U
mH =
∨∞
m=0 V
mH, where V is the minimal isometry dilation of P . Note
that
PHRj(U
mh) = SjP
mh = SjPHU
mh, for all h ∈ H, m ∈ N and j = 1, 2, . . . , n− 1.
Hence we have PHRj |H˜ = SjPH|H˜ or equivalently S
∗
j = PH˜R
∗
j |H for all j = 1, 2, . . . , n−1.
This shows that Rj21 = 0, for all j = 1, 2, . . . , n− 1.
Call N˜ = H⊕ l2(DP ∗), then note that N˜ =
∨∞
n=0 U
∗nH. We have
PHR
∗
j (U
∗mh) = S∗jP
∗mh = S∗jPHU
∗mh, for all h ∈ H, m ∈ N and j = 1, 2, . . . , n− 1.
This and a similar argument as above give us Sj = PN˜Rj |H. Therefore R
j
32 = 0, for all
j = 1, 2, . . . , n− 1.
So far, we have showed that for each j = 1, 2, . . . , n− 1, Rj admits the matrix represen-
tation of the form 
Rj11 Rj12 Rj130 Sj Rj23
R
j
31 0 R
j
33

 ,
with respect to the decomposition K = l2(DP ) ⊕ H ⊕ l2(DP ∗). To show that R
j
13 = 0
we proceed as follows. From the commutativity of Rj with U we get, by an easy matrix
calculation
R
j
31U1 = U5R
j
31 and R
j
31U2 = 0,(4.1)
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(equating the 31th entries and 32th entries of RjU and URj respectively). By the defi-
nition of U2, we have RanU2 = Ran(I − U1U∗1 ). Therefore R
j
31(I − U1U
∗
1 ) = 0. Which
with the first equation of (4.1) gives Rj31 = U5R
j
31U
∗
1 . Which gives after n-th iteration
R
j
31 = U
n
5R
j
31U
∗
1
n. Now since U∗1
n → 0 as n → ∞, we have that Rj31 = 0 for each
j = 1, 2, . . . , n− 1. This completes the proof of the lemma. 
First we prove a weaker version of the uniqueness theorem, which will be used to prove
the stronger version of the uniqueness theorem.
Lemma 13. Suppose (A,B, P ) is a tetrablock contraction on a Hilbert space H and
(R1, R2, U) is the above tetrablock unitary dilation of (A,B, P ). If (R˜1, R˜2, U) is another
tetrablock unitary dilation of (A,B, P ) such that R˜1 and R˜2 are extensions of V1 and V2
respectively, then R˜1 = R1 and R˜2 = R2.
Proof. Since R˜1 and R˜2 on the Hilbert space K are such that they are extensions of V1
and V2 respectively, the matrix representations of R˜1 and R˜2 with respect to the decom-
position K = H˜ ⊕ l2(DP ∗) will be of the form
(
V1
˜˜
C1
0 D˜1
)
and
(
V2 C˜2
0 D˜2
)
respectively,
where C˜1, C˜2 : l
2(DP ∗) → H˜ and D˜1, D˜2 : l2(DP ∗) → l2(DP ∗) are some operators. We
want to show that C˜1, C˜2, D˜1 and D˜2 are same as C1, C2, D1 and D2 respectively. Since
(R˜1, R˜2, U) is a tetrablock unitary, we have by part (2) of Theorem 5 the following:
R˜1, R˜2 and unitary operator U commute, R˜2 is a contraction, and R˜1 = R˜2
∗
U. The fact
that U is unitary, gives us
D∗3D3 + C
∗
3C3 = I and C
∗
3V3 = 0.(4.2)
The fact that R˜2 and U commute, gives us
V2C3 + C˜2D3 = V3C˜2 + C3D˜2 and D˜2D3 = D3D˜2.(4.3)
The fact that R˜1 and U commute, gives us
V1C3 + C˜1D3 = V3C˜1 + C3D˜1 and D˜1D3 = D3D˜1,(4.4)
and commutativity of R˜1 and R˜2 gives
V1C˜2 + C˜1D˜2 = V2C˜1 + C˜2D˜1 and D˜1D˜2 = D˜2D˜1.(4.5)
Since R˜1 = R˜2
∗
U , we have
C˜1 = V
∗
2 C3 and D˜1 = C˜
∗
2C3 + D˜
∗
2D3.(4.6)
Therefore
C˜1(a0, a1, a2, . . . ) = V
∗
2 C3(a0, a1, a2, . . . )
= V ∗2 (DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . ))
= ((B∗DP ∗ −DPF1P
∗)a0 ⊕ (−F
∗
2P
∗a0, 0, 0, . . . ))
= (DP ∗G2a0 ⊕ (−F
∗
2P
∗a0, 0, 0, . . . )) [by Lemma 8]
= C1(a0, a1, a2, . . . ).
Also we have R˜2 = R˜1
∗
U , which gives
C˜2 = V
∗
1 C3 and D˜2 = C˜
∗
1C3 + D˜
∗
1D3.(4.7)
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Therefore
C˜2(a0, a1, a2, . . . ) = V
∗
1 C3(a0, a1, a2, . . . )
= V ∗1 (DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . ))
= ((A∗DP ∗ −DPF2P
∗)a0 ⊕ (−F
∗
1P
∗a0, 0, 0, . . . ))
= (DP ∗G1a0 ⊕ (−F
∗
1P
∗a0, 0, 0, . . . )) [by Lemma 8]
= C2(a0, a1, a2, . . . ).
To find D˜1 and D˜2, we proceed by multiplying (4.3) by C
∗
3 from left. Then using (4.2),
we get
D˜∗2(I −D
∗
3D3) = D
∗
3C˜
∗
2C3 + C
∗
3V
∗
2 C3.
Noting that (I−D∗3D3) is the orthogonal projection of l
2(DP ∗) onto the first component,
we get
D˜∗2(a0, 0, 0, . . . )
= (D∗3C˜
∗
2C3 + C
∗
3V
∗
2 C3)(a0, a1, a2, . . . )
= D∗3C˜
∗
2(DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . )) + C
∗
3V
∗
2 (DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . ))
= D∗3((G
∗
1(I − PP
∗) + PF1P
∗)a0, 0, 0, . . . )
+ C∗3((B
∗DP ∗ −DPF1P
∗)a0 ⊕ (−F
∗
2P
∗a0, 0, 0, . . . ))
= (0, (G∗1(I − PP
∗) + PF1P
∗)a0, 0, 0, . . . )
+ ((DP ∗B
∗DP ∗ −DP ∗DPF1P
∗ + PF ∗2P
∗)a0, 0, 0, . . . )
= ((DP ∗(B
∗DP ∗ −DPF1P
∗) + PF ∗2P
∗)a0, (G
∗
1(I − PP
∗) + PF1P
∗)a0, 0, 0, . . . )
= (((I − PP ∗)G2 + PF
∗
2P
∗)a0, (G
∗
1(I − PP
∗) + PF1P
∗)a0, 0, 0, . . . ) [ by Lemma 8]
= (G2a0, G
∗
1a0, 0, 0, . . . ) [ by Lemma 7]
Therefore for a ∈ DP ∗, we have D˜∗2(a, 0, 0, . . . ) = (G2a,G
∗
1a, 0, 0, . . . ).
D˜∗2(
n times︷ ︸︸ ︷
0, . . . , 0, a, 0, . . . )
= D˜∗2D
∗
3
n(a, 0, 0, 0, . . . )
= D∗3
nD˜∗2(a, 0, 0, 0, . . . )[ using last equation of (4.3)]
= D∗3
n(G2a,G
∗
1a, 0, 0, . . . )
= (
n times︷ ︸︸ ︷
0, . . . , 0, G2a,G
∗
1a, 0, 0, . . . ), for every n ≥ 0..
Therefore for an arbitrary element (a0, a1, a2, . . . ) ∈ l2(DP ∗), we have
D˜∗2(a0, a1, a2, . . . ) = D˜
∗
2((a0, 0, 0, . . . ) + (0, a1, 0, . . . ) + (0, 0, a2, . . . ) + · · · )
= (G2a0, G
∗
1a0, 0, 0, . . . )
+ (0, G2a1, G
∗
1a1, 0, 0, . . . ) + (0, 0, G2a2, G
∗
1a2, 0, 0, . . . ) + · · ·
= (G2a0, G
∗
1a0 +G2a1, G
∗
1a1 +G2a2, . . . ).
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For (a0, a1, a2, . . . ) and (b0, b1, b2, . . . ) in l
2(DP ∗), we have
〈(a0, a1, a2, . . . ), D˜
∗
2(b0, b1, b2, . . . )〉
= 〈(a0, a1, a2, . . . ), (G2b0, G
∗
1b0 +G2b1, G
∗
1b1 +G2b2, . . . )〉
= 〈a0, G2b0〉+ 〈a1, G
∗
1b0 +G2b1〉+ 〈a2, G
∗
1b1 +G2b2〉+ · · ·
= 〈G∗2a0 +G1a1, b0〉+ 〈G
∗
2a1 +G1a2, b1〉+ 〈G
∗
2a2 +G1a3, b2〉+ · · ·
= 〈(G∗2a0 +G1a1, G
∗
2a1 +G1a2, G
∗
2a2 +G1a3, . . . ), (b0, b1, b2, . . . )〉.
Hence by definition of adjoint of an operator we have
D˜2(a0, a1, a2, . . . ) = (G
∗
2a0 + G1a1, G
∗
2a1 + G1a2, G
∗
2a2 + G1a3, . . . ) = D2(a0, a1, a2, . . . ),
for every (a0, a1, a2, . . . ) ∈ l2(DP ∗). Therefore R˜2 = R2.
Similarly, multiplying (4.4) by C∗3 from left, using (4.2) and proceeding in the same way
as above one gets D˜1 to be
D˜1(a0, a1, a2, . . . ) = (G
∗
1a0 +G2a1, G
∗
1a1 +G2a2, G
∗
1a2 +G2a3, . . . ) = D1(a0, a1, a2, . . . ).
Hence R˜1 = R1. This completes the proof. 
Now we are ready to state and prove the stronger version of the uniqueness theorem,
the main result of this section.
Theorem 14 (Uniqueness). Let (A,B, P ) be a tetrablock contraction on a Hilbert space
H and (R1, R2, U) as defined in Theorem 4, be the tetrablock unitary dilation of (A,B, P ).
(i) If (R˜1, R˜2, U) is another tetrablock unitary dilation of (A,B, P ), then R˜1 = R1
and R˜2 = R2.
(ii) If (R˜1, R˜2, U˜) on some Hilbert space K˜ containing H, is another tetrablock unitary
dilation of (A,B, P ) where U˜ is a minimal unitary dilation of P , then (R˜1, R˜2, U˜)
is unitarily equivalent to (R1, R2, U).
Proof. (i) Since (R˜1, R˜2, U) is a dilation of (A,B, P ), by Lemma 12 R˜1 and R˜2 are of the
form (
T1 R˜′12
0 R˜′22
)
and
(
T2 R˜′′12
0 R˜′′22
)
respectively,
with respect to the decomposition H˜ ⊕ l2(DP ∗). Where T1 and T2 are operators on H˜,
which admit the matrix representation(
T ′11 T
′
12
0 A
)
and
(
T ′′11 T
′′
12
0 B
)
respectively,
with respect to the decomposition l2(DP )⊕H. Since (T1, T2, V ) on H˜ is the restriction
of the tetrablock contraction (R˜1, R˜2, U) to H˜ and V is an isometry, we have (T1, T2, V )
a tetrablock isometry. Also note that T1
∗|H = A∗, T ∗2 |H = B
∗ and V ∗|H = P ∗. So
(T1, T2, V ) is a tetrablock isometric dilation of (A,B, P ), where V is the Scha¨ffer minimal
isometric dilation of P . Now it follows from the argument given in the proof of Theorem
6.1(2) of [2] that T1 = V1 and T2 = V2, where V1 and V2 are as in Theorem 4. Therefore
R˜1 and R˜2 are extensions of V1 and V2 respectively. Now the proof follows from Lemma
13.
(ii) Since U˜ is a minimal unitary dilation of P , there exists a unitary operator W :
K˜ → K such that WU˜W ∗ = U and Wh = h for all h ∈ H. This shows that
(WR˜1W
∗,WR˜2W
∗,W U˜W ∗) is another tetrablock unitary dilation of (A,B, P ). But
13
WU˜W ∗ = U . Hence by part (i) we have (WR˜1W
∗,WR˜2W
∗,W U˜W ∗) = (R1, R2, U).
This completes the proof of part (ii). 
We conclude with the following remark.
Remark 15. The tetrablock unitary dilation we have constructed in this section, is
simple because it acts on a small space, viz., the minimal unitary dilation space of the
contraction P . Moreover, we have showed that if the unitary part of the tetrablock
unitary dilation is the minimal unitary dilation of the contraction P , then the tetrablock
unitary dilation is unique upto unitary equivalence.
5. Appendix
Here we prove that V1C2 + C1D2 = V2C1 + C2D1, as in equation (3.1).
From the definition of the operators V1, V2 and V3 on H˜, it is easy to see that they have
the following matrix forms with respect to the decomposition H⊕DP ∗⊕DP ∗⊕DP ∗⊕· · ·

A 0 0 0 . . .
F ∗2DP F1 0 0 . . .
0 F ∗2 F1 0 . . .
0 0 F ∗2 F1 . . .
...
...
...
...
. . .

 ,


B 0 0 0 . . .
F ∗1DP F2 0 0 . . .
0 F ∗1 F2 0 . . .
0 0 F ∗1 F2 . . .
...
...
...
...
. . .

 and


P 0 0 0 . . .
DP 0 0 0 . . .
0 I 0 0 . . .
0 0 I 0 . . .
...
...
...
...
. . .


respectively. The operators C1, C2 and C3 : l
2(DP ∗)→ H˜ are of the form

DP ∗G2 0 0 0 . . .
−F ∗2P
∗ 0 0 0 . . .
0 0 0 0 . . .
0 0 0 0 . . .
...
...
...
...
. . .

 ,


DP ∗G1 0 0 0 . . .
−F ∗1P
∗ 0 0 0 . . .
0 0 0 0 . . .
0 0 0 0 . . .
...
...
...
...
. . .

 and


DP ∗ 0 0 0 . . .
−P ∗ 0 0 0 . . .
0 0 0 0 . . .
0 0 0 0 . . .
...
...
...
...
. . .


respectively.Finally the operators D1, D2 and D3 on l
2(DP ∗) are of the form

G∗1 G2 0 0 . . .
0 G∗1 G2 0 . . .
0 0 G∗1 G2 . . .
0 0 0 G∗1 . . .
...
...
...
...
. . .

 ,


G∗2 G1 0 0 . . .
0 G∗2 G1 0 . . .
0 0 G∗2 G1 . . .
0 0 0 G∗2 . . .
...
...
...
...
. . .

 and


0 I 0 0 . . .
0 0 I 0 . . .
0 0 0 I . . .
0 0 0 0 . . .
...
...
...
...
. . .


respectively.
(V1C2 + C1D2)(a0, a1, a2, . . . )
= V1(DP ∗G1a0 ⊕ (−F
∗
1P
∗a0, 0, 0, . . . )) + C1(G
∗
2a0 +G1a1, G
∗
2a1 +G1a2, G
∗
2a2 +G1a3, . . . )
= (ADP ∗G1a0 ⊕ ((F
∗
2DPDP ∗G1 − F1F
∗
1P
∗)a0,−F
∗
2F
∗
1P
∗a0, 0, 0, . . . )) +
((DP ∗G2G
∗
2a0 +DP ∗G2G1a1)⊕ (−F
∗
2P
∗G∗2a0 − F
∗
2P
∗G1a1, 0, 0, . . . ))
= ((ADP ∗G1 +DP ∗G2G
∗
2)a0 +DP ∗G2G1a1)⊕
((F ∗2DPDP ∗G1 − F1F
∗
1P
∗ − F ∗2P
∗G∗2)a0 − F
∗
2P
∗G1a1,−F
∗
2F
∗
1P
∗a0, 0, 0, . . . )
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and
(V2C1 + C2D1)(a0, a1, a2, . . . )
= V2(DP ∗G2a0 ⊕ (−F
∗
2P
∗a0, 0, 0, . . . )) + C2(G
∗
1a0 +G2a1, G
∗
1a1 +G2a2, G
∗
1a2 +G2a3, . . . )
= (BDP ∗G2a0 ⊕ ((F
∗
1DPDP ∗G2 − F2F
∗
2P
∗)a0,−F
∗
1F
∗
2P
∗a0, 0, 0, . . . )) +
((DP ∗G1G
∗
1a0 +DP ∗G1G2a1)⊕ (−F
∗
1P
∗G∗1a0 − F
∗
1P
∗G2a1, 0, 0, . . . ))
= ((BDP ∗G2 +DP ∗G1G
∗
1)a0 +DP ∗G1G2a1)⊕
((F ∗1DPDP ∗G2 − F2F
∗
2P
∗ − F ∗1P
∗G∗1)a0 − F
∗
1P
∗G2a1,−F
∗
1F
∗
2P
∗a0, 0, 0, . . . ).
Hence V1C2 + C1D2 = V2C1 + C2D1 holds if and only if the following holds:
(a) ADP ∗G1 +DP ∗G2G
∗
2 = BDP ∗G2 +DP ∗G1G
∗
1, DP ∗G2G1 = DP ∗G1G2,
(b) F ∗2DPDP ∗G1−F1F
∗
1P
∗−F ∗2P
∗G∗2 = F
∗
1DPDP ∗G2−F2F
∗
2P
∗−F ∗1P
∗G∗1, F
∗
2P
∗G1 =
F ∗1P
∗G2, and
(c) F ∗2F
∗
1P
∗ = F ∗1F
∗
2P
∗.
Using Lemma 6 we get that (a) holds if and only if
(G1DP ∗ +G
∗
2DP ∗P
∗)∗G1 +DP ∗G2G
∗
2 = (G2DP ∗ +G
∗
1DP ∗P
∗)∗G2 +DP ∗G1G
∗
1
holds. After rearranging this equation we get
DP ∗G
∗
1G1 + PDP ∗G2G1 +DP ∗G2G
∗
2 = DP ∗G
∗
2G2 + PDP ∗G1G2 +DP ∗G1G
∗
1
which is equivalent to saying thatDP ∗ [G1, G
∗
1]+PDP ∗G1G2 = DP ∗[G2, G
∗
2]+PDP ∗G2G1,
which is true since G1, G2 satisfy equation (1.3) in place of F1 and F2 respectively. Hence
(a) holds.
Note that the first part of equation (b) is equivalent to
F ∗2DPDP ∗G1 + F2F
∗
2P
∗ − F ∗2P
∗G∗2 = F
∗
1DPDP ∗G2 + F1F
∗
1P
∗ − F ∗1P
∗G∗1
⇔ F ∗2 (DPDP ∗G1 − P
∗G∗2) + F2F
∗
2P
∗ = F ∗1 (DPDP ∗G2 − P
∗G∗1) + F1F
∗
1P
∗
⇔ F ∗2 (F
∗
1DPDP ∗ − F2P
∗) + F2F
∗
2P
∗ = F ∗1 (F
∗
2DPDP ∗ − F1P
∗) + F1F
∗
1P
∗ [ by Lemma 9]
⇔ F ∗2F
∗
1DPDP ∗ − F
∗
2F2P
∗ + F2F
∗
2P
∗ = F ∗1F
∗
2DPDP ∗ − F
∗
1F1P
∗ + F1F
∗
1P
∗
⇔ [F ∗2 , F
∗
1 ]DPDP ∗ + [F2, F
∗
2 ]P
∗ = [F1, F
∗
1 ]P
∗,
which is true by (1.3). The second part of (b) follows from Lemma 7 and from (1.3).
Hence (b) holds.
Equation (c) is simply a consequence of (1.3). Hence V1C2 + C1D2 = V2C1 + C2D1.
Consequently R1 and R2 commute.
Now let us show that R1U = UR1. From easy matrix calculations we get that R1 and
U commute if and only if the following holds:
V1V3 = V3V1, D1D3 = D3D1 and V1C3 + C1D3 = V3C1 + C3D1.
The first condition holds because (V1, V2, V3) is a tetrablock contraction. The operators
D1 and D3 commute because their copy MG1+G∗2z and Mz on H
2
DP∗
(D) do. Now
V1C3 + C1D3(a0, a1, a2, . . . )
= V1(DP ∗a0 ⊕ (−P
∗a0, 0, 0, . . . )) + C1(a1, a2, a3, . . . )
= (ADP ∗a0 ⊕ ((F
∗
2DPDP ∗ − F1P
∗)a0,−F
∗
2P
∗a0, 0, 0, . . . ))
+ (DP ∗G2a1 ⊕ (−F
∗
2P
∗a1, 0, 0, . . . ))
= (ADP ∗a0 +DP ∗G2a1)⊕ ((F
∗
2DPDP ∗ − F1P
∗)a0 − F
∗
2P
∗a1,−F
∗
2P
∗a0, 0, 0, . . . )
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and
(V3C1 + C3D1)(a0, a1, a2, . . . )
= V3(DP ∗G2a0 ⊕ (−F
∗
2P
∗a0, 0, 0, . . . )) + C3(G
∗
1a0 +G2a1, G
∗
1a1 +G2a2, G
∗
1a2 +G2a3, . . . )
= (PDP ∗G2a0 ⊕ (DPDP ∗G2a0,−F
∗
2P
∗a0, 0, 0, . . . ))
+ ((DP ∗G
∗
1a0 +DP ∗G2a1)⊕ (−P
∗G∗1a0 − P
∗G2a1, 0, 0, . . . ))
= ((PDP ∗G2 +DP ∗G
∗
1)a0 +DP ∗G2a1)
⊕ ((DPDP ∗G2 − P
∗G∗1)a0 − P
∗G2a1,−F
∗
2P
∗a0, 0, 0, . . . ).
Note that the equality of V1C3+C1D3 and V3C1+C3D1 follows trivially from Lemma
6, Lemma 9 and Lemma 7. The commutativity of R2 and U can be proved similarly, we
skip this. This completes the proof of V1C2 + C1D2 = V2C1 + C2D1.
References
[1] T. Ando, Structure of operators with numerical radius one, Acta Sci. Math. (szeged), 34 (1973),
11-15.
[2] T.Bhattacharyya, The tetrablock as a spectral set, to appear at Indiana Univ. Math. J., available
from http://www.iumj.indiana.edu/IUMJ/Preprints/5407.pdf
[3] J. B. Conway, A course in functional analysis. Second edition, Graduate Texts in Mathematics, 96.
Springer-Verlag, New York, 1990. ISBN 978-0-387-97245-9.
[4] J. B. Conway, The Theory of Subnormal Operators, Mathematical Surveys and Monographs, 36,
AmericanMathematical Society, Providence, RI, 1991.
[5] D. Hong-Ke and P. Jin, Perturbation of spectrums of 2 by 2 operator matrices, Proceedings of the
AmericanMathematical Society, 121 (1994), 761-766.
[6] R. A. Martnez-Avendao and P. Rosenthal, An introduction to operators on the Hardy-Hilbert space.
Graduate Texts in Mathematics, 237. Springer, New York, 2007.
[7] H. Sau, A note on tetrablock contractions, arXiv:1312.0322 [math.FA]
[8] J.J. Scha¨ffer, On unitary dilations of contractions, Proc. Amer. Math. Soc. 6 (1955), 322. MR
16,934c
[9] B. Sz.-Nagy, C. Foias, Hari Bercovici and Laszlo Kerchy, Harmonic Analysis of Operators on Hilbert
space, Second edition, Revised and enlarged edition, Universitext, Springer, New York, 2010.
Department of Mathematics,, Indian Institute of Science,, Bangalore 560012, India
E-mail address : tirtha@math.iisc.ernet.in
Department of Mathematics,, Indian Institute of Science,, Bangalore 560012, India
E-mail address : sau10@math.iisc.ernet.in
