Local search is widely used to solve approximately NP-complete combinatorial optimization problems. But, few is known about quality of obtained local minima, for a given neighborhood. We concentrate on one of the most di cult optimization problems, the Quadratic Assignment Problem, and we give an upper bound for the quality of solutions obtained with deepest local search. Moreover, other recently established results on the Traveling Salesman Problem, the Graph Bipartitioning Problem and the Maximum Independent Set Problem can be deduced as particular cases.
Introduction
Local search (respectively deepest descent local search) works in an iterative fashion by successively replacing the current solution by a better (respectively the best) one in the neighborhood of the current solution. It terminates when a locally optimal solution is attained, i.e. when no further improvement is possible.
In JPY88] a new complexity class, the class PLS (polynomial local search) has been de ned. It contains local search problems for which local optimality can be veri ed in polynomial time. There exists a notion of reduction, and a PLS problem is said to be PLS-complete if all PLS problems can be reduced to it in polynomial time. Given a PLS-complete problem, if we could nd a local optimum for it in polynomial time, then we could nd a local optimum for any PLS problem in polynomial time too.
If we note C ? loc the cost of any solution which is a local minimum relative to a certain neighborhood and C AV the average cost over all possible solutions, it has been proved for the Traveling Salesman Problem that C ? loc C AV with the 2-exchange neighborhood Gro92], the 3-exchange and the 2-opt neighborhood CM92]. In this paper, we extend these results to the Quadratic Assignment Problem. In the next section, we give our main result concerning quality and complexity of the deepest local search method with a 2-exchange neighborhood, and in section three we give some applications of these results on some combinatorial problems, namely the Traveling Salesman, the Graph Bipartitioning and the Maximum Independent Set Problems.
The Quadratic Assignment Problem
Given two n n symmetric matrices F = (f ij ) and D = (d ij ), with a null diagonal, the symmetric Quadratic Assignment Problem (QAP) can be stated as follows:
where is the set of all permutations of f1; 2; : : : ; ng. One of the major applications of the QAP is in location theory where f ij is the ow of materials from facility i to facility j, and d ij represents the distance from location i to location j KB57]. The objective is to nd an assignment of all facilities to locations which minimizes the total cost (see PRW93] for a survey of this problem).
The only known methods to solve exactly the QAP are branch and bound ones. However, due to time constraints, they remain limited to problems of size around fteen, and only recently, exploiting symmetries in locations distribution, problems of size up to twenty have been solved exactly MR94]. In all other cases, one must use approximate methods, i.e. heuristics. Recently a comparison of eight heuristics MDC95] has led to a particularly interesting result: the remarkable e ectiveness of greedy local search, which sometime outperforms more elaborate heuristics like simulated annealing and tabu search.
We consider the 2-exchange neighborhood which is the standard one for the QAP. Given a permutation = ( (1); : : : ; (i); : : : ; (j); : : : ; (n)), its neighbors are the n(n?1) 2 permutations of the form ( (1); : : : ; (j); : : : ; (i); : : : ; (n)) for 1 i < j n, obtained from by a swap.
In SY91], it has been proved that the Graph Bipartitioning Problem is PLScomplete for the swap neighborhood, and since it is a particular case of the symmetric QAP with the 2-exchange neighborhood, it follows that the QAP with this neighborhood is PLS-complete.
Let s(A) denote the sum of all terms of a given matrix A. Let x and y two vectors of the same dimension. The maximum (respectively minimum) scalar product of x and y is de ned by: hx; yi + = max 2 hx; yi (respectively hx; yi ? = min 2 hx; yi). Let Corollary 2 For the QAP, the following inequality holds: C ? loc n 2 C AV . Moreover, there is a sequence of instances for which the ratio C max = n 2 C AV tends to in nity, where C max is the maximum cost over all permutations. Proof. Clearly,
To simplify notations, we make the hypothesis the permutation has been applied to the matrix D. So Proof. By de nition the average cost is C AV = P C( ) = n!. Therefore, We are ready now to give the proof of our main theorem.
Proof of the theorem 1: We note, by analogy with the space Laplacian operator, r 2 C( ) the average cost di erence between the permutation and its neighbors. n(n ? 1) : The key idea is to bound r 2 C( ) and to use the fact that at each step there always exists an exchange i; j such that i;j r 2 C( ). We put C( ) = C( ) ? C AV . Thus, r 2 C( ) = ?4C( ) n ?
n(n ? 1) :
By using lemma 5 we obtain r 2 C( ) = ?4C( ) n ?
n 2 (n ? 1)
The last equation is rewritten Proof. Without lost of generality, we make the hypothesis F i and D i are arranged in increasing order.
Let k , for 1 k n, be the circular permutation of f1; : : : ; ng such that k (1) = k.
We put S k = f(i; k (i)) j i = 1; : : : ; ng, and S = f1; : : : ; ng 2 . The S k form a partition of S, i.e. n k=1 S k = S, and S i \ S j = ; for i 6 = j. Notice that hF; Di + = P (i;j)2S 1 F i D j , and
For the left hand part of the inequality, we have nhF; Di + = n X (i;j)2S 1
For the right hand part of the inequality, we have , and obviously C max = n(n?1) 2 ?
1 + n 4 . Thus, the ratio C max = n 2 C AV tends to in nity. 2
Proof of the theorem 3: We have seen that at each step the cost C( ) of the current solution becomes less than C( ) ? 4 n (C( ) ? C AV ) + . If we noteC( ) = C( ) ? l (l is the limit cost de ned above) it is equivalent to say that a each step,C( ) becomes less than Notice that, we do not claim that the entire local search will use at most this polynomial number of iterations. Since the QAP is PLS-complete, this would be equivalent to say that P = NP! Certainly, for some instances the search will go on.
Applications
In this section, we apply results of the previous section to some particular cases of the QAP, namely the Symmetric Traveling Salesman Problem and the Graph Bipartitioning Problem. We also introduce two new optimization problems and we study the Maximum Independent Set Problem.
Notice that, when one of the matrices, say F, has constant row sums, i.e. Fe = e, for e the vector of all ones, then hF;Di + s(F)s(D) = 1 n , and it follows that C ? loc C AV from theorem 1 (one can also notice that ( ) = 0).
The Symmetric Traveling Salesman Problem:
Obviously, the Symmetric Traveling Salesman Problem with n cities can be seen as a particular case of QAP by considering D to be the distance matrix and F to be de ned by f i;i+1 = f i+1;i = 1 with 1 i n ? 1, f n;1 = f 1;n = 1 and f ij = 0 otherwise.
Using the above remark, we obtain for the 2-exchange neighborhood, C ? loc C AV , a result also previously found by Grover Gro92].
In the sequel, given a graph, we must select a xed number of vertices in order to maximize or minimize an associated cost. The neighborhood of a solution consists of all solutions that can be obtained from the current one by selecting an unselected vertex and unselecting a selected vertex. We call this neighborhood the swap neighborhood.
The Graph Bipartitioning Problem:
Recall that given a graph with an even number n of vertices the Graph Bipartitioning Problem consists of nding a partition of the vertices into two equal-sized subsets A and B such that the number of edges having one extremity in A and the other in B is minimized. For this problem D is the adjacency matrix of the graph, and
where U is the n 2 n 2 matrix, with u ij = 1, i; j = 1; : : : ; n 2 .
Using the above remark, we obtain for the swap neighborhood, C ? loc C AV , a result previously found by Grover Gro92].
Generalized Maximum Independent Set and Maximum Clique Problems:
We de ne two new NP-complete optimization problems which are obvious generalizations the rst of the Maximum Independent Set and the second one of the Maximum Clique Problem. This result can be compared with the following theorem.
Theorem 11 (Meyer, Indeed, notice that the maxima independent sets are precisely the local minima for the above local search algorithm.
Notice that our result is more exible than Meyer's theorem. By varying the parameter c we can choose the strength of the hypothesis. In return, our bound is sometimes less good than the Meyer's one. Notice, however that this is a deductive result, while our result has the advantage to be constructive.
Conclusion
We have given an upper bound for the solutions obtained by local search algorithms, for the Quadratic Assignment Problem with respect to the 2-exchange neighborhood. However, the question remains open to show whether or not this bound is attained. It would be interesting to have an upper bound for C ? loc where the size n of the problem doesn't occur. But notice that if we conserve the shape of the bound of theorem 1, that is the term hF;Di + s(F)s(D) , the bound cannot be improved. Indeed, recall that when restricted to the Symmetric Traveling Salesman Problem, this bound becomes C AV , a result which is optimal (think at the special case when all entries of the distance matrix are equal, then all the solutions have the same cost equal to C AV ).
Our general result, when it is applied to other optimization problems seen as particular cases of the Quadratic Assignment Problem provides some known results. Continuing in this way we could provide a hierarchy of combinatorial optimization problems relative to the quality of solutions obtained with local search algorithms.
