Highway and traffic engineers collect vehicular speed data with detectors based on a variety of fixed and mobile device technologies, to support analysis and design activities. Most acquisition units aggregate speed data into speed classes for ease of management and storage. An unfortunate result of this practice is a significant loss of content associated with individual speed data. Moreover, the use of individual speeds is often necessary to support road safety analysis and speed management decisions. For bridging of this gap, this paper introduces an algorithm that disaggregates speed data collected with automatic road detectors that can measure speed frequency only in intervals. The objective is to obtain backcalculated individual speeds that operate with continuous distribution functions rather than discrete ones. This information allows the derivation of more robust, basic descriptive measures (average, variance, and percentiles) according to normal, lognormal, and gamma probability distribution functions. Therefore, the information produced is more useful than that calculated from standard aggregated speed reports. In this investigation, individual speed data collected from video cameras were used to derive reference distributions and descriptive measures on the same road sections where inductive double-loop detectors were installed. Comparisons of the backcalculated individual speeds and those collected from video cameras support the validity of the proposed algorithm.
Speed is the fundamental parameter characterizing traffic operations and road performance. Engineers collect speed data to calibrate models supporting design activities (i.e., models of operating speeds) and to evaluate traffic operations and control (i.e., speed zones, speed limits, overtaking restrictions) and the effect of speed on crash frequency and severity. Transportation management centers collect a continuous flow of speed data using fixed and mobile detectors based on different technologies. Magnetic, pneumatic, laser, and video sensors are widely used and sufficiently reliable for the acquisition of speed data (1) (2) (3) (4) (5) (6) .
Acquisition units usually record a large amount of such data in aggregate form, which facilitates ease of management and storage, is cheaper, and is therefore often the only option available to some manufacturers (7) .
The most common practice is to convert individual speeds into counts for a number of speed classes ranging from five to 20 over time intervals typically ranging from 15 min to 1 h. The average value for the two class limits is assumed to be the representative of the value for that class and, in combination with the frequency, allows the mean to be computed. Roess et al. proposed a method to derive the mean (v -) and standard deviation (s) from counts (F i ) of speed (S) data grouped into speed intervals (7) . They used an interval of a very short length and assumed that all the data pertaining to the ith interval were equal to the average of that interval (S i ). According to the authors, v -and s are where N is the total sample size.
Salter and Hounsell proposed a methodology that uses the number of class deviations from a central one assumed a priori to estimate v -and s (8) . Table 1 reports the results of an analysis conducted in line with the example proposed by Salter and Hounsell (8) , which was solved by use of the methodology of Roess et al. (7) . In Table 1 , the same speed sample was arranged into 20 and five speed classes. From Equation 1, speeds classified into 20 intervals provide v -equal to 79.9 km/h, whereas for the same data divided into five intervals, v -is equal to 80.3 km/h. In a corresponding manner, in the example of 20 speed classes, s is 11.5 km/h, whereas for five speed classes, s is 13.4 km/h. This example demonstrates that data aggregation conceals the relevant information content of each individual value and leads to inaccuracies in the estimation of any central tendency and dispersion parameters. Moreover, larger speed intervals lead to greater inaccuracies. Speed data generally follow a normal distribution when traffic is homogeneous and vehicles are traveling under free-flow conditions. As the traffic becomes more heterogeneous and denser, the distribution may deviate from normal (9). Haight and Mosher proposed the use of lognormal and gamma distributions to represent the probability that the actual speed will be observed along a road section (10) .
In this context, the present study proposes an algorithm to backcalculate speed data that are unimodally distributed and collected with devices that aggregate speed values into intervals. The purpose is to obtain individual data and to operate with continuous distribution functions rather than discrete ones. This backcalculation allows the derivation of basic descriptive measures (i.e., mean, variance, percentiles) for continuous probability distribution functions (9, 10) . To the authors' knowledge, the disaggregation (or backcalculation) of speeds recorded by automatic counters has never been proposed.
It is universally accepted that the information content provided by individual rather than aggregated data is more powerful and more convenient for further processing purposes. For example, individual speeds are used for the development of models of operating speeds (11, 12) to evaluate the effects of environmental factors on driver speed behavior (13) and in other activities of fundamental interest in speed management (5), such as assessment of speed limits, evaluation of the effectiveness of traffic control devices, monitoring of speed enforcement actions, evaluation of geometric treatments on existing roads, evaluation of the effects of operating speeds on crash frequency, and assessment of speed trends.
Individual speeds may also be used to enrich existing databases for speed modeling. It is always better to convert the frequency of speed classes into individual data rather than to convert aggregate individual data into classes, so that the information provided by each single speed observation is not lost.
To assess the methodology proposed here, survey data from fixed stations with double-loop detectors on rural highways were used to test the disaggregation algorithm proposed here. Specifically, speeds were collected by the counting of the speed frequency in seven classes with an aggregation period of 1 h. To validate the results obtained, speed samples from video cameras (which recorded simultaneously with the loop detectors along the same highway sections) were also collected. An analysis of the proposed methodology shows that the main statistical distribution estimates are comparable to the observed values (individual data). The model's accuracy was also evaluated by estimation of the range in the variability of outcomes and quantification of some related error measurements.
Algorithm Description
According to Dey et al., a sample of individual speeds (V j ) forming a traffic stream may follow a Gaussian, lognormal, or gamma probability distribution (9) . Their probability density functions ( f ) are presented in Equations 3 to 5, respectively: Henceforth, these distribution parameters are summarized into a unique term, θ.
The algorithm focuses on the extraction of a new sample of disaggregated speed data that has the same information content (or characteristics) as the sample of aggregated data. If it is assumed that individual (unknown) speed data follow one of the three distributions, then 
where F is the cumulative distribution function characterized by the unknown parameter θ. Now consider a generic distribution of speeds, v i . Such a distribution can be split into several segments delimited by speed thresholds T i . Thus, a truncated distribution is assumed, in which From Figure 1a , it can be seen that if T b and T a are less than µ (Case 1), the mode is T b ; when T a and T b are greater than µ (Case 3), the mode is T a ; otherwise, when T b is greater than µ and T a is less than µ (Case 2), the mode is µ. In this context, V represents the observed speed in the field, whereas v indicates the speed derived from the application of the algorithm presented here.
To estimate the distribution parameter θ, the algorithm recurs to the estimation of the log likelihood (LL) function of the sample.
whereas the maximum likelihood estimation (θ MLE ) is
where θ is the parameter that maximizes the LL function. As a result, the LL function becomes 
The parameters of the generic distribution are optimized by maximization of the likelihood function. The disaggregate sample of speeds can be randomly generated with knowledge of the distribution parameters and by use of the assumption of an equidistance according to probability. Finally, the inverse transform sampling technique (14) is used, as follows:
This last stage results in an approximation of the true distribution of speeds because the observations are more frequent near the mean value, E(x). This possible mismatch may lead to errors when the standard deviation is estimated.
As mentioned in the introduction, the proposed algorithm (Figure 1b ) was used to generate individual speed samples from counts collected by fixed survey stations. It was developed with R software (Version 3.1.1) (15) .
As input, the algorithm takes the speed counts and the vectors of the thresholds T i that split each speed interval. In the case of a lognormal distribution, the speed thresholds must be inputted in logarithmic form. The algorithm then computes θ through the maximum likelihood estimation method and optimizes the parameters by using the Broyden-Fletcher-Goldfarb-Shanno algorithm implemented in the R software code (15) .
Finally, the last function returns a vector of speeds with the following properties: (a) the sample size equals the sum of the counts in the observed section, (b) speed values follow the statistical distribution selected in Equations 14 and 16, and (c) for each speed interval, the algorithm generates a number of speeds equal to the count in the interval.
Example
For demonstration purposes, the first application of the proposed methodology was performed on the data presented in Table 1 . The goal was to compute 350 speed values that followed the reference distributions (a normal, lognormal, or gamma distribution).
First, the frequencies (counts) and the speed thresholds were inputted. Second, for aggregation of speeds into 20 and five speed classes, the mean speeds (79.8 and 80.2 km/h, respectively) and standard deviation speeds (11.4 and 12.1 km/h, respectively) were estimated. Finally, a disaggregate speed sample consistent with the selected statistical distribution (Equations 14 and 16) was obtained.
The class frequencies compared with the different probability density functions are shown in Figure 2 . The outcomes reveal that the mean values are similar to those computed from the original counts (the difference was 0.1 km/h in the case of five classes). In contrast, the standard deviation computed for the 20 classes presented a difference of 0.1 km/h, whereas that for the five-class grouping varied by 1.3 km/h.
In conclusion, although speed aggregation has an impact on dispersion parameters, it does not significantly affect the estimation of the central tendency parameters. Despite the small differences, the accuracy of the data and related parameters is fundamental in the development of reliable models.
ApplicAtion
Six traffic survey stations that form part of the survey network of the province of Turin in northwest Italy were considered. Table 2 provides information on the geographical location, road names, and distances from roadway elements (a curve or intersection). The network includes two types of fixed survey count and classification devices based on the inductive-loop technology. They include inductive loops, a couple in each travel direction, and piezo sensors linked to the adjacent fixed station, positioned on the roadside. The proprietary software installed on each device communicates data to the transportation management center on a broadband infrastructure at about 7 Mbits/s.
The transportation management center receives and stores information in aggregate form. Indeed, each control unit records the vehicle classification and traveling speed data. Specifically, speed data are divided into seven speed intervals with thresholds equal to 30, 50, 70, 90, 110, and 130 km/h. Speeds are associated with all vehicle categories and not just one specific vehicle class.
Cross-sectional video records were collected with a high-definition video camera positioned near each of the six fixed stations (Figure 3) . A great deal of attention was paid to the selection of unobtrusive measurement positions (e.g., so that the measurement positions were not behind a car, tree, pole, or other street furniture) when the video camera was placed, to avoid any psychological effects on drivers.
For this measurement method (Figure 3a) , the camera and two landmarks along the baseline length (l) form a triangle. In the analysis of video records, speeds were computed by division of the traveled length (l′) by the corresponding time value. As landmarks, horizontal or vertical elements along the road section were considered (Figure 3b) . Care was taken to select landmarks with the longest l possible.
preliminary Data Analysis
To compare aggregated and individual data, speeds were collected at the same station by both measurement methods. Surveys were carried out at off-peak hours to avoid traffic congestion. Table 2 lists the observation time, the sample sizes, and the minimum and maximum speeds (V min and V max , respectively) that were recorded through the cross-sectional records. According to Garber and Hoel, the sample size was always greater than 30 units (for Station 1, the counts of the two lanes per direction were merged) (5).
In Table 2 , the differences in vehicle count values between the two measurement methods depend on survey duration times. In the case of video records, the survey time was 15 min to minimize any disruption to traffic. For each direction, the number of observations from the video surveys ranged from 1 ⁄3 to 1 ⁄6 of the counts from the inductive-loop stations. The following speed analyses assumed that traffic conditions were homogeneous and stable for the duration of Table 1 and aggregated into (a) 20 and (b) five speed classes.
the survey, so the speeds observed in each quarter of an hour were assumed to have the same distribution in the hour monitored by the fixed survey stations.
A preliminary data analysis was performed to evaluate whether speed samples for the same section or direction tended to follow the same statistical distribution. Therefore, individual speeds were grouped into the same intervals considered by the fixed survey stations. The comparison of class frequencies is shown in Figure 4 : for Speed Class 1, S i < 30 km/h; for Speed Class 2, 30 ≤ S i < 50 km/h; for Speed Class 3, 50 ≤ S i < 70 km/h; for Speed Class 4, 70 ≤ S i < 90 km/h; for Speed Class 5, 90 ≤ S i < 110 km/h; for Speed Class 6, 110 ≤ S i < 130 km/h; for Speed Class 7, S i ≥ 130 km/h. As expected, differences between the frequencies of aggregate measurements were not significant and were always less than 10%.
Furthermore, statistical tests were performed on aggregated speed data by the data analysis methodology proposed by Roess et al. (7) . Equations 1 and 2 were used to estimate the mean (v -) and the variance (s 2 ). For the gamma distribution, the shape (α) and scale (β) parameters were estimated from sample mean and variance values (13):
where s 2 is the variance of the standard deviation of the sample. Table 3 lists the estimates for the statistical distributions for data both from fixed stations (automatically aggregated into speed intervals by the acquisition units) and from video records. The greatest difference (12%) between the sample mean of aggregate and dis aggregate data occurred for Station 14, Direction 2. This result confirms the hypothesis of the stationarity of flow, as speed samples from 15-min surveys have essentially the same characteristics as the aggregate data.
The Kolmogorov-Smirnov (K-S) test can compare both sets of speed samples with a reference probability distribution (16) . This test Table 4 , no evidence suggests that one distribution function is superior to the others. For aggregate data from the fixed stations, D N never exceeds the limit values. For disaggregate data from video records, speeds at Station 16, Direction 1, tend to follow only the lognormal distribution. The results of preliminary statistical tests do not provide definitive guidance on the choice of the best distribution method for the fitting of speed data.
results
The algorithm was performed on data collected by automatic counters at the six stations ( Table 2 ). The input matrix contains the counts from inductive loops (the frequency in each speed interval is provided in the rows, and the observed section and direction are provided in the columns). The outcome of the model is a vector of speed formed by 12 subsets related to each observed direction.
By the methodology presented above (Figure 1b) , the generation of the speed samples starts with the estimation of distribution parameters, which are reported in Table 5 . Hence, the mean and standard deviation for the normal and lognormal distributions and the shape and scale for the gamma distribution were estimated. The algorithm estimated mean speeds (for the normal and lognormal distributions) that were comparable to those that were computed from aggregate data and that are listed in Table 3 .
However, standard deviations are influenced by data aggregation and by the sample composition process: first, data aggregated into only seven classes hide information on the actual speed distribution; second, speed values are generated equidistantly according to their probability inside each speed class and do not consider the concept of mode. Nevertheless, the percentage of errors between the modeled and the observed standard deviations never exceeded 12%.
The sample sizes for the inductive-loop recordings and the observed camera speeds were different because the corresponding observation periods were 1 h and 15 min, respectively. Therefore, to compare the observed and the modeled speeds, reduced samples were created through random extraction from the outcome vector. The accuracy of the algorithm can be appreciated by evaluation of the range in the variability of the modeled speeds. Hence, the algorithm was iterated 100 times. Figures 5 to 7 compare the individual observed and modeled speeds by use of the assumption of normal, lognormal, and gamma distributions.
The proposed comparison reports the minimum, maximum, and mean values of the individual speed data across the equality line for each station in both directions. Specifically, the mean values were computed by averaging of the maximum and the minimum values derived in the 100 iterations. Figures 5 to 7 show that the range in variability depends on the distribution. The range in variability is small in the central part of the distribution, whereas it tends to increase toward the tails of the functions, leading to a greater variability in the modeled speeds.
In Figure 5 , the proximity to the equality line of the data from Stations 1 and 12 in Direction 1 demonstrates the very good prediction capability of the disaggregation algorithm. In the case of Station 1, Direction 2, the prediction capability is somewhat lower in the two tails. Similar conclusions can be drawn in the case of Station 15, Direction 1, and Station 24, Direction 2. In the case of Station 12, the greater distance between the observed and the estimated values is evident only in the lower tail. Note: N = normal; LnN = lognormal; Γ = gamma.
TABLE 4 K-S Test Results for Statistical Distribution Assessment
Fixed Stations Video Records 20  40  60  80  100  120  140  20  40  60  80  100  120  140  20  40  60  80  100  120  140   20  40  60  80  100  120  140  20  40  60  80  100  120  140  20  40  60  80  100  120  140   20  40  60  80  100  120  140  20  40  60  80  100  120  140  20  40  60  80  100  120  140   20  40  60  80  100  120  140  20  40  60  80  100  120  140  20  40  60  80  100 120 140 Although the maximum and minimum values can deviate from the equality line, the data close to the average are very close to it. As expected, the algorithm works reasonably well and sometimes very well for the speed located across the central speed classes.
Some measures of accuracy were used to provide information on the goodness-of-fit between the observed and the modeled data, as follows: These indexes, listed in Table 6 with the best distribution function, confirm the results of statistical analyses performed on the observed values for the samples (Table 4) . Table 6 lists the distributions that minimize or maximize the accuracy measurements, quantified for the mean speed vector of 100 vectors generated by the algorithm. For Stations 14 and 15, the suggested distribution coincides with the one showing the lowest value of D N in the K-S test.
conclusions When speeds are surveyed, speed data are often aggregated into speed intervals. To reduce the amount of data recorded, most current sensors and acquisition systems, be they fixed or mobile, collect speed data in frequency distribution spreadsheets with a number of classes, usually in a range of from five to 20. Unfortunately, this practice compromises the information content of individual speed values, so basic descriptive measurement parameters and the distribution function type cannot be estimated accurately.
To overcome these limitations, the present work proposes an algorithm to disaggregate the speed data gathered from loop detectors by use of the probability distribution functions already proposed in the literature: normal, lognormal, and gamma. Starting from aggregate data, the proposed algorithm generates speed vectors composed of individual values. The accuracy of the algorithm was evaluated by estimation of the ranges in the variability of the modeled values in comparison with those of the observed ones. Finally, main error measurements were computed to confirm the findings of prior analyses on the distribution of the data.
The following conclusions can be drawn on the basis of the results of the analyses reported here:
• The three statistical distributions considered in this work are those commonly used to model speeds under traffic conditions that are heterogeneous and characterized by low levels of traffic congestion, and it was found that no distribution type was superior to the others for the data considered.
• The distribution parameters estimated by use of the algorithm are similar to those obtained with the original data; the mean was generally not affected by aggregation, whereas some discrepancies in the standard deviation, which was influenced by the number of speed classes, were noticed.
• The choice of the statistical distribution that best interprets the field observations may be made on the basis of accuracy measures, such as those considered in this report.
• The proposed algorithm facilitates the work of traffic analysts when they must build databases of individual data that are essential for investigating a variety of speed-related factors. 
