Assessment of mental workload in real world conditions is key to ensure the performance of workers executing tasks which demand sustained attention. Previous literature has employed electroencephalography (EEG) to this end. However, EEG correlates of mental workload vary across subjects and physical strain, thus making it difficult to devise models capable of simultaneously presenting reliable performance across users. The field of domain adaptation (DA) aims at developing methods that allow for generalization across different domains by learning domain-invariant representations. Such DA methods, however, rely on the so-called covariate shift assumption, which typically does not hold for EEG-based applications. As such, in this paper we propose a way to measure the statistical (marginal and conditional) shift observed on data obtained from different users and use this measure to quantitatively assess the effectiveness of different adaptation strategies. In particular, we use EEG data collected from individuals performing a mental task while running in a treadmill and explore the effects of different normalization strategies commonly used to mitigate cross-subject variability. We show the effects that different normalization schemes have on statistical shifts and their relationship with the accuracy of mental workload prediction as assessed on unseen participants at train time.
I. INTRODUCTION
Monitoring mental workload in a fast and accurate manner is important in scenarios where the full attention of the user is fundamental for the security of others. Firefighters, air traffic controllers, and first responders, for instance, are constantly exposed to such work conditions. In many cases, in addition to a demanding mental task, individuals are under varying levels of physical strain. Measuring mental workload under such scenarios is challenging, especially when relying on wearable sensors. EEG based mental workload models have been developed in the past, but the high cross-subject variability often observed in the correlates used for assessing mental workload prevents from applying these models to real-world settings. As pointed out in [1] , models are usually subject-specific and present poor generalization when training and testing datasets are disjoint with respect to represented individuals. Additionally, the overhead in terms of time and cost required to collect training samples to build user-specific models makes EEG-based mental workload assessment unpractical. Considering the broader scenario of general brain-computer interfaces (BCIs), recent literature reviews [2] , [3] pointed out to the need of improving the crosssubject generalization performance in order to alleviate the necessity of a calibration step, thus enabling BCI applications in real world environments.
Domain adaptation (DA) techniques are methods aimed at enabling models to generalize across data sampled from different conditions (e.g., subjects, channels, headsets). DA methods have been studied in depth in recent years and applied across various fields. To our knowledge, however, this has not been the case for EEG-based mental workload systems, thus cross-subject variability remains an open issue. A common DA strategy corresponds to learning invariant data mappings with respect to the domain, so that a predictor model trained on top of such representations will only consider information relevant to the task at hand, while ignoring domain-specific cues. Such methods rely on the covariate shift assumption, which considers that the labels y distribution conditioned on data x, p(y|x), does not depend on which domain x was observed from [4] .
Anatomic and environmental factors are attributed as the main causes of the typical difference of neural responses across individuals subjected to the same stimulus [5] , [6] , [7] . As a consequence, EEG data collected from different subjects commonly present shifts in the conditional distribution. In practice, we observe that, given two data points x 1 and x 2 measured from distinct subjects represented in a shared feature space, p 1 (y|x 1 ) = p 2 (y|x 2 ) even if x 1 = x 2 . The covariate shift assumption thus cannot be taken for granted in DA applications when train and test domains (or source and target, as commonly used in DA literature) correspond to different subjects. In addition to the conditional shift, the discrepancy between domain's marginal distributions p 1 (x 1 ) and p 2 (x 2 ) also affects the performance of a learning algorithm across different domains, as predicted by the generalization bounds presented in [8] , [9] . Common DA strategies aim at finding data representations which minimize the marginal shift between source and target domains while preserving task-dependent information [10] .
As discussed in [9] , when the covariate shift assumption does not hold, there is a tradeoff between learning domaininvariant representations and obtaining a small prediction error across different domains. This aspect is frequently overlooked in DA applications [11] , which can lead to poor generalization performance in case the covariate shift assumption is violated due to a conditional shift. As this is the case for models relying on EEG data collected from different subjects, it is necessary to carefully evaluate the underlying conditional shift and the possibility to mitigate it before utilizing DA strategies based on learning invariant representations.
In this work, we take an initial step towards overcoming the aforementioned challenges. To this end, our main contributions are: (i) We introduce a method to estimate the crosssubject conditional and marginal shift based on theoretical results from [9] ; and (ii) we investigate whether common practices in the EEG literature to mitigate cross-subject variability, such as normalizing spectral features, are able to decrease the conditional shift as estimated with the proposed approach. We further provide a formal description of the cross-subject learning through the lens of DA. Our testbed is binary mental workload assessment with data collected when subjects were executing the Multi-Attribute Task Battery II (MATB-II) [12] . Participants were simultaneously submitted to physical activity, a scenario that is not commonly tackled in the mental workload assessment literature [13] , thus further increasing the relevance of our contribution.
The remainder of this paper is organized as follows: in Section II we provide an overview of DA and formalize our problem under this setting. In Section III the proposed strategy to estimate the conditional shift is presented. In Sections IV and V we describe the experimental setup and results. Finally, we draw conclusions and present directions for further investigation at Section VI.
II. CROSS-SUBJECT GENERALIZATION AND DOMAIN ADAPTATION
Consider feature vectors x ∈ R d with dimension d, computed from data through a deterministic mapping, e.g. power spectral density computation from EEG. We denote the feature space as X . Further consider a labeling function f : X → Y, where the label space is represented by Y, i.e. Y would be {0, 1} for the binary classification case, for instance. A domain D consists of a distribution over X .
Moreover, we define a mapping h : X → Y, commonly referred to as hypothesis, such that h ∈ H, where H is a set of candidate hypothesis, and finally define the risk R associated with a given hypothesis h on domain D as:
where the loss : Y × Y → R + quantifies how different h is from the true labeling function f for a given data instance x. Supervised learning can be defined as searching the minimum risk hypothesis h * within H, which would thus be the one such that:
However, computing R[h] is generally intractable since one does not usually have access to D, but rather to observed samples from it.
A. Empirical risk minimization
Given the intractability of the risk minimization setting described above, empirical risk minimization is a common practical alternative framework for supervised learning. In such case, a sample X of size N is observed from D, i.e. X = {x 1 , x 2 , . . . , x N }, where all x n are assumed to be independently sampled from the domain D (i.e. the i.i.d. assumption holds). The empirical risk is thus defined as:
and the generalization error (or generalization gap) will be the difference between the true and empirical risks, i.e.,
Ideally ,R X [h X ] ≈ 0 and ≈ 0, in which case h S is able to attain a low risk across new samples of D, not observed at training time.
B. Domain adaptation
We now analyze the case such that the i.i.d. assumption, which considers x n in X are all sampled according to a fixed domain D, does not hold. More specifically, we assume a set of K domains exist. In the following, we describe two recent results and formally define the statistical shifts that might be observed when different domains are considered.
Since most relevant results and theoretical guarantees were proven specifically for the case in which K = 2, we consider such setting and define two domains, referred as the source and target domains D S and D T , respectively. If one assumes the labeling function f is fixed across domains, a bound in the risk of a given hypothesis on the target domain is proven in [8] . An extension of that result is introduced in [9] where different labeling functions on each domain are assumed. We restate both results herein as corollaries for completeness, and use both to formally define marginal and conditional shift.
Corollary 1 (Ben-David et al. [8] , Theorem 1): Consider two domains D S and D T over a shared feature space. The risk of a given hypothesis h on the target domain will be thus bounded by:
where λ corresponds to the minimal total risk over both domains which can be achieved within H. The term d H [D S , D T ] corresponds to a divergence introduced in [14] between D S and D T . The bound basically states that the risk on the target domain is bounded by the risk on the source domain, the distance between the two domains, and the minimum overall risk that can be potentially achieved within H. We can next relax the assumption that the labeling function is shared across domains, and thus define f S and f T . For that case, the previous bound becomes: Corollary 2 (Zhao et al. [9] , Theorem 4.1):
where
} measures the mismatch between labeling functions f S and f T . We can finally define the two main aspects influencing the generalization across domains as: 1) Marginal shift: By inspecting the bound in Corollary 1, one can see that, in order to ensure that a model presenting a low risk in D S will attain a low risk in D T , apart from selecting the right H to ensure a low λ, the distance d H [D S , D T ] has to be low. The marginal shift is thus related to the distance between D S and D T , i.e. the marginal distributions on X , and a feature space with marginals close together should generalize across domains.
2) Conditional shift: In the more general setting in which each domain has a distinct labeling function, besides the distance between the marginals D S and D T , one can see that the performance on the target domain further depends on the mismatch between the labeling functions through the term
This was similarly observed in previous work [15] where, rather than the mismatch, the similarity between labeling functions appears in a bound as measured by
showing that too high of a mismatch in the conditional label distributions caused by domain dependent labeling will hurt performance more than benefit by the addition of data.
We thus assume that quantifying such mismatch will enable us to compare feature spaces and conclude which would be more suitable for generalization across domains.
III. MARGINAL AND CONDITIONAL SHIFT ESTIMATION
We now introduce practical approaches for quantifying both marginal and conditional shift in a case where data from multiple subjects is available. The i-th subject is associated with domain D i and labeling function f i . Cross-subject conditional shift is thus observed when the conditional distributions of input features differ amongst the M subjects, i.e. f i (x) = f j (x), ∀i, j = 1 : M . In order to estimate the cross-subject conditional shift, we consider the following quantity on the generalization bound presented in [9] for all i, j = 1 : M :
In practice, one does not have access to both true labeling functions and domains and thus computing each one of the expectations in Eq. 6 is intractable. In order to overcome this and allow an approximated computation of the cross-subject conditional shift, we propose the following estimator μ i,j for
where N corresponds to the sample size, (x i n , y i n ) ∼ D i , andf j is an approximated labeling function for the j-th subject. We decided to have asf j a non-parametric decision procedure based on the Euclidean distance between data points in a fixed feature space. For that, we use a knearest neighbor (k-NN) labeling function, i.e. a k-NN binary classifier trained on D j to classify as low or high mental workload condition data sampled from D i . Based on μ i,j and μ j,i we estimate the value d i,j = d j,i = min{μ i,j , μ j,i } and compose a Hermitian disparity matrix D defined as:
Note that in the case we obtain optimal approximate labeling functions, i.e. f i (x i n ) =f j (x i n ) ∀i = j, the trace of D is equal to 0. The conditional shift can be finally computed as the Frobenius norm ||.|| F of D:
The resulting ||D|| F is then rescaled to the [0, 1] interval. Our approach to estimate the cross-subject marginal shift is based on computing d H [D i , D j ] ∀i, j = 1 : M . Based on [14] , we calculate this divergence by training a binary classifier to distinguish data points from two different domains. In the context of EEG data, this consists in obtaining models capable of, for a fixed feature space, performing pair-wise discrimination of data from different subjects. Similarly to the proposed strategy to compute the crosssubject conditional shift, we define a matrix H of which each entry corresponds to the average error rate of pairwise subject classification using 5-fold cross validation. The estimated marginal shift is also computed as the rescaled Frobenius norm of H.
IV. EXPERIMENTAL SETUP
In this section we describe the data used, features extracted, the four normalization schemes tested herein, the mental workload classification scheme we used, as well as implementation details.
A. Data collection
We acquired data from 9 participants performing the MATB-II task while running on a treadmill at 5km/h. EEG data was recorded using a Neurolectrics Enobio 8-channel wearable headset with a sampling rate of 500Hz. Electrodes were placed following the 10-20 system at frontal area in the positions AF7, FP1, FP2, and AF8. References were placed at FPz and Nz. During the data collection there were two baseline steps: 1) EEG was recorded when no mental or physical effort was demanded from the participant (eyesclosed, no movement), and 2) Data was acquired when only physical effort was taken into account, i.e. subjects were walking/running on the treadmill at the specified speed while executing no mental task. Subjects performed 2 experimental sessions, each with an approximate duration of 10 minutes and under a different mental workload level.
B. Feature extraction
First, we downsampled the EEG data to 250Hz. After, signals were filtered by a band-pass filter with a bandwidth 0.5-45 Hz. Features were then computed over 4-secondslong epochs with 3 seconds of overlap between consecutive windows. Considering a 10 minutes experimental session, after downsampling and epoching the data, we obtained an approximate total of 600 points per subject • session. As the literature has shown that increases in mental workload incur in changes in alpha, beta, and theta bands in the frontal cortex [16] , [17] , for the experiments in this work, we considered power spectral density (PSD) features in standard EEG frequency bands, namely: delta (0.1-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), and beta (2-30 Hz). The power of each electrode in each of these bands was calculated by decomposing the EEG signal using band-pass filters and then calculating the normalized squared-magnitude for the corresponding time-series.
C. Normalization
A common practice in EEG data classification to minimize the effects of cross-subject variability is to normalize the obtained features with respect to the statistics of features computed from data collected during baseline steps [18] , [19] , [20] . The main goal is to emphasize changes due to the factors modulated during the experimental task. In the case of the data employed in this work, the normalization with respect to the first baseline (baseline 1) highlights changes on PSD due to both mental and physical stimuli, while the second part (baseline 2) accentuates modifications due to mental workload changes, as only physical strain is demanded from participants during this step.
While commonly believed to improve classification accuracy, it is not clear from a statistical learning perspective whether and why this kind of normalization provides better representations for classification tasks based on EEG data. In this work, we thus aim at quantitatively assessing these aspects in the light of conditional and marginal shifts, as well as cross-subject classification performance. For that, we perform a subject-wise normalization of each feature according to x n = xn−β γ 2 , where β corresponds to the average feature vector and γ to the standard deviation considering the data recorded for the respective subject during baseline 1 or baseline 2. In addition, we also perform experiments with features obtained after applying a per-subject whitening to each feature vector. In this case, β is calculated as the sample average and γ as the standard deviation of the data points from the same subject. This is also commonly referred to as z-score normalization. Furthermore, we considered features without any normalization. As such, a total of four schemes are tested: none, whitening, and baselines 1/2 normalization.
D. Cross-subject mental workload classification
In addition to analyzing the estimated cross-subject conditional and marginal shift for our mental workload assessment task, we also evaluate the cross-subject classification performance. For that, we consider a leave-one-subject-out (LOSO) cross-validation scheme and train a different classifier per subject not included in the training set. Using this approach, we set our problem as multi-source domain adaptation, in which there are M − 1 source domains corresponding to the subjects included in the training set, and one target domain corresponding to the subject left out as the test set.
E. Implementation details
We implemented all classifiers, normalization, and crossvalidation schemes using Scikit-learn [21] . For all experiments, we performed 30 repetitions considering slightly different datasets by randomly selecting 300 data points out of the 600 total available per subject/session. To enforce reproducibility, the random seed for all experiments was set to 10 and the code corresponding to the following experiments will be available on GitHub 1 upon acceptance. A Random Forest with 20 estimators is used as the subject classifier to estimate d H for computing the marginal shift. For predicting mental workload using LOSO cross-validation, we also use a Random Forest classifier, but in this case with 30 estimators.
V. RESULTS AND DISCUSSION
In Fig. 1 we show boxplots with 30 independent estimates of the conditional shift. Setting the non-normalized version of the data as a reference, it is possible to observe that whitening and baseline 2 normalization decreased the estimated conditional shift. Baseline 1 normalization, in turn, consistently increased the conditional shift across the 30 runs. Moreover, we present in Fig. 2 the disparity matrix D for each normalization. Note that the entries at the main diagonal (i.e. within-subject disparity) were computed by having disjoint training and test sets, thus these values provide information about how good the employed labeling function approximation was. By observing the matrices in Fig. 2 , we note that in all cases the estimated labeling function achieved error rate equal to nearly 0 for most of the subjects. Based on that, we believe that our proposed estimate is a good proxy for the true conditional shift. Furthermore, we notice that none of the normalization schemes was capable of decreasing the cross-subject disparity for all subjects. Even for whitening, which achieved the lowest values of conditional shift, subject 8 presented an increase in crosssubject disparity with respect to almost all subjects.
Similarly to the conditional shift analysis, in Fig. 3 we show boxplots for the estimated marginal shift computed 30 times for the considered normalization procedures. It is important to highlight that higher values of marginal shift (i.e. high d H ) indicate a higher accuracy on pair-wise crosssubject classification; as such, discriminating data from two subjects in the PSD feature space consists in an easier task, and this contributes to higher cross-subject variability. From Fig. 3 , we observe that subject-wise feature whitening decreased the estimated marginal shift, while baseline 1 and 2 normalization increased it. Intuitively, we expected zscore normalization to decrease the marginal shift, as the normalized features for all subjects have equal first and second order statistics. On the other hand, according to previous results on baseline normalization for EEG features, we expected that both baseline 1 and baseline 2 methods would make it more difficult for the classifier to discriminate subjects in the PSD feature space.
We now investigate the effect of each normalization on the final goal of mental workload assessment. For that, target domain (i.e. test set or left-out subject) accuracy values for low/high mental workload classification using LOSO crossvalidation are shown in Table I . In addition to the test accuracy calculated on data from the subject left out, we also compute the classifier performance on the source domain by taking out from the training data 200 data points per subject. Based on the bound shown in Eq. 5, our goal is to verify whether the estimated conditional and marginal shift values provide a way to assess the generalization gap between source and target domains. We use the training accuracy to compute the empirical risk, as it is equal to 1 −R X [h X ] calculated with a 0-1 loss. Likewise, the true risk R X [h X ] was estimated as the accuracy on the test set. We calculated training and test average accuracy and the corresponding standard deviation across 30 independent runs. These values are shown per each subject left out during training and averaged across all subjects. We also report average and standard deviation values of the generalization gap for each subject, calculated as the absolute difference between training and test accuracy.
According to the results presented in Table I , we observe that, as predicted by the bound in Eq. 5, z-score normalization, i.e. the features with lower conditional and marginal shifts, presented the smallest approximated generalization gap between source and target domains. Interestingly, baseline 1 normalization yielded a slightly smaller average generalization gap in comparison to baseline 2, even though it presented a considerably higher conditional shift. As both normalization strategies obtained close values of average marginal shift, we believe this indicates that the two analyzed statistical shifts might differ in their contribution to the generalization bound. We intend to better investigate this aspect in the future work. Furthermore, considering the average results across all subjects, z-score normalization presented the best performance in terms of accuracy, being able to correctly classify roughly 70% of points from subjects not considered during training. It is important to highlight that as opposed to normalizing with respect to a baseline, which requires a calibration step to collect data prior to the actual task, z-score normalization does not need any extra information other than the features extracted from data corresponding to the task.
To provide further empirical evidence that the analysis of the statistical shifts as employed in this work can be used to select a feature normalization that yields better crossdomain (i.e. cross-subject) generalization, we show in Fig.  4 boxplots of 30 independent generalization gap estimates. For the sake of brevity and clarity, we show results only for z-score normalization (as it yielded smaller conditional and marginal shifts) and non-normalized features. In addition, we provide in Fig. 5 a bar plot with average values of cross-subject disparity for all subjects. These values were computed using the columns of a average disparity matrix resulting from the 30 repetitions executed to generate Fig. 1 . Notice that within this analysis we are not taking into account the marginal shift.
By comparing Figs. 4 and 5 we observe that for subjects 2, 3, 4, 5, 7, and 8 the normalization method with lower average conditional shift, yielded a smaller median estimated generalization gap. Importantly, we observe that subject 8 did not benefit from z-score normalization, as the conditional shift increased, along with an increase in the generalization and a decrease in the accuracy as shown in Table I . We believe this might indicate issues in the data collection and in future work we aim to explore whether removing subject 8 from the training set would improve the classification performance on mental workload for other subjects. 
VI. CONCLUSION
In this work, we present the first steps towards better understanding of the cross-subject variability phenomena on EEG data. More specifically, we look at this problem through the lens of multi-source domain adaptation and statistical learning theory. We estimate the conditional and the marginal shift of a mental workload dataset with 9 subjects with the aim of evaluating how such quantities are affected by different normalization strategies on 16 PSD features. Moreover, based on a recently shown generalization bound for multi-source domain adaptation, we assess the effect of normalization strategies on the average estimated generalization gap across all 9 subjects. Our results show that the estimated conditional and marginal shift might be useful to provide hints regarding which normalization will yield better performance when mental workload assessment of new subjects is required. Future work consists in validating our findings on different EEG datasets and to employ the estimated values of conditional and marginal shift to devise better domain adaptation methods for EEG.
