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Abstract We analyze the effect of weak-noise-induced
transitions on the dynamics of the FitzHugh-Nagumo
neuron model in a bistable state consisting of a stable
fixed point and a stable unforced limit cycle. Bifurca-
tion and slow-fast analysis give conditions on the pa-
rameter space for the establishment of this bi-stability.
In the parametric zone of bi-stability, weak-noise ampli-
tudes may strongly inhibit the neuron’s spiking activ-
ity. Surprisingly, increasing the noise strength leads to
a minimum in the spiking activity, after which the ac-
tivity starts to increase monotonically with increase in
noise strength. We investigate this inhibition and mod-
ulation of neural oscillations by weak-noise amplitudes
by looking at the variation of the mean number of spikes
per unit time with the noise intensity. We show that
this phenomenon always occurs when the initial condi-
tions lie in the basin of attraction of the stable limit
cycle. For initial conditions in the basin of attraction of
the stable fixed point, the phenomenon however disap-
pears, unless the time-scale separation parameter of the
model is bounded within some interval. We provide a
theoretical explanation of this phenomenon in terms of
the stochastic sensitivity functions of the attractors and
their minimum Mahalanobis distances from the separa-
trix isolating the basins of attraction.
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1 Introduction
Fixed points, periodic, quasi-periodic or chaotic orbits
are typical solutions of deterministic nonlinear dynam-
ical systems. Multi-stability is common, as a dynamical
system typically possesses two or more mutually ex-
clusive stable solutions (attractors). For a given set of
the parameters, coexistent stable states represented by
different (or identical) types of attractors in the phase
space of the system are by topological necessity sep-
arated by some unstable states. In neurodynamics for
example, spiking neurons may possess coexistent quies-
cent (fixed point) and tonic spiking states (limit cycle)
[1], or distinct periodic and chaotic spiking states [2].
A given state can be reached if the system starts from
a set of initial conditions within the state’s basin of
attraction. Otherwise, an external perturbation can be
used to switch the system from one stable attractor to
another. When noise is introduced into the system, ran-
dom trajectories can visit different stable states of the
system by jumping over the unstable ones.
Important and challenging problems in multi-stable
systems are to find the residence times of random tra-
jectories in each stable state and its statistics, and the
critical value of the noise amplitude and control param-
eters at which noise-induced jumping becomes signifi-
cant. The analytical treatment of such problems based
on the Fokker-Planck Equation (FPE) becomes compli-
cated for n-dimensional dynamical systems, n ≥ 2, and
therefore, various approximations were developed and
are now commonly used [3,4].
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The quasi-potential method gives exponential asymp-
totics for the stationary probability density. In the vicin-
ity of the deterministic attractor, the first approxima-
tion of the quasi-potential is a quadratic form [5], lead-
ing to a Gaussian approximation of the stationary prob-
ability density of the FPE. The corresponding covari-
ance matrix characterizes the stochastic sensitivity of
the deterministic attractor: its eigenvalues and eigen-
vectors define the geometry of bundles of stochastic
trajectories around the deterministic attractors. The
Gaussian distribution centered on an attractor can be
viewed as a confidence ellipsoid, while a minimal dis-
tance from this ellipsoid to the boundary separating the
basins of attraction is proportional to the escape prob-
ability [6]. The appropriate measure for this distance
is the so-called Mahalanobis distance [7], the distance
from a point to a distribution.
The residence time of random trajectories in a basin
of attraction depends on two factors. The first factor
is the geometry of the basin of attraction, e.g., the
larger the distance is between an attractor and the sep-
aratrix isolating its basin of attraction, the longer is
the residence time of phase trajectories in the basin.
Second, the attractors are sensitive to random pertur-
bations: the higher the stochastic sensitivity function
(SSF) is, the higher is the probability to escape from
the basin of attraction, and thus the shorter is the resi-
dence time [4]. Therefore, considering only the geomet-
rical arrangement of stable attractors and the separa-
trix (the Euclidean distance between them) might not
be sufficient for a theoretical explanation of a stochas-
tic phenomenon, like the one to be investigated in the
present work, and so the sensitivity of the attractors to
random perturbations must also be taken into account.
The Mahalanobis distance, which combines geometri-
cal and stochastic sensitivity aspects of the dynamics,
allows for a proper theoretical explanation of the tran-
sitions between attractors.
The effects of noise in neurobiological dynamical
systems have been intensively investigated, for both
single neurons and neural networks. Some of the most
studied noise-induced phenomena are: stochastic res-
onance (SR) [8,9,10], coherence resonance (CR) [11],
and noise-induced synchronization [12]. During SR, the
neuron’s spiking activity becomes more closely corre-
lated with a sub-threshold periodic input current in the
presence of an optimal level of noise. In 1997, Pikovsky
and Kurths showed that CR is basically SR in the ab-
sence of a periodic input current. During CR, noise can
activate the neuron by producing a sequence of pulses
which can achieve a maximal degree of coherence for an
optimal noise amplitude if the system is in the neigh-
borhood of its Andronov-Hopf bifurcation. We notice
in these phenomena that noise has a facilitatory effect
and leads only to increased responses.
More recently, it was discovered both experimen-
tally [1] and theoretically Gutkin et al. [13,14] (see also
[15]) that noise can also turn off repetitive neuronal ac-
tivity . [13,14,15] used the Hodgkin-Huxley equations
in bistable regime (fixed point and limit cycle) with
a mean input current consisting of both a determinis-
tic and random input component, to computationally
confirm the inhibitory and modulation effects of Gaus-
sian noise on the neuron’s spiking activity. They found
that there is a tuning effect of noise that has the op-
posite character to SR and CR, which they termed in-
verse stochastic resonance (ISR). Very recently (August
2016), the first experimental confirmation of ISR and its
plausible functions in local optimal information trans-
fer was reported in [16], where the Purkinje cells that
play a central role in the cerebellum are used for the
experiment. During ISR, weak-noise amplitudes may
strongly inhibit the spiking activity down to a min-
imum level (thereby decreasing the mean number of
spikes to a minimum value), after which the activity
starts and continuously increases with increasing noise
amplitude (thereby monotonically increasing the mean
number of spikes with increasing noise amplitude). In
[13,14], it was shown that ISR occurred and persisted
regardless of which basin of attraction the initial condi-
tions are chosen from, provided the deterministic input
current component is above its Andronov-Hopf bifurca-
tion value.
In the present work, we investigate ISR in a theo-
retical neuron model in the absence of a deterministic
input current component. We consider the model with
only a random input component, which is in a state of
bi-stability consisting of a stable fixed point and a sta-
ble unforced limit cycle. We show that ISR occurs as
well in this case and greatly depends not only on the
location of the initial conditions, but also on the time-
scale separation parameter of the model. More precisely,
we show that ISR always occurs when the initial con-
ditions are chosen from the basin of attraction of the
stable limit cycle. When the initial conditions are in
the basin of attraction of the stable fixed point, we
show that ISR disappears, except interestingly when
the time-scale separation parameter of the model lies
within a certain interval. A theoretical explanation of
this phenomenon is given in terms of the SSFs of the
stable attractors and their Mahalanobis distances from
the separatrix.
This paper is organized as follows: In Sect.2, we
present the theoretical neuron model used to analyze
ISR. In Sect.3, we make explicit deterministic bifurca-
tion and slow-fast analyses of the model equation and
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show how bi-stability consisting a stable fixed point and
a stable unforced limit cycle establishes itself. In Sect.4,
we make a stochastic sensitivity analysis of the stable
attractors. In Sect.5, we investigate ISR through nu-
merical simulations and provide a theoretical explana-
tion of the phenomenon using the results in Sect.4. In
Sect.6, we have concluding remarks.
2 Model equation and phenomenon
In this paper, we consider a stochastic perturbation of a
version of the Fitzhugh-Nagumo (FHN) neuron model
[17]. We consider the resulting stochastic differential
equation both in the slow time-scale τ (Eq.(1)) and in
the fast time-scale t (Eq.(2)){
dvτ =
1
εf(vτ , wτ )dτ +
σ√
ε
dWτ ,
dwτ = g(vτ , wτ )dτ,
(1)
{
dvt = f(vt, wt)dt+ σdWt,
dwt = εg(vt, wt)dt,
(2)
with the deterministic velocity vector fields given by{
f(v, w) = v(a− v)(v − 1)− w,
g(v, w) = bv − cw, (3)
where (v, w) ∈ R2 represent the activity of the action
potential v and the recovery current w that restores
the resting state of the model. We have as constant
parameters b > 0, c > 0, and a is often confined to the
range 0 < a < 1, but the case a < 0 will be examined
in this work.
We have a singular parameter, 0 < ε := τ/t ≪ 1,
i.e., the time-scale separation ratio between the slow
time-scale τ and the fast time-scale t. We note that
Eq.(1) preserves the sense of the dynamics on the tra-
jectories of Eq.(2). In other words, the phase trajecto-
ries of both systems of dynamical equations have ex-
actly the same dynamical behavior. The only difference
is the speed of these trajectories in the phase space.
Because the speeds of the trajectories do not affect in
any way our analysis, we will work on both time-scales.
The slow time-scale equation at some points allows for
quicker conclusions in bifurcation analysis while the fast
time-scale equation has an advantage in numerical sim-
ulations as it avoids the division by the very small pa-
rameter ε.
dWt is standard white noise, the formal derivative
of Brownian motion with mean zero and unit variance,
and σ is the amplitude of this noise. The random term
in Eq.(1) is rescaled in Eq.(2) according to the scaling
law of Brownian motion. That is, if Wt is a standard
Brownian motion, then for every λ ≥ 0, λ−1/2Wλt is
also a standard Brownian motion, i.e., the two processes
have the same distribution [18].
Fig.1 shows the time series produced by the dy-
namics of the action potential variable v. In the de-
terministic case (σ = 0), and for a = −0.05, b =
1.0, c = 2.0, and ε = 0.02785, Eq.(2) can result in
two different dynamics. In Fig.1a with initial condi-
tions at
(
v(0), w(0)
)
= (0.001, 0.001), the neuron has
only sub-threshold oscillations with v converging to zero
and remaining at this value as the time t increases. In
Fig.1b with initial conditions now at
(
v(0), w(0)
)
=
(−0.4, 0.2), the neuron shows self-sustained supra-threshold
oscillations. Thus, the system is bistable.
Fig.1c-e show a stochastic behavior (σ > 0), with
again a = −0.05, b = 1.0, c = 2.0, ε = 0.02785, and
the initial conditions all at
(
v(0), w(0)
)
= (−0.4, 0.2).
We count a spike when v is greater than or equal to the
threshold value vth = 0.25. In Fig.1c with a weak-noise
amplitude, i.e., σ = 1.5×10−9, we have supra-threshold
oscillations for a certain time length with 21 spikes af-
ter which v starts to converge to zero and the spiking
eventually stops. In Fig.1d, when the noise amplitude
is increased (but still relatively weak) to σ = 1.2×10−6,
we have an even faster inhibition of the spiking with a
smaller number of spikes. In this realization, we have
only 3 spikes. In Fig.1e, with a stronger noise ampli-
tude, σ = 1.0 × 10−4, the number of spikes increases
again up to 38. Intuitively, it is surprising that weak-
noise amplitudes inhibit the spiking activity of the neu-
ron with the occurrence of a minimum in the number
of spikes as the noise amplitude increases even though
the initial conditions are exactly the same as in Fig.1b.
We shall investigate in detail the mechanisms behind
this phenomenon.
3 Bifurcation and slow-fast analysis
We now consider the deterministic dynamics correspond-
ing to Eq.(1) when σ = 0 and perform an explicit bi-
furcation and slow-fast analysis through which we find
the parametric conditions for the establishment of a bi-
stability regime consisting of a stable fixed point and
a stable unforced limit cycle. We note again that our
model has no deterministic input current. At the fixed
points (ve, we) (rest states of the neuron), the variables
v(t) and w(t) reach a stationary state, while the set of
fixed points is defined by the intersection of nullclines
as
(ve, we) :=
{
(v, w) ∈ R2 : f(v, w) = g(v, w) = 0
}
. (4)
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Fig. 1 Time series of the action potential variable v in
Eq.(2). (a) and (b) show the zero-noise dynamics with ini-
tial condition in (a) at
(
v(0), w(0)
)
= (0.001, 0.001) and in
(b) at
(
v(0), w(0)
)
= (−0.4, 0.2). (c), (d), and (e) show the
effects of noise of various intensities, σ, on the dynamics of v
with
(
v(0), w(0)
)
= (−0.4, 0.2) in each case. a = −0.05, b =
1.0, c = 2.0, ε = 0.02785
From Eq.(4), we obtain the fixed point equations{
b
cv = −v3 + (a+ 1)v2 − av,
w = bcv,
(5)
which has the solutions for v as
v0 = 0 and v1,2 =
a+ 1
2
±
√
(a− 1)2
4
− b
c
, (6)
where the solutions v1,2 exist if
(a− 1)2
4
≥ b
c
. (7)
We always assume b, c > 0. When 0 < a < 1, we then
have
v0 < a < v1,2 < 1, (8)
but when a < 0, this no longer holds.
A bifurcation occurs when some of these fixed points
coincide. We have v1 = v2 if and only if
(a− 1)2
4
=
b
c
, (9)
and we have v0 = v1 if
b
c
= −a. (10)
When a = −1 and bc = 1, all three fixed points coincide.
The case a = −1 is somewhat simpler because the cubic
polynomial in Eq.(5) reduces to
−v3 + v = b
c
v, (11)
and much of the subsequent analysis will only be car-
ried out for that particular case. For the moment, how-
ever, we return to the general case. The linearization of
Eq.(1) at such a fixed point v⋆ is

εdϕdτ = −3v2⋆ϕ+ 2(a+ 1)v⋆ϕ− aϕ− η,
dη
dτ = bϕ− cη.
(12)
In order to determine the bifurcation behavior at such
a fixed point, we need to investigate the eigenvalues of
the Jacobian matrix given by
Jij =

 1ε (−3v2⋆ + 2(a+ 1)v⋆ − a) − 1ε
b −c

 . (13)
The stability of the fixed points v⋆ will depend on the
signs of the trace and determinant of Jij . For a fixed
point v⋆ to be stable, we should have trJij < 0 and
detJij > 0. Since ε, c > 0, we have trJij < 0 and
detJij > 0 only if
−3v2⋆ + 2(a+ 1)v⋆ − a < 0. (14)
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Eq.(14) means that the fixed point v⋆ has to be on the
part of the cubic polynomial −v3 + (a+1)v2 − av that
has a negative derivative (see the red curve in Fig.3b).
When we have three distinct fixed points v⋆ in Eq.(6),
this could hold for the leftmost and the rightmost of
them, and these two would then be stable, while the
middle one would be unstable. The fixed point v0 = 0
is stable for a > 0, and unstable for a < 0. We should
point out, however, that Eq.(14) is a sufficient, but not
a necessary condition for the stability of a fixed point.
When we vary the parameters so that two of the
fixed points merge, we obtain a saddle-node type bifur-
cation. In the case a = −1, the fixed points v1,2 (which
are symmetric in this case, that is, v1 = −v2) are stable
according to Eq.(14) if and only if
v1 < − 1√
3
, (15)
that is, if v1 is to the left of the local minimum of the
cubic polynomial w = −v3+v (equivalently, v2 > 1√3 is
to the right of the local maximum). The limiting case
v1 = − 1√
3
, (16)
of Eq.(15) corresponds to bc =
2
3 , by Eq.(6). In this
case, v1 is precisely the minimum of the cubic polyno-
mial −v3 + v in Eq.(11). Likewise, v2 then is the max-
imum of that polynomial. This case will reoccur below
in Eq.(29).
When Eq.(7) is not satisfied, v0 = 0 is the only fixed
point. For v0, the determinant of Eq.(13) is
1
ε (ac + b),
and the trace is −aε − c. Thus, v0 is stable when a
is not too negative, but in the limit ε → 0, stability
only persists for a ≥ 0. (Recall here that Eq.(14) was
sufficient, but not necessary for the stability of a fixed
point v⋆.)
We obtain complex conjugate eigenvalues if 0 >
1
4 (trJij)
2−detJij , and the real part of these eigenvalues
vanishes when trJij = 0. For Eq.(13), we thus have the
condition for complex conjugate eigenvalues as

1
ε (−3v2⋆ + 2(a+ 1)v⋆ − a) + c− 2
√
b
ε < 0,
1
ε (−3v2⋆ + 2(a+ 1)v⋆ − a) + c+ 2
√
b
ε > 0,
(17)
and the condition for a vanishing real part
1
ε
(−3v2⋆ + 2(a+ 1)v⋆ − a)− c = 0. (18)
In order to be able to satisfy Eq.(17) and Eq.(18) si-
multaneously (and therefore have a Andronov-Hopf bi-
furcation), the coefficients b, c (> 0) need to satisfy
c2 <
b
ε
, (19)
which is easily satisfied for small ε > 0, since we assume
b > 0.
When we solve Eq.(18) for v⋆, we obtain
v⋆⋆ =
a+ 1
3
±
√
(a+ 1)2
9
− a+ εc
3
, (20)
which we can solve as long as
3εc ≤ a2 − a+ 1. (21)
We can then check when a solution v⋆⋆ of Eq.(20) coin-
cides with one of the points given by Eq.(6), in order to
get a Andronov-Hopf bifurcation at one of those fixed
points. We had already observed above that a fixed
point on the decreasing part of the cubic v-nullcline
curve w = −v3 + (a + 1)v2 − av (the red curve in
Fig.3b) is stable as the eigenvalues of the linearization
then have negative real parts. But this was a sufficient,
but not a necessary condition. Therefore, when we vary
the slope bc of the w-nullcline and move a fixed point
to the middle increasing part of the cubic polynomial,
that fixed point may eventually lose its stability. When
the parameter regime just identified for a Andronov-
Hopf bifurcation is right, that loss of stability will occur
through a Andronov-Hopf bifurcation.
In order to see the significance of Eq.(21), we ob-
serve that the local extrema of the cubic polynomial
−v3 + (a+ 1)v2 − av are at
v± =
a+ 1
3
±
√
(a+ 1)2
9
− a
3
, (22)
and since εc > 0, a+13 −
√
(a+1)2
9 − a+εc3 > a+13 −√
(a+1)2
9 − a3 , that is, the left Andronov-Hopf bifurca-
tion is to the right of the minimum of our cubic polyno-
mial, hence on its ascending branch. Whenever a fixed
point is on the left descending branch, that is, to the
left of that minimum, it is stable, and stability persists
a little into the ascending branch, but when ε → 0,
the Andronov-Hopf bifurcation point, that is, where the
fixed point looses its stability, moves towards that mini-
mum. For ε > 0, the Andronov-Hopf bifurcation occurs
to the right of the minimum.
We return to the investigation of Eq.(18). In partic-
ular, for v⋆ = 0, Eq.(18) does not have a solution under
our constraint c > 0 when also a > 0. When a < 0,
Eq.(18) is satisfied for v⋆ = 0 when
a = −εc. (23)
When a > 0 and Eq.(21) holds, the solutions v⋆⋆ of
Eq.(20) are positive, and we might then tune the pa-
rameter b which does not occur in Eq.(20) so that one
of those v⋆⋆ coincides with v1 or v2 from Eq.(6).
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When we have equality in Eq.(19), i.e., c2 = bε ,
Eq.(23) becomes
a = −b
c
, (24)
that is, Eq.(10). In that case, we have a limit of a
Andronov-Hopf bifurcation co-occurring with a saddle-
node bifurcation.
For v⋆ = v1,2 in Eq.(6), we obtain
2(a+ 1)
(
a+ 1
2
±
√
(a− 1)2
4
− b
c
)
− a
= 3
(
a+ 1
2
±
√
(a− 1)2
4
− b
c
)2
+ εc, (25)
that is,
−a
2
2
+ a− 1
2
+ 3
b
c
− εc = ±(a+ 1)
√
(a− 1)2
4
− b
c
,
which implies
1
4
(a− 1)4 + (3b
c
− εc)2 − (a− 1)2(3b
c
− εc)
=
1
4
(a− 1)2(a+ 1)2 − (a+ 1)2 b
c
,
hence
−a3 + 2a2 − a− 2a2 b
c
+ 8a
b
c
− 2b
c
+ a2εc
−2aεc+ εc+ 9b
2
c2
− 6bε+ ε2c2 = 0,
which is equivalent to
(a− 1)2(−a− 2b
c
) + 4a
b
c
+ 9
b2
c2
+ ε2c2
= ε(−(a− 1)2c+ 6b). (26)
Thus, Eq.(26) is the condition on the parameters for a
Andronov-Hopf bifurcation at one of the equilibria v1,2.
In particular, in the limit ε = 0, we get the condition
(a− 1)2(a+ 2b
c
)− 4ab
c
= 9
b2
c2
. (27)
For the case a = −1, we directly get from Eq.(25)
3
b
c
− 2 = εc. (28)
Thus, for ε > 0, in Eq.(28), we have bc >
2
3 , and there-
fore the fixed point is to the right of the minimum, that
is, on the increasing part of the cubic curve −v3+ v, in
accord with what we had said after Eq.(20).
In the limit ε = 0, we obtain
b
c
=
2
3
, (29)
as the condition for a Andronov-Hopf bifurcation at an
equilibrium v1,2. This is the case of Eq.(16) (recalling
Eq.(6)). Here, v1 and v2 lose their stability, and below in
the slow-fast analysis, these are also the points where
the critical manifold will not be normally hyperbolic,
and where a switch from slow to fast dynamics will
occur, generating an unforced limit cycle. Since we had
identified Eq.(29) as the parameter constellation for a
Andronov-Hopf bifurcation, this is a singular limiting
situation for a Andronov-Hopf bifurcation.
Now, we use slow-fast techniques to understand how
a stable unforced limit cycle emerges from Eq.(1) (with
σ = 0). For a more detailed introduction to multiple
time-scale dynamics see [19]. In the singular limit ε =
0, we define the critical manifold M0 of Eq.(1) which
coincides with our cubic polynomial nullcline:
M0 :=
{
(v, w) ∈ R2 : f(v, w) = 0
}
. (30)
M0 can be viewed as the algebraic constraint of the
differential-algebraic slow subsystem Eq.(34) whose ini-
tial conditions must satisfy this constraint for solutions
to exist. From Eq.(30), we have
dw
dτ
= −3v2 + 2(a+ 1)v − a, (31)
with
dw
dτ


< 0, for
{
v < a+13 − 13
√
a2 − a+ 1
v > a+13 +
1
3
√
a2 − a+ 1
= 0, for v = a+13 ± 13
√
a2 − a+ 1
> 0, for
{
v > a+13 − 13
√
a2 − a+ 1
v < a+13 +
1
3
√
a2 − a+ 1
(32)
Thus, M0 naturally splits into three parts: two de-
creasing stable branches and a middle increasing un-
stable branch, see the red curve in Fig.2 or Fig.3b.
M0 looses its normal hyperbolicity at the two singu-
lar points v± = a+13 ± 13
√
a2 − a+ 1, where it changes
its stability property. These two points are the local
extrema of M0. In fact, at v± = a+13 ± 13
√
a2 − a+ 1,
the existence and uniqueness theorems for ordinary dif-
ferential equations (ODEs) do not longer apply, and
because of this, the solutions of the slow subsystem in
Eq.(34) are forced to leaveM0 at these singular points.
In the singular limit ε = 0, the dynamics of the fast
variable v on M0 (i.e., a 1-D dynamical system of the
variable v whose phase space is M0), is obtained from
Eq.(30) by implicit differentiation
(−3v2 + 2(a+ 1)v − a)dv
dτ
=
dw
dτ
= bv − cw, (33)
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and using the algebraic constraint on w in Eq.(30), we
eliminate this variable to get the slow flow for the vari-
able v as
dv
dτ
=
bv − c(−v3 + (a+ 1)v2 − av)
−3v2 + 2(a+ 1)v − a , (34)
which, of course, becomes singular at the points v±.
In fact, at these points, since the critical manifold M0
loses its stability, the slow flow in Eq.(34) should detach
fromM0 and should become fast, that is, satisfy dwdτ =
0 and horizontally jump to another stable branch of
M0.
In Fig.2, all the black trajectories (with single and
double arrows) represent the solution of the slow flow
of Eq.(34) on M0. Because of the failure of the ex-
istence and uniqueness theorems of ODEs at v−, the
lower horizontal (fast) trajectory (in black with dou-
ble arrow) leaves the left stable part of M0 at its local
minimum at v− to the right stable part ofM0. For the
same reason, the upper horizontal (fast) trajectory (in
black with double arrow) leaves the right stable part of
M0 at its local maximum at v+ to the left stable part of
M0. In this same figure, the non-horizontal (slow) tra-
jectories (all in black with a single arrow) of Eq.(34),
evolve onM0 towards the singular points at v±, where
they eventually leave M0.
The solution (or more precisely, the singular solu-
tion with ε = 0) of the slow subsystem in Eq.(34) is
related to the solution of the full system Eq.(1) with
ε > 0 by Fenichel’s theorem [20,21]. By that theorem,
for 0 < ε≪ 1, the slow manifold Mε is a perturbation
of the critical manifold M0, and it has the following
properties:
– (F1) Mε is diffeomorphic to M0.
– (F2) Mε has distance O(ε) from M0.
– (F3) The flow onMε converges to the slow flow on
M0 as ε→ 0.
– (F4) Mε is Cr-smooth for any r < ∞ (as long as
f, g ∈ C∞).
– (F5)Mε is normally hyperbolic, with the same sta-
bility properties w.r.t. the fast variable v as M0
(attracting, repelling or saddle-type).
– (F6)Mε is usually not unique. Manifolds satisfying
(F1)-(F5) lie at distance O(e−K/ε) from each other
K > 0, K = O(1).
– (F7) Similar conclusions hold for the stable/unstable
manifolds of M0.
Most importantly, the flow of Eq.(1) (with 0 < ε ≪ 1)
onMε will follow the slow flow of Eq.(34) (with ε = 0)
onM0. By the definitions in Eq.(4) and Eq.(30), we see
that the fixed points v⋆ in Eq.(6) also lie on M0. We
have the fixed points v0 = 0 and v2 on the decreasing
part of M0, and they are therefore stable, while the
fixed point v1 is located between v0 = 0 and v2 and
unstable.
In Fig.2, the blue trajectories with arrows pointing
in the direction of the flow on the slow manifold Mε
(not shown, but at a distance O(ε) fromM0), represent
solutions of Eq.(1) with ε = 0.1. They converge towards
to the stable fixed points v0 and v2 located respectively
on the left and right stable decreasing parts of the slow
manifold Mε.
For a better visualization, we can henceforth discuss
the dynamics with respect toM0, since Fenichel’s the-
orem tells us that the same dynamical behavior takes
place on Mε. With the fixed point configuration: v0 <
v1 < v2 with v0 and v2 stable and located respectively
on the left and right decreasing parts ofM0, v1 unstable
and located on the increasing part of M0, trajectories
of Eq.(1) cannot exhibit a spiking behavior (i.e., a limit
cycle solution cannot emerge). This is because trajecto-
ries converge and stay at the stable fixed points v0 and
v2 whenever they encounter them on decreasing parts of
M0. Hence, these trajectories cannot evolve and reach
the singular points v± located at the extrema of M0,
where they can jump from the left to the right and then
from the right to the left part ofM0 to produce a limit
cycle solution. In the blue trajectories in Fig.2, they
stick at the fixed points v0 = 0 and v2.
Thus, it depends on the relative positions of the
singular points at v± and the fixed points at v0 and v2
on the critical manifoldM0 whether the flow of Eq.(1)
will first reach a stable fixed point (and stay there with
no possibility for a limit cycle) or first reach a singular
point v± and detach fromM0 with the emergence of a
limit cycle.
When, say, v0 is the smallest fixed point and is
located to the right of v− and v2, the largest fixed
point, to the left of v+, we expect a periodic cycle for
0 < ε ≪ 1. For instance, when we start close to the
left stable branch of M0, by Fenichel’s theorem, the
flow closely and slowly follows M0 until we get into
the vicinity of v−. There, M0 becomes unstable, and
the flow will move away from it and become fast and
therefore move not perfectly horizontally this time, but
with some inclination (because ε > 0) to the right until
it comes into the vicinity of the right stable branch of
M0. It will then again move slowly and close toM0 un-
til it gets into the vicinity of v+. Hence it moves away
fast, also not perfectly horizontally but with some in-
clination to the left, until it encounters the left stable
branch again, and the cycle repeats.
We therefore see that even in the absence of a deter-
ministic input current, the slow-fast structure of Eq.(1)
(with σ = 0) can naturally induce a limit cycle solution
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Fig. 2 (Color online) All the black trajectories (with single
and double arrows) represent the solution of the slow flow
of Eq.(34) (with ε = 0) on the critical manifold M0 (the red
curve). The black trajectories with single arrow evolve onM0
towards the singular points at v± located at the extrema of
M0, and horizontally leave M0 at v± as shown by the black
horizontal trajectories with double arrows. The trajectories
of the flow of Eq.(1) (with ε = 0.1) on the slow manifold Mε
(not shown but at a distance O(ε) from M0) converge to the
stable fixed points v0 = 0 and v2 located at the intersection
of the w-nullcline (the green line) and the decreasing parts
of M0, without a limit cycle occurring. a = 2.0, b = 1.0, c =
8.0, σ = 0.0
(spiking) if the flow in Eq.(1) leaves from the neighbor-
hood of the stable parts of M0 at the singular points
v± before it encounters a stable fixed point. This can
only happen if the fixed point is located to right of v−
or to the left of v+.
Comparing Eq.(14) and Eq.(31), we see that the
fixed point v⋆ is stable for all ε > 0 if it is to the left of
the minimum ofM0. In that case, it is on the left stable
branch ofM0, and the dynamics on that stable branch
will therefore converge towards v⋆, without a limit cy-
cle emerging. Analogously, a fixed point v⋆ is stable if it
is on the right stable branch of M0 with no possibility
for a limit cycle as well. Again, however, these are suf-
ficient, but not necessary conditions for stability of the
fixed points. For ε > 0, stability persists a little into the
middle (increasing) part ofM0 as we have found when
we discussed the possibility of an Andronov-Hopf bifur-
cation. Therefore, to have a bi-stability regime consist-
ing of a stable fixed point and a stable unforced limit
cycle, the fixed point should be located on the middle
unstable branch of M0 and has be to stable. This can
be done by choosing the parameters such that the fixed
point is located between the minimum v− of M0 and
its Andronov-Hopf bifurcation value.
For the purpose of this work, we shall henceforth
consider the situation where v0 = 0 is the only fixed
point, that is we choose a, b, and c such that Eq.(7) is
not satisfied. The persistence of stability on the middle
unstable part of M0 also occurs for v0 = 0. For a < 0,
v0 = 0 is to the right of the minimum v− = a+13 −√
(a+1)2
9 − a3 ofM0 (i.e., v− < v0) and therefore in the
region where it eventually loses its stability through
an Andronov-Hopf bifurcation when ε increases. It now
suffices to choose specific values of a (a < 0) and c (both
values of a and c also not satisfying Eq.(7)) such that
v0 < −ac = ε (see Eq.(23)) to have a stable fixed point
v0 to the right of v−.
With the stable fixed point v0 = 0 on the middle
part of M0, and from the slow-fast analysis above, we
also have a stable limit cycle surrounding this fixed
point. For topological reasons these attractors should
be separated from each other by a repeller, in this case
an unstable limit cycle. In fact, the unstable limit cycle
is the boundary of the basin of attraction of the sta-
ble fixed point v0. This immediately indicates that the
Andronov-Hopf bifurcation of the fixed point v0 which
eventually occurs as ε increases should be sub-critical.
We choose and maintain throughout this work the
values of the parameters as: a = −0.05, b = 1.0, and
c = 2.0. For these values, we have v− = −0.25305 <
v0 = 0 < −ac = 0.025 and therefore v0 is located on
the middle part ofM0 and it is stable. The Andronov-
Hopf bifurcation value of ε is computed from Eq.(23)
as εhp = 0.025.
For these values of the system parameters, see Fig.3a,
we computed the bifurcation diagram by selecting the
maximum values of the action potentials v as a function
of the bifurcation parameter ε. For 0.024 ≤ ε < 0.025,
the fixed point v0 = 0 is unstable as detJij =
0.9
ε > 0
and trJij =
0.05
ε − 2 > 0 and surrounded by a stable
limit cycle, and therefore no bi-stability. At ε = εhp =
0.025, a sub-critical Andronov-Hopf bifurcation occurs
and the unstable fixed point v0 = 0 changes its stabil-
ity. For 0.025 < ε < 0.027865, the fixed point v0 = 0
is stable (detJij > 0 and trJij < 0 for those values of
ε) and co-exist with the stable limit cycle. Thus, for
0.025 < ε < 0.027865 we have a bi-stability regime.
At ε = εsn = 0.027865, we have a saddle-node bifur-
cation of limit cycles, in which case the stable limit
cycle surrounding the stable fixed point v0 = 0 shrinks
and eventually collides with the boundary of the basin
of attraction of v0 (i.e., the unstable limit cycle). In
this saddle-node bifurcation, the stable and the unsta-
ble limit cycle annihilate each other leaving behind the
stable fixed point v0. The fixed point v0 maintains its
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stability in the interval 0.027865 < ε ≤ 0.029, within
which we have no bi-stability as there is only one at-
tractor in the entire phase space.
In the bi-stability regime εhp < ε < εsn, depend-
ing on whether the initial conditions are chosen in the
basin of attraction of the fixed point or in that of the
limit cycle, the dynamics will converge to either the
fixed point or to the limit cycle. This behavior is seen
in Fig.3b (also already seen in the time-series in Fig.1a
and b) which shows a phase portrait of one trajectory
with initial conditions in the basin of attraction of the
stable fixed point at (v0, w0) = (0, 0) (the blue dot at
the origin) and two other trajectories with initial condi-
tions in the basin of attraction of the stable limit cycle
(the blue closed curve). In this work, we will focus on
weak-noise effects on the spiking dynamics of Eq.(1)
with εhp < ε < εsn.
4 Stochastic sensitivity analysis and the
Mahalanobis metric
We now introduce noise to the neuron model (i.e., σ >
0) and perform a stochastic sensitivity analysis of the
stable attractors. In this section, we analyze the neuron
model on the fast time-scale t. The stochastic sensitiv-
ity matrix associated to a stochastic dynamical system
is an asymptotic characteristic of the random attrac-
tors of the system [22]. For our model equation Eq.(2)
with 0 < σ ≪ 1, it allows us to approximate a spread
of random trajectories around the stable fixed point
(v0, w0) = (0, 0) and stable limit cycle which we now
denote by
[
v¯(t), w¯(t)
]
. The random trajectories in the
basin of attraction of the stable fixed point (v0, w0)
evolve according the evolution of the probability den-
sity of the FPE corresponding to Eq.(2) [23].
Suppose that a stationary solution, P
[
v(t), w(t)
]
, of
this FPE exists. Generally, for n-dimensional systems
with n ≥ 2, one usually cannot find such a stationary
probability density analytically [23]. This is the situ-
ation with Eq.(2). When 0 < σ ≪ 1, the construc-
tive asymptotics and approximations based on a quasi-
potential function, ϕ, given in Eq.(35) are frequently
used [4].
ϕ = − lim
σ→0
σ2 logP
{[
v(t), w(t)
]
, σ
}
. (35)
A quadratic form of the quasi-potential gives a Gaus-
sian approximation of Pg
[
v(t), w(t)
]
in the vicinity of
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Fig. 3 (Color online) (a) Bifurcation diagram for Eq.(2)
with a fixed point at (v0, w0) = (0, 0) unstable in the sin-
gular parameter range 0.024 < ε < 0.025 shown by the
red points and a stable limit cycle in this same interval. At
ε = εhp = 0.025, (v0, w0) gain stability through a sub-critical
Andronov-Hopf bifurcation and therefore co-exist with the
stable limit in the interval 0.025 < ε < 0.027865. The stable
limit cycle undergoes a saddle-node bifurcation and disap-
pears by shrinking and eventually colliding with the bound-
ary of the basin of attraction (the unstable limit cycle not
shown) of the stable fixed point at ε = εsn = 0.027865. In
0.027865 < ε ≤ 0.029, there is only the stable fixed point
(v0, w0) in the entire phase space. (b) Geometry of attrac-
tors of Eq.(2) with εhp < ε < εsn. The red curve represents
the cubic critical manifold M0 intersecting the w-nullcline
(the green line) at the blue dot corresponding to the fixed
point (v0, w0) = (0, 0), located to the right of the minimum of
M0 at v− = −0.25305. The blue closed curve represents the
stable limit cycle, the red dotted closed curve the separatrix
(unstable limit cycle), and 3 different trajectories (in black)
with arrows at the initial conditions. Depending on which side
of the separatrix the initial conditions are chosen, solutions
converge to either the stable limit cycle or to the stable fixed
point. a = −0.05, b = 1.0, c = 2.0, ε = 0.02785, σ = 0.0
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the fixed point (v0, w0),
Pg
{[
v(t), w(t)
]
; (v0, w0)
}
=
1
Z
exp
[
− 1
2σ2
(
v(t)− v0
w(t) − w0
)⊤
Ω−1ij
(
v(t)− v0
w(t)− w0
)]
,
(36)
where Z is the normalization constant and Ωij is the
covariance matrix of random trajectories around the
stable fixed point (v0, w0), i.e., Ωij plays the role of the
stochastic sensitivity matrix of this stable fixed point
and it is determined by the algebraic equation
JijΩij + ΩijJ
⊤
ij +Gij = 0, (37)
Jij =
(−a −1
εb −εc
)
is the Jacobian matrix at (v0, w0) =
(0, 0) of the deterministic neuron equation Eq.(2).Gij =(
1 0
0 0
)
is the diffusion matrix of system Eq.(2) and ⊤
denotes the transpose.
As the fixed point (v0, w0) is exponentially stable
(that is, all the eigenvalues of Jij at (v0, w0) = (0, 0)
have strictly negative real parts), the matrix equation
in Eq.(37) has as its unique solution the stochastic sen-
sitivity matrix Ωij of the fixed point [22]. The eigenval-
ues λk(ε), k = {1, 2} of the stochastic sensitivity ma-
trix Ωij define the variance of the random trajectories
around the fixed point (v0, w0). The largest eigenvalue
(the largest SSF) λmax = max{λk(ε)} for each value
of the singular parameter ε indicates the sensitivity of
the stable fixed point (v0, w0) to the random perturba-
tion. As λmax increases, the sensitivity of the (v0, w0)
to noise also increases. This means we have a higher
probability of escape (i.e., shorter residence time) from
the basin of attraction of the stable fixed point (v0, w0)
which we now denote for short as B(v0, w0).
The matrix equation Eq.(37) for Eq.(2) reduces to
the system of algebraic equations

−2aΩ11 −Ω12 −Ω21 + 1 = 0,
bεΩ11 + (−a− cε)Ω12 −Ω22 = 0,
bεΩ11 + (−cε− a)Ω21 −Ω22 = 0,
bεΩ12 + bεΩ21 − 2cεΩ22 = 0.
(38)
In the parametric zone of bi-stability: a = −0.05, b =
1.0, c = 2.0, εhp < ε < εsn, the stochastic sensitivity
matrix Ωij of the stable fixed point at (v0, w0) = (0, 0)
of Eq.(2) is given by
Ωij = Ωji =
( 4ε+0.9
3.6ε−0.09
ε
1.8ε−0.045
ε
1.8ε−0.045
ε
3.6ε−0.09
)
, (39)
with the eigenvalues (the SSFs) given by
λ1,2(ε) =
5ε+ 0.9∓√25ε2 + 5.4ε+ 0.81
7.2ε− 0.18 , (40)
where λmax = λ2(ε) . The corresponding generalized
eigenvectors are
U1,2(ε) =


0.04ε
−0.3ε−0.9∓√25ε2+5.4ε+0.81
0.05

 . (41)
For a fixed noise strength σ, the difference between
λ1 and λ2 reflects a spatial non-uniformity of the disper-
sion of the random trajectories around the fixed point
(v0, w0) in the direction of the eigenvectors U1 and U2
respectively. The dependence of λ1 and λ2 on the sin-
gular parameter ε is shown in Fig.4.
Firstly, we observe that the SSFs diverge as we ap-
proach the Andronov-Hopf bifurcation value at ε =
εhp = 0.025. This means that the fixed point (v0, w0)
becomes more and more sensitive to noise as we ap-
proach the Andronov-Hopf bifurcation value and there-
fore the highest probability of escape (i.e., shortest res-
idence time) from B(v0, w0) when ε ≈ εhp.
Secondly, we observe that λ2 diverges faster than λ1
as ε→ εhp = 0.025. This shows that the eigenvector U2
localizes the main direction for deviations of random
trajectories from the fixed point (v0, w0), providing the
direction in which the intersection with the unstable
limit cycle at [v(t), w(t)] is most probable.
The Mahalanobis metric is a widely used metric in
cluster and discriminant analyses [24]. Basically, it mea-
sures the distance between a point x and a distribution.
This metric is a natural tool for the quantitative analy-
sis of noise-induced transitions as it combines both the
geometric distance from a random attractor to a point
and the stochastic sensitivity of this attractor. The met-
ric allows us to estimate a preference of the stable fixed
point (v0, w0) or the stable limit cycle
[
v¯(t), w¯(t)
]
in
the stochastic dynamics of Eq.(2), when the random
trajectory passes from one attractor to another. For
0 < σ ≪ 1, the Mahalanobis distance from the unstable
limit cycle
[
v(t), w(t)
]
(separatrix) to the stable fixed
point (v0, w0) or to the stable limit cycle
[
v¯(t), w¯(t)
]
is related to the residence time of trajectories in the
corresponding basin of attraction: the larger the Maha-
lanobis distance, the longer is the residence time (i.e.,
lower probability of escape) in the corresponding basin.
In the stochastic sensitivity analysis of our fixed
point (v0, w0), we approximate the probability density
by a Gaussian distribution in Eq.(36) centered at the
stable fixed point at (v0, w0) = (0, 0). The Mahalanobis
distance Dm
{[
v(t), w(t)
]
; (v0, w0)
}
from a point[
v(t), w(t)
]
(i.e., a point on the unstable limit cycle)
to the distribution of random trajectories around the
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Fig. 4 Variation of the SSFs λ1 in (a) and λ2 in (b) of
the stable fixed point at (v0, w0) = (0, 0) with the singular
parameter ε. The SSFs diverge at the Andronov-Hopf bifur-
cation value at ε = εhp = 0.025, with λ2 dominating λ1,
indicating a higher stochastic sensitivity of the fixed point in
the direction of the corresponding eigenvector U2
stable attractor at (v0, w0) is given by
Dm
{[
v(t), w(t)
]
; (v0, w0)
}
=
√(
v(t)− v0
w(t) − w0
)⊤
Ω−1ij
(
v(t)− v0
w(t) − w0
)
, (42)
where Ωij is the stochastic sensitivity matrix of the
fixed point (v0, w0), and so the Gaussian approximation
in Eq.(36) can be written in terms of the Mahalanobis
distance as
Pg
{[
v(t), w(t)
]
; (v0, w0)
}
=
1
Z
exp

−
(
Dm
{[
v(t), w(t)
]
; (v0, w0)
})2
2σ2

 . (43)
For Eq.(2), we calculate the Mahalanobis distances
from the stable fixed point at (v0, w0) = (0, 0) to points
on the unstable limit cycle at
[
v(t), w(t)
]
, and then we
choose the minimal distance. We calculate coordinates
of the unstable limit cycle numerically. This is done by
assigning
[
v(t), w(t)
]
to the limiting values of the initial
conditions
(
v(0), w(0)
)
such that infinitesimal pertur-
bations (to the right and to the left) of these initial
conditions will lead to the convergence of the trajec-
tories either to the stable fixed point at (v0, w0) or to
the stable limit cycle at
[
v¯(t), w¯(t)
]
depending on which
side the infinitesimal perturbation is made.
We have
Ω−1ij =
(
4ε− 0.1 −8ε+ 0.2
−8ε+ 0.2 16ε2+3.2ε−0.09ε
)
, (44)
and using Eq.(42), we calculate the Mahalanobis dis-
tance from the stable fixed (v0, w0) = (0, 0) to the un-
stable limit cycle
[
v(t), w(t)
]
as
Dm
{[
v(t), w(t)
]
; (0, 0)
}
=
[
16ε2 + 3.2ε− 0.09
ε
w(t)2
+ (0.4− 16ε)v(t)w(t) + (4ε− 0.1)v(t)2
]1/2
. (45)
Because of the dominance of λ2 over λ1, we numeri-
cally calculate the minimum Mahalanobis distance Dm
from the fixed point at (v0, w0) = (0, 0) to all points
on the unstable limit cycle at
[
v(t), w(t)
]
by approxi-
mating the Mahalanobis distance in Eq.(45) along the
eigenvector U2, i.e.,
Dm = min
(v,w)∈
[
v(t),w(t)
]Dm{[v(t), w(t)]; (0, 0)}. (46)
Fig.5 shows the variation of the minimal Mahalanobis
distance Dm from the fixed point (v0, w0) to the unsta-
ble limit cycle with the singular parameter ε. The Ma-
halanobis distance vanishes at the sub-critical Andronov-
Hopf bifurcation value εhp = 0.025, and increases with
increasing ε. This means as ε increases from εhp, the
basin of attraction of the fixed point increases in the
direction of the eigenvector U2, and therefore a lower
and lower probability of escape (i.e., longer residence
time) from B(v0, w0) results.
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Fig. 5 Minimal Mahalanobis distance Dm from the stable
fixed point at (v0, w0) = (0, 0) to the unstable limit cycle
at
[
v(t), w(t)
]
. Vertical dashed lines show the location of the
sub-critical Andronov-Hopf bifurcation of stable fixed point
at εhp = 0.025 and of the saddle-node bifurcation of the
stable limit cycle at εsn = 0.027865. Dm vanishes at ε = εhp
and has maximum value just before ε = εsn. a = −0.05, b =
1.0, c = 2.0
From Figs. 4b and 5, we see that the two factors
(stochastic sensitivity of an attractor and distance of
the attractor to the separatrix) determining the length
of the residence time of random trajectories in B(v0, w0)
are not competing. Approaching εhp from above in-
creases the SSF of the fixed point and at the same
time, decreases its Mahalanobis distance to the unsta-
ble limit cycle. This has the combined effect of con-
siderably reducing the residence time of trajectories in
B(v0, w0). In other words, there is a higher probability
(lower probability) that the random trajectories escape
from B(v0, w0) when ε→ εhp (ε→ εsn).
We now apply a similar analysis to our randomly
perturbed stable limit cycle. In the deterministic system
(σ = 0) of Eq.(2), with εhp < ε < εsn, we have an
exponentially stable limit cycle defined by a T -periodic
solution,
[
v¯(t), w¯(t)
]
=
[
v¯(t + T ), w¯(t + T )
]
. For the
transversal hyperplane Σt in the neighborhood of any
point
[
v¯(t), w¯(t)
]
on the stable limit cycle, the Gaussian
approximation of the probability density reads
Pg
{[
v(t), w(t)
]
; [v¯(t), w¯(t)
]}
=
1
Z
exp
[
− 1
2σ2
(
v(t)− v¯(t)
w(t) − w¯(t)
)⊤
Θ−1ij (t)
×
(
v(t) − v¯(t)
w(t) − w¯(t)
)]
. (47)
Here, the stochastic sensitivity matrix is periodic in
time, Θij(t) = Θij(t + T ). For an exponentially stable
limit cycle, the largest Lyapunov exponent is 0 and the
others are negative. Consequently, the matrix Θij(t) is
the unique solution of the Lyapunov equation [22],
dΘij
dt
= Jij(t)Θij(t) +Θij(t)Jij(t)
⊤ + Pij(t)GijPij(t),
with the conditions

Θij(0) = Θij(T ),
Θij(t)

 f
[
v¯(t), w¯(t)
]
g
[
v¯(t), w¯(t)
]

 ≡ 0, (48)
where Pij(t) is a matrix of the orthogonal projection
onto the Poincare´ section Σt at the point [v¯(t), w¯(t)] on
the stable limit cycle, which is symmetric for our model
equation Eq.(2), and whose entries are given by

P11 = (−v¯3 + (a+ 1)v¯2 − av¯ − w¯)2,
P12 = ε(−v¯3 + (a+ 1)v¯2 − av¯ − w¯)(bv¯ − cw¯),
P22 = ε
2(bv¯ − cw¯)2.
(49)
Jij(t) is the Jacobian of the deterministic neuron at a
point [v¯(t), w¯(t)] on the stable limit cycle and given by
Jij(t) =

−3v¯2 + 2(a+ 1)v¯ − a −1
εb −εc

 , (50)
and the constant diffusion matrix Gij is the same as
before.
The Mahalanobis distance from a point
[
v(t), w(t)
]
on the unstable limit cycle to the distribution of random
trajectories around the stable limit cycle at
[
v¯(t), w¯(t)
]
,
Dm
{[
v(t), w(t)
]
;
[
v¯(t), w¯(t)
]}
, is also a periodic func-
tion of time and given by
Dm
{[
v(t), w(t)
]
;
[
v¯(t), w¯(t)
]}
=
√(
v(t) − v¯(t)
w(t) − w¯(t)
)⊤
Θ+ij(t)
(
v(t) − v¯(t)
w(t) − w¯(t)
)
. (51)
BecauseΘij(t) is singular for Eq.(2), “+” means a pseudo-
inverse in this case.
For 2-D systems, Θij(t) can also be written in the
form [25]{
Θij(t) = µ(t)Pij(t),
Θ+ij(t) =
1
µ(t)Pij(t),
(52)
and the Mahalanobis distance is given by
Dm
{[
v(t), w(t)
]
;
[
v¯(t), w¯(t)
]}
=
∥∥∥∥
(
v(t)− v¯(t)
w(t)− w¯(t)
)∥∥∥∥√
µ(t)
.
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(53)
Here, µ(t) = µ(t+ T ) > 0 is the unique solution of the
boundary problem{
dµ = α(t)µ(t)dt + β(t)dt,
µ(0) = µ(T ),
(54)
with T -periodic coefficients{
α(t) = q(t)⊤
[
J(t)⊤ + J(t)
]
q(t),
β(t) = q(t)⊤Gijq(t).
(55)
q(t) is a normalized vector orthogonal to the velocity
vector field
(
f
[
v¯(t), w¯(t)
]
g
[
v¯(t), w¯(t)
] ) and for Eq.(2) is given by
q(t) =
( −ε(bv¯ − cw¯)
−v¯3 + (a+ 1)v¯2 − av¯ − w¯
)
× 1√
(−v¯3 + (a+ 1)v¯2 − av¯ − w¯)2 + ε2(bv¯ − cw¯)2 .
(56)
We note that because our model is a 2D system, the hy-
perplane given by Σt is a tangent line to the stable limit
cycle solution which is normal to q(t) at [v¯(t), w¯(t)]. The
functions α(t) and β(t) for Eq.(2) are given by
α(t) =
1
(−v¯3 + (a+ 1)v¯2 − av¯ − w¯)2 + ε2(bv¯ − cw¯)2
×
[
2ε2(−3v¯2 + 2(a+ 1)v¯ − a)(bv¯ − cw¯)2
− 2ε(εb− 1)(bv¯ − cw¯)(−v¯3 + (a+ 1)v¯2 − av¯ − w¯)
− 2εc(−v¯3 + (a+ 1)v¯2 − av¯ − w¯)2
]
. (57)
β(t) =
ε2(bv¯ − cw¯)2
(−v¯3 + (a+ 1)v¯2 − av¯ − w¯)2 + ε2(bv¯ − cw¯)2 .
(58)
The explicit solution of Eq.(54) is given by
µ(t) = e
∫
t
0
α(s)ds
[∫ t
0
β(s)e
∫
s
0
−α(r)drds+ C
]
. (59)
Because µ(t) is T -periodic, we write
e
∫
t
0
α(s)ds
[∫ t
0
β(s)e
∫
s
0
−α(r)drds+ C
]
= e
∫
t+T
0
α(s)ds
[∫ t+T
0
β(s)e
∫
s
0
−α(r)drds+ C
]
= e
∫
t
0
α(s)dse
∫
t+T
t
α(s)ds
[ ∫ t
0
β(s)e
∫
s
0
−α(r)drds
+
∫ t+T
t
β(s)e
∫
s
0
−α(r)drds+ C
]
, (60)
and use the periodic property: α(t) = α(t + T ) with∫ t+T
t α(s)ds =
∫ T
0 α(t + s)ds, for a fixed t, to get the
constant C as
C =
e
∫
T
0
α(s)ds· ∫ T0 β(s)e∫ s0 −α(r)drds
1− e
∫
T
0
α(s)ds
. (61)
With Eq.(53) and the numerical value of µ(t) in Eq.(59),
the Mahalanobis distance is computed as in Eq.(62) and
the minimal Mahalanobis distance is calculated by tak-
ing the minimum value of Eq.(62) over t ∈ [0, T ) and
(v, w) ∈ [v(t), w(t)]. See Fig.6a.
Dm
{[
v(t), w(t)
]
;
[
v¯(t), w¯(t)
]}
=
√
(v(t) − v¯(t))2 + (w(t) − w¯(t))2
µ(t)
. (62)
This set, we obtain the entries of Θij(t) in Eq.(52)
using the numerical value of µ(t) in Eq.(59). As in the
case of the stable fixed point (v0, w0), the eigenvalues
λk(t), k = {1, 2}, of Θij(t) characterize the distribution
of random trajectories in the Poincare´ section Σt near
a point
[
v¯(t), w¯(t)
]
of the stable limit cycle. The maxi-
mum of the largest eigenvalue indicates the SSF of the
stable limit cycle. See Fig.6b.
5 Simulation results and discussion
In this section, numerical simulations are carried out
with our model equation in the bistable regime to un-
derstand the ISR we observed in Fig.1. We want to see
how ISR depends on which basin of attraction the initial
conditions are located in, and how the singular param-
eter ε affects ISR. We provide a theoretical explanation
of the numerical results in terms of the results obtained
in the stochastic sensitivity analysis of our model equa-
tion. We recall that the differences in the SSFs and Ma-
halanobis distances of our stable attractors define the
direction of noise-induced transitions between them.
Using the fourth-order Runge-Kutta algorithm for
stochastic processes [26], simulations are carried out for
200 realizations of the noise and for 7500 unit time in-
tervals for each realization, a sufficiently long time in-
terval for convergence of solutions for 0 < σ ≪ 1. In
Fig.7, we depict the variations of the mean number of
spikes 〈N〉 with the noise amplitude σ. The set of nu-
merical results are for different values of Mahalanobis
distances and SSFs of the stable attractors (encoded in
the value of the singular parameter ε as in Fig.6).
Sub-threshold responses are not counted as spikes.
Again, we count a spike (supra-threshold response) when
the action potential variable v is greater than or equal
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Fig. 6 (Color online) Variations of minimal Mahalanobis dis-
tances and the SSFs of the attractors for Eq.(2) with the
singular parameter ε. In (a), the blue curve shows the min-
imal Mahalanobis distance, Dm, between stable fixed point
at (v0, w0) = (0, 0) and the unstable limit cycle at [v(t), w(t)]
and the red curve corresponds to the minimal Mahalanobis
distance between stable limit cycle at
[
v¯(t), w¯(t)
]
and the un-
stable limit cycle, with Dm vanishing at εsn. (b) shows the
SSFs of the stable fixed point (blue curve) and that of the
stable limit cycle (red curve). a = −0.05, b = 1.0, c = 2.0
to the threshold value of vth = 0.25. We show simu-
lation results for six values of the singular parameter
ε ∈ (εhp, εsn), namely: ε = 0.02501 which is in the
vicinity of the Andronov-Hopf bifurcation value εhp of
the fixed point, ε = 0.02559, ε = 0.0260, ε = 0.0266
at which both attractors have equal Mahalanobis dis-
tances, ε = 0.027673 at which both attractors have
equal SSFs, and ε = 0.02785 which is in the vicinity
of the saddle-node bifurcation value εsn of the limit cy-
cles.
The initial conditions
(
v(0), w(0)
)
are fixed in every
simulation. In Fig.7, the red curves correspond to when(
v(0), w(0)
) ∈ B[v¯(t), w¯(t)]. In this case, when σ = 0,
there are 106 spikes. The inhibitory effect of the spik-
ing activity begins as soon as σ > 0, where we see the
mean number of spikes 〈N〉 decreasing to a minimum
value before increasing monotonically as σ increases.
We have ISR always occurring when
(
v(0), w(0)
) ∈
B[v¯(t), w¯(t)].
The blue curves correspond to the situation where(
v(0), w(0)
) ∈ B(v0, w0). In this case, when σ = 0, we
have no spike, 〈N〉 = 0, and as soon as σ > 0, 〈N〉 only
increases monotonically and ISR does not occur. How-
ever, in Fig.7a and b (blue curves), interestingly, ISR
does actually occur although
(
v(0), w(0)
) ∈ B(v0, w0).
We now explain these behaviors theoretically in terms
of the Mahalanobis distances and the SSFs of the at-
tractors.
In Fig.7a (blue curve), ε = 0.02501 ' εhp, in which
case the Mahalanobis distance of the fixed point,Dm(fp),
is small and smaller than the Mahalanobis distance of
the limit cycle, Dm(lc). At this same value of ε, the
SSF of the fixed point, λmax(fp), is high and far higher
than the SSF of the limit cycle, λmax(lc). Therefore,
with
(
v(0), w(0)
) ∈ B(v0, w0), very weak-noise ampli-
tudes are already capable of kicking the random tra-
jectories out of B(v0, w0) into B
[
v¯(t), w¯(t)
]
, thereby in-
creasing 〈N〉. For 0 ≤ σ ≤ 0.25 × 10−5, 〈N〉 increases
from 0 to a maximum of 79.8. This same interval of
σ is incapable of causing the reverse event, i.e., not
strong enough to kick random trajectories back into
B(v0, w0) because of a large Dm(lc) and a low λmax(lc)
and therefore, no inhibitory effect of the spiking activ-
ity. As a result, 〈N〉 can only increase monotonically
for 0 ≤ σ ≤ 0.25× 10−5. As soon as σ > 0.25 × 10−5,
it becomes strong enough to kick the random trajec-
tories it previously kicked into B[v¯(t), w¯(t)] back to
B(v0, w0), thereby decreasing 〈N〉 (inhibiting the spik-
ing activity) down to a minimum value of 〈N〉 = 69.3
at σ = 1.0×10−5, before increasing monotonically with
σ.
From a series of simulations carried out for several
different values of ε ∈ (εhp, εcr] (not all shown except
for ε = 0.02501, ε = 0.02559, and εcr = 0.0260 in
Fig.7a-c respectively), ISR remarkably persisted with(
v(0), w(0)
) ∈ B(v0, w0), except at the critical value
εcr, where it just disappeared. That is, as ε increased
in the interval (εhp, εcr) (with increasing Dm(fp) and
residence time in B(v0, w0)), ISR became less and less
pronounced and eventually disappeared when ε ≥ εcr.
This is so because as Dm(fp) becomes larger and larger
with increasing ε ≥ εcr, trajectories stay longer and
longer in B(v0, w0) (and therefore there is no spike),
and as σ increases, it becomes at each time just strong
enough to kick the trajectories into B[v¯(t), w¯(t)] and
hence 〈N〉 can only increase monotonically from 〈N〉 =
0 with σ. See the blue curves in Fig.7c-f where ε ≥ εcr,
ISR does not occur as opposed to the cases in Fig.7a
and b (blue curves) where ε ∈ (εhp, εcr).
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Still in Fig.7a (now the red curve), with
(
v(0), w(0)
)
∈ B[v¯(t), w¯(t)], in the thin interval of very weak-noise
amplitudes 0 ≤ σ < 0.2×10−5, 〈N〉 is almost constant,
near 106 (i.e., no considerable drop in 〈N〉 for this inter-
val of σ). This “almost constant” value of 〈N〉 in that
interval of σ happens because at ε = 0.02501, Dm(lc)
is large and λmax(lc) is very low and as
(
v(0), w(0)
) ∈
B[v¯(t), w¯(t)], trajectories have the tendency of staying
in this basin of attraction for a very long time and there-
fore almost no inhibition of the spiking activity occurs
for 0 ≤ σ < 0.2×10−5. As soon as σ > 0.2×10−5, it be-
comes strong enough to kick trajectories out of the rela-
tively larger B[v¯(t), w¯(t)]. The inhibitory effect of noise
then becomes pronounced with a clear decrease in 〈N〉
from about 106 to a minimum of 78.3 at σ = 2.24×10−5
before increasing monotonically with σ.
In Fig.7d, ε = 0.0266, Dm(fp) = Dm(lc), with(
v(0), w(0)
) ∈ B[v¯(t), w¯(t)] (red curve), there is a rapid
decrease in 〈N〉 for weak σ. 〈N〉 moves from 106 to a
minimum of 34.6 within 0 ≤ σ ≤ 0.5 × 10−5 before
increasing monotonically with increasing σ. A quicker
decrease with a lower minimum in 〈N〉 as compared
to the cases in Fig.7a-c (red curves) occurs because of
a smaller Dm(lc) in Fig.7d than in all previous cases,
with therefore a shorter residence time in B[v¯(t), w¯(t)].
Still in Fig.7d with
(
v(0), w(0)
) ∈ B(v0, w0) (blue
curve), ISR disappears. Because at ε = 0.0266 we have
Dm(fp) = Dm(lc), we explain this disappearance in
terms of the other factor determining the residence time
in basins of attraction i.e., the SSFs of the attractors.
At ε = 0.0266, λmax(fp) is still sufficiently high (with
λmax(lc) < λmax(fp), which means that the fixed point
is more sensitive to noise than the limit cycle) and
therefore, even weak-noise amplitudes have the tendency
of kicking the trajectories initially in B(v0, w0) into
B[v¯(t), w¯(t)] (thereby increasing 〈N〉). As in the cases
of Fig.7a and b (blue curves), one will expect that 〈N〉
increases with σ ≥ 0 up to a certain maximum, and
then start to decrease through the inhibitory effect of
noise. This is not happening in Fig.7d (and also already
in Fig.7c blue curve) firstly because Dm(lc) is still suffi-
ciently large (even though equal to Dm(fp)) to keep the
trajectories in B[v¯(t), w¯(t)]. Secondly, and mainly be-
cause λmax(lc) < λmax(fp) at ε = 0.0266, which means
that when trajectories get into B[v¯(t), w¯(t)], they pre-
fer to stay in this basin. And of course stronger and
stronger noise only increases 〈N〉.
In Fig.7e, ε = 0.027673, Dm(lc) is much smaller
and λmax(lc) is much higher than in the previous cases,
but λmax(fp) = λmax(lc). For the case
(
v(0), w(0)
) ∈
B[v¯(t), w¯(t)] (red curve), we therefore have a faster
drop in 〈N〉, i.e., from 106 to a minimum of 6.4 within
0 ≤ σ ≤ 0.25 × 10−5. With (v(0), w(0)) ∈ B(v0, w0)
(blue curve) ISR disappears for basically the same rea-
son as previously given. In this case, for 0 ≤ σ ≤ 0.25×
10−5, 〈N〉 remains at zero (since Dm(fp) > Dm(lc))
and as σ increases and becomes stronger, random tra-
jectories start to jump into B[v¯(t), w¯(t)] (thus increas-
ing 〈N〉) and remain in this basin for stronger and
stronger noise with the immediate consequence of just
increasing 〈N〉.
In Fig.7f, ε = 0.02785 / εsn, Dm(lc) is the smallest
and λmax(lc) very high. For
(
v(0), w(0)
) ∈ B[v¯(t), w¯(t)]
(red curve), there is a much more rapid and deeper drop
in 〈N〉 with weak-noise amplitudes as compared to all
the previous cases with a well defined minimum value
of 〈N〉 = 4.1 at σ = 0.25 × 10−5 and then a mono-
tonic increase in 〈N〉 with increasing σ. In this case,
for some noise realizations, the number of spikes could
drop down to zero. That is, weak-noise amplitudes com-
pletely terminate the spiking dynamics.
For
(
v(0), w(0)
) ∈ B(v0, w0) (blue curve), because
Dm(fp) is larger at ε = 0.02785, the residence time
in B(v0, w0) is on average the longest for weak-noise
amplitudes compared to all previous cases. We have
〈N〉 = 0 for 0 ≤ σ < 0.30× 10−5. For σ ≥ 0.30× 10−5,
the noise is now sufficiently strong to start kicking tra-
jectories into B[v¯(t), w¯(t)] causing an increase in 〈N〉.
And as σ becomes stronger, it keeps driving the neuron
and so the trajectories remain B[v¯(t), w¯(t)] with 〈N〉
increasing monotonically with σ.
6 Conclusion
The effects of weak-noise amplitudes on the spiking dy-
namics of the FHN neuron model without a determinis-
tic input current was investigated. Through bifurcation
and slow-fast analyses, we determined the conditions
on the parameter space for the establishment of a bi-
stability regime consisting of a stable fixed point and a
stable unforced limit cycle. This bi-stability regime in-
duces a sensitivity to initial conditions in the immedi-
ate neighborhood of the separatrix isolating the basins
of attraction of the attractors. Introducing noise to the
system then causes transitions from the basin of attrac-
tion of the fixed point to that of the limit cycle (the
neuron gets into the spiking state) and as well, from
the basin of attraction of the limit cycle to that of the
fixed point (the neuron gets into the quiescent state, no
spiking).
We observed that in this bistable regime, weak-noise
amplitudes may decrease the mean number of spikes
down to a minimum value after which it increases mono-
tonically as the noise strength increases. We showed
that this phenomenon always occurred if the initial con-
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Fig. 7 (Color online) Mean number of spikes 〈N〉 versus noise amplitude σ (200 trials for 7500 units of time interval each),
for different singular parameter values ε as indicated. ISR always occurs when
(
v(0), w(0)
)
∈ B
[
v¯(t), w¯(t)
]
(red curves). For(
v(0), w(0)
)
∈ B(v0, w0) (blue curves), ISR only occurs when Dm(fp) < Dm(lc), i.e, when ε ∈ (0.025, 0.0260). a = −0.05, b =
1.0, c = 2.0. See text for details
ditions were chosen from the basin attraction of the
stable limit cycle.
For initial conditions in the basin of attraction of the
stable fixed point, the phenomenon disappeared, un-
less the time-scale separation parameter ε of the neuron
model is bounded between εhp = 0.0250, its Andronov-
Hopf bifurcation value and εcr = 0.0260. furthermore,
the phenomenon became less and less pronounced as ε
increased in the interval (εhp, εcr), and disappeared at
ε ≥ εcr.
We point out that this was not the case in [14]
where the neuron model considered had both a deter-
ministic input and a random input current. There, it
was shown that the decrease to a minimum and then
a monotonic increase in the spiking activity with in-
crease in noise amplitude occur regardless of the basin
of attraction from which the initial conditions are cho-
sen from, provided the deterministic input current is
above its Andronov-Hopf bifurcation value. The model
in the present work has the same underlying dynamical
structure as in [14] except that we do not have a deter-
ministic input current, and only a random perturbation
component is considered.
We have seen that the stochastic sensitivity func-
tions of the stable attractors and their Mahalanobis
distances from the separatrix, which both determine
the length of the residence time of random trajectories
in each state (quiescent or spiking state of the neu-
ron), themselves depended on the time-scale separation
parameter ε of the model. From this dependence, we
provided a theoretical explanation of the noise-induced
phenomenon of ISR in terms of the stochastic sensi-
tivity functions and the Mahalanobis distances of the
stable attractors.
Finally, we see that the key to ISR is the multi-
stability between fixed points and limit cycles, a charac-
teristic of dynamical systems with sub-critical Andronov-
Hopf bifurcations. To obtain bi-stability, in the present
work, a careful relative positioning of the fixed point on
the critical manifold was made. We can see in [27] how
a small change in the relative position of fixed points
brings about a completely different dynamical behav-
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ior in the same weak-noise limit. Plausible implications
of ISR in information processing and transmission in
neurons are discussed in [16].
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