Abstract-In this paper, we analyze the ergodic sum-rate of a multi-cell downlink system with base station (BS) cooperation using regularized zero-forcing (RZF) precoding. Our model assumes that the channels between BSs and users have independent spatial correlations and imperfect channel state information at the transmitter (CSIT) is available. Our derivations are based on large dimensional random matrix theory (RMT) under the assumption that the numbers of antennas at the BS and users approach to infinity with some fixed ratios. In particular, a deterministic equivalent expression of the ergodic sum-rate is obtained and is instrumental in getting insight about the joint operations of BSs, which leads to an efficient method to find the asymptotic-optimal regularization parameter for the RZF. In another application, we use the deterministic channel rate to study the optimal feedback bit allocation among the BSs for maximizing the ergodic sum-rate, subject to a total number of feedback bits constraint. By inspecting the properties of the allocation, we further propose a scheme to greatly reduce the search space for optimization. Simulation results demonstrate that the ergodic sum-rates achievable by a subspace search provides comparable results to those by an exhaustive search under various typical settings.
I. INTRODUCTION
Multi-user multiple-input multiple-output (MU-MIMO) has been well recognized as an effective means to increase capacity in the downlink [1] [2] [3] . However, challenges arise in practical cellular systems where inter-cell interference remains the bottleneck limiting the achievable performance. Therefore, base station (BS) cooperation was recently proposed as a way to alleviate the issue, e.g., [4] [5] [6] [7] [8] [9] [10] , which is greatly motivated by the fact that BSs may be connected via highspeed backhaul links and the channel state information (CSI) and/or data and/or precoding matrices can be shared among the BSs for coordinated transmission. Such BS cooperation in the downlink can improve sum-rates and reduce outage as compared to the conventional or single-cell signal processing where the interference (often from other cells) is treated as noise.
Despite the potential, the implementation of BS cooperation faces a fundamental challenge-the availability of CSI at the transmitter side (CSIT). In frequency-division-duplex (FDD) systems, although receivers could estimate the channel, quantize the CSI, and feed it back to the transmitter via some finite-bandwidth feedback links, CSIT will be imperfect. This is less an issue for time-division-duplex (TDD) systems, but CSI will still be imperfect due to estimation at finite training sequence length and finite signal-to-noise ratio (SNR). As the benefits of BS cooperation highly depend upon the quality of CSIT, recent efforts considered limited feedback models and imperfect CSIT in the design [11] [12] [13] [14] . The robust beamforming based on imperfect CSIT was studied in [15] [16] [17] [18] .
Besides the issue of availability of CSIT, other issues such as synchronization and finite capacity backhaul need significant research efforts. Nevertheless, several testbeds for implementing the BS cooperation have recently been developed [19] [20] [21] [22] to demonstrate the feasibility of the cooperative technique. For example, the Berlin testbed demonstrated downlink BS coordination for an FDD LTE trial system [21] . Zeroforcing (ZF) precoding based on limited CSI feedback was implemented jointly across two BSs which exchanged CSI as well as shared data over a low-latency signaling network. The BSs were synchronized using the global positioning system (GPS). 1 The success of these testbeds [19] [20] [21] [22] as well as several discussions raising in the LTE-Advanced study items [23, 24] has motivated us to provide further analytical results under the similar cooperative setting. Emphasis is put on providing insight into the role of the key parameters on system performance. Specifically, this paper considers a downlink system with multiple cooperative BSs serving a number of single-antenna users, in which BSs share the CSI and data via high-speed backhaul links. Also, the limited feedback and imperfect CSIT are taken into consideration. Rather than employing the ZF precoding, we consider that the BSs perform regularized ZF (RZF) [25, 26] for transmission. This is because when the channel is ill-conditioned, the achievable rates of ZF are severely compromised but RZF introduces a regularization parameter in the channel inversion to mitigate the ill-condition problem. The regularization parameter can control the amount of the introduced interference but choosing it improperly degrades the performance considerably. Ideally, one would choose the parameter to maximize the signal-to-interference plus noise ratio (SINR).
However, the system-wide SINR is a complex function of many system parameters such as channel vectors, channelpath gains, spatial correlations, imperfect CSIT, etc, which has motivated the researchers to use some approximate SINR expressions for optimizing the regularization parameter of RZF. One promising approach to achieve this is large-system analysis by means of large dimensional random matrix theory (RMT). Remarkably, results derived from large-system analysis also provided reliable performance predictions even for small system dimensions and at a much lower computational cost than Monte-Carlo simulations [27] [28] [29] [30] [31] [32] [33] . In particular, the asymptotic-optimal regularization parameters in the largesystem limit have been obtained for independent and identically distributed (i.i.d.) channels in [29] and for spatially correlated channels and imperfect CSIT in [27, 28] .
Further to the previous results, we provide a deterministic equivalent of the ergodic sum-rate for the coordinated BS system based on large dimensional RMT. Our model takes into account many practical factors related to the multiple BSs system. For example, channel-path gains, spatial correlations, and CSIT qualities from BSs to each user can differ. As a special case, our contribution also complements the results of [28] by extending the analysis to the case with multicell downlink coordinated systems, 2 where links have different CSIT qualities even inside a channel vector from a user to all BSs. Such extension is nontrivial because several key manipulations for the multi-cell system with spatial correlations are required. Most importantly, our deterministic equivalent result has brought out two fundamental applications:
• The deterministic equivalent sum-rate provides an efficient way to find the asymptotic-optimal regularization parameter, which by simulation results illustrates a good agreement with the optimum in terms of the ergodic sumrates. The search of the optimal regularization parameter is a demanding process because Monte-Carlo averaging is required. Therefore, we have overcome the fundamental difficulty of applying RZF precoding in the multi-cell downlink coordinated systems.
• In conventional single-cell processing in FDD mode, each user compares its channel vector with a predefined codebook and subsequently feeds back the channel index to its serving BS [34, 35] . Extending the technique to the case with BS cooperation would require that each user
Feedback Channel Feedback Channel a unique virtual multiple-antenna array compares its cooperating user-BS channel pairs with a predefined codebook and then feeds back the channel indices to a single BS. The channel indices are then forwarded to other BSs. A single imperfect CSIT is shared to all the BSs (see Fig. 1 ). 3 Intuitively, those user-BS pairs with weaker channel-path gains should not require the same number of quantization bits as those with stronger gains. In this paper, we address the fundamental CSI feedback problem: given a total number of feedback bits of each user, how the feedback quantization bits be allocated among the different channel vectors. 4 This is an important problem, but has received little attention. Adaptive bit allocation of CSI feedback in a multi-cell system was studied in [12] [13] [14] but ZF/RZF precoding was not used. The feedback bit allocation problem of RZF precoding under general channel scenarios has not been investigated before. By inspecting the properties of feedback bit allocation, we devise a subspace method to greatly reduce the number of bit combinations and hence the search complexity. Computer simulations are conducted to reveal that the ergodic sum-rates by the subspace search provides comparable results to those by an exhaustive search for various settings. Notations-We use uppercase and lowercase boldface letters to denote matrices and vectors, respectively. An N × N identity matrix is denoted by I N , while an all-zero matrix is denoted by 0, and an all-one matrix by 1. The superscripts (·)
H , (·) T , and (·) * denote the conjugate-transpose, transpose, and conjugate operations, respectively. E{·} returns the expectation with respect to all random variables within the bracket. We use [A] kl or the lower-case representation A kl to denote the (k,l)-th entry of the matrix A, and a k denotes the k-th entry of the column vector a. The operators (·) 
where h
being the channel vector between BS i and T ∈ C K , we have
where we have defined
denote the overall precoding matrix of BS i . It is assumed that BS i satisfies the following transmit power constraint:
for i = 1, . . . , M , where P > 0 is the parameter that decides on the per-antenna power budget and
Although the conventional sum-power constraint can achieve the better performances, the used per-BS power constraints is the more practical choice for a cellular system. We refer to [7] for related discussions of the two power constraints. Due to limited angular spread and insufficient antenna spacing, the effect of spatial correlation has to be considered. For this purpose, the channel vector between BS i and UE k is modeled as h
where x H k,i ∈ C 1×Ni has i.i.d. zero-mean entries with variance of 1 Ni , and T k,i ∈ C Ni×Ni is a deterministic nonnegative definite matrix, which characterizes the spatial correlation of the transmitted signals across the antenna elements of BS i . The channel-path gain can be included in (5) via a scaling factor.
For ease of notation, we do not introduce a new parameter but absorb the channel-path gain into T k,i . In addition, to establish a deterministic equivalent result, additional assumptions on x k,i 's and T k,i 's are required. We will collect all the assumptions relating to the deterministic equivalent result later in Assumption 1.
It is considered that only an imperfect channelĥ k,i of the true channel h k,i is available at BS i and we model this by [28, [39] [40] [41] [42] 
where v k,i has i.i.d. zero-mean entries with variance of
and is independent from x k,i and z k . The parameter τ k,i ∈ [0, 1] reflects the amount of uncertainty inĥ k,i . In particular, τ k,i = 0 corresponds to perfect CSIT, whereas for τ k,i = 1 the CSIT is completely uncorrelated to the true channel. For FDD systems, the model (6) reflects the imperfect channel knowledge due to the finite-bandwidth feedback links [28, 39] , whereas for TDD systems, the model (6) reflects the imperfect channel estimation due to finite training sequence length [40] [41] [42] . We find it useful to define
andĥ
In this paper, we consider the RZF precoding [25, 26] 
whereĤ
N ×K denotes the channel estimate available at the BSs, ξ is a normalization scalar to fulfill the per-BS transmit power constraint (3), α > 0 represents the regularization scalar, andŴ (Ĥ HĤ + αI N ) −1 . Such precoding is a practical linear precoding scheme to control inter-user interference and increase the sum rate by the regularization parameter α [26] . It covers two well-known precoding with α = 0 being the ZF precoding, and α → ∞ giving the matched-filter precoding.
From (3), we also define
Then, the SINR of UE k is given by
Under this model, the ergodic sum-rate can be defined as
B. A Fundamental Problem
The SINR, γ k , in (9) is a function of the regularization parameter α. It has been well understood in the literature that adopting an improper regularization parameter would degrade performance significantly [26, 28] . As a consequence, to use RZF precoding effectively, it is important to obtain an appropriate value of α for best performance. In this paper, we are interested in finding the optimal regularization parameter that maximizes the ergodic sum-rate (10) . That is, we have
The problem above does not admit a simple closed-form solution and the solution needs to be computed via a onedimensional linear search, such as the golden section search [43, Chapter 7] . However, Monte-Carlo averaging over the channels is required to evaluate the ergodic sum-rate (10) for each choice of α, which, unfortunately, makes the overall computational complexity prohibitive and this drawback hinders the development of RZF precoding in the multi-cell downlink channel. To tackle this problem, we resort to an asymptotic expression of (10) in the large-system regime which we derive in the next section.
III. MAIN THEORETICAL RESULTS
In this section, we present a deterministic equivalent of the SINR of the RZF precoding system. To do so, we consider the large-system regime where N i 's and K approach to infinity at fixed ratios {β i = N i /K} ∀i such that 0 < lim inf β i ≤ lim sup β i < ∞. For brevity, we simply use N → ∞ to represent the quantity in such limit. In addition, we impose the following assumptions in our derivations.
Assumption 1: For the channelĥ k,i in (6), we have the following hypotheses for k ∈ {1, . . . , K}:
zeromean entries with variance of 1
Ni and finite 8-th order moment.
H ∈ C N has the same statistical properties as x k , but they are independent.
Ni×Ni 's being nonnegative definite matrices with uniformly bounded spectral norm. 
with
In (13), e k,i 's are the unique solution of the following K × M equations
for k = 1, . . . , K and i = 1, . . . , M . In addition,Ċ = [ċ k,i ] ∈ C K×M is a solution to the following linear equation:
where
Proof: See Appendix A.
An intuitive application of Theorem 1 is that γ k can be approximated by its deterministic equivalent γ k . Given statistical channel knowledge, i.e., (T k,i 's, τ k,i 's, and σ 2 ), the SINR of UE k can be approximated by Theorem 1, without knowing the actual channel realization. Using the definition of the deterministic equivalent [44, Definition 6 .1] and the continuous mapping theorem [45] , we have log (1 + γ k ) − log (1 + γ k ) → 0 almost surely as N → ∞. An approximation R sum of the ergodic sum-rate R sum in (10) is obtained by replacing the instantaneous SINR γ k with its large system approximation γ k , i.e.,
It follows that [28] 1
holds true almost surely.
To derive the deterministic equivalent γ k , we first need to obtain the fixed-point solutions e k,i 's which can be easily solved by iteratively solving the equations (15) and (14) . With e k,i 's as well as Ψ i 's, allċ k,i 's can be obtained by solving the simple linear equation in (16) . Finally, substituting e k,i 's, Ψ i 's, andċ k,i 's into (13), we then yield all the required parameters and as a result get the final estimate.
It should be emphasized here that our model takes into account the BS cooperation as well as the effect of imperfect CSIT. Therefore, Theorem 1 is general and can be interpreted as a unified formula that encompasses many known results, such as [28, Theorem 1] . Specifically, in contrast to [28] , the new analytical result enables us to deal with the more general case where links have different CSIT qualities even inside a channel vector from a user to all BSs. To have a better understanding on the expression of the deterministic equivalent, Theorem 1 is applied to the following two special cases.
First, if CSIT is perfect, then in this case, from (7), we have τ k,i = 0 and therefore ψ k,i = 1. Then, from (13), one can easily obtain u
. Substituting this result into (12), we finally get
Now, if both α and σ 2 (hence ν) are close to zero, we have
k . 6 Recalling from the form of u
in (13a), we know that it comprises of the sum of tr (T k,i Ψ i ) and therefore, tr (T k,i Ψ i ) can be viewed as the equivalent channel gain contributed by BS i to UE k . As expected, the multicell cooperation appears to provide a combining-like gain. In contrast to several channel parameters such as ρ and T k,i , the factor tr (T k,i Ψ i ) not only reflects the effect due to these channel parameters but also the inter-user interference. In other words, tr (T k,i Ψ i ) serves as a good indicator to illustrate the channel gain from BS i to UE k and will later be used in our design for the optimal feedback bit allocation.
In another special case, when M = 1, Theorem 1 agrees with the results in [28, Theorem 1] . Although the differences between the cases with M > 1 and M = 1 appear on each factor of (13), we can observe Θ in (17a) that multi-cell cooperation appears to involve correlations between the BSs.
Besides the special cases, another interesting observation from the deterministic equivalent expression is the effect due to the normalization scalar ξ. Recall that we set ξ 2 = min i ξ 2 i . It seems that the joint RZF precoding over cooperating BSs will enforce the power of each BS by scaling the total transmit power over all BSs according to the worst-conditioned BS and this may degrade the system performance significantly. However, via the deterministic equivalent, we show that the effect is not a serious issue. The corresponding effect of ξ on the SINR is through ν in (13c). As can be seen, ν is associated with Ψ i while Ψ i is determined by {T k,i } k=1,...,K . Since {T k,i } are random, there is no specific reason why any specific BS would undergo very worst condition. It should be particularly noted that the channel-path gain does not affect much the power normalization factor while the ill-condition of the channel does. The ill-condition of the channel would result from users with similar channel responses. Clearly, if applying proper user selection schemes, the BSs' conditions will not diverge greatly.
IV. APPLICATIONS AND SIMULATIONS
As described previously, the deterministic equivalent result in Theorem 1 provides an efficient technique to estimate the ergodic sum-rate for the RZF precoding system. In Section IV-A, computer simulations are provided to evaluate the accuracy of the deterministic equivalent sum-rate R sum . We will see that the deterministic equivalent is useful even for systems with finite numbers of antennas. In Section IV-B, the deterministic equivalent result will be used to determine a proper regularization parameter, which addresses the fundamental problem for RZF precoding. Finally in Section IV-C, we proceed to answer the fundamental question: How should the feedback bits be allocated among the BSs?
A. Accuracy of the Deterministic Equivalent Sum-rate
In this subsection, we present numerical results to confirm our analytical results under various settings. We will compare the analytical results (12) in Theorem 1 and Monte-Carlo simulation results obtained from averaging over a large number of i.i.d. Rayleigh block fading channels. Fig. 2 shows the results of the ergodic sum-rate and the deterministic equivalent rate with M = 4, N 1 = · · · = N 4 = 8, K = 32 and T k,i = I for the following five cases: 1) {τ 2 k,i = 0} ∀k,i , 2) {τ figure, we compare the cases where the regularization parameter α is obtained by (26) with those by α = 1 M ρβ . The optimality of the regularization parameters will be discussed later in the next subsection. We see that the deterministic equivalent is accurate even for systems with finite numbers of antennas. Next, we examine the accuracy of the analytical result (12) for general settings. When "τ 2 k,i = rand", τ 2 k,i is a uniform random number between 0 and 1, whereas T k,i = I indicates that the spatial correlation is an arbitrary pattern. The errors between the ergodic sum-rate and the deterministic equivalent rate will be different depending on τ 2 k,i and T k,i . Therefore, the Monte-Carlo simulations are averaged over not only a large number of i.i.d. Rayleigh block fading channels but also a large number of τ 2 k,i and T k,i . Fig. 3 shows the relative error Rsum−Rsum Rsum with increasing number of antennas when τ k,i = 0 or τ k,i = rand. As expected, the deterministic equivalent rate becomes more accurate if the number of antennas increases. Also, it is observed that the convergence rate becomes slow with imperfect CSIT. We can conclude from Fig. 2 and 3 that the deterministic equivalent is accurate even with finite numbers of antennas.
B. Sum-rate Maximizing Regularization
Because of the high accuracy of the deterministic equivalent sum-rate, it can be used to determine the regularization parameter. Here, we focus on this particular optimization for maximizing the deterministic equivalent sum-rate:
Same as before, the optimal solution α opt does not permit a closed-form solution. However, this time the optimal solution can be computed very efficiently via the golden section search [43, Chapter 7] without the need of Monte-Carlo averaging because γ k is deterministic. For a special case, we obtain a solution for the optimization of the regularization parameter in the following proposition. Proposition 1: (19) is given as a positive solution to the fixedpoint equation (20) , shown at the top of next page, where
, and
Proof: The optimization of the regularization parameter α satisfies
where ψ is given by (21) . Differentiating both sides of (24) with respect to α and using the fact that e 1 = e 3 β(M e 1 + 1) + αe 2 ,
we obtain
where η is given by (22) and ∆ is given by (25) , shown at the top of next page. Due to the fact that ∆ = 0, the optimal α satisfies (20) .
A large number of simulation results strongly suggest that the fixed-point equation (20) has a unique fixed-point. However, it is difficult to obtain a strict proof of the existence and uniqueness, and is still an open challenge. The results in Proposition 1 can be used to analyze a number of interesting special cases, which we provide as follows:
• Uncorrelated channel-When T k,i = I N1 , we have e 2 = e 3 = e 2 1 and e 4 = e 5 = e 3 1 . Thus, a closed-form solution for the optimization of the regularization parameter is given by
• Single cell-When M = 1, the optimal α opt satisfies (27) , shown at the top of next page. This agrees with the results in [28] .
• Perfect CSIT-When τ k,i = 0, we have ψ = 1. The optimal α opt degenerates to
Using (26) or (28), we can observe how multi-cell cooperation affects the regularization parameter. The observation is new due to our analytical result in Proposition 1. In particular, we compare ψ k,i in (7) with ψ in (21) . It appears that multicell cooperation provides the average effect over the channel uncertainty. On the other hand, if the channel uncertainty τ k,i is unknown at the transmitters (hence assumed to be zero), we will have α = 1 M ρβ , which is the benchmark considered in Fig. 2 . Clearly, significant performance loss is observed if the imperfect CSIT is not addressed.
In Fig. 4 , we compare the ergodic sum-rate results for various regularization parameters. Here, T k,i is generated from an arbitrary pattern and τ 2 k,i is obtained from a uniform random number between 0 and 1. The best result of α opt is obtained by maximizing the ergodic sum-rate which is calculated by Monte-Carlo averaging over 10 4 independent trials. Such direct maximization clearly leads to very high computational cost. As we can see, α opt provides indistinguishable results to that achieved by α opt , which demonstrates that the optimization based on deterministic equivalent is promising. Also, α opt performs well even for small system dimension and does provide a significant performance increase. Motivated by the great performance of α opt , in the sequel, we use it in the discussion for the feedback bit allocation.
C. Optimal Feedback Bit Allocation
In this subsection, we study the optimal feedback bit allocation of each user by maximizing the ergodic sum-rate in FDD systems as shown in Figure 1 . Each user quantizes the perfect channel vectors between UE k and BS i using B k,i bits [35, 36] , and feeds them back to BS i by the finite-bandwidth feedback channels. We assume that the total number of feedback bits for each user is B. Therefore each BS obtains imperfect CSIT and all of this CSIT can be shared among the BSs for coordinated transmission via the high-speed backhaul channels. The channel model with limited feedback is described by (6), where τ k,i denotes the quantization error between UE k and BS i and
N i −1 , the optimal feedback bit allocation problem can be expressed as
B k,i 's are non-negative integers, ∀k is the feasible set of B k,i 's. Since the number of candidates in the feasible set is finite, the optimal solution can be obtained by an exhaustive search. However, the required complexity is prohibitive when either B or M is large, due to the need of
ρ (dB) Ergodic Sum Rate (bps/Hz)
Uniform Alloc. Monte-Carlo averaging. Instead, we propose to solve
Note that in (30), the asymptotic-optimal regularization parameter α opt is adopted.
In Fig. 5 , we compare the ergodic sum-rate results for using B = 0.0125. Note that as mentioned in Section II of the network model, we have absorbed the channel-path gain into T k,i . It is observed that using {B opt k,i } performs close to those with {B opt k,i } and the performance is significantly degraded if uniform allocation is adopted. Since the optimization based on the deterministic equivalent is computationally much more efficient and nearoptimal, {B opt k,i } will be regarded as the optimal bit allocation in the following discussions.
It is anticipated that the weaker the channel-path gain between the user and the BS, the less the CSI quantization bits should be allocated. For clarity, we start the discussion from the case with two BSs. In Fig. 6 , we show the ergodic sum-rate results against the inter-cell attenuation ratio increases, the performance difference between the optimal and uniform bit allocations increases. As can be seen, when the total number of feedback bits increases, the gain due to the optimal bit allocation decreases. This characteristic is reasonable, since the CSI quality of the stronger link has reached to an acceptable level if the number of feedback bits is very large. This reveals the fact that a proper bit allocation is required when the total number Ergodic sum-rate results versus antenna ratio for different bit allocations when {T k,i = i I} ∀k,i and ρ = 10dB. of feedback bits is at a practical level, e.g., B = 8 and 16.
It is well understood that the BS with more number of antennas provides better performance due to higher interuser interference mitigation capability. As a result, another important question is that in the case the channel-path gains between the two BSs are identical, whether the BS with more number of antennas requires more feedback bits. In Fig. 7 , we compare the ergodic sum-rates between the optimal and uniform bit allocations against the BS antenna ratio a comparable result to the optimal bit allocation even when N2 N1 is large. The difference will become more apparent if the number of feedback bits becomes very large in which the more the number of antennas the more the number of feedback bits. Also, it is observed that given a fixed number of feedback bits, the ergodic sum-rates decrease with the BS antenna ratio. For example, when B = 48, the sum-rate for the case with N2 N1 = 2 is greater than that with N2 N1 = 1. Based on these discussions, we conclude that if the channel-path gains are comparable and the total number of feedback bits is at a practical level, performing the optimal bit allocation does not offer much gain in rate.
Optimal bit allocation by exhaustive search is complex if the number of BSs is greater than 2. As discussed, we know that the feedback bit allocation highly depends on the channel-path gain. Specifically, if 1 ≥ 2 , we have B k,1 ≥ B k,2 for ∀k. With this characteristic, the possible bit combinations can be greatly reduced by introducing an additional restriction. For example, if the channel-path gains are ranked in decreasing order, such as j1 ≥ j2 ≥ · · · ≥ j M , then the search space can be expressed as
Clearly, B
• ⊂ B. In Fig. 8 , we show the numbers of candidates in B and B
• as a function of B. As can be seen, the search space can be greatly reduced. For example, if B = 9 and M = 5 (or M = 3), the numbers of candidates are reduced from 715 (or 55) to 23 (or 12), respectively.
Finally, we conclude this section by showing the cumulative distribution function (cdf) results of the ergodic sum-rates when the optimal bit allocations are searched through B and B
• and the results are obtained from 10 4 independent and arbitrary spatial correlation patterns in Fig. 9 . Recalling from the discussion in Section III, we regard tr (T k,i Ψ i ) as the equivalent channel gain contributed by BS i to UE k . Specifically, we rank tr
in decreasing order and adopt B
• as the feasible set for each user. The search based on B
• provides almost identical results to the exhaustive search.
V. CONCLUSION
Using large dimensional RMT, we studied the multi-cell downlink system with cooperative BSs and multiple singleantenna UEs. The deterministic equivalent of the ergodic sumrate for the RZF system with imperfect CSIT was derived. Simulation results have revealed that the deterministic equivalent sum-rate provides reliable performance predictions even for small system dimensions. Motivated by this, we used the deterministic equivalent result to determine the asymptoticoptimal regularization parameter and the asymptotic-optimal feedback bit allocation. For both applications, we demonstrated that the proposed results achieve indistinguishable results to those obtained by the exhaustive Monte-Carlo method. Several insights and intuitions have been gained for the feedback bit allocation problem and in particularly, we showed that the channel-path gain plays a more important role than the BS antenna ratio.
APPENDIX A PROOF OF THEOREM 1
Before proceeding, we first introduce the following theorem which serves as the mathematical basis for the derivation of the multi-cell multiple-input single-output (MISO) channel.
Theorem 2: Consider an N × N matrix of the following form:
k .
In addition to Assumption 1 in Section III, we suppose that Q ∈ C N ×N is a nonnegative definite matrix with uniformly bounded spectral norm and M is a finite non-negative integer. Define the matrix product Stieltjes transform of B as
Then, as N → ∞, we have
with m B,Q (α) given by
, and e k,i (α)'s form the unique solution of the following K ×M equations Note that m B,Q (α), m B,Q (α), Ψ i (α), and e k,i (α) are all functions of α but for ease of notations, α is dropped. In addition, all the following approximations will be done in the limit N → ∞ and for ease of expression, the notation "→" will represent the limit for N → ∞.
Theorem 2 indicates that m B,Q can be approximated by its deterministic equivalent m B,Q without knowing the actual realization of x k 's. The deterministic equivalent is analytical and is much easier to compute than E B {m B,Q }, which requires time-consuming Monte-Carlo simulations. Motivated by this result in the large system limit, we aim to derive the deterministic equivalent of γ k .
The SINR γ k in (9) consists of 1) the noise power ν, 2) the signal power |h H kŴĥ k | 2 , and 3) the interference power h
We will derive the deterministic equivalent of each term in the following three lemmas. Though the procedure for the MISO channel without multicell cooperation [28] is used, several nontrivial manipulations (especially Lemma 4) for the multi-cell system with spatial correlations are required.
Lemma 1: Under Assumption 1, as N → ∞, we have
where ν is given by (13c). Proof: According the definition of ν, we have ν = max i N N i ρ mĤ HĤ ,Ei − αṁĤ HĤ ,Ei , 7 In this paper, Q ∈ C N ×N is a nonnegative definite matrix, but in [28, (98)], Q was considered positive definite. However, it can be easily shown that the proof in [28] still works without the positive definite condition on Q.
whereṁĤ HĤ ,Ei is the derivative of mĤ HĤ ,Ei w.r.t. α. Using Theorem 2, we get mĤ HĤ ,Ei − mĤ HĤ ,Ei a.s.
Since the derivative of mĤ HĤ ,Ei is a deterministic equivalent forṁĤ HĤ ,Ei , we havė mĤ HĤ ,Ei −ṁĤ HĤ ,Ei a.s.
− − → 0.
From (33) and (35), we get (32), where
The first term of ν can be calculated by (34) . Next, we proceed to derive the second term. Taking the derivative of mĤ HĤ ,Ei w.r.t. α, we havė
wherė
and Ψ i is given by (14) . Plugging (39) into (38), we have thaṫ C = [ċ k,i ] ∈ C K×M is a solution of the linear equation (16) . Substituting (34) and (37) into (36), ν is explicitly given by (13c). 
where u
k and u (2) k are given by (13a) and (13b), respectively.
Proof: For the signal power |h kx k
where 
where u 
k and u (2) k can be obtained by Theorem 2 and are explicitly shown in (13a) and (13b) respectively. From (41) and (42), we have (40) . − − → 0, and Theorem 2, we obtain (43) .
According Lemmas 1, 2 and 3, we obtain the deterministic equivalent γ k of γ k in (12) .
