Abstract. In this paper we obtain Meyers type regularity estimates for approximate solutions of nonlinear elliptic equations. These estimates are used in the analysis of a numerical scheme obtained from a numerical homogenization of nonlinear elliptic equations. Numerical homogenization of nonlinear elliptic equations results in discretization schemes that require additional integrability of the approximate solutions. The latter motivates our work.
1. Introduction. Meyers type regularity estimates for nonlinear differential equations have been known and used for some time [12] . In this paper our goal is to derive such estimates for approximate solutions without using the solutions of the continuous equations. The need for such estimates arises in different situations. Our interest in these estimates stems from the numerical homogenization of nonlinear elliptic equations [4, 3] . Within this procedure, after homogenizing over the spatial heterogeneities, one obtains a discrete equation that is not a standard Galerkin discretization of the original equation. To analyze the convergence of the method, one needs Meyers type estimates for discrete solutions.
In this paper our goal is to obtain Meyers type regularity estimates for approximate solutions of general elliptic equations. We apply the techniques presented in [5] for continuous equations to discrete problems. This technique goes back to [8] (cf. [9] ). We would like also to mention the paper [6] where nonstandard Meyers type estimates are obtained. The starting point for this approach is the use of regularity estimates for linear (Laplace) equations. Further, employing the linear operators we introduce the contraction maps that allow us to obtain Meyers type estimates. We derive these estimates first for strongly monotone operators. Furthermore, using a particular discrete solution we obtain Meyers type estimates for more general elliptic operators of the form −div(a(x, u, Du)) + a 0 (x, u, Du) = f (1)
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with homogeneous Dirichlet boundary conditions. It seems the same approach can be extended to the case of Neumann and mixed boundary conditions (see [5] for corresponding continuous problems). To obtain Meyers type estimates for (1), we use weaker assumptions than those imposed in [5] .
In this paper we also consider an application of these estimates to a particular discretization of (1) , which arises in numerical homogenization of such equations, [3, 4] . Numerical homogenization method is used for (1) with multiscale coefficients and allow us to compute the homogenized (averaged) solutions on a coarse grid. The discretization of (1) that we are interested in is different from the standard Galerkin discretization of this equation. In particular, two different discrete spaces are involved for approximation of u and Du in the fluxes. This scenario cannot be avoided in a numerical homogenization procedure because the solution of the local problems do not belong to the discrete spaces that are used for approximation of the homogenized solutions [4] . To obtain the convergence of the discrete solutions to a solution of (1), one needs Meyers type estimates. Our convergence result does not contain apriori error estimates because we impose general assumptions on the fluxes. The apriori convergence rates can be obtained under additional assumptions. However, in numerical homogenization apriori error estimates cannot be obtained for general heterogeneities (see [4] for further discussion). One of the reasons is that in the limit as the physical scale approaches to zero, there is no explicit convergence rates in homogenization for problems with general heterogeneities, where the fluxes can be discontinuous functions of spatial variables. For this reason, we are interested only in the convergence of approximate solutions in this paper.
The paper is organized as follows. In the next section, we discuss preliminary results regarding linear equations. In the following section, we obtain the estimates for monotone operators. Section 4 is devoted to the Meyers type estimates for equations (1) . Finally, we use these estimates to prove the convergence of a numerical scheme.
Preliminaries.
Let E h be a family of finite dimensional subspaces in W 1,p 0 (Q), 2 ≤ p ≤ p 0 (some fixed p 0 ), and Q is an open bounded domain in R n with Lipschitz boundary. Consider
Moreover, if the domain is C 1 , this holds true for all p ≥ 2 [16] . Here, the norms in Sobolev spaces are defined as follows (Du = grad u):
.
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Here, following common practice, (u, v) means Q uvdx and the duality pairing between W −1,p and
The approximate problem is to find u h ∈ E h such that
There exists a unique solution u h ∈ E h . Our basic assumption is that for any
When Q is a polygon or a polyhedron, assumption (3) holds for some finite elements (see Theorem 7.5.3 of [2] ). One can formulate conditions for finite element spaces that would guarantee (3) (see pages 170-171, [2] ). These conditions hold for all the elements studied in Chapter 3 of [2] . In particular, quasi-uniform mesh is assumed.
We would like to note that, our results hold when (3) is satisfied. The verification of (3) can be considered as a separate problem. Assumption (3) is equivalent to the following one. Let P h be the orthogonal
for any u ∈ W 1,p 0 (Q). Note that one can take C 2 = 1. Next, we would like to introduce the best possible C p . Denote by L h the linear operator that maps f into u h ,
Further, we introduce another family of operators B h ,
The operator B h is a bounded linear operator that acts in the space L p (Q) n and its norm in this space is equal to the norm of
Indeed,
Next, we apply the Riesz-Thorin interpolation theorem [1] on B h . Let s > 2, 2 ≤ p ≤ s and 1
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Then using Riesz-Thorin interpolation theorem, we have
Taking the supremum with respect to h we obtain
Note that M p continuously depends on p.
3. Motivation. As we mentioned in Introduction, our main motivation in deriving Meyers type estimates for discrete solutions stems from numerical homogenization applications. Numerical homogenization of nonlinear elliptic equations results in discretization schemes that require additional integrability of the approximate solutions. In particular, we consider
where a ǫ and a 0,ǫ satisfy the conditions formulated in Section 4. Many nonlinear transport processes are described with this type of equations. Our interest is in the applications arisen in the steady state Richards's equation in heterogeneous soils [14] , nonlinear convection-diffusion in heterogeneous media [3] , the transport of two-phase immiscible flow, and, in general, the transport of multiphase multi-component flows [7] . The homogenization of (7) is studied in [13] . Typical numerical homogenization procedures compute the effective fluxes on the coarse-grid (coarse-grid is a grid whose size is much larger than ǫ) and the resulting equations are solved on this coarse-grid. Next, we briefly mention the numerical homogenization procedure. Consider a finite dimensional space over the standard triangular partitions K of Q = K, and let S h = {v h ∈ C 0 (Q) : the restriction v h is linear for each element K and v h = 0 on ∂Q}, diam(K) ≤ Ch. Here we assume that h ≫ ǫ is chosen for the approximation of the homogenized solution. The numerical homogenization procedure consists of finding an approximation, u h ∈ S h , of a homogenized solution u such that
where
Here
Our numerical homogenization procedure consists of (8), (9) and (10) . In some sense (9) attempts to approximate
which is a finite element formulation of the homogenized equation. However, in the limit as ǫ → 0, (8) becomes (see [3] )
which is different from the standard finite element discretization. To prove u h → u in an appropriate sense, we need Meyers type estimates. One can slightly change the variational formulation (8) , however, the Galerkin discretization of the homogenized equation can not be obtained, in the limit ǫ → 0 and Meyers type estimates are required to prove the convergence of discrete solutions.
Monotone operators. Consider
and assume that • a : Q × R n → R n be a Carathéodory function and a(x, 0) = 0 (for the sake of simplicity).
for all x ∈ Q and
Here | · | stands for the Euclidean norm in R n . A is a strictly monotone continuous operator from W 
Hence, it is coercive. In fact, A maps W
Our goal is to prove the following theorem.
To prove this theorem, we will need to reformulate the approximation problem (13) and study its properties. The proof of the theorem is presented at the end of this section. First note that
Consider the operator A defined by Au = −∆u − tA(u).
is Lipschitz continuous with Lipschitz constant k, k < 1.
Proof. The flux corresponding to A is given by a(x, ξ) = ξ − ta(x, ξ).
Next, we would like to derive the following estimate for a(x, ξ),
Assumptions (11) and (12) imply
The estimate (16) implies immediately that for any u 1 , u 2 ∈ W 1,p 0 (Q) and v ∈ W 1,q 0 (Q) we have
This means that
Now we define the operator
The last equality follows from (15) .
If u h ∈ E h is a fixed point of Q h , then u h is the approximate solution of Au = f (easy to check). We consider E h with the norm induced from W 1,p 0 (Q).
Lemma 2. Q h is Lipschitz continuous with the Lipschitz constant
Proof. Indeed,
Note that k < 1. Q.E.D. Inequality (6) implies that if s is sufficiently close to 2, then M p is close to 1 for all p ∈ [2, s]. Hence, M p k < 1 for p ∈ [2, s] with s close to 2.
Next we take f, g ∈ W −1,p (Q). Let u h and w h be approximate solution of
Then u h and w h are fixed points of Q h,f and Q h,g , respectively, and we have
Hence,
With g = 0 we have
This completes the proof of the theorem.
General nonlinear elliptic operators. Consider
and assume
Carathéodory functions, and for simplicity we assume a(x, 0, 0) = 0, a 0 (x, 0, 0) = 0. 
The approximate problem has a solution u h ∈ E h (not necessarily unique) and
This follows from the properties of the operator A.
Introduce the operators
and
A h is a strongly monotone operator with operator constants independent of h and the estimate (23) implies that
for some s, we have In the next section we will apply (24) to a numerical scheme. We would like to note that u h does not have to be the solution of standard Galerkin approximations of (25).
which is understood in a variational sense with discrete test functions, (A
6. An Application. Consider the equation, u ∈ W 1,2
Let a and a 0 satisfy the assumptions imposed in the previous section and also the following assumption. For any ξ, ξ ′ ∈ R n , and η, η
for all x ∈ Q, where 0 < s < 1, ν(r) is continuity modulus (i.e., a nondecreasing continuous function on [0, +∞) such that ν(0) = 0, ν(r) > 0 if r > 0, and ν(r) = 1 if r > 1). The equation (25) has a solution, and in this section we will be interested in the approximation of these solutions. Introduce
where diam(K) ≤ Ch and Π h is a standard triangulation of Q. We seek an approximation of a solution of (25), u h ∈ S h , such that
Here M h is an averaging operator over each element K ∈ Π h defined as
Note that the discretization (27) can be more tractable for computational purposes if the spatial dependence is not present because the quadrature step can be easily implemented.
Define Au h by
0 (Q) as h → 0 along a subsequence, where u h is a solution of (27) and u is a solution of (25).
The proof of the theorem will be carried out in the following way. First, we will show the coercivity of the discrete operator, then the uniform boundedness of the solutions in W (Q), for some α > 0, will be shown. Further, the consistency of the discrete scheme will be investigated. Finally, to prove the theorem we will need the fact that the solutions are in W 1,2+α 0 (Q). The next lemma will be also used in the proof.
Here ν(r) is continuity modulus defined previously (see (26)) and 1 < p < ∞.
Proof. Because u k converges in L r , it converges in measure. Consequently, for any δ > 0 there exists Q δ and k 0 such that meas(Q \ Q δ ) < δ and
(29) Next, we use the fact that if (A) or (B) is satisfied then the set v k has equi-absolute continuous norm [10] (i.e., for any ǫ > 0 there exists ζ > 0 such that meas(Q ζ ) < ζ implies P Q ζ v k p < ǫ for all k , where P D f = {f (x), if x ∈ D; 0 otherwise}). Consequently, the second term on the right side of (29) converges to zero as δ → 0. Q.E.D.
To prove the theorem, we first show that A h is coercive.
Lemma 4.
A h is coercive for sufficiently small h, i.e.,
Here, we have used the fact that
It can be easily shown that A h is continuous, which guarantees the existence of the discrete solutions [15] . Indeed, one can easily show that F u h = A h u h − f satisfies (F u h , u h ) ≥ 0 for u h > ρ, for some ρ > 0, consequently F has a zero [15] . Moreover, because of the coerciveness we have the following uniform bound
where u h are solutions of (27). As a consequence, u h → u weakly in W 1,2 0 (Q) (along a subsequence) as h → 0. For further analysis, the sequence u h is fixed. The next lemma is important for the proof of the theorem.
Lemma 5.
(
for any uniformly bounded family of u h and compact family of
Proof. Consider
Using the estimate (26), we have
Here we have used
Because of Lemma 3, we obtain that the right side of (33) converges to zero for any uniformly bounded family of u h ∈ W 
Note that the right side of (34) converges to zero for any uniformly bounded family of u h ∈ W 1,2 0 (Q) and v h ∈ W 1,2 0 (Q). Indeed, the latter implies that v h is uniformly bounded in L 2+α (Q) for some α > 0. Thus applying Lemma 3, we obtain that the right side of (34) converges to zero for any uniformly bounded family of v h in W 1,2 0 (Q). To show (31) we note that
Because Du h is uniformly bounded in L 2+α (Q), α > 0 we obtain that the right side of (35) converges to zero according to lemma 3. Q.E.D.
Lemma 6. For some α > 0 we have
Proof. To prove this lemma we use the results of the previous section. Consider the operator,
where u h is a discrete solution of (27). Then A h 0 is strongly monotone with operator constants independent of h. Moreover, using the previous lemma we have that
Clearly u h is a solution of A h 0 u h = f h (understood again in a variational sense with discrete test functions), and thus we have Because the operator A is type M , [15] this guarantees that Au = f , i.e., u is a solution. Moreover, because our differential operators are also type S + [17] , we have u h → u strongly W 1,2 0 (Q). This completes the proof of the theorem.
6.1. Generalization. One can generalize the above numerical procedure for (25).
In particular, let S h and E h be families of finite dimensional subspaces such that span( S h ) and span( E h ) are dense in W 
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