It is known that at low mass accretion rate (Ṁ ) the material accreted by a white dwarf (WD) is lost in classical nova (CN) explosions. However, some mass accumulation may be possible just below the stable nuclear burning limit. This inspired a corresponding class of Type Ia supernova (SN Ia) models. We point out that in such a regime, the SN Ia progenitor will become a source of recurrent CN explosions. For instance, the envelope mass required for a thermonuclear runaway to start on the surface of a ∼ 1.3 M WD is ∼ 10 −6 M , thus while accreting ∼ 0.1 M needed to reach the Chandrasekhar mass, such a WD will produce ∼ 10 5 recurrent nova explosions. This will result in the CN rate far exceeding the typical rates observed in nearby galaxies.
INTRODUCTION
The landmark discovery of the accelerating expansion of the Universe came about by the use of Type Ia supernovae (SNe Ia) to measure cosmological distances (Riess et al. 1998; Perlmutter et al. 1999) . With the advent of the era of large-scale surveys yielding large samples of SNe Ia, the uncertainties in SN Ia cosmological studies are now dominated not by statistical but systematic effects. The cosmological distance measurements based on SNe Ia assume that the physical properties of their progenitors remain unchanged the Chandrasekhar mass at which the SN Ia explosion is believed to occur. As the WD in such a binary system accretes mass from its companion, nuclear burning of hydrogen is ignited at the base of the accreted hydrogen envelope after the critical temperature and pressure are reached. For very large mass accretion rates not all the accreted material can be processed in the nuclear fusion and it has been argued whether the accreted envelope puffs up leading to a redgiant-like configuration (Cassisi, Iben & Tornambe 1998) or a radiation driven wind from the WD blows away the excess mass (wind phase; Hachisu, Kato & Nomoto 1996) . At the intermediate mass accretion rates, stable nuclear burning is possible, allowing the build-up of the WD mass, which becomes a supersoft X-ray source (SSS; van den Heuvel et al. 1992; Kahabka & van den Heuvel 1997) . When the accretion rate is very small, the WD will undergo classical nova (CN) explosions leading to ejection of accreted mass (see, for example, Nomoto (1982) for the response of a WD to different mass accretion rates). Nevertheless, if the accretion rate is close enough to the lower limit of stable hydrogen burning, the nova explosions are relatively weak, without significant mass-loss and occur with a short recurrence period (Yaron et al. 2005) .
Binary evolution calculations predict that a typical successful supernova progenitor can pass through all three nuclear burning regimes (e.g. Hachisu, Kato & Nomoto 2010, Chen et al. in prep) . In the SD scenario, however, such a progenitor is quite naturally expected to spend a significant fraction of time accreting in the SSS regime, in which it can efficiently increase its mass. Exploring this regime, Gilfanov & Bogdán (2010) found, on the contrary, that the observed soft X-ray flux in early-type galaxies is too low to allow a significant population of accreting WDs with stable nuclear burning, required to explain the SN Ia rate in these galaxies. Recently, by using a novel diagnostic in the form of He II recombination lines, Woods & Gilfanov (2013b,a) and Johansson et al. (2014) have shown that the contribution of the progenitor WDs in the high mass accretion rate regime (wind+SSS phase) to the SN Ia rate could be also tightly constrained in passively evolving galaxies, based on their emission line spectra. Here we explore the low mass accretion rate regime, in which the WDs undergo recurring classical nova explosions.
A CN is a result of a thermonuclear runaway (TNR) occurring on the surface of a WD in a close binary system accreting mass at a low rate, insufficient for stable hydrogen burning. The nova explosions generally lead to ejection of mass, but their theoretical modeling (e.g., Prialnik & Kovetz 1995; Yaron et al. 2005) has shown that as the accretion rate approaches the lower limit of stable nuclear burning, the strength of the explosions declines and less mass is ejected. For a given accretion rate, novae occurring on a more massive WD have a shorter recurrence time since less mass needs to be accreted to trigger the TNR. These are called recurrent novae (RNe). In the following, we will use the terms CNe and RNe interchangeably while referring to these systems.
Such CN/RN sources comprising massive WDs accreting close to the lower stability limit have inspired the SN Ia progenitor models, in which significant mass accumulation by the WD takes place in the unstable nuclear burning regime (e.g. Starrfield Kato 2001). However, presence of a significant population of such systems in galaxies will result in CN rates far exceeding the observed values (Gilfanov & Bogdán 2011) . Below, we investigate how the observed CN rates from optical surveys of nearby galaxies can be used to set strong constraints on the contribution of RNe to the SN Ia rate. This entails calculating the incompleteness of these optical surveys, which has to be accounted for, when making the comparison between the predicted and observed rates of CNe.
The paper is organised as follows: in Sec. 2, we estimate the theoretical rate of CNe expected under the assumption that all SN Ia progenitors accrete below the stable nuclear burning limit. In Sec. 3, we explain the method used for calculating the incompleteness of optical surveys and present the results from our simulations of mock surveys. Finally, we present the results from applying our method to Arp's survey of M31 in Sec. 4.1, followed by conclusions in Sec. 5.
RATE OF CLASSICAL NOVAE
In the SD scenario, if we assume that all progenitors of SNe Ia accrete below the stable nuclear burning limit, marked asṀstable in Fig. 1 , then they will undergo CN explosions. The rate of these novaeṄCN can be estimated from the supernova rateṄSNIa as (Gilfanov & Bogdán 2011) ∆MaccṄCN ∼ ∆MSNṄSNIa ,
where ∆Macc is the net mass accumulated by the WD per nova explosion cycle and ∆MSN is the mass needed for it to reach the Chandrasekhar limit.
The properties of the nova explosion are determined by three parameters, viz., the WD's mass MWD, its temperature TWD, and its accretion rateṀ . Thus, ∆Macc depends on the Figure 2 . Variation of the ignition mass of the nova ∆MCN and the mass-loss time scale t ml (≈ decline time of the outburst by 3 magnitudes from peak, t 3 ) with the mass of the WD for the accretion rateṀ = 10 −8 M yr −1 , from Yaron et al. (2005) .
above three parameters of the WD and we write Eq. (1) more accurately asṄ
where Mi and Mch are the initial WD mass and the Chandrasekhar mass limit, respectively. Since mass may be lost during the nova outburst, the net accreted mass ∆Macc is less than or at most equal to the ignition mass of the nova explosion ∆MCN, and thus, we can derive a lower limit to the left-hand side of Eq. (2) NCṄ NSNIa
Only recently were multi-cycle nova evolutionary calculations carried out in an extended grid of the parameter space by Prialnik & Kovetz (1995) and Yaron et al. (2005) . We use their results for our calculations. In particular, we use the tabulated values of the envelope ignition masses ∆MCN as a function of the WD mass, its core temperature and the mass accretion rate from Yaron et al. (2005) . We assume the WD core temperature to be 10 7 K and carry out calculations for three values of the mass accretion rates -10 −8 , 10 −9 and 10 −10 M yr −1 . The value of 10
is more realistic in the context of the problem of SN Ia progenitors, and it will be used as our baseline configuration. In addition, we will also consider the smaller values in order to investigate the dependence of our results onṀ . For a given value of the mass accretion rate we log-linearly interpolate ∆MCN between the grid values of the WD mass (0.4, 0.65, 1.0, 1.25 and 1.4 M ) used in Yaron et al. (2005) . We then compute the lower limit of the rate of CNe per unit SN Ia rate from Eq. (3) starting from a particular initial mass of the WD. The choice of the WD core temperature is driven by the results of Townsley & Bildsten (2004) , who studied the effect of accretion on the thermal state of the WD. They found the equilibrium core temperature of the WD for accretion rates typical for CNe (10 −8 − 10 −10 M yr −1 ) to be ∼ 6−10×10 6 K. We use the closest value of 10 7 K considered in the calculations of Yaron et al. (2005) .
Eq. (3) gives an estimate of the total rate of CNe regardless of their individual characteristics. On the other hand, from Fig. 2 we can see that as the WD mass increases towards the Chandrasekhar limit, ∆MCN decreases as well as the decline time of the outburst t3. Thus, the majority of the novae relevant in the SN Ia progenitor problem should be characterized by a fast decline. Therefore, a more sensitive diagnostic can be provided by the distribution of the rate of novae over the decline times of their light curves. Yaron et al. (2005) provide two time scales characterizing the light curve decay rate -the duration of the mass-loss phase tml and the decline time of the bolometric luminosity by 3 mag from maximum t3,bol. From an observational point of view, however, the timescale of interest is the decline time of the optical light from the nova. From the comparison of the results from Yaron et al. (2005) with observations, it is known that tml and t3,bol bracket t3 -the decline time of the optical light curve from the peak by 3 magnitudes (Prialnik & Kovetz 1995; Yaron et al. 2005; Kasliwal et al. 2011) . The shorter of these two, tml, is much closer to the observed t3 than t3,bol. We will, therefore, proceed with tml as an approximation to t3 and also address the results that would follow if we use the longer t3,bol in sections 2.1 and 4.2. In practice, for extragalactic novae, where the survey sensitivity becomes an issue, it is easier to measure t2 (the time to decline by 2 mag from peak) than t3. The two quantities are approximately related for fast novae via t2 ≈ t3/2.1 (Bode and Evans 2008). We will mostly use t2 throughout the rest of the paper.
In the nova model of Yaron et al. (2005) , for fixed mass accretion rate and WD core temperature, the light curve decay time scale t2 is determined solely by the WD mass. Therefore, one can easily rewrite Eq. (3) to compute the cumulative distribution of CNe over decay time:
Here tn(MWD,Ṁ , TWD) is the time to decline by n mag from peak (n = 2, 3),ṄCN( tn) is the cumulative rate of CNe with decline time less than or equal to tn and M (tn,Ṁ , TWD) is the WD mass corresponding to the given decline time tn. As before, the inequality sign in Eq. (4) reflects the fact that the net accreted mass can be smaller than the envelope ignition mass. The corresponding differential distribution is given by:
Recurrent Novae in M31
M31 has been a hot spot since Hubble (1929) Figure 3 . Cumulative (lef t) and differential (right) CN rates in M31 as a function of decline time t 2 . The solid lines show the rates predicted by the SD scenario without accounting for incompleteness effects. In computing theoretical distributions we assumed that all SN Ia progenitors accrete at the same rate, indicated by the numbers in the plot. Note that in this treatment, there is a direct correspondence between the decline time t 2 and the WD mass (see Fig.2 ). The histogram in the left panel shows the observed distribution from Capaccioli et al. (1989) renormalized to the total rate of 65 yr −1 (see Section 2.1 for details). The fast declining recurrent novae of interest are to the left of the black dotted line passing through t 2 = 10 days. The steps in the distributions seen in the right panel are a result of the discontinuity in the slope of log-linear interpolation of t 2 and MWD values from Yaron et al. (2005) tabulation. They do not affect the cumulative rate in any significant way, as it can be seen in the left panel. The sharp drop in the distributions at small t 2 values corresponds to the fastest CNe produced near the Chandrasekhar mass limit.
computed the rate of SNe Ia as a function of the morphology of the host galaxy. We use the rate given by them for an Sb galaxy (which is the morphology that M31 possesses) normalized to the stellar mass, i.e., 6.5 × 10 −4 SNe yr −1 per 10 10 M and a value of 1.1×10 11 M for the stellar mass of M31 (Barmby et al. 2007 ) to compute the total rate of CNe in M31 using Eq. (3). ForṀ = 10 −8 M yr −1 , we obtain a value of ≈ 2200 CNe yr −1 . In this calculation we assume the initial mass of the WD to be 1.1M , which is approximately the maximum mass that a CO WD can be born with (Umeda et al. 1999) . This is about ≈ 30 times greater than the estimated rate of 65 yr −1 in M31 as deduced by Darnley et al. (2006) .
We now use Eq. (4) to compute the cumulative CN rate for M31 as a function of t2 and compare it with the observed rate from Capaccioli et al. (1989) . The corresponding surveys included in this compilation covered only parts of M31 and therefore we renormalize the observed rate to the total rate of 65 yr −1 to account for the uncovered fields. Since there is no compelling evidence to date, but only a 'weak' indication of the dependence of nova-speed class on spatial position in M31 (Shafter et al. 2011) , we have assumed that the distribution of the nova speed is the same in the bulge and the disk of the galaxy in carrying out the renormalization procedure.
As can be seen from Fig. 3 , the observed rate is clearly below the predicted ones, with the discrepancy being larger for higher mass accretion rates and shorter decay times. In particular, for our baseline model withṀ = 10 −8 M yr −1 , the observed rate of fast CNe with decay times t2 10 days falls more than two orders of magnitude short of the predicted value. The discrepancy reduces to about a factor of ∼ 40 forṀ = 10 −10 M yr −1 . However, as it was discussed earlier, low mass accretion rates, ∼ 10 −9 − 10 −10 M yr −1 , are least plausible in the SN Ia progenitor context since at these rates nearly all the accreted mass is ejected in the course of CN explosions (Prialnik & Kovetz 1995; Yaron et al. 2005) .
The above estimates do not change significantly when the mass-loss time scale t ml from Yaron et al. (2005) is replaced by t3,bol. The cumulative rate when calculated as a function of t3,bol forṀ = 10 −8 M yr −1 is about two orders of magnitude higher than the observed rate for t2 10 days and that forṀ = 10 −10 M yr −1 is about ∼ 30 times greater. Such an analysis, based on the t3,bol time scale, was carried out initially by Gilfanov & Bogdán (2011) for the bulge of M31, and led them to similar conclusions.
As it is clear from Fig. 3 , significant contribution to the CN rates predicted in the framework of the SD scenario is made by very fast novae. For example, in our baseline calculation (Ṁ = 10 −8 M /yr), about ≈ 25% of the novae have decay times t2 1 day, and about ≈ 85% are shorter than t2 10 days. Obviously, such fast declining CNe could be missed in optical surveys with insufficient cadence. This, therefore, necessitates taking the incompleteness of the surveys into account while comparing the theoretical CN rate with the observed ones in order to constrain the contribution from this channel to the SN Ia rate. This will be discussed in the next section. (2010) with all the peaks aligned (lef t) and the resulting transformed curves after stretching in time and shifting in magnitude with respect to the reference light curve of V1668 Cyg (right).
INCOMPLETENESS CALCULATIONS

Procedure for incompleteness calculations
The key element for calculating the incompleteness of optical surveys for detecting CNe is procuring the light curves that detail the evolution of these transient events. This task is, however, rendered difficult by the diversity of the light curves exhibited by observed CNe. Furthermore, although from observations general correlation seems to exist between the decline times and peak magnitudes of CNe, expressed as the maximum magnitude -rate of decline (MMRD) relation, there is a large spread in peak magnitudes for the same decline time.
In order to take these factors into account, we have worked out the following procedure for calculating the incompleteness. We first devise a scaling procedure for CN light curves and demonstrate that the light curves from the smooth class (Strope, Schaefer & Henden 2010) can be described through a simple transformation of a single template light curve. Scalable template light curve is derived from the observed data (Section 3.2). Secondly, based on a large set of observational data, we derive the MMRD relation and determine its scatter (Section 3.3). Finally, to determine the detection efficiency of a survey of given limiting magnitude and observing pattern, we perform Monte-Carlo simulations (Section 3.4). In these simulations, we determine the fraction of detected CNe as a function of the light curve decline time t2. The peak magnitude of each simulated nova with the given t2 value is determined from the MMRD relation, taking account of its scatter. The detection efficiency at each considered t2 value is determined as a ratio of the number of detected events to the total number of simulated events.
After having calculated the detection efficiency as a function of t2 decline time, the theoretical differential distribution of the CN rate (Eq. (5)) can be corrected for the incompleteness of the survey and the respective predicted cumulative distribution can be computed, which can be directly compared with observations. In Sections 4.1 and 4.2 we use this procedure to compare the results of our calculations with the data from Arp's survey of M31 (1953-1955) .
The scalable template light curve
Many important properties of the nova outbursts are encoded in the light curves, which may be, however, vastly different from one system to the other. Nevertheless, in an effort to classify these light curves on the basis of their morphology, Strope, Schaefer & Henden (2010) have proposed seven classes of nova light curves using a large sample of 93 well-observed Galactic CNe. These are the Smooth (S), Plateau (P), Dust (D), Cusp (C), Oscillation (O), Flattopped (F) and Jitter (J) classes. The S class is the most fundamental of all since the light curve shapes characterising the rest of the classes can be derived from the smooth shape by superposing it with certain features. With 85 novae out of 93 having an unambiguous classification, the largest fraction (38 %) also falls in the S class. Moreover, more than half of the novae with t3 21 days (taking this value to define the fast RNe of interest) belong to this class. We have, thus, adopted the S class light curves for generating the template curve. This is further justified by noting that most of the features marking the distinction between the various classes generally develop much later in time when the light curve has declined by ∼ 3 mag or more from the peak. Since we are interested in calculating the incompleteness of high cadence optical surveys with respect to detection of 'fast' CNe by measuring the t2 time, we shall be looking only at the decline part within 2-3 magnitudes from the peak where the light curves generally have smooth morphology. It, thus, suffices to consider the smooth class light curves only.
In order to produce the scalable template light curve, we select all sufficiently well-sampled light curves from the S class using the tabulated data from Strope, Schaefer & Henden (2010), who have compiled them by binning and av- eraging the original data mostly obtained from the American Association of Variable Star Observers (AAVSO). The binning and averaging process has been done in a conservative way to retain any fine detail in the light curve while at the same time reducing the statistical uncertainty and the surplus quantity of the data. In Fig. 4 , these light curves are shown with their peaks aligned after shifting linearly along the time axis. As can be seen, they have varied extent along the time axis as well as in magnitude. We use the following transformation to co-align the light curves:
where m(t) is the magnitude in the frame t, m (t ) is that in the transformed frame t = (t − tp)s, tp is the time of the peak of the light curve, ∆m the magnitude shift and s the time stretch factor. The light curves are matched to the reference light curve, for which we have chosen V1668 Cyg. After aligning the peak of the light curve with the reference, we bin the light curves logarithmically (typically 5 bins or more per dex along time axis) and determine the magnitude in each bin by taking the average, weighted by the inverse square of the uncertainty in the individual magnitude measurement. The best fit parameters ∆m and s of the transformation Eq. (6) are determined via minimizing the χ 2 defined as
where N is the total number of bins in which both light curves have measurements, mi,ref is the magnitude of the Fig. 4 . In all cases we were able to obtain a reasonably good agreement, with the rms dispersion between the reference and individual light curves calculated down to 6 mag from peak being in the range 0.18-0.33 mag. Finally, we average the resulting transformed curves by binning in time (logarithmically again) and weighting by the respective uncertainties to produce the template curve. We repeat the same procedure with the selection of well-sampled light curves from the Wendelstein Calar Alto Pixellensing Project (WeCAPP; Riffeser et al. 2001) , which have been classified as having smooth morphology (Lee et al. 2012) as well as from the Palomar Transient Factory (PTF; Law et al. 2009 and Rau et al. 2009 ), which have been published by Cao et al. (2012) . The original light curves and the resulting transformed curves are shown in Figs. 5 and 6. In all cases we were able to obtain good matches, with the rms dispersion (calculated down to 4 mag from peak) less than ≈ 0.30 mag. Final template curves are generated for these two samples using the same procedure as that for the sample from Strope, Schaefer & Henden (2010) .
The resulting templates obtained from the three data sets are shown in Fig. 7 . As is obvious from the plot, all three templates agree very well with each other. We note that this procedure does not work well for the rising part of the light curve because for most of the light curves there are too few or no measurement available. In the following, we will use the template obtained from the data from Strope, Schaefer & Henden (2010) as it is the best sampled and covers the broadest magnitude range. We generate our own MMRD relation using the observed peak magnitudes and decline time (t2) from the light curves of PTF and WeCAPP that have been classified into some morphological classes (viz. smooth, cusp, oscillation and jitter), light curves from Shafter et al. (2011) that have been observed in the V-band and the high-quality light curves from Capaccioli et al. (1989) . We used only those curves from PTF and WeCAPP whose morphological classifications are available since we intended to check for a possible trend with morphology in the MMRD relation, which, however, we did not find. Since the PTF and WeCAPP surveys have been carried out using the R-band filter, we convert their observed magnitudes to V-band using the colour (V − R)• = 0.16 (Shafter et al. 2009 ) after accounting for the foreground extinction of AR = 0.15 (Shafter et al. 2009 ) estimated using a reddening of E(B-V)=0.062 along the line of sight to M31 from Schlegel, Finkbeiner & Davis (1998) . Further, the light curves from Capaccioli et al. (1989) are in photographic band, for which we again correct for foreground extinction using Apg = 0.25 (Shafter et al. 2009 ) and using the colours (B − mpg)• = 0.17 (Capaccioli et al. 1989; Arp 1956 ) and (B − V )• = 0.15 (Shafter et al. 2009 ), we obtain the corresponding V-band magnitudes. These are then reduced to the absolute magnitude using a distance modulus of 24.36 for M31 (Vilardell et al. 2010 ). For the sample from Shafter et al. (2011) observed in the V-band, they have provided the absolute magnitude after correcting for foreground extinction. Except for the WeCAPP sample, we use the light curve decline times from the respective publications. For the selected WeCAPP light curves we estimate their decline times by linearly interpolating between consecutive measurements. The result is shown in Fig. 8 . As it can be seen, there is significant scatter in the data. To derive an average MMRD relation and determine its dispersion, we have logarithmically binned the data over the decline times with adaptive 
In order to incorporate the scatter in the MMRD relation in our incompleteness calculations, we determine the corresponding dispersion in peak magnitude for a given decline time by interpolating linearly between the values given in Table 1 , assigning them to the center of the corresponding logarithmic bin. For all times smaller than the decline time in the first bin or greater than the decline time in the last bin, we adopt the same standard deviation as that in the first and last bin, respectively.
Incompleteness calculation for mock surveys
We now use the light curve template and MMRD relation obtained above to perform Monte-Carlo simulations of realistic optical surveys in order to calculate their incompleteness. We assume M31 to be our target galaxy for the nova search. Since from the northern hemisphere M31 is typically best visible between August and March, we have set up the duration of our mock surveys to be 211 days.
For every decline time t2 in the range of interest, we simulate 20000 CNe occurring randomly within the survey time span. To take into account the spread in the MMRD relation, we allot to each of the simulated novae a peak magnitude that has been drawn randomly from a Gaussian distribution having the mean given by the MMRD relation (Eq. (8)) and the corresponding standard deviation, computed as described in the previous section. To produce a light curve with the given t2 time and peak magnitude, the template light curve generated in Section 3.2 is transformed using Eq. (6), with the time stretch factor and magnitude shift given by
and ∆m = mp − mp,temp.
Here t2 and t2,temp denote the decline time of the simulated curve and of the template, respectively, while mp and mp,temp are the corresponding peak magnitudes. We interpolate the template light curve linearly between the consecutive data points in magnitude -log(time) space. For the reasons explained in the previous section, in our simulations, we take into consideration only the declining part of the template. We note that this could result in a slight underestimation of the completeness, due to missing those cases when the detection of the nova before the peak may have been critical for its t2 time measurement. However, this effect should be insignificant for the high cadence optical surveys, considered here. We simulate surveys with different observing patterns and limiting magnitudes. These simulations are carried out in R-band because it is the band used in many surveys which have searched for CNe in M31 (e.g. PTF, WeCAPP) aided by the fact that a nova emission is brighter in this band due to the contribution from emission lines. For a given limiting magnitude, we consider different observing patterns with observations performed every night, every second night, every third night, as well as random observing patterns cov- 
Every night Second night
Third night 75% nights 50% nights Figure 10 . Fraction η of fast novae (t 2 10 days) detected in a survey as a function of its limiting magnitude. Different curves correspond to different observing patterns, as described in the legend. It is assumed that the the distribution of novae over decay times dṄCN(t 2 )/dt 2 is given by Eq. (5) ering 50% and 75% of the nights during the observation period. We consider a range of limiting magnitudes from 19 to 22 mag. The resulting completeness η(t2), defined as a ratio of the number of detected novae, whose decline time t2 could be measured, to the total number of novae, is shown in Fig. 9 for the mock surveys with different observing patterns and with different limiting magnitudes.
As can be seen from these plots, the completeness curves initially rise with the decline time and drop at large t2 time. The initial rise is quite obvious since the novae with short decline time which fade away faster will be less frequently detected than their slower counterparts. But then as the decline time becomes large, the efficiency of detecting such novae drops because of the combined effect of their lower peak magnitudes (as can be seen in Fig. 8 ) and the observation period limit.
The above computed completeness functions η(t2) can be used to predict the efficiency of a survey in detecting fast novae as
where dṄCN(t2)/dt2 is given by Eq.(5). The result forṀ = 10 −8 M yr −1 is shown in Fig. 10 as a function of limiting magnitude and observing pattern of the survey. As one can see from this plot, high cadence survey with a limiting magnitude of mR = 21 will detect about ≈ 70 − 90% of fast novae. In order to detect more than 50% of these novae in a survey with observation every night its limiting magnitude has to exceed mR ≈ 19.5. If observations are carried out every 3rd night, a limiting magnitude of mR ≈ 20.5 is required. Arp's survey of M31 (1953 Arp's survey of M31 ( -1955 Accurate calculation of the detection efficiency of a CN survey requires detailed information about its observing pattern and the behavior of its limiting magnitude. In particular, one has to take into account possible spatial variations of the latter. For example, in a galaxy with a strongly varying background like M31, the limiting magnitude of the survey decreases towards the center of the galaxy where the surface brightness increases significantly. This information usually remains unpublished for the majority of existing CN samples, which hinders accurate interpretation of their results in the context of the problem of SN Ia progenitors. To estimate the magnitude of possible incompleteness effects in the existing compilations of CNe in M31 we have carried out approximate incompleteness calculation for Arp's survey of M31 (1953-1955) using the information provided in the original Arp's publication (Arp 1956 ).
DISCUSSION
Incompleteness calculation for
Arp had observed M31 for two seasons between June 1953 and January 1955 using the 60-inch telescope on Mount Wilson resulting in the discovery of 30 CNe (Arp 1956 ). The survey had been carried out using photographic plates of 5 × 7 inch size at the focal plane with a plate scale of 24 arcsec mm −1 thus covering ∼ 1 square degree of the galaxy with an average limiting magnitude of mpg = 20 (Capaccioli et al. 1989 ). The exposures were primarily centered at two points 10 on either side of the nucleus along the major axis. Additional exposures centered on the nucleus of the galaxy as well as 20 on either side of the nucleus along the major axis were also made. For our calculations, we have only considered the primary exposures, which also include almost the entire nova-producing region, excluding a circular region of radius 2 centered on the nucleus where Arp's survey is known to be incomplete (Capaccioli et al. 1989) . We note that attributing the entire observing period only to the primary fields might result in overestimating the completeness, but it will not be very significant since the outer fields contain less stellar mass thereby contributing less to the rate of CNe.
As the observing patterns for this survey are not described in Arp's (1956) paper, we assume that the observations were distributed uniformly over the two observing seasons. To determine the boundaries of the observing seasons we use the light curve sampling of one of the detected novae (No. 29) that was observed through the end of the first season and the beginning of the next. This gives us February 25, 1954 as the end of the first season and June 7, 1954 as the beginning of the next. We further take January 27, 1955 as the last day of the second observing season based on the date of the last entry of magnitude measurements for the detected novae in Table III of Arp (1956) . From Arp's paper, the survey spanned 490 nights in total, therefore, the two seasons spanned 255 and 235 nights, respectively. Of these, actual observations were performed during 290 nights. We assume that they were distributed uniformly and randomly between the two seasons. For each of these nights in our simulation, two observations are made separated by 3 hrs to account for the fact that in the actual survey, multiple observations were made each night whenever possible. The resulting completeness curve of Arp's survey is shown in Fig. 11 (left panel).
Constraints on the SD scenario
Since the theoretical rate of CNe scales with the stellar mass contained within the field of the galaxy probed by the survey, we estimate the mass enclosed by the (primary) field of view (FOV) of Arp's survey using the Spitzer 3.6µm mosaic image of M31 from Barmby et al. (2006) . This image is background subtracted and the contamination from foreground and background objects is insignificant, contributing less than ∼ 5% to the luminosity within the FOV. Then, using the K-band mass-to-light ratio, M/LK , of 0.80 (solar units) derived from Bell & de Jong (2001) using the color B − R = 1.5 for M31 (Walterbos & Kennicutt 1987) , we calculate the mass enclosed assuming K − [3.6] = 0.3 (Barmby et al. 2006 ; see also Bogdán & Gilfanov 2010). We thus obtain the stellar mass within the FOV of the survey to be ≈ 6 × 10 10 M . We correct the theoretical CN rate computed in section 2.1 for the detection efficiency of Arp's survey and compare the results with Arp's data as shown in the right panel in Fig. 11 . As can be seen, at t2 = 10 days, the observed cumulative rate is ∼ 5.2 ± 1.97 yr −1 while the rate required to account for the SN Ia rate is ∼ 520 yr −1 foṙ M = 10 −8 M yr −1 . Thus, the contribution of such fast RNe to the SN Ia rate cannot exceed ≈ 1%.
1 Since for the fixed mass accretion rate, there is a direct correspondence between the light curve decay time and the WD mass (Fig. 2) , this upper limit constrains the contribution of WDs with mass 1.25 M Furthermore, we can use the information contained in the differential t2 distribution of detected novae in order to constrain the fraction of mass which can be accumulated by WDs in the CN/RN regime at different WD masses. To this end we compare the observed and predicted differential t2 distributions of the nova rate. In particular, we consider the following. In the SD scenario, as the WD mass increases from MWD to MWD + δMWD, their population will produce (cf. eq.(4), (5))
CN events per year with the light curve decay time between t2 and t2 + δt2 where t2 = t2(MWD,Ṁ , TWD) is determined by the CN theory ( Fig. 2) and
with dt2/dM also given by the theory. This can be compared with the observed rate of events in the corresponding t2 interval, corrected for incompleteness of the survey:
Their ratio, f = δṄ obs /δṄ pred equals:
With eq.(5), one can transform eq. (15) to an obvious expression
f (MWD) has the following meaning. In order for the WD to increase its mass from MWD to MWD + δMWD, it needs to accumulate mass δMWD. f (MWD) constrains the maximum fraction of this mass increment δMWD which can be accumulated in the CN/RN regime. In order to estimate f (MWD), we compute the observed 1e-13 1e-12
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Arp ( Arp (1956) and Capaccioli et al. (1989) . Arp's sample has been corrected for incompleteness using η(t 2 ) calculated in section 4.1, while for Capaccioli et al. (1989) sample, η(t 2 ) = 1 was assumed. Both distributions were then normalized to unit solar mass. As discussed in section 4.2, the former sample should provide a more accurate value for short t 2 times, t 2 < 10 days (M WD > 1.25 M ), while the latter should be more accurate at longer t 2 (lower WD masses). Right panel: Constraints on the fraction of mass that can be accreted in the RN/CN regime at different WD masses derived using the differential nova rates shown in the left panel. In particular, we used Arp's sample for M WD > 1.25 M and the compilation of Capaccioli et al. (1989) for lower WD masses. In the M WD ≈ 1.3 M bin (t 2 ≈ 3 days bin in the left panel) no novae were detected in the Arp's sample. For this bin we show a 90% upper limit assuming Poissonian distribution.
It is assumed that all systems have same mass accretion rate ofṀ = 10 −8 M yr −1 . ForṀ = 10 −9 M yr −1 , f (M WD ) will increase by a factor of ∼ 2. Note that higher WD masses in the right panel correspond to shorter t 2 times in the left panel, i.e., the flat part in f (M WD ) corresponds to the declining part of the differential distribution in the left panel and vice versa.
differential rate of novae dṄ obs /dt2 for Arp's survey of M31 as well as for the compilation of CNe in M31 by Capaccioli et al. (1989) (which also includes novae from Arp's survey). For this, we bin the number of detected events logarithmically over the decline time t2 with 3 bins per dex. We then correct Arp's data for incompleteness using η(t2) calculated above and normalize to the stellar mass covered by the survey, M * ≈ 6 × 10 10 M . For the data from Capaccioli et al. (1989) , we assume η(t2) = 1, independent of t2 (see below), rescale it to the global M31 nova rate to account for the fact that the surveys used for compiling the sample did not cover the entire M31, and finally, normalize to the total mass of M31 ≈ 1.1×10
11 M . The resulting observed differential rate distributions per unit M for the two samples are shown in Fig. 12 (left) . Capaccioli et al. (1989) assumed a constant control time for each photographic plate in each of the two surveys they had analysed (viz., the Asiago 1.22 m survey and the Ekar 1.82 m Survey). They estimated that the longest control time was about 13 days. We therefore expect their compilation to be complete for novae with t2 13 days i.e., MWD 1.20 M . Below t2 ∼ 13 days it is likely to suffer from incompleteness, which however cannot be corrected for, because of the lack of details of the observations. For this reason we used a constant η(t2) = 1 in the calculations above, keeping in mind that their sample may be incomplete at short t2 times, i.e. at high WD masses.
In full agreement with these considerations, one can see from the differential distributions in Fig.12 that the two samples give compatible values for t2 5 − 10 days. At short t2 times, the Capaccioli et al. (1989) data fall below the incompleteness corrected Arp's sample, likely due to the incompleteness of the former at short decline times. Due to significantly larger number of novae in the Capaccioli et al. (1989) sample, its statistical error bars are significantly smaller, therefore for long t2 times, the rates calculated from this sample should be more accurate. The last data point of Arp's sample in the t2 ≈ 100 days bin deviates upward by ∼ 1.3σ. For this bin, the incompleteness correction η(t2) −1 for the Arp's sample exceeds a factor of 6. On the other hand, at such long decay time, the Capaccioli et al. (1989) sample, based on long term (∼ 30 years) monitoring of M31 should be complete, and therefore, likely provides a better estimate of the differential rate than Arp's sample. We will thus use the observed differntial rates from Capaccioli et al. (1989) sample for t2 10 days and for t2 shorter than this, we will use the incompleteness corrected values from Arp's sample. Now, the theoretical differential rate dṄ pred /dt2 is computed from Eq. 5 assumingṀ = 10 −8 M yr −1 . It then becomes straightforward to compute f (MWD) from eq.(16), the result of which is shown in Fig. 12 (right) .
From Fig. 12 one can see that relatively significant, at the level of ∼ 10 − 20%, mass accumulation by WDs in the RN/CN regime is only possible for WD less massive than MWD 1.25 M . In more massive WDs, this regime can only account for 1 − 4% of their mass accumulation. Therefore, final stages of the mass accumulation and the SN Ia explosion cannot occur in the lowṀ regime, when the nuclear burning is unstable. The WD mass function was computed assuming two values of the mass accretion rateṀ = 10 −8 M yr −1 and 10 −9 M yr −1 , which are likely to bracket the trueṀ value for the majority of systems. In computing the mass function we combined samples of Capaccioli et al. (1989) and Arp (1956) above and below t 2 = 10 days (M WD ≈ 1.25 M forṀ = 10 −8 M yr −1 and ≈ 1.16 M forṀ = 10 −9 M yr −1 ) respectively, as described in section 4.2. The WD mass function is normalized to the total M31 mass of ≈ 1.1 · 10 11 M .
WD mass function in the underlying CV population
Using the data and formalism described in the previous subsection, one can easily obtain the WD mass function in the population of cataclysmic variables (CVs), giving rise to the observed CN/RN population. Indeed, the WD mass distribution equals
where, as before, dt2/dM and ∆MCN are given by the CN theory and dṄ obs /dt2 was computed in section 4.2. For the latter, we combined Arp (1956) and Capaccioli et al. (1989) data in the same way as in section 4.2. Note that unlike the computation of the mass fraction f (MWD) in section 4.2, this calculation is unrelated to the SN Ia progenitor scenarios andṄSNIa does not enter eq.(17). As the recurrence time trec = ∆MCN/Ṁ depends on the mass accretion rate 2 the estimate of dN/d ln M depends critically on the assumedṀ . As its true value for the majority of novae is unknown, we will assume that it is same for all CN events.
The WD mass distribution in M31 is shown in Fig.13 for two values of mass accretion rateṀ = 10 −8 M yr −1 and 10 −9 M yr −1 , which are likely to bracket the trueṀ value for the majority of systems. As one can see from the plot, forṀ = 10 −8 M yr −1 , the mass function dN/d ln M is flat upto a cut-off mass of ≈ 1.15 M , above which it breaks rather sharply, dropping by more than an order of magnitude at the Chandrasekhar mass. ForṀ = 10 −9 M yr −1 , the value of the cut-off mass decreases to ≈ 1.1 M . Note that in both cases the sharpness of the break may be amplified by the respective break in the t2(MWD) (Fig. 2) . The overall normalization of the mass function depends onṀ much stronger, increasing by a factor of ∼ 10 − 50 as one changes the assumed mass accretion rate fromṀ = 10 −8 M yr −1 toṀ = 10 −9 M yr −1 . With the obtained mass function we can estimate the total number of CVs in M31 required to explain the observed RN/CN population. To bring the two mass functions in Fig. 13 to the same mass range, we extrapolate thė M = 10 −8 M yr −1 mass function down to MWD = 0.7 M assuming zero slope of dN/d ln M . With this, the total number of CVs in M31 with MWD 0.7 M equals ∼ 1 · 10 5 and ∼ 2 · 10 6 assumingṀ = 10 −8 and 10 −9 M yr −1 , respectively.
CONCLUSIONS
We have investigated implications of the CN/RN regime of the SD scenario of SNe Ia, in which the SN Ia progenitors are assumed to accrete below the stable nuclear burning limit. To this end, we have computed the CN rates which will be required to explain the observed SN Ia rates and showed that they exceed significantly the observed nova rate in M31. The discrepancy between the predicted and observed rates is the largest for fast novae having short decay times (t2 10 days), which are the ones originating on the most massive WDs, characterized by the smallest ignition masses (Yaron et al. 2005) .
As such fast novae could have been missed in the optical surveys with insufficient cadence, we have investigated the incompleteness of the CN surveys of M31. Based on compilations of the CN light curves from Strope, Schaefer & Henden (2010) and WeCAPP (Riffeser et al. 2001) and PTF ) surveys, we have produced scalable light curve template. Adding to the data from these two surveys, observations of Shafter et al. (2011) and the high-quality light curves from the compilation of Capaccioli et al. (1989) , we derived the MMRD relation and investigated its spread. Using these results, we performed Monte-Carlo simulations of CN surveys in order to compute their detection efficiency. We demonstrated that high cadence survey (observations every night or every 2nd or 3rd night) with the limiting magnitude of mR = 21 will detect about ≈ 70 − 90% of fast novae with t2 10 days. In order to detect more than 50% of such novae in a survey with observations carried out every night, its limiting magnitude has to exceed mR ≈ 19.5. If observations are carried out every 3rd night, a limiting magnitude of mR ≈ 20.5 is required. Should the entire mass accumulation by WDs in the SD scenario proceed in the CN/RN regime, surveys with these parameters would be detecting CNe in M31 at the rates of ≈ 1000 − 1800 yr −1 , assuming that SN Ia progenitors accrete atṀ = 10 −8 M yr −1 . The existing and upcoming high cadence optical surveys (e.g. PTF, Pan-STARRS, LSST project) are therefore well-suited for the search of these fast novae.
The total apparent CN rate in M31 is ≈ 65 yr −1 (Darnley et al. 2006) , much less than the above predicted rates. This points at the opportunity to tightly constrain the role of RNe as SN Ia progenitors using the CN statistics in M31. To this end, we carried out approximate incompleteness calculation for Arp's survey of M31 (1953-1955) , using the survey parameters published in the original Arp's paper (1956) . These results for fast novae are combined with the sample from Capaccioli et al. (1989) , which should be complete for slow novae, at t2 > 10 days, and contains about ∼ 4 times more events. Comparing the observed nova rates with predictions of the SD scenario, we have constrained the contribution of the CN/RN regime to the WD mass accumulation. We find that considerable mass accumulation, at the level of ∼ 10 − 20% of the required mass, is only possible for WDs less massive than ≈ 1.25 M . In more massive WDs, MWD 1.25 − 1.30 M , this regime can only account for 1 − 4% of their mass accumulation (Fig. 12) . Therefore, final stages of the mass accumulation and the SN Ia explosion cannot occur in the lowṀ regime, when the nuclear burning is unstable.
Using the developed formalism, we have calculated the mass function of WDs in the underlying population of cataclysmic variables, required to explain the observed number of novae in M31 and their t2 distribution. The shape and normalization of the WD mass function depends on the assumed mass accretion rate. We investigated two values ofṀ , 10 −8 M yr −1 and 10 −9 M yr −1 , which are likely to bracket the true value for the majority of systems. In both cases the mass function has a break at MWD ≈ 1.1 − 1.15 M , is relatively flat before the break and rolls over above the break (Fig. 13) . We have estimated the total number of CVs in M31 with MWD 0.7 M to be ∼ 1 · 10 5 and 2 · 10 6 forṀ = 10 −8 M yr −1 and 10 −9 M yr −1 , respectively.
