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EKSPLORASI BERBAGI TERJEMAHAN AYAT AL-QUR’AN PADA 
TWITTER MENGGUNAKAN LATENT DIRICHLET ALLOCATION 
DENGAN GIBBS SAMPLING 
 
Salah satu sosial media yang penggunanya meningkat tajam di masa 
pandemi covid-19 adalah twitter. Twitter menjadi salah satu platform yang 
digunakan bukan hanya untuk sarana hiburan, ungkapan pendapat namun juga 
sebagai sarana dakwah oleh para penggunanya. Banyaknya kutipan terjemahan Al-
Qur’an berbahasa Indonesia yang ditemukan di jejaring twitter sebelum dan 
sesudah masa pandemi layak diteliti untuk mengetahui perbedaan topik yang 
terbentuk. Metode analisis yang digunakan adalah LDA dengan pendekatan teknik 
inferensi. Penelitian ini mengkomparasikan implementasi teknik inferensi gibbs 
sampling dan  variational bayes  pada LDA. Berdasarkan perhitungan topic 
coherence, LDA gibbs sampling memiliki nilai koherensi yang lebih baik daripada 
LDA variational Bayes. Nilai koherensi LDA dengan gibbs sampling untuk dataset 
sebelum dan sesudah Covid-19 masing-masing adalah 0,5826 dan 0,5709 atau 
dikategorikan cukup baik. Sedangkan nilai koherensi LDA dengan variational 
bayes masing-masing 0.4366 dan 0.5598. Sebanyak 150 topic modelling yang 
terbentuk dari LDA gibbs sampling dengan tingkat validasi sebesar 96,7% 
dinyatakan valid. Topik terpopuler pada dataset sebelum covid-19 adalah 6 topik 
tentang pembahasan ibadah dan 9 topik berisi perintah beribadah sedangkan pada 
dataset setelah covid-19, 6 topik tentang ibadah 9 topik tentang meminta tolong, 
memohon ampunan dan perintah untuk taat. Secara kuantitatif terjadi perubahan 
topik ayat yang paling banyak diretweet, like maupun reply saat sebelum dan 
setelah covid-19 akan tetapi surat terpopuler yang paling banyak dibagikan pada 
dua kejadian tersebut memiliki kesamaan yaitu Al-Baqarah, Ali Imran, Al-Isra’ dan 
An-Nisa’. 
Kata kunci : Latent Dirichlet Allocation, Gibbs Sampling, Variatinal Bayes, Nilai 
Koherensi, Analisis Kuantitatif 
 






































EXPLORATION SHARING THE TRANSLATION OF AL-QURAN 
VERSES ON TWITTER USING LATENT DIRICHLET  
ALLOCATION WITH GIBBS SAMPLING 
 
One of the social media whose users have increased sharply during the 
COVID-19 pandemic is Twitter. Twitter has become one of the platforms used not 
only for entertainment, but also as a means of da'wah by its users. The number of 
quotations from the Indonesian translation of the Qur'an found on the Twitter 
network before and after the pandemic period deserves to be investigated to find 
out the differences in the topics formed. The analytical method used is LDA with 
an inference technique approach. This study compares the implementation of gibbs 
sampling and variational bayes inference techniques on LDA. Based on the 
calculation of topic coherence, LDA gibbs sampling has a better coherence value 
than LDA Variational Bayes. The LDA coherence values with gibbs sampling for 
datasets before and after Covid-19 are 0.5826 and 0.5709, respectively, or 
categorized as quite good. While the LDA coherence values with variational Bayes 
are 0.4366 and 0.5598, respectively. A total of 150 modeling topics formed from 
LDA Gibbs sampling with a validation level of 96.7% were declared valid. The 
most popular topics in the pre-covid-19 dataset are 6 topics about discussing 
worship and 9 topics containing the command to worship, while in the post-covid-
19 dataset, 6 topics about worship 9 topics about asking for help, asking for 
forgiveness and orders to obey. Quantitatively there was a change in the topic of 
the most retweeted verses, likes and replies before and after covid-19, but the most 
popular letters that were shared the most in these two events had similarities, 
namely Al-Baqarah, Ali Imran, Al-Isra 'and An-Isra'. Nisa'. 
Keywords: Latent Dirichlet Allocation, Gibbs Sampling, Variatinal Bayes, 
Coherence Score, quantitative analysis 
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BAB I  
PENDAHULUAN
1.1 Latar Belakang 
Perkembangan teknologi telah memberikan berbagai macam kemudahan bagi 
penggunanya, khususnya akses internet. Persebaran informasi yang ditemui 
umumnya menyebar melalui postingan pada media sosial yang sekrang ini banyak 
di akses oleh berbagai kalangan masyarakat. Tercatat pada data kominfo bahwa 
pengguna internet sosial media di Indonesia tahun 2013 sebanyak 63 juta pengguna, 
hingga tahun 2019 total pengguna internet sosial media mencapai 196,7 juta 
pengguna aktif (KOMINFO, 2020a). Penggunaan sosial media umumnya diminati 
karena dapat menjadi salah satu sarana hiburan ringan dan mudahnya 
mengungkapkan pendapat. Pilihan sosial media yang beragam sesuai dengan 
kebutuhan membuat masyarakat menjadi tertarik untuk menjadi pengguna aktif 
didalamnya. 
Twitter merupakan salah satu dari banyaknya media sosial yang paling 
diminati oleh para pengguna sosial media. Pengguna twitter  di Indonesia yang 
disebut sebagai warga twitter dimanjakan untuk menuliskan tulisan pendek (tweet) 
atau bahkan tulisan panjang bersambung (thread).  Twitter pertama kali 
diluncurkan pada tahun 2006 dan mengalami pertumbuhan pesat diseluruh dunia 
dengan jumlah pengguna yang terdaftar sebanyak 500 juta dan pengguna aktif 
sebanyak 200 juta pada tahun 2013 berdasarkan pada data yang publikasi pada situs 
resmi twitter. Tahun 2012 Indonesia tercatat sebagai pengguna twitter terbesar 
urutan kelima dibawah beberapa negara besar seperti Inggris salah satunya 
(KOMINFO, 2020b), namun karena mulai banyaknya media sosial baru dan 
kejenuhan penggunanya, aplikasi ini mulai ditinggalkan pada tahun 2016. Media 
sosial ini kembali ramai pada tahun 2019 saat mulai tersebarnya thread  twitter di 
berbagai media sosial popular. Berdasarkan data Country Industry Head Twitter 
Indonesia, pengguna harian twitter global tahun 2019 rata-rata meningkat hingga 
21%, sedangkan Indonesia mengalami peningkatan hingga 3,5 kali lebih banyak 
dari angka global tersebut (detik.com, 2020). Penggunaan twitter juga meningkat 
 



































tajam saat mulai merebaknya virus corona pada tahun 2020, tercatat pengguna aktif 
yang terdaftar pada twitter meningkat sebanyak 186 juta pengguna pada 
pertengahan tahun 2020. Angka jumlah pengguna aktif tersebut meleset dari 
perkiraan yang dilakukan oleh analisis dengan memperkirakan peningkatan jumlah 
pengguna hanya mencapai 176 juta pengguna (pikiran-rakyat.com, 2020). 
Twitter yang mulai diminati kembali oleh pengguna di Indonesia membuat 
twitter menjadi platform yang berkembang kegunaannya bukan hanya untuk sarana 
hiburan, mengungkapkan pendapat namun juga sebagai sarana dakwah oleh para 
penggunanya. Pengguna twitter akan dapat dengan mudah mengakses akun-akun 
yang berfokus dalam men-tweet tentang kajian keislaman, salah satunya adalah Al-
Qur’an beserta terjemahannya dan kisah-kisah tauladan dibaliknya. Pencarian juga 
dipermudah dengan adanya hashtag yang digunakan dalam tweet tersebut, sehingga 
mengelompokkan secara otomatis kutipan Al-Qur’an dari banyak akun. Kutipan 
Al-Qur’an ringan beserta maknanya yang mudah untuk difahami, banyak di re-
tweet ulang dan dibagikan ke sosial media populer yang digunakan penggunanya. 
Jenis Al-Qur’an dan terjemahan yang di-tweet beragam sesuai dengan fokus akun 
yang diikuti, terdapat akun yang fokus pada membagikan tema Al-Qur’an tertentu 
dan terdapat juga akun yang membagikan Al-Qur’an dengan tema umum. 
Banyaknya Al-Qur’an yang ditemukan di jejaring twitter membuat penulis ingin 
mengeksplorasi terjemahan Al-Qur’an yang banyak tersebar pada twitter. 
Banyaknya tweet terjemahan Al-Qur’an yang tersebar dari berbagai jenis 
pengguna memunculkan keingintahuan dalam mengetahui apa saja topik yang 
dibicarakan dari kumpulan tweet tersebut tanpa membaca satu persatu data tweet. 
Pencarian topik otomatis dapat dilakukan dengan menggunakan pendekatan topic 
modelling. Topic modelling merupakan pendekatan yang dapat digunakan untuk 
meganalisis teks dokumen dengan cara mengkategorikannya kedalam beberapa 
topik (Martin & Johnson, 2015). Penelitian terdahulu yang dapat digunakan sebagi 
acuan dalam melakukan topic modelling salah satunya adalah penelitian yang 
dilakukan dengan menerapkan pendekatan text mining untuk mendapatkan korpus 
Al-Qur’an yang kemudian digunakan untuk memilih topik yang ingin dianalisis dan 
divisualisasikan dengan tambahan variabel moderator (Rolliawati et al., 2018). 
 



































Penelitian lain menerapkan metode LDA untuk  mengekstraksi topik utama yang 
terbentuk pada surah yusuf (Alhawarat, 2015) dan surah surah lain dalam Al-
Qur’an, serta menggali kata-kata penting yang didapat dari topik yang terbentuk 
(Siddiqui et al., 2013). Metode LDA juga diterapkan pada penelitian yang 
melakukan  analisis tren  topik  penelitian  dengan  pemodelan  topik  terhadap  
judul-judul  penelitian  di  bidang keperawatan  di  Indonesia dengan hasil evaluasi 
sebesar 95% (Sahria et al., 2020). Selain metode LDA terdapat metode lain seperti 
LSA yang diterapkan untuk menganalisis tren skripsi dengan hasil akurasi sebesar 
79% (Hakim, 2020). Ada juga metode LSI yang menganalisis tweet untuk 
memprediksi genre berdasarkan kategorisasi genre film yang menghasilkan akurasi 
sebesar 70% (Bansal et al., 2016). 
Dilihat dari beberapa penelitian terdahulu mengenai topic modelling dapat 
dilihat bahwa LDA merupakan metode yang mempunyai nilai evaluasi paling 
tinggi. Penelitian lain juga membuktikan bahwa LDA mempunyai akurasi lebih 
baik dibanding LSA setelah hasilnya diklasifikasikan menggunakan KNN naive 
(Kalepalli et al., 2020). LDA juga lebih unggul dibanding LSI dibuktikan dengan 
penelitian yang membandingkan 3 metode kombinasi yaitu VSM dengan SVM, LSI 
dengan SVM dan LDA dengan SVM didapatkan hasil bahwa metode kombinasi 
LDA dan SVM menghasilkan hasil klasifikasi paling baik dengan nilai macro 
average dan micro average diatas 86% (Liu et al., 2011) .  Namun disisi lain LDA 
mempunyai kekurangan salah satunya adalah harus menetapkan number of topic 
atau jumlah topik yang ingin dibentuk pada parameter diawal (Elgesem et al., 
2015). Umumnya semakin banyak topik yang terbentuk akan semakin spesifik dan 
sempit topik yang dihasilkan, sebaliknya apabila topik yang terbentuk terlalu sedikit 
maka topik yang terbentuk akan sulit dimaknai (Grimmer, 2010) dan akan 
membentuk banyak aspek berbeda yang harus dipisahkan (Evans, 2014). Beberapa 
peneliti menentukan jumlah topik yang sesuai atau memadai dengan mencoba 
beberapa kali percobaan kemudian membandingkan hasil yang terbentuk (Biel & 
Gatica-Perez, 2014; Elgesem et al., 2015). Kekurangan lain dari LDA adalah LDA 
merupakan model yang sangat kompleks dan tidak dapat diatasi menggunakan 
inferensi yang tepat. Kunci inferensi yang harus dipecahkan dalam menggunakan 
 



































LDA adalah menghitung distribusi posterior variabel tersembunyi yang terbentuk 
dari dokumen. Dalam hal ini inferensi memang masih menjadi hal yang 
didiskusikan (Darling, 2011). Solusi yang dapat digunakan adalah menggunakan 
perkiraan inferensi seperti mean-field variational expectation maximization (Blei et 
al., 2003), expectation propagation (Minka & Lafferty, 2012), dan Gibbs sampling 
(Falush et al., 2003; T. Griffiths, 2002; T. L. Griffiths & Steyvers, 2004). 
Penetuan jumlah topik memang tidak ada acuan berupa spesifik angka 
sehingga untuk mendapatkan topik terbaik harus dilakukan beberapa kali 
percobaan. Percobaan untuk mendapatkan jumlah topik terbaik telah dilakukan 
penelitian oleh Alfanzar untuk mengkluster topik penelitian skripsi, namun 
pemilihan akhir jumlah topik didasarkan pada validasi oleh stakeholder (Alfanzar, 
2019), sehingga terkesan subjektif. Berbeda dengan penelitian yang dilakukan oleh 
Shaheen Syed dan Marco Spruit, jumlah topik dipilih dari beberapa percobaan dan 
didasarkan pada nilai koherensi topik yang terbentuk (Syed & Spruit, 2017). 
Masalah lain LDA yaitu inferensi posterior, berdasarkan penelitian yang dilakukan 
oleh T. L. Griffiths dan M. Steyvers dapat diatasi dengan menggunakan teknik 
inferensi gibbs sampling yang mana masih menjadi pilihan popular dan dapat 
dikatakan sebagai standart industri (T. L. Griffiths & Steyvers, 2004). 
Berdasarkan dari penelitian terdahulu yang telah dipaparkan diatas, maka 
pada penelitian ini akan diusulkan penerapan metode LDA dengan menggunakan 
pendekatan teknik inferensi gibbs sampling disertai dengan pengoptimalan jumlah 
topik yang didasarkan pada nilai koherensi topik untuk eksplorasi berbagi 
terjemahan ayat Al-Qur’an  bahasa Indonesia pada twitter. Sebagai pembanding 
metode, juga dilakukan penerapan metode LDA dengan teknik inferensi lain yaitu 
variational bayes, yang merupakan teknik inferensi default pada package gensim. 
Penerapan metode ini diharapkan dapat menspesifikkan dan mempersempit topik 
yang terbentuk sehingga eksplorasi tweet terjemahan ayat Al-Qur’an menggunakan 
analisis kuantitatif dapat menghasilkan informasi terbaik. Penelitian ini juga 
mencoba mengeksplorasi keterkaitan antara kejadian atau fenomena yang terjadi 
terhadap topik tweet terjemahan ayat Al-Qur’an yang terbentuk, sehingga 
eksplorasi akan lebih meluas. Kejadian atau fenomena yang diangkat pada 
 



































penelitian ini adalah masuknya covid-19 pertama kali ke Indonesia, karena 
fenomena tersebut merupakan fenomena yang mempunyai dampak besar terhadap 
kehidupan masyarakat. Hasil Analisis diharapkan dapat digunakan untuk 
memahami bagaimana pengaruh pengekspresian keagamaan secara online pada 
sosial media terhadap masyarakat dan fenomena yang sedang terjadi. 
1.2 Perumusan Masalah 
Berdasarkan latar belakang yang telah dipaparkan diaatas, rumusan masalah 
yang akan diangkat diantaranya adalah: 
1. Bagaimana penerapan LDA menggunakan teknik inferensi gibbs sampling 
dengan mengoptimalkan jumlah topik untuk mengetahui topik yang terbentuk 
pada data tweet terjemahan ayat Al-Qur’an bahasa Indonesia? 
2. Bagaimana hasil topik yang terbentuk dari tweet terjemahan ayat Al-Qur’an 
bahasa Indonesia sebelum dan sesudah covid-19 masuk ke Indonesia? 
3. Bagaimana hasil analisis kuantitatif data pada data tweet terjemahan ayat Al-
Qur’an bahasa Indonesia? 
1.3 Tujuan 
Beradasarkan rumusan masalah diatas, tujuan yang ingin dicapai diantaranya: 
1. Mengetahui performa penerapan LDA menggunakan teknik inferensi gibbs 
sampling dengan mengoptimalkan jumlah topik dalam mengetahui topik 
yang terbentuk pada data tweet terjemahan ayat Al-Qur’an bahasa Indonesia. 
2. Mengetahui hasil topik yang terbentuk dari tweet terjemahan ayat Al-Qur’an 
bahasa Indonesia sebelum dan sesudah covid-19 masuk ke Indonesia. 
3. Mengetahui hasil analisis kuantitatif data pada data tweet terjemahan ayat Al-
Qur’an bahasa Indonesia. 
1.4 Batasan Masalah 
Agar pembahasan dalam penelitian tidak melebar dan fokus terhadap 
tujuannya, maka diperlukan batasan-batasan masalah sebagai berikut: 
1. Tweet Al-Qur’an yang diambil adalah tweet yang berisi terjemahan Al-
Qur’an bahasa Indonesia. 
 



































2. Data yang digunakan adalah data tweet terjemahan ayat Al-Qur’an bahasa 
Indonesia pada tanggal 1 Maret 2019 – 1 Maret 2020 dan 2 Maret 2020 – 2 
Maret 2021. 
3. Tweet yang diambil adalah tweet popular yang berjumlah maksimal 50 
tweet/hari dan diretweet minimal 3 kali. 
4. Penerapan metode LDA menggunakan teknik inferensi gibbs sampling 
menggunakan package/ library yang sudah tersedia. 
5. Tweet terjemahan ayat Al-Qur’an bahasa Indonesia di ubah ke terjemahan 
Al-Qur’an kemenag. 
1.5 Manfaat Penelitian 
Penelitian dilakukan agar dapat diambil hasilnya sehingga dapat digunakan 
dan diambil manfaatnya. Berikut adalah harapan manfaat yang dapat diperoleh dari 
penelitian : 
1. Manfaat Akademis : 
a. Untuk menambah pengetahuan implementasi LDA menggunakan teknik 
inferensi gibbs sampling dengan mengoptilmakan jumlah topik. 
b. Sebagai acuan dalam mengembangkan penelitian terutama dalam 
penggunaan metode LDA. 
c. Untuk menambah wawasan pengaruh topik ayat Al-Qur’an yang 
dibagikan terhadap sebuah fenomena. 
2. Manfaat Praktis : 
a. Sebagai pedoman bagi pendakwah untuk mengetahui pengaruh 
fenomena terhadap pengekspresian keagamaan secara online 
b. Sebagai acuan untuk strategi dakwah 
 



































BAB II   
KAJIAN PUSTAKA
2.1 Tinjauan Penelitian Terdahulu 
Tinjauan penelitian terdahulu digunakan untuk menambah pemahaman serta 
dijadikan sebagai acuan dalam melakukan penelitian baik dari segi cara 
memperoleh data, proses pengolahan sampai metode yang digunakan. Berikut 
adalah tinjauan penelitian yang digunakan acuan selama proses penelitian: 
Tabel 2.1 Tinjauan Penelitian Terdahulu 
No. Judul Hasil Korelasi Penelitian 
1. Social-Child-Case 
Document Clustering 
based on Topic 
Modeling using Latent 
Dirichlet Allocation 




menggunakan LDA dengan 
klasifikasi yang dilakukan 
manual terlihat bahwa model 
masih dianggap lemah dalam 
memprediksi dokumen 
Social-Child-Case (SCC). 
Namun model yang terbentuk 




topik dengan cara 
melihat nilai perplexity 
dan nilai koherensi yang 




2 Road Traffic Topic 
Modeling on Twitter 




Menghasilkan 60 topik dari 
data sebanyak 20932 tweet. 
Pemilihan jumlah topik 
dilihat dari perpotongan 
grafik dari nilai perplexity 





topik dilihat dari nilai 
perplexity dan nilai 
perplexity tiap kata. 








yang sama yaitu LDA 
dan mencoba beberapa 
jumlah topik untuk 
 





































jumlah topik sebanyak 3. 
Hasil pengelompokkan telah 





4 Holy Tweets: 
Exploring the Sharing 
of the Quran on 
Twitter (Abokhodair et 
al., 2020) 
 
Hasil eksplorasi tweet ayat 
Al-Qur’an dengan 
pendekatan campuran 
kuantitatif dan kualitatif 
didapatkan hasil yaitu 
diketahuinya alasan berbagi 
ayat al-Qur’an pada twitter, 
diketaui hubungan antara 
teknologi, masyrakat muslim 
dan kesadaran Bergama, dan 
diketahuinya adanya 
otomatisasi untuk berbagi 
ayat pada twitter.   
Mengeksplorasi tweet 
potongan ayat Al-Qur’an 
yang dibagikan pada 
social media twitter 
dengan mencari topik 
tweet Al-Qur’an untuk 
mendukung hasil 
analisis kuantitatif data. 
5 Sentiment Analysis 
Using Latent Dirichlet 






parameter yang tepat untuk 
analisis sentiment. Dengan 
hasil perbandingan f-measure 
dengan naïve bayes dan linear 
regression sebesar 61%, 54% 
dan 56% 
Menggunakan metode 
yang sama dan 
melakukan percobaan 
kombinasi parameter 
untuk mencari topik 
terbaik. 
2.2 Teori Dasar  
2.2.1 Text Mining 
Text mining yang disebut juga dengan text data mining (M. A. Hearst, 1997) 
atau penemuan informasi dari data teks (Feldman & Dagan, 1995) merupakan 
sebuah proses yang mengacu pada penggalian pola unik dan pengetahuan penting 
dari kumpulan teks dokumen yang tidak terstruktur (Fayyad et al., 1996; Simoudis, 
1996). Perbedaan mendasar antara text mining dan data mining adalah bahwa dalam 
 



































text mining, pola yang diekstraksi berasal dari teks natural language bukan dari 
data yang terstruktur (M. Hearst, 2003). Text mining dan data mining merupakan 2 
sub yang paling relevan dalam knowledge management System (KMS). Knowledge 
Management System (KMS) dilihat sebagai knowledge management yang efektif 
dan efisien karena ekstraksi pengetahuan dilakukan dengan menggunakan teknik 
otomatisasi, algoritma dan data-driven (Maier & Hadrich, 2011). Hubungan text 
mining dengan knowledge management dapat dilihat pada Gambar 2.1. 
 
Gambar 2.1 Knowlage Management 
Inti atau tujuan teknik yang ada pada  text mining dapat diklasifikasikan 
menjadi 4 bagian yaitu : linguistic analysis/NLP yang bertujuan untuk 
mengidentifikasi konsep utama (who/what/when/ where) yang ada pada teks 
dokumen, statistical/co-occurrence analysis digunakan untuk mencari persamaan 
atau keterkaitan konsep dari hasil ekstraksi konsep, statistical and neural networks 
clustering/categorization mengkategorikan kemiripan dokumen, query, atau 
kumpulan kedalam tingkatan subjek dan visualization/human-computer 
interactions  (HCI)  digunakan untuk membantu mengungkapkan keterkaitan 
konsep dan visualisasi informasi/pengetahuan(Maier & Hadrich, 2011). 4 
klasifikasi teknik pada  analisis text mining dapat digambarkan seperti piramida 
yang ada pada Gambar 2.2. 
 




































Gambar 2.2 Piramid Teknik Data Mining 
2.2.2 Text preprocessing 
Text preprocessing merupakan langkah penting dalam proses text mining 
karena dapat meningkatkan performa hasil klasifikasi data (Angiani et al., 2016). 
Tujuan dari text preprocessing tidak lain adalah membersihkan data dari noise/data 
kotor seperti HTML tags, url, tanda baca dll yang dapat mempengaruhi kualitas 
data yang akan diproses. Algoritma yang paling banyak digunakan dalam 
melakukan preprocessing data twitter diantaranya adalah menghapus tanda baca, 
symbol, stopword, melakukan tokenisasi dan lemmatizing/ stemming seperti yang 
telah dilakukan pada penelitian sebelumnya (Angiani et al., 2016; Tong & Zhang, 
2016). Berikut adalah dasar preprocessing dalam text mining (Miner et al., 2012): 
1. Choice of scope 
Choice of scope atau memilih ruang lingkup dibutuhkan untuk menentukan 
data seperti apa yang harus diperoleh dari tahap text preprocessing ini. Sehingga 
dapat menentukan langkah-langkah yang sesuai dengan kebutuhan data. 
2. Tokenizing 
Tokenizing merupakan sebuah proses dalam membagi string teks yang 
panjang menjadi beberapa unit. Tokenisasi sendiri bukan merupakan langkah 
pertama yang harus dilakukan, melainkan ada proses-proses penyaringan kata 
seperti tanda baca, case folding dll  sebelum diterapkan tokenizing untuk analisis 
lebih lanjut (Grefenstette, 1999). 
 
 



































3. Stopword Removal 
Stopword yang dimaksud disini adalah kata-kata dalam dokumen yang 
dianggap sering muncul tetapi tidak berguna sehingga perlu dilakukan penghapusan 
kata. Stopword removal telah terbukti dapat meningkatkan akurasi dan kestabilan 
model pada topic modelling (Gerlach et al., 2019), pengecekannya pun dilakukan 
dari data yang sudah melewati tahap tokenizing sehingga tiap kata dari data akan 
dicek satu persatu. 
4. Normalization 
Terdapat 2 metode paling popular dalam melakukan normalisasi teks data. 
Pertama, stemming, merupakan prosedur untuk mengurangi seluruh kata menjadi 
bentuk dasar/ bentuk umum (Lovins, 1968). Hampir mirip dengan stemming, 
lemmatization juga mengurangi kata menjadi bentuk dasar namun lemmatization 
memperhatikan dari segi Part of Speech (POS) sedangkan stemming tidak.  
Terbukti juga jika lemmatization meningkatkan performa model baik pada 
clustering (Korenius et al., 2004) maupun document retrieval (Balakrishnan & 
Lloyd-Yemoh, 2014). 
2.2.3 Feature Selection 
Feature selection atau yang disebut juga dengan subset selection adalah 
sebuah algoritma yang diterapkan untuk memilih feature yang ada pada data untuk 
selanjutnya diterapkan algoritma pembelajaran. Feature selection merupakan 
algoritma umum yang digunakan dalam machine learning (Sewell, 2007). Beberapa 
feature selection yang dapat meningkatkan performa machine learning diantaranya 
adalah n-gram, TF, TF-IDF and POS Tagging (Xia et al., 2011). 
2.2.4 Topic Modelling 
Topic modelling adalah teknik yang digunakan untuk menemukan topik-topik 
yang ada pada dokumen. Topic modelling menganggap dokumen merupakan 
kumpulan dari campuran topik, sehingga hasil topic modelling dokumen adalah 
berupa beberapa topik dan tiap topik merupakan gabungan dari beberapa kata. 
Dapat disimpulkan bahwa topic modelling merupakan teknik text mining yang 
mengklasifikasi dokumen berdasarkan topik yang terbentuk (O’callaghan et al., 
 



































2015). Dengan bertambahnya besar data yang terkumpul setiap harinya untuk 
memperoleh informasi dengan mudah penggunaan topic modelling dapat 
diterapkan untuk membantu dalam mengatur, memahami serta meringkas dari 
kumpulan data dokumen tersebut. Penerapan topic modelling dapat menggunakan 
banyak metode seperti LSA, LSI, LDA dll. 
Terdapat 2 kategori dalam algoritma topic modelling yaitu algoritma berbasis 
sampling dan algoritma variasional. Algoritma berbasis sampling digunakan untuk 
mengumpulkan sampel dari posterior. Algoritma sampling yang paling banyak 
digunakan adalah Gibbs sampling, dengan distribusi pembatas adalah posterior, 
gibbs sampling membangun urutan dari variabel acak yang bergantung pada 
variabel sebelumnya. Sedangkan algoritma variasional yang merupakan alternatif 
lain dari algoritma berbasis sampling memberi parameter kelompok yang 
selanjutnya digunakan untuk menemukan anggota dari yang terdekat dengan 
posterior. Pemilihan pendekatan terbaik untuk topic modelling disesuaikan dan 
bergantung pada model dari topik itu sendiri (Blei et al., 2003). 
2.2.5 Latent Dirichlet Allocation (LDA) 
LDA adalah model probabilistik generatif dimana setiap dokumen 
dipresentasikan sebagai campuran topik dan setiap topik dipresentasikan sebagai 
kumpulan kata tetap (Blei et al., 2003). LDA juga memungkinakan dalam 
menjelaskan mengapa pada beberapa bagian data yang diamati memiliki kemiripan 
atau keserupaan  dengan menggunakan data-data tersembunyi. LDA merupakan 
model yang memberi dampak besar pada bidang NLP dan statistical machine 
learning (Wang & McCallum, 2006) serta dengan cepat menjadi teknik pemodelan 
teks probabilitas yang paling popular sehingga membuat banyak penelitian tertarik 
pada penelitian ini (Wei & Croft, 2007). Proses LDA di gambarkan dengan 
menggunakan plate notation seperti pada Gambar 2.3 untuk mengetahui 
ketergantungan antar variabel model dengan node mewakili variabel acak dan edge 
mewakili kemungkinan ketergantungan antar variabel.  
 




































Gambar 2.3 Plate Notation LDA 
Berdasarkan plate notation terdapat 2 persegi panjang yang saling bertumpuk, 
yang pertama kotak terluar dilambangkan M yang menunjukkan jumlah dokumen 
dalam korpus dan persegi panjang kedua dilambangkan N yang menunjukkan 
jumlah kata dalam dokumen. Untuk variabel diluar persegi panajng α dan β, 
merupakan parameter direchlet prior dimana α adalah variabel untuk distribusi 
topik per dokumen dengan semakin tingginya α berarti memungkinkan semakin 
banyak campuran topik yang ada pada dokumen, sedangkan variabel β merupakan 
variabel untuk distribusi kata setiap topik yang mana semakin tinggi β berarti 
memungkinkan semakin banyak campuran kata pada setiap topik. Fungsi dan 
penggunaan variabel lain bergantung pada dimana level yang ditempati baik level 
dokumen maupuan level kata. Variabel θm yang berada pada level dokumen 
berfungsi untuk mempresentasikan distribusi topik untuk dokumen ke-m dengan 
perulangan variabel sebanyak M. Sedangkan pada level kata, parameter z 
mempresentasikan topik untuk kata ke-n pada dokumen ke-m dan w 
mempresentasikan kata spesifik. Seperti halnya  θm  variabel z dan w dilakukan 
perulangan penggunaan sebanyak N (Blei et al., 2003). 
Diketahui bahwa inferensi posterior merupakan salah satu dari kekurangan 
LDA. Umumnya teknik inferensi yang digunakan adalah variational bayes sebagai 
solusi untuk mengatasinya. Variatioal bayes (VB) adalah metode dalam 
pengambilan sample yang merupakan alternatif dari metode monte carlo khusunya, 
metode Markov Chain Monte Carlo (MCMC) seperti gibbs sampling. Variational 
bayes merupakan salah satu dari kumpulan metode yang digunakan dalam model 
statistic yang kompleks yang digunakan dengan tujuan utama: 
1. Sebagai pendekatan analitis terhadap probabilitas posterior dari variabel yang 
tidak teramati (yang dalam bayesian inference adalah parameter dan variabel 
 



































laten) dengan menerapkannyanya sebagai inferensi statistic pada variabel 
tersebut. 
2. Mendapatkan batas bawah marginal likelihood pada data yang diteliti yang 
hasilnya biasa digunakan dalam pemilihan model. 
Solusi variational bayes yang dapat ditawarkan untuk mengatasi LDA adalah 
dengan cara menentukan batas bawah marginal likelihood (Fan et al., 2012; Jordan 
et al., 1999; Watanabe & Watanabe, 2006) yang mana sesuai dengan salah satu 
tujuan digunakannya variational bayes. 
𝑝(𝜃, 𝑧, 𝑤 ∣ 𝛼, 𝛽) = ∏  
𝑑
𝑝(𝜃𝑑 ∣ 𝛼) ∏  
𝑛
𝑝(𝑧𝑑,𝑛 ∣ 𝜃𝑑)𝑝(𝑤𝑑,𝑛 ∣ 𝛽, 𝑧𝑑,𝑛) 
Dengan: 
∏  𝑑 𝑝(𝜃𝑑 ∣ 𝛼)  : Probabilitas dokumen 
∏  𝑛 𝑝(𝑧𝑑,𝑛 ∣ 𝜃𝑑) : Probabilitas topik 
𝑝(𝑤𝑑,𝑛 ∣ 𝛽, 𝑧𝑑,𝑛) : Probabilitas kata 
Dimana dalam penerapannya 𝑧  menggunakan parameter 𝜙 , 𝜃  menggunakan 
parameter 𝛾 dan 𝛽 menggunakan parameter 𝜆. 
2.2.6 Gibbs Sampling 
Gibbs sampling adalah sebuah algoritma yang terdapat pada metode Markov 
chain Monte Carlo (MCMC) yang mensimulasikan distribusi berdimensi tinggi 
dengan cara mengambil sampel himpunan berdimensi lebih rendah, yang 
dikondisikan dengan nilai variabel lain. Gibbs sampling sering menghasilkan 
algoritma untuk perkiraan inferensi pada model berdimensi tinggi salah satunya 
adalah pada LDA (Heinrich, 2005). Penggunaan gibbs sampling pada LDA 
digunakan untuk menetapkan topik kata tertentu w. Berikut persamaan 
pengambilan sampel untuk penetapan topik:  
















 : Probabilitas kata w pada topik j 
 







































  : Probabilitas topik j pada dokumen d 
𝐶𝑤𝑖𝑗
𝑊𝑇   : Jumlah berapa kali kata w ditugaskan dalam topik j, tidak  
  termasuk yang sedang dijadikan contoh 
𝐶𝑑𝑖𝑗
𝐷𝑇 : Jumlah topik j yang ditugaskan untuk beberapa token kata    
  dalam dokumen d, tidak termasuk yang sedang dijadikan  
  contoh 
∑  𝑊𝑤=1 𝐶𝑤𝑗
𝑊𝑇 : Jumlah kata pada topik 
∑  𝑇𝑡=1 𝐶𝑑𝑗
𝐷𝑇  : Jumlah topik pada dokumen 
W   : Jumlah kata 
T   : Jumlah topik 
D   : Jumlah dokumen 
Perhitungan diatas dapat dilakukan dengan terlebih dahulu membuat 2 matriks yaitu 
matriks 𝐶𝑊𝑇 dan 𝐶𝐷𝑇yang merupakan dimensi dari W x T dan D x T. 
Selanjutnya melakukan estimasi ( 𝛽 dan θ) yang didapat dari setiap Z yang 
terbentuk dari setiap iterasi yang digunakan untuk pengambilan sample token baru 
kata w dari topik j dan mengambil sample token baru dalam dokumen d dari topik 













∑  𝑇𝑘=1 𝐶𝑑𝑘𝐷𝑇 + 𝑇𝛼
 
2.2.7 Evaluasi Model Topik Menggunakan Topic Coherence 
Pengelolahan bahasa alami (natural language) memang tidak bisa terlepas 
dari hal-hal yang berantakan, ambigu dan penuh interpretasi yang subjektif. Akan 
serba salah apabila ingin mengangani ambiguitas terkadang terbentuk menjadi 
bahasa yang tidak wajar dan sulit dipahami. Untuk mengevaluasi model topik yang 
pada dasarnya juga menggunakan bahasa alami, hasil dari topik yang terbentuk 
harus dikorelasikan dengan interpretasi manusia (Stevens et al., 2012) agar mudah 
diterjemahkan dan dipahami. Pada penelitian ini akan diusulkan metode evaluasi 
 



































model topik  yaitu menggunakan topic coherence untuk digunakan dalam acuan 
memilih model secara kuantitatif. 
Topic coherence mengukur nilai topik berdasarkan pengukuran tingkat 
kemiripan semantik kata-kata yang ada didalam topik tersebut. Coherence atau 
koherensi sendiri didefinisikan sebagai pola keterkaitan antara satu dengan yang 
lain sehingga dapat membentuk kalimat yang memiliki makna utuh (Mulyana, 
2005). Terdapat banyak pengukuran untuk menghitung coherence salah satunya 
adalah perhitungan c_v yang melakukan segmentasi satu set kata kata teratas dan 
indirect confirmation measure yang digunakan  adalah Normalized Pointwise 
Mutual Information (NPMI) dan cosine similarity. Indirect confirmation measure 
sendiri digunakan untuk menghitung kesamaan kata dengan mengkonfirmasi 
dengan seluruh kata yang ada. Perhitungan c_v untuk menghitung koherensi 
terdapat 4 bagian: 
1. Segmentasi data memasangkan setiap kata N teratas topik dengan setiap N kata 
teratas lainnya. Misalkan W adalah himpunan dari suatu topik N kata yang 
paling mungkin W = {W1, ..., WN}, Si pasangan tersegmentasi dari setiap kata 
W0 ∈ W berpasangan dengan semua kata lain W ∗ ∈ W, dan S himpunan dari 
semua pasangan yang didefinisikan sebagai S = {(W0, W ∗) | W0 = {wi}; wi 
∈ W; W ∗ = W}. Misalnya, jika W = {w1, w2, w3}, maka pasangan Si = (W0 
= w1), (W ∗ = w1, w2, w3). Segmentasi tersebut mengukur sejauh mana subset 
W ∗ mendukung, atau sebaliknya merusak, subset W 
2. Probabilitas kata tunggal p (wi) atau probabilitas gabungan dua kata p (wi, wj) 
dapat diperkirakan dengan perhitungan dokumen boolean, yaitu banyaknya 
dokumen yang di dalamnya (wi) atau (wi, wj) terjadi, dibagi dengan jumlah 
dokumen. Dalam perhitungan dokumen boolean perhitungan mengabaikan 
frekuensi dan jarak kata. Perhitungan c_v menggabungkan perhitungan jendela 
geser boolean di mana dokumen virtual baru dibuat untuk setiap jendela ukuran 
saat menggeser dokumen dengan kecepatan satu token kata per langkah. Misal, 
dokumen d1 dengan kata-kata w menghasilkan dokumen virtual d 0 1 = {w1, 
..., ws} dan d 0 2 = {w2, ..., ws + 1}, dan seterusnya. Probabilitas p (wi) dan p 
(wi, wj) selanjutnya dihitung dari jumlah total dokumen virtual. Berbeda 
 



































dengan kalkulasi dokumen boolean, kalkulasi jendela geser boolean mencoba 
menangkap kedekatan token kata sampai tingkat tertentu. 
3. Untuk setiap Si = (W0, W ∗), menghitung ukuran konfirmasi φ yang 
menghitung seberapa kuat W ∗ mendukung W0 dan didasarkan pada kesamaan 
W0 dan W ∗ dalam kaitannya dengan semua kata di W. Untuk menghitung 
kemiripan ini, W0 dan W ∗ direpresentasikan sebagai vektor konteks sebagai 
sarana untuk menangkap dukungan semantik dari semua kata di W. Vektor ~ v 
(W0) dan ~ v (W ∗) ini dibuat dengan memasangkannya ke semua kata di W, 
seperti yang dicontohkan dalam (1). Kesepakatan antara kata-kata individu wi 
dan wj dihitung melalui Normalisasi Pointwise Informasi Mutual (NPMI), 
seperti yang ditunjukkan pada (2). NPMI, berbeda dengan pointwise mutual 
information (PMI), menunjukkan korelasi yang lebih tinggi dengan data 
peringkat topik manusia. 
Selain itu, ε digunakan untuk menghitung logaritma nol dan γ untuk memberi 
bobot lebih pada nilai NPMI yang lebih tinggi. Ukuran konfirmasi φ dari 
pasangan Si diperoleh dengan menghitung kesamaan vektor kosinus dari 
semua vektor konteks vectorsSi (~ u, ~ w) dalam Si, dengan ~ v (W0) ∈ ~ u 
dan ~ v (W ∗) ∈ ~ w seperti yang diungkapkan dalam (3). 





























































2.3 Integrasi Keilmuan 
Konsep penelitian dilihat dari sudut pandang islam untuk mengetahui 
integrasi keilmuan yang terkandung dalam penelitain dilakuakan wawancara 
kepada salah satu tokoh agama yang juga sebagai penghafal Al-Qur’an yaitu 
ustadzah Sholekah. Twitter dipandang sebagai sebuah platform yang kini tidak 
hanya digunakan sebagi tempat mengutarakan pendapat tetapi juga sebagai sarana 
berbagi dan mendapatkan informasi. Dikarenakan Indonesia merupakan negara 
dengan mayoritas masyrakat muslim, maka akan dengan mudah menemukan tweet 
yang berisi petunjuk-petunjuk atau nasihat-nasihat sesuai agama islam seperti 
hadist maupun ayat Al-Qur’an. Tweet petunjuk atau tweet nasihat agama seperti 
hadist maupun ayat Al-Qur’an yang dibagikan dapat berisi mengenai petunjuk dan 
nasihat sesuai keadaan kondisi yang sedang terjadi ataupun berisi petunjuk dan 
nasihat secara umum. Banyaknya tweet tersebut khususnya ayat-ayat Al-Quran 
yang dibagikan pada twitter oleh berbagai akun pribadi maupun akun khusus 
dakwah menjadikan platform tersebut mendapatkan peran terhadap tersebarnya 
petunjuk dan nasihat agama. 
Ayat Al-Quran yang dibagikan oleh pengguna pada twitter pastinya 
mempunyai tujuan untuk memberi nasihat atau petunjuk terhadap pengguna lain 
sesama pengguna twitter. Penggunaan ayat Al-Qur’an sebagai petunjuk atau nasihat 
memang sangat tepat digunakan karena Al-Qur’an sejatinya digunakan sebagai 
sebaik-baiknya petunjuk. Hal ini sesuai dengan firman Allah pada surat Al-Baqarah 
ayat 2: 
ًدى لِِّْلُمتَِّقْيَ ھٰذِلَك اْلِكٰتُب ََل َرْيَب ۛ ِفْيِه ۛ   
“Kitab (Al-Qur'an) ini tidak ada keraguan padanya; petunjuk bagi mereka yang 
bertakwa,” (QS. Al-Baqarah : 2 ) 
Pada ayat diatas terlihat jelas bahwasannya Al-Qur’an adalah petunjuk pasti 
bagi manusia sebagai pembeda hal yang benar dan yang salah. Petunjuk yang 
dimaksudkan adalah merujuk pada hidayah yang Allah berikan kepada makhluk-
Nya. Jalan untuk mendapatkan hidayah yang pasti dan jelas adalah taqwa. Taqwa 
adalah amalan amalan yang menjaga dari perbuatan dosa dan tentunya diridhoi 
 



































Allah SWT yaitu dengan cara menjalankan perintah-Nya dan mejauhi larangan-
Nya. Al-Qur’an sendiri juga menjelaskan bagaimana bertaqwa kepada Allah SWT 
menggunakan Al-Qur’an sebagai petunjuk, yaitu dengan cara membaca dan 
mengamalkan Al-Qur’an itu sendiri. Namun apabila Al-Qur’an tidak dibaca dan 
tidak diamalakan, maka al-Qur’an tidak akan dapat menjadi petunjuk. 
Pengamalan Al-Qur’an dengan cara berbagi pada twitter merupakan hal yang 
wajar dilakukan di era yang serba teknologi, dimana sosial media dimiliki tidak 
hanya dari generasi muda tetapi dari berbagai generasi, sehingga jangkauan berbagi 
diharapkan lebih menyeluruh dan tepat sasaran . Berbagai ayat Al-Qur’an yang 
dibagikan oleh banyak pengguna dapat dipastikan mempunyai topik yang beragam, 
ini dapat dibuktikan dengan hasil penelitian yang akan dilakukan. Dari hasil 
penelitian, dapat dilihat keberagaman topik yang terbentuk dari data harian tweet 
terjemahan ayat Al-Qur’an bahasa Indonesia yang mempunyai makna dan petunjuk 
yang berbeda-beda. Sehingga hal ini dapat dijadikan bukti bahwa  Al-Quran 
memang merupakan petunjuk bagi manusia yang relevan dalam segala hal sesuai 
dengan firman Allah SWT pada surat Al-Baqarah ayat 185:  
 َفَمْن َشِهَد ِمْنُكُم َشْهُر َرَمَضاَن الَِّذيْ  اُْنزَِل ِفْيِه اْلُقْرٰاُن ُهًدى لِِّلنَّاِس َوبَ يِّٰنٍت مَِّن الُْ 
ٰدى َواْلُفْرقَانِِۚ
ُ ِبُكُم الْ  ٍم اَُخَر ۗيُرِْيُد اّللِّٰ ٌة مِّْن اَّيَّ ُيْسَر َوََل الشَّْهَر فَ ْلَيُصْمُه َۗوَمْن َكاَن َمرِْيًضا اَْو َعٰلى َسَفٍر َفِعدَّ
ُوا اّللَِّٰ  َة َولُِتَكّبِّ ىُكْم َوَلَعلَُّكْم َتْشُكُرْونَ  َعٰلى َما َهدٰ يُرِْيُد ِبُكُم اْلُعْسَر َۖولُِتْكِمُلوا اْلِعدَّ  
“(Beberapa hari yang ditentukan itu ialah) bulan Ramadhan, bulan yang di 
dalamnya diturunkan (permulaan) Al Quran sebagai petunjuk bagi manusia dan 
penjelasan-penjelasan mengenai petunjuk itu dan pembeda (antara yang hak dan 
yang bathil)”. (QS. Al-Baqarah : 185) 
Ayat Al-Quran tersebut menjelaskan bahwa Al-Quran merupakan petunjuk 
bagi siapapun dan bersifat universal. Nilai-nilai kandungannya yang bersifat umum 
dan dapat digunakan atau diamalkan oleh semua makhluk dalam berbagai kondisi. 
 



































BAB III  
METODOLOGI PENELITIAN
3.1 Jenis Penelitian 
Jenis penelitian yang diterapkan berdasarkan dari tujuan penelitian maka 
dapat disimpulkan bahwa penelitian ini termasuk dalam penelitian deskripsi karena 
eksplorasi berbagi terjemahan ayat Al-Qur’an  bahasa Indonesia pada twitter 
menggambarkan fenomena yang lampau dan sudah terjadi. Sedangkan jika dilihat 
dari sisi informasi yang diolah penelitian ini dapat dikategorikan dalam jenis 
penelitian kuantitaif karena beberapa perhitungan numerik dilakukan untuk 
menyelesaikan penelitian. 
3.2 Jenis dan Sumber data 
Fokus penelitian dilakukan pada jenis data berupa teks yang diperoleh dari 
twitter. Berdasarkan cara memperolehnya, data penelitian termasuk jenis data 
primer karena data diperoleh secara langsung dari sumber utama. Dataset tweet 
diperoleh dari hasil crawling menggunakan bahasa pemrograman python. Library 
yang dimanfaatkan adalah library yang sudah tersedia yaitu twint. Terdapat 2 
dataset yang akan dianalisis yaitu dataset tweet Al-Qur’an terjemahan bahasa 
Indonesia yang dibagiakan 1 tahun sebelum covid-19 masuk ke Indonesia (1 Maret 
2019 – 1 Maret 2020) dan dataset tweet Al-Qur’an terjemahan bahasa Indonesia 
yang dibagiakan 1 tahun sesudah covid-19 masuk ke Indonesia (2 Maret 2020 – 2 
Maret 2021). Data yang di-crawling ditentukan sesuai tanggal periode serta kata 
kunci yang mewakili tujuan penelitian dengan batasan maksimal 50 tweet per hari 
dan di-retweet minimal 3 kali. Data teks yang sudah dianalisis akan digunakan 
untuk mendukung hasil analisis data kuantitatif dari data lain hasil crawling selain 
teks tweet. 
3.3 Metodologi 
Metodologi merupakan sebuah metode yang berisi urutan atau langkah dalam 
menyelesaikan penelitan yang disusun secara sistematis berdasarkan landasan 
ilmiah. Dengan memanfaatkan metodologi diharapkan penelitian dapat dilakuakn 
 



































secara berurutan dan terstruktur agar diperoleh hasil yang diinginkan. Berikut 
adalah metodologi yang diterapkan pada penelitian: 
 
Gambar 3.1 Metodologi Penelitian 
Berdasarkan Gambar 3.1 metodologi yang akan dilakukan dalam penelitian 
terdapat 8 langkah yang harus dilakukan untuk menyelesaikan penelitian eksplorasi 
berbagi terjemahan ayat Al-Qur’an  bahasa Indonesia pada twitter. Berikut 
penjelasan tiap langkah metodologi secara detail: 
3.3.1 Studi Literatur 
Pada tahap studi literatur dilakukan pembelajaran dengan mempelajari 
penelitian-penelitian terdahulu yang terkait dengan  eksplorasi berbagi terjemahan 
ayat Al-Qur’an bahasa Indonesia pada twitter. Mulai dari tahap pencarian data, cara 
mengumpulkan data, persiapan data sebelum dianalisis, pemilihan metode yang 
tepat, cara penggunaan metode  sampai tahap evaluasi.   
 



































3.3.2 Crawling Data 
Tahap selanjutnya dari semua langkah yang harus dilakukan adalah 
mempunyai data sesuai dengan kebutuhan penelitian. Data yang dibutuhkan untuk 
eksplorasi berbagi terjemahan ayat Al-Qur’an  bahasa Indonesia pada twitter adalah 
dataset tweet yang berisi terjemahan Al-Qur’an bahasa Indonesia dengan periode 
waktu sebelum dan sesudah covid-19 masuk ke Indonesia. Pemilihan data dengan 
periode sebelum dan sesudah covid-19 masuk ke Indonesia dimaksudkan agar hasil 
analisis dapat diketahui bagaimana perubahan topik yang terbentuk dari masa 
sebelum dan sesudah covid-19 masuk ke Indonesia. Crawling dilakukan 
menggunakan library yang tersedia pada bahasa pemrograman python yaitu twint. 
Dengan memanfaatkan twint, crawling data dapat dilakukan sebanyak mungkin 
tanpa adanya limitiasi atau batasan. Berikut adalah pseudocode yang diterapkan 
pada crawling data: 
Crawling Data 
Deskripsi 
date_since  : Tanggal awal tweet yang ingin di crawling 
date_until  : Tanggal akhir tweet yang ingin di crawling 
limit       : Batasan jumlah tweet 
min_retweet : Minimal jumlah retweet 
search      : Kata kunci untuk crawling 
lang        : Bahasa tweet yang ingin di crawling 
START 
DATE date_since, date_until 
INTEGER limit, min_retweet 
STRING search, lang 
INPUT limit, min_retweet, search, lang, date_since, 
date_until 
 
for i in range (date_since and date_until): 
     If tweet== min_retweet and tweet==search and 
tweet== lang : 
          OUTPUT tweet dengan jumlah minimal limit  
     Else: 
          END crawling 
END for 







































Berdasarkan batasan penelitian, aturan parameter yang ditetapkan adalah 
sebagai berikut: 
Tabel 3.1 Parameter Crawling Data 
Nama Parameter Parameter 
date_since   01-03-2019 dan 02-03-2020 
date_until 01-03-2020 dan 02-03-2021 




Proses crawling dilakukan 2 kali dengan date_since menunjukkan tanggal 
dimulainya crawling, date_until menunjukkan tanggal berakhirnya crawling, limit 
memberi batasan tweet yang ingin di-crawling, min_retweets memberi batasan 
minimal total retweet dari tweet dan search adalah kata kunci yang digunakan untuk 
crawling. Pemberian limit 1000 dimaksudkan agar lebih banyak tweet yang diserap, 
yang kemudian tweet tersebut di urutkan berdasarkan retweet terbanyak dan 
disimpan 50 tweet teratas. Sehingga, tweet yang tersimpan dapat dipastikan 
merupakan tweet popular. Sedangkan pemilihan kata kunci ‘Qs.’ dengan 
pengaturan bahasa ‘id’ didasarkan karena kata kunci tersebut sangat mewakili 
terjemahan ayat Al-Qur’an bahasa Indonesia. Umumnya penulisan terjemahan ayat 
Al-Qur’an bahasa Indonesia diakhir dengan penyebutan nama surah dengan 
menyingkat Qur’an Surah menjadi Qs dan tidak ada kata dari bahasa Indonesia 
yang menggunakan Qs sehingga pemilihan kata kunci ini dianggap tepat. 
Selanjutnya adalah parameter min_retweets, digunakan untuk menyaring tweet 
yang berpengaruh atau tidak pada masyarakat, dengan total retweet minimal 3 
menandakan bahwa tweet tersebut setidaknya berpengaruh terhadap 3 orang. 
3.3.3 Text Preprocessing 
Tahap text preprocessing yang mempunyai tujuan menghilangkan data noise 
/data kotor memiliki empat tahap dasar yang harus dilakukan yaitu choice the scope, 
tokenizing, stopword removal dan normalization (Miner et al., 2012). Penambahan 
tahap pada proses text preprocessing selain empat tahap dasar sudah menjadi hal 
yang biasa dilakukan oleh banyak peneliti. Tambahan yang dilakukan pun tidak ada 
 



































aturan khusus karena disesuaikan dengan kebutuhan data dari tiap penelitian. 
Walaupun sama-sama meneliti terkait topic modelling, tahap pada text 
preprocessing terkadang mempunyai tahap yang berbeda-beda (Alfanzar, 2019; 
Hakim, 2020). Pada penelitian ini dilakukan 5 tahap preprocessing yang terdiri dari 
4 tahap dasar dan ditambah tahap cleansing untuk menyeleksi dan membersihan 
sebagian data yang tidak perlu. Urutan tahapan text preprocessing yang akan 
diterapkan digambarkan sesuai dengan flowchart pada Gambar 3.2. 
 
Gambar 3.2 Alur Penerapan Text Preprocessing 
1. Choise of scope  
Choise of scope yang dipilih pada penelitian ini adalah terjemahan ayat Al-
Qur’an bahasa Indonesia tanpa ada tambahan pendapat atau kalimat lain yang 
mengikutinya. Dikarenakan penelitian menggunakan terjemahan ayat Al-Qur’an 
dimana Al-Qur’an merupakan kitab suci umat Islam sehingga harus berhati-hati 
dalam melakukan analisisnya. Oleh karena itu, perlu dilakukan validasi kebenaran 
dan kesesuaian tweet dengan Al-Qur’an itu sendiri. Proses validasi kebenaran dan 
kesesuaian dilakukan menggunakan Al-Qur’an kemenag yang kebenaran dan 
kesesuaiannya telah dijamin oleh kemenag. Proses validasi juga dibarengi dengan 
penghapusan pendapat atau kalimat lain yang mengikuti terjemahan ayat Al-
Qur’an. Cara validasi yang pertama, yaitu membandingkan tweet dengan 
terjemahan Al-Qur’an kemenag sesuai dengan surat dan ayat yang tertera pada 
tweet. Hasilnya diperoleh terjemahan Al-Qur’an kemenag yang disesuaikan dengan 
 



































tweet. Tujuannya adalah untuk menyeragamkan terjemahan ayat Al-Qur’an karena 
terdapat banyaknya variasi terjemahan walaupun mempunyai surat dan ayat yang 
sama. Yang kedua, yaitu menganalisis kebenaran, kelengkapan, surat dan ayat pada 
tweet. Alur validasi teks tweet selengkapnya dapat dilihat pada Gambar 3.3 
 
Gambar 3.3 Alur Validasi Teks Tweet 
2. Cleansing 
Dilanjutkan dengan tahap cleansing yaitu membersihkan tweet agar data yang 
dihasilkan sesuai dengan choise of scope yang ditentukan. Proses cleansing tidak 
membutuhkan banyak tahap dikarenakan teks tweet hasil validasi sudah sesuai 
dengan terjemahan Al-Qur’an kemenag sehingga otomatis bahasa yang digunakan 
adalah bahasa yang baku dan sesuai dengan ejaan. Beberapa proses cleansing yang 
dilakukan diantaranya adalah mengubah data menjadi huruf kecil, menghapus tanda 
baca, simbol-simbol lain yang dapat mempengaruhi kebersihan data dan merubah 
kata ganti Allah seperti -Nya, -Ku dll menjadi kata Allah itu sendiri agar 
membedakan dengan kata lain. Berikut adalah pseudocode yang diterapkan : 
Cleansing 
Deskripsi 





for i in clean_tweet do: 
     Transform to lowercase 
     Remove punctuation 
     Remove other symbol 










































3. Tokenizing  
Tokenizing digunakan untuk memisahkan setiap kata pada kalimat yang 
sebelumnya sudah dibersihkan. Tujuan lain dari tokenizing adalah memudahkan 
suatu proses yang membutuhkan pengecekan setiap kata. Hal ini sangat sesuai 
dengan proses yang akan dilakukan selanjutnya yaitu stopword removal yang 
mengharuskan proses untuk melakukan pengecekan kata satu persatu. Pseudocode 
yang diterapkan untuk proses tokenizing adalah sebagai berikut: 
Tokenizing 
Deskripsi 




for i in data_cleaning do: 





4. Stopword Removal 
Dilanjutkan dengan proses penghapusan kata yang dianggap tidak bermakna 
dan dapat mempengaruhi hasil analisis yang disebut dengan stopword removal. List 
stopword yang digunakan pada penelitian ini  berasal dari library yang umum 
digunakan yaitu NLTK (Natural Language Toolkit) dengan parameter bahasa yang 
digunakan yaitu bahasa Indonesia. Beberapa kata tambahan yang ditambahakan 
dalam list stopwords adalah ‘barangsiapa’, ‘wahai’, ‘sesungguhnya’, ‘sungguh’, 
‘ya’, ‘maha’, ‘niscaya’. Penambahan kata dikarenakan banyaknya kata tersebut 
yang muncul dan mempengaruhi hasil analisis. Penerapan proses stopword removal 
menggunakan pseudocode sebagai berikut:  
Stopword Removal 
Deskripsi  
data_tokenizing : data hasil proses tokenizing 
stopword_list   : List yang berisi stopword 
 




































STRING data_tokenizing  
INPUT data_tokenizing 
 
for i in data_tokenizing do: 
     If i == word in stopword_list : 
          Remove i 
     Else: 






Lemmatization yaitu proses mengembalikan kata ke bentuk dasar dengan 
memperhatikan segi Part of Speech (POS). Terdapat banyak tambahan atau 
imbuhan dalam kata seperti me_, _nya, _kan dll yang dapat mempengaruhi hasil 
analisis. Oleh karena itu perlu dilakukan tahap lemmatization dengan 
memperhatikan segi Part of Speech (POS). Pseudocode yang diterapkan adalah 
sebagai berikut : 
Lemmatization 
Deskripsi 






for i in data_stopword_removal do: 
     If I !== root word : 
          Transform word to root word 
     Else: 





3.3.4 Feature Selection 
Feature selection yang akan diterapkan adalah Part-Of-Speech tagging (POS 
tagging). POST tagging adalah proses menandai kata dalam teks sesuai dengan 
aturan part of speech. Penandaan kata digunakan untuk memilih kata yang hanya 
 



































berupa kata noun, verb, adjective, dan adverb yang merupakan bagian penting dari 
teks dan membuang kata lain yang tidak berarti. Untuk melengkapi proses feature 
selection guna didapatkan hasil yang maksimal dilakukan juga pembentukan model 
bigram untuk mendeteksi frasa umum atau kata yang perlu digabungkan yang 
mempunyai makna saling berhubungan. Alur pernerapan feature selection dapat 
dilihat pada Gambar 3.4. 
 
Gambar 4.3 Alur Penerapan Feature Selection 
Seperti pada Gambar 3.3 terdapat banyak susunan kata pada setiap kalimat, 
namun tidak semua kata dapat digunakan dalam proses analisis, dikarenakan fungsi 
kata yang kurang mendukung. Feature selection pada masalah ini membantu dalam 
memilih kata yang dianggap mempunyai fungsi pokok dalam kalimat. Sehingga, 
pseudocode yang diterapkan adalah sebagai berikut: 
Feature Selection 
Deskripsi 
data_lemmatization :data hasil proses lemmatization 






data_bigram = make bigram (data_lemmatization) 
for i in data_bigram do: 
     doc = transform i to sentence 
     POS tagging doc 
     For token in doc :  
          If postags_token == allowed_postags do: 
               Save token 
          Else: 
               continue 
END for 
OUTPUT to data_feature_selection 
END 
 



































3.3.5 Topic Modelling  
Metode yang diterapkan untuk topic modelling penelitian ini adalah LDA 
dengan menggunakan pendekatan berbasis algoritma sampling yaitu gibbs 
sampling. Namun juga dilakukan penerapan metode lain untuk dijadikan 
pembanding dan bukti terhadap metode yang diusulkan.  
1. LDA dengan Variational Bayes 
LDA dengan variational bayes merupakan perpaduan umum yang sering 
digunakan. Alur penerapan variational bayes pada LDA dapat dilihat pada Gambar 
3.5. 
 
Gambar 3.5 Alur Penerapan Variatonal Bayes pada LDA 
Pada LDA dengan variational bayes terdapat nilai batas bawah yang disebut 
Evidence Lower BOund (ELBO) sebesar 0,00001. Proses variational bayes tidak 
akan berhenti sampai memenuhi nilai batas bawah atau ELBO. Metode LDA 
dengan pendekatan variational bayes juga diterpakan dengan menggunakan 
package python yang sudah disediakan oleh gensim. 
2. LDA dengan Gibbs Sampling 
Peranan gibbs sampling sendiri pada metode LDA adalah untuk mendapatkan 
kondisi probabilitas topik. Berikut adalah gambaran alur penerapan teknik inferensi 
gibbs sampling pada LDA: 
 
 




































Gambar 3.6 Alur Penerapan Gibbs sampling pada LDA 
Penerapan metode LDA dengan pendekatan gibbs sampling sebagai teknik 
inferensi menggunakan package/library yang sudah tersedia yaitu mallet. Mallet 
merupakan package yang mengimplementasikan gibbs sampling dengan cepat dan 
sangat terukur, mengoptimalkan hyperparameter topik dokumen dan alat untuk 
menyimpulkan topik dokumen baru dengan model yang sudah terlatih.  
Penerapan topic modelling dilakukan dengan melakukan percobaan dari banyak 
jumlah topik dengan maksud mendapatkan model terbaik dari jumlah topik yang 
terbentuk. Penerapakan topic modelling disertai dengan mengoptimalkan jumlah 
topik dilakukan dengan cara membentuk banyak model dengan mencoba jumlah 
topik yang berbeda dan bertambah secara beratahap. Hasil percobaan ini 
membandingkan hasil nilai koherensi dari banyaknya percobaan yang dilakukan. 




Data Feature Selection 
 
START 
STRING Data Feature Selection 
INPUT Model_LDA,Data Feature Selection 
 
Id2word=Convert Data Feature Selection to id2word 
Top_word=Take 20 top words from model_LDA each topic 
Segmented_word=Pair every word to words 
 
for i in Id2word do: 
     check i in segmented_word 
          if I isnot in segmented word: 
               segmentedword+ i 
 




































segmented_word = Delete duplicate in segmented_word 
probability = count probability segmented_word 
contex_vector = make vector NPMI using input probability 
compare 2 vector and count the cosine similarity 
Coherence score=Average cosine similarity 
 
OUTPUT to Coherence score 
END 
 
3.3.6 Evaluasi Model  
Dari banyaknya percobaan yang dilakukan pada tahap topic modelling untuk 
memilih jumlah topik yang tepat akan dilakukan pemilihan jumlah topik yang ingin 
ditetapkan pada penelitian. Evaluasi model  digunakan untuk memilih jumlah topik 
yang ditetapkan yang selanjutnya dianalisis lebih lanjut. Pemilihan didasarkan pada 
hasil perhitungan dari topic coherence dengan menggunakan pengukuran c_v. 
Semakin tinggi nilai koherensi yang dihasilkan berarti semakin tinggi rata-rata 
kemiripan antar kata yang terbentuk dari metode yang diterapakan. Kaitan nilai 
koherensi dengan evaluasi model yang terbentuk dapat dilihat pada Tabel 3.2. 
Tabel 3.2 Kaitan Nilai Koherensi dengan Evaluasi Model 
Nilai Koherensi Evaluasi Model 
0.0 - 0.3 Buruk 
0.3 - 0.4 Rendah 
0.4 - 0.55 Cukup 
0.55 - 0.65 Cukup Baik 
0.65 - 0.7 Baik 
0.7 - 0.8 Kemungkinan terjadi kesalahan 
0.8 - 0.9 Kemungkinan terjadi kesalahan 
Nilai koherensi dengan nilai 0.7 keatas dapat dijadikan sebagai indikasi 
kesalahan dari model karena terlalu tingginya nilai kemiripan kata yang terbentuk.  
3.3.7 Analisis dan Validasi Topik 
Berdasarkan hasil permodelan topik yang terbentuk maka akan dianalisis 
topik yang dimiliki setiap tweet. 5 topik yang paling mendominan akan dianalisis 
mengenai maksud dari topik tersebut dilihat dari kata yang membentuk topik dan 
 



































tweet yang memiliki kontribusi terbesar pada topik sehingga penyimpulan maksud 
topik mudah dilakukan karena tidak hanya melihat kata yang terbentuk saja. 
Analisis topik tentunya akan dilakukan pada 2 dataset yang dianalisis yaitu dataset 
tweet terjemahan ayat Al-Qur’an bahasa Indonesia sebelum dan sesudah covid-19 
masuk ke Indonesia. Pada tahap ini digunakan untuk menjawab salah satu tujuan 
penelitian yaitu mengetahui hasil topik yang terbentuk dari tweet terjemahan ayat 
Al-Qur’an bahasa Indonesia sebelum dan sesudah covid-19 masuk ke Indonesia.  
Setelah analisis topik, dilakukan validasi hasil topic modelling dengan 
membandingkan kata yang membentuk tiap topik dengan terjemahan ayat yang 
paling mendominasi topik tersebut (Lampiran 1). 
3.3.8 Analisis Data Kuantitatif 
Analisis data kuantitatif atau yang biasa disebut dengan Quantitaive data 
analysis akan dilakukan untuk menganalisis data berbasis angka atau data berbasis 
teks namun dapat diubah menjadi angka tanpa mengurangi makna sedikitpun. 
Penggalian informasi berbasis angka dilakukan dengan memanfaatkan data-data 
yang ada pada dataset tweet terjemahan ayat Al-Qur’an bahasa Indonesia selain 
teks tweet. Dengan memanfaatkan analisis data kuantitatif dapat diperoleh 
informasi seperti hashtag terpopuler, username yang paling aktif, username yang 
paling banyak di-mention dll.  
 



































BAB IV  
HASIL DAN PEMBAHASAN 
4.1 Hasil Crawling Data 
Tahap paling awal pada penelitian ini adalah pengambilan data dengan cara 
crawling data. Crawling data menggunakan bahasa pemrograman python dengan 
library twint untuk menyerap tweet-tweet terjemahan Al-Qur’an  bahasa Indonesia 
yang ada pada twitter. Proses crawling data dilakukan dua kali, yang pertama 
adalah crawling data tweet terjemahan ayat Al-Qur’an bahasa Indonesia sebelum 
covid-19 masuk ke Indonesia dan yang kedua adalah tweet terjemahan ayat Al-
Qur’an bahasa Indonesia setelah covid-19 masuk ke Indonesia. Hasil crawling 
didapatkan  5958 tweet yang merupakan tweet sebelum covid-19 masuk ke 
Indonesia dan 11171 tweet yang merupakan tweet sesudah covid-19 masuk ke 
Indonesia, yang masing-masing mempunyai 37 atribut. Macam atribut setiap tweet 
dan tipe datanya dapat dilihat pada Tabel 4.1. 
Tabel 4.1 Atribut Data Hasil Crawling 
No Atribut Tipe Data 
1 id int 
2 conversation_id int 
3 created_at int 
4 date object 
5 timezone int 
6 place tweet object 
7 language object 
8 hastags object 
9 cashtags object 
10 user_id int 
11 user_id_str int 
12 username object 
13 name object 
14 day object 
15 our object 
16 link object 
17 urls object 
18 photos object 
19 video int 
20 thumbnail object 
21 retweet Object 
22 nlikes int 
 



































23 nreplies int 
24 nretweet int 
25 quote_url object 
26 search object 
27 near float 
28 geo float 
29 source float 
30 user_rt_id float 
31 user_rt float 
32 retweet_id float 
33 reply _to object 
34 retweet_date float 
35 translate float 
36 trans_src float 
Contoh tweet hasil crawling tweet dapat dilihat pada Tabel 4.2 dimana hasil 
yang ditampilkan hanya bagian penting saja yaitu teks tweet karena banyaknya 
atribut yang dimiliki. 
Tabel 4.2 Hasil Crawling Data 
id tweet 
1233711059862724608 
@qs_kahfi Ada channel YouTube yg menampilkan 
dokumentasi Indonesia Tempo Doeloe, termasuk wawancara 
dg bung Hatta   https://t.co/5QthtNfF2k 
1233603225565069312 
Mengapa kamu menyuruh org lain (mengerjakan) kebajikan, 
sedangkan kamu melupakan dirimu sendiri padahal kamu 
membaca Kitab? Tidakkah kamu mengerti? (QS. Al-
Baqarah: 44)  Knp para Nabi sukses sdgkn org lain banyak 
yg gagal?  Lanjut &gt;&gt; 
1233825191672700928 
"Hai orang-orang yang beriman, jadikanlah sabar dan shalat 
sebagai penolongmu, sesungguhnya Allah beserta orang-
orang yang sabar." — QS Al-Baqarah: 153 
1233693418091622400 
Sesungguhnya kehidupan dunia itu hanyalah permainan dan 
senda gurau. Jika kamu beriman serta bertakwa, Allah akan 
memberikan pahala kepadamu, dan Dia tidak akan meminta 
hartamu. (QS Muhammad[47]: 36) 
4.2 Hasil Text Preprocessing 
Proses selanjutnya setelah didapatkan data dan sebelum dilakukan analisis, 
adalah proses text preprocessing untuk membersihkan data dengan maksud untuk 
meningkatkan hasil analisis. Terdapat beberapa langkah pada text preprocessing 
diantaranya adalah : 
 
 



































4.2.1 Choise of Scope 
Setelah dilakukan validasi kebenaran dan kesesuaian agar sesuai dengan 
choise of scope yaitu tanpa ada tambahan pendapat atau kalimat lain yang 
mengikuti terjemahan ayat, diperoleh hasil seperti pada Tabel 4.3 dimana hasil 
penyesuaian tweet dengan Al-Qur’an kemenag diletakkan pada kolom Tweet 
Bersih. Kolom valid menunjukkan kevalidan, full ayat menunjukkan kelengkapan 
terjemahan dan kolom surat, ayat menunjukkan surat dan ayat dalam tweet. 
Tabel 4.3 Hasil Choise of Scope 
Tweet 




@qs_kahfi Ada channel 
YouTube yg menampilkan 
dokumentasi Indonesia 
Tempo Doeloe, termasuk 






- - - 
Mengapa kamu menyuruh 
org lain (mengerjakan) 
kebajikan, sedangkan kamu 
melupakan dirimu sendiri 
padahal kamu membaca 
Kitab? Tidakkah kamu 
mengerti? (QS. Al-
Baqarah: 44)  Knp para 
Nabi sukses sdgkn org lain 
banyak yg gagal?  Lanjut 
&gt;&gt; 
Mengapa kamu 













"Hai orang-orang yang 
beriman, jadikanlah sabar 
dan shalat sebagai 
penolongmu, sesungguhnya 
Allah beserta orang-orang 
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dan salat. Sungguh, 
Allah beserta orang-






dunia itu hanyalah 
permainan dan senda gurau. 
Jika kamu beriman serta 
bertakwa, Allah akan 
memberikan pahala 
kepadamu, dan Dia tidak 
akan meminta hartamu. 
(QS Muhammad[47]: 36) 
Sesungguhnya 
kehidupan dunia itu 
hanyalah permainan 
dan senda gurau. Jika 
kamu beriman serta 
bertakwa, Allah akan 
memberikan pahala 
kepadamu dan Dia 










































Dari proses choise of scope yang sebelumnya pada dataset sebelum covid-19 
berjumlah 5958 tweet berkurang menjadi 4478 tweet, sedangkan dataset setelah 
covid-19 yang sebelumnya berjumlah 11171 tweet berkurang menjadi 9627 tweet. 
Pengurangan tweet dikarenakan tweet tersebut berisi terjemahan ayat Al-Qur’an 
yang tidak valid akibat kesalahan menulis atau berisi bukan terjemahan ayat Al-
Qur’an melainkan tafsir, pendapat dll. 
4.2.2 Cleansing 
Sebagian hasil proses cleansing dapat dilihat pada Tabel 4.4 yang mana 
terlihat data hasil cleansing bersih dari tanda baca, simbol-simbol dan telah sama 
menggunakan huruf kecil. Penggantian kata ganti Allah seperti -Nya -Ku dll juga 
sudah dilakukan dan dapat dilihat perubahannya pada baris ke empat Tabel 4.4. 
Tabel 4.4 Hasil Cleansing 
Tweet Bersih Cleansing 
Mengapa kamu menyuruh orang lain 
(mengerjakan) kebajikan, sedangkan kamu 
melupakan dirimu sendiri, padahal kamu 
membaca Kitab (Taurat)? Tidakkah kamu 
mengerti? 
Mengapa kamu menyuruh orang lain 
mengerjakan kebajikan sedangkan kamu 
melupakan dirimu sendiri padahal kamu 
membaca kitab taurat tidakkah kamu 
mengerti 
Wahai orang-orang yang beriman! 
Mohonlah pertolongan (kepada Allah) 
dengan sabar dan salat. Sungguh, Allah 
beserta orang-orang yang sabar. 
Wahai orang orang yang beriman 
mohonlah pertolongan kepada allah 
dengan sabar dan salat sungguh allah 
beserta orang orang yang sabar 
Sesungguhnya kehidupan dunia itu 
hanyalah permainan dan senda gurau. Jika 
kamu beriman serta bertakwa, Allah akan 
memberikan pahala kepadamu dan Dia 
tidak akan meminta hartamu. 
sesungguhnya kehidupan dunia itu 
hanyalah permainan dan senda gurau jika 
kamu beriman serta bertakwa allah akan 
memberikan pahala kepadamu dan dia 
tidak akan meminta hartamu 
Dan Dia telah memberikan kepadamu 
segala apa yang kamu mohonkan kepada-
Nya. Dan jika kamu menghitung nikmat 
Allah, niscaya kamu tidak akan mampu 
menghitungnya. 
dan dia telah memberikan kepadamu 
segala apa yang kamu mohonkan kepada 
Allah dan jika kamu menghitung nikmat 
allah niscaya kamu tidak akan mampu 
menghitungnya 
4.2.3 Tokenizing 
Proses tokenizing dilakukan pada teks tweet hasil cleansing dimana tweet 
sudah dilakukan pembersihan sebelumnya. Hasil tokenizing pada Tabel 4.5 
menunjukkan bahwa setiap tweet sudah dipisahkan menjadi kumpulan kata yang 
nantinya digunakan pada proses stopword removal untuk dicek satu per satu. 
 



































Tabel 4.5 Hasil Tokenizing 
Cleansing Tokenizing 
mengapa kamu menyuruh orang lain 
mengerjakan kebajikan sedangkan kamu 
melupakan dirimu sendiri padahal kamu 
membaca kitab taurat tidakkah kamu 
mengerti 
['mengapa', 'kamu', 'menyuruh', 'orang', 
'lain', 'mengerjakan', 'kebajikan', 
'sedangkan', 'kamu', 'melupakan', 'dirimu', 
'sendiri', 'padahal', 'kamu', 'membaca', 
'kitab', 'taurat', 'tidakkah', 'kamu', 
'mengerti'] 
wahai orang orang yang beriman 
mohonlah pertolongan kepada allah 
dengan sabar dan salat sungguh allah 
beserta orang orang yang sabar 
['wahai', 'orang', 'orang', 'yang', 'beriman', 
'mohonlah', 'pertolongan', 'kepada', 'allah', 
'dengan', 'sabar', 'dan', 'salat', 'sungguh', 
'allah', 'beserta', 'orang', 'orang', 'yang', 
'sabar'] 
sesungguhnya kehidupan dunia itu 
hanyalah permainan dan senda gurau jika 
kamu beriman serta bertakwa allah akan 
memberikan pahala kepadamu dan dia 
tidak akan meminta hartamu 
['sesungguhnya', 'kehidupan', 'dunia', 'itu', 
'hanyalah', 'permainan', 'dan', 'senda', 
'gurau', 'jika', 'kamu', 'beriman', 'serta', 
'bertakwa', 'allah', 'akan', 'memberikan', 
'pahala', 'kepadamu', 'dan', 'dia', 'tidak', 
'akan', 'meminta', 'hartamu'] 
dan dia telah memberikan kepadamu 
segala apa yang kamu mohonkan kepada 
Allah dan jika kamu menghitung nikmat 
allah niscaya kamu tidak akan mampu 
menghitungnya 
['dan', 'dia', 'telah', 'memberikan', 
'kepadamu', 'segala', 'apa', 'yang', 'kamu', 
'mohonkan', 'kepada', 'allah', 'dan', 'jika', 
'kamu', 'menghitung', 'nikmat', 'allah', 
'niscaya', 'kamu', 'tidak', 'akan', 'mampu', 
'menghitungnya'] 
4.2.4 Stopword Removal 
Pada hasil proses stopword removal terlihat pada Tabel 4.6 banyak sekali 
terjadi pengurangan kata pada setiap tweet dan telah menghapus kata yang sering 
muncul namun kurang bermakna. 
Tabel 4.6 Hasil Stopword Removal 
Tokenizing Stopword Removal 
['mengapa', 'kamu', 'menyuruh', 'orang', 
'lain', 'mengerjakan', 'kebajikan', 
'sedangkan', 'kamu', 'melupakan', 'dirimu', 
'sendiri', 'padahal', 'kamu', 'membaca', 
'kitab', 'taurat', 'tidakkah', 'kamu', 
'mengerti'] 
['menyuruh', 'orang', 'kebajikan', 
'melupakan', 'dirimu', 'membaca', 'kitab', 
'taurat', 'mengerti'] 
['wahai', 'orang', 'orang', 'yang', 'beriman', 
'mohonlah', 'pertolongan', 'kepada', 'allah', 
'dengan', 'sabar', 'dan', 'salat', 'sungguh', 
'allah', 'beserta', 'orang', 'orang', 'yang', 
'sabar'] 
['orang', 'orang', 'beriman', 'mohonlah', 
'pertolongan', 'allah', 'sabar', 'salat', 'allah', 
'beserta', 'orang', 'orang', 'sabar'] 
 



































['sesungguhnya', 'kehidupan', 'dunia', 'itu', 
'hanyalah', 'permainan', 'dan', 'senda', 
'gurau', 'jika', 'kamu', 'beriman', 'serta', 
'bertakwa', 'allah', 'akan', 'memberikan', 
'pahala', 'kepadamu', 'dan', 'dia', 'tidak', 
'akan', 'meminta', 'hartamu'] 
['kehidupan', 'dunia', 'permainan', 'senda', 
'gurau', 'beriman', 'bertakwa', 'allah', 
'pahala', 'kepadamu', 'hartamu'] 
['dan', 'dia', 'telah', 'memberikan', 
'kepadamu', 'segala', 'apa', 'yang', 'kamu', 
'mohonkan', 'kepada', 'allah', 'dan', 'jika', 
'kamu', 'menghitung', 'nikmat', 'allah', 
'niscaya', 'kamu', 'tidak', 'akan', 'mampu', 
'menghitungnya'] 
['kepadamu', 'mohonkan', 'allah', 'menghit




Setelah penerapan proses lemmatization ditemukan kata-kata yang memiliki 
kata dasar yang sama namun memiliki imbuhan yang berbeda. Seperti pada Tabel 
4.7 terlihat kata “mohonlah” pada baris ke dua dan “mohonkan” pada baris ke empat 
dimana walapun mempunyai imbuhan yang berbeda namun mempunyai kata dasar 
yang sama yaitu “mohon”. 
Tabel 4.7 Hasil Lemmatization 
Stopword Removal Lemmatization 
[‘menyuruh’, ‘orang’, ‘kebajikan’, 
‘melupakan’, ‘dirimu’, ‘membaca’, 
‘kitab’, ‘taurat’, ‘mengerti’] 
[‘suruh’, ‘orang’, ‘bajik’, ‘lupa’, ‘diri’, 
‘baca’, ‘kitab’, ‘taurat’, ‘erti’] 
['orang', 'orang', 'beriman', 'mohonlah', 
'pertolongan', 'allah', 'sabar', 'salat', 'allah', 
'beserta', 'orang', 'orang', 'sabar'] 
['orang', 'orang', 'iman', 'mohon', 'tolong', 
'allah', 'sabar', 'salat', 'allah', 'beserta', 
'orang', 'orang', 'sabar'] 
['kehidupan', 'dunia', 'permainan', 'senda', 
'gurau', 'beriman', 'bertakwa', 'allah', 
'pahala', 'kepadamu', 'hartamu'] 
['hidup', 'dunia', 'main', 'senda', 'gurau', 
'iman', 'takwa', 'allah', 'pahala', 'kepada', 
'harta'] 
['kepadamu', 'mohonkan', 'allah', 
'menghitung', 'nikmat', 'allah', 
'menghitungnya'] 
['kepada', 'mohon', 'allah',  'hitung', 
'nikmat', 'allah', 'hitung'] 
4.2.6 Feature Selection 
Hasil proses feature selection seperti pada Tabel 4.8 terlihat tidak terlalu 
banyak menghapus kata dikarenakan sudah banyak kata yang terhapus oleh proses 
sebelumnya. Namun tetap penting untuk diterapkan guna menambah kebersihan 
data. Seperti yang terlihat pada baris ke-dua dan ke-empat pada Tabel 4.8. walaupun 
baris lain tidak mengalami perubahan, namun pada kedua baris itu mengalami 
pengurangan kata walaupun sedikit. 
 



































Tabel 4.8 Hasil Feature Selection 
Lemmatization Feature Selection 
['suruh', 'orang', 'bajik', 'lupa', 'diri', 'baca', 
'kitab', 'taurat', 'erti'] 
['suruh', 'orang', 'bajik', 'lupa', 'diri', 'baca', 
'kitab', 'taurat', 'erti'] 
['orang', 'orang', 'iman', 'mohon', 'tolong', 
'allah', 'sabar', 'salat', 'allah', 'beserta', 
'orang', 'orang', 'sabar'] 
['orang', 'orang', 'iman', 'mohon', 'tolong', 
'allah', 'sabar', 'salat', 'allah', 'orang', 'orang', 
'sabar'] 
['hidup', 'dunia', 'main', 'senda', 'gurau', 
'iman', 'takwa', 'allah', 'pahala', 'kepada', 
'harta'] 
['hidup', 'dunia', 'main', 'senda gurau', 
'iman', 'takwa', 'allah', 'pahala', 'kepada', 
'harta'] 
['kepada', 'mohon', 'allah', 'hitung', 
'nikmat', 'allah', 'hitung'] 
['kepada', 'mohon', 'hitung', 'nikmat', 'allah', 
'hitung'] 
4.3 Hasil Topic Modelling 
Percobaan dalam menentukan jumlah topik yang optimal dilakukan beberapa 
kali percobaan untuk mendapatkan rentang jumlah topik yang tepat dalam 
melakukan analisis. Didapatkan rentang antara 50-150 jumlah topik dengan 
menambah 5 setiap model baru. Rentang jumlah topik tersebut diterapkan pada 
kedua dataset yaitu dataset terjemahan Al-Qur’an bahasa Indonesia sebelum 
maupun setelah covid-19 masuk ke Indonesia. Berikut adalah hasil implementasi 
pseudocode nilai koherensi yang diterapkan pada percobaan jumlah topik 
menggunakan metode LDA dengan variational bayes dan LDA dengan gibbs 
sampling: 
4.3.1 Topic Modelling Sebelum Covid-19 
Berdasarkan Tabel 4.9 cukup sulit untuk mengetahui perbedaan dari setiap 
model yang terbentuk oleh karena itu dilakukan visualisasi Gambar 4.1 untuk 
memudahkan dalam melihat perbedaannya. Terdapat 21 model yang telah terbentuk 
baik pada metode LDA dengan variational bayes maupun dengan gibbs sampling. 
Hasil menunjukkan bahwa nilai koherensi yang terbentuk dengan menggunakan 
LDA dengan gibbs sampling lebih unggul jauh dari pada LDA dengan variational 
bayes. Ini berarti tingkat kedekatan dan kemiripan antar kata menggunakan LDA 
dengan gibbs sampling lebih tinggi. Berdasarkan kategori nilai koherensi pada 
Tabel 3.2 model yang terbentuk pada dataset terjemahan Al-Qur’an Bahasa 
Indonesia sebelum covid-19 menggunakan metode LDA dengan variational bayes 
mulai dari topik ke-50 sampai topik ke 150 hanya masuk pada kategori cukup. 
 



































Sedangkan LDA dengan gibbs sampling kategori berubah dari cukup ke cukup baik 
dimulai dari topik ke-70 sampai topik ke-150. 
Tabel 4.9 Nilai Koherensi Model Sebelum Covid-19 
Number of Topic (Jumlah 
Topik) 
Coherence Score (Nilai Koherensi) 
Sebelum Covid-19 
LDA + Variational Bayes LDA + Gibbs Sampling 
50 0.4793 0.5373 
55 0.4687 0.5393 
60 0.4720 0.5497 
65 0.4619 0.5457 
70 0.4687 0.5602 
75 0.4332 0.5611 
80 0.4325 0.5661 
85 0.4344 0.5653 
90 0.4376 0.5748 
95 0.4366 0.5826 
100 0.4242 0.5714 
105 0.4243 0.5700 
110 0.4233 0.5859 
115 0.4188 0.5714 
120 0.4222 0.5724 
125 0.4229 0.5739 
130 0.4193 0.5790 
135 0.4167 0.5785 
140 0.4152 0.5756 
145 0.4169 0.5825 
150 0.4193 0.5733 
 
Gambar 4.1 Hasil LDA dan LDA dengan Gibbs Sampling Dataset Sebelum 
Covid-19 
 



































4.3.2 Topic Modelling Setelah Covid-19 
Pada Gambar 4.2 pada topik ke-100 nilai koherensi LDA sempat lebih tinggi 
dari LDA dengan gibbs sampling walaupun tidak terpaut jauh. Namun secara 
keseluruhan LDA dengan gibbs sampling tetap memiliki nilai koherensi lebih tinggi 
dari LDA. Berdasarkan kategori nilai koherensi pada Tabel 3.2 dengan 
menggunakan metode LDA dengan variational bayes perubahan kategori model 
dari cukup ke cukup baik dimulai pada topik ke-100. Sedangkan menggunakan 
metode LDA dengan gibbs sampling perubahan kategori model dari cukup ke 
cukup baik dimulai dari topik ke-95. 
Tabel 4.10 Nilai Koherensi Model Setelah Covid-19 
Number of Topic (Jumlah 
Topik) 
Coherence Score (Nilai Koherensi) 
Setelah Covid-19 
LDA + Variational Bayes LDA + Gibbs Sampling 
50 0.4399 0.5042 
55 0.4472 0.5065 
60 0.4616 0.5160 
65 0.4556 0.5315 
70 0.4417 0.5235 
75 0.4683 0.5374 
80 0.4651 0.5331 
85 0.4615 0.5493 
90 0.4913 0.5462 
95 0.5007 0.5544 
100 0.5607 0.5567 
105 0.5589 0.5615 
110 0.5598 0.5709 
115 0.5572 0.5684 
120 0.5595 0.5676 
125 0.5564 0.5770 
130 0.5589 0.5732 
135 0.5549 0.5806 
140 0.5627 0.5846 
145 0.5602 0.5791 
150 0.5570 0.5882 
 Untuk melihat perbandingan yang lebih jelas dilakukan visualisasi grafik 
Tabel 4. Yang dapat dilihat pada Gambar 4.2. 
 




































Gambar 4.2 Hasil LDA dan LDA dengan Gibbs Sampling Dataset Setelah Covid-
19 
 Berdasarkan Gambar 4.2 Terjadi lonjakan yang sangat tajam pada model 
LDA dengan variational bayes pada jumlah topik 100. Dari beberapa percobaan 
yang telah dilakukan menunjukkan bahwa LDA dengan variational bayes selalu 
meningkat tajam pada jumlah topik 100 tergantung pada jumlah data. 
4.4 Hasil Evaluasi Model 
Dari sekian banyaknya percobaan yang telah dilakukan pada tahap topic 
modelling, dilakukan pemilihan jumlah topik yang digunakan untuk dianalisis lebih 
jauh. Berikut adalah evaluasi model sekaligus hasil pemilihan jumlah topik yang 
diterapkan: 
1. Evaluasi Dataset Sebelum Covid-19  
Pemilihan jumlah topik didasarkan pada nilai koherensi tertinggi pada jumlah 
topik dibawah 100 sehingga jumlah topik yang ditetapkan adalah 95 dengan nilai 
koherensi yang menggambarakan model cukup baik yaitu 0,5826. Alasan tidak 
memilih jumlah topik diatas 100 adalah akan terlalu banyak topik yang terbentuk 
sedangkan jumlah data terbilang kecil. Berikut adalah sebagian hasil dari topic 
modelling dataset sebelum covid-19 menggunakan LDA dengan gibbs sampling 







































Tabel 4.11 Contoh Hasil LDA dengan Gibbs Sampling Dataset Sebelum Covid-19 
Id topik Kata yang Menyusun Topik 
66 '0.248*"sayang" + 0.200*"ampun" + 0.136*"keras" + 0.130*"tahu" + 
''0.130*"siksa" + 0.089*"kasih" + 0.020*"sikap" + 0.007*"kepada" + 
''0.005*"lintas" + 0.005*"asuh" 
65 '0.466*"tuhan" + 0.249*"allah" + 0.103*"engkau" + 0.040*"ilah" + 
''0.026*"nafsu" + 0.021*"firman" + 0.016*"perkara" + 0.016*"hawa" + 
''0.016*"khalifah" + 0.011*"muhammad"' 
46 '0.130*"masuk" + 0.114*"neraka" + 0.096*"azab" + 0.082*"surga" + 
''0.071*"kekal" + 0.071*"jahanam" + 0.057*"bunuh" + 0.052*"dalam" + 
''0.034*"murka" + 0.032*"bagi"' 
2 '0.150*"adil" + 0.144*"buruk" + 0.126*"laku" + 0.087*"ajar" + 
0.066*"bajik" ''+ 0.048*"larang" + 0.045*"panggil" + 0.039*"ambil" + 
0.030*"usir" + ''0.024*"tegak"' 
2. Evaluasi Dataset Setelah Covid-19  
Berdasarkan Gambar 4.2 dan Tabel 4.10 terlihat bahwa pada jumlah topik 
mulai dari 90 sampai 110 selalu mengalami kenaikan nilai koherensi LDA dengan 
gibbs sampling walaupun setelah itu mengalami penurunan. Sedangkan pada 
jumlah topik mulai dari 110 sampai 150 selalu mengalami kenaikan dan penurunan. 
Nilai koherensi yang terbentuk pun konsisten dalam rentang kategori model yang 
cukup baik. Oleh karena itu dipilih jumlah topik 110 yang sama-sama pada kategori 
cukup baik dengan nilai koherensi sebesar 0,5709. Sebagian hasil dari topic 
modelling dataset setelah covid-19 menggunakan LDA dengan gibbs sampling 
dengan jumlah topik 110 dapat dilihat pada Tabel 4.12. 
Tabel 4.12 Contoh Hasil LDA dengan Gibbs Sampling Dataset Setelah Covid-19 
Id topik Kata yang Menyusun Topik 
102 '0.966*"allah" + 0.007*"esa" + 0.003*"bajik" + 0.003*"kaum" + 
0.003*"terang" ''+ 0.003*"dzarrah" + 0.002*"syukur" + 0.002*"pikir" + 
0.002*"belakang" + ''0.002*"keluh"' 
67 '0.702*"allah" + 0.097*"tasbih" + 0.090*"pagi" + 0.088*"petang" + 
''0.003*"seraya" + 0.003*"hakikat" + 0.002*"tunggu" + 0.002*"teduh" + 
''0.002*"coba" + 0.002*"allahrban"' 
 



































8 '0.343*"salah" + 0.324*"dosa" + 0.087*"hapus" + 0.042*"larang" + 
''0.037*"jauh" + 0.033*"kerja" + 0.030*"allahta" + 0.029*"bohong" + 
''0.028*"tuduh" + 0.027*"pikul"' 
3 '0.140*"huni" + 0.121*"lemah" + 0.118*"ayat" + 0.066*"iman" + 
0.062*"sifat" ''+ 0.061*"neraka" + 0.058*"maksud" + 0.056*"kepada" + 
0.056*"tentang" + ''0.054*"cipta"' 
4.5 Hasil Analisis dan Validasi Topik 
Untuk mengetahui mengenai hal yang didiskusikan dalam dataset tweet 
terjemahan Al-Qur’an bahasa Indonesia baik sebelum maupun sesudah masuknya 
covid-19 ke Indonesia dilakukan analisis terhadap topik yang mendominasi dalam 
dataset tersebut. Hasil analisis divalidasi kecocokannya antara kata yang 
membentuk topik dengan terjemahan ayat yang mendominasi topik. Contoh analisis 
dan validasi topik dapat dilihat pada Lampiran 1. Analisis dan validasi topik 
dilakukan pada kedua dataset dan dilakukan secara terpisah guna mengetahui 
perbedaannya. Berikut adalah hasil analisis dan validasi topik pada kedua dataset : 
4.5.1 Analisis dan Validasi Topik Dataset Sebelum Covid-19 
1. Bulan 
Agar lebih jelas tren topik yang terbentuk dari waktu ke waktu dilakukan 
analisis topik berdasarkan bulan. Analisis dilakukan pada 5 topik yang paling 
mendominasi setiap bulannya. Hasil kesimpulan topik dan validasi topik 
berdasarkan kedekatan kata yeng terbentuk dapat dilihat pada Tabel 4.13. 










3 2019 82 315 
28 Ibadah dan Kemudahan Valid 
56 
Harapan dan Pertemuan 
dengan Allah 
Valid 
17 Kesombongan Valid 
42 Kesabaran Valid 
82 
Bumi, langit dan 
kebatilan 
Valid 
4 2019 84 332 
26 Kematian Valid 
68 Tipu daya Valid 
42 Kesabaran Valid 
69 Orang yang celaka Valid 
 







































5 2019 85 468 
1 Kegunaan Al-Qur’an Valid 
42 Perintah bersabar Valid 
79 
Berbuat baik dan 
Berbuat kerusakan 
Valid 
21 Pertolongan Valid 
68 Tipu daya Valid 
6 2019 87 363 
42 Perintah bersabar Valid 






40 Orang yang rugi Valid 
61 




7 2019 86 352 
28 Ibadah dan Kemudahan Valid 
73 
Mengingkari ayat dan 
berputus asa 
Valid 
78 Hal yang disukai Valid 
15 
Petunjuk dan Jalan yang 
Lurus 
Valid 
17 Kesombongan Valid 
8 2019 82 354 
53 Melampaui batas Valid 





17 Kesombongan Valid 
73 
Mengingkari ayat dan 
berputus asa 
Valid 
9 2019 85 336 






Kehidupan Dunia yang 
hanya senda gurau dan 
permainan 
Valid 
28 Ibadah dan Kemudahan Valid 
15 
Petunjuk dan Jalan yang 
Lurus 
Valid 
10 2019 84 423 
15 
Petunjuk dan Jalan yang 
Lurus 
Valid 
28 Ibadah dan Kemudahan Valid 
14 - Tidak 
3 


















































78 Hal yang disukai Valid 
39 Kehendak Allah Valid 
55 Derajat orang beriman Valid 
56 
Harapan dan Pertemuan 
dengan Allah 
Valid 
12 2019 85 368 
87 
Kehidupan Dunia yang 
hanya senda gurau dan 
permainan 
Valid 
70 Penegasan agama Valid 
69 Orang yang celaka Valid 
17 Kesombongan Valid 
48 - Tidak 
1 2020 84 400 
56 
Harapan dan Pertemuan 
dengan Allah 
Valid 
78 Hal yang disukai Valid 
58 Musibah Valid 
73 







2 2020 84 388 






78 Hal yang disukai Valid 
86 Dunia dan akhirat Valid 
77 
Doa dengan mengingat 
kehendak dan kuasa 
Allah 
Valid 
3 2020 19 21 
23 Karunia Allah Valid 
29 
Allah maha mendengar 






42 Perintah bersabar Valid 
87 
Kehidupan Dunia yang 
hanya senda gurau dan 
permainan 
Valid 
Dari banyaknya topik yang dianalisis beberapa topik yang mendominasi 
berisi tentang penjelasan ibadah berjumlah 6 dan perintah untuk beribadah 
berjumlah 9 sedangkan topik yang lain masih terkesan acak. Dari 60 Topik yang 
 



































terbentuk 58 topik dinyatakan valid sesuai dengan pengelompokkannya dilihat dari 
kesamaan kata yang terbentuk, sedangkan 2 lainnya dinyatakan tidak valid karena 
pengelompokkan yang terbentuk tidak sesuai. 
2. Tahun 
Dari hasil topic modelling dataset tweet terjemahan Al-Qur’an bahasa 
Indonesia sebelum covid-19 masuk ke Indonesia, jika digambarkan menggunakan 
grafik 20 topik yang mendominasi pada dataset berdasarkan tahun adalah sebagai 
berikut : 
 
Gambar 4.3 Grafik Dominasi Topik Dataset Sebelum Covid-19 
Hasil analisis dan validasi, 5 dari 5 topik dinyatakan valid dan sesuai dengan 
topik yang terbentuk. Jika dilihat dari segi kemiripan kata hasil pengelompokkan 
dapat dinyatakan sudah sesuai. Kesimpulan topik dihasilkan dari hasil analisis dan 
validasi yang dapat dilihat pada Tabel 4.13. 





Surat dan Ayat dalam Topik Kesimpulan Topik 







Ibadah dan Kemudahan 







Harapan dan Pertemuan  
dengan Allah 
42 97 Al-Baqarah  (45) Kesabaran 
 








































15 97 Ali Imran 
Al-Isra'                




(69)   
Petunjuk dan Jalan yang  
Lurus 







Hal yang disukai 
4.5.2 Analisis dan Validasi Topik Dataset Setelah Covid-19 
1. Bulan 
Hasil analisis dan validasi topik berdasarkan kedekatan kata yeng terbentuk 
pada dataset setelah covid-19 berdasarkan bulan dengan menampilkan 5 topik yang 
mendominasi setiap bulannya adalah sebagai berikut : 
































4 2020 99 623 









101 Kesedihan Valid 
34 Ibadah dan Kemudahan Valid 
5 2020 102 693 
30 Allah Maha Mengetahui Valid 
38 
Kehidupan Dunia dan 
Akhirat 
Valid 
57 Kehendak Allah Valid 
 



































101 Kesedihan Valid 
32 
Pengolokan, Pendustaan 
dan Pengingkaran Ayat 
Valid 
6 2020 98 594 
45 
Perintah untuk taat 
kepada Allah dan Rasul 
Valid 
10 Tipu daya Valid 






34 Ibadah dan Kemudahan Valid 
7 2020 97 793 
100 
Orang yang disukai dan 
tidak disukai Allah 
Valid 
81 Seruan agar bertakwa Valid 
58 
Penegasan Allah 










Qur’an sebagai petunjuk 
yang pasti 
Valid 
8 2020 101 874 
34 Ibadah dan Kemudahan Valid 
38 













kaum dan pandangan 
disisi Allah 
Valid 
9 2020 96 784 
86 







34 Ibadah dan Kemudahan Valid 
58 
Penegasan Allah 
pemilik kerjaan langit 
dan bumi 
Valid 
15 Balasan Perbuatan Valid 
10 2020 101 951 
30 Allah Maha Mengetahui Valid 
86 








57 Kehendak Allah Valid 
 





































dan Pengingkaran Ayat 
Valid 
11 2020 97 908 
32 
Pengolokan, Pendustaan 














34 Ibadah dan Kemudahan Valid 
12 2020 102 1012 
46 




Membunuh dan Berlaku 
adil 
Valid 
2 - Tidak 
32 
Pengolokan, Pendustaan 
dan Pengingkaran Ayat 
Valid 
95 
Surga bagi orang 
beriman dan berbuat 
kebajikan 
Valid 
1 2021 104 1005 















dan Pengingkaran Ayat 
Valid 
2 2021 99 832 
32 
Pengolokan, Pendustaan 
dan Pengingkaran Ayat 
Valid 





57 Kehendak Allah Valid 
46 
Penghuni surga dan 
neraka 
Valid 
3 2021 60 80 
94 Perbuatan jahat dan keji Valid 
9 
Perbuatan orang yang 
rugi 
Valid 





26 - Tidak 
 



































Dari 12 bulan dengan masing-masing memiliki 5 topik yang dominan, 3 
dari 60 topik setelah dianalisis dan divalidasi dinyatakan tidak valid namun tetap 
memiliki kemiripan kata. Dinyatakan tidak valid karena walaupun terdapat 
kesamaan kata namun memiliki makna yang jauh berbeda sehingga sulit untuk 
diambil kesimpulan topiknya. Hasil dari topik yang paling mendominasi terdapat 6 
topik tentang ibadang dan 9 topik berisi perintah. Walaupun mempunyai jumlah 
topik perintah yang sama namun yang membedakan adalah pada dataset sebelum 
covid-19 perintang lebih condong pada perintah beragama sedangkan pada dataset 
setelah covid-19 lebih condong pada perintah meminta tolong, memohon ampunan 
dan perintah untuk taat. 
2. Tahun 
Seperti yang dilakukan sebelumnya, untuk melihat topik yang mendominasi 
dataset, pada dataset tweet terjemahan ayat Al-Qur’an bahasa Indonesia sebelum 
covid-19 masuk ke Indonesia juga digambarkan menggunakan grafik untuk 
melihat topik yang mendominasi berdasarkan tahun lebih mudah. Berikut adalah 
20 topik yang mendominasi dataset setelah covid-19 berdasarkan tahun: 
 
Gambar 4.4 Grafik Dominasi Topik Dataset Setelah Covid-19 
Analisis dan validasi topik yang mendominasi dataset terjemahan ayat Al-
Qur’an bahasa Indonesia setelah covid-19 masuk ke Indonesia setelah dicocokkan 
dengan terjemahan dan kata yang membentuk topik didapatkan hasil bahwa 5 dari 
5 topik dinyatakan valid dan sesuai dengan topik yang terbentuk. Jika dilihat dari 
 



































segi kemiripan kata hasil topik yang terbentuk sudah sesuai. Berikut adalah 
kesimpulan topik setelah dilakukan analisis dan validasi: 





Ayat dalam Topik Kesimpulan Topik 
32 184 Al-An’am         
Al-Qalam            





Pengolokan, Pendustaan dan 
Pengingkaran Ayat 
34 181 Al-Isra'                
Asy-Syarh 





Ibadah dan Kemudahan 







Allah Maha Mengetahui 
57 174 Al-Ankabut         
Al-Baqarah         




(75)   
Kehendak Allah 
38 171 Gafir 
Al-Baqarah         





Kehidupan Dunia dan Akhirat 
4.6 Analisis Data Kuantitatif 
Selain melakukan penelitian mengenai topic modelling juga dilakukan 
analisis tambahan yaitu analisis data kuantitatif atau yang biasa disebut quantitaive 
data analysis. Analisis ini memanfaatkan data data lain berbasis angka atau teks 
yang dapat diubah menjadi angka tanpa mengurangi sedikitpun makna. Hasil 
analisis menghasilkan beberapa informasi diantaranya adalah sebagai berikut : 
1. Top User 
Pada dataset tweet sebelum covid-19 ditemukan 1805 pengguna yang berbeda 
sedangkan pada dataset tweet setelah covid-19 ditemukan 2037 pengguna yang 
berbeda. Top user atau pengguna yang paling aktif dalam melakukan tweet 
terjemahan Al-Qur’an bahasa Indonesia baik sebelum maupun sesudah covid-19 
 



































masuk ke Indonesia diurutkan menjadi 10 pengguna paling aktif yang dapat dilihat 
pada Tabel 4.17. 
Tabel 4.17 Analisis Data Kuantitatif Top User 
No 
Sebelum Covid-19 Setelah Covid-19 
Username Jumlah Tweet Username 
Jumlah 
Tweet 
1 DoaIndah  829 TerjemahQuran 4966 
2 Quranandhadist 155 DoaIndah 801 
3 TerjemahQuran 143 KutipanIslami  154 
4 ayosholawat  132 kumpulanasihat 97 
5 Ayang_Utriza 119 Innayaputri72 82 
6 darmi_ar 116 AnisSholehB  79 
7 laluindrawadi   104 SantapanMinda  69 
8 TeladanRasul    79 bbg_alilmu  66 
9 KutipanIslami   79 quranandhadist      61 
10 SantapanMinda   74 Qs_Manu 51 
Untuk memudahkan dalam melihat perbedaan dan perbandingan data Tabel 
4.7 disajikan menggunakan grafik seperti yang ada pada Gambar 4.12. 
(a)  (b)  
Gambar 4.5 Grafik Top User Dataset Sebelum Covid-19 (a) dan Setelah Covid-19 
(b) 
Berdasarkan Tabel 4.17 TerjemahQuran pada dataset sebelum covid-19 
hanya melakukan tweet sebanyak 143 tweet dalam 1 tahun sedangkan pada dataset 
setelah covid-19 mengalami peningkatan yang sangat drastis hingga mencapai 4966 
 



































tweet dalam 1 tahun. Ini berarti adanya covid-19 dapat meningkatkan keaktifan 
akun dalam melakukan tweet.  
2. Hashtag Terbanyak 
Kegunaan hashtag tidak hanya sebagai trend atau kata kunci pencarian semata 
namun juga berfungsi dalam mengelompokkan tweet-tweet yang telah terposting. 
Berikut adalah hashtag terbanyak yang digunakan dalam dataset tweet terjemahan 
ayat Al-Qur’an bahasa Indonesia baik sebelum maupun sesudah covid-19 masuk ke 
Indonesia : 
Tabel 4.18 Analisis Data Kuantitatif  Hashtag terbanyak 
No 







1 #TeladanRasul 80 #JumatBerkah 31 
2 #Quran 71 #Quran' 25 
3 #JumatBerkah 52 #JKWSumberMasalah 24 
4 #QuranHour 36 #XKwavers 13 
5 #RamadhanditvOne 30 #ProudMuslims 13 
6 #quran 25 #SayaPercayaFPI 2 
7 #denaihati 20 #KPOP 12 
8 #Ramadan 15 #DDQuote 11 
9 #IstiqamahDalamDakwah 11 #css 11 
10 #RZInspirasi 11 #html 11 
 
Terlihat bahwa sebelum covid-19 masuk ke Indonesia belum ada hashtag 
yang menandakan dan terkait dengan politik, setalah covid-19 masuk ke Indonesia 
terlihat 1 hashtag yang mencolok dan tentu saja sangat berkaitan dengan politik 
yaitu #JKWSumberMasalah walaupun dengan jumlah yang tidak terlalu banayak. 
Disisi lain penggunaan hashtag juga berkurang pada saat setelah covid-19, padahal 
jumlah dataset setelah covid hampir dua kali lipat lebih banyak dari dataset sebelum 
covid-19. Visualisasi Tabel 4.18 menjadi wordcloud dapat dilihat pada Gambar 4.6. 
 



































(a)      (b)          
Gambar 4.6 Wordcloud Hashtag Terbanyak Dataset Sebelum Covid-19 (a) dan 
Setelah Covid-19 (b) 
3. Akun yang Paling Banyak Di-Mention 
Akun yang paling banyak di-mention menandakan suatu tweet ditujukan 
kepada akun yang di-mention tersebut. Hasil analisis dapat dilihat pada Tabel 4.19 
yang berisi 10 akun yang paling sering di-mention. 
Tabel 4.19 Analisis Data Kuantitatif Akun Paling Banyak di-Mention 
No 







1 @na_dirs 23 @JiaJee 64 
2 @prabowo 21 @NblRana 64 
3 @jokowi 14 @Tahir 64 
4 @KPU_ID 13 @qs_ 62 
5 @sandiuno 13 @M 57 
6 @Qs_Manu 13 @shah_NM 55 
7 @sahaL_AS 11 @Hijab_e_Ishq 50 
8 @MtuPombe 9 @Mahar 45 
9 @mas__piyuuu 9 @IFB_ 43 
10 @ustadtengkuzul 8 @Ah_sabr 42 
 
Berdasarkan Tabel 4.9 sebelum covid-19 terdapat beberapa nama yang sering 
terdengar dan sangat erat kaitannya dengan politik, sedangkan setelah covid-19 
 



































akun yang sering di-mention lebih terlihat acak dan tidak adanya unsur politik. 
Setelah ditelusuri lebih jauh enam username pertama pada tabel sebelum covid-19 
merupakan akun yang berkaitan erat dengan pemilu yang diselengarakan pada 
tahun 2019. Walaupun username pertama bukan merupakan akun dari calon 
presiden namun akun yang dimiliki oleh Gus Nadhirsyah Hosen dengan jumlah 
follower sebesar 381 ribu tersebut turut aktif dalam menyuarakan hal-hal yang 
berkaitan dengan politik. Dilihat dari banyaknya username yang memiliki unsur 
politik pada dataset sebelum covid-19 terlihat ketidak sinkronan pada hasil analisis 
hashtag terbanyak dataset sebelum covid-19. Walaupun sama-sama berasal dari 
dataset yang sama pada 10 hashtag terpopuler sebelum covid-19 tidak ditemukan 
unsur politik satu pun. Setelah dianalisis ulang dan dilihat dengan jumlah hashtag 
popular yang ditambah, ditemukan bahwa terdapat 1 hashtag yang berkaitan erat 
dengan politik yaitu #KhilafahSolusiHakiki dengan jumlah 9. 1 hashtag di tweet 
pada bulan januari 2020 sedangkan 8 hashtag lainnya ditweet pada Juli 2019 (2 
bulan setelah berlangsungnya pemilu 2019). Hal ini menunjukkan bahwa hashtag 
berunsur politik dengan tweet berisi terjemahan ayat Al-Qur’an kurang popular 
dibandingkan dengan melakukan mention pada akun yang berunsur politik pada 
dataset sebelum covid-19. Berikut adalah wordcloud akun yang paling banyak di-
mention: 
 (a)               (b)  
Gambar 4.7 Wordcloud Akun Paling Banyak di-Mention Dataset Sebelum Covid-
19 (a) dan Setelah Covid-19 (b) 
 
 



































4. Surat Terpopuler 
Analisis surat terpopuler dalam dataset dimaksudkan untuk mengetahui surat 
yang paling banyak di-tweet pada masa baik sebelum maupun sesudah covid-19 
masuk ke Indonesia. Hasil analisis surat terpopuler dalam dataset dapat dilihat pada 
Tabel 4.20. 
Tabel 4.20 Analisis Data Kuantitatif Surat Terpopuler 
No 







1 Al-Baqarah 505 Al-Baqarah 1807 
2 Ali Imran 427 Ali Imran 653 
3 Al-Isra' 254 Al-Isra’ 625 
4 An-Nisa' 241 An-Nisa' 363 
5 Al-Ma'idah 162 Al-A'raf 320 
6 Al-An'am 149 An-Nur 255 
7 Al-Hujurat 124 Gafir 226 
8 Al-A'raf 121 Al-Ma'idah 224 
9 Al-Ankabut 118 Ibrahim 205 
10 At-Talaq 114 Al-Ahzab 197 
 
(a)  (b)   
Gambar 4.8 Grafik Surat Terpopuler Dataset Sebelum Covid-19 (a) dan Setelah 
Covid-19 (b) 
Berdasarkan Gambar 4.8 terlihat jelas bahwa surat Al-Baqarah, Ali Imron, 
Al-Isra’ dan An-Nisa’ merupakan surat yang selalu menjadi surat yang paling 
 



































populer. Surat lain seperti Al-Ma’idah dan Al-A’raf tetap menjadi favorit pada 
kedua dataset namun memiliki peringkat yang berbeda. 
5. Perbandingan Kelengkapan Terjemahan 
Pada saat validasi ayat pada proses choise of scope dilakukan pengecekan 
terjemahan ayat satu persatu untuk mengetahui kevalidan terjamahan ayat yang ada 
pada tweet. Selain kevalidan juga dicek kelengkapan terjemahan pada tweet apakah 
berisi terjemahan ayat penuh atau hanya potongan ayat. Dengan begitu dapat 
dilakukan analisis perbandingan kelengkapan terjemahan ayat pada dataset 
terjemahan ayat Al-Qur’an baik sebelum maupun sesudah covid-19 masuk ke 
Indonesia. 
Tabel 4.21 Analisis Data Kuantitatif Perbandingan Kelengkapan Terjemahan 
Dataset 
Kelengkapan Terjemahan Ayat 
Penuh Potongan 
Sebelum Covid-19 2569 1909 
Setelah Covid-19 5653 3972 
 
Berdasarkan Tabel 4.21 terlihat bahwa terjemahan potongan ayat cukup 
banyak di-tweet baik pada sebelum maupun sesudah covid-19 masuk. Hal ini tentu 
cukup menghawatirkan apabila potongan ayat tersebut disalahgunakan dan disalah 
artikan. Sebab kemungkinan terjemahan potongan ayat memiliki makna yang 
kurang lengkap. Berikut adalah pie chart hasil analisis data kuantitatif kelengkapan 
terjemahan baik dataset sebelum maupun sesudah covid-19 masuk ke Indonesia: 
(a)  (b)  
Gambar 4.9 Pie Chart Perbandingan Kelengkapan Terjemahan 
6. Perbandingan Kevalidan Terjemahan 
Perbandingan kevalidan terjemahan dilakukan dengan maksud untuk 
mengetahui perbandingan jumlah tweet yang memiliki terjemahan yang valid, tidak 
 



































valid hingga yang bukan merupakan terjemahan ayat. Hasil analisis data kuantitatif 
untuk perbandingan kevalidan terjemahan dapat dilihat pada Tabel 4.22. 
Tabel 4.22 Analisis Data Kuantitatif Perbandingan Kevalidan Terjemahan Ayat 
Dataset 
Kevalidan Terjemahan Ayat 
Valid Tidak Valid Bukan Terjemahan 
Sebelum Covid-19 4478 61 1418 
Setelah Covid-19 9625 192 1346 
 
Yang dimaksud dengan bukan terjemahan dalam Tabel 4.19 adalah tweet 
yang bukan berisi terjemahan melainkan berisi pendapat atau tafsir mengenai suatu 
ayat atau berisi tweet-tweet lain yang tidak sesuai dengan choise of scope yang telah 
ditentukan. Pada proses pengecekan kevalidan pemberian label tidak valid rata-rata 
mempunyai kesalahan dalam penulisan surat atau ayat sedangkan isi tweet 
sebenarnya adalah terjemahan suatu ayat Al-Qur’an. Grafik yang menggambarkan 
Tabel 4.19 adalah sebagai berikut :  
(a)  (b)  
Gambar 4.10 Pie Chart Perbandingan KevalidanTerjemahan 
7. Ayat yang Paling Banyak Dibagikan (retweet) 
Berbeda dengan ayat terpopuler, analisis juga dilakukan untuk ayat yang 
paling banyak di-retweet atau paling banyak dibagikan. Berikut adalah 10 ayat yang 
paling banyak dibagikan pada twitter: 
Tabel 4.23 Analisis Data Kuantitatif Ayat yang Paling Banyak Di-Retweet 
No 







1 Ali Imran  (185) 55922 Al-Ankabut (3) 25139 
2 Yusuf (87) 10738 Ali Imran (169) 20034 
3 Ali Imran (173) 4338 An-Naml (65) 14416 
4 Al-Isra' (7)  4200 Al-Furqan (53) 10897 
 



































5 Al-Hujurat (11)  2977 Al-An'am (32) 8523 
6 Al-Ankabut (45)  2645 Ibrahim (7)  6561 
7 Ibrahim (42)  2049 Al-Furqan (74)  6290 
8 Al-Mutaffifin (1)  1821 Al-Baqarah (201)  5778 
9 An-Nisa' (48)  1786 At-Tin (4)  4454 
10 Fatir (27) 1668 Al-Ankabut (2)  4414 
 
Dapat dilihat pada Tabel 4.23 jumlah retweet ayat yang paling banyak di-
retweet melebihi jumlah ayat terpopuler yang ada pada dataset. Terlihat bahwa pada 
dataset sebelum covid-19 surat Ali Imron ayat 185 dibagikan sampai 55922 kali, 
berdasarkan hasil analisis Ali Imron (185) berisi topik mengenai kematian: setiap 
jiwa akan merasakan mati. Sedangkan pada dataset sebelum covid-19 Surat Al-
Ankabut ayat 3 diretweet sebanyak 25139,yang jika berdasarkan hasil analisis berisi 
topik mengenai iman yang diuji. Dari 2 ayat yang paling banayak di-retweet saja 
dapat dilihat bahwa adanya covid-19 mempengaruhi ayat yang paling banyak 
dibagikan yaitu perpindahan dari ayat tentang kematian (bisa saja termasuk ayat 
acak karena tanggal tweet pada 23-04-2019, sebelum ada covid-19) menuju ayat 
tentang iman yang diuji (dengan datangnya wabah penyakit covid-19). Grafik 
gambaran Tabel 4.12 dapat dilihat pada Gambar 4.11. 
(a) (b)  
Gambar 4.11 Ayat Paling Banyak di-Retweet Dataset Sebelum Covid-19 (a) dan 
Setelah Covid-19 (b) 
 
 



































8. Ayat yang Paling Banyak Disukai (Like) 
Hampir sama seperti ayat yang paling banyak di-retweet. Analisis juga 
dilakukan pada ayat yang paling banyak di-like atau disukai. Barikut adalah hasil 
analisis data kuantitatif pada ayat yang paling banyak disukai : 
Tabel 4.24 Analisis Data Kuantitatif Ayat yang Paling Banyak Di-Like 
No 







1 Ali Imran  (185) 34286 Ali Imran  (169) 25139 
2 Yusuf  (87) 8771 An-Naml  (65) 20034 
3 Ali Imran  (173) 8270 Al-Ankabut (3) 14416 
4 An-Nisa' (48) 5214 Al-Furqan (53) 10897 
6 Al-Ankabut (45) 5017 At-Tin (4) 6561 
7 Ali Imran (26) 4978 Al-Furqan (74) 6290 
8 Az-Zumar (22) 4805 Ibrahim (7) 5778 
9 Fatir (27) 4545 Al-An'am  (32) 4454 
10 Al-Anfal (46) 4386 Al-Baqarah (286) 4414 
(a) (b)  
Gambar 4.12 Ayat Paling Banyak di-Like Dataset Sebelum Covid-19 (a) dan 
Setelah Covid-19 (b) 
Ayat Ali Imran (185) selain menjadi ayat yang paling banyak disukai juga 
paling banyak dibagikan pada dataset sebelum covid-19, dengan isi topik mengenai 
kematian: setiap jiwa akan merasakan mati. Sedangkan pada dataset setelah covid-
 



































19 Ali Imron (169) berisi tentang rizeki dan mati syahid. Tentu saja jika dilihat 
berdasarkan situasi adanya covid-19 banyak sekali korban baik korban kematian 
maupun korban yang mengalami penutupan usaha. 
9. Ayat yang Paling Banyak Dikomen (Reply) 
Selain ayat yang paling banyak di-retweet, di-like hasil analisis juga 
menghasilkan 10 ayat yang paling banyak di-reply atau dikomentari. Hasil analisis 
dapat dilihat pada Tabel 4.25. 
Tabel 4.25 Analisis Data Kuantitatif Ayat yang Paling Banyak Di-Reply 
No 







1 Ali Imran  (54) 1119 Ali Imran  (169) 1906 
2 An-Nisa' (4) 1017 Al-Ankabut (3) 1303 
3 Al-Hajj  (40) 708 Ali Imran  (36) 1069 
4 Ali Imran  (185) 578 An-Naml  (65) 451 
5 An-Nisa'  (48) 380 Al-Baqarah  (153) 386 
6 Al-Kafirun (6) 211 At-Taubah  (73) 309 
7 Ali Imran (102) 203 Al-Baqarah  (152) 279 
8 Al-Isra' (32) 200 Al-Baqarah  (286) 265 
9 Ali Imran  (27) 162 Az-Zariyat  (49) 262 
10 Ibrahim  (42) 160 Al-Baqarah  (41) 235 
 
Ali Imran selain menjadi surat yang paling banyak disukai juga merupakan 
surat yang paling banyak di-reply atau dikomentari. Terlihat bahwa pada dataset 
setelah covid-19 Ali Imran (169) selain menjadi ayat yang paling banyak disukai 
juga merupakan ayat yang paling banyak dikomentari, yaitu berisi topik mengenai 
rizeki dan mati syahid. Sedangkan Ali Imran (54) pada dataset sebelum covid-19 
berdasarkan hasil analisis berisi tentang Allah sebagai sebaik-baik perencana. 
Perubahan ini juga dapat dijadikan bukti adanya perubahan topik pengekspreisan 
keagamaan secara online. Berikut adalah gambaran grafik berdasarkan Tabel 4.25: 
 



































(a) (b)  
Gambar 4.13 Ayat Paling Banyak Di-Reply Dataset Sebelum Covid-19 (a) dan 
Setelah Covid-19 (b) 
4.7 Pembahasan 
Metode LDA yang merupakan metode topic modelling yang unggul tetapi 
tetap dapat ditingkatkan performasinya dengan teknik inferensi yang tepat yaitu 
gibbs sampling. Hal ini terbukti pada hasil yang telah dilakukan setelah 
membandingkan nilai koherensi model dari metode yang sama yaitu LDA namun 
menggunakan teknik inferensi yang berbeda yaitu variational bayes. Selain itu 
LDA dengan gibbs sampling menghasilkan model yang cukup baik dengan nilai 
koherensi 0,5826 pada dataset sebelum covid-19 dan 0,5709 pada dataset setelah 
covid-19. Jika di presentasekan dari keseluruhan topik yang dianalisis yaitu 150 
topik, 5 diantaranya dinyatakan tidak valid (3,3%) dan 145 (96,7%) dinyatakan 
valid. 
Hasil analisis dan validasi topik pada dataset sebelum covid-19 walaupun 
terdapat topik yang mengarah tentang kematian, tentang hal-hal buruk, namun 
jumlahnya tidak melibihi dari setengah topik yang dianalisis. Sedangkan terlihat 
pada hasil analisis dan validasi topik pada dataset setelah covid-19 lebih dari 
setegah topik yang dianalisis lebih mengarah pada peringatan dosa dan hal-hal lain 
yang dapat dijadikan renungan dosa atau kesalahan diri. Hal ini menunjukkan 
 



































bahwa keasadaran masyarakat dalam merenungi kesalahan diri untuk dapat 
bertahan dengan adanya pandemi covid-19. Seperti pada penelitian yang berjudul 
Sosialisasi Dakwah Melalui Media Informasi Teknologi Dengan Tema Pemahaman 
Sikap Muslim Menghadapi Musibah Pandemi Covid-19 melakukan penelitian 
dengan membuat video berisi pesan pendek mengenai sikap muslim dalam 
menghadapi musibah covid-19 (Santosa & Darodjatun, 2021). Hasil yang diperoleh 
video dapat ditonton lebih dari 300 kali dan 25 respon yang menunjukkan bahwa 
akan tetap bersabar dalam menjalankan musibah covid-19. Dari penelitian tersebut, 
terlihat bahwa jika dakwah dilakukan secara manual (membuat pertemuan) dengan 
300 orang tentu sangatlah sulit mengingat aturan social distancing yang diterapkan, 
namun dengan hanya pesan singkat dapat menyampaikan dengan mudah 
tersampaikan kepada 300 orang dan mendapat respon yang sesuai dengan pesan 
yang disampaikan. Penelitian ini dapat dijadikan sebagai rujukan, pedoman dan 
motivasi dalam menyebarkan pengekspresian keagamaan secara online dengan 
maksud dapat dijangkau dan mendapat respon yang baik dari masyarakat. Motivasi 
lain dalam menyebarkan keagamaan secara online adalah mengingat bahwa ajaran 
agama islam merupakan ajaran yang lengkap dan sesuai dengan segala kondisi 
zaman terbukti bahwa terdapat banyak rujukan yang dapat digunakan dalam 
menghadapi pandemi covid-19 (Sahid et al., 2020). 
Surat terpopuler hasil nalisis pada Tabel 4. Menunjukkan bahwa baik pada 
dataset sebelum maupun setelah covid-19 6 dari 10 surah merupakan surat dengan 
kategori madaniyah dan 4 lainnya masuk dalam kategori makkiyah. Berdasarkan 
ciri-ciri dari kategori madaniyah lebih banyak membahasa tentang hukum-hukum, 
penjelasan ibadah, muamalah, berhubungan dengan sekitar dll, serta peneguhan 
dari hukum syarak (Baharudin & Jamil, 2016; Soleh, 2002). Sedangkan ciri-ciri 
kategori makkiyah lebih pada ketauhidan dan kisah para nabi dan rosul terdahulu 
(Baharudin & Jamil, 2016; Soleh, 2002). Dilihat dari ciri-ciri tersebut dapat 







































BAB V  
PENUTUP 
5.1. Kesimpulan 
Beberapa kesimpulan yang dapat diambil setelah dilakukannya penelitian 
adalah: 
1. Penerapan LDA dengan gibbs sampling pada dataset terjemahan ayat Al-
Qur’an bahasa Indonesia baik sebelum maupun sesudah covid-19 masuk ke 
Indonesia memiliki nilai koherensi yang cukup baik yaitu 0,5826 dan 0,5709. 
Dataset sebelum covid-19 dengan jumlah data sebanyak 5958 tweet setelah 
dilakukan text preprocessing berkurang menjadi 4478 data tweet, membentuk 
topik yang optimal pada jumlah  ke 90. Sedangkan dataset setelah covid-19 
mempunyai data sebanyak 11171 dan berkurang setelah proses text 
preprocessing menjadi 9627 menghasilkan topik optimal yang terbentuk 
berjumlah 110 topik. Hasil validasi keseluruhan topik berjumlah 150 topik, 5 
diantaranya dinyatakan tidak valid (3,3%) dan 145 (96,7%) dinyatakan valid. 
2. Analisis topik terpopuler dalam dataset sebelum covid-19 yang paling 
mendominasi adalah 6 topik tentang pembahasan ibadah, 9 topik berisi perintah 
beribadah dan lainnya berisi topik-topik acak dalam Al-Qur’an, sedangkan 
dataset setelah covid-19 6 topik tentang ibadah 9 topik tentang meminta tolong, 
memohon ampunan dan perintah untuk taat dan topik lainnya berisi tentang 
penimpaan musibah dan azab, dosa dan penghapusan kesalahan dll.  
3. Analisis kuantitatif data menghasilkan beberapa informasi diantaranya adalah: 
a. Adanya covid-19 meningkatkan jumlah tweet terjemahan yang dilakukan 
oleh pengguna dan menambah pengguna aktif dalam men-tweet 
terjemahan ayat Al-Qur’an. 
b. Berkurangnya jumlah hashtag yang digunakan pada dataset setelah covid-
19. Namun berbeda dengan dataset sebelum covid-19 yang tidak terdapat 
hashtag berunsur politik pada dataset setelah covid-19 terdapat hashtag 
yang berunsur politik walaupun tidak berjumlah banyak. 
 



































c. Akun yang paling banyak di-mention pada dataset sebelum covid-19 
terdapat beberapa akun yang berunsur politik sedangkan dataset setelah 
covid-19 tidak. 
d. Surat terpopuler baik pada dataset sebelum maupun setelah covid-19 
adalah Al-Baqarah, Ali Imran, Al-Isra’ dan An-Nisa’ 
e. Hampir setengah dataset berisi potongan terjemahan ayat Al-Qur’an bukan 
terjemahan lengkap. 
f. Dataset sebelum maupun setelah covid-19 >75% berisi terjemahan ayat 
Al-Qur’an yang valid. 
g. Terjadi perubahan topik ayat pada dataset sebelum ke setelah covid-19 
yang paling banyak diretweet, like maupun reply. 
5.2. Saran 
Berdasarkan proses dan hasil penelitian yang telah dilakukan, saran yang 
dapat diusulkan untuk penelitian selanjutnya adalah sebagai berikut: 
1. Menganalisis variabel yang mempengaruhi LDA agar nilai koherensi yang 
dihasilkan dapat lebih tinggi dari nilai koherensi LDA dengan gibbs 
sampling. 
2. Menganalisis variabel yang menyebabkan lonjakan tajam pada LDA dengan 
variational bayes. 
3. Melakukan analisis dan validasi topik lebih objektif. 
4. Membandingkan metode LDA lain untuk mengetahui metode terbaik dari 
LDA.
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