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Abstract
This paper consists of two parts. In the ﬁrst part, we proved the global existence of weak
solutions of a strongly coupled quasilinear parabolic system in Rn using weak compactness
method. In the second part, we considered the electrochemistry model studied in Choi and Lui
(J. Differential Equations 116 (1995) 306) where the Poisson equation governing the electric
potential is replaced by a local electro-neutrality condition. In one space dimension, the
equations for the model is of the form considered in the ﬁrst part of this paper except that
the coefﬁcient matrix is discontinuous at places where all the charged ions vanish.
We approximate the equations by nicer operators and pass to the limit to obtain global
existence of weak solutions. The non-negativity of weak solutions and L2-stability of the
steady-state solutions are also shown under additional hypotheses.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
A strongly coupled elliptic or parabolic system is one for which the equations are
coupled in the highest derivatives terms. Such type of equations appear frequently in
biology and chemistry, for example, the well-known chemotaxis model where the
population not only diffuses but also follows the gradient of the chemotatic agent [11].
A considerable amount of work have been done for this model. A more recent example
is the cross-diffusion model introduced by Shigesada et al. [13]. This is an extension of
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the classical competition model where the two species move as a result of population
pressure that are under intra- and interspeciﬁc interferences. Global existence of
solutions to this model in higher space dimensional is still an open problem if cross-
diffusion is present in both species. A third example of a strongly coupled parabolic
system is the electrochemistry model which we shall study in detail in this paper.
Strongly coupled systems are notoriously difﬁcult to treat. Many of the standard
results such as those found in [10] are not valid for a strongly coupled system. For
example, there is no maximum principle nor DeGiorgi–Nash–Moser type estimates
unless the system has special structures.
This paper consists of two parts. In the ﬁrst part, we shall prove a global existence
theorem for weak solutions of a quasilinear strongly coupled parabolic system using
Schauder ﬁxed-point theorem. The key step in the proof is an integral estimate on
the difference quotience in time of the Galerkin approximating solutions (see Lemma
3.1). The second part of this paper is devoted to proving the global existence and
asymptotic behavior of solutions of an electrochemistry model where the charged
ions are assumed to satisfy the electro-neutrality condition. Because of this
condition, in one space dimension, the system can be transformed to a form for
which the theory from the ﬁrst part can be applied except for the fact that the
coefﬁcient matrix is discontinuous at places where all the charged ions vanish. We
circumvent this difﬁculty by constructing an approximating systems of equations
and then pass to the limit. The key step to the proof is a linear algebra result (Lemma
6.1) which implies parabolicity and allow the construction of a Lyapunov functional.
We now begin the ﬁrst part of our paper.
2. Strongly coupled quasilinear parabolic systems
Consider the following strongly coupled quasilinear system:
@vi
@t
¼
Xn
c¼1
Xm
j¼1
@
@xc
a
ij
cðvÞ
@vj
@xc
 
; i ¼ 1;y; m; ð2:1Þ
where v ¼ ðv1;y; vmÞ and for each c; AcðvÞ ¼ ðaijcðvÞÞ is an m  m matrix that
satisﬁes the following hypotheses:
(H1) AcðvÞ is continuous in vARm:
(H2) There exists a m40 such that
/AcðvÞn; nSXmjnj2 for all n; vARm:
Here, /; S denotes inner-product in Rm:
(H3) There exists a constant L40 such that jaijlðvÞjpL for all vARm:
Let O be a region in Rn with smooth boundary and let QT ¼ O ð0; T : A weak
solution of (2.1) with zero Neumann boundary conditions is deﬁned as a function v
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such that
viAL2ð½0; T ; H1ðOÞÞ; v0iAL2ð½0; T ; H1ðOÞÞ for i ¼ 1;y; m ð2:2Þ
and
Z T
0
Z
O
/v0; fS dx dt ¼ 
X
c
Z T
0
Z
O
AcðvÞ @v
@xc
;
@f
@xc
 
dx dt ð2:3Þ
for all test functions f such that ziAL2ð½0; T ; H1ðOÞÞ: Here, v0i is the weak derivative
in time of the function vi and H
1ðOÞ denotes the dual space of H1ðOÞ: In Appendix
B, we shall present several equivalent deﬁnitions of weak solutions. The initial
condition for our weak solution is
vðx; 0Þ ¼ v0ðxÞAL2ðOÞ: ð2:4Þ
We shall employ the following notation throughout this paper: /u; vS ¼Pmi¼1uivi
for vectors u ¼ ðu1;y; umÞ; v ¼ ðv1;y; vmÞ; jjujj ¼ /u; uS
1
2 and QT ¼ O ð0; T : If u
depends on xAO; then jjujjLpðOÞ ¼ ð
Pm
i¼1
R
O juiðxÞjp dxÞ
1
p: For scalar-valued function
f ;
R
QT
f ¼ R T0 RO f ðx; tÞ dx dt: For any normed vector space B of functions deﬁned on
O; we let
jjwjjLpð½0;T ;BÞ ¼
Z T
0
jjwð; tÞjjpB dt
 1
p
:
The main result of the ﬁrst half of this paper is the following
Theorem 2.1. Suppose hypotheses (H1)–(H3) are satisfied. Then given any T40; there
exists a weak solution v of Eq. (2.1) with zero Neumann boundary conditions in QT
satisfying the initial condition (2.4). Furthermore, there exists a constant C40
independent of T such that v satisfies the inequality
max
0ptpT
jjvðtÞjjL2ðOÞ þ jjvjjL2ð½0;T ;H1ðOÞÞ þ jjv0jjL2ð½0;T ;H1ðOÞÞpC: ð2:5Þ
We begin with the following
Lemma 2.1. Let the conditions in Theorem 2.1 be satisfied and let vi; i ¼ 1;y; m; be
smooth solutions to Eqs. (2.1) that satisfy the zero Neumann boundary conditions. ThenP
i
R
O v
2
i dx is non-increasing for 0otoT :1
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Proof. From Eq. (2.1), we have
@
@t
Z
O
v2i dx ¼ 2
Z
O
vi
@vi
@t
dx
¼ 2
X
c;j
Z
O
vi
@
@xc
a
ij
cðvÞ
@vj
@xc
 
dx
¼  2
X
c;j
Z
O
@vi
@xc
a
ij
cðvÞ
@vj
@xc
dx:
Summing over i; we have, from (H2),
@
@t
X
i
Z
O
v2i dx
 !
¼ 2
X
c
Z
O
/AcðvÞwc;wcS dxp0 ð2:6Þ
where wc ¼ ð@v1@xc;y;
@vm
@xc
Þ: The proof of our lemma is complete. &
3. Proof of Theorem 2.1
The proof uses Schauder ﬁxed-point theorem and consists of three steps. The ﬁrst
step is to deﬁne an operator S on a set SC½L2ðQTÞm such that S :S-S: Let
S ¼ fvA½L2ðQTÞm j jjvijjL2ðQT ÞpM for i ¼ 1;y; mg; ð3:1Þ
where M is a constant to be determined later. Let vAS and consider the linear
system
@wi
@t
¼
Xn
c¼1
Xm
j¼1
@
@xc
a
ij
cðvÞ
@wj
@xc
 
; i ¼ 1;y; m ð3:2Þ
with zero Neumann boundary conditions and initial condition (2.4). To prove the
existence of solutions to this system, We employ the Galerkin method described in [7,
Chapter 7].
Let f %wZg be an orthogonal basis of H1ðOÞ and an orthonormal basis of L2ðOÞ: For
each positive integer k; let wk be a m-dimensional vector with components
wki ðx; tÞ ¼
Xk
Z¼1
dki;ZðtÞ %wZðxÞ; i ¼ 1;y; m: ð3:3Þ
To satisfy the initial data, we choose dki;Z such that
dki;Zð0Þ ¼
Z
O
vi0ðxÞ %wZðxÞ dx; i ¼ 1;y; m; Z ¼ 1;y; k:
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For wk to be a weak solution of (3.2), we must have
Z
O
/½wk0; fS dx ¼ 
X
c
Z
O
AcðvÞ @w
k
@xc
;
@f
@xc
 
dx ð3:4Þ
for all test functions f: Let f be a vector with zero components except the ith-
component where ziðxÞ ¼ %wpðxÞ: Substituting (3.3) into (3.4), we obtain
½dki;p0ðtÞ ¼ 
Xm
j¼1
Xk
Z¼1
e
i;p
j;ZðtÞ dkj;ZðtÞ; i ¼ 1;y; m; p ¼ 1;y; k; ð3:5Þ
where
e
i;p
j;ZðtÞ ¼
Xn
c¼1
Z
O
a
i;j
c ðvÞ
@ %wZ
@xc
@ %wp
@xc
dx:
From our hypotheses, jei;pj;ZðtÞj is bounded on ½0; T  so that (3.5) has a unique
absolutely continuous solution on ½0; T : This implies that wk exists for each k: We
now state an estimate for wk but omit the proof since it is very similar to the proof in
[7, Theorem 2, Chapter 7.1] making use of our hypotheses. This estimate will be
referred to as the energy estimate for the rest of this paper. The energy estimate is
max
0ptpT
jjwkðtÞjjL2ðOÞ þ jjwkjjL2ð½0;T ;H1ðOÞÞ þ jj½wk0jjL2ð½0;T ;H1ðOÞÞpC; ð3:6Þ
where C depends on the initial data v0 and the constants in our hypotheses but not
on v; T or k: The energy estimate also implies that jjwkjj
V
1;0
2
ðQT ÞpC:
2
From the energy estimate (3.6), there exists a subsequence of fwkg; denote the
same, and a function wAL2ð½0; T ; H1ðOÞÞ;w0AL2ð½0; T ; H1ðOÞÞ such that
wk,w weakly in L2ð½0; T ; H1ðOÞÞ;
½wk0,½w0 weakly in L2ð½0; T ; H1ðOÞÞ
as k-N: Thus, (3.4) is satisﬁed for all f with components of the form ziðx; tÞ ¼PN
j¼1 f
i
j ðtÞ %wjðxÞ if kXN: Integrating (3.4) with respect to t; (2.3) is satisﬁed for the
same set of functions f: Now let k-N so that (2.3) holds for the weak limit w: Since
the set of functions f of the above form is dense in the space L2ð½0; T ; H1ðOÞÞ; w is a
weak solution to (3.2). It can be shown that w is unique and also satisﬁes the energy
estimate. Let M ¼ C ﬃﬃﬃﬃTp in (3.1) where the constant C is deﬁned in (3.6). Let S be the
operator deﬁned on S by Sv ¼ w as in (3.2). Then SðSÞCS:
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The second step is to prove that S is a continuous operator on ½L2ðQT Þm: Let
vðnÞ-v as n-N in ½L2ðQTÞm and let wðnÞ ¼ SvðnÞ; w ¼ Sv: We need to show that
wðnÞ-w as n-N in ½L2ðQTÞm:
We begin by writing down the equivalent deﬁnition of a weak solution to (3.2) (see
(B.3) in the Appendix with obvious modiﬁcations to a system). For any test function
f and 0otoT ;

Z
O
/w; fS dxþ
Z
O
/v0; fðx; 0ÞS dxþ
Z
Qt
/w; ftS dx dt
¼
X
c
Z
Qt
AcðvÞ @w
@xc
;
@f
@xc
 
dx dt:
Subtracting this equation from a similar equation with w; v replaced by wðnÞ; vðnÞ;
respectively, we obtain, since wðnÞðx; 0Þ ¼ wðx; 0Þ ¼ v0ðxÞ;

Z
O
/wðnÞ  w; fS dxþ
Z
Qt
/wðnÞ  w; ftS dx dt
¼
X
c
Z
Qt
AcðvðnÞÞ @w
ðnÞ
@xc
AcðvÞ @w
@xc
;
@f
@xc
 
dx dt:
Let f ¼ wðnÞ  w and using the fact that for all n and c;
AcðvðnÞÞ @ðw
ðnÞ  wÞ
@xc
;
@ðwðnÞ  wÞ
@xc
 
X0;
we have
1
2
Z
O
/wðnÞ  w;wðnÞ  wS dx
p
X
c
Z
Qt
ðAcðvðnÞÞ AcðvÞÞ@w
@xc
;
@ðwðnÞ  wÞ
@xc
 
dx dt
p
X
c
Z
QT
ðAcðvðnÞÞ AcðvÞÞ @w
@xc




2
dx dt
 !1
2

Z
QT
@ðwðnÞ  wÞ
@xc




2
dx dt
 !1
2
: ð3:7Þ
The last term on the right of the above inequality is bounded uniformly in n because
the constant C in the energy estimate (3.6) is independent of vðnÞ: On the other hand,
since vðnÞ converges to v in L2ðQTÞ; any subsequence of fvðnÞg contains a further
subsequence fvðnjÞg that converges to v a.e. on QT as j-N: From (H1),
jjðAcðvðnjÞÞ AcðvÞÞ @w@xcjj goes to zero pointwise a.e. in QT : From (H3) and the
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fact that w satisﬁes the energy estimate, dominated convergence theorem implies that
the ﬁrst term on the right of (3.7) goes to zero as j-N: Since every subsequence goes
to the same limit, the entire sequence must also converges to zero. Hence, the left-
hand side of (3.7) goes to zero uniformly in ½0; T  as n-N: Integrating both sides of
(3.7) from 0 to T ; we have
jjwðnÞ  wjj2L2ðQT Þ-0 as n-N
which shows that S is continuous on ½L2ðQTÞm:
The third and ﬁnal step is to prove that S is a compact operator on ½L2ðQTÞm: We
need the following result which is a special case of [10, Chapter 3, Theorem 4.2].
Proposition 3.1. Let u be a weak solution to the equation
@u
@t
¼
X
i;j
@
@xi
aijðx; tÞ @u
@xj
 
þ
X
i
@fi
@xi
in QT
in the sense of (B.1) with initial data u0: Suppose there exists C140 such that
1=C1paijðx; tÞpC1 in QT ; fiAL2ðQTÞ and u0AL2ðOÞ: Then there exists C240 such
that
Z Th
0
Z
O
½uðx; t þ hÞ  uðx; tÞ2
h
dx dtpC2 for 0phpT : ð3:8Þ
The constant C2 depends only on C1; jj fijjL2ðQT Þ and jju0jjL2ðOÞ:
We postpone the proof of this proposition until the end of this section.
Let fvZg be a bounded sequence in ½L2ðQT Þm and let wZ ¼ SvZ be the weak
solution to (3.2) as described above. Then the ith-component of wZ satisﬁes the
equation
@wZ;i
@t
¼
X
c
@
@xc
aiicðvZÞ
@wZ;i
@xc
 
þ FZ;i; ð3:9Þ
where
FZ;i ¼
X
c
@
@xc
X
jai
a
ij
cðvZÞ
@wZ;j
@xc
 !

X
c
@fZ;i;c
@xc
:
From our hypotheses and the energy estimate (3.6),
R
QT
½ fZ;i;c2 dx dt is bounded
independently of Z: Also, the initial data are identical for all Z and belong to L2ðOÞ:
Therefore, from Proposition 3.1, we have
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Lemma 3.1. There exists C340 such that
Z Th
0
Z
O
½wZ;iðx; t þ hÞ  wZ;iðx; tÞ2
h
dx dtpC3 for i ¼ 1;y; m ð3:10Þ
uniformly in Z for 0phpT :
This lemma will help us prove that S is a compact operator. To simplify notation,
ﬁx i and let qZ ¼ wZ;i: We shall show that a subsequence of fqZg converges in L2ðQT Þ:
Let Q1T !Q
2
T !?!Q
n
T !?!QT be a sequence of regions chosen such that
jjqZjjL2ðQT \QnT Þp
1
10n for all Z:
3 To see why this can be done, for example, on the strip
O ð0; t1Þ; we have
jjqZjj2L2ðOð0;t1ÞÞp
Z t1
0
jjqZð; tÞjj2L2ðOÞ dtp max½0;T  jjqZð; tÞjjL2ðOÞ
 2
t1pC2 t1
because of the energy estimate (3.6). Thus, we can make this smaller than 1
40n
by
choosing t1 sufﬁciently small independently of Z: Let Os be a region inside O chosen
such that each point on its boundary is of distance s from @O: Fix pAð2; 2n
n2Þ if n42
and any p42 if n ¼ 1 or 2: Then on the complement Ocs  ½0; T ; we have, from
Ho¨lder’s inequality, Sobolev inequality and the energy estimate (3.6),
jjqZjj2L2ðOcs½0;T Þp jvol ðO
c
sÞjðp2Þ=p
Z T
0
Z
Ocs
qpZ dx
 !2=p
dt
pC4 jvol ðOcsÞjðp2Þ=p
Z T
0
jjqZð; tÞjj2H1ðOÞ dt
pC4C jvol ðOcsÞjðp2Þ=p:
Hence, this term is less than 1
40n
if s is sufﬁciently small. The above expanding regions
with the desired properties can therefore be constructed.
Recall that we are trying to extract a subsequence of fqZg that converges in
L2ðQT Þ: Let Cs denote the standard molliﬁer and let qsZ ¼ Cs  qZ: Then the
sequence fqsZg is uniformly bounded and equicontinuous on QnT for each s and n (see
[7, p. 273]). We claim that for each n;
jjqsZ  qZjjL2ðQn
T
Þ-0 uniformly in Z as s-0: ð3:11Þ
Assuming (3.11) for the moment, let sð0Þ be any positive number and let q1;Z ¼ qZ for
all Z: Suppose that sðn  1Þ and the sequence fqn;Zg have been chosen, from (3.11)
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choose sðnÞpsðn  1Þ so small that
jjqsðnÞn;Z  qn;ZjjL2ðQn
T
Þp
1
10n
for all Z: ð3:12Þ
With this sðnÞ; apply Arzela–Ascoli theorem to extract a subsequence of fqsðnÞn;Z g in Z;
labeled as fqsðnÞnþ1;ZgCfqsðnÞn;Z g; such that fqsðnÞnþ1;Zg converges uniformly on QnT : In
particular, there exists an NnXn such that
jjqsðnÞnþ1;j  qsðnÞnþ1;kjjL2ðQnT Þp
1
10n
for all j; kXNn: ð3:13Þ
We have thus deﬁned sðnÞ and the sequence fqnþ1;Zg:
We now show that the diagonal sequence fqn;ng converges in L2ðQTÞ by showing
that it is a Cauchy sequence. Let d40 be given and choose an integer p40 such that
1
p
pd: Then,
jjqn;n  qm;mjjL2ðQT Þpjjqn;n  qm;mjjL2ðQpT Þ þ jjqn;n  qm;mjjL2ðQT \QpT Þ: ð3:14Þ
The second term on the right of (3.14) is no greater than 2
10p
because of the way we
deﬁne Q
p
T : If n; m are greater than Np; then fqn;Zg being a subsequence of fqpþ1;Zg
implies that qn;n ¼ qpþ1; %n where %n4n: Similarly, qm;m ¼ qpþ1; %m where %m4m: The ﬁrst
term on the right of (3.14) can be estimated by
jjqn;n  qm;mjjL2ðQp
T
Þp jjqpþ1; %n  qsðpÞpþ1; %njjL2ðQpT Þ þ jjq
sðpÞ
pþ1; %n  qsðpÞpþ1; %mjjL2ðQpT Þ
þ jjqsðpÞpþ1; %m  qpþ1; %mjjL2ðQpT Þp
3
10p
because of (3.12) and (3.13). Therefore,
jjqn;n  qm;mjjL2ðQT Þp
5
10p
pd
2
if m; nXNp
and fqn;ng converges in L2ðQT Þ which implies that S is a compact operator on
½L2ðQTÞm: From the Schauder ﬁxed-point theorem, S has a ﬁxed point inS which is
a solution to Eq. (3.2). The proof of Theorem 2.1 is complete.
Proof of (3.11). Let dðs; y; sÞ ¼ fs2ðjyj2 þ s2Þg14; then
jqsZðx; tÞ  qZðx; tÞjp
Z
fjyj2þs2p1g
Cðy; sÞ qZðx sy; t  ssÞ  qZðx; tÞ
dðs; y; sÞ


 dðs; y; sÞ dy ds:
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Applying Schwarz inequality to the above and using the fact that
R
C ¼ 1; we have
jqsZðx; tÞ  qZðx; tÞj2p
Z
fjyj2þs2p1g
Cðy; sÞ qZðx sy; t  ssÞ  qZðx; tÞ
dðs; y; sÞ


2
 d2ðs; y; sÞ dy ds: ð3:15Þ
We estimate the integral over QnT of the middle term on the right of (3.15) by
2
Z
Qn
T
qZðx sy; t  ssÞ  qZðx; t  ssÞﬃﬃﬃﬃﬃﬃﬃ
sjyp j


2
dx dt
þ 2
Z
Qn
T
qZðx; t  ssÞ  qZðx; tÞﬃﬃﬃﬃﬃ
ss
p


2
dx dt: ð3:16Þ
The second term in (3.16) is, for each ﬁxed n; bounded uniformly in Z as s-0
because of Lemma 3.1. Using the facts that
qZðx sy; t  ssÞ  qZðx; t  ssÞ ¼ sy 
Z 1
0
rqZðx tsy; t  ssÞ dt
and qZ has a uniform V
1;0
2 ðQTÞ norm bound, we can bound the ﬁrst term of (3.16) in
a similar fashion. Thus, (3.16) is bounded above by a positive constant C5
independently of Z and s: From (3.15), we haveZ
Qn
T
jqsZðx; tÞ  qZðx; tÞj2 dx dtpC5
Z
fjyj2þs2p1g
Cðy; sÞsðjyj2 þ s2Þ12 dy ds
psC5: ð3:17Þ
The proof of Eq. (3.11) is complete. &
Proof of Proposition 3.1. The proposition is a statement about the regularity in the
time direction for weak solutions of a linear partial differential equation. A stronger
result may be found in [10, Chapter 3, Theorem 4.2]. The proof there actually shows
that the term on the left of (3.8) goes to zero as h-0: Here, we only need
boundedness but we need to know what the bound depends on.
For a given function g; let
ghðx; tÞ ¼ h1
Z tþh
t
gðx; sÞ ds: ð3:18Þ
We claim that if gAL2ðQTÞ; then
jjghjjL2ðQThÞp2 jjgjjL2ðQT Þ: ð3:19Þ
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To see this, apply Schwarz’s inequality and interchange the order of integrations to
obtain
Z
QTh
1
h
Z tþh
t
gðx; sÞ ds
 2
dx dtp 1
h
Z
O
Z Th
h
Z s
sh
g2ðx; sÞ dt ds dxþ B
p
Z
O
Z Th
h
g2ðx; sÞ ds dxþ B
p jjgjj2L2ðQT Þ þ B;
where
B ¼ 1
h
Z
O
Z h
0
Z s
0
g2ðx; sÞ dt ds dxþ 1
h
Z
O
Z T
Th
Z Th
sh
g2ðx; sÞ dt ds dx:
It is clear that Bp2jjgjj2L2ðQT Þ so that (3.19) is valid.
Since u is a weak solution to the equation in Proposition 3.1, we have,Z
QT
u0 z dx dt ¼ 
Z
QT
F  rz dx dt ð3:20Þ
where Fi ¼
P
j a
ijðx; tÞ @u@xj þ fi and z is a test function. From (B.5) in the appendix, we
have Z
O
ðuhÞtz dx ¼ 
Z
O
Fh  rz dx for 0otoT : ð3:21Þ
Let z ¼ uðx; t þ hÞ  uðx; tÞ in (3.21). Then integrating (3.21) from 0 to T  h; we
have
Z
QTh
½uðx; t þ hÞ  uðx; tÞ2
h
dx dt ¼ 
Z
QTh
Fhðx; tÞ  ½ruðx; t þ hÞ  ruðx; tÞ dx dt:
Proposition 3.1 then follows from (3.19) and our hypotheses since jjrujjL2ðQT Þ may in
turn be bounded by the bounds on aij; jj fijjL2ðQT Þ and jju0jjL2ðOÞ:
4. Non-negativity of solutions
Proposition 4.1. Let v be a weak solution to Eq. (2.1) in QT with zero Neumann
boundary conditions and initial data v0X0: Suppose the matrices Ac; c ¼ 1;y; n have
the properties that aiicðvÞX0 for i ¼ 1;y; m and vip0 implies that aijcðvÞ ¼ 0 for all
jai: Then vX0 in QT :
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Proof. For any function u; deﬁne ½u ¼ u if uo0 and 0 otherwise. Suppose vio0
in some region in QT : Then from the equivalent deﬁnition of weak solution (B.3), we
haveZ
O
vi z dx
Z
O
vi0 zðx; 0Þ dx
Z
Qt
vi zt dx dt ¼ 
X
l;j
Z
Qt
a
ij
cðvÞ
@vj
@xl
@z
@xl
dx dt:
Let z ¼ ½vi: Then from our hypotheses on aijc ; we have
1
2
Z
O
ð½viÞ2 dx ¼ 
X
l
Z
QT
aiicðvÞ
@½vi
@xl
 2
dx dtp0:
Hence,
R
QT
ð½viÞ2 dx dtp0 which is a contradiction. Thus, vX0 in QT : The proof of
our lemma is complete. &
Remark. The solutions of a strongly coupled parabolic system may become negative
even though the initial data are positive everywhere. Consider the following system
of equations:
ut ¼ 2uxx þ vxx;
vt ¼ vxx þ 2vxx;

ð4:1Þ
on the unit interval with zero Neumann boundary conditions and smooth initial data
compatible with the boundary conditions. Standard estimates ([12]) show that the
solutions are smooth up to the parabolic boundary. Let uðx; 0Þ ¼ u0ðxÞX0 and
vðx; 0Þ ¼ v0ðxÞ40: Suppose u0 ¼ 0 in a neighborhood of x ¼ 12; and v0xxð12Þo0: Then
from (4.1a), utð12; 0Þ ¼ v0xxð12Þ ¼ do0: Since u is smooth, there exists e40 such that
utð12; tÞp d2 for 0ptpe: Thus uð12; eÞp de2 : Now let U ¼ u þ de4 and V ¼ v: Then U
and V satisfy (4.1) and have positive initial data. However, Uð1
2
; eÞp de
4
o0: Thus
maximum principle does not hold for strongly coupled system.
5. An electrochemistry model
We now apply the results from the previous sections to an electrochemistry model
in one space dimension.
Consider a mixture of charged particles in a solution. The densities of the charged
particles (in mol/l) in the solution are denoted by u1;y; um and the negative of the
electric ﬁeld strength is denoted by E: Each species has a characteristic mobility
constant Oi such that its velocity under the inﬂuence of the electric ﬁeld is given
by Oi zi E where zi is its charge. The charge zi must be integer-valued, and may
be positive, negative or zero. The species also diffuse with diffusion constants
di40; i ¼ 1;y; m: It is frequently assumed that Oi ¼ m di for all i where m40: This is
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called the Einstein relation. Under the above assumptions, the ﬂux of species i is
given by Fi ¼ di ðui;x þ m zi ui EÞ: A simple population balance yields the ﬁrst set of
m equations for following system. Eq. (5.1b) is called the electro-neutrality condition
which is a common assumption in electrochemistry.
@ui
@t
¼ di @
@x
@ui
@x
þ mziuiE
 
; xA½0; 1; i ¼ 1;y; m;P
ziui ¼ 0:
8<
: ð5:1Þ
We assume zero-ﬂux boundary conditions
@ui
@x
þ mziuiE ¼ 0; at x ¼ 0; 1; t40 ð5:2Þ
and initial conditions
uiðx; 0Þ ¼ ui0ðxÞX0; i ¼ 1;y; m: ð5:3Þ
By absorbing m into zi; we may assume that m ¼ 1: Also, if we multiply (5.1a) by zi
and sum over i; we obtain
P
zi Fi;x ¼ 0: From (5.2),
P
zi Fi ¼ 0: Rearranging, we
obtain
E ¼ 
P
diziui;xP
diz
2
i ui
if
X
diz
2
i ui40: ð5:4Þ
Note that if all the di’s are equal, then E ¼ 0 from (5.4) and (5.1b) and our system
becomes uncoupled. We may assume that zia0 for all i since if zi ¼ 0; then ui is
uncoupled from the system.
If we multiply (5.1a) by zi and then substitute (5.4) into the result, we obtain the
system
@vi
@t
¼
X
j
@
@x
aijðvÞ@vj
@x
 
; i ¼ 1;y; m; ð5:5Þ
where vi ¼ ziui and
aijðvÞ ¼ didij  dizividjP
dkzkvk
: ð5:6Þ
This system is of the form (2.1).4 The matrix A ¼ ðaijðvÞÞ can be written as
A ¼ ðI  x 1TÞD;
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where D ¼ diagðd1;y; dmÞ; 1T ¼ ð1;y; 1Þ; and oi ¼ dizivi=
P
dkzkvk: In matrix
notation, Eq. (5.5) is
vt ¼ ðAðvÞvxÞx ð5:7Þ
and the electro-neutrality condition is tantamount to
/1; vS ¼ 0: ð5:8Þ
For boundary conditions, if we multiply (5.2) by zi and sum over i; we obtain, for
positive solutions,
E ¼ 0; @vi
@x
¼ 0 at x ¼ 0; 1; i ¼ 1;y; m: ð5:9Þ
The steady-state solutions u˜i; i ¼ 1;y; m and E˜ are easy to ﬁnd for this model.
Replacing @ui=@t by 0 in (5.1) and integrating the resulting equations, we have, from
(5.2), u˜i;x þ ziu˜iE˜ ¼ 0 on ½0; 1: Multiplying this equation by zi and summing over i;
we have E˜ ¼ 0 on ½0; 1: Therefore, the steady-state solutions are E˜ ¼ 0 and u˜i equals
to a constant for i ¼ 1;y; m:
The above initial–boundary value problem (5.1)–(5.3) has been studied by the
authors in [4] with (5.1b) replaced by the Poisson equation
E
@E
@x
¼ 
X
ziui ð5:10Þ
and prescribed electric potentials at the two end points. They showed that the
steady-state solutions to Eqs. (5.1a) and (5.10) are unique and globally asympto-
tically stable. Similar results have also been obtained by the authors for the
two space dimension case [5]. However, if we replace (5.10) by the electro-neutrality
condition, then no global existence of time-dependent solutions is known. Amann
and Renardy proved in [1] the local existence of smooth solutions for a class of
models which included the above. They posted the existence of global solution
as an open problem in their paper. In this paper, we shall prove a similar but
weaker result than [4] under the conditions that the diffusion coefﬁcients are
sufﬁciently close to each other and the charges zi; i ¼ 1;y; m satisfy certain sign
conditions.
The above model may be generalized in various ways. For example, Fang and Ito
have studied the steady-state solutions of the above model with nonlinear diffusion
[8]. Also, if constant potentials are maintained externally at the two endpoints, then
the ﬂux at the two endpoints will depend on these constants and fð0; tÞ;fð1; tÞ:
There may also be dissociation–association reactions inside the electrolyte and
electrochemical reactions at the boundary electrodes. Such models have been studied
by the authors in [2,3].
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The main results of the second half of this paper are the following.
Theorem 5.1. Let the diffusion coefficients satisfy the inequality
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj ðdi  djÞ
2
q
omdmin þ Sdiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m  1p ; ð5:11Þ
where dmin ¼ minfdig: Let the initial data u0X0 belong to ½L2ðOÞm; satisfy zero
Neumann boundary conditions and the electro-neutrality condition on O: Suppose also
that there exists a positive integer k such that zkzjo0 for all jak: Define
ðui=
P
k dkz
2
kukÞð@uj=@xÞ ¼ 0 at any point ðx; tÞ where uk are non-negative for all k
and
P
k dkz
2
kuk ¼ 0:5 Then there exists a non-negative weak solutions to equations (5.1)
satisfying boundary conditions (5.2) and initial condition (5.3).
Theorem 5.2. Let the diffusion coefficients satisfy inequality (5.11). Let u be a weak
solution to Eq. (5.1) satisfying boundary conditions (5.2) and initial data (5.3). Then
lim
t-N
jjuið; tÞ  CijjL2ðOÞ ¼ 0 for i ¼ 1;y; m;
where Ci ¼
R
O ui0ðxÞ dx:
The organization of the rest of this paper is as follows. In Section 6, we prove a linear
algebra result which implies that (5.5) is uniformly parabolic in some subspace of Rm:
Since aijðvÞ is discontinuous at the origin (see (5.6)), we deﬁne in Section 7 a family of
approximating systems that do not have such problem and apply Theorem 2.1 to prove
that these approximating systems have global solutions. In Section 8, we use these
approximating solutions to prove Theorem 5.1 and we prove Theorem 5.2 in Section 8.
6. A linear algebra result
Lemma 6.1. Let D ¼ diagðd1;y; dmÞ where di40: Let A ¼ I  r1T where 1 ¼
ð1;y; 1Þ; r ¼ ðr1;y; rmÞ with riX0 and Sri ¼ 1: Suppose d1;y; dm satisfy (5.11).
Then there exists m40; independent of r; such that /D1ADv; vSXm/v; vS for all
/v; 1S ¼ 0:
Proof. See Appendix A. &
Remark. The above lemma is not true without some closeness condition of the di’s.
For example, let di ¼ 1 for i ¼ 2;y; m and d141 and m42: Then with rk deﬁned as
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P
dkz
2
kuk ¼ 0 implies that uk ¼ 0 and ukx ¼ 0 for all k: Since jui=
P
k dkz
2
kukj is bounded,
we may deﬁne ðui=
P
k dkz
2
kukÞujx ¼ 0 at the point where the denominator vanishes.
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above, we have
lðrkÞ ¼ 1
2
1þ 1
mdk
Xm
i¼1
di  1
m
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj ðdi  djÞ
2
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm  1
d2k
s" #
¼ 1
2
1þ d1 þ m  1
mdk
 1
m
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm  1Þðd1  1Þ2
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m  1
d2k
s" #
¼ 1
2
1þ d1 þ m  1
mdk
 ðm  1Þðd1  1Þ
mdk
 
which is negative for sufﬁciently large d1:
7. Approximating systems of equations
In this section, we deﬁne our approximating systems and prove that they possess
global solutions.
Proposition 7.1. Let d1;y; dm satisfy (5.11) and suppose that zia0 for all i: Let eiX0
for all i but not all of them are zero. Then given T40; there exists a weak solution to
the following system of equations:
@vei
@t
¼ @
@x
di
@vei
@x

X
j
didjz
2
i ð½vei=ziþ þ eiÞP
k dkz
2
kð½vek=zkþ þ ekÞ
@vej
@x
( )
; i ¼ 1;y; m in QT ð7:1Þ
satisfying the boundary conditions
@vei
@x
¼ 0 at x ¼ 0; 1 ð7:2Þ
and the initial conditions
vei ðx; 0Þ ¼ vi0ðxÞ ¼ ziui0ðxÞ in O; ð7:3Þ
where the vi0’s are assumed to be smooth, satisfy the boundary conditions (7.2) and the
electro-neutrality condition X
i
vei0ðxÞ ¼ 0: ð7:4Þ
Proof. Let gei ðvÞ ¼ zið½v=ziþ þ eiÞ where ½uþ ¼ u if u40 and 0 otherwise. Deﬁne
oei ¼ dizigei ðvei Þ=
X
dkzkg
e
kðvekÞ; i ¼ 1;y; m;
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then (7.1) may be written as
@vei
@t
¼ @
@x
di
@vei
@x

X
j
oei dj
@vej
@x
( )
; i ¼ 1;y; m:
Since not all ei ¼ 0; oei is well deﬁned. Note that oeiX0 and
P
oei ¼ 1: Let AeðvÞ ¼
ðI  xe1TÞ: Then 1 is a left eigenvector for the matrix AeD corresponding to the
eigenvalue 0: Deﬁne K ¼ fzARm j/z; 1S ¼ 0g: Since /D1; 1S40; D1 is not in K
and we can decompose Rm ¼K"S where S ¼ spanfD1g: Let
A˜eðvÞ ¼ AeðvÞD þ 1
/D1; 1S
ðI  AeðvÞDÞD1 1T ; ð7:5Þ
then
A˜ev ¼ A
eDv for v in K;
v for v in S:

ð7:6Þ
It is obvious that A˜e : K-K and A˜e : S-S: This, together with the deﬁnition of S;
imply that
/D1A˜eu; vS ¼ /D1A˜ev; uS ¼ 0 for all uAS and vAK: ð7:7Þ
Lemma 7.1. There exists a m140 such that for any wAR
m;
/D1A˜ew;wSXm1/w;wS: ð7:8Þ
Proof. Given wARm; we decompose w ¼ uþ v where uAS and vAK: Because of the
properties of xe; Lemma 6.1 is valid for Ae: From (7.7) we have
/D1A˜ew;wS ¼/D1A˜eu; uSþ/D1A˜ev; vS
X/D1u; uSþ m/v; vS
X 2m1ð/u; uSþ/v; vSÞ;
where 2m1 ¼ minfm; 1=d1;y; 1=dmg40: Since /w;wSp2/u; uSþ 2/v; vS; the
proof of the lemma is complete. &
Consider the following system of equations:
wt ¼ ðA˜eðwÞwxÞx ð7:9Þ
with zero ﬂux boundary conditions and initial condition wðx; 0Þ ¼ v0ðxÞ: From (7.5)
and the properties of xe; it is clear that A˜e satisﬁes hypotheses (H1) and (H3).
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Furthermore, Lemma 7.1 implies that (H2) is satisﬁed with Ac in (H2) equals to
D1A˜e: The proof of Theorem 2.1 can easily be carried over by using the weighted
dot product /D1; S: From Theorem 2.1, there exists a weak solution we to
Eq. (7.9).
To show that we satisﬁes the electro-neutrality condition /we; 1S ¼ 0; let the test
function in the deﬁnition of weak solution of (7.9) (see (3.4)) be of the form f ¼ z 1:
Then from (7.5) and the fact that ½AeT1 ¼ 0; we have
Z
QT
Xm
i¼1
wei
 !0
z dx dt ¼ 
Z
QT
Xm
i¼1
wei
 !
x
zx dx dt:
Since z is arbitrary,
Pm
i¼1 wi is the weak solution of the heat equation with zero
Neumann boundary condition and zero initial data and it must be zero. Thus,
/we; 1S ¼ 0: From this and (7.6), we can replace A˜e by AeD in Eq. (7.9). The proof
of Proposition 7.1 is complete. &
In Proposition 7.1, e only needs to satisfy the conditions eiX0 for i ¼ 1;y; m and
not all zero. In the next lemma, e have to be chosen according to the signs of
zi; i ¼ 1;y; m deﬁned in Theorem 5.1.
Lemma 7.2. Let the hypotheses of Theorem 5.1 be satisfied. Let ei ¼ 0 for i ¼
1;y; m; iak and let ek40 where k is defined in Theorem 5.1. Then the solution of the
approximating system (7.1) satisfies vej=zjX0 a.e. for all j:
Proof. Without loss of generality, we may assume that k ¼ 1 and z140 so that zjo0
for j ¼ 2;y; m: Let uej ¼ vej=zj: Then from (7.1), ue satisﬁes
@uei
@t
¼
Xm
j¼1
@
@x
aijðueÞ@u
e
j
@x
 
; i ¼ 1;y; m;
where
aijðueÞ ¼ didij  didjzizjð½u
e
i þ þ eiÞP
dkz
2
kð½uekþ þ ekÞ
:
It is clear that aiiX0: We claim that the matrix ðaijÞ has the property that if ueco0 for
some c; then there exists an i such that ueio0 and aij ¼ 0 for jai: Let ueco0: If ca1;
then we can just let i ¼ c and since ei ¼ 0 for ia1; it is clear that aij ¼ 0 for jai: On
the other hand, if c ¼ 1; then from the electro-neutrality condition, we have z2ue2 
? zmuem ¼ z1ue1o0 so that there exists an ia1 such that ueio0: Since ei ¼ 0 for
ia1; aij ¼ 0 if jai: The claim is therefore valid. Examining the proof of Proposition
4.1, it is clear that the proposition holds if ðaijÞ has the above mentioned property.
Thus ueX0 and the proof of the lemma is complete. &
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8. Proof of Theorem 5.1
Let ue be the weak solutions to the family of approximating systems deﬁned in the
last section. In this section, we shall prove that these weak solutions have a weak
limit which is a solution to our original system. We assume that e is speciﬁed as in
Lemma 7.2. As a result, ueX0: The energy estimate (3.6) is satisﬁed for all ue
uniformly with respect to e: Therefore, there exists a subsequence of fueg; label the
same, and a function uA½V 1;02 ðQTÞm; u0A½L2ð½0; T ; H1ðOÞÞm; such that
ue w
,
u in ½V 1;02 ðQTÞm;
½ue0 w
,
u0 in ½L2ð½0; T ; H1ðOÞÞm as e-0: ð8:1Þ
From Proposition 3.1, estimate (3.10) is valid with weZ replaced by u
e uniformly in e:
The proof shown after Lemma 3.1 carries over to show that fueg is pre-compact in
½L2ðQTÞm: Therefore, there exists a subsequence of fueg; label the same, such that
ue-u in ½L2ðQT Þm as e-0: ð8:2Þ
By passing through subsequence, we may assume without loss of generality that
ue-uX0 pointwise a:e: in QT as e-0: ð8:3Þ
We now show that u is actually a weak solution to our original system. Let ui ¼ vi=zi
in the approximating system (7.1). Then from Lemma 7.2, ½uei þ ¼ uei ; i ¼ 1;y; m so
that (7.1) becomes
@uei
@t
¼ @
@x
di
@uei
@x
 rei
X
j
djzj
@uej
@x
( )
; i ¼ 1;y; m; ð8:4Þ
where rei ¼ diziðuei þ eiÞ=
P
k dkz
2
kðuek þ ekÞ:
Consider the function
V eðtÞ ¼
X
i
Z
O
ðuei þ eiÞ cnðuei þ eiÞ
di
dx: ð8:5Þ
Assume for the moment that ue is smooth. Then integrating (8.4) over O; one sees
that
R
O u
e
i dx is time-independent. Using the fact that
P
i r
e
i u
e
ix=ðdiðuei þ eiÞÞ ¼ 0; we
have
’VeðtÞ ¼ 
X
i
Z
O
½ueixðx; tÞ2
uei ðx; tÞ þ ei
dxp0:
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Thus, V e is a Lyapunov functional and if Qt ¼ O ðt1; t2Þ; then
V eðt2Þ  V eðt1Þ ¼ 
X
i
Z
Qt
½ueixðx; tÞ2
uei ðx; tÞ þ ei
dxp0: ð8:6Þ
We shall show at the end of this section that (8.6) is also valid for weak solutions.
Hence,
X
i
Z
Qt
½ueixðx; tÞ2
uei ðx; tÞ þ ei
dx dtpC: ð8:7Þ
In particular,
Z
Qt
½ueixðx; tÞ2P
kðuekðx; tÞ þ ekÞ
dx dtpC uniformly in e: ð8:8Þ
Returning to the proof that u is a weak solution, from (8.4) and (8.1), it sufﬁces to
show that
X
i
Z
QT
rei
X
j
djzju
e
jx
 !
zix dx dt-
X
i
Z
QT
ri
X
j
djzjujx
 !
zix dx dt
as e-0; ð8:9Þ
where ri in front of the last summation in (8.9) is deﬁned by ri ¼ diziui=
P
k dkz
2
kuk:
To prove (8.9), let
I ¼
Z
QT \E
rei
@uej
@x
 ri @uj
@x
 
@zi
@x
dx dt þ
Z
E
rei
@uej
@x
 ri @uj
@x
 
@zi
@x
dx dt
¼ I1 þ I2; ð8:10Þ
where E ¼ fðx; tÞ jPk dkz2kukðx; tÞ ¼ 0g: Now
I1 ¼
Z
QT \E
ðrei  riÞ
@uej
@x
@zi
@x
dx dt þ
Z
QT \E
ri
@uej
@x
 @uj
@x
 
@zi
@x
dx dt
¼ I11 þ I12:
Applying Schwarz inequality, I11 goes to zero since jj@uej=@xjjL2ðQT Þ is uniformly
bounded, jrei  rijp2=minjzij; and jrei ðx; tÞ  riðx; tÞj-0 a.e. on QT \E as e-0
because of (8.3). It is also clear that I12 goes to zero because of (8.1).
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To estimate I2; ﬁx zi and let d40: From the Egoroff theorem, there exists E1CE
such that ue-0 uniformly on E1 and
R
E\E1
z2ix dx dtpd2: Then
I2 ¼
Z
E1
rei
@uej
@x
@zi
@x
dx dt þ
Z
E\E1
rei
@uej
@x
@zi
@x
dx dt
¼ I21 þ I22;
where
I21 ¼
Z
E1
diziðuei þ eiÞP
kdkz
2
kðuek þ ekÞ
@uej
@x
@zi
@x
dx dt
p
Z
E1
½uejxðx; tÞ2P
k dkz
2
kðuek þ ekÞ
dx dt
 !1
2 Z
E1
½diziðuei þ eiÞ zix2P
k dkz
2
kðuek þ ekÞ
dx dt
 !1
2
:
The ﬁrst term on the right is bounded independently of e because of (8.8).6 The
second term on the right is bounded above by
1
jzij
Z
E1
½diziðuei þ eiÞ z2ix dx dt
 1
2
which goes to zero as e-0 because ue-0 uniformly on E1: Finally,
I22 ¼
Z
E\E1
diziðuei þ eiÞP
k dkz
2
kðuek þ ekÞ
@uej
@x
@zi
@x
dx dt
p
Z
E\E1
@uej
@x
 2
dx dt
 !1
2 Z
E\E1
1
minjzij
@zi
@x
 2
dx dt
 !1
2
:
The ﬁrst term on the right is bounded independently of e because of the energy
estimate. The second term is bounded by d=minjzij: Since d40 is arbitrary, the proof
that I goes to zero as ek0 is complete for smooth solutions.
We now return to prove (8.6) for weak solutions. Recall that uei satisﬁes (B.4),
which is an equivalent deﬁnition of weak solutions. The left side of (B.4) isR
Qt
½uei 0z dx dt: Letting z ¼ 1; we have
R
Qt
½uei 0 dx dt ¼ 0: Recall that chain rule is valid
for functions with weak derivatives in the sense that if F is a smooth function with F 0
deﬁned and bounded on the range of u; then ½FðuÞ0 ¼ F 0ðuÞu0 (see [9]). Since ei ¼ 0
for all but one component of e in Lemma 7.2, and since uei may vanish, we need to
approximate our Lyapunov functional so that we can apply chain rule to cnðuei þ eiÞ:
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For any diX0; rewrite (B.4) as

Z
Qt
ðuei þ ei þ diÞzit dx dt þ
Z
O
ðuei þ ei þ diÞð; t2Þzið; t2Þ dx

Z
O
ðuei þ ei þ diÞð; t1Þ zið; t1Þ dx
¼ 
Z
Qt
di
@uei
@x
 rei
X
j
djzj
@uej
@x
( )
@zi
@x
dx dt; i ¼ 1;y; m: ð8:11Þ
Without loss of generality, we may assume that z140 and zio0; i ¼ 2;y; m: Thus
e1 ¼ e40 and ei ¼ 0 for i ¼ 2;y; m: Deﬁne d1 ¼ 0; di ¼ d40 for i ¼ 2;y; m; and
V edðtÞ ¼
X
i
Z
O
ðuei þ ei þ diÞ cnðuei þ ei þ diÞ
di
dx: ð8:12Þ
Let zi ¼ cnðuei þ ei þ diÞ=di (which is admissible) in (8.11) and sum over i: Then
V edðt2Þ  V edðt1Þ ¼ 
X
i
Z
Qt
½ueixðx; tÞ2
uei ðx; tÞ þ ei þ di
dx dt

X
i;j
Z
Qt
djzizjP
k dkz
2
kðuek þ ekÞ
di
uei þ ei þ di
@uej
@x
@uei
@x
 
dx dt: ð8:13Þ
where we have used the fact that
P
i ziu
e
ix ¼ 0: Since @uei=@x ¼ 0 on the set uei ¼ 0 (see
[9, Lemma 7.7]), we can regard the last term on the right hand of (8.13) as integration
over the set Qt-fuei40g: As d-0; the last term goes to zero by dominated
convergence theorem while the ﬁrst term on the right of (8.13) may be treated by the
Fatou’s lemma. Therefore, (8.6) is valid and so is Theorem 5.1.
9. Proof of Theorem 5.2
Let z ¼ 1 in (B.4) which is an equivalent deﬁnition of weak solutions, we see thatR
O uð; tÞ dx ¼ Ci is independent of t for i ¼ 1;y; m: Let
WðtÞ ¼
X
i
Z
O
ðvi  ziCiÞ2
di
dx ¼
X
i
Z
O
v2i
di
 z
2
i C
2
i
di
 
dx:
From Lemma 2.1, W is non-increasing in t: Since WðtÞX0; limt-NWðtÞ ¼ g exists.
Let %vi ¼
R
O vi dx ¼ ziCi be the average of vi; then from Poincare’s inequality,
gp 1
dmin
X
i
jjvi  %vijj2L2ðOÞpC
X
i
jjvixjj2L2ðOÞ:
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Integrating from 0 to t; we have
gtpC
X
i
Z t
0
Z
O
v2ix dx dt: ð9:1Þ
From (2.6) and Lemma 6.1, we have
@
@t
X
i
Z
O
v2i
di
dx
 !
p 2m
X
i
Z
O
v2ixðx; tÞ dx:
Integrating, we see from Lemma 2.1, which is also valid for weak solutions, thatP
i
R t
0
R
O v
2
ix dx dt is bounded as t-N: From (9.1), g ¼ 0: The proof of Theorem 5.2
is complete.
Appendix A. Proof of Lemma 6.1
Let r0 ¼ ðr1d1;y;
rm
dm
ÞT and d0 ¼ ðd1;y; dmÞT and deﬁne
f ðvÞ ¼ /ðI  r0dT0 Þv; vS:
We shall show that
m  minf f ðvÞ j/v; 1S ¼ 0; jjvjj ¼ 1g
is positive if condition (5.11) holds.
Let
r1 ¼ r0 /r0; 1S
m
1;
d1 ¼ d0 /d0; 1S
m
1: ðA:1Þ
Then, since /v; 1S ¼ 0; we have
f ðvÞ ¼ /ðI  r1dT1 Þv; vS ¼ /ðI  12ðr1dT1 þ d1rT1 ÞÞv; vS:
We need to estimate the smallest eigenvalue l of the symmetric matrix H ¼
I  1
2
ðr1dT1 þ d1rT1 Þ: The only non-zero eigenvalues of the matrix 2ðI  HÞ are
/r1; d1S7jjr1jj jjd1jj: This fact can be veriﬁed by direct computation and the fact
that a matrix of the form abT has rank one. Hence
l ¼ 1 1
2
ð/r1; d1Sþ jr1j jd1jÞ:
ARTICLE IN PRESS
Y.S. Choi et al. / J. Differential Equations 194 (2003) 406–432428
From (A.1), we have /r1; 1S ¼ /d0; 1S ¼ 0: Direct computation yields
/r1; d1S ¼ 1 1
m
S
ri
di
 
Sdið Þ;
/r1; r1S ¼ S ri
di
 2
1
m
S
ri
di
 2
;
/d1; d1S ¼ Sd2i 
1
m
Sdið Þ2:
Deﬁne J2 ¼ m/r1; r1S and s2 ¼ 1m/d1; d1S: Then
l ¼ 1 1
2
1 1
m
S
ri
di
 
ðSdiÞ þ sJ
 
¼ 1
2
1þ 1
m
S
ri
di
 
Sdið Þ  sJ
 
: ðA:2Þ
In order to ﬁnd a uniform bound on l independent of r; we recall the identity:
ðSa2i ÞðSb2i Þ  ðSaibiÞ2 ¼
X
ioj
ðaibj  ajbiÞ2:
Using this, we can rewrite J and s as
J ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj
ri
di
 rj
dj
 2s
; s ¼ 1
m
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj
ðdi  djÞ2
s
:
We claim that given d0; J is a convex function of r ¼ ðr1;y; rmÞ: To see this, let
sARm and 0olo1: Then
Jðlrþ ð1 lÞsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj
ðlri þ ð1 lÞsiÞ
di
 ðlrj þ ð1 lÞsjÞ
dj
 2s
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj
l
ri
di
 rj
dj
 
þ ð1 lÞ si
di
 sj
dj
  2vuut
p l
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj
ri
di
 rj
dj
 2vuut þ ð1 lÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
ioj
si
di
 sj
dj
 2vuut
¼ lJðrÞ þ ð1 lÞJðsÞ
because of the triangle inequality. Therefore, lðrÞ is a concave function of r for each
ﬁxed d since the middle term in the deﬁnition of l is linear in r1;y; rm: It’s
minimum on the convex set fr ¼ ðr1;y; rmÞjSri ¼ 1; riX0g occurs at the corners.
At the point rk ¼ ð0;y; 1;y; 0Þ where the 1 appears at the kth-component, we have
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JðrkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm  1Þ=d2k
q
: Therefore, from (A.2),
lXmin
k
1
2
1þ 1
mdk
ðSdiÞ  s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm  1Þ
d2k
s" #
which is positive if and only if condition (5.11) is satisﬁed. The proof of the lemma is
complete.
Appendix B. Weak Solutions of a parabolic equation
We now document the known equivalence of the various deﬁnitions of weak
solutions to a scalar parabolic equation. We include some proofs for the convenience
of the reader. The same argument will work for a system of equations.
Suppose there exists C40 such that 1=Cpaðx; tÞpC in QT : Let fiAL2ðQT Þ and
u0AL2ðOÞ: We deﬁne a weak solution u to the equation
ut ¼
X
i;j
ðaijðx; tÞuxj Þxi þ
X
i
ð fiÞxi
as follows. Let uAL2ð½0; T ; H1ðOÞÞ and u0AL2ð½0; T ; H1ðOÞÞ: Thus uACð½0; T ;
L2ðOÞÞ according to [7, Theorem 3, p. 287] and we can require that uðx; 0Þ ¼ u0ðxÞ:
For any function zACNðQTÞ; we require that
(I) Z
QT
u0z dx dt ¼ 
X
i;j
Z
QT
aijðx; tÞuxj zxi dx dt

X
i
Z
QT
fi zxi dx dt: ðB:1Þ
This deﬁnition is equivalent to the following:
(II) Z
O
u0 zðx; 0Þ dxþ
Z
QT
uzt dx dt ¼
X
i;j
Z
QT
aijðx; tÞuxjzxi dx dt
þ
X
i
Z
QT
fi zxi dx dt: ðB:2Þ
where z satisﬁes zð; TÞ ¼ 0:
(III) For any 0otoT and Qt ¼ O ð0; t;

Z
O
uz dxþ
Z
O
u0zðx; 0Þ dxþ
Z
Qt
uzt dx dt
¼
X
i;j
Z
Qt
aijðx; tÞuxjzxi dx dt þ
X
i
Z
Qt
fi zxi dx dt: ðB:3Þ
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(IV) For any 0pt1ot2pT ;Z
O
uz dx

t2
t1

Z t2
t1
Z
O
u zt dx dt ¼ 
X
i;j
Z t2
t1
Z
O
aijðx; tÞuxj zxi dx dt

X
i
Z t2
t1
Z
O
fi zxi dx dt: ðB:4Þ
(V) Let uh denote the Steklov average of u (see (3.18)), then for any 0otoT ;Z
O
ðuhÞt z dx ¼ 
Z
O
X
i
X
j
aijðx; tÞuxj þ fi
" #
h
zxi dx: ðB:5Þ
Proof of equivalence of definitions: (I) equivalent to (II). Following the calculation
in [7, p. 287], we construct a molliﬁer in time us of u: Then, us-u in
L2ð½0; T ; H1ðOÞÞ-Cð½0; T ; L2ðOÞÞ and ½us0-u0 in L2ð½0; T ; H1ðOÞÞ as s-0:
Since
R
QT
us zt dx dt þ
R
QT
ust z dx dt ¼
R
O u
s z dxjTt¼0: Taking the limit as s-0; we
see the equivalence of (B.1) and (B.2).
(II) equivalent to (III): This is shown in [10, pp. 136–138].
(III) equivalent to (IV): It sufﬁces to show that (B.3) implies (B.4). Evaluating
(B.3) at t ¼ t2 and t ¼ t1 where 0ot1ot2oT and subtracting, we obtain (B.4). The
end points t1 ¼ 0 or t2 ¼ T can be obtained as a limit because uACð½0; T ; L2ðOÞÞ:
(IV) equivalent to (V): Eqs. (B.4) and (B.5) are the same as Eqs. (1.3) and (1.5) in
[6, pp. 17–18], respectively. One can easily verify that the conditions stated there are
satisﬁed by our assumptions on aij and fi: That (B.4) and (B.5) are equivalent is
shown in [6, pp. 17–18].
By a standard density argument, we can extend the domain of the test functions in
the above deﬁnitions to zAL2ð½0; T ; H1ðOÞÞ with z0AL2ð½0; T ; H1ðOÞÞ: In (V), we
can assume that zAH1ðOÞ:
Let z ¼ u and fi ¼ 0 in (B.4), then formally we obtain
1
2
Z
O
u2 dx

t2
t1
þ
X
i;j
Z t2
t1
Z
O
aijðx; tÞ uxj zxi dx dt ¼ 0: ðB:6Þ
That this is indeed the case can be shown by approximating u by its molliﬁer.
A corresponding calculation for a system of equations ensures that Lemma 2.1 is
also valid for weak solutions.
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