Abstract. The present work is mainly concerned with an algebraic decay rate of the strong solution to the Camassa-Holm equation in L ∞ -space. In particular, it is proved that the solution decays algebraically with the same exponent as that of the initial datum.
Introduction and main results
In this paper, we consider the Camassa-Holm equation (1.1) u t − u xxt + 3uu x = 2u x u xx + uu xxx , x ∈ R, t > 0, which models wave motion in shallow water, with u(x, t) representing the height of the water above a flat bottom at time t in the spatial x direction. This shallow water equation appears in the context of hereditary symmetries studied by Fuchssteiner and Fokas [6] as a bi-Hamiltonian generalization of KdV. It was first written explicitly and derived physically by approximating directly the Hamiltonian for Euler's equations in the shallow water regime [4] . Some satisfactory results have recently been obtained for equation (1.1) . Local well-posedness for the initial datum u 0 (x) ∈ H s with s > 3/2 was proved by several authors; see for example [5, 11] . For the initial data with lower regularity, we refer to the recent paper [1, 12] . The long-time behavior of solutions has been studied. Moreover, conditions which guarantee their global existence and wave breaking for a large class of initial data has been established in [3, 7, 13, 14] . A new proof and analysis for blow-up profile was given recently in [9] .
If one sets Q = (1 − ∂ 2 x ), then the operator Q −1 can be expressed by
Using this identity, it is convenient to rewrite the equation (1.1) as a quasi-linear equation of hyperbolic type:
In a recent work [2] , it was shown that u cannot preserve compact support in a non-trivial time interval except u ≡ 0. Later, in [8] , Himonas, Misiolek, Ponce and Zhou give a detailed description of the corresponding solution u(x, t) with u 0 (x) = u(x, t = 0) ∈ C ∞ 0 (R), which implies infinite propagation speed for the Camassa-
Here θ ∈ (0, 1) and T is in the lifespan. Another important result is that if for any α ∈ (1/2, 1),
Here we introduce the notation
where L is a positive constant. However, exponential decay is too fast; a natural question is how to change the situation for slower decaying initial datum. More precisely, we want to know the decay rate of u(x, t) if u 0 (x) is just algebraically decreasing as |x| → ∞. Fortunately, we have the following answers. 
Theorem 1.2. Assume that for some T > 0 and s >
3/2, u ∈ C ([0, T ]; H s (R)) is a
strong solution of the initial value problem associated to equation (1.2) and that
Remark 1.3. Similar results can be established for the Holm-Staley b-family of equations and θ-equations, which give supplements for [15] and [10] .
An elementary lemma
Mainly, we follow the strategy in [8] , but with different construction. For any N ∈ Z + , we define the cut-off function ϕ N (x) as follows:
A simple calculation shows that for all N ∈ Z + , one has
The main goal of this section is to give a rough estimate for |ϕ N ∂ x G * f 2 | for any appropriate function f , based on delicate L ∞ -estimates. The following elementary lemma will play an important role in Section 3.
Proof. First we should show that there exists C α > 0, depending only on α > 1/2, such that for any
Thanks to the definition of ϕ N (x), we can decompose the left side of (2.5) into the following three parts:
−|x−y| dy
We estimate I, J and K in the following, respectively.
First, under a simple calculation, it follows that
Hence, when x ≤ 0, I = 2 − e x ≤ 2. For x > 0, there exists a constant C α > 0 (which is independent on x and N ) such that 
where the inequality |x − y| ≥ |x| 2 is used. Similarly, as |x − y| ≤ |x| 2 , the following estimate for J (2) is true:
For J (3) , due to the inequality |x − y| ≥ 1 3 |y|, it follows that
Here we use the fact . Consequently, we can get
Finally, for K, we can easily find
Combining (2.7), (2.12) and (2.13), we obtain inequality (2.5). Therefore we have the estimate
which completes the proof of this lemma.
Remark 2.3. For ϕ N (x) defined in [8] , it is obvious that inequality (2.5) holds.
Proof of the main theorems
Now, we prove Theorem 1.1 first.
Proof. The proof is organized as follows. First, we will give out the estimates on
Then we apply the cut-off function (2.1) to obtain the desired result.
By integration by parts, the Sobolev embedding theorem and Hölder's inequality, we can easily get
where
Next we shall give estimates on ϕ N u(x, t) and ϕ N u x (x, t), where ϕ N (x) is the cut-off function defined as in (2.1). At the same time, we need some tricks to deal with the following term as in [16] :
where we use the fact (2.2) directly. A similar technique is used to obtain
Hence, by the same method used in the estimates for (3.1) and (3.2), we get the following inequality:
Therefore, according to (2.3) and (2.4), it follows that there exists a constant C > 0, which depends on M > 0, T > 0 and α > 1/2, such that
Hence, the following inequality is obtained for any N ∈ Z + and any t ∈ [0, T ]:
Finally, taking the limit as N goes to infinity in the above inequality, we can find that for any t ∈ [0, T ],
This completes the proof of Theorem 1.1.
Next, let us write the proof of Theorem 1.2.
Proof. We will use Theorem 1.1 to prove this theorem. For any t ∈ [0, T ], integrating equation (1.2) over the time interval [0, t] we get
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Hence, the last term in (3.3) satisfies
Thus, we have u(x, t) − u(x, 0) ∼ O((1 + x)
−α ), as |x| → ∞.
it is true that u(x, t) ∼ O((1 + x)
−α ), which completes the proof of this theorem.
