In intermittently connected delay tolerant wireless sensor networks, sensor data generated at sensor nodes should be delivered to a sink node using opportunistic contacts between intermittently connected nodes. Since there is no stable end-to-end routing path from a source node to a sink node in intermittently connected network, an opportunistic routing protocol to deliver sensor data efficiently is needed. In this paper, an improved opportunistic routing protocol is proposed, where both current delivery predictability and maximum delivery predictability are used together to decide whether sensor data should be forwarded or not to a contact node. e proposed protocol can reduce buffer overflow and thus increase the delivery ratio, which is one of the most important performance measures in delay tolerant wireless sensor networks. e performance of the proposed routing protocol is compared with that of PRoPHET protocol and FREAK protocol, by varying buffer sizes and the number of nodes, in terms of delivery ratio, overhead ratio, and delivery latency. Performance analysis results show that the proposed protocol has better delivery ratio, overhead ratio, and delivery latency than the PRoPHET protocol and FREAK protocol have, in most considered parameter values, with appropriate selection of message dissemination thresholds.
Introduction
In intermittently connected delay tolerant wireless sensor networks, conventional wireless sensor network protocols cannot be used directly for sensor data delivery from a sensor node to a sink node since there is no stable end-toend routing path between them. Instead, sensor data generated at sensor nodes should be delivered to a sink node using opportunistic contacts between nodes. In intermittently connected delay tolerant wireless sensor networks, both the characteristics of delay tolerant networks and wireless sensor networks exist. Delay tolerant networks have intermittent connectivity, and thus, routing is carried out using opportunistic contact [1] . Wireless sensor networks have battery-operated nodes and thus deal with efficient battery power management by using low processing power [2] . However, considering these two characteristics of delay tolerant networks and wireless sensor networks together for efficient message delivery is not a simple problem, and extensive future work is still needed [1] .
Application of intermittently connected delay tolerant wireless sensor networks includes message delivery in disaster environment, wildlife monitoring, etc. In disaster environment sensing, data cannot be delivered via communication infrastructure or stable routing path between nodes since infrastructure is destroyed and stable routing path does not exist. In wildlife monitoring, also, sensing data for animals should be delivered via opportunistic contacts between them. In this paper, we consider a disaster environment as an example scenario, where communication infrastructure is destroyed, so that sensor data should be delivered through intermediate nodes such as pedestrian, car, and tram via opportunistic contact. en, we focus on the problem of how to efficiently deliver sensor data to a sink node in intermittently connected network environment.
at is, we will consider the routing protocol itself by neglecting medium access control (MAC) issues, such as power-efficient duty cycled operation for limited battery energy. Figure 1 shows a considered intermittently connected delay tolerant wireless sensor networks environment, where sensor data are generated at mobile nodes and delivered to a sink node, where end-to-end routing path from a node to a sink node is not guaranteed.
A lot of work has been carried out on the routing protocols for intermittently connected delay tolerant networks [3] [4] [5] [6] [7] [8] , of which the Epidemic [6] , Spray and Wait [7] , and probabilistic routing protocol using history of encounters and transitivity (PRoPHET) [8] protocols are representative examples. In the Epidemic protocol, routing is performed based on simple flooding. at is, when two nodes contact each other, if the other node does not have a message already, the message is forwarded to it. In the Epidemic protocol, messages are rapidly delivered to the destination nodes. However, a high message overhead is the major disadvantage. To reduce the high message overhead in the Epidemic protocol, the number of total message copies in a network for any generated message is limited by a predefined number in the Spray and Wait protocol, which consists of a Spray phase and a Wait phase. In the Spray phase, message copies are distributed until some nodes have only one message copy. In the Wait phase, a message is not forwarded to another node, other than the destination node of the message. Although the Spray and Wait protocol can solve the message overhead problem of the Epidemic protocol, message copies are forwarded blindly, and an intelligent selection of forwarding nodes is still needed. In the PRoPHET protocol, which was standardized in Internet Research Task Force (IRTF) as RFC 6693 [8] , each node calculates the delivery predictability of other nodes based on the contact history between them. en, the messages are forwarded to a node with a higher delivery predictability to the destination node of the considered message. By doing this, forwarding nodes can be intelligently selected.
A lot of work has been done to improve the performance of the PRoPHET protocol [9] [10] [11] [12] [13] [14] [15] . In [9] , a message is forwarded, only if the delivery predictability of the other node is higher than the predefined minimum threshold value and the sum of delivery predictabilities of the node which forwarded the message already is lower than a predefined maximum threshold. In [10] , an ant colony optimization algorithm was used to improve the performance of the PRoPHET protocol. In [11] , sociality of nodes is classified based on moving patterns of nodes and message is forwarded based on the sociality of nodes. In [12] , delivery predictability is adjusted based on the number of forwarded message copies in order to solve the performance degradation problem that is caused by an excessive number of copies of any single message and thus manage the buffer of nodes efficiently. In [13] , depending on the density of nodes, either the PRoPHET or the Epidemic protocol is selected. If the number of neighbor nodes is higher than a threshold, the PRoPHET protocol is used for routing. Otherwise, the Epidemic protocol is used. In [14] , both contact duration and contact frequency between nodes are considered to calculate delivery predictability. In [15] , more messages are distributed to nodes with higher delivery predictability in the Spray phase of the Spray and Wait protocol.
Studies on delay tolerant wireless sensor networks have been carried out recently [16] [17] [18] [19] [20] [21] . In [16] , sensor networks are deployed for wildlife habitat monitoring, and sensor data are gathered by data mule such as automobile and helicopter. Disruption support capabilities of delay tolerant networks are used for habitat monitoring. In [17] , delay tolerant networks protocol is used to solve the data delivery challenge in the intermittently connected vehicular sensor networks, where position-based forwarding strategy is assumed for vehicular sensor networks. Vehicle driving direction is used to determine packet forwarding. In [18] , the concept of credibility of a node is defined based on node selfishness, and Markov process is used to predict node movement. e proposed protocol reduces transmission delay and communication overhead, while ensuring message delivery rate. In [19] , frequency routing, encounters, and keenness (FREAK) protocol is proposed, where average frequency of contact with base station is used to determine message forwarding, based on the assumption that future can be predicted based on past history, which is widely assumed in delay tolerant networks. In [20] , delay tolerant wireless sensor networks are used to monitor river pollution, where several sensor clusters with floating transmitters are used to forward messages to a gateway located at the riverbank opportunistically. In [21] , an energy-aware routing protocol in intermittently connected delay tolerant wireless sensor networks was proposed, where messages are forwarded based on the node's remaining battery, delivery predictability, and type of nodes.
In these studies [16] [17] [18] [19] [20] [21] , most proposed routing protocols for delay tolerant wireless sensor networks use currently developed basic delay tolerant networks protocols, and wireless sensor networks are considered as an application area for applying the delay tolerant networks protocol using opportunistic contacts. erefore, there is still room for performance enhancement for delay tolerant wireless sensor networks. In this paper, we consider the PRoPHET protocol as the base protocol. e PRoPHET protocol with the GRTR strategy [8] , which is a default routing strategy in PRoPHET protocol, is used for comparing protocol, where messages are forwarded to nodes with higher delivery predictability. GRTR is not a specific acronym but a just mnemonic. Also, FREAK is used for comparing the protocols. To improve the performance of the conventional PRoPHET protocol, we define the maximum delivery predictability for any node as the maximum value of delivery predictability for any node calculated until now, as was proposed in our preliminary work [22] originally. Our proposed work extends our preliminary work in [22] and differs from it significantly in the following ways:
(i) Sensor environment is newly considered by placing a sink node in a network and considering only communication from mobile nodes to a sink node.
(ii) e criteria of forwarding are generalized by considering four cases based on the relationship between current and maximum delivery predictabilities of the sending node and predictabilities of the receiving node. We note that forwarding is possible in our preliminary work only if both the current and the maximum delivery predictabilities of the receiving nodes are larger than those of the sending node. However, in the proposed work, message forwarding is possible in three di erent cases. (iii) e performance of the proposed protocol is analyzed in detail based on the simulation using ONE simulator. e remainder of this paper is organized as follows: In Section 2, a detailed algorithm of the proposed protocol is proposed and the proposed protocol is illustrated using examples. In Section 3, the performance of the proposed protocol is analyzed extensively using simulation. Finally, Section 4 summarizes this work and presents future work.
Proposed Protocol
In this section, a detailed algorithm of the proposed protocol is described. en, an example of message delivery in the proposed protocol is described. In this paper, the PRoPHET protocol is considered as the basic routing protocol. In PRoPHET, delivery predictability is de ned between any two nodes, and it increases whenever the two nodes contact each other. It decreases as time elapses after the last contact. e detailed formula for the calculation of delivery predictability is de ned in IRTF RFC 6693 [8] and are summarized here. e delivery predictability of node A to node B, which is denoted as P(A, B), estimates a likelihood of delivering a message to node B, and it has a value between 0 and 1. If node A and node B contact each other, the delivery predictability between them increases, as de ned in equation (1) [8] :
where P encounter and ∆ are a scaling factor and an upper bound of P(A, B), respectively. e delivery predictability between nodes A and B decreases exponentially after the contact as time goes on, as de ned in the following equation [8] :
where c and K are aging constant and the number of passed time units after last contact, respectively. Finally, there is a transitive property. at is, if node A and node B contact frequently and if node B and node C contact frequently, it is highly probable that node A and node C contact frequently, as de ned in the following equation [8] :
where β is a scaling constant. In this paper, we use the history of delivery predictability for any destination node as well as the current delivery predictability. We define the maximum delivery predictability (mP) for any destination node, which is the highest value of delivery predictabilities recorded for the destination node, as was proposed in our preliminary work [22] originally as follows:
In the proposed protocol, delivery predictabilities for all other nodes are calculated continuously, as in the PRoPHET protocol, and the maximum value of the delivery predictability for each node is updated. is maximum value is defined as maximum delivery predictability, in contrast to the current delivery predictability defined in PRoPHET [8] . By using both the current value and the maximum value of delivery predictability together, we propose an efficient routing protocol in intermittently connected delay tolerant wireless sensor networks. e rationale behind the proposed protocol is that history information of delivery predictability can help to find a better node to forward a message. Figure 2 shows the flow chart of the proposed protocol. When node A and node B contact each other, they exchange summary vectors, which include forwarding the information of the messages that they have and the delivery predictabilities for the destination nodes of the messages. en, based on the summary vector, node A lists the messages to forward, which do not exist in node B. en, node A chooses a message in the list and compares the delivery predictability for the destination node of the considered message of node A with that of node B. If the current delivery predictability of node B is higher than that of node A, then maximum delivery predictability is additionally compared. If the maximum delivery predictability for the destination node of node B is higher than that of node A, the message is forwarded to node B. Otherwise, the difference between current delivery predictabilities of node B and node A is compared with the sum of the difference between the maximum delivery predictabilities of nodes A and B and a predefined threshold value T m2 as follows:
where the definition of notations is given in Figure 2 . If the difference between the current delivery predictabilities of node B and node A is higher than the sum of the difference between maximum delivery predictabilities of nodes A and B and a predefined threshold value, the message is forwarded to node B; otherwise, it is not forwarded. If the current delivery predictability of node B is not higher than that of node A, then maximum delivery predictability is also compared. If the maximum delivery predictability for the destination node of node B is not higher than that of node A, the message is not forwarded to node B. Otherwise, the difference between maximum delivery predictabilities of node B and node A is compared with the sum of the difference between the current delivery predictabilities of nodes A and B and a predefined threshold value T m1 as follows:
where the definition of notations is given in Figure 2 . If the difference between the maximum delivery predictabilities of node B and node A is higher than the sum of the difference between the current delivery predictabilities of nodes A and B and a predefined value, the message is forwarded to node B; otherwise, the message is not forwarded. is procedure is repeated for all the listed messages. e novelty of the proposed protocol is to use both current delivery predictability and maximum delivery predictability together for efficient message forwarding, while only current delivery predictability is used in original PRoPHET protocol. Although current delivery predictability is a good indicator to decide a better forwarder, as shown in the performance analysis of extended PRoPHET protocols [9] [10] [11] [12] [13] [14] [15] , we additionally consider maximum delivery predictability to decide a forwarder more selectively.
is is because message forwarding based on only current delivery predictability may result in more message forwarding than needed, and this may decrease the delivery ratio due to buffer overflow of mobile nodes, which do not have sufficient buffer memory. In order to reduce buffer overflow, we restrict message forwarding efficiently by considering both current delivery predictability and maximum delivery predictability together, as shown in Figure 2 already. Also, the threshold values of T m1 and T m2 are defined to control the dissemination of messages appropriately. By doing these, the number of forwarded messages is controlled more selectively and better performance is achieved. Figures 3 and 4 show examples of message forwarding in PRoPHET with GRTR strategy and the proposed protocol, respectively, in the same scenario. We assume that node A has messages m1 to m7 with corresponding delivery predictability values to the destination nodes for the messages. Also, node B has delivery predictability values for the destination nodes for the messages stored in node A. In Figure 3 , node A forwards messages 1, 3, 4, and 6 to node B, according to GRTR strategy of PRoPHET protocol [8] , since the delivery predictabilities of node B for those messages are higher than those of node A.
In Figure 4 , however, different situations happen depending on the predefined message dissemination threshold values of T m1 and T m2 . We note that these threshold values are assumed to be between −1 and 1 since they are related with predictability comparison. In Figure 4 , if both of them are equal to 1, only messages 4 and 6 are forwarded to node B, based on the relationship of current and maximum delivery predictabilities. If the values of T m1 and T m2 are equal to −1, messages 1, 2, 3, 4, 5, and 6 are forwarded to node B. From the results in Figure 4 , it is shown that message forwarding can be managed dynamically by controlling the values of T m1 and T m2 . If these values are small, more message disseminations are achieved, as can be inferred from Figure 2 . Otherwise, less message disseminations are allowed. In Section 3, we analyze the impact of those values on the performance of the proposed protocol in detail.
Performance Analysis
In this section, the performance of the proposed protocol is compared with that of the PRoPHET protocol and FREAK protocol [19] using simulation in the considered intermittently connected delay tolerant wireless sensor networks, with an objective to show the e ectiveness of the proposed protocol. Simulation was carried out by using opportunistic network simulator (ONE) developed by Helsinki University [23, 24] , for di erent bu er sizes, in terms of delivery ratio, overhead ratio, and delivery latency, which are de ned as follows:
overhead ratio
where N dm , N cm , N rm , and SD dm represent the number of successfully delivered messages, the number of created messages, the number of relayed messages, and the sum of the delays of the all delivered messages. Total 100 nodes are distributed in a considered area, and one node acts as a sink node and other nodes can generate sensor data and forward data using opportunistic contact. In order to analyze the e ect of tra c load, three di erent message generation intervals are considered. Also, di erent values of bu er size of mobile sensor nodes are considered. Detailed values of the simulation parameters assumed in this paper are listed in Table 1 .
In the numerical examples, we carried out simulations for di erent values of T m1 and T m2 , i.e., −1, 0, and 1, in order to show the e ect of di erent values of T m1 and T m2 on the delivery ratio, overhead ratio, and delivery latency. ese threshold values are de ned to control the message dissemination speed and can have the value between −1 and 1, where the values of −1 and 1 for the values of T m1 and T m2 are two extremes and 0 is the medium value of the two extremes. e value of 1 for the threshold values restricts message dissemination and the value of −1 for the threshold values promotes message dissemination. e value of 0 for the threshold values is neutral to message dissemination. Since these three values of −1, 0, and 1 re ect important characteristics of threshold values for message dissemination speed, we only consider these three values for numerical examples. Also, we used three message intervals, i.e., 12 s, 60 s, and 300 s, in order to show the e ect of tra c load on the performance of the proposed protocol. Figure 5 shows the delivery ratio for di erent bu er sizes when the tra c load is low (message interval 300 s). e proposed protocol with T m1 T m2 −1 has the highest delivery ratio for most bu er sizes, because if tra c load is low, the bu er of nodes will accommodate the messages suciently, and thus more dissemination of messages (T m1 T m2 −1) will be more favorable. On the other hand, less dissemination of messages (T m1 T m2 1) will be less favorable. For very small bu er size (bu er size 10 Mbytes), since the bu er size is not su cient, less dissemination of messages (T m1 T m2 −1) performs well. e FREAK protocol has the smallest delivery ratio for most of the considered bu er sizes. is is because since message forwarding is not possible in the early phase of simulation, messages are delivered by direct delivery, since both contact nodes have not contacted sink node yet. Figure 6 shows the overhead ratio for di erent bu er sizes when the tra c load is low (message interval 300 s). e proposed protocol with T m1 T m2 1 and T m1 T m2 0 has less overhead ratio than PRoPHET protocol, and the proposed protocol with T m1 T m2 −1 has the highest overhead ratio. Since the proposed protocol with T m1 T m2 −1 forwards more messages, the message overhead is more.
e FREAK protocol has the smallest overhead. Figure 7 shows delivery latency for di erent bu er sizes when the tra c load is low (message interval 300 s). e FREAK protocol has the largest delivery latency, and the proposed protocols with both T m1 T m2 −1 and T m1 T m2 0 have a shorter delivery latencies than the PRoPHET protocol and FREAK protocol. is is because restriction of message dissemination in the considered environment increases message delivery latency. Figure 8 shows the delivery ratio for di erent bu er sizes when the tra c load is medium (message interval 60 s). e proposed protocol with T m1 T m2 0 has the highest delivery ratio for most bu er sizes. is is because if tra c load is medium, an appropriate dissemination of messages is better than too many (T m1 T m2 −1) or too few Mobile Information Systems 7
(T m1 T m2 1) message dissemination. For small bu er sizes (bu er size 10 Mbytes); however, the proposed protocol with T m1 T m2 1 has the highest delivery ratio, because if the bu er size is insu cient, less dissemination of messages results in less message drop caused by bu er over ow and thus achieves a better delivery ratio. Figure 9 shows the overhead ratio for di erent bu er sizes when the tra c load is medium (message interval 60 s). e proposed protocol with T m1 T m2 1 has the lowest overhead ratio in small bu er sizes and has similar overhead ratio with the FREAK protocol for large bu er sizes. e proposed protocol with T m1 T m2 −1 and PRoPHET have the highest overhead ratio. is is because the proposed protocol with T m1 T m2 1 forwards messages selectively, so the message overhead is smaller. On the other hand, since the proposed protocol with T m1 T m2 −1 forwards more messages, the message overhead is larger. Figure 10 shows the delivery latency for di erent bu er sizes when the tra c load is medium (message interval 60 s). e proposed protocol with T m1 T m2 1 has the largest delivery latency since less dissemination results in longer delivery latency. e proposed protocol with T m1 T m2 −1 has a shorter delivery latency than PRoPHET protocol and FREAK protocol have. Figure 11 shows the delivery ratio for di erent bu er sizes when the tra c load is high (message interval 12 s). e proposed protocol with T m1 T m2 1 has the highest delivery ratio for most bu er sizes. is is because if tra c load is high, more selective dissemination of message is better, which results in less message drop due to bu er over ow. For very large bu er sizes (bu er size 100 Mbytes), however, the proposed protocol with T m1 T m2 1 has a little bit smaller delivery ratio than that with both T m1 T m2 −1 and T m1 T m2 0, because if the bu er size is su ciently large, the e ect of less message dissemination is more dominant than that of a large message drop due to bu er over ow. In most of the considered bu er sizes, PRoPHET protocols and FREAK protocols do not have better delivery ratio than the proposed protocol. Figure 12 shows the overhead ratio for di erent bu er sizes when the tra c load is high (message interval 12 s). e proposed protocol with T m1 T m2 1 has the lowest overhead ratio, and PRoPHET has the highest overhead ratio, because the proposed protocol with T m1 T m2 1 forwards messages selectively, so the message overhead is less. e FREAK protocol has the second smallest overhead ratio. Figure 13 shows the delivery latency for di erent bu er sizes when the tra c load is high (message interval 12 s). e proposed protocol with T m1 T m2 1 has the largest delivery latency since less dissemination results in longer delivery latency. e proposed protocols with both T m1 T m2 −1 and T m1 T m2 0 have shorter delivery latencies than PRoPHET for most bu er sizes. Figure 14 shows the delivery ratio for di erent number of nodes when the tra c load is medium (message interval 60 s). e proposed protocol with T m1 T m2 −1 has the largest delivery ratio when the number of nodes is smaller than or equal to 100. On the other hand, the FREAK protocol has the largest delivery ratio when the number of nodes is larger than 100. is is because if the number of nodes is not large, the proposed protocol with T m1 T m2 −1 promotes message dissemination and more and more messages are delivered successfully. On the other hand, if the number of nodes is large, the proposed protocol and PRoPHETprotocol result in bu er over ow due to more message dissemination, and thus FREAK protocol has better delivery ratio. We note that a scenario of less number of nodes is more feasible in real delay tolerant wireless sensor networks due to the inherent characteristics of delay tolerant networks, and thus, the proposed protocol is more suited for delay tolerant wireless sensor networks. Figure 15 shows the overhead ratio for di erent number of nodes when the tra c load is medium (message interval 60 s). When the number of node is not large, the overhead ratio of all the protocols is small and the overhead ratio increases signi cantly as the number of nodes increases due to more message dissemination. e proposed protocol with T m1 T m2 1 has the second smallest overhead ratio, when the number of nodes is smaller than or equal to 100. On the other hand, the FREAK protocol has the smallest overhead ratio, when the number of nodes is larger than 100. Figure 16 shows the delivery latency for di erent number of nodes when the tra c load is medium (message interval 60 s). Delivery latency decreases as the number of nodes increases. Also, the proposed protocol with T m1 T m2 −1 has the smallest delivery latency in most considered number of nodes. For large number of nodes, the FREAK protocol has the largest delivery latency.
Conclusion and Future Work
In this paper, an e cient routing protocol was proposed, where both current delivery predictability and maximum delivery predictability are used to decide whether sensor data should be forwarded or not. en, the performance of the proposed protocol was compared with that of PRoPHET protocol and FREAK protocol, for di erent bu er sizes and di erent number of nodes, in terms of delivery ratio, overhead ratio, and delivery latency. Performance analysis results show that the proposed protocols have a better delivery ratio, overhead ratio, and delivery latency than the PRoPHET protocol and FREAK protocol have, for varying bu er sizes, given appropriate selection of message dissemination thresholds, where an exception is that the FREAK protocol has the smallest overhead ratio when the tra c load is the smallest. For varying the number of nodes, the proposed protocols have a better delivery ratio than the PRoPHET protocol and FREAK protocol have, when the number of nodes is not large. Also, the proposed protocol has the smallest delivery latency. In our future work, MAC issues such as duty cycled operation of nodes will be considered additionally in order to extend the lifetime of the node e ciently, which is one of the important requirements of wireless sensor networks. en, an e cient strategy of selecting message dissemination thresholds and duty ratio will be proposed and analyzed based on cross-layer work between MAC and routing protocols.
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