most countries in region (Fuinhas, et al.,2017) .
In literature, several authors have been investigating the impact of renewable energy consumption on the CO2. One example is, Fuinhas, et al., (2017) indicated that in short-run the existence of a bidirectional relationship between emissions and agriculture activity, a unidirectional causality between economic growth and renewable energy consumption, and renewable energy to agriculture. In the long-run, there is a bidirectional relationship among agriculture activity and CO2 emissions, a unidirectional relationship from consumption of renewable energy and agriculture activity and to emissions. Moreover, the estimate results showed that an increase of economic growth or renewable energy increases the emissions, whereas an increase in agricultural activity reduces the CO2 emissions. Bilgili (2016) emissions positively and negatively and renewable energy consumption has a negative impact on CO2 emissions. Aliprandi, et al., (2016) investigated, the impact of installation of renewable energy systems (e.g. wind and photovoltaic) on CO2 emissions. The authors found that the reduction of CO2 emissions are lower than expected considering the amount of energy produced from RES, and is related to the level of RES penetration on energy matrix.
The aim of this study is to answer the following question: Does renewable energy consumption has any impact on carbon dioxide emissions? In order to answer this question, the impact of renewable energy consumption on the CO2 emissions will be analyzed for ten South American countries namely: Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador, Peru, Paraguay, Venezuela and Uruguay in a period from 1980 to 2012 using Unrestricted Error Correction Model (UECM) form of the Auto-Regressive Distributive Lag (ARDL).
The study of this theme is fundamental to be able to understand the real impact of renewable energy consumption on the emissions in South American countries, and contributes to expanding the scarce literature. Additionally, the choice of South American countries it is due to the region (i) has been a pioneer in designing and implementing specific renewable promotion mechanisms (Fuinhas, et al, 2017) ; (ii) has experienced rapid growth in alternative energy consumption (See, Figure 1 ), and is very interested in developing of renewable resources and (iii) has been an important player in the innovation and development of alternative energy sources (Fuinhas, et al, 2017 ).
This article is organized as follows: Section 2, will present a literature review. Section 3, the material and method used. Section 4, the results and discussions. Finally, the conclusions are shown in Section 5.
2.Literature review
The impact of renewable energy consumption on CO2 emissions has been the object of a vast body of literature evidencing that this kind of energy has the capacity to reduce the emissions of CO2. Table 1 presents a brief summary of the literature review, namely of authors, periods, countries, methodology, influence, and main conclusions. The literature provides evidence the consumption of alternative energies have contributed to the mitigation of greenhouse gas emissions.
Material and method
This section is divided into two parts. In the first one, it will be presented the material used in this research. The second section contains the method.
Material
To analyze the impact of renewable energy consumption on greenhouse gas emissions, it was utilized the data, from 1980 to 2012, of ten South American countries namely: Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador, Peru, Paraguay, Venezuela and Uruguay. All the approached South America region has increased their renewable energy consumption and as such, they are highly relevant to this research (see Figure 1 ) below.
Figure 1. Electricity consumption from renewable energy sources in South America region
Notes: the chart was created by author. This chart was created by use of data from Energy Information Administration (EIA).
As can be seen in Figure 1 , the consumption of renewable energy sources have been faster growth in the last three decades in South America region. Moreover, to analysis the impact of the RES consumption on CO2 emissions were used the following variables (see Table 2 ). 
Notes: The abbreviations are as follows: British thermal unit (Btu).
The countries are selected taken the following criteria for the variables: (i) they have been renewable energy consumption for a long period; and (ii) they have data available for the entire period for CO2 emissions, GDP, and petroleum consumption. To transform all variables in per capita was used the total population. The variables in per capita help us control the disparities in population growth among the countries (Fuinhas, et al.,2017) . The GDP in local currency units (LCU) reduces the influence of exchange rates (Koengkan,2017) . Hereafter the prefixes (L) and (Δ) denotes natural logarithm and first-differences of variables respectively. Moreover, in the econometric analysis was performed using EViews 9.5 and Stata 14.0 software.
The best econometric practices strongly recommend testing for the presence of heterogeneity, that which could arise a long-time span used. The long-time spans exacerbate the potential occurrence of a panel with parameter slope heterogeneity and presence of cross-section dependence (CSD). On the CSD issue, the literature identifies two main types of dependence between crosses: (i) spatial autocorrelation or spatial heterogeneity (Baltagi and Anselin, 2001) , and (ii) long-range or global interdependence (Moscone and Tosetti, 2009 ). The first type of CSD takes into account the distance between crosses, while the second type occurs when the crosses react in the way, i.e. in a very similar mode to the same, then this provokes correlation between them, irrespective of the geographical distance between countries (Fuinhas, et al.,2015) .
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Indeed, when the CSD it is not controlled, it can produce both biased estimates and a severe identification problem (Eberhardt and Presbitero,2013; Fuinhas, et al.,2017) . Table 2 reveals the descriptive statistics and the cross-section dependence of variables.
The presence of cross-section dependence in the variables both in levels and in firstdifferences was confirmed by CDS-test. The presence of CSD evidences interdependence between the cross-sections that the countries share common shocks (Fuinhas, et al., 2017) .
Method
The Autoregressive Distributed Lag (ARDL) in the form of Unrestricted Error Correction Model (UECM) was applied to analyze the impact of RES consumption on the emissions. The ARDL model has a capacity to decompose the total effect of a variable into its short and long-run components (e.g. Fuinhas, et al. 2017; Koengkan,2017) . Moreover, this model is consistent with efficient estimations and parameters inferences based on the standard test (Srinivasan, et al., 2012) .
The general UECM form of the ARDL model used in this empirical analysis follows the specification of the Equation (1): (2004) CD test has N (0,1) distribution, under the H0: cross-section independence. ***, **, denotes statistically significant at 1%, and 5% levels respectively. The Stata command xtcd was used to achieve the results for CSD. ε is the error term. The Equation (1) can be transformed in an equivalent dynamic specification. The equation (2) that allows to capture the short-and the long-run effects of independent variables on the dependent one.
where 0i α denotes the intercept,
2it
 is the trend and
are the estimated parameters, and 2it ε is the error term.
The variance inflation factor (VIF) provides an indication the impact of multi-collinearity on the accuracy of estimated regression coefficients (O'Brien,2007) . The VIF-test and correlation test was used to check the presence of multicollinearity and correlation coefficients between variables (see Table 3 ). The results of VIF-test points that the mean VIF of (2.47) to long-run and (1.17) to shortrun are low. The low VIF-test statistics support that the multicollinearity is not a great concern in the model (Fuinhas, et al.,2017) . The panel data technique allows to control for heterogeneity of the cross. When is analyzed many variables are necessary more information, variability, degrees of freedom and efficiency and thus, less collinearity than is generally present in the time series approaches (Klevmarken,1989; Hsiao,2003; Fuinhas, et al.,2015) .
The first-generation unit root tests of LLC (Levin, Lin, and Chu, 2002) , ADF-Fisher (Maddala and Wu, 1999) , and ADF-Choi (Choi, 2001) , and second-generation unit root test CIPS of Pesaran (2007) were used to obtain the order of integration of variables. Table 4 shows the results of unit root tests.
The LLC, ADF-Fisher, and ADF-Choi used individual linear trends, and a lag length (1).
The first-generation test follows the option "individual intercept and trend", which was decided after a visual inspection. The null hypothesis of the LLC, ADF-Fisher, and ADF-Choi tests it is that the variables are I(1). In the CIPS-test (Pesaran,2007) without trend and with trend, and a lag length (1). The null hypothesis of CIPS-test it is that the variables are are I (1). The results of the Notes: ***, **, * denote statistically significant at 1%, 5% and 10% level, respectively. The null hypotheses are as follow: the LLC test the unit root (common unit root process), this unit root test controls for individuals effects, individual linear trends, has a lag length 1, and Newey-West automatic bandwidth selection and Bartlett kernel were used; the ADF-FISHER and ADF-Choi test the unit root (individual unit root process), this unit root test controls for individual effects, individual linear trends, has a lag length 1, the first generation test follows the option "individual intercept and trend", which was decided after a visual inspection of the series. The Eveiws 9.5 was used in the calculus of the first-generation tests. The CIPS test (Pesaran, 2007) has H0: series are I(1). The Stata command multipurt was used to compute CIPS test.
two test indicate that the difference of variables and the variable in short-run LRE are series of order I(I).
The macro panel structure has a long-time span, where the panel unit root test has a standard asymptotic distribution, which is important when checking for cointegration (Baltagi,2008 
The Hausman test of the Random Effects (RE) against the Fixed Effects (FE) specification to identify the presence of RE or FE in the model was used. This test has the null hypothesis that the best model is RE. The results point to the selection of (FE) model, where the result is significant  The FE model is appropriate for analyzing the influence of variable over time, even as it removes all time-invariant features from the independent variables (Fuinhas, et al.,2017) .
Additionally, this allows a great evaluation of the net effect of the explanatory variables. Indeed, in the macro panel, the presence of long time spans and cross-section is strongly advise testing for parameters panel heterogeneity.
The Mean Group (MG) or Pooled Mean Group (PMG) estimators could be applied to checks the heterogeneity of model (Fuinhas, et al., 2015; Fuinhas, et al.,2017) . These estimators require a large number of cross-sections (N) and time of observations (T) (Blackburne III and Frank,2007) . The MG is a flexible technique, which creates regressions for each individual and then computes for all individuals an average coefficient (Pesaran et al., 1999) . This estimator is consistent in long-run average, while in presence of slope homogeneity the model it is not efficient (Pesaran et al., 1999) .
The PMG is an estimator that makes restrictions among cross-section in long-run parameters, then not in short-run and in adjustment speed term, whereas the PMG estimator is more efficient and consistent in the existence of homogeneity in the long-run than MG estimator (Fuinhas, et al.,2017) .
Moreover, a battery of model specification tests were performed: (i) Modified Wald test (Greene,2000) to identified the existence of groupwise heteroscedasticity in the residuals of a fixed effect regression model;(ii) Breusch and Pagan Langrarian Multiplier test of independence (Breusch and Pagan, 1980) to measure whether the variances across individuals are correlated;(iii) Pesaran test of cross-section independence (Pesaran,2004) , to identify the existence of contemporaneous correlation among cross-sections. The null hypothesis of this test specifies that the residuals are non-correlated and it follows a normal distribution; (iv) Wooldridge test (Wooldridge,2002) to check the existence of a serial correlation.
Results and Discussion
The MG and PMG estimations were tested against dynamic fixed effects (DFE).
Additionally, in the presence of heteroskedasticity contemporaneous, first order autocorrelation and cross-section dependence in the context of a long-time span, the Driscoll ad Kraay (1998) estimator need to be apply because this estimator generates robust standard errors for several phenomena in the sample errors (Fuinhas et al.,2015; Fuinhas, et al.,2017) . In addition, the DFE estimator, DFE robust and DFE Driscoll and Kraay (DFE D.-K) were computed. The battery of specification tests like the modified Wald test for groupwise heteroscedasticity, Pesaran (2004) for cross-section independence, Breusch-Pagan Langrarian Multiplier test to evidences the variances across individuals are correlated, and Wooldridge test for autocorrelation in panel data. Table 6 evidences, the estimation results of the MG, PMG, DFE models, the outcomes of the Hausman test, the semi-elasticities which were calculated by adding the coefficients of variables in the first-differences, and elasticities which are calculated by dividing the coefficient of lagged independent variable by the coefficient of the lagged independent variable, multiplier by (-1) for the models DFE, DFE robust and DFE D.-K, and finally reveals the results of model specification tests.  0.00***  2 10  574.85*** 1.348 F (1,9) = 82.006*** Notes: ***, **,* denote statistically significant at 1% ,5% and 10% levels respectively; Hausman results for H0: Difference in coefficients not systematic; ECM denotes error correction mechanism; the long-run parameters are computed elasticities; the Stata commands xtpmg, and Hausman (with the sigmamore option) were used;In the fixed effects were used the xtreg, and xtscc Stata commands; For H0 of Modified Wald test: sigma(i)^2 = sigma^2 for all I; results for H0 of Pesaran test: residuals are not correlated; results for H0 of Wooldridge test: no first-order autocorrelation.
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The Hausman test points that the DFE model is homogeneous and it is an appropriate estimator. Indeed, the DFE, DFE robust and DFE D.-K estimators points to presence of longmemory of the variables, because the Error Correction Mechanism (ECM) term it is statistically significant at 1% levels, and has a negative signal (Koengkan,2017) . Thus, the existence of longmemory of variables confirms the presence of Grande causality between variables to CO2 emissions.
Indeed, the ARDL model in form of UECM, allows us to discriminate the Grander causality between short and long-run (Fuinhas, et al.,2017) . In fact, the ARDL model in form of UECM model it is like the Cointegration and Error Correction version of Granger causality (Jouini 2015; Mehrara,2007) . The ARDL methodology shows robust due to the presence of endogeneity of variables, and the ECM parameter is statistically significant at 1 % and negative. Thus, when an ECM parameter is statistically significant, it is identical the realization of Granger causality test (Fuinhas, et al.,2017) . Furthermore, the error correction version of Granger Causality and Cointegration can ensure that both the magnitude of the effects and causality are revealed by elasticities of themselves.
The results show that the semi-elasticities (short-run) which are the first-differences of renewable energy consumption, decrease the emissions of CO2 in -0.0420 %, when the consumption of alternative energies increase 1 %, whereas the elasticities (long-run) which are the logarithms of the variable does not cause any impact on emissions. The negative impact of renewable energy consumption on CO2 emissions, it is in line with several authors that studied the Latin American countries (e.g. Fuinhas, et al., 2017; Robalino-López, et al.,2015; Sheinbaum, et al.,2011) .
Certainly, decrease of CO2 emissions by alternative energy consumption in short-run is due to the investments in renewable energy sources that are the result of the availability of enormous biodiversity and the abundance of renewable sources (e.g. hydropower, wind, solar, geothermal and biomass) in most Latin American countries (Fuinhas, et al.,2017) . Moreover, Sheinbaum, et al. (2011) points that the development of bio-ethanol production in the Latin American countries is an effective substitute for crude-oil-derived diesel, where their production reduces the CO2 emissions, as well as other environmental impacts and land competition with food production.
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The economic growth of South American countries increase the emissions in 0.2792 % in short-run and 0.5022 % in long-run. These results are in line with several authors that studied the Latin American countries (e.g. Fuinhas, et al, 2017; Pablo-Romero and Jesús, 2016; Said and Hammami, 2015; Al-Mulali, et al., 2015; Robalino-López, et al.,2015; Zillo, 2012; Zilio and Recalde ,2011) .
Indeed, the positive impact of economic growth on CO2 emissions can be caused by the globalization and free trade agreements that increase the economic growth and industrialization of South American countries and consequently intensification of environmental degradation (Zillo,2012) . Moreover, other authors like Grossman and Krueger (1991) points that the increase of environmental degradation by economic growth in South American countries, it is directly related to the structure of the economy, where the environmental degradation tends to increases when there is a change from an agricultural to an industrialized economy. Besides that, Zilio and Recalde (2011) complement, that the income growth and the transition from rural to industrial activities in Latin American countries produce higher environmental degradation, conversely through of industrialization process, where the economy evolves to a higher development stage.
Finally, Pablo-Romero and Jesús (2016) conclude that the average rate of economic growth in Latin America region has increased significantly since 2004, which is due to the economic expansion promoted and led by exports of large economies in the region like Argentina, Brazil, Colombia, Peru, and Venezuela, and consequently increase the environmental degradation in these countries.
The petroleum consumption in short-run increases the emissions in 0.5641 % and 0.5497 % in long-run. The positive effects of petroleum consumption on emissions in South American countries are confirmed by several authors (e.g. Fuinhas, et al, 2017; Pablo-Romero and Jesús, 2016; Robalino-López, et al.,2015; Zilio and Recalde,2011) .
Surely, the influence of petroleum consumption on emissions it is due to the presence of fossil fuels in the energy matrix in some countries of Latin America region are major fossil fuel producers, such as Argentina, Brazil, Colombia, Ecuador, Mexico, Peru and Venezuela, and great Revista Brasileira de Energias Renováveis, v.6, n.5, p. 893-914, 2017 imports such as the Central American countries and Chile (Fuinhas, et al.,2017) . Besides that, Zilio and Recalde (2011) include that economic activity in Latin American countries requires a direct or indirect form of consumption of fossil fuels, heat or electricity to operate. Thus, the energy consumption in the region turns out to be responsible for almost 77% of the total CO2 emissions.
Finally, the battery of model specification tests to back up the parameters statistical significance of the DFE model was applied. The modified Wald-test points to the presence of heteroscedasticity. The Pesaran test of cross-section independence indicates to the non-existence of correlation between the crosses. The Wooldridge-test points to the presence of the first-order autocorrelation, and the Breusch-Pagan LM-test can not be applied due to correlation matrix of residuals are singular.
Conclusions
The impact of renewable energy consumption on CO2 emissions was analyzed in this article. The study focused in ten South American countries from 1980-2012 using auto-regressive distributed lag (ARDL). The initial tests proved the existence of cross-sectional dependence, where confirm that these countries share spatial patterns, the phenomena of heteroscedasticity, contemporaneous correlation, first order autocorrelation cross-sectional dependence, and the existence of Granger causality.
Indeed, the battery of model specification tests like modified Wald-test pointed to the presence of heteroscedasticity. The Pesaran test of cross-section independence indicates to the nonexistence of correlation between the crosses. The Wooldridge-test points to the presence of the first-order autocorrelation, and the Breusch-Pagan LM-test can not be applied due to correlation matrix of residuals are singular.
The results showed that the semi-elasticities of renewable energy consumption, decrease the emissions in -0.0420 %, when the consumption of alternative energies increase 1 %, whereas the elasticities do not cause an impact on emissions. These results could be a consequence of investments in renewable energy sources that are the result of the availability of enormous biodiversity and the abundance of renewable sources. Moreover, the non-impact of renewable energy consumption on CO2 emissions in long-run is due to the possible public policies inefficiency that does not improve the development and consumption of alternative energies.
In addition, the economic growth of South American countries increase the emissions in Revista Brasileira de Energias Renováveis, v.6, n.5, p. 893-914, 2017 0.2792 % in short-run and 0.5022 % in long-run, and the petroleum consumption has a positive effect of 0.564 %1 in short-run and 0.6196 % in long-run. These results are due to income growth, economic structure change, and industrialization process in South American countries, and also the great fossil fuels dependency in some countries in the region.
Thus, these evidence points to the necessity of creating public policies more efficiency for promoting the investments, production, and consumption of renewable energy sources, where the impact of alternative energy sources on emissions is small. Indeed, the development of policies more efficient could contribute to increasing of economic competitiveness, create added value, assist in the development of endogenous resources, generate jobs, and makes the renewable energy sources more attractive than conventional alternatives.
Moreover, these findings indicate the needs for policymakers to change the current energy matrix to a more sustainable, due to some countries in South America are dependents of fossil fuels like Argentina, Brazil, Colombia, Ecuador, Mexico, Peru, Venezuela and Chile, as well as for the need to develop new renewable policies, planned to promotes economic growth and environmental sustainability.
