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Abstract. The well-known stationary phase formula gives us a way to precisely compute
oscillating integrals so long as the symbol is regular enough (in comparison to the large
parameter controlling the oscillation). However in a number of applications we find ourselves
with symbols that are not suitably regular. In this paper we obtain decay bounds for such
oscillatory integrals.
The stationary phase formula gives us a way to compute integrals of the form
Iλ =
∫
eiλφ(x)a(x)dx
under the condition that φ has a single stationary point on the support of a(x) and
| det(Hessφ)| ≥ c.
In particular it gives us the asymptotic sum
Iλ = e
iλφ(xc)
∞∑
i=0
λ−
n−1
2
−ibi(xc) (0.1)
where b0(x) = cna(x). The classical theory of these expansions is very well developed. See for
example the texts of Ho¨rmander [5], Muscalu-Schlag [7] or Stein [8]. In many applications it
is, however, necessary to deal with oscillatory integrals where the phse functions and symbol
have more complicated behaviour. In [1] Alazard, Burq and Zuily study oscillatory integrals
where the phase function and symbol have dependence on external parameters. These type
of integrals frequently show up in the analysis of Fourier integral operators associated with
the wave and Schro¨dinger equations, (see for example [2],[3],[3],[4],[6],[9]). For such integrals
Alazard, Burq and Zuily find the precise decay estimates in terms of the external parameters.
In this paper we want to consider the cases where the phase function φ and symbol a are
allowed to depend on λ itself. In particular we wish to consider cases where there is a
regularity loss of a positive power of λ for each derivative. These sort of oscillatory integrals
arise usually as a result of applying cut off functions that introduce a loss of regularity to
the symbol. For completeness (and because it often arises in applications) we will allow Iλ
to depend on other variables y (which we assume to be in Rn) in the following fashion
Iλ(y) =
∫
eiλφ(λ,x,y)a(λ, x, y)dx
where we assume that
| det(Hessφ)| ≥ cµ(λ, y)n
and are interested in the cases where µ(λ, y)→ 0 and λ→∞ (throughout this paper we will
abuse notation and write µ = µ(λ, y)). The y dependence means that Iλ(y) is now a function
and we would like to know about it’s oscillation/regularity properties. Studying the proof of
(0.1) carefully it is not hard to see that (for fixed µ = 1) if
|Dγa(λ, x, y)| ≤ Cγλ|γ|( 12−)
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2 MELISSA TACY
for some  > 0 we can still make sense of the asymptotic sum as λ → ∞. Indeed it is not
difficult to extend (0.1) to these cases. In this note, we are however concerned with the case
where the regularity of a(λ, x, y) is far worse. For instance where
|Dγa(λ, x, y)| ≈ λ|γ|β β > 1/2.
Now the asymptotic sum does not even necessarily converge. However if we study the question
from the viewpoint that extreme oscillations of eiλφ(x,y) cause cancellation we can see that
there is good reason to still expect some decay fo Iλ(y). Focusing only on a one dimensional
example (with µ = 1) consider
Iλ =
∫
eiλx
2
a(λ, x)dx
At a heuristic level the stationary phase formula tells us that if a is smooth independent of λ
the main contribution to Iλ comes from near x = 0. After that the oscillations become rapid
enough to force cancellation, see Figure 1.
Figure 1. Classical stationary phase where the symbol has regularity better
than the natural scale of the oscillation
We examine this case from the perspective of the proof of the Van der Corput lemma which
is achieved in three steps:
(1) First the region |x| ≤ λ−α is excised and that contribution to the integral estimated
simply by considerations of size/measure (no oscillations are used).
(2) For |x| > λ−α the operator
L =
1
iλx
d
dx
has the property that Leiλφ = eiλφ and so is used to integrate by parts repeatably.
This leads to some decay due to oscillation, which is used to estimate the |x| > λ−α
contribution to Iλ.
(3) The two contributions are compared and α chosen so that they are equal in magnitude.
This occurs when α = 1/2.
Note that any cut off function excising a λ−1/2 region will have a regularity loss of λ1/2 per
derivative. When restricted to |x| > λ−1/2 so does the factor 1/x. Therefore the proof of the
Van der Corput lemma is unchanged if the symbol has regularity loss up to λ1/2.
In Figure 2 we see an example where the regularity of a(λ, x, y) is worse than the λ1/2
scale. However, far enough from zero we are still able to gain some cancellation. Naturally
we cannot expect to get any decay in the case
|Dγa(λ, x, y)| ≥ Cγλ|γ|
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Figure 2. While the symbol no longer has regularity better than the natural
scale, we eventually see cancellation
as then the oscillations are never rapid enough to induce cancellation. However we are able
to obtain results in the region
|Dγa(λ, x, y)| ≤ Cγλ|γ|β
for 1/2 ≤ β ≤ 1.
When we consider the case | det(Hessφ)| ≥ µn then our model becomes∫
eiλµx
2
a(x)dx.
If a(x) has no regularity loss we could define a new parameter λ˜ = µλ and apply the Van
de Corput lemma for λ˜. Therefore the fundamental length scale would become λ−1/2µ−1/2.
Now consider the cases where there is λβ loss per derivative (and assume β > 1/2). Then we
can obtain decay via integration by parts if∣∣∣∣1x 1λµλβ
∣∣∣∣ ≤ 1
that is |x| ≥ λ−1+βµ−1. So we expect this to be the correct scale to replace λ−1/2 in a Van
de Corput style proof. For the general case we need to assume some control on higher order
derivatives of φ. This leads us to Definition 0.1
Definition 0.1. We say that on a set X ⊂ Rn a phase function φ has“a single non-degenerate
critical point to scale µ” if on X there is a single point xc where ∇xφ(x) = 0 and
• For any  (small but not dependent on λ),
|∇xφ(x)| ≥ µ for x ∈ X \B(xc)
•
| det(Hessφ)|x=xc| ≥ Cµn
• For any multi-index γ,
|Dγxφ| ≤ Cγµ
With these assumptions were are able to obtain an asymptotic expression for Iλ(y) as given
by Theorem 0.2.
Theorem 0.2. Let
Iλ(y) =
∫
eiλφ(λ,x,y)a(λ, x, y)dx
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where for each y φ has a single non-degenerate critical point to scale µ ≥ λ−1+β on the support
of a(λ, x, y). Further assume the constants from Definition 0.1 are uniform in y. Suppose
the symbol a(λ, x, y) obeys the regularity bounds
|Dγxa(λ, x, y)| ≤ Cγλβ|γ|
1
2
≤ β < 1.
Then
Iλ(y) = e
iλφ(x(y),y)b(λ, y)
where
|Dγyb(λ, y)| ≤ µ−nλ−n(1−β)λβ|γ|
∣∣∣∣∣ sup|σ|≤|γ|Dσyx(y)
∣∣∣∣∣
|σ|
1. Proof of Theorem 0.2
To prove Theorem 0.2 we first note that if φ˜(λ, x, y) = φ(λ, x, y) − φ(λ, x(y), y) then by
expanding φ˜(λ, x, y) about x(y) we have that
φ˜(λ, x, y) = [x− x(y)]T
[
Hessφ
∣∣
x(y)
]
[x− x(y)] +O(µ(y)|x− x(y)|3). (1.1)
Note that we could use the Morse Lemma to obtain the nicer canonical form
φ(λ, x, y)− φ(λ, x(y), y) =
k∑
i=1
(x− x(y))2 −
n∑
i=k+1
(x− x(y))2.
However this would only be valid for some µ dependent (but unspecified) region of x(y).
Since we want to allow the parameter dependence and we want µ to be able to depend on λ
we prefer to use (1.1). We now prove decay bounds for integrals
Iλ(y) =
∫
eiλφ˜(λ,x,y)|x− x(y)|2γd(λ, x, y)dx γ ≥ 1
where d(λ, x, y) is supported away from the critical point at x(y) but otherwise has the same
properties as a(λ, x, y).
Proposition 1.1. Suppose
Iλ(y) =
∫
eiλφ˜(λ,x,y)|x− x(y)|2γχ(µλα|x− x(y)|)d(λ, x, y)dx γ ≥ 1, and α ≤ 1− β
where φ(λ, x, y) and d(λ, x, y) have the same properties as the phase function/symbol in The-
orem 0.2 and χ(r) is smooth with
χ(r) =
{
1 |r| ≤ 1
0 |r| ≤ 2 .
Then
|Iλ(y)| ≤ CN(µ−1λ−α)(n+2γ)λ−N(1−β−α)
for any natural number N .
Proof. Using the local representation (1.1) for φ˜(x, y) we have that
∇xφ˜(λ, x, y) =
[
Hessφ
∣∣
x(y)
]
[x− x(y)] + [x− x(y)]T
[
Hessφ
∣∣
x(y)
]
+O(µ|x− x(y)|3)
Therefore by a partition of unity we can assume that there is some k so that∣∣∣∣∣ ∂φ˜∂xk
∣∣∣∣∣ ≥ cµ|x− x(y)|
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we may as well assume that k = 1. Therefore we define the operator
L =
1
iλ∂x1φ˜
∂
∂x1
so that
Leiλφ˜(λ,x,y) = eiλφ˜(λ,x,y).
We use this to integrate by parts. That is since
Iλ(y) =
∫ (
Leiλφ˜(λ,x,y)
)
|x− x(y)|2γχ(µλα|x− x(y)|)d(λ, x, y)dx,
integration by parts yields
Iλ(y) = −
∫
eiλφ˜(λ,x,y)L
(
|x− x(y)|2γχ(µλα|x− x(y)|)d(λ, x, y)
)
dx.
By repeating the argument
Iλ(y) = (−1)N
∫
eiλφ˜(λ,x,y)LN
(
|x− x(y)|2γχ(µλα|x− x(y)|)d(λ, x, y)
)
dx.
Therefore to obtain the decay estimates all we need to do is examine the effect of N operations
of L on the symbol. Now
LN
(
|x− x(y)|2γχ(µλα|x− x(y)|)d(λ, x, y)
)
is made up of terms of the form( |x− x(y)|2γ−2N1
µN1λN1
)( |x− x(y)|−N2+2γλβN2
µN2λN2
)( |x− x(y)|−N3+2γ(µ−1λα)N3
µN3λN3
)
with N1 + N2 + N3 = N . With the restrictions that α ≤ 1 − β, and µ ≥ λ−β+1 the largest
contribution comes from the terms of form
|x− x(y)|−N+2γλβN
µNλN
so
|Iλ(y)| ≤
∫
|x−x(y)|≥µ−1λ−α
|x− x(y)|−N+2γλβN
µNλN
dx
≤ µ−1−2γλ−N(1−β−α)−α(2γ+n) = (µ−1λ−α)(n+2γ)λ−N(1−β−α).

We are now in a position to prove Theorem 0.2
Proof of Theorem 0.2. We write Iλ(y) as
Iλ(y) = e
iλφ(x(y),y)b(λ, y)
where
b(λ, y) =
∫
eiλφ˜(x,y)a(λ, x, y)dx
and
φ˜(x, y) = φ(x, y)− φ(x(y), y).
Recall that we have the local form (1.1) for φ˜(x, y) of
φ˜(x, y) = [x− x(y)]T
[
Hessφ
∣∣
x(y)
]
[x− x(y)] +O(µ(y)|x− x(y)|3).
Note that
∂φ˜
∂yk
(x, y) = −
(
[∂ykx(y)]
T
[
Hessφ(y)
∣∣
x(y)
]
[x− x(y)]
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+ [x− x(y)]T
[
Hessφ
∣∣
x(y)
]
[∂ykx(y)]
)
+O(µ(y)|x− x(y)|2). (1.2)
On the other hand
∂φ˜
∂xk
= eTk
[
Hessφ(y)
∣∣
x(y)
]
[x− x(y)] + [x− x(y)]T [Hessφ(y)] ek +O(µ(y)|x− x(y)|2) (1.3)
where ek is the standard basis vector with 1 in the k-th position. So
∂φ˜
∂yk
(x, y) = [∂ykx(y)]
T [∂xφ˜] +O(µ(y)|x− x(y)|2). (1.4)
Now
∂b(λ, y)
∂yk
=
∫
eiλφ˜(x,y)
(
iλ
∂φ˜(x, y)
∂yk
a(λ, x, y) +
∂a(λ, x, y)
∂yk
)
dx
and so using (1.4) we have that
∂b(λ, y)
∂yk
=
∫
eiλφ˜(x,y)
(
iλ[∂ykx(y)]
T [∂xφ˜]a(λ, x, y) +
∂a(λ, x, y)
∂yk
+ λ|x− x(y)|2Gµ(x, y)
)
dx
=
∫
eiλφ˜(x,y)
(
[∂ykx(y)]
T [∂xa(λ, x, y)] +
∂a(λ, x, y)
∂yk
+ λµ|x− x(y)|2G(λ, x, y)
)
dx
where to get the second line we have integrated by parts in x. Therefore the regularity
properties of a(λ, x, y) tell us that
∂b(λ, y)
∂yk
=
∫
eiλφ˜(x,y)
(
(λµ)βd(λ, x, y) + λµ|x− x(y)|2G(λ, x, y)) dx
where d(λ, x, y) has the same regularity properties as a(λ, x, y). We can repeat the process
to get extra derivatives, each at a cost of one factor of λβ or λµ|x − x(y)|2. Therefore to
obtain an estimate on |Dγyb| we need to control terms of the form
λγ1µγ1
∣∣∣∣∫ eiλφ˜(x,y)|x− x(y)|2γ1λβγ2d(λ, x, y)dx∣∣∣∣
where γ1 + γ2 = γ. We will argue similar to the Van der Corput Lemma and excise a region
|x− x(y)| ≤ µ−1λ−1+β. From Proposition 1.1 we know that∣∣∣∣∫ eiλφ˜(x,y)|x− x(y)|2γ1λβγ2d(λ, x, y)χ(µλ1−β|x− x(y)|)dx∣∣∣∣ ≤ (µ−1λ−1+β)(n+2γ1)λβγ2 .
From the support properties of χ we also have∣∣∣∣∫ eiλφ˜(x,y)|x− x(y)|2γ1λβγ2d(λ, x, y)(1− χ(µλ1−β|x− x(y)|))dx∣∣∣∣ ≤ (µ−1λ−1+β)n+2γ1λβγ2 .
So
|Dγyb| ≤ λγ1µγ1λβγ2(µ−1λ−1+β)n+2γ1
≤ µ−nλ−n(1−β)λβ(γ2−γ1)λ−2βγ1
where in the last line we have use the restriction that µ ≥ λ−1+β. Therefore the largest
contribution is when γ = γ2 and
|Dγyb| ≤ µ−nλ−n(1−β)λβγ
as required.
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