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ABSTRACT
This dissertation investigates single carrier frequency-domain equalization (SC-FDE)
with multiple-input multiple-output (MIMO) channels for radio frequency (RF) and under-
water acoustic (UWA) wireless communications. It consists of five papers, selected from a
total of 13 publications. Each paper focuses on a specific technical challenge of the SC-FDE
MIMO system.
The first paper proposes an improved frequency-domain channel estimation method
based on interpolation to track fast time-varying fading channels using a small amount of
training symbols in a large data block. The second paper addresses the carrier frequency off-
set (CFO) problem using a new group-wise phase estimation and compensation algorithm to
combat phase distortion caused by CFOs, rather than to explicitly estimate the CFOs. The
third paper incorporates layered frequency-domain equalization with the phase correction al-
gorithm to combat the fast phase rotation in coherent communications. In the fourth paper,
the frequency-domain equalization combined with the turbo principle and soft successive
interference cancelation (SSIC) is proposed to further improve the bit error rate (BER) per-
formance of UWA communications. In the fifth paper, a bandwidth-efficient SC-FDE scheme
incorporating decision-directed channel estimation is proposed for UWA MIMO communica-
tion systems. The proposed algorithms are tested by extensive computer simulations and real
ocean experiment data. The results demonstrate significant performance improvements in
four aspects: improved channel tracking, reduced BER, reduced computational complexity,
and enhanced data efficiency.
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Multiple-input multiple-output (MIMO) technology is a promising theme for high data
rate, high reliability wireless communications. The so-called multiple-input multiple-output
refers to the physical layer of communication systems that employ multiple transmit anten-
nas/elements and multiple receive antennas/elements, as shown in Fig. 1.1. Recent theoretic
studies have shown that MIMO systems can provide significant capacity gain [1] without ad-
ditional bandwidth or transmit power over traditional single-input and single-output (SISO)
systems. In quasi-static flat Rayleigh fading channels, the MIMO capacity grows linearly,
rather than logarithmically, with the minimum number of transmit and receiver antennas.
The tremendous MIMO channel capacity gain can be achieved by spatial multiplexing and
diversity coding, thus improving data rate and reliability of wireless communication systems.












Figure 1.1 A typical MIMO system
ability in a wireless communication system is impeded by several challenges. In general, a
wireless channel is a triply-selective fading channel in practice. Firstly, the propagation be-
tween each transmit and each receive element consists of a large number of reflectors and/or
2scatters, which results in multiple “echoes” of the transmitted signals at receivers. This
multipath delay spread effect is referred to as the frequency selective channel. Secondly, the
motion of the transmitter/receiver and the movement of objects in the propagation environ-
ment also give rise to the Doppler spread, which indicates the time varying nature of the
channel. This effect is called as time selective channel. Last, the angle spread at the multiple
transmitter and receiver elements leads to the space selective effect. These three selectiveness
are intertwined with each other, causing significant technical challenges in practical MIMO
transceiver design.
In particular, the frequency selectiveness caused by multi-path delay effect can re-
sult in severe inter-symbol interference (ISI), which increases the complexity of receiver and
degrades the performance of communications if not dealt with properly. The time selective-
ness associated with Doppler spread can lead to fast time-varying channel responses and
Doppler modulation, which imposes much difficulty on channel synchronization. Besides,
carrier frequency offset (CFO) causes significant performance degradation if the Doppler
spread is large. CFO is often caused by the local oscillator mismatch in radio frequency
(RF) communications or instantaneous time-varying Doppler shift in underwater acoustic
communications. The CFOs can result in severe phase distortion on coherent communi-
cations. The space selectiveness in a MIMO system results in the co-channel interference
(CCI) which has to be removed for correct detection of data streams from different trans-
mit elements. These three dispersions (ISI, Doppler modulation/CFO, and CCI) are also
intertwined causing formidable difficulties in MIMO transceiver design.
Channel estimation is the first problem to be addressed in the receiver. However,
due to the existence of CCI and Doppler spread, a specified approach should be developed
to estimate all channels separately, track the fast time varying channels, and combat the
effect of CFO. Another important issue in the receiver is to mitigate ISI and ICI. A common
approach to combat ISI and CCI is by equalization. Traditional time-domain equalizers suffer
from high computational complexity and slow convergence when the channel length is long
and CCI is severe, because the complexity grows quadratically with the number of receiver
elements and the number of channel taps. In high data-rate communication systems, these
3numbers are on the order of ten and hundred, respectively. TDE is then computationally
prohibitive in practice and with intolerable slow convergence. Frequency-domain methods
have to be used to solve the problem.
There are mainly two frequency-domain equalization methods for modern high data
rate wireless communications: orthogonal frequency division multiplexing (OFDM) and sin-
gle carrier with FDE (SC-FDE). These two types of systems share the common functional
components but differ in the replacement of inverse fast Fourier transform (IFFT) opera-
tions: in OFDM, IFFT is performed at transmitter; in SC, IFFT is performed at receiver.
The function blocks for these two systems are shown in Fig. 1.2. In both schemes, data
are transmitted in blocks, and cyclic prefix (CP) or zero padding (ZP) are inserted between
blocks. The SC-FDE has a similar complexity and performance as the OFDM with the same














Figure 1.2 Function blocks of OFDM and SC-FDE
1.2 PROBLEM STATEMENT
This dissertation focuses on SC-FDE for MIMO wireless communications and its appli-
cation to difficult RF and underwater channels. In a high data-rate MIMO SC-FDE system,
the information bits or encoded bits are mapped into symbols based on the specified mod-
ulation scheme and then grouped into blocks appended by CPs or ZPs. The data streams
4from all branches are transmitted simultaneously in the same carrier. The RF channels nor-
mally have a few tens of taps. At receivers, CPs are removed or overlap-add is employed if
ZPs are used in one data block, and fast Fourier Transform (FFT) is applied to convert the
time-domain signal to frequency domain. The equalization is carried out in each frequency
tone, and the equalized frequency-domain signal is converted to time domain to detect the
symbols.
Specially, this dissertation investigates four technical challenges associated with high
data-rate MIMO SC-FDE systems.
1. Channel estimation for fast time-varying MIMO channels. A common approach of
estimating the channel impulse response is to insert known pilot symbols in the data
streams and use the received pilot signals to estimate the channels. For MIMO archi-
tecture, all the subchannels corresponding to the transmitter and receiver pairs have
to be estimated. Pilot-assisted channel estimation falls into three categories based on
the construction of pilot blocks: (1) time domain nonorthogonal and frequency do-
main orthogonal, (2) time domain orthogonal and frequency domain nonorthogonal,
(3) both time domain and frequency domain nonorthogonal. In the first method, pilot
blocks are designed with mutually orthogonal spectral for each transmit element but
are transmitted simultaneously from all transmit elements. In the second method, pilot
blocks are uncorrelated for all transmit elements and transmitted sequentially in time.
In the third method, independent pilot blocks with mutually nonorthogonal spectral
are transmitted simultaneously, and a least square approach is employed to estimate
channels. In my work, methods (1) and (3) are investigated to track the time-varying
channel impulse responses.
2. BER performance improvement for MIMO system without increasing transmit power.
Channel coding allows a reduction of transmit power to achieve the same error perfor-
mance with respect to uncoded systems in the cost of increasing transmission band-
width. Turbo code is one of the powerful channel coding schemes which approaches
Shannon limits. Based on the principle of turbo code, turbo equalization is proposed to
5combat ISI and reduce error rate in an iterative detection way. In the turbo equaliza-
tion, channel decoder cooperates with the equalizer by exchanging the soft information
on the coded bits and the confidence on the information bits is increased gradually.
Therefore, turbo equalization [2][3] provides significant performance gain with low com-
putational complexity. In order to further improve BER performance for MIMO sys-
tems, a novel detection scheme combining turbo equalization and layer detection [4][5]
is investigated in this work.
3. Severe CFO mitigation. After equalization, the effect of CFO should be mitigated be-
fore making hard decision or soft decision on the symbols. CFO can cause severe phase
errors on the equalized signals when the block size is large and/or the constellation
size of the modulation is high in a SC-FDE system. Rather than directly estimating
the CFO by training symbols, which costs amount of computation, efficient phase cor-
rection algorithms are applied after equalization to compensate the composite phase
distortion.
4. Complexity and data efficiency. In order to reduce the complexity of receivers for
MIMO systems over severely dispersive channels, the frequency-selective channels are
divided into frequency-flat channels by discrete Fourier transform and equalization is
implemented in frequency domain. Compared with time-domain equalization, frequency-
domain equalization achieves better performance with significantly reduced complexity.
However, FDE requires cyclic prefix or unique word to be inserted between the data
blocks, which results in large transmission overhead in high data rate MIMO commu-
nications. A bandwidth-efficient SC-FDE scheme based on the overlap-save method is
investigated to increase data efficiency while maintaining similar BER performance.
The developed MIMO channel estimation and equalization schemes are applied to
underwater acoustic communication systems. Underwater acoustic channels impose more
challenges than radio frequency (RF) environment. Acoustic propagation is characterized
by three major factors: frequency-dependent attenuation, excessive delay spread, and sig-
nificant time-varying Doppler shift. The attenuation of acoustic waves is approximately
6proportional to the square of the frequency, leading to extremely low carrier frequency, lim-
ited bandwidth and limited communication range. For example, in medium underwater
acoustic communication systems operating over 1 to 10 kilometers, the available bandwidth
is only on the order of several kHz. Another character of underwater acoustic channels is
the severe multipath propagation that causes long delay spread of a few up to hundreds of
milliseconds depending on the communication range and channel conditions. In addition,
the time varying Doppler shift, caused by the relative motion between transducers and hy-
drophones, dynamic motion of water media, and varying sound speed, is another obstacle for
UWA communications. The ratio of Doppler shift to carrier frequency is on the order of 10−3
to 10−4, which is more significant than that of the RF counterpart (on the order of 10−6).
The significant Doppler shift results in not only rapid fluctuation of the fading channels but
also compression or dilation of signal waveforms. These features make underwater acoustic
channel considered as one of the worst physical links for communications, and achieving
reliable wireless underwater communications over 5 kbps has been a challenging goal for the
research community for decades. The proposed FDE schemes, phase correction algorithm
and channel estimation methods are applied to these challenging channels to improve the
data rate and reliability of UWA communications.
1.3 SUMMARY OF CONTRIBUTIONS
This thesis includes the technical novelties in the five publications. The complete
publication list can be found in Section 3. The technical contributions are:
1. Improved frequency-domain MIMO channel estimation method using interpolation vec-
tors for MIMO SC FDE systems. The proposed algorithm employs the least squares
(LS) criterion to estimate frequency response of the pilot block. It then estimates
frequency response of the data block by interpolating the channel frequency responses
of two adjacent pilot blocks thus tracks the fast time-varying channel responses. The
Chu sequence is adopted as the pilot signals since it has a constant magnitude in both
frequency and time domains. This novel MIMO channel estimation method exploits
the correlation of the channel response and effectively improves the accuracy of channel
estimation without significantly increasing complexity. Simulation studies for 2 × 2,
72× 4, 2× 8, 4× 4, 4× 8, and 8× 8 MIMO systems were considered and the frequency
selective channel had several tens of taps. The simulation results showed that the es-
timated channels are very close to the true channels and the FDE using the estimated
channels can achieve BER performance close to perfect known channels.
2. Combating multiple unknown CFOs in MIMO SC FDE. The degradation of perfor-
mance caused by CFO in MIMO SC FDE systems boosts the necessity of mitigating
the effect of CFO. It shows that the constellation of the equalized data is rotated due
to multiple CFOs for large block size and high constellation size in single carrier trans-
mission. As a result, the equalized data cannot be reliably detected without removing
the phase distortion caused by the multiple unknown CFOs. Instead of estimating the
CFOs directly, a novel and robust method is proposed to estimate the rotated phases
and remove the rotated phases for the equalized data. The basic MMSE FDE and lay-
ered FDE were applied to evaluate the performance of the CFO mitigation algorithms.
Simulation and experimental results demonstrate that the phase correction algorithm
can effectively eliminate the effect of CFO.
3. Frequency-domain turbo equalization (FDTE) and multiuser detection with soft suc-
cessive interference cancellation (SSIC) for MIMO SC FDE systems. In this turbo
detection, the channel equalization and decoding are iteratively applied on the same
block of data, and the extrinsic information on the coded bits are exchanged between
these two modules. Different from the traditional MMSE FDE, the proposed turbo
FDE feeds forward the extrinsic information of the coded bits represented by LLRs to
the decoder and the extrinsic LLRs gleaned by the decoders are then fed back to the
equalizer. The proposed scheme preferentially detects the data streams with higher
power, and the interference induced by the strong streams are softly canceled out from
the received data. The bit error rate of the detection is improved as the number of
iterations increases.
4. Bandwidth-efficient MIMO SC FDE scheme incorporated with decision-directed chan-
nel estimation. The proposed FDE is executed based on the overlap-save method by
8dividing a large data block into small subblocks. An overlapped window is formed,
which consists of the current subblock and small parts of the previous and subsequent
subblocks. The time-varying channel impulse responses are timely tracked by the de-
tected subblock data. Therefore, a block with the length much larger than the channel
coherence time can be equalized by the FDE with only one pilot block without perfor-
mance degradation, thus improving the data efficiency at the cost of slightly increased
computational complexity. At the same data efficiency, the proposed FDE significantly
improves BER performance compared to the traditional FDE.
5. Application of MIMO SC FDE transceiver in underwater acoustic communication
systems. MIMO SC FDE transceiver architectures with 2-4 transducers and 12 hy-
drophones have been employed in several medium range undersea experiments, in-
cluding Reschedule Acoustic Communications Experiment(RACE) and Surface Pro-
cess and Acoustic Communications Experiment(SPACE) conducted by Woods Hole
Oceanographic Institution (WHOI) in March and October, 2008, respectively. The
aforementioned pilot-assisted MIMO channel estimation algorithm, the phase correc-
tion algorithm, the FDTE-SSIC and the bandwidth-efficient FDE algorithms have been
tested in these harsh underwater channels with memory of several tens to one hun-
dred taps and several Hz Doppler spread. The results have shown that the proposed
transceiver structures can support high data-rate underwater acoustic communications
with low bit error rate.
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PAPER
1. IMPROVED FREQUENCY-DOMAIN CHANNEL ESTIMATION AND
EQUALIZATION FOR MIMO WIRELESS COMMUNICATIONS
Jian Zhang and Rosa Yahong Zheng
Abstract—This paper introduces an improved frequency-domain channel estimation
method based on interpolation vectors for single-carrier frequency-domain equalization (SC-
FDE) with the multiple-input multiple output (MIMO) scheme. The proposed algorithm
is derived by employing the least squares (LS) criterion, and a specified application for the
wide sense stationary uncorrelated scattering (WSSUS) Rayleigh fading channel is presented.
The channel frequency-domain responses estimated at two adjacent pilot blocks are used to
track the time-variant channel information, which can effectively improve the accuracy of
channel estimation and without significantly increasing complexity. Maximum mean square
error (MMSE) frequency-domain equalization based on the estimated channel is employed
in the receiver to recover transmitted signals. This paper also investigates The training
sequence design method for multiple transmit antennas and the noise variance estimation
method. Numerical simulation results show that the proposed methods can perform very
well for fading channels with long multipath delay and high Doppler spread.
1. INTRODUCTION
High data rate is one of the main aims in broadband wireless communication. However,
a fundamental challenge of achieving this goal is mitigating the inter-symbol interference (ISI)
resulting from multipath propagation. The classical approach to combat ISI is time domain
equalization(TDE). However, its complexity, i.e., the number of operations per detected
symbol, grows linearly with the maximum channel impulse response length. Frequency-
domain equalization(FDE), which has been promoted as a promising alternative technique
for overcoming ISI, exhibits good performance with substantial computation reduction [1].
Thus, orthogonal frequency division multiplexing (OFDM) and single carrier with FDE
systems have been the two primary techniques in future broadband wireless communications.
They share common functional components but differ in the placement of inverse fast Fourier
transform (IFFT) operation. In complexity and performance, SC-FDE is similar to OFDM,
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but it avoids many of the drawbacks inherent in OFDM systems, such as high peak-to average
power ratio (PARA) and high sensitivity to carrier frequency offset. The dual-mode system,
which uses OFDM in the downlink and SC in the uplink, has recently become popular. It can
concentrate most computational complexity at the base station, thus, reducing the overload
of subscribes.
In recent years, the combination of SC-FDE with multiple-input multiple output
(MIMO) has received more attention in the literature [2] - [12]. The design of a SC-FDE
based on minimum mean square error criterion for a spatial multiplexing (SM) MIMO sys-
tem has been proposed in [2] and [3]. The application of SC-FDE to a space time block
coded (STBC) system is also investigated in [11] and [12]. Whichever MIMO architecture is
adopted, knowledge about the channel’s frequency transfer function is required to design the
equalizer. Adaptive FDE schemes based on the least mean squares (LMS) algorithm and the
recursive least squares (RLS) algorithm for MIMO and single-input multiple output(SIMO)
systems are studied in [4], [27], and [14]. In these adaptive algorithms, known pilot signals
are transmitted prior to data transmission to probe the initial channel information in train-
ing mode. The estimator then switches to a decision-directed mode to track the channel
information for different periods of time. However, the performance of the adaptive algo-
rithms is not satisfactory for fast time-varying fading channels due to the weak correlation
of the channel at different times.
This paper proposes a least-squares (LS) channel estimation algorithm for a MIMO
SC-FDE system employing the interpolation method. Although the algorithm can be im-
plemented in STBC architectures, the focus in this paper is on its application in SM archi-
tectures. The advantages of this channel estimation algorithm are twofold. First, because
it takes advantage of the channel estimations at two neighboring pilots to obtain the inter-
polation vectors, the estimated channel information is more accurate than that obtained by
adaptive algorithms. Second, the interpolation coefficients can be computed offline once the
Doppler frequency spread and the noise variance are estimated. Thus, it has a complexity
similar to adaptive algorithms. Obviously, the cost of this method is that processing the cur-
rent frame’s data must be delayed until the arrival of the next frame. The idea behind this
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method is similar to that behind the time-domain interpolation method introduced in [16]
and [17], but it differs in that the algorithm is implemented in the frequency domain. This
method has been employed in SIMO single carrier communication systems, and demonstrated
to perform effectively even in fast time varying channel environments [15]. The design of
training sequences in MIMO architecture will become complex due to the superposition of
signals transmitted from different antennas. The method proposed in [19] is used here to
assign the pilot sequences with particular formats to transmit antennas. The performance of
this method is evaluated here in combination with the interpolation method for estimating
the time-varying channel.
The following notions are generally used throughout the paper: lowercase bold fonts
represent vectors or matrices in the time-domain, uppercase bold fonts denote vectors or
matrices in the frequency domain, I푚 is an푚×푚 identity matrix, and superscripts (⋅)∗, (⋅)−1,
(⋅)푇 , and (⋅)퐻 denote the complex conjugate, inverse, transpose, and conjugate transpose,
respectively.
2. SYSTEM MODEL AND MMSE-SCFDE FOR MIMO
2.1 MIMO Transceiver Architecture. Consider a spatial multiplexing MIMO system
with 푛푇 transmit antennas and 푛푅 receive antennas. The baseband equivalent model is
shown in Fig. 1. At the transmitter, a high-rate data stream is split into 푛푇 independent
branches by a serial-to-parallel (S/P) converter. At each branch, the data stream is grouped
into blocks. After periodically inserting the cyclic prefixes (CPs), all blocks are transmitted
simultaneously over the frequency selective channel using the same carrier. At the receive
end, distorted receive signals are first processed by the front end of all antennas, then the
CP is removed. Next, the received data are converted into frequency domain by applying
fast Fourier transform (FFT). Frequency-domain channel estimation, equalization, and de-
multiplexing are then performed. Finally, an inverse fast Fourier transform (IFFT) is used to
convert the frequency domain signal to time domain for demodulating. A parallel-to-serial
(P/S) converter is applied to output the estimated data sequence serially.
The data must be organized blockwise for transmission in a MIMO-SCFDE system.









































Figure 1 MIMO-SCFDE system with spatial multiplexing architecture
a pilot block is first transmitted to obtain an initial estimation of the channel’s frequency
domain response. The rest of the frame are data blocks. Each block consists of 푁 data
symbols and a length-푁푐 CP that is the copy of the last 푁푐 symbols of the current block are
appended. To eliminate inter-block interference (IBI), the constraint 푁푐 ≥ 퐿−1 is necessary,
where 퐿 represents the length of impulse response of the frequency selective fading channel.
The period of one block is 푇푏 = (푁 +푁푐)푇푠 and the frame duration is 푇푓 = 푁푓(푁 +푁푐)푇푠,
where 푇푠 is the symbol period and 푁푓 is the number of blocks in one frame.











  Frame Structure
CP Data
Block Structure푁푓 ∗ 푇푏
푇푏 푁푐 푁
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
Figure 2 Frame structure
2.2 System Model. Let s푗 = [푠푗(1), . . . , 푠푗(푁)]
푇 be a data block to be transmitted
from the 푗-th antenna. After removing CP at the 푖-th receive antenna, the received data
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g푖,푗s푗 + v푖 (1)
where r푖 and v푖 denote the length-푁 received data block and complex Gaussian noise vector
added at 푖-th receive antenna with variance 휎2/2 per dimension. An 푁×푁 circulant channel
matrix defined by the channel impulse response (CIR) between the 푖-th receive antenna and
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This equation is based on the significant assumption that the response of the frequency
selective channel remains invariant for the duration of one block. A practical time-varying
frequency selective fading channel generally varies even within one block. However, if the
block time duration 푇푏 is smaller than the channel coherence time, the fading channel can
be supposed to be approximately time-invariant.
The MIMO system is expressed in matrix form as
r = g푀s + v (3)
where s = [s푇1 , s
푇
2 , . . . , s
푇
푛푇
]푇 , r = [r푇1 , r
푇
2 , . . . , r
푇
푛푅
]푇 , v = [v푇1 , . . . , v
푇
푛푅
]푇 . g푀 is a matrix












Define B퐾 = I퐾 ⊗ F푁 , where ⊗ denotes the Kronecker product and F푁 is the








for 푚, 푛 = 1, 2, . . . , 푁 . Applying the DFT to the received signal
and using the property B퐻푛푇B푛푇 = I푁푛푇 , the frequency-domain representation is obtained as
expressed by equation (3):






where the DFT of transmitted data and received data are respectively denoted by S = B푛푇 s











G푛푅,1 . . . G푛푅,푛푇
⎤
⎥⎥⎥⎥⎦ (6)
Because g푖,푗 is a circulant matrix, G푖,푗 will be a diagonal matrix whose elements corre-
spond to the frequency response of the channel between the 푖-th receive antenna and the 푗-th
transmit antenna. The notationV represents the frequency domain of the complex Gaussian
white noise, which has the same variance as v. The weights of the MMSE equalizer have








where 푃푠 is the average power of the transmit signal.
As shown in equation (7), the computation of the MMSE frequency-domain equalizer
will become difficult as 푁 and the number of antennas increase due to the inverse of the large
matrix. Using the properties of matrix transformation, the computation can be simplified
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퐺푛푅,1(푘) . . . 퐺푛푅,푛푇 (푘)
⎤
⎥⎥⎥⎥⎦ (8)
as a 푛푅 × 푛푇 matrix consisting of all the 푘-th diagonal elements of G푖,푗. The vectors R푘 =
[푅1(푘), . . . , 푅푛푅(푘)]
푇 , S푘 = [푆1(푘), . . . , 푆푛푇 (푘)]
푇 , andV푘 = [푉1(푘), . . . , 푉푛푅(푘)]
푇 represent
the response of the 푘-th frequency tone of received signal, transmitted signal, and noise,
respectively. Thus,
R푘 = G푘S푘 +V푘, 푘 = 1, . . . , 푁 (9)














is the estimated channel transfer function and 휀 is minimum mean error of channel
estimation. It should be noted that the channel equalizer given by equation (10) takes into
account the channel estimation error 휀, unlike equation (7).
Proof : Let E푘 be the estimation error matrix. Then, G푘 = Gˆ
푘




S푘 + E푘S푘 +V푘 (11)
Let Wˆ
푘
be the frequency-domain equalizer matrix for the 푘-th frequency bin, and let




R푘. The equalization error vector is denoted
by:
Δ(푘) = S푘 − Sˆ푘 = S푘 − Wˆ푘R푘 (12)
To obtain Wˆ
푘
, the following optimal equation must be solved:
Wˆ
푘
표푝푡 = argminWˆ푘휉{Δ퐻(푘)Δ(푘)} (13)
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where 휉{⋅} denotes the expectation operation. By taking the derivative with respect to Wˆ푘,


































This completes the proof.
After obtaining the frequency-domain estimation of the transmitted data, IFFT is
applied to convert them into time-domain estimation. The transmitted symbols will be
recovered by passing the time-domain estimation through a demodulator. As indicated by
equation (10), the knowledge about the channel and noise variance is generally required
to design an MMSE equalizer in frequency domain. Given the correlation property of a
fading channel’s frequency response at different times [21], Section III below proposes a
novel algorithm based on an interpolation vector. This algorithm can provide good channel
estimation for the frequency-domain equalizer .
3. FREQUENCY DOMAIN CHANNEL ESTIMATION FOR MIMO-SCFDE
3.1 Pilot Design. A common approach to estimate channel information at the receiver
end is to periodically insert pilot signals into data streams. The pilot sequence should
have a constant amplitude over all frequency tones to avoid noise enhancement at certain
frequencies. This work adopts the Chu sequence proposed in [22] for pilot sequences because
it has a constant magnitude in both frequency and time domains and can effectively overcome
the PAPR problem at the transmitter in many FDE systems.
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Another problem in designing pilot sequences for multiple transmit antennas is distin-
guishing the pilot sequences of different antennas in time or frequency domain. A straight-
forward solution is to let each of the 푛푇 transmitters sequentially transmit one pilot block
while the others remain silent. However, this approach will lead to huge overhead for pilot
blocks as the number of transmitters increases. Given the limitations of this approach, the
orthogonal frequency component method is applied here. First, a length-푁/푛푇 Chu sequence
is generated as the basic training sequence denoted by c = {푐1, 푐2, . . . , 푐푁/푛푇 } and dupli-
cated 푛푇 times to get a length-푁 sequence as the pilot sequence of the first transmit antenna
denoted by p1 = [c, . . . , c]1×푁 . As a result, (푛푇 −1) zeros will be inserted between adjacent
frequency tones of the basic Chu sequence to generate a comb-shaped spectral [23], which is
illustrated in Fig. 3. The frequency responses of pilot sequences for different antennas are
orthogonal to each other, which can be easily implemented by multiplying a phase rotat-
ing component by the training sequence of the first antenna. Thus, the pilot for the 푚-th
transmit antenna can be given by
푝푚(푘) = 푝1(푘)푒
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⋅ ⋅ ⋅ ⋅ ⋅ ⋅
Figure 3 Frequency representation of pilot sequences for different antennas (푛푇 = 4)
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3.2 Channel Estimation for Pilot Block. Bandwidth efficient algorithms such as
the recursive reconstructive (RR) algorithm [20] and the simplified LS algorithm [19] have
been proposed for channel estimation. The latter has lower implementation complexity,
and its estimation performance is similar to that of the RR algorithm. The set of indices
of nonzero frequency tones for the pilot block of the 푚-th antenna is defined as Ψ푚 =
[푚, 푚+ 푛푇 , . . . , 푁 − 푛푇 +푚]. The received signal at the 푛th antenna can be expressed in




퐺푛,푚(푘)푃푚(푘) + 푉푛(푘) 푘 = 1, 2, . . . , 푁 (17)
where 푃푚(푘) represents the 푘-th element of the DFT of pilot block p푚. Due to the frequency
orthogonality of different antennas’ pilot blocks, 푃푚(푘) = 0 except for 푘 ∈ Ψ푚. Therefore,
the above equation can be simplified to
푌푛(푘) = 퐺푛,푚(푘)푃푚(푘) + 푉푛(푘) 푘 ∈ Ψ푚. (18)
The channel estimation procedures for the pilot block are described as follows:










, 푘 ∈ Ψ푚
0, others
(19)
(2) Multiply the scalar factor 푛푇 by the initial estimation. This action recovers the total
energy of null tones in frequency domain.
(3) Transform the result of step 2 into the time domain by IFFT and get g˜푛,푚, which
is a periodic time-domain impulse response refraining 푛푇 times. Since the dispersive
channel has the length 퐿, g˜푛,푚(푘) for 푘 = 퐿+ 1, . . . , 푁/푛푇 are supposed to be noise
with a variance of 휎2푛. This fact enables a method of estimating noise variance. Note
that the condition 푁/푛푇 ≥ 퐿 is required.
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(4) Put g˜푛,푚 through a frequency-domain filter to reduce noise. The filter can be imple-
mented by using a length-퐿 window mask to remove the noise beyond the channel
length [20].
(5) Convert the noise-reduced impulse response into the frequency domain and obtain the
estimation of frequency transfer function over all frequency tones. The estimation of
frequency function can be expressed as
Gˆ푛,푚 = G푛,푚 + Vˆ푛 = F푁Ug˜푛,푚 (20)
where U is a diagonal windowing matrix whose first 퐿 elements in diagonal are 1 and
whose other elements are zeros.
3.3 Channel Estimation for Data Block. This paper develops a novel channel esti-
mation method based on interpolation vectors. This method uses the pilot blocks of two
adjacent frames. Because the channel transfer function is assumed to be time-invariant
in one block but time-variant between blocks, the channel response must be re-estimated




푛,푚 (푘) be the estimated channel response
at the pilot blocks of the current and next frames, respectively, both of which correspond
to the 푘-th frequency bin of the (푛,푚)-th sub-channel. To consider the spatial correla-
tion among receive antennas in the interpolation method, a column vector is defined as
Zˆ푚(푘) =
[









, and the interpolation row vec-
tor is specified for the 푙-th block of the current frame as C푙푛,푚(푘). The channel frequency
response for the data block can be calculated by
퐺ˆ푙푛,푚(푘) = C
푙
푛,푚(푘)Zˆ푚(푘), 푙 = 2, 3, . . . , 푁푓 , 푘 = 1, 2, . . . , 푁. (21)
The mean squared estimation error is then determined by
휖푙푛,푚(푘) = 휉
{∣푒푙푛,푚(푘)∣2} = 휉 {∣퐺푙푛,푚(푘)− 퐺ˆ푙푛,푚(푘)∣2} . (22)
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The interpolation vector C푙푛,푚(푘) can be solved by minimizing the mean square error. Taking
the derivative of equation (22) with respect to C푙푛,푚(푘), the following optimal solution is
obtained:
C푙푛, 푚(푘) = AD
−1, (23)




퐴1 . . . 퐴(2푛푅)
]
, (24)
퐴푖 = 휉{퐺푙푛, 푚(푘)(퐺ˆ1푖, 푚(푘))∗},
퐴푖+푛푅 = 휉{퐺푙푛, 푚(푘)(퐺ˆ푁푓+1푖, 푚 (푘))∗},






퐷푖+푛푅,푗+푛푅 = 휉{퐺ˆ푁푓+1푖,푚 (푘)(퐺ˆ푁푓+1푗,푚 (푘))∗},
for 푖, 푗 = 1, . . . , 푛푅 and 푝, 푞 = 1, . . . , 2푛푅. It is clear that the interpolation vector depends
only on the second-order statistics of the channel rather than the instantaneous channel coef-
ficients. For many practical fading channels, the second-order statistics remain stationary for
fixed Doppler frequencies and antenna settings, which is beneficial because the interpolation
vectors can be obtained through off-line training for each base station sector. Some statis-
tic fading models, such as isotropic or non-isotropic scattering Rayleigh/Ricean/Nakagami
models, can be used to compute the interpolation vectors for different scenarios. The com-
puted interpolation vectors can then be selected and used directly for channel estimation
of the data block in equation (21), which leads to great computational savings in real-time
processing. Below, the commonly accepted WSSUS Rayleigh fading channel is considered as
an application example of the proposed method. The second-order statistical properties for
frequency selective Rayleigh fading channels are discussed in [26]. The interpolation vectors
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for this type of channel have a closed form solution due to the decomposition property of
triply-selective channels. The elements in equations (24) and (25) are defined as
퐴푖 = 퐽0(휔푑(푙 − 1)푇푏)휌푅푥푛,푖푓ℎ(푘), (26)
퐴푖+푛푅 = 퐽0(휔푑(푁푓 − 푙 + 1)푇푏)휌푅푥푛,푖푓ℎ(푘),









where 퐽0(⋅) is the zero-order Bessel function of the first kind, 휔푑 = 2휋푓푑 is the maximum
Doppler frequency, and 휌푅푥푖,푗 , the spatial correlation coefficient between the 푖, 푗-th sub-channel,
does not normally change much over time. The noise correlation 휇푖,푗 = 휎
2
푖 for 푖 = 푗 and zero











where 푄푡1,푡2 is the inter-tap correlation between the 푡1-th tap and the 푡2-th tap of the fad-
ing channel. Because the inter-tap correlation may change slightly faster than the spatial
correlation, more frequent adjustment is required. The proof of equation (26) is as follows:
Proof : According to [26], the correlation between the 푝-th block and 푞-th block for





















(−푗2휋(푡1 − 푡2)(푘 − 1)
푁
)






(−푗2휋(푡1 − 푡2)(푘 − 1)
푁
)






∗} = 푄푡1,푡2휌푅푥푛1,푛2퐽0[2휋푓푑(푝푇푏 + 푖1 − 푞푇푏 − 푖2)] is
used here. By Substituting equation (28) into equations (24) and (25), equation (26) can be
derived.
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퐴푖 = 휉{퐺푙푛,푚(푘)(퐺ˆ1푖,푚(푘))∗} = 휉{퐺푙푛,푚(푘)(퐺1푖,푚(푘) + 푉ˆ 1푖 (푘))∗}
= 휉{퐺푙푛,푚(푘)퐺1푖,푚(푘)} = 퐽0(휔푑(푙 − 1)푇푏)휌푅푥푛,푖푓ℎ(푘)
퐴푖+푛푅 = 휉{퐺푙푛,푚(푘)(퐺ˆ푁푓+1푖,푚 (푘))∗} = 휉{퐺푙푛,푚(푘)(퐺푁푓+1푖,푚 (푘) + 푉ˆ 푁푓+1푖 (푘))∗}
= 휉{퐺푙푛,푚(푘)퐺푁푓+1푖,푚 (푘)} = 퐽0(휔푑(푁푓 − 푙 + 1)푇푏)휌푅푥푛,푖푓ℎ(푘)
퐷푖,푗 = 휉{퐺ˆ1푖,푚(푘)(퐺ˆ1푗,푚(푘))∗}
= 휉{(퐺1푖,푚(푘) + 푉ˆ 1푖 (푘))(퐺1푗,푚(푘) + 푉ˆ 1푗 (푘))∗}
= 휉{퐺1푖,푚(푘)(퐺1푗,푚(푘))∗}+ 휉{푉ˆ 1푖 (푘)(푉ˆ 1푗 (푘))∗}




퐷푖+푛푅,푗 = 휉{퐺ˆ푁푓+1푖,푚 (푘)(퐺ˆ1푗,푚(푘))∗}
= 휉{(퐺푁푓+1푖,푚 (푘) + 푉ˆ 푁푓+1푖 (푘))(퐺1푗,푚(푘) + 푉ˆ 1푗 (푘))∗}




This completes the proof.
3.4 Noise Variance Estimation. As mentioned previously, g˜푛,푚(푘) are supposed to be
the noise components for 푘 = 퐿 + 1, . . . , 푁/푛푇 . Thus, the noise variance estimation can












In all computational simulations, a 60-tap frequency selective Rayleigh fading channel
model was used. The average power of the first 20 taps ramped up linearly, whereas the last
40 taps ramped down linearly. The total average power of the fading channel was normalized
to unit. The lengths of the data block and CP were specified as 푁 = 256 and 푁푐 = 64,
respectively, and symbol duration was set to be 푇푠 = 0.25휇푠. The first experiment used
an SM system with 4 transmit antennas and 4 receive antennas. The data was modulated
by QPSK, and the maximum Doppler spread 푓푑 was set at 20Hz. The estimated channel
frequency responses (CFRs) at an arbitrary time are shown in Fig. 4 for a pilot block and in
Fig. 5 for a data block. The estimated channel frequency response can be very close to the
practical channel response when SNR=10dB. The validity of the proposed noise variance
estimation algorithm is illustrated in Fig. 6. Basically, the estimated noise variance is
identical to the actual noise variance and its deviation is very small in the range of SNR. Here,






, where the transmit signal and fading channels are all normalized
to unit power. In the second experiment, the bit error rate (BER) performances were
investigated for various MIMO architectures, including 2×2, 4×4, and 8×8. The transmit
data were modulated by QPSK, 8PSK, and 16QAM. The simulation results are shown in
Figs. 7 – 9. The QPSK modulation performs better than the other two modulation methods
in the same MIMO SC-FDE system and the BER performances obtained by the estimated
channel response degrade 1–2 dB in contrast to the curves obtained based on the perfect
channel information. Additionally, the diversity gain is illustrated by fixing the number
of transmit antennas and increasing the number of receiver antennas. Figures 10 and 11
illustrate that performance can be significantly improved by adding more receive antennas
in the receiver.
Finally, simulations were conducted with varied maximum Doppler frequency 푓푑, the
results of which are shown in Fig. 12. The performances become worse with each increment
of 푓푑. When 푓푑 = 300Hz, the bit error rate approaches 10
−3 at SNR = 20dB and change
little at SNR=24dB. It is understandable because of two reasons. On the one hand, a
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Figure 4 Channel estimation of pilot block for sub-channel G1,1 when SNR=10dB,
푓푑=20Hz, 4×4 MIMO architecture
large 푓푑 means that the channel varies rapidly and the coherence time of the fading channel
is very small and can no longer support the assumption that the channel frequency-domain
response remains invariant for one block’s duration. On the other hand, the channel becomes
less correlated in this situation and our algorithm does not perform as well as it did for a
small Doppler spread.
5. CONCLUSION
In this paper, we present a novel algorithm for estimating a frequency selective fading
channel based on the interpolation vector for MIMO SC-FDE. Unlike common adaptive
algorithms, this one takes advantage of the correlation of fading channel’s frequency-domain
response. The interpolation vectors can be computed in advance if the second-order statistics
relating to the channel are known. The combination of SM with SC-FDE is an attractive
potential technique for future high-rate wireless communication because of its high capacity
gain and ability to combat ISI. Simulation results have shown that a MIMO SC-FDE based
26






















Figure 5 Channel estimation of data block for sub-channel G2,1 when SNR=10dB,
푓푑=20Hz, 4×4 MIMO architecture
on the estimated channel can perform well under the conditions of long channel response
and fast time varying channel.
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Figure 9 BER versus SNR for QPSK, 8PSK and 16QAM with MIMO 8x8 architecture


















Figure 10 BER versus SNR for MIMO 2x2, 2x4, 2x8 architectures with QPSK modulation
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Figure 11 BER versus SNR for MIMO 4x4, 4x8 architectures with QPSK modulation
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Figure 12 BER versus SNR for MIMO 4x4 with different 푓푑
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2. CHANNEL EQUALIZATION AND SYMBOL DETECTION FOR SINGLE
CARRIER MIMO SYSTEMS IN THE PRESENCE OF MULTIPLE
CARRIER FREQUENCY OFFSETS
Jian Zhang, Yahong Rosa Zheng, Chengshan Xiao, and Khaled Ben Letaief
Abstract—A new frequency-domain channel equalization and symbol detection scheme is
proposed for multiple-input multiple-output (MIMO) single carrier broadband wireless sys-
tems in the presence of severely frequency-selective channel fading and multiple unknown
carrier frequency offsets (CFOs). Multiple CFOs cause severe phase distortion in the equal-
ized data for large block lengths and/or constellation sizes, thus, yielding poor detection
performance. Instead of explicitly estimating the CFOs and then compensating them, the
proposed scheme estimates the rotated phases (not frequencies) caused by multiple unknown
CFOs, then removes the phase rotations from the equalized data before symbol detection.
The estimation accuracy of the phase rotation is improved by utilizing a group-wise method
rather than symbol-by-symbol methods. This work differs from other related work in OFDM
studies in that it can combat multiple CFOs that are time-varying within each block. Nu-
merical examples for 4×2 and 8×4 single carrier systems with QPSK and 8PSK modulation
illustrate the effectiveness of the proposed scheme in terms of scatter plots of constellation,
mean square error (MSE) and bit error rate (BER).
I. INTRODUCTION
Single carrier (SC) frequency-domain equalization (FDE) is a promising approach for
mitigating inter-symbol interference (ISI). In recent years, it has attracted considerable
attention for both single-input single-output (SISO) and multiple-input multiple-output
(MIMO) broadband wireless systems. Compared with time-domain equalization, SC-FDE
has higher computational efficiency and better convergence properties to achieve the same
or better performance over severely frequency-selective fading channels [1]. Compared with
the widely adopted orthogonal frequency division multiplexing (OFDM), SC-FDE exhibits
similar or better performance at comparable complexity while avoiding some problems in-
herent in OFDM, such as sensitivity to carrier frequency offsets and peak-to-average power
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ratio [2]. Accordingly, SC-FDE has been proposed in several standards, including the IEEE
802.16e [3, 4].
Carrier frequency offset (CFO), typically caused by local oscillator mismatch between
transmitter and receiver, has been considered as a major impairment for OFDM because it
destroys the orthogonality between sub-carriers and induces inter-carrier interference (ICI).
To alleviate this effect, CFO has to be estimated and then mitigated at the receiver, which
naturally introduces additional complexity to the receiver. The estimation of CFO in an
OFDM system has been investigated extensively in the literature [5]- [12]. Such previous
work can be categorized into data-aided and blind estimation depending on whether training
sequences are used or not. In a data-aided approach, reference OFDM symbols are trans-
mitted periodically and the CFO can be estimated based on the maximum-likelihood (ML)
criterion [5]- [7] or least square (LS) criterion [8]. In blind estimation, several algorithms
with efficient bandwidth utilization have been proposed by exploiting the redundancy in
cyclic prefix (CP) [9], or the null subcarriers [10]- [12], or recently proposed hybrid time-
frequency-domain method [13].
Generally, SC-FDE has less sensitivity to CFOs than OFDM for small block lengths and
constellation sizes. Therefore, the CFO problem has received little attention, and fewer work
has investigated the impact of CFOs on SC-FDE systems. However, when the block length
or constellation size increases, the impact of CFOs on SC-FDE systems can not be ignored.
Recently, Wang and Dong have examined the effect of CFO on the performance of SC-FDE
over ultra-wideband (UWB) channels [14] under the assumption that the frequency offset is
constant. In [15], a joint frequency-domain equalization and carrier synchronization method
has been proposed for a single carrier SISO system. In this paper, we show that CFO can
be quite troublesome for SC-FDE MIMO systems if the discrete Fourier transform (DFT)
block length is large and/or the constellation size of the modulation is high. In a wireless
communication system, the misalignment of carrier frequencies may lead to frequency offsets
of up to a few hundred Hertz. As a result, the time-varying CFO can cause severe phase
errors on the received signal, and the performance of the SC reception will degrade with
the increase of block length or constellation size, especially for phase shift keying modulated
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symbols. Therefore, it is equally important for SC systems to take into account the impact
of CFO in this situation.
The main contribution of this paper is that we propose a new phase estimation and
compensation algorithm to combat the phase distortion caused by CFOs and reliably detect
equalized data. In this algorithm, the equalized data block is divided into small groups, and
the average rotating phase for each group is estimated in a decision-directed method. The
phase distortions are compensated by the estimated rotating phases in the group-wise way.
The phase correction method is combined with an improved least square (LS) frequency-
domain (FD) channel estimation algorithm based on an interpolation method to track the
time-varying channels. This approach differs from related work in several ways. First, unlike
most work focusing on OFDM systems, our approach circumvents the direct estimation of
the multiple CFOs. This dramatically reduces computational complexity and phase errors in
the estimation of fading channel coefficients. Second, the combined effect of multiple CFOs
after FD equalization is eliminated in a group-wise manner, rather than on a symbol-wise
basis. The group-wise phase rotation estimation and compensation method is more robust
to noise perturbation. Furthermore, existing CFO estimation algorithms assume a constant
CFO during each block of transmission. In contrast, the method presented here can cope
with multiple CFOs that are time-varying within one block without directly tracking the
CFO. Another contribution of the paper is that we propose a new system model for the
analysis of CFOs in MIMO SC-FDE systems. The model separates the phase variation of
each frequency tone from the estimated channel frequency responses, thus, leading to better
analysis of phase rotation caused by CFOs.
Simulation results demonstrate that excellent performance is achieved by adopting the
proposed receiver structure for SC transmission of QPSK and 8PSK with large block lengths
over fast frequency-selective fading channels. For a MIMO 4 × 2 communication system
with constant CFO impairment, the performance of the proposed scheme degrades 0.5 dB
compared with the case without CFO. For a MIMO 8 × 4 system, our algorithm can deal
with the CFOs up to 250 Hz, and the time-varying CFOs can also be combatted.
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The remainder of this paper is organized as follows. Section II describes the system
model and develops the frequency representation. Sections III and IV present the bandwidth
efficient FD channel estimation scheme and MMSE FDE for a MIMO system in the presence
of CFO. Section V provides a novel phase correction algorithm, and Section VI presents the
numerical results. Finally, our conclusions are drawn in Section VII.
II. SYSTEM MODEL AND PRELIMINARIES
Consider a broadband MIMO wireless system with 푁푡 transmitter antennas and 푁푟
receiver antennas. The baseband equivalent signal received at the 푚-th antenna can be






ℎ푚,푛(푙,푘)푥푛(푘 +1− 푙)푒푗(2휋푓푚,푛,푘푘푇푠+휃푚,푛)+ 푣푚(푘) (30)
where 푥푛(푘) is the 푘-th symbol from the 푛-th transmit antenna, ℎ푚,푛(푙, 푘) is the impulse
response of the frequency-selective time-varying fading channel linking the 푛-th transmit
antenna and 푚-th receive antenna with 푙 being the tap index and 푘 being the time index [16],
푓푚,푛,푘 and 휃푚,푛 are, respectively, the time-varying carrier frequency offset and the initial
timing error phase between the 푚-th receive antenna and the 푛-th transmit antenna, 푣푚(푘)
is the additive white Gaussian noise with average power 휎2, 푇푠 is the symbol interval, and 퐿
is the fading channel length in terms of 푇푠. It is noted that the fading channel coefficients
ℎ푚,푛(푙, 푘) combine the effects of the transmit pulse-shape filter, physical multipath fading
channel response, and the receive matched filter.
To facilitate frequency-domain channel equalization for the system described in (30),
the transmitted data sequence {푥푛(푘)} is partitioned into blocks of size 푁 . A copy of the last
푁푐푝 symbols is appended at the front of the block as a cyclic prefix (CP). The length of CP
푁푐푝 is chosen to be at least 퐿− 1 to avoid inter-block interference (IBI). The CP-appended
data block is given by
x푏푘푛 =
[




and the corresponding received signal y푏푘푚 of the block is denoted by
y푏푘푚=
[
푦푚(−푁푐푝+ 1) ⋅ ⋅ ⋅ 푦푚(0) 푦푚(1) ⋅ ⋅ ⋅ 푦푚(푁)
]푇
(32)
where the superscript [⋅]푇 is the transpose.















































푦푚(1) ⋅ ⋅ ⋅ 푦푚(푁)
]푇
, and v푚 =
[
푣푚(1) ⋅ ⋅ ⋅ 푣푚(푁)
]푇
.
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denote the normalized DFT matrix of size 푁 × 푁 , i.e., its (푝, 푞)-th element











= I푁 with I푁 being the 푁 × 푁 identity
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where Y푚 ≜ F푁y푚, X푛 ≜ F푁x푛, V푚 ≜ F푁v푚, H푚,푛 = F푁A푚,푛F
퐻
푁




Remark 1: For a given 퐿, if 푁 is chosen to have the block time duration (푁+퐿−1)푇푠
less than the channel coherence time, then the channel impulse response for one block can be
considered invariable, so that A푚,푛 is a circulant matrix and H푚,푛 is a diagonal matrix with
the 푖-th diagonal element being 퐻푚,푛;푖 =
∑퐿





, i.e., H푚,푛 =
diag{퐻푚,푛;1 퐻푚,푛;2 ⋅ ⋅ ⋅ 퐻푚,푛;푁 }.
Remark 2: Although Φ푚,푛 is generally a non-diagonal matrix, it can be approxi-
mated to a diagonal one when the block time duration is less than one third of the quantity
1/max(푓푚,푛,푘). This condition is obtained by an engineering approach based on our ex-















Γ푚,푛 = diag{푒푗(2휋푓푚,푛,1푇푠+휃푚,푛)−휆푚,푛, ⋅ ⋅ ⋅ , 푒푗(2휋푓푚,푛,푁푁푇푠+휃푚,푛)−휆푚,푛}. Since Γ푚,푛 is a matrix






is negligible. Therefore, Φ푚,푛 can be reasonably approximated to a diagonal
matrix with identical diagonal elements of {Φ푚,푛(푖, 푖)}푁푖=1 = 휆푚,푛.
The above two properties of the single carrier frequency-domain representation enable
effective channel estimation and equalization.
III. FD CHANNEL ESTIMATION
There are two commonly used methods [17, 18] for MIMO channel estimation assisted
by training symbols. The first one is referred to as time-domain and frequency-domain
orthogonal training method, which estimates the fading channel by sequentially transmitting
one small block of 푁푡푠 training symbols appended by CPs with length of 푁푐푝 (푁푐푝 < 푁푡푠)
from each transmit antenna, while all other transmit antennas remain silent. The total
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time duration of training blocks for MIMO channel estimation with 푁푡 transmit antennas is
푁푡(푁푡푠 + 푁푐푝)푇푠. However, this approach results in a large overhead for transmission. The
other method is regarded as a bandwidth efficient method because each antenna transmits
training blocks overlapped in time domain but orthogonal in frequency domain. In this
method, a length-푁푡푠/푁푡 (푁푡푠/푁푡 ≥ 퐿) Chu sequence [22] is generated as the basic training
sequence denoted by s푡. The length-푁푡푠 pilot sequence of the first antenna can be constructed
by simply duplicating s푡 for 푁푡 times. As a result, 푁푡−1 zeros are inserted between adjacent
frequency tones of the basic Chu sequence to shape a comb-like spectrum. Then 푁푡−1
phase-shifted sequences can be built as the pilot sequences of the other 푁푡−1 antennas,
whose 푘-th symbol is multiplied by 푒푗2휋(푘−1)(푚−1)/푁푡푠 with 푚 = 2, ⋅ ⋅ ⋅ , 푁푡. Although these 푁푡
sequences are transmitted simultaneously at the 푁푡 transmit antennas, they are orthogonal
in the 푁푡푁푡푠 frequency tones as shown in [17], and the channel can be estimated with a bit
higher bandwidth efficiency compared with the former training method.
A. FD Channel Estimation for Pilot Block. This paper adopts the second training
method and selects the number of training symbols 푁푡푠 such that the training block time
duration (푁푡푠+푁푐푝)푇푠 is smaller than one third of the quantity 1/max(푓푚,푛,푘) for all 푚 and 푛.
The non-diagonal elements of Φ푚,푛, i.e., Φ푚,푛(푝, 푞) with 푝 ∕= 푞, are then negligible compared
with the diagonal elements Φ푚,푛(푝, 푝). Therefore, the frequency-domain representation (36)














푗(2휋푓푚,푛,푘푘푇푠+휃푚,푛) is a complex-valued unknown parameter with ampli-
tude close to the unit.
By defining the set of indices of nonzero frequency tones for the pilot sequence of the
푛-th transmit antenna as Ψ푛=
{
푛, 푛+푁푡, . . . , 푁푡푠 −푁푡 + 푛
}
and applying the frequency
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orthogonality of pilot blocks, we simplify the equation (37) to
푌푚(푖) = 휆푚,푛퐻푚,푛;푖푋푛(푖) + 푉푚(푖), 푖 ∈ Ψ푛. (38)
Hence, the FD channel estimation for pilot blocks can be described according to the
following steps:







, 푖 ∈ Ψ푛
0, others.
(39)
2) Multiply the scalar factor 푁푡 with the initial estimation. This step recovers the total
energy of null tones in the frequency domain.
3) Convert the result of 2) into the time-domain representation by IFFT which is a peri-
odic impulse response repeating 푁푡 times.
4) Use an 퐿-size window mask to remove the noise beyond the channel length [20], yielding
휆푚,푛h˜푚,푛.
5) Transform the noise-reduced impulse response back into the frequency domain, and
obtain the estimation of frequency-domain transfer function over all frequency tones.












[1:퐿] denotes the first 퐿 columns of F
푁
(the 푁 -point DFT matrix), H˜푚,푛=
[퐻˜푚,푛,1, ⋅ ⋅ ⋅ , 퐻˜푚,푛,푁푡푠]푇 , and 휆푚,푛Hˆ푚,푛=휆푚,푛diag{퐻ˆ푚,푛;1 퐻ˆ푚,푛;1 ⋅ ⋅ ⋅ 퐻ˆ푚,푛;푁}.
B. Channel Estimation for Data Block. We employ the frame structure designed
in [22], where one frame contains 푁푓 blocks composed of one small pilot block with length of
푁푡푠 and (푁푓 − 1) 푁 -symbol data blocks. The estimated 푁 -point transfer function matrices
of the pilot blocks at the current frame and the next frame are then denoted as Hˆ푚,푛,1
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and Hˆ푚,푛,푁푓+1, respectively, for (푚,푛)-th subchannel, which can be used to estimate the
transfer function matrices of the data blocks of the current frame via the interpolation
method proposed in [21,22]. To simplify the description, this sub-section drops the index of
subchannel and simplifies Hˆ푚,푛,1 and Hˆ푚,푛,푁푓+1 as Hˆ1 and Hˆ푁푓+1 , respectively.
Define a column vector Hˆ(푖) = [퐻ˆ1;푖 퐻ˆ푁푓+1;푖]
푇 as the estimated 푖-th tone of channel
frequency response at pilot blocks of the adjacent frames, and let C푝(푖) be an interpolation
row vector corresponding to the 푝-th block in the current frame. The transfer function of
the 푝-th block of the current frame is then estimated by
퐻ˆ푝;푖=C푝(푖)Hˆ(푖), 푝 = 1, 2, ⋅ ⋅ ⋅ , 푁푓−1 (41)
and the estimated error is given by
푒푝(푖)=퐻푝;푖 − 퐻ˆ푝;푖=퐻푝;푖 −C푝(푖)Hˆ(푖). (42)


































where ℰ represents expectation of random variables.
It is noted that the interpolation vector only depends on the second-order statistics
of the channel which often remain stationary. The variance of noise can be estimated at
receivers by the method introduced in [21]. Therefore, the interpolation vector can be ob-
tained off-line to save the computation for channel estimation in real-time processing. In this
paper, the commonly used wide sense stationary uncorrelated scattering (WSSUS) Rayleigh
fading channel is considered as the channel model, and the subchannels are assumed to be
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where 퐽0(⋅) is the zero-order Bessel function of the first kind, 휔푑 = 2휋푓푑 is the maximum
angular Doppler frequency, and 푇푏 = (푁 +푁푐푝)푇푠.
IV. FD CHANNEL EQUALIZATION
In the data transmission mode, we choose the data block time duration (푁 + 푁푐푝)푇푠
smaller than the channel coherence time. Therefore, the frequency-domain channel matrices
{H푚,푛} are diagonal.


















By applying the linear minimum mean square error (LMMSE) criterion, we obtain the




















It is important to note that (46) is not computationally efficient due to the inversion
of the 푁푟푁 × 푁푟푁 matrix. However, taking into consideration of the diagonal property of









































As can be seen from (47), the modified MMSE FD equalization involves 푁 -times inver-
sions of 푁푟 × 푁푟 matrices, making it much more computationally efficient and numerically
robust than (46), which involves the inversion of an 푁푟푁 ×푁푟푁 matrix.
Substituting (36) into (46) and keeping in mind that Φ푚,푛 is a diagonally dominant ma-
trix when the data block time duration (푁+푁푐푝)푇푠 is smaller than one third of 1/max(푓푚,푛,푘),







X푛 + Vˆ푛 (49)
where Δ푚,푛 is related to the fading channel and equalizer coefficients, which is a diagonal
matrix when 푁푡 = 1 and approximates to be a diagonal matrix when 푁푡 ∕= 1. The proof of
this equation for 푁푡 = 1 has been provided in [23], and the proof for the MIMO system is
shown in Appendix.
Applying inverse DFT to the equalized data vector Xˆ푛, we have the equalized time-



















(F퐻푁Δ푚,푛F푁)D푚,푛x푛 + vˆ푛. (50)





are approximately identical and equal to 훾푚,푛 =
1
푁
trace (Δ푚,푛). When the







are insignificant comparing to 훾푚,푛. Therefore, the 푘-th symbol of













From (51), we conclude that the complex-valued symbol-wise scaling factor 훽푛(푘) is
actually a diversity combining factor determined by the푁푟-receive channel transfer functions,
CFOs, time-error phases, and Doppler. In other words, the equalized data symbol 푥ˆ푛(푘) is
an amplitude-scaled and phase-rotated version of the transmitted data symbol 푥푛(푘). The
rotating phase ∠훽푛(푘) is a collection of all the contributions from the CFOs 푓푚,푛,푘 and timing-
error phases 휃
푚,푛
of all the 푁푟 fading channels. For each individual fading channel, the
rotating phase ∠훽푚,푛(푘) = 2휋푓푚,푛,푘푘푇푠 + 휃푚,푛 + ∠훾푚,푛, which represents the 푚-th channel’s
CFO-driven shifting phase, timing-error phase, and the channel transfer function effect. This
is a physical interpretation of the single carrier frequency-domain equalized data.
If 푥(푘) is phase shift keying (PSK) modulated data, then the time-varying rotating
phase ∠훽푚,푛(푘) must be compensated at the receiver after FDE and before demodulation
and detection. This process will be discussed in detail in the next section.
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V. PHASE-COHERENT DETECTION
In this section, we present an effective and robust algorithm for estimating the phases
∠훽푛(푘), which is crucial for successful data detection of PSK modulated symbols. The
challenge of phase estimations is that we face multiple fading channels, in which each in-
dividual channel has different carrier frequency offset, timing-error phase and Doppler, and
the rotating phases ∠훽푛(푘) represents a nonlinearly composed effect of these random (or
time-varying) factors of all the fading channels. Therefore, directly estimating these carrier
frequency offsets, timing-error phases and Doppler will be very costly if any possible.
What we know from the nature of fading channels is that the carrier frequency offsets
are either constants or changing gradually from time to time, i.e., they do not change arbi-
trarily in a short period of time. Therefore, the rotating phases ∠훽푛(푘) are also changing
gradually from time to time. We thus, treat ∠훽푛(푘) quasi-stationary. That is, they are
constants over a small number of 푁푠 consecutive received symbols.
We partition the equalized 푁 -symbol block data xˆ푛 into 푁푔 groups, each with 푁푠 data
symbols, except for the last group might have less than 푁푠 symbols if 푁/푁푔 is not an integer.
Let 휓푛(푔) denote the estimated average rotating phase for the 푔-th group of
{∠훽푛((푔−1)푁푠+1), ⋅ ⋅ ⋅ ,∠훽푛((푔−1)푁푠+푁푠)} with 푔 = 1, 2, ⋅ ⋅ ⋅ , 푁푔, and let 휓푛(0) denote
the initial rotating phase and Δ휓푛(푔) the phase difference 휓푛(푔)−휓푛(푔−1). Hence,
휓푛(푔)=휓푛(푔−1) + Δ휓푛(푔), 푔 = 1, 2, ⋅ ⋅ ⋅ , 푁푔. (52)






, 푚=1,2,⋅ ⋅ ⋅ ,푀푚
}







< 휙 ≤ 2푚휋−휋
푀푚
,
푚 = 1, 2, ⋅ ⋅ ⋅ ,푀푚. (53)
We are now in a position to present our algorithm as follows.
Algorithm: Group-wise Rotating Phase Estimation
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Step 1. Denote the first 푁푝 symbols {푥푛(푘)}푁푝푘=1 of each 푁 -symbol block data x푛 at the
푛-th transmit antenna as pilot symbols for phase reference to determine the initial rotating










Compensate the phase of the first group data by 푒−푗휓푛(0), yielding
푥˜푛(1, 푘)= 푥ˆ푛(푘)푒
−푗휓푛(0), 푘 = 1, 2, ⋅ ⋅ ⋅ , 푁푠. (55)
Calculate the individual phase deviation from its nominal phase of each symbol in the
first group
휑푛(1,푘)=∠푥˜푛(1,푘)−ℚ [∠푥˜푛(1,푘)] , 푘=1, 2, ⋅ ⋅ ⋅ , 푁푠. (56)








휓푛(1)= 휓푛(0) + Δ휓푛(1). (58)
Set 푔 = 2 for next step.
Step 2. Compensate the phase of the 푔-th group data by 푒−푗휓푛(푔−1), yielding
푥˜푛(푔, 푘)= 푥ˆ푛((푔−1)푁푠+푘)푒−푗휓푛(푔−1), 푘=1, 2, ⋅ ⋅ ⋅ , 푁푠. (59)
Calculate the individual phase deviation from its nominal phase of each symbol in the
푔-th group
휑푛(푔, 푘)=∠푥˜푛(푔, 푘)−ℚ [∠푥˜푛(푔, 푘)] , 푘=1, 2, ⋅ ⋅ ⋅ , 푁푠. (60)
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휓푛(푔)= 휓푛(푔−1) + Δ휓푛(푔). (62)
Step 3. Update 푔=푔+1, and repeat Step 2 until 푔=푁푔.
After estimating the 푁푔 group phases of equalized block data from the 푛-th transmit
antenna, we can compensate the phase rotation of the equalized data 푥ˆ푛 in group basis:
푥ˇ푛(푔, 푘)= 푥ˆ푛((푔−1)푁푠+푘)푒−푗휓푛(푔),
푘=1, 2, ⋅ ⋅ ⋅ , 푁푠
푔=1, 2, ⋅ ⋅ ⋅ , 푁푔
. (63)
Finally, the binary information data of the block can be obtained via standard MPSK
demodulation procedure on the phase-compensated signal 푥ˇ푛(푔, 푘) of the block. Different
block data with different transmit antenna index 푛 can be processed in a similar manner,
details are omitted here for brevity.
We make two remarks before leaving this section.
Remark 3: The choice of 푁푠 symbols in a group needs to satisfy the condition
2휋 ∣푓푑,푛∣푁푠푇푠 < 휋푀푚 to ensure that the maximum rotating phase does not exceed a deci-
sion region of MPSK, where ∣푓푑,푛∣ is the absolute value of the maximum composite CFO, in
Hz, linking to the 푛-th transmit antenna.
Remark 4: The group-wise estimation of the rotating phase is insensitive to noise
perturbations due to its averaging process (61), which is a low-pass filtering process.
VI. NUMERICAL RESULTS
In this section, two numerical examples of MIMO wireless systems with various sys-
tem parameters and fading channels are presented to demonstrate the performance of the
proposed algorithm. The first example is to show that the proposed receiver algorithm can
provide good performance for frequency selective fading channels with a long delay spread
and multiple unknown carrier frequency offsets. The second example is to study the effect
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of various CFOs and demonstrate the capability of dealing with time-varying CFOs by our
algorithm. In both examples, the fading channels were simulated by the improved Clarke’s
Rayleigh fading model [24, 25] with multiple CFOs.
System A: We first considered a MIMO wireless system with 2 transmit antennas
and 4 receive antennas. A 75-tap frequency selective Rayleigh fading channel was employed,
where the average power of the first 25 taps ramps up linearly, and the last 50 taps ramps
down linearly. The total average power of the fading channel was normalized to one, and
the maximum Doppler spread was assumed to be 50 Hz. The lengths of training symbols
푁푡푠 and data blocks 푁 were set at 256 and 4096, respectively. In one burst transmission,
every antenna transmitted 6 frames, each of which consists of 1 pilot block and 2 data
blocks. QPSK and 8PSK modulations were adopted with symbol period, 푇푠 = 0.125 휇푠.
The multiple CFOs, listed in Table 1, were unknown to the receiver in the simulations.
Table 1 Multiple CFOs for the 4× 2 wireless system
CFO1,1 −200 Hz CFO1,2 170 Hz
CFO2,1 −190 Hz CFO2,2 180 Hz
CFO3,1 −180 Hz CFO3,2 190 Hz
CFO4,1 −170 Hz CFO4,2 200 Hz
The scatter plot of the equalized 8PSK data with SNR=18 dB is depicted in Fig. 1,
where these equalized symbols are phase-rotated forming a donut-like shape. They cannot
be reliably demodulated directly after equalization. Figure 2 shows the scatter plot of the
phase-corrected data, exhibiting clear gaps between eight constellation locations. The data
can now be reliably demodulated using the conventional detection procedure.
In Fig. 3, the mean square error (MSE) is evaluated for equalized and phase corrected
symbols, respectively. The phase corrected symbols have much lower MSE than that of the
equalized symbols, which substantiates the effectiveness of our phase correction algorithm.
The uncoded bit error rates are shown in Fig. 4 for three cases: 1) the channel coefficients
are perfectly known to the receiver, and there is no CFO, i.e., zero CFO, this case serves as
a benchmark; 2) the channel coefficients are estimated by the interpolation-based algorithm
discussed in Section III, and there is no CFO in the system; 3) the channel coefficients are
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Equalized  8PSK  data
Figure 1 Scatter plot of equalized 8PSK signals of transmit antenna 2, SNR= 18 dB.














Phase−corrected  8PSK  data
Figure 2 Scatter plot of equalized and phase-corrected 8PSK signals of transmit antenna 2,
SNR= 18 dB.
estimated by the interpolation-based algorithm, and the multiple unknown CFOs are handled
by the proposed phase correction method. In this figure, we can see that the performance
of the second channel condition is 2 dB away for QPSK (1.5 dB for 8PSK) from that of the
idealistic first channel condition when the BER is 10−3. Also note that the performance of
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MSE after phase corret.
MSE after equalization
Figure 3 Mean square error for QPSK and 8PSK symbols after equalization and phase
correction.

















, Nt) = (4, 2),  fd = 50Hz
 
 
Perfectly Known Channels, no CFO
Estimated Channels, no CFO
Est Chnn, unkwn CFOs w. phase corret.
8PSK
QPSK
Figure 4 Uncoded bit error rate of equalized and phase-corrected QPSK and 8PSK
modulated signals.
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the third channel conditions (with multiple unknown CFOs) is only 0.5 dB away for QPSK
(1 dB for 8PSK) from that of the second channel condition (with no CFO) when BER is
10−3. Therefore, the proposed method is effective for mitigating the multiple unknown CFOs
and extended ISI caused by severe frequency selective channel fading, especially when the
DFT block size is large and/or the CFOs are significant.
System B: A different MIMO system with 4 transmit antennas and 8 receive antennas
was investigated to study the effect of different CFOs on the BER and to evaluate the
capability of compensating the time-varying CFOs of the proposed algorithm. The channels
were assumed to be 20-tap frequency-selective Rayleigh fading channels whose 푙-th tap has
average power given by 0.2225exp(−0.2푙). The maximum Doppler spread was set to 20 Hz
in evaluating the effect of various CFOs. The maximum allowable CFO is determined by the







CFOs, the BER performances were simulated under different maximum Doppler spreads. In
one realization of the channel, 6 frames were transmitted, and we chose FFT size 푁 = 2048,
푁푡푠 = 256 and 8PSK modulation with symbol interval, 푇푠 = 0.25 휇푠. In the first simulation
experiment, the subchannels corresponding to the first and third transmitters were assumed
to have identical CFOs 푓
CFO
Hz, and the second and fourth transmitters were assumed to
have same CFOs of −푓
CFO
Hz.
Figure 5 presents the BER performance at various values of 푓
CFO
, where the channels are
estimated at the receiver. When 푓
CFO
equals to 50 Hz and 100 Hz, the resulting performances
are virtually identical to that of the CFO-free system. When 푓
CFO
equals to 200 Hz and 250
Hz, the BER performances are less than 1 dB away from the CFO-free system. These
results tell us that our phase correction algorithm is very effective to deal with multiple
unknown CFOs which are ranging from small to moderate to high. It is noted that the second
generation (2G) and third generation (3G) wireless communication standards specified that
the CFO must be in the region from −200 Hz to 200 Hz.
All the examples presented so far assume that the multiple CFOs remain constant in
one block. In order to evaluate the performance of the proposed algorithm for time-varying
CFOs, we consider the situation that the subchannels corresponding to the same transmit
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Figure 5 Uncoded bit error rate of equalized and phase-corrected 8PSK modulated signals
for different CFOs.















, Nt) = (8, 4),  time−varying CFOs
 
 
fd = 20 Hz
fd = 50 Hz
fd = 100 Hz
8PSK
QPSK
Figure 6 Uncoded bit error rate for time-varying CFOs for four transmitters.
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푛 = 1, . . . , 4; 푘 = 1, . . . , 푁 ; 휙푛 = 푛휋/2 and 휃 is a random phase. The BER simulated under
various maximum Doppler spreads are compared in Fig. 6. All these results are obtained
by estimating channel in interpolation method and compensating CFOs via phase correction
algorithm. It is observed that the algorithm works very well for the time-varying CFOs,
implying it is robust to the CFO variation in each block. As we observe, the performance
will degrade with the increase of Doppler spread. However, the BER of 8PSK modulation,
as presented in Fig. 6, can still achieve approximately 10−4 for 푓푑 = 100 Hz at SNR=14 dB,
which indicates the proposed receiver structure can be applicable for high speed mobility.
VII. CONCLUSION
In this paper, we demonstrated that multiple carrier frequency offsets (CFOs) in MIMO
systems can be troublesome for single carrier frequency-domain equalization if the discrete
Fourier transform block size is large and/or the constellation size of signal modulation is
high. The multiple CFOs will cause the constellation of the equalized data to rotate, making
reliable detection of the equalized data impossible if the effect of multiple CFOs is not
mitigated. Instead of directly estimating the CFOs, which is very costly, we proposed a new
method to estimate the rotated phases caused by the multiple CFOs, and then utilized the
estimated phases to correct the phase rotation of the equalized data before performing the
symbol detection. Numerical examples showed that the proposed method leads to very good
results for a 4 × 2 wireless system with QPSK and 8PSK modulation over 75-tap Rayleigh
fading channels, at a Doppler frequency of 50 Hz. The effect of various CFOs on the BER
and the capability of tackling time-varying CFOs were evaluated by investigating a 8 × 4
system with 8PSK symbol mapping. The rotating phase estimation algorithm was proved
to be not only computationally efficient, but also numerically robust over a wide range of
signal-to-noise ratio values.
VIII. DERIVATION OF EQUALIZED BLOCK DATA
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)−1ℋ is approaching I
푁푡푁
with high accuracy provided the signal-to-noise ratio (SNR)



































where 푝, 푞 = 1, ⋅ ⋅ ⋅ , 푁푡 and 푝 ∕= 푞.






























































































)−1V and V=[V푇1 , ⋅ ⋅ ⋅ ,V푇푁푟 ]푇 .
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3. LAYERED FREQUENCY-DOMAIN EQUALIZATION FOR SINGLE
CARRIER MIMO SYSTEMS WITH MULTIPLE CARRIER FREQUENCY
OFFSETS
Jian Zhang and Yahong Rosa Zheng
Abstract—In this paper, carrier frequency offsets (CFOs) are considered in a layered
frequency-domain equalization (LFDE) architecture for a single carrier (SC) broadband wire-
less multiple-input multiple-output (MIMO) system. At each layer of detection, a group of
best data streams are selected to be equalized and reliably detected via removing the phase
and amplitude distortion caused by the multiple CFOs. The estimated phase rotations and
amplitude scalars are required to be compensated to the detected data streams in order to
reconstruct the interference signals which are canceled out from the received signals. Instead
of direct estimation of CFOs, our algorithm is to estimate the phase rotations and amplitude
scalars in a group-wise fashion, which dramatically reduces the computational complexity at
receiver. Simulation results demonstrate that the proposed LFDE with phase compensation
architecture can provide good performance for a MIMO system impaired by CFOs over un-
balanced multi-path channels with long delay spread. We also show that the performance
will be improved if more layers are used at receivers.
I. INTRODUCTION
Multiple-input and multiple-output (MIMO) systems applied in wireless communi-
cations have shown enormous potential in increasing capacity and the improving perfor-
mance. A variety of techniques have been extensively investigated to exploit the advantages
of MIMO to achieve high-data rate communications with low bit-error-rate (BER). Among
these work, the layered detection architecture has been an active and interesting topic since
the Vertical Bell Laboratories Layered Space-Time (V-BLAST) system was developed for
flat fading channels [1]. In V-BLAST system, independent and equal-rate data streams are
transmitted simultaneously from multiple antennas, and multi-layer detection with succes-
sive interference cancelation is performed at receivers. The extension of this technique to
MIMO frequency selective fading channels brings in the issue of equalization combating the
inter-symbol interference (ISI) and co-channel interference (CCI). A wide range of layered
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space-time equalization (LSTE) structures have been proposed to improve the performance,
such as MIMO layered decision feedback equalizer (MIMO-LDFE) [2], [3] and MIMO de-
layed decision feedback sequence estimator (MIMO-DDFSE) [4]. However, the complexity
of time-domain equalization is increased linearly with the memory length of the channel. To
reduce the complexity in long delay spread channels, frequency-domain equalization (FDE)
was applied to the layered architectures in [5], namely, layered space-frequency equalization
(LSFE). It provides great tradeoffs between the performance and complexity.
However, all the work on the layered detection presented thus far do not take into
account the effect of carrier frequency offset (CFO) which is typically caused by the local
oscillator mismatch between transmitter and receiver. CFO is a popular problem studied in
orthogonal frequency division multiplexing (OFDM) because it destroys the orthogonality of
sub-carriers and introduces inter-carrier interference (ICI). For single carrier (SC) with FDE
system, it is also definitely worth paying attention on this problem if the discrete Fourier
transform (DFT) block size is large and/or the constellation size of modulation is high.
In a MIMO system, the nonalignment of carrier frequency between multiple transmitters
and receivers leads to multiple CFOs which can cause severe phase error on the received
signals [7]. Hence, it is critical to estimate and correct the phase errors for phase coherent
communications.
In this paper, we investigate a layered FDE architecture in presence of multiple CFOs.
At each layer, the MIMO FDE designed by minimum mean square error (MMSE) criterion is
performed, and a group of best data streams are selected to output. The phases of equalized
symbols are rotated and the amplitudes are scaled due to the combining effect of CFOs,
timing errors and estimated channels. A novel group-wise amplitude and phase correction
(APC) algorithm is proposed to rectify the phase and amplitude distortion, and the corrected
data are detected to recover the transmitted data. In order to cancel the contribution
of the detected data streams, the estimated phases and scalars of amplitude should be
compensated to the detected symbols before applying the estimated channels to reconstruct
the received signals. Then the synthesized signals are considered as the interferences which
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are subtracted from the received signal delivered by the previous layer. The interference-
canceled data will be the input of next layer. Our work differs from the previous work in
that the CFOs need not to be estimated directly at receiver which saves much computation
complexity, and the proposed algorithm is suitable to quadrature amplitude modulation
(QAM) as well as phase-shift keying (PSK) modulation. Furthermore, the power levels of
data stream from each transmitter are assumed to be unequal due to the power allocation or
pre-coding schemes employed at transmitters, which is commom in practical communication
systems. Moreover, the physical channel itself have difference on the power for different
transmitter at some condition. It implies that the equivalent channel impulse response for
each transmitter are unbalanced due to power allocation and physical channel unbalance.
Simulation results show that the layered FDE with the phase compensation algorithm can
achieve good performance for a MIMO system interfered with CFOs over unbalanced fading
channels. It is also demonstrated that the performance will be enhanced when multiple
layers are used in the detection.
Throughout the paper, we use [⋅]푇 , [⋅]퐻 , (⋅)−1, and Tr(⋅) to denote the matrix transpose,
Hermitian transpose, inverse, and trace, respectively.
II. SYSTEM MODEL AND PRELIMINARIES
Consider an MIMO system with 푁푡 transmit and 푁푟 receive antennas. Let x푞 =
[푥푞(1), ⋅ ⋅ ⋅ , 푥푞(푁)] denote the data block transmitted by the 푞-th transmitter. A copy of
the last 푁푐푝 symbols which is termed as cyclic prefix (CP) is appended at the front of each
block to avoid inter-block interference (IBI) and make the channels circulant. It is commonly
required that 푁푐푝 ≥ 푀 − 1, where 푀 is the maximum channel length. All the transmitters
radiate data streams simultaneously and independently. The baseband equivalent signal







where ℎ푝,푞(휈,푘) is the impulse response of the frequency selective channel at time 푘 between
푝-th receiver and 푞-th transmitter combining the effects of the transmit pulse-shape filter,
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physical channel and receiving filter, 푓푝,푞 and 휃푝,푞 are respectively the CFO and timing error
phase, 푣푝(푘) is the additive white Gaussian noise with average power 휎
2, and 푇푠 is the symbol
period. The fading channels are generally time-varying, but can be supposed to be invariant
for one block if the block duration (푁 +푁푐푝)푇푠 is less than the channel coherence time.
Therefore, the impulse response of the (푝, 푞)-th subchannel can be denoted by the vector










































where A푝,푞 is the (푝, 푞)-th circulant matrix where the first column is defined as h푝,푞 padded




푒푗(2휋푓푝,푞푇푠+휃푝,푞) , ⋅ ⋅ ⋅ , 푒푗(2휋푓푝,푞푁푇푠+휃푝,푞)
}
. (70)
Convert the discrete-time model into frequency-domain representation by multiplying
block DFT matrix F푁푟 = Γ푁 ⊗ I푁푟 on both sides of (69), where Γ푁 is normalized DFT









































where Y푝 ≜ Γ푁y푝, X푞 ≜ Γ푁x푞, V푝 ≜ Γ푁v푝, H푝,푞 = Γ푁A푝,푞Γ
퐻
푁




is a diagonal matrix whose diagonal elements are the 푁 -point DFT of h푝,푞 due to the cir-
culant property of A푝,푞. Φ푝,푞 is generally a non-diagonal matrix, but its diagonal elements,







푒푗(2휋푓푝,푞푘푇푠+휃푝,푞), 푖 = 1, 2, ⋅ ⋅ ⋅ , 푁. (72)
If the block duration is smaller than one third of 1/max(푓푝,푞), Φ푝,푞 will become a diagonal-
dominant matrix, which implies that the non-diagonal elements are negligible compared to
the diagonal elements. This property enables us to derive the approximate solutions for
SC-FDE with CFOs in next section.














































푚 = 1, ⋅ ⋅ ⋅ , 푁.
where H푝,푞(푚) denotes the 푚-th tone of the (푝, 푞)-th subchannel frequency response.
III. LFDE WITH PHASE CORRECTION
The proposed MIMO layered detection structure is illustrated in Fig. 1, where only
the first two layers are shown in detail for brevity. The other layers will follow the same
procedures. We assume the MIMO detection scheme consists of 퐿 layers in total. At the 푙-th
layer, there are J푙 undetected data streams remained and I푙 data streams coming out after




푗=1 I푗, and I푙 ≤ J푙.
For the purpose of properly constructing the interference signals, the estimation of phase
rotation and amplitude scalar caused by the combined CFOs are required to compensate
the phase and amplitude of the detected data streams intentionally. The phase-amplitude-
compensated signals pass through the estimated channels to generate the interference signals
which are canceled out completely from the receiving signals. Then the substracted signals





















































Figure 1 Layered FDE architecture with phase and amplitude correction and compensation
Practically, the power strength of transmitted signals for every antenna may be different
from each other due to the power allocation or precoding employed at transmitter. It results
in the equivalent MIMO channels appear unbalanced, which leads to different performance for
different transmit antennas. In the layered detection structure, the strongest data stream(s)
is extracted and canceled first and then the detection of remaining weak ones are proceeding
in a sequential way. It has been demonstrated in [4] and [5] that this detection strategy can
improve the performance significantly for MIMO communication systems. In this section,
we will take into account the effects of multiple unknown CFOs in the layered detection for
the MIMO long term evolution (LTE) system.
A. Layered Equalization with CFOs. We assume that the receiver architecture can
be separated into 퐿 layers, and at the 푙-th layer, 푙 = 1, ⋅ ⋅ ⋅ , 퐿, the remained received data
which contain the information of J푙 undetected data streams after succussive interference
cancelation of the previous 푙−1 layers are provided to the equalizer and I푙 equalized data
streams are the output. In the description of layered equalization algorithm, without loss of
generality, we use the 푙
(1)
푢 , ⋅ ⋅ ⋅ , 푙(J푙)푢 to represent all the undetected transmit antennas, which
is only a subset of all transmit antennas, and 푙
(1)
푑 , ⋅ ⋅ ⋅ , 푙(I푙)푑 are used to denote the output data
streams at the 푙-th layer. We also drop the notion of frequency bin 푚 in equation (73) for
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푌ˇ푙,1 ⋅ ⋅ ⋅ 푌ˇ푙,푁푟
]푇
represents the interference-canceled receive data which is the input at the








, we can obtain the time-domain equalized
symbols corresponding to the I푙 date streams. It has been proved in [7] that the equalized
symbols are amplitude-scaled and phase-rotated version of the transmitted symbols. The
rotated phases are determined by the CFOs 푓푝,푞, timing-error phases 휃푝,푞, and the channel
transfer functions. As mentioned in [7], the rotating phase changes gradually in one block
and can be regarded as a constant for a small number of 푁푠 symbols. Hence, one data
block can be decomposed into 푁푔 = 푁/푁푠 groups which are assumed to have constant phase
deviations. The detail on the phase estimation will be discussed in subsection B. Here we
assume the phase for each group in one block of 푞-th data stream has been estimated and
denoted by 휙
(푔)
푞 , 푔 = 1, ⋅ ⋅ ⋅ , 푁푔, 푞 = 1, ⋅ ⋅ ⋅ , 푙(I푙)푑 . The estimated phases are applied on the
equalized symbols to obtain the phase-corrected and detected data block xˆ푞. This block is
also separated into 푁푔 groups and the 푔-th group xˆ
(푔)
푞 is corresponding to the phase 휙
(푔)
푞 . In
order to cancel out the detected data completely, the distortion of phase and amplitude are
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푞 ⋅ 훽(푔)푞 (77)
where 훽
(푔)
푞 is the amplitude scalar for the 푔-th group of the 푞-th data stream. Then the




x˜푞 ⊙ hˆ푝,푞 푝 = 1, ⋅ ⋅ ⋅ , 푁푟 (78)
where ⊙ denotes the operation of convolution, z˜푙,푝 is the reconstructed interference signals
at the 푙-th layer based on the phase-compensated data streams. The input for the next layer
is expressed as
yˇ푙+1 = yˇ푙 − z˜푙. (79)
where z˜푙 = [z˜
푇
푙,1, ⋅ ⋅ ⋅ , z˜푇푙,푁푟 ]푇 and yˇ푙 = [yˇ푇푙,1, ⋅ ⋅ ⋅ , yˇ푇푙,푁푟 ]푇
B. Amplitude and Phase Correction (APC). In this paper, a phase and amplitude
correction algorithm is proposed to address the amplitude and phase distortion problem
caused by multiple CFOs. The phase correction methods proposed in [6] and [7] for PSK
modulations in SIMO and MIMO systems can be regarded as special application cases of the
method introduced here which can also be applied to QAM modulations. Due to the nearly
constant CFOs, the rotating phases of symbols in one block are slowly varying over time
and can be treated as a constant for a small group of symbols. The phases of the adjacent
groups have high correlation which allows the phases to be estimated progressively. Here,
we assign 푁푤 pilot symbols to estimate the initial rotating phase and amplitude distortion in
each block. The equalized 푁 -symbol block is partitioned into 푁푔 groups and each group has
푁푠 = 푁/푁푔 symbols. Here we suppose 푁/푁푔 is an integer. Before introducing the algorithm,
we denote 풪푀푚(⋅) to be the hard decision function for an 푀푚-ary modulation scheme, ∠(⋅)
and ∣ ⋅ ∣ represent the operations of calculating the angle and amplitude, respectively.
The group-wise phase estimation and amplitude scaler estimation algorithm is de-
scribed in Table 1.
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Table 1 The group-wise APC algorithm














(2) Correct the phase and amplitude of the first group
푥ˆ
(1)




⋅ 푥ˇ푞(푘)푒−푗휙(0)푞 , 푘 = 1, 2, ⋅ ⋅ ⋅ , 푁푠
(3) Calculate the average phase deviation, the rotating phase
and the amplitude scalar for the first group and then




































⋅ 푥ˇ푞((푔−1)푁푠+푘)푒−푗휙(푔−1)푞 , 푘=1, 2, ⋅ ⋅ ⋅ , 푁푠
(5) Take the average on the phase deviation and recalculate































(6) Update 푔 = 푔 + 1 and repeat (4) ∼ (6) until 푔 = 푁푔











푞 , ⋅ ⋅ ⋅ , 훽(푁푔)푞
]푇
IV. NUMERICAL RESULTS
We consider an MIMO communication system with 4 transmit and 4 receiver anten-
nas. Each data block has a length of 1024, and the symbol period is 푇 = 0.25휇s. QPSK,
8PSK, and 16QAM are employed to map binary bits to symbols. A frequency-selective fad-
ing channel, which has exponential decay power delay profile with overall channel length of
11 is employed, which is generated by the improved Clark’s model [8]. In order to simu-
late the unbalanced channel conditions, the power allocated to the first two antennas are
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= 푁푟푁푡. Therefore, the SNR is defined as the ratio of the total trans-
mit power to the noise power, which is expressed as SNR = 푃푇
휎2
, where 푃푇 is the transmit
power.
In the simulations, the frequency-domain channel estimation method presented in [9]
was employed to estimate the MIMO channels by inserting frequency orthogonal pilot blocks
between data frames. The estimated channels were used to equalize data and reconstruct
the interference signals. As a benchmark, the performance of the proposed receiver scheme
assuming perfect channel information were also provided for comparison. The multiple
unknown CFOs which are invariant for the epoch of transmission were configured to random
variables with constant means. The multiple CFOs corresponding to the first and third
transmit antennas are assumed to follow the uniform distribution with the mean of -200 Hz,
and the CFOs for the second and fourth transmit antennas are also distributed uniformly
but with the mean of 200 Hz. In the second generation (2G) and the third generation (3G)
wireless communication standards, it is specified that the maximum CFO of wireless systems
must not beyond ± 200 Hz. The rotated phases for the PSK symbols were estimated via the
proposed method introduced in section III. We chose 푁푤=8 pilot symbols to estimate the
initial phase prior to every block transmission, and the group size is set to 16. To illustrate
the effect of CFOs and necessity of amplitude-phase correction in the symbol detection, the
performance of detection without applying APC algorithm is also provided. Moreover, we
compared the performance in term of bit error rates (BERs) for one layer, two layers, and
four layers to demonstrate the effectiveness of the layered detection algorithm. The one layer
detection is actually equivalent to the classical MIMO MMSE FDE which separates all the
data streams simultaneously. For the two layers structures, the best two data streams will be
detected, and the interference contribution can be removed from the received signals before
the detection of the other two data streams. In four layers scheme, the best data stream will
be detected at one time after the processing of one layer.
The constellations of equalized and amplitude-phase-corrected 16QAM symbols for the
first antenna is depicted in Fig. 2 and Fig. 3, respectively. From the two figures, it is
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sufficiently illustrated that the rotating phase and amplitude distortions can be corrected
with the group-wise amplitude and phase correction (APC) algorithm so that the symbols
can be reliably detected.














Equlized 16QAM symbols of Tx1
Figure 2 Scatter plot of equalized 16QAM symbols for the transmit antenna 1, SNR=24 dB
The BER performance for QPSKmodulation, 8PSK modulation and 16QAM are shown
in Fig. 4, Fig. 5, and Fig. 6, respectively. As shown in these figures, if APC algorithm is not
applied, the equalized symbols are difficult to be completely detected at the receiver because
of the effect of CFOs. Most equalized symbols are rotated and appear in wrong decision areas
in the constellation plot. Also in the simulations, we employed 1 layer, 2 layers and 4 layers
architectures to detect the data streams of four antennas. One layer detection is actually
the traditional MIMO-FDE and all the data of the transmitters are detected instantaneously
and concurrently. For multiple-layer detection, a strong subset of transmit data streams are
squeezed out at each layer and canceled out to be prepared for the next layer. We compared
the three architectures with phase estimation, correction and compensation by evaluating
the uncoded BER in Fig. 4, Fig. 5 and Fig. 6. As expected, the 2-layer and 4-layer
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Phase−Amp−corrected 16QAM symbols of Tx1
Figure 3 Scatter plot of phase-amplitude-corrected 16QAM symbols for the transmit
antenna 1, SNR=24 dB
architectures outperform the 1-layer architecture significantly, and the 4-layer case has more
performance gain than the 2-layer scheme. The estimated channels lead to degradation on
the performance of about 2.5 ∼ 3 dB for all modulations as oppose to the case of perfect
channel information with APC algorithm. To demonstrate the effectiveness of the proposed
scheme, the performance for the ideal case of known CFOs and channels at receivers are
also depicted in these three figures as the benchmark. The narrow gap between the ideal
case and the proposed method indicates the LFDE with amplitude and phase correction can
work well for SC MIMO system impaired by CFOs.
V. CONCLUSION
In this paper, we investigated a low-complexity LFDE architecture for SC-MIMO sys-
tem in the case that multiple CFOs exist. Each layer has performed the MMSE equaliza-
tion, phase-amplitude correction, and succussive interference cancelation. A subset of data
streams were extracted , and the phase-amplitude-compensated interference signals were can-
celed out thoroughly. Simulation results showed that the proposed method obtained good
69




















1 layer, PerfChnn with APC
1 layer, EstChnn with APC
2 layers, PerfChnn with known CFOs
2 layers, PerfChnn with APC
2 layers, EstChnn with APC
4 layers, PerfChnn with known CFOs
4 layers, PerfChnn with APC
4 layers, EstChnn with APC
Figure 4 Uncoded bit error rate of equalized and phase-corrected QPSK by three detection
schemes of 1 layer, 2 layers and 4 layers



















1 layer, PerfChnn with APC
1 layer, EstChnn with APC
2 layers, PerfChnn with known CFOs
2 layers, PerfChnn with APC
2 layers, EstChnn with APC
4 layers, PerfChnn with known CFOs
4 layers, PerfChnn with APC
4 layers, EstChnn with APC
Figure 5 Uncoded bit error rate of equalized and phase-corrected 8PSK by three detection
schemes of 1 layer, 2 layers and 4 layers
performance over MIMO frequency selective channels. It has also shown that the method
can effectively cope with the multiple CFOs.
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1 layer, PerfChnn with APC
1 layer, EstChnn with APC
2 layers, PerfChnn with known CFOs
2 layers, PerfChnn with APC
2 layers, EstChnn with APC
4 layers, PerfChnn with known CFOs
4 layers, PerfChnn with APC
4 layers, EstChnn with APC
Figure 6 Uncoded bit error rate of equalized and phase-corrected 16QAM by three
detection schemes of 1 layer, 2 layers and 4 layers
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4. FREQUENCY-DOMAIN TURBO EQUALIZATION WITH
SOFT-SUCCESSIVE INTERFERENCE CANCELLATION FOR SINGLE
CARRIER MIMO UNDERWATER ACOUSTIC COMMUNICATIONS
Jian Zhang and Yahong Rosa Zheng
Abstract—A low-complexity frequency-domain turbo equalizer (FDTE) combined with
phase rotation compensation and soft-successive interference cancellation (SSIC) is proposed
for single carrier multiple-input multiple-output (MIMO) underwater acoustic (UWA) com-
munications. Different from existing time-domain turbo equalizers in MIMO UWA systems,
the proposed receiver implements low-complexity turbo equalization in the frequency domain
to combat severe inter-symbol interference (ISI) and a layered structure to improve perfor-
mance for unbalanced MIMO channel conditions. Soft SIC rather than hard SIC is employed
in layered iterative turbo detection to alleviate co-channel interference (CCI). The proposed
scheme is evaluated by both numerical simulations and the SPACE08 ocean experiment
carried out in a shallow area of the Atlantic Ocean in October 2008. With a transmission
bandwidth of 9.7656 kHz centered at 13 kHz and a transmission power of 185 dB re 휇Pa
@ 1 m, the 2-transducer and 12-hydrophone MIMO system communicated with QPSK and
8PSK modulation schemes over 200 m and 1000 m ranges. The data rate is approximately
20 kilo symbols/second. The bit error rates (BERs) achieved on the order of 10−5 (200 m)
and 10−4 (1000 m) for QPSK with only two iterations. The 8PSK scheme has higher spectral
efficiency and achieved average BERs on the order of 10−3 for the two ranges. Simulation
results also demonstrated that the proposed FDTE-SSIC receiver provided lower BER with
comparable complexity than the traditional FDTE receiver.
I. INTRODUCTION
Shallow underwater acoustic (UWA) channels present significant technical challenges
for high data-rate robust UWA communication systems [3]- [6] due to the unique charac-
teristics of underwater channels. In comparison to radio frequency (RF) wireless channels,
UWA channels exhibit severe frequency-dependent attenuation, low acoustic wave propaga-
tion speed, excessive multipath delay spread, and severe Doppler spread and Doppler shift.
73
Frequency-dependent propagation loss leads to very limited transmission bandwidth for un-
derwater channels, e.g., only a few tens of kHz for medium range communications (1-10
kilometers). The multipath delay spread is often on the order of tens to hundreds of mil-
lisecond for practical UWA channels due to reflection and scattering of shallow water ocean
structures. This results in severe inter-symbol interference (ISI) for high data-rate transmis-
sion. Another obstacle imposed by UWA channels is the significant time-varying Doppler
spread and drift caused by dynamic motion of waves and relative motion of transceivers.
Since acoustic wave normally travels in underwater at the speed of 1500 m/s, relatively
low motion also results in large Doppler spread. Therefore the Doppler-to-carrier ratio is
usually on the order of 10−3 to 10−4 in underwater channels, in contrast to 10−7 to 10−9
in RF communications. Severe Doppler not only causes temporal dilation or compression
of signal waveforms [4], but also leads to fast time-varying fading and phase rotation of co-
herent symbols [6]. If multiple transducers and multiple hydrophones are employed, strong
spatial correlation of the MIMO channel also leads to large angular spread. All these fea-
tures of UWA channels make it one of the most challenging physical links for high data-rate
communications.
The current state-of-the-art UWA systems include noncoherent frequency-shift-keying
(FSK) systems and single-carrier or multi-carrier coherent modulation systems [2]. The
noncoherent FSK scheme can provide stable and reliable communications due to its low
requirement on channel estimation and symbol synchronization, but its extremely low data-
rate (< 100 bps) has been unendurable by the increasing demand of data transmission.
Coherent UWA communications can provide better bandwidth and power efficiency and
has been successfully demonstrated by [6] to achieve higher data rates. A special technique
employing a time-domain decision feedback equalizer (DFE) with an embedded phase-locked
loop (PLL) is used in [6] to mitigate severe ISI and obviate phase rotation. Following this
success, [11] extends the DFE-PLL coherent structure to a MIMO system to achieve higher
spectral efficiency and data rates. However, the time-domain equalizers encounter prohibitive
complexity and instability if the channel length exceeds 50 taps. Recently, frequency-domain
equalization (FDE) methods are extensively investigated for UWA communication systems,
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including multi-carrier and single carrier systems. For example, an orthogonal frequency-
division multiplexing (OFDM) approach combined with two-stage Doppler compensation is
discussed in [7], and a single carrier MIMO FDE with group-wise phase compensation is
proposed in [16].
Iterative turbo detection methods have been intensively investigated in RF commu-
nication area in recent years. The MMSE-based time-domain turbo equalization is firstly
proposed in [9] and then frequency-domain turbo equalization is discussed in [10]- [12]. All
these work is for single-input single-output channels. The coded system is considered as a se-
rially concatenated convolutional code (SCCC) where the encoder and the frequency-selective
channel play the roles of constituent codes. At the receiver, the equalizer and decoders ex-
change soft information of the coded bits iteratively to improve the detection in severe ISI.
Time-domain and frequency-domain turbo equalizers are also investigated in [13] and [14],
respectively. More recently, the time-domain turbo equalization has been used in SISO and
MIMO underwater communications [11,15] for performance improvement. Although the per-
formance gain is demonstrated sucessfully, the computational complexity of the time-domain
equalizer becomes prohibitive because UWA channels usually have memory length greater
than 100 symbols, much more than the length of RF channels. In contrast, [16] applies a
frequency-domain turbo equalization (FDTE) scheme for UWA MIMO channels to reduce
the complexity, where further improvement of BER is achieved in the ocean experiment.
In this paper, we propose an improved FDTE structure combined with soft successive
interference cancellation (SSIC) to achieve lower BER performance than the traditional
FDTE in [16] with comparable complexity. Successive interference cancellation based on
hard symbol decision has been applied to time-reversed UWA channels in [17] to improve
the performance of MIMO UWA communication systems. The main contribution of this
work lies in that the FDTE is embedded in a layered detection struction and soft symbols
are used in the interference cancellation. Instead of simultaneously detecting data streams
of all transducers by the traditional FDTE, the proposed structure divides the detection
of all streams into multiple layers and each layer consists of an FDTE, a phase rotation
compensator, and a soft interference canceler. In most situations, the underwater channels
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corresponding to different transducer are unbalanced, and the received signal streams have
different power levels. The FDTE-SSIC scheme better copes with co-channel interference
(CCI) in these unbalanced conditions than the traditional FDTE.
The proposed FDTE-SSIC algorithm is evaluated and verified by computer simulation
first and then applied on the ocean experimental data. A simulated example with a 4 × 4
MIMO system and 8PSK modulation demonstrates the advantage of the FDTE-SSIC over
the traditional FDTE. Extensive data were also recorded in the Surface Process and Acoustic
Communications Experiment (SPACE) conducted at Martha’s Vineyard cabled observatory
(MVCO) of Woods Hole Oceanographic Institution (WHOI) in late Fall, 2008 [19]. The
encoded data streams were transmitted over 200 m and 1000 m ranges at a carrier of 13
kHz and a bandwidth of 9.7656 kHz. Two pilot-based MIMO channel estimation methods
were used in the experiment: time-domain least square (TD-LS) estimation and frequency-
domain interpolation (FD-Interp) estimation. By applying the proposed algorithm with
TD-LS channel estimation, the average bit error rates (BERs) for the 200 m system with
2×12 MIMO can achieve 5.6×10−5 for QPSK and 4.6×10−3 for 8PSK. For the 1000 m range
system, the average BERs for QPSK and 8PSK are 1.7× 10−4 and 5.5× 10−3, respectively.
The FD-Interp method has less computational complexity but slightly higher BER than the
TD-LS method. These experimental results demonstrate the effectiveness and robustness of
the proposed single carrier UWA communication system.
In the rest of this paper, Section II describes the system model of the UWA and its
frequency domain representation which differs from RF systems. Sections III details the pro-
posed receiver structure with FDTE-SSIC and two channel estimation methods. Simulation
results of a 4 × 4 MIMO example is given in Section IV to demonstrate the advantages of
layered soft FDTE, and extensive results with data from real-world undersea experiments are
presented in Section V to demonstrate the effectiveness of the proposed algorithm. Finally,
our concluding remarks are drawn in Section VI. We use boldface letters to denote vectors
and matrices, and the superscripts [⋅]푇 , [⋅]퐻 , [⋅]−1, and [⋅]† to denote the matrix transpose,
Hermitian transpose, inverse, and pseudo-inverse, respectively.
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II. SYSTEM MODEL AND PRELIMINARIES
Consider a MIMO underwater acoustic communication system with 푃 transducers at
the transmitter and 푄 hydrophones at the receiver. The independent bit streams, b푝, 푝 =
1, ⋅ ⋅ ⋅ , 푃 , are encoded by separate channel encoders and permuted randomly by interleavers
to yield the coded bit streams, c푝. The interleaved coded bits are then mapped into 2
푀 -ary
symbols based on a symbol alphabet set 풮 = {훼1, ⋅ ⋅ ⋅ , 훼2푀}, where 훼푚 corresponds to the bit
pattern denoted by d푚 = [푑푚,0, ⋅ ⋅ ⋅ , 푑푚,푀 ] and has unit average power. Let 푥푝(푘) denote the
푘-th symbol of the 푝-th transducer, then 푥푝(푘) = 훼푚 if the bit vector [푐푝,푀푘−푀+1, ⋅ ⋅ ⋅ , 푐푝,푀푘] =
d푚. The modulated symbols are grouped into blocks with length 푁푑, and each block is
appended with 푁푧푝 zeros to avoid inter-block interference (IBI) for SC-FDE systems. Hence,
each zero-padded block has length 푁 = 푁푑+푁푧푝 and all transducers transmit the data blocks
simultaneously at the same carrier frequency over the UWA channels. At the receiver, the
blockwise frequency-domain equalization is applied on the blocks by 푁 -point FFT/IFFT.
The first 푁푑 elements of each block is extracted from the equalized 푁 symbols as the estimate
of 푥푝(푘) and the last 푁푧푝 symbols are discarded [18].







ℎ푞,푝(푙, 푘)푥푝(푘 + 1− 푙)푒푗(2휋푘푇푓푞,푝,푘+휃푞,푝) + 푤푞(푘), (80)
where 푇 is the symbol interval, 퐿 is the memory length of the channels, ℎ푞,푝(푙, 푘) represents
the channel impulse response on the 푙-th tap at time 푘, 푓푞,푝,푘 is the instantaneous Doppler
shift between the 푝-th transducer and the 푞-th hydrophone, 휃푞,푝 is the initial phase error
for the (푝, 푞)-th subchannel after synchronization, and 푤푞(푘) is the white Gaussian noise at
the 푞-th hydrophone with the probability density function (PDF) 풩 (0, 휎2푤), where 휎2푤 is the
variance.
Denote the received block at the 푞-th hydrophone after the front-end processing as
y푞 = [푦푞(1), ⋅ ⋅ ⋅ , 푦푞(푁)]푇 . The concatenated receive vector for all hydrophones is represented
as y = [y푇1 , ⋅ ⋅ ⋅ ,y푇푄]푇 . A data block transmitted by the 푝-th transducer is represented as
x푝 = [푥푝(1), ⋅ ⋅ ⋅ , 푥푝(푁)]푇 , where 푥푝(푘) = 0 for 푘 ∈ {푁푑+1, ⋅ ⋅ ⋅ , 푁}. The concatenated
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where D푞,푝 = diag
{
푒푗(2휋푇푓푞,푝,1+휃푞,푝), ⋅ ⋅ ⋅ , 푒푗(2휋푁푇푓푞,푝,푁+휃푞,푝)}, w푞 = [푤푞(1), ⋅ ⋅ ⋅ , 푤푞(푁)]푇 , for
푞 ∈ {1, ⋅ ⋅ ⋅ , 푄}, and w = [w푇1 , ⋅ ⋅ ⋅ ,w푇푄 ]푇 . The matrix h푞,푝 is the (푝, 푞)-th channel impulse
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Two assumptions are made for the UWA channel: A1) The block duration is less
than the channel coherence time which implies that the channels are quasi-static, and the
responses of the channels are time-invariant within one block. A2) The block duration is
smaller than one third of the quantity 1/max(푓푞,푝,푘), which is usually satisfied in fixed-to-
fixed UWA channels.
To convert the block-wise time-domain model into frequency-domain representation,








. Thus, FF퐻 = I푁 and F
퐻 is the IDFT matrix. Denote the



















w = H ⋅X+W, (83)


















where 휆푞,푝 is the diagonal elements of FD푞,푝F
퐻 , and the matrices H푞,푝 are diagonal, whose
diagonal elements are the frequency response of the (푞, 푝)-th channel because h푞,푝 is a circu-
lant matrix due to assumption A1). The second assumption, A2), guarantees that FD푞,푝F
퐻
is a diagonal dominant matrix and can be approximated as a diagonal matrix [21] with





푗(2휋푘푇푓푞,푝,푘+휃푞,푝). Note that this system
model differs from conventional RF systems in that it singles out the fast rotating phase
components in the channel because the equalizer often cannot deal with significant phase
rotation caused by severe Doppler shift and extra care has to be taken to correct the phase
after equalization.
III. JOINT FREQUENCY-DOMAIN TURBO EQUALIZATION WITH SOFT-
SUCCESSIVE INTERFERENCE CANCELLATION
In this section, we propose a robust receiver structure for single carrier MIMO un-
derwater systems, combing low-complexity FDTE with layered SSIC and group-wise phase
correction. In the proposed structure, inter-symbol interferences (ISI) are effectively miti-
gated by FDTE with multiple iterations of detection, and CCI are alleviated by SSIC with
multiple layers of detection.
The overall structure of the proposed receiver is depicted in Fig. 1, where ℳ layers of
detection are used but only the first two layers are sketched for illustration. Before the first
layer of detection, a front-end module is employed to pre-process the data packets received
by all hydrophones to synchronize, demodulate from passband to baseband, and compensate
for dilation/compression. The average signal-to-noise ratios (SNR) of all data streams are
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also evaluated from the estimated channels to determine the number of layers and the or-
der of detection. The channel impulse responses corresponding to all transducer-hydrophone
pairs are estimated by pilot symbols. Assume that Δ1 data streams with the strongest power
among the undetected streams are selected for the first layer, and the 푟-th layer has Δ푟 data
streams. Therefore
∑ℳ
푟=1Δ푟 = 푃 . Each layer consists of similar functional components, in-
cluding an FDTE, a soft decision decoder, a phase correction module, and an SSIC module.
The received signals at each layer are converted to the frequency domain and then equal-
ized to estimate the transmitted symbols. The phase rotations of the equalized symbols are
corrected, and the phase-corrected symbols are passed to the soft decision decoding module
to yield the extrinsic information on the coded bits. The extrinsic information is fed back
to the equalizers of both current layer and previous layers as the a-priori information for
the next iteration. The a-posteriori information of the coded bits provided by soft decoding
is delivered to the SSIC module to construct the interference signals with the phase distor-
tion. The constructed interference signals are canceled from the received signals, and the













































Figure 1 The receiver structure with FDTE-SSIC
The detailed algorithms of each functional module of each layer are described in the
following subsections.
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A. Pilot-Based Channel Estimation. Two pilot-based channel estimation methods
are adopted for UWA receivers: time-domain least square (TD-LS) channel estimation and
frequency-domain interpolation (FD-Interp) channel estimation. The data structures for
these two channel estimation methods are shown in Fig. 2. In the TD-LS scheme, the pilot
block with 푁푝 symbols is enclosed in the data block and the payload of a length 푁 block is
푁 − 푁푝. A gap spanning 푁푔 symbols is inserted between each block. In contrast, the FD-
Interp scheme uses a length 푁푝 pilot block before the payload block of length 푁 with an extra
gap inserted between the pilot and payload blocks. Both schemes have similar bandwidth
efficiency, but the latter has less computation complexity than the former. However, the
drawback of the FD-Interp scheme is its less capability to track fast time-varying channels
due to the long gap needed between the pilot and payload blocks. As will be shown in Sec-
tion , the performance of the FD-Interp method is inferior to that of the TD-LS method in
















Figure 2 Data structure for channel estimation 푁푑 = 1024, 푁푔 = 120. (a) TD-LS channel
estimation, 푁푝 = 300. (b) FD-Interp channel estimation, 푁푝 = 240
neously transmit 푁푝 independent pilot symbols and the impulse responses of all subchannels
are estimated for each block by the LS criterion. Let y푡푞 denote the received pilot symbols at






푥푡푝(퐿) 푥푡푝(퐿− 1) ⋅ ⋅ ⋅ 푥푡푝(1)









The impulse responses of the subchannels related to the 푞-th hydrophone are denoted
by hˆ푞 = [휆푞,1hˆ
푇
푞,1, ⋅ ⋅ ⋅ , 휆푞,푃 hˆ푇푞,푃 ]푇 , and estimated by
hˆ푞 = x
†
푡 ⋅ y푡푞, (86)
where y푡푞 = [푦푡푞(퐿), ⋅ ⋅ ⋅ , 푦푡푞(푁푃 )]푇 , and x푡 =
[
x푡1, ⋅ ⋅ ⋅ , x푡푃
]
.
In the FD-Interp channel estimation scheme, the Chu sequences [22] with orthogonal
frequency tones are adopted as the pilot blocks for multiple transducers. The pilot block for
the 푝-th transducer is denoted by C푝 which is the time-domain rotated version of C1, the
pilot block of the first transducer. The 푘-th element of C푝, denoted as 퐶푝(푘), is obtained as
퐶푝(푘) = 퐶1(푘) ⋅ 푒푗2휋(푝−1)(푘−1)/푁푝 , 푘 = 1, ⋅ ⋅ ⋅ , 푁푝. (87)
Duplicating a length-(푁푝/푃 ) Chu sequence for 푃 times yields a length-푁푝 pilot block C1. The
spectrum of C1 exhibits periodic constant peaks with (푃 − 1) zeros in between. These pilot
blocks, C1, ⋅ ⋅ ⋅ ,C푃 , are orthogonal to each other in the frequency domain although they are
overlapped in the time domain. This FD-Interp channel estimation method is introduced
in [28], and the details are omitted here for brevity.
B. Soft Decision Decoding. Soft decision decoding, depicted in Fig. 3, is an important
part of turbo equalization and is employed at each layer for each transmitted data stream.
It consists of an interleaver, Π, a de-interleaver, Π−1, an extrinsic Log-likelihood ratios
(LLRs) calculator, and a soft decision channel decoder. The equalized soft symbols and
parameters 휌 and 휎푝 (will be described in (103)) are used to compute the extrinsic LLRs
of coded bits by Gaussian approximation, and then the extrinsic LLRs, 퐿퐸푒(푐푝,푘′), are passed
via the de-interleaver to the channel decoder as the a-priori LLRs, 퐿퐸푎(푐푝,푘′). The decoder
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calculates the a-posteriori LLRs, 퐿퐷표 (푐푝,푘′), based on the coding structure. The extrinsic LLRs
gleaned by the decoder, 퐿퐷푒 (푐푝,푘′), are obtained by subtracting the a-priori LLRs from the a-
posteriori LLRs. For trellis-based coding schemes, the Bahl-Cocke-Jelinek-Raviv (BCJR)
algorithm [24] designed by maximum a-posteriori (MAP) criterion and soft output Viterbi
algorithm (SOVA) based on maximum likelihood (ML) criterion [26] are often employed to
produce the a-posteriori LLRs. The extrinsic LLRs are fed back to the equalizer via the





















Figure 3 The block diagram for soft decision decoding
LLR and the a-posteriori LLR of the coded bit 푐푝,푘′ as
퐿푎(푐푝,푘′) ≜ ln
풫(푐푝,푘′ = 0)







풫(푐푝,푘′ = 1∣푥ˆ푝(푘)) , 푘′ = (푘 − 1)푀 + 푖, 푖 = 1, ⋅ ⋅ ⋅ ,푀. (88)



































From (89), the extrinsic LLR of the coded bit is associated with two probabilities




. The first probability is determined by
풫(푐푝,(푘−1)푀+푗′ =푑푚,푗′ ) =
(1− 푑푚,푗′ )퐸1 + 푑푚,푗′퐸2
퐸1 + 퐸2
, 푑푚,푗′ ∈ {0, 1}, (90)
where 퐸1 = 푒
퐿퐷푒 (푐푝,(푘−1)푀+푗′
)/2
, and 퐸2 = 푒
−퐿퐷푒 (푐푝,(푘−1)푀+푗′ )/2.
The second probability depends on the distribution of equalized symbols, 푥ˆ푝(푘), condi-
tioned on the transmitted symbols, 훼푚. It is commonly assumed that the equalized symbols
are approximately Gaussian distributed for given transmitted symbols [16, 27]. Thus, the
detected symbols can be approximated by
푥ˆ푝(푘) = 휌푝,푘푥푝(푘) + 휂푝(푘), (91)
where 휌푝,푘 is a scalar and 휂푝(푘) is a complex white Gaussian noise with zero mean and









where the calculation of 휌푝,푘 and 휎
2
푝 will be given in (103).
C. Frequency-Domain Turbo Equalization. In the FDTE module of the receiver,
the received data blocks y푝 are first converted into the frequency domain by FFT yielding
Y푝. The means and variances of the transmit symbols are evaluated from the a-priori LLRs
provided by the decoders. Using the minimum mean square error (MMSE) criterion, the
FDTE adaptively computes its coefficients with the help of the a-priori mean and variance,
휇푝,푘 and 휈푝,푘, and estimates the soft symbols, xˆ푝.





















∈ {0, 1} is determined by 훼푚. For example, the alphabet of QPSK
symbols is given by 풮 = [1, 푗,−1,−푗], and the corresponding bit patterns are [푑푚,1푑푚,2] ∈
{00, 01, 11, 10}. The alphabet of 8PSK symbols is defined by 풮 = [1, 1√
2





(−1 − 푗),−푗, 1√
2
(1 − 푗)] and the corresponding bit patterns are [푑푚,1푑푚,2푑푚,3] ∈


























휈푝,푘 = 1− ∣휇푝,푘∣2. (95)
For 8PSK alphabet, 휇푝,푘 and 휈푝,푘 are given by
휇푝,푘 = 1/4 ⋅
(
(푙1 − 1) ⋅ (푙3 + 푙2)−
√
2 ⋅ (푙2 + 푙1 ⋅ 푙3)
)
+푗 ⋅ 1/4 ⋅ ((푙1 + 1) ⋅ (푙3 − 푙2) +√2 ⋅ (푙3 + 푙1 ⋅ 푙2))
휈푝,푘 = 1− ∣휇푝,푘∣2 (96)




, for 푔 = 1, 2, 3.




푝 ⋅U퐻푝 ⋅ (Y − Hˆ ⋅ X¯+ 휇푝,푘HˆF푃u푝,푘), (97)
where Hˆ is the estimated frequency-domain channel matrix, and u푝,푘 is a unit vector with
length 푃푁 , whose ((푝 − 1)푁 + 푘)-th element is 1 and others are 0; The vector X¯ is the
frequency-domain representation of the mean of the symbols, and it is given by
X¯ = F
푃
[x¯푇1 , ⋅ ⋅ ⋅ , x¯푇푃 ]푇 , (98)
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푤I푄푁 + Hˆ ⋅ V¯ ⋅ Hˆ
퐻










where O푚×푛 denotes an all-zero matrix of size 푚 × 푛, and V¯ is a diagonal matrix of size
(푃푁)× (푃푁), defined by
V¯ = diag
{







푘=1 휈푝,푘. The scalar 퐾푝 is defined as




where Hˆ(∙,푖:푗) denotes the matrix composed of the 푖-th to 푗-th columns of Hˆ, and Tr{⋅}
represents the trace operation of a matrix.
With the frequency-domain estimation of the symbols for the 푝-th transducer in (97),
the time-domain symbols are calculated by inverse DFT as
푥ˆ푝(푘) = F
퐻
(∙, 푘) ⋅ Xˆ푝(푘), (102)
where F(∙, 푘) represents the 푘-th column of the DFT matrix F.
To calculate the extrinsic LLRs of coded bits, the scalar 휌푝,푘 and average variance 휎
2
푝
in (92) are estimated by
휌푝,푘 = 1/퐾푝 ⋅ F퐻(∙, 푘)U퐻푝 HˆF푃u푝,푘





(∣휌푝,푘∣ − 휈¯푝∣휌푝,푘∣2). (103)
Although the average symbol variance of each transducer is used in (100) to reduce
the complexity of the FDTE, it is still costly due to the inversion of large matrices. As the
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block length 푁 and the number of hydrophones 푄 increase, the computational complexity
increases as 푂(푁3푄3). To further reduce computational complexity, we decompose the
frequency-domain equalization into each frequency tone by taking advantage of the diagonal
property of the channel matrix H푞,푝. As a result, a large matrix is partitioned into 푁 small
matrices – one per frequency tone. The channel responses on the 푖-th tone are extracted


















The equalization coefficients on the 푖-th frequency tone are then computed by
U푖푝 = (휎
2
푤I푄 +ℋ푖 ⋅ 푉¯ ⋅ ℋ퐻푖 )−1 ⋅ ℋ푖 ⋅ e푝, 푖 = 1, ⋅ ⋅ ⋅ , 푁, (105)
where 푉¯ = diag {휈¯1, ⋅ ⋅ ⋅ , 휈¯푃 }, and e푝 is a length-푃 unit vector whose 푝-th entry is 1, and
others are zeros.
Denote the received vector on the 푖-th frequency tone over all receive antennas as Y푖 =
[푌1,푖, ⋅ ⋅ ⋅ , 푌푄,푖]푇 and the transmit vector of the 푖-th frequency tone as X¯푖 = [푋¯1,푖, ⋅ ⋅ ⋅ , 푋¯푃,푖]푇 ,





푝 ⋅ (Y푖 −ℋ푖 ⋅ X¯푖 + 휇푞,푘ℋ푖s푝,푖,푘), (106)
where s푝,푖,푘 is a length-푃 vector whose 푝-th element is e
− 푗2휋(푘−1)(푖−1)
푁 and other elements are




푖=1ℋ퐻푖 (∙, 푝)U푖푝. It is noted
from (105) that the matrix inversion is performed on a small matrix with size 푄×푄, and the
equalization is performed on each frequency tone. Therefore, the computational complexity
is significantly reduced from 푂(푁3푄3) to 푁 ⋅ 푂(푄3).
D. Phase Rotation Estimation and Correction. The equalized symbols are usually
phase-rotated due to instantaneous Doppler shift, synchronization errors, temporal changes
in the ocean, etc. If the phase rotation is significant, phase correction is required to be
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executed on the equalized symbols before soft decision decoding. Meanwhile, the phase
rotation is also re-inserted when rebuilding the interference signals in the SSIC. Since the
average phase rotation varies slowly with time and is more robust than per symbol phase
rotation, a group-wise phase estimation algorithm is employed to estimate and correct phase
distortions [15, 16], where the equalized data block is divided into many small groups, and
the phase rotations are estimated group by group. The detailed algorithm is omitted here
for brevity.
E. Soft-Successive Interference Cancellation. Interference signals formed by the
detected data streams at the current layer are canceled out by the SSIC from the received
signals in the frequency domain to reduce interference for the next layer. Here, the soft













, where 퐿퐷표 (푐푝,푘′) is the a-posteriori LLR for the coded bit 푐푝,푘′ provided
by soft decoding. In the 푟-th layer, we assume Δ푟 data streams are to be detected and
denote x˜푟,푖 = [푥˜(푟,푖)(1), ⋅ ⋅ ⋅ , 푥˜(푟,푖)(푁)] as the phase-corrected soft symbol block of the (푟, 푖)-th
stream, for 푖 = 1, ⋅ ⋅ ⋅ ,Δ푟. To construct the interference, the phase rotation estimated by




(푟,푖)(푘) = 푥˜(푟,푖)(푘) ⋅ 푒−푗휙(푟,푖),푘 , (107)
where 휙(푟,푖),푘 represents the estimated phase rotation for the 푘-th symbol of the (푟, 푖)-th data
stream. The reconstructed interference is canceled in the frequency domain by passing the





















































received signal represented in the frequency domain for the 푟-th and (푟+1)-th layer, respec-
tively.
IV. NUMERICAL RESULTS BY MONTE-CARLO SIMULATIONS
We conducted computer simulation for the proposed receiver algorithm and verified
its effectiveness and superior performance by the simulation results. In the simulation, a
MIMO 4 × 4 system was considered and the UWA channels were assumed to be 80-taps
frequency-selective channels following Rayleigh distribution [25]. Based on the estimation of
practical underwater channels, the power delay profile (PDP) is specified to ramp up and
down exponentially, where the first 20 taps have the power as 1/푃푛 ⋅ 푒0.1⋅푙 and the last 60
taps have the power as 1/푃푛 ⋅ 푒−0.03⋅푙. The constant 푃푛 normalizes the PDP to yield a total
power of 1. The maximum Doppler spread is set at 푓푑 = 1 Hz. In order to make the MIMO
channels unbalanced, we assume the subchannels related to the first and second transmit








푃 ⋅푄 ⋅ 휎2푤
(109)
where 푃푇 is the total transmit power.
Binary information bits were encoded by a rate-1/2 convolutional encoder with a coding
generator (1 +퐷 +퐷2 +퐷3, 1 +퐷2 +퐷3), and the encoded bits are interleaved randomly
and mapped into 8PSK symbols with a symbol period 푇 = 0.1 푚푠. For each SNR, 1600
blocks are transmitted for BER evaluation and each block contains 푁푑 = 1024 symbols.
We applied the proposed receiver algorithm to detect the data streams transmitted from all
antennas. The performance of FDTE with one layer and two layers detection is evaluated for
comparison. In the FDTE with one layer detection, the soft information for all data streams
is generated at the same time for detection and no interference cancellation is performed.
Therefore, the FDTE with one layer detection is equivalent to the traditional frequency-
domain turbo equalization. In the FDTE with two layer detection, the data streams from
89
the first two transmit antennas are detected in the first layer and the other two weaker
streams are detected in the second layer. The BER performance is depicted in Fig. 4.













1 layer FDTE, 1 iter
1 layer FDTE, 2 iters
1 layer FDTE, 3 iters
2 layer FDTE, 1 iter
2 layer FDTE, 2 iters
2 layer FDTE, 3 iters
Figure 4 BER performance for FDTE with one and two layers, respectively. Simulated
MIMO 4× 4, 80-tap channels, 푓푑푇푠 = 1× 10−4
We can see that under the same turbo iterations, the two-layer FDTE outperforms
one layer detection and more turbo iterations lead to BER performance improvement. The
performance gain due to turbo iterations is significant between the first and second iterations,
but tends to decrease with the increase of the number of iterations. The diminishing gain
reaches a low bound due to an approximation in each iteration, that is that the average
symbol variance, rather than the individual symbol variance, is used in the equalizer for
each block of symbols. It is also observed that FDTE with two layers and one iteration can
achieve similar performance as the FDTE with one layer and two iterations. The same trend
is also observed between the FDTE with two layers and two iterations and the FDTE with
one layer and three iterations. It implies that the same performance can be obtained by
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increasing layers with less number of iterations or increasing the number of iterations with
less layers.
It is worth noting that the proposed FDTE-SSIC receiver has similar complexity on
computing the equalization coefficients in the turbo iterations compared to the traditional
FDTE structure. Due to the frequency-domain interference cancellation in the layered struc-
ture, extra FFT and multiplication should be performed at each layer, which results in
slightly increased complexity for the proposed algorithm. In addition, unlike the traditional
FDTE, the proposed receiver detects data layer by layer, which introduces extra detection
delay. Tradeoff between processing delay and receiver performance should be considered in
practical implementation.
V. EXPERIMENTAL PERFORMANCE RESULTS
In this section, we present comprehensive performance results obtained by applying
the proposed FDTE-SSIC algorithm to the real-world undersea experimental data collected
during the Surface Process and Acoustic Communications Experiment (SPACE) in late fall,
2008. This experiment was conducted by Wood Hole Oceanographic Institution in a shal-
low area of the Atlantic Ocean, south of Cape Cod in Massachusetts [19]. The average
water depth was less than 15 m, and the communication ranges between the transceivers
were 200 m and 1000 m. The transmitter was fixed on a stationary tripod with multiple
transducers deployed, and the source power level was set at 185 dB re 휇Pa @ 1 m. The
top transducer was approximately 3 m above the ocean bottom, and the spacing between
neighboring transducers was 50 cm. The sampling frequency 퐹푠 was 39.0625 kHz, and the
bandwidth 퐹푏 was 9.7656 kHz (퐹푠/4) centered at the carrier of 13 kHz. The square root
raised cosine pulse with a roll-off factor 0.2 was used as the pulse shaping filter. For each
transducer branch, information bits were encoded by the same convolutional encoder used
in simulations. The coded bits were permuted by random interleavers and then mapped into
QPSK or 8PSK symbols. At the receiver end, the hydrophone arrays were also mounted on
fixed tripods with the top of each array located 3.25 m above the sea floor. The array at
the 200 m range deployed 24 hydrophones vertically with a uniform-spacing space of 5 cm
between adjacent elements, and the array at the 1000 m range had 12 hydrophones with 12
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cm spacing between adjacent elements. During the experiment, data packets with a duration
of 60 seconds were transmitted from multiple transducers every two hours. Each data packet
consisted of a leading linearly frequency modulated (LFM) signal followed by a small gap, a
511-bit m-sequence with gap, and data blocks with QPSK and 8PSK modulation schemes.
The received data of 12 hydrophones was recorded in one data file for each transmission.
For FD-Interp channel estimation, Chu sequence blocks with length of 240 symbols were
used and a gap with 120 zeros was inserted between blocks. For TD-LS channel estimation,
pilot blocks with 300 symbols were used in each data block of length 1024. The environment
condition was mild, with average wind speed of 2.5 m/s, wave height of 1.5 m and wave
period of 8 seconds. More details on the environment can be found in [19]. In the following
subsections, we present the results for the 200 m and 1000 m systems which had 60 and 24
received packets, respectively.
A. Channel Estimation. The receiver performed frame synchronization at the front-
end module before channel estimation and equalization. In the experiment, two LFM signals
were transmitted before and after the data packet and synchronization was achieved by
correlating the received packet with a local replica of the LFM signal. The channel length
was also approximated as the time span of the most of energy in the LFM correlation output.
The channel of the 200 m system had larger delay spread of 9.2 푚푠 than the 8.2 푚푠 of the
1000 m system. Thus, for estimating channel impulse response (CIR), we assume that the
channels of the 200 m system had 90 taps, and the channels of the 1000 m system spanned
80 symbols.
The received signals were demodulated and sampled at 2 samples/symbol to facilitate
2푁 -point FFT in the equalizers. We employed the two methods described in Section III-A to
estimate the time-varying, frequency-selective underwater channels. The amplitudes of CIRs
corresponding to one hydrophone-transducer pair estimated by these two methods are shown
in Fig. 5 for the 200 m and 1000 m systems. The amplitudes of CIRs were normalized by the
maximum amplitude of the 200 m channels. In the 200 m channels, the CIRs of Transducer
2 had higher average power (0.0709 W) than those of Transducer 1 (0.0385 W). In contrast,
the power distribution of the 1000 m channels was different. The CIRs of the Transducer
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1 have more average power (5.6× 10−3 W) than those of Transducer 2 (1.5 × 10−3 W). It is
clear that the underwater MIMO channels exhibited unbalanced characteristics and unequal
channel powers. Consequently, the data stream with larger channel power had higher SNR
and was detected first in the layered detection. The channels of the 200 m system were
spikier and had more dominant propagation paths than those of the 1000 m system.
























































Figure 5 Normalized amplitudes of CIRs for the 200 m and 1000 m systems estimated by
TD-LS and FD-Interp methods
Based on the estimated channels, the average SNR for one hydrophone was calculated
by (109) or by estimating the signal-plus-noise power in the received data blocks and the
noise-only power in the gaps of received packets. The average SNR per hydrophone was
around 14 dB for the 1000 m system and 20 dB for the 200 m system.
B. Transceiver Performance. The proposed FDTE-SSIC scheme was used to process
the received packets of the 200 m and 1000 m systems. In each packet, there were totally
14480 and 21720 information bits for QPSK and 8PSK, respectively. The duration of each
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packet was approximately equal to 1.34 seconds, taking into account both payload data and
overhead including LFM, m-sequence, gaps and training symbols. Therefore, the information
bit rate achieves 10.8 kbps for QPSK and 16.2 kbps for 8PSK.
To illustrate the iterative detection, the scatter plots of soft QPSK and 8PSK symbols
after soft decision decoding for different turbo iterations are shown in Fig. 6. It is clearly
seen that turbo equalization and detection gradually separated the soft symbols and pushed
them closer to valid constellation points. The BERs of QPSK corresponding to one, two,
and three iterations are 1.4× 10−3, 6.9× 10−4, and 0. The BERs of 8PSK for one, two, and
three iterations are 0.0138, 8.3× 10−3, and 4.2× 10−3, respectively.
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Figure 6 Scatter plots of soft symbols for different iterations. (a) QPSK. The BERs for one,
two, and three iterations are 1.4× 10−3, 6.9× 10−4, and 0, respectively. (b) 8PSK. The
BERs for one, two, and three iterations are 0.0138, 8.3× 10−3, and 4.2× 10−3, respectively.
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From the scatter plots, we can also see that the QPSK and 8PSK soft symbols ap-
pear to be bounded by straight lines between neighboring constellation points and are
concentrated along lines linking the constellation points. This pattern is inherited from
the calculation of soft symbols in (14) because turbo equalization takes advantage of
the interaction between coded bits and symbol mapping. Taking QPSK for example,
the hard symbols are {1, 푗,−1,−푗}, corresponding to bit patterns {00, 01, 11, 10}. Since
풫(푐푝,푘′ = 0) + 풫(푐푝,푘′ = 1) = 1 and based on (14), the soft symbol 푥˜(푘) = 휇푝,푘 satisfies
−1 ≤ Real(푥˜(푘)) + Imag(푥˜(푘)) ≤ 1. Therefore, the soft symbols are bounded by the square
area formed by the four lines. As the number of iteration increases, the soft symbols become
focused on the constellation symbols gradually. Similarly for 8PSK, the soft symbols are
bounded by the octagon formed by the eight constellation points.
The detailed BER performance is shown in Table 1 – 4, where Table 1 shows the
BERs of 10 representative packets randomly selected from all packets. The BERs were
achieved by the proposed FDTE-SSIC algorithm, compared with those by the FDTE without
SSIC and by the non-iterative FDE with Viterbi soft decision (SD) decoding algorithm.
Both iterative detection schemes, FDTE and FDTE-SSIC, significantly outperformed the
non-iterative scheme, and the proposed FDTE-SSIC algorithm outperformed the traditional
FDTE, especially in tough UWA channels.
Table 2 compares the BERs of the proposed FDTE-SSIC algorithm with different
channel estimation methods. If the channels are estimated by the FD-Interp method, then
the number of error bits in all packets were larger than or equal to those obtained by using
the TD-LS method, although the FD-Interp method requires less computational complexity
than the TD-LS method. The BERs of five representative packets are shown in Table 2 to
demonstrate the performance difference between the two methods.
The performance difference of the proposed FDTE-SSIC with and without phase cor-
rection was also investigated, and the BERs of five representative packets are shown in Table
3. It is seen that the FDTE-SSIC with phase correction achieves better, or no worse, per-
formance than that without phase correction. Checking all the data, we found that the
phase rotation were insignificant for most packets because the transceivers were fixed during
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the experiments, and small Doppler spread between ±1 Hz were estimated. For a small
number of packets that did experience high Doppler spread, the performance without phase
correction is inferior to that with phase compensation.
Table 4 provides the overall BER statistics for the 200 m and 1000 m systems with
QPSK and 8PSK, respectively. The bit error rates of the 200 m system averaged over all
60 packets achieved 5.6× 10−5 for QPSK and 4.6× 10−3 for 8PSK. For the 1000 m system,
the BERs averaged over 24 packets were 1.7× 10−4 for QPSK and 5.5× 10−3 for 8PSK. The
majority of the packets achieved zero bit error for QPSK in both 200 m and 1000 m systems.
However, for 8PSK, most packets had BERs in the range of 10−3 to 10−2. This performance
difference between 8PSK and QPSK is mainly due to the smaller decision distance of 8PSK
than that of QPSK with the same SNR.
Table 1 Comparison of BERs of 10 packets obtained by non-iterative FDE-Viterbi-SD,
FDTE without SSIC, and FDTE-SSIC, QPSK, 푁 = 1024, two iterations, CIRs estimated
by the TD-LS method
Index FDE FDTE FDTE-SSIC
of packet Viterbi SD (2 iters) (2 iters)
II.1 1.5× 10−3 0 0
II.2 7.76× 10−2 2.4704× 10−4 0
II.3 8.48× 10−2 2.964× 10−4 1.976× 10−4
II.4 7.9051× 10−4 0 0
II.5 7.7075× 10−3 2.9644× 10−4 0
II.6 6.0× 10−2 2.4704× 10−4 9.8814× 10−5
II.7 7.4111× 10−4 0 0
II.8 8.0534× 10−3 3.9526× 10−4 1.9763× 10−4
II.9 3.4585× 10−4 0 0
II.10 5.32× 10−2 2.4704× 10−4 0
Figure 7 shows the average BER performance of MIMO systems with different number
of hydrophones for these two range systems. Given the space between adjacent hydrophones,
more hydrophones deployed at the receiver obtain higher order of diversity gain, and the
average BER performance tends to be better. While increasing the hydrophone numbers
from six to eight, the BERs can be improved from 5× 10−3 to 5× 10−4, which is ten times
performance gain by augmenting two hydrophones.
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Table 2 Comparison of BERs of 5 packets under the channel estimated by FD-Interp and
TD-LS, two iterations
Index FDTE-SSIC FDTE-SSIC
of packet 2 iters (FD-Interp) 2 iters (TD-LS)
III.1 4.447× 10−4 9.8814× 10−5
III.2 0 0
III.3 2.0257× 10−3 0
III.4 1.6798× 10−3 0
III.5 1.67× 10−2 0
Table 3 Comparison of BERs of 5 packets for with/without phase correction module,
QPSK, 푁 = 1024, two iterations, CIRs estimated by TD-LS
Index FDTE-SSIC FDTE-SSIC
of packet (without phase correction) (with phase correction)
IV.1 3.953× 10−4 1.976× 10−4
IV.2 2.900× 10−3 1.300× 10−3
IV.3 8.399× 10−4 4.447× 10−4
IV.4 2.0257× 10−3 1.976× 10−4
IV.5 1.976× 10−4 0
Table 4 BER statistics of the 200 m and 1000 m systems for QPSK and 8PSK, 푁 = 1024,
two iterations, CIRs estimated by TD-LS
200 m (60 packets) 1000 m (24 packets)








0 54 6 20 2
1e-5 ∼ 1e-4 2 2 1 0
1e-4 ∼ 1e-3 3 7 2 4
1e-3 ∼ 1e-2 1 33 1 15
1e-2 ∼ 1e-1 0 12 0 3
Avg. BER 5.6× 10−5 4.6× 10−3 1.7× 10−4 5.5× 10−3
VI. CONCLUSION
We have proposed a turbo detection scheme integrating the frequency-domain turbo
equalization and soft successive interference cancellation for single carrier underwater acous-
tic MIMO communications. To achieve reliable UWA communications with high data-rate
and low error-rate, the severe ISIs caused by the long-delay-spread UWA channels are itera-
tively mitigated by a low-complexity FDTE cooperating with soft decision channel decoders.
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Figure 7 Experimental results for average BER performance for two transducers and
different numbers of hydrophones
The CCIs caused by multiple transducers are also combatted by a layered detection structure
based on SSIC. Excellent performance has been achieved by applying the proposed algorithm
to real-world undersea data collected in SPACE08 experiment, which demonstrates that the
proposed UWA communication system can offer reliable and high speed UWA data trans-
mission.
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5. BANDWIDTH-EFFICIENT FREQUENCY-DOMAIN EQUALIZATION
FOR SINGLE CARRIER MULTIPLE-INPUT MULTIPLE-OUTPUT
UNDERWATER ACOUSTIC COMMUNICATIONS
Jian Zhang and Yahong Rosa Zheng
Abstract—This paper proposes a single carrier (SC) receiver scheme with bandwidth-
efficient frequency-domain equalization (FDE) for underwater acoustic (UWA) communi-
cations employing multiple transducers and multiple hydrophones. Different from the FDE
methods that perform FDE on a whole data block, the proposed algorithm implements an
overlapped-window FDE by partitioning a large block into small subblocks. A decision-
directed channel estimation scheme is incorporated with the overlapped-window FDE to
track channel variations and improve the error performance. The proposed algorithm sig-
nificantly increases the length of each block and keeps the same number of training sym-
bols per block, hence achieving better data efficiency without performance degradation.
The proposed scheme is tested by the undersea data collected in the Rescheduled Acoustic
Communications Experiment (RACE) in March 2008. Without coding, the 2-by-12 MIMO
overlapped-window FDE reduces the average bit error rate (BER) over traditional SC-FDE
schemes by 74.4% and 84.6% for the 400 m and 1000 m range systems, respectively, at the
same data efficiency. If the same BER performance is required, the proposed algorithm has
only 8.4% transmission overhead, comparing to over 20% overhead in other existing UWA
OFDM and SC-FDE systems. The improved data efficiency and/or error performance of
the proposed FDE scheme is achieved by slightly increased computational complexity over
traditional SC-FDE schemes.
I. INTRODUCTION
High data-rate shallow underwater acoustic (UWA) communications are challenging
due to the hostile underwater propagation environment [1, 2]. An UWA communication
system equipped with multiple transducers and multiple hydrophones usually experiences
triply selective fading channels. First, the excessively long multi-path delay spread leads to
severely frequency-selective channels causing excessive inter-symbol interference (ISI) [3, 4].
For example, UWA channels for medium communication ranges (1-10 km) usually have delay
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spread on the order of tens of millisecond, spanning several tens to hundreds of symbols. Sec-
ond, the relative motion between transceivers and the dynamic motion of water media result
in fast time-varying fading and significant time-varying Doppler spread, causing temporal
dilation or compression of received signal waveforms and severe phase rotation of detected
symbols. Furthermore, employing MIMO systems in UWA, which can improve data rate,
imposes significant technical challenges in transceiver design due to co-channel interference
(CCI) and angular spread among multiple transducers or multiple hydrophones.
To mitigate ISI and Doppler effect, a variety of time-domain and frequency-domain
equalizers combined with Doppler compensation methods have been investigated for UWA
communications [5] - [17]. Time-domain decision feedback equalization (TD-DFE) with a
second-order digital phase-locked loop (PLL) has been successfully applied in single-input
single-output (SISO) [6], single-input multiple-output (SIMO) [5], and multiple-input multi-
ple output (MIMO) [11] UWA communications. However, due to long channel length and fast
time-varying fading, the TD-DFE with PLL is often unstable, difficult to converge to optimal
coefficients, and computationally prohibitive for long delay spreads. In contrast, frequency-
domain equalization (FDE) can provide lower complexity and better robustness in severe
ISI and Doppler fading channels. The common FDE schemes, multicarrier [12], orthogonal
frequency division multiplexing (OFDM), and single carrier FDE (SC-FDE), have recently
been applied to UWA communications successfully with excellent performance tested in
real-world undersea experiments. In particular, the OFDM technique [13,14] employs a two-
step Doppler mitigation method to combat severe UWA channels; and the SC-FDE [15–17]
utilizes a group-wise phase correction method to combat fast phase rotation in equalized
symbols.
However, the challenge of the current frequency-domain (FD) methods (OFDM and
SC-FDE) is the conflicting goal of improving bandwidth efficiency and tracking channel vari-
ations. To utilize discrete Fourier transformation (DFT) at receiver, the FD methods require
block transmission as well as zero padding (ZP) or cyclic prefix (CP) [18] between blocks
to avoid interblock interference (IBI). The length of ZP or CP has to be greater than the
channel memory length, resulting in large overhead in high date-rate UWA communications,
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because the UWA channel length is often on the order of a hundred taps [3]. Meanwhile,
the channel coherent time only spans about a couple of hundred symbols and the data block
length is limited by channel coherent time to effectively track the channel variation. In
addition, pilot-assisted channel estimation often requires that the pilot block length to be
larger than the channel length, further increasing the overhead. Therefore, conventional
FDE schemes with a small block length can track channel variation and ensure good BER
performance but suffering from low data efficiency. Increasing data block length may improve
bandwidth efficiency but suffering from reduced performance due to poor channel estimation
and tracking.
To solve the dilemma between the data efficiency and performance of FDE, an iterative
CP-reconstruction and IBI-cancellation algorithm [19, 20] has been proposed to increase
the bandwidth efficiency by using less CPs. However, this method demands considerably
high computation due to its iterative process, and still suffers high overhead for channel
estimation. Besides, compressive sensing techniques are also applied to channel estimation
of OFDM systems to reduce pilot overhead [21,22]. However, the complexity of compressive
sensing is prohibitively high for real-time communication systems.
This paper proposes a bandwidth-efficient SC-FDE scheme incorporated with decision-
directed channel estimation for UWA MIMO communication systems. The proposed FDE
is based on the overlap-save method [23, 24] for frequency domain filtering. A large data
block is divided into small subblocks and an overlapped window is formed for the FDE input
by the current subblock and small parts of the previous and subsequent subblocks. The
parts of previous and subsequent subblocks are included in the equalization for cancellation
of precursor and postcursor interference caused by the channels. After equalization, the
desired subblock data is obtained by discarding the precursor and postcursor parts of the
equalized data window. Before making decisions on the equalized symbols, the phase rotation
caused by the Doppler spread is corrected by a group-wise phase correction algorithm. The
UWA channels are initially estimated by pilot symbols and re-estimated by the detected
subblock symbols. The time variation of the channels is effectively tracked by this decision-
directed channel estimation approach, and the BER performance is significantly improved.
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The novelty of the proposed FDE scheme lies in that a block with a length much larger
than the channel coherence time can be equalized by FDE with only one pilot block without
performance degradation, thus, improving the data efficiency at the cost of slightly increased
computational complexity.
The proposed algorithms have been tested by real-world undersea data collected in
the Reschedule Acoustic Communication Experiment (RACE) conducted in Narragansett
Bay, Rhode Island from March 1st to March 17th, 2008. This experiment was designed for
400 m and 1000 m ranges, with 2 transducers at the transmitter and 12 hydrophones at
the receiver. The quadrature phase-shift keying (QPSK) modulation with a bandwidth of
3.90625 kHz and a carrier frequency of 11.5 kHz was employed. Experimental results show
that the proposed scheme effectively tracks the time-varying UWA channels, and the average
uncoded BER over 30 data packets achieves 1.4% for the 400 m system and 0.6% for the
1000 m system when the length of subblock is set at 200 while a block length was 2048.
The proposed algorithm significantly outperforms the traditional SC-FDE with more than
70% reduced bit errors under the same bandwidth efficiency. The transmission overhead,
considering both the lengths of padding zeros and pilot symbols, is only 8.4%, which is a
significant reduction compared with more than 20% overhead of other existing UWA OFDM
and SC-FDE systems.
The remainder of this paper is organized as follows. Section II describes the system
model and develops the frequency representation for the overlapped-window FDE. Section
III presents the channel estimation, equalization, and phase correction algorithms. Section
IV presents the experimental results. Finally, our conclusions are drawn in Section V. We
use boldface letters to denote vectors and matrices, and the superscripts [⋅]푇 , [⋅]퐻 , [⋅]−1,
and [⋅]† to denote the matrix transpose, Hermitian transpose, inverse, and pseudo-inverse,
respectively.
II. SYSTEM MODEL AND PRELIMINARIES
A MIMO system employing spatial multiplexing (SM) structure with 푁푡 transducers
and 푁푟 hydrophones is considered with its baseband equivalent system model shown in Fig.

























































































Figure 1 The diagram for the proposed MIMO UWA SC-FDE system with SM architecture.
(S/P) converter, and the bit stream of each branch is mapped to phase shift keying (PSK)
modulated data symbols grouped into data blocks. Generally, in radio frequency communi-
cations, either CP or pseudo noise (PN) sequence is appended for each block to avoid IBI
and make channel matrices circulant. However, in UWA communications, padding zeros to
each block is usually adopted to play the same role and to save transmit power [18]. The
zero-padded 푁푡 data streams are transmitted simultaneously and independently over the un-
derwater acoustic channels at the same carrier frequency. At the receiver end, the received
signals are first pre-processed by a front-end component which consists of a bandpass filter
to remove out-of-band noise, a synchronizer to locate the start of the packet and compensate
compression/dilation of waveform, and a demodulator to down-convert the passband signals
to baseband signals. Next, the bandwidth-efficient MIMO frequency-domain equalization is
performed to mitigate the ISI and cochannel interference (CCI). The phase rotation caused
by Doppler spread is compensated by a group-wise phase rotation algorithm. The UWA
channels are initially estimated by known pilot symbols and then tracked by a decision-
directed method. Finally, the estimated data symbols are demapped to the information bits
which are converted to a serial stream by a parallel-to-serial (P/S) converter.
Assuming an oversampling factor 훾, the baseband equivalent signals received at the







ℎ푚,푛(푙, 푘)푥푛(푘 − 푙 + 1)푒푗(2휋푓푚,푛,푘푘푇푠/훾+휃푚,푛) + 푣푚(푘), (110)
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where 푦푚(푘) is the received sample of the 푚-th hydrophone, 푣푚(푘) is the additive Gaussian
noise with an average power of 휎2, and ℎ푚,푛(푙, 푘) is the composite impulse response of
the baseband equivalent channel linking the 푛-th transducer and the 푚-th hydrophone,
combining the effects of the transmit pulse-shaping filter, the physical time-varying channel
response, and the receive matched filter [26]; 퐿 is the channel memory length in terms of
sample period, 푥푛(푘) is the transmitted signal from the 푛-th transducer at sampling time
instant 푘, 푓푚,푛,푘 is the time-varying instantaneous Doppler drift, and 휃푚,푛 is the phase error
after symbol synchronization.
Let 푁 and 푁푧푝 denote the payload data block length and zero padding length, respec-
tively. At the receiver, discrete Fourier transform (DFT) with the size 훾푁푥 = 훾(푁 +푁푧푝) is
performed to convert the time-domain signal to frequency domain. Define two length-(훾푁푥)









푣푚(1) ⋅ ⋅ ⋅ 푣푚(훾푁) 푣푚(훾푁 + 1) ⋅ ⋅ ⋅ 푣푚(훾푁푥)
]푇
(112)
Correspondingly, the length-(훾푁푥) oversampled and zero-padded signal vector of the 푛-th
transducer is defined as
x푛 =
[
푥푛(1) 0 ⋅ ⋅ ⋅0︸ ︷︷ ︸
훾−1
푥푛(2) 0 ⋅ ⋅ ⋅0︸ ︷︷ ︸
훾−1




































where C푚,푛 is a diagonal matrix with phase rotation on its diagonal entries
C푚,푛=푒
푗(휃푚,푛) ⋅ diag{푒푗2휋푓푚,푛,1(푇푠/훾), ⋅ ⋅ ⋅ , 푒푗2휋푓푚,푛,훾푁푥 (푁푥푇푠)}, (115)
and h푚,푛 is a matrix of size (훾푁푥)× (훾푁푥) corresponding to the (푚,푛)-th channel impulse
response which is given by (116).
If the block time duration 푇푏 = 푁푥푇푠 is less than the channel coherence time 휏푐, then
the time variation of CIR is negligible within the block and h푚,푛 approximates a circulant
matrix.
Define the block DFT matrix B푁푟 = I푁푟 ⊗ F훾푁푥 , where ⊗ denotes the Kronecker
product, and F훾푁푥 represents the normalized DFT matrix of size (훾푁푥)×(훾푁푥). Multiplying
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where Y푚 = F훾푁푥y푚, X푛 = F훾푁푥x푛,V푚 = F훾푁푥v푚, H푚,푛 = F훾푁푥h푚,푛F
퐻
훾푁푥 , and G푚,푛 =
F훾푁푥C푚,푛F
퐻
훾푁푥 . The frequency-domain channel response matrix H푚,푛 is diagonal due to









. Although G푚,푛 is generally a non-diagonal matrix,
the diagonal elements of G푚,푛 are significant comparing to the non-diagonal elements if the
block duration 푇푏 is less than one third of the quantity 1/max(푓푚,푛,푘). This condition is
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satisfied if 푇푏 < 휏푐 because 휏푐 ≪ 1/max(푓푚,푛,푘) for fixed-to-fixed UWA channels. Hence,
G푚,푛 is a diagonally dominant matrix which can be approximated as a diagonal matrix with






푒푗(2휋푓푚,푛,푘푘푇푠/훾+휃푚,푛), 푖 = 1, 2, ⋅ ⋅ ⋅ , 훾푁푥. (118)
III. CHANNEL ESTIMATION, EQUALIZATION AND PHASE CORREC-
TION
A. Channel Estimation and Tracking. The accuracy of channel estimation and the
capability of tracking the time-varying channels have significant impact on the performance
of receiver. To achieve accurate channel estimation, fixed-length pilot symbols are inserted
at the beginning of each large data block to provide initial estimation of channel impulse
responses, and the estimated channel CIR is used to detect a small subblock of data following
the pilot block. To track the channel variations, the CIRs are then re-estimated by the
detected symbols in every subblock without inserting additional known pilot symbols. Both
pilot-assisted and decision-directed channel estimation use the time-domain least square
(TD-LS) method. Zero padding and pilot block are inserted in every large block to avoid
error propagation.
Let the pilot samples of the 푛-th transducer be 푥푡푛(1), ⋅ ⋅ ⋅ , 푥푡푛(푖), ⋅ ⋅ ⋅ , 푥푡푛(훾푁푝−퐿+1),
where 푁푝 is the number of transmitted pilot symbols per block. The time-domain channel
impulse response for the 푚-th hydrophone can be estimated as
gˆ푚 = x
†
푝 ⋅ y푚푝 = [gˆ푇푚,1, gˆ푇푚,2, ⋅ ⋅ ⋅ , gˆ푇푚,푁푡 ]푇 (119)




푥푡푛(퐿) 푥푡푛(퐿− 1) ⋅ ⋅ ⋅ 푥푡푛(1)










and y푚푝 = [푦푚푝(퐿), ⋅ ⋅ ⋅ , 푦푚푝(훾푁푝)]푇 is the corresponding MIMO channel output vector.
For channel tracking, the detected symbols, rather than additional pilot symbols, are
used to re-estimate the CIRs using the same LS method. Just replace the pilot symbols
푥푡푛(푖) in (120) by the detected symbols after channel equalization and phase rotation.
B. Overlapped-Window Frequency-Domain Equalization. In this section, we intro-
duce the overlapped-window frequency-domain equalization which is implemented based on
the overlap-save method, and the detailed processing strategy is shown in Fig. 2. The data
block with a large block size 푁 is divided into small subblocks, and each subblock has a
length 푁푠. Thus, there are totally 푀 = ⌈푁/푁푠⌉ subblocks for one data block. If 푁/푁푠 is
not an integer, then zeros are padded to the last subblock to make its size to be 푁푠. An
overlapped data window is used to compose the input data for the equalization. It contains
the last 퐾1 points of the previous subblock, the 푁푠 points of the current subblock, and the
first 퐾2 points of the subsequent subblock. The 퐾1 points of the previous subblock and
the 퐾2 points of the subsequent subblock are saved in the overlap window to mitigate the
precursor and postcursor interference. The size of FFT is the length of overlapped window
푁푓 = 푁푠 + 퐾1 + 퐾2. After performing the FDE on the overlapped window, the desired
equalized subblock data x˜푠푛, 푛 = 1, ⋅ ⋅ ⋅ , 푁푡, 푠 = 1, ⋅ ⋅ ⋅ ,푀 , are obtained by discarding the
first 퐾1 and the last 퐾2 symbols of the overlap window. It is assumed that the channel
frequency responses keep invariant in the duration of overlapped window because 푁푓푇푠 is
smaller than the channel coherence time. As a result, the frequency-domain channel matri-
ces of all the sub-channels for the 푠-th subblock H푠푚,푛, 푚 = 1, ⋅ ⋅ ⋅ , 푁푟, and 푛 = 1, ⋅ ⋅ ⋅ , 푁푡,







푘푇푠/훾+휃푚,푛) as the phase
distortion caused by Doppler drift and synchronization, which is a complex-valued unknown
parameter with its amplitude close to one. Now, based on the estimated channel transfer








































































































































































































































Figure 2 Data structure for overlapped-window FDE
Applying the linear minimum mean square error (LMMSE) criterion, we obtain the















where the I훾푁푓푁푟 is an unit matrix with size 훾푁푓푁푟 × 훾푁푓푁푟, (훾푁푓 )-point vector Y푚,푠 is
the frequency-domain representation of the 푠-th subblock of the current block received at
the 푚-th hydrophone, and Xˇ푛,푠 is the estimation of X푛,푠 which is the frequency-domain
representation of the corresponding subblock at the 푛-th transducer. Since received data is
sampled at the 훾/푇푠 rate, the time-domain symbols at the 1/푇푠 sampling rate are obtained
by aliasing in frequency domain as
Xˇ
′





where 풪(⋅) denotes aliasing function, and A휇푛,푠 = Xˇ푛,푠(휇푁푓−푁푓 +1 : 휇푁푓) which represents
a vector consisting of the (휇푁푓 − 푁푓 + 1)-th to the (휇푁푓)-th row of Xˇ푛,푠. It has been








X푛,푠 + Vˆ푛,푠, (124)
whereΔ푠푚,푛 is approximately a diagonal matrix related to the channel response and equalizer
coefficients, and G푠푚,푛 is a diagonal dominant matrix defined in (117). Then applying the
푁푓 -point IFFT to the aliased equalized data vector Xˇ
′
















































푛,푠 are the 푇푠-spaced transmitted signal vector and error vector, respectively.
By discarding the first 퐾1 symbols and the last 퐾2 symbols of the equalized overlapped
window, the desired equalized symbols of the 푠-th subblock for the 푛-th antenna, denoted
by x˜푛,푠, can be obtained by
x˜푛,푠 = xˇ
′
푛,푠(퐾1 + 1 : 푁푓 −퐾2). (126)
Since 풪(Δ푠푚,푛G푠푚,푛) is a diagonal-dominant matrix and the subblock length is







F푁푓 are insignificant comparing to its diagonal elements. Therefore, the














= ∣훼푛,푠(푘)∣푒푗∠훼푛,푠(푘)푥′푛,푠(푘) + 푣ˆ
′















F푁푓 , and 푘 is the time index in 푇푠 spaced.
From (127), we can conclude that the equalized data symbol 푥˜푛,푠(푘) is approximately





푛,푠(푘) is a PSK-modulated symbol, the time-varying rotating phase ∠훼푛,푠(푘) must be com-
pensated before detection.
As shown in equation (122), the computation of the LMMSE frequency-domain equal-
izer becomes difficult as the subblock length 푁푓 and the number of receiver antennas 푁푟
increase because it requires the inverse of a large matrix with size (훾푁푟푁푓)×(훾푁푟푁푓). How-
ever, utilizing the diagonal property of H푠푚,푛 and taking into account that G
푠
푚,푛 is diagonal




























푁푟,1(푖) ⋅ ⋅ ⋅ 휆푠푁푟,푁푡퐻푠푁푟,푁푡(푖)
⎤
⎥⎥⎥⎥⎦ . (129)
It is noted from (128) that the matrix inversion of an 훾푁푟푁푓 × 훾푁푟푁푓 matrix is decom-
posed into the matrix inversions of 훾푁푓 matrices with size of 푁푟 ×푁푟, so that the LMMSE
frequency-domain equalization can be employed on each frequency bin. The computational
complexity is significantly reduced from 푂(훾3푁3푓푁
3
푟 ) to 훾푁푓 ⋅ 푂(푁3푟 ). This is also the com-
putational savings of FDE over time-domain equalization.
C. The Group-wise Phase Correction Algorithm. As described in (127), the rotating
phase ∠훼푛,푠(푘) represents a nonlinearly composite effect of Doppler spreads and channel im-
pulse responses, which is very difficult to estimate directly. A common approach of correcting
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the phase rotation adopted in UWA communications is to track the phase symbol by symbol
using a second-order PLL or delay-locked loop (DLL) combined with a decision feedback
equalizer (DFE). However, this approach is usually sensitive to channels and noise. Here, we
present an effective and robust algorithm based on groups of symbols when correcting the
phase rotations ∠훼푛,푠(푘). Since the phase rotations are estimated by taking average on the
phase deviation in group-wise way, the algorithm is less sensitive to noise perturbations.
Since the instantaneous Doppler shift 푓푚,푛,푘 varies gradually over a short period of time,
the rotating phase also changes slowly and smoothly over time. Each equalized subblock is
partitioned into 푁푔 groups, and each group has 푁푏 = 푁푠/푁푔 symbols. The initial phase
rotation for the subblock is same as the phase rotation of the last group of the previous
subblock. For the first subblock, the initial phase rotation is obtained by the 푃 pilot symbols.
Let 휓푝−1푛,푠 denote the average phase rotation for the (푝 − 1)-th group of the 푠-th subblock,
then correcting the phase rotation for the 푝-th group as
푥ˆ푝푛,푠(푘) = 푥˜푛,푠((푝− 1)푁푏 + 푘)푒−푗휓
푝−1
푛,푠 , 푘 = 1, ⋅ ⋅ ⋅ , 푁푏. (130)
Let Δ휓푝푛,푠 denote average phase deviation between the equalized symbols and mod-
ulated symbols for the 푝-th group, then the phase rotation for the 푝-th group of the 푠-th













where 풬[휙] is defined as a phase quantization function for Q-ary PSK modulation





≤ 휙 ≤ 푞2휋 − 휋
푄
, 푞 = 1, ⋅ ⋅ ⋅ , 푄. (132)
The phase correction algorithm is proceeding until the last group, and the phase rotation
for the last group is recorded for the phase correction of the next subblock. Finally, the
phase corrected data symbols are demodulated by the maximum likelihood (ML) detector to
recover the binary information bit. At the same time, the phase corrected data symbols are
113
also used to re-estimate the channel impulse responses which are provided to the equalization
of the next subblock.
IV. FIELD TEST RESULTS FROM THE RACE08 EXPERIMENT
The proposed bandwidth-efficient receive algorithm has been tested by the real-word
experimental data and the results are presented here. The experimental data was collected
during RACE in Narragansett Bay, Rhode Island, conducted by Woods Hole Oceanographic
Institution (WHOI), in March 2008. Two receivers were located at 400 meters and 1000
meters away from the transmitter. The receivers were equipped with 12 hydrophones, located
two meters above the bottom of sea, and the transmitter was mounted with two transducers,
located four meters above the bottom of sea. The water depth varied between 9 to 14 meters.
The carrier frequency 푓푐 = 11.5 kHz, the sampling rate 푓푠 = 39.0625 kHz, and the bandwidth
퐵 = 푓푠/10 = 3.90625 kHz. Binary information bits without coding schemes were mapped
into QPSK symbols which were grouped into blocks with a size of 푁 = 2048 and 푁푧푝 = 40
zeros are padded to each block. The frame structure for each transducer is shown in Fig.
3, where the m-sequence with a length of 511 was adopted to synchronize the data frames.
The received data were downsampled at the rate 훾 = 2 after down-converting passband to
baseband signals. Hence, the accuracy of synchronization was increased due to the multiple
samples per symbol, and 2푁푓 -point FFT was employed in the equalizer to improve the


















Figure 3 Frame structure of the transmitted data
block was used to initially probe the channels. The transmission overhead is defined as
푁푧푝+푁푝
푁+푁푧푝+푁푝
×100%. Therefore, the overhead of the proposed FDE scheme is only 8.4%, which
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is significantly reduced compared with more than 20% overhead of other UWA OFDM and
SC-FDE systems.
To accurately track the channel variation, the proposed scheme set the length of each
subblock to 푁푠 = 200, thus, one data block was separated into 11 subblocks. The channels
spanned 25 symbol periods, and the lengths of precursor and postcursor of the overlapped
window were selected as퐾1 = 퐾2 = 40 symbols. The time-varying channel impulse responses
(CIRs) of the 1000 m system over long term and short term (one block duration) are shown in
Fig. 4. In Fig. 4(a) and Fig. 4(c), the 2-dimensional time-varying CIRs within five seconds
are depicted for the subchannels linking two transducers with one hydrophone. As seen from
the two figures, the position of the dominant path component changes with time, and the
amplitudes of CIRs also changes significantly with time. Fig. 4(b) and Fig. 4(d) show the
amplitudes of CIRs of the 5-th and 10-th subblocks, respectively, which are estimated by
pilot symbols. It is seen that the amplitude of CIRs varies fasteven within one data block
duration. Similarly, in Fig. 5, the amplitudes of CIRs for the 400 m system are depicted over
long term and short term, and they all exhibit fast time-varying property of the channels.
Due to less attenuation caused by the shorter range communications, the amplitudes of
CIRs of the 400 m system are larger than that of the 1000 m system. For both systems, our
decision-directed channel estimation method effectively tracks the variations of the channels.
Applying the estimated channels in FDE, scatter plots of the equalized and phase
corrected data symbols for one block are shown in Fig. 6. The channels estimated by pilot
symbols are used in Fig. 6(a), and the equalized symbols can not be separated well in the
scatter plot. The phases of equalized symbols are slightly rotated due to the small Doppler
spread. During the processing of the experimental data, we found that the instantaneous
Doppler spread in the received data is not significant (−1.5 Hz ∼ 1.5 Hz), which results in
small phase rotations on the equalized symbols. However, the phase correction algorithm was
still applied to correct some phase errors to further lower decision errors. Fig. 6(b) shows
the phase corrected symbols, where the channels are estimated by the proposed method.
There are clear boundary between modulated symbols to make decisions. We can see that
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Chnn est by pilots
Chnn est by 5−th subblock
Chnn est by 10−th subblock
(d)
Figure 4 Amplitude of time-varying CIRs for the 1000 m system. (a) The 2D CIR for the
subchannel Tx1—Rx1. (b) The CIRs in one block duration for the subchannel Tx1—Rx1.
(c) The 2D CIR for the subchannel Tx2—Rx1. (d) The CIRs in one block duration for the
subchannel Tx2—Rx1.
the time-varying channels have more effect on the equalized symbols than the time-varying
Doppler spread in this experiment.
The uncoded bit error rates (BERs) and error reduction rate of the proposed receive
algorithm are shown in Table 1 for the 400 m system and Table 2 for the 1000 meter system.
For each system, 10 representative data packets were processed, and each packet had totally
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Chnn est by pilots
Chnn est by 5−th subblock
Chnn est by 10−th subblock
(d)
Figure 5 Amplitude of time-varying CIRs for the 400 m system. (a) The 2D CIR for the
subchannel Tx1—Rx1. (b) The CIRs in one block duration for the subchannel Tx1—Rx1.
(c) The 2D CIR for the subchannel Tx2—Rx1. (d) The CIRs in one block duration for the
subchannel Tx2—Rx1.
65536 information bits transmitted. For comparison, the performance of the traditional
FDE method which performs FDE on the whole data block using the channels estimated by
pilot symbols were also included. We can see that the proposed algorithm outperforms the
traditional FDE method with more than 70% reduction of average bit errors for these two
range systems.
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Figure 6 (a) Scatter plot of equalized symbols (b) Scatter plot of equalized and
phase-corrected symbols.
Table 1 Uncoded BER of QPSK-2048 blocks for 400 m system
Identifier Traditional Proposed Error
of packet FDE method FDE method Reduction
0791756F06 C0 S4 0.0836 0.0189 77.4%
0791756F06 C1 S4 0.1081 0.0199 81.6%
0792156F06 C0 S4 0.0487 0.0112 77.0%
0800156F06 C1 S4 0.0855 0.0269 68.5%
0800556F06 C0 S4 0.0154 0.0042 72.7%
0800556F06 C1 S4 0.0194 0.0051 73.7%
0801356F06 C1 S4 0.0920 0.0341 63.0%
0810956F06 C0 S4 0.0229 0.0069 69.8%
0811356F06 C0 S4 0.0890 0.0159 82.1%
0821756F06 C1 S4 0.0060 0.0013 78.3%
Avg. 0.0563 0.0144 74.4%
Figure 7 shows the scatter plots of phase-corrected symbols for one block at different
subblock sizes. It is seen that the phase-corrected symbols cannot be separated clearly
for large subblock size. However, when smaller subblock sizes are employed, the symbols
much more focus the transmitted symbols and have distinct boundaries to make decision.
It is understandable because using smaller size of subblock tracks the time-varying channels
better than large subblock size. Besides, the average uncoded BERs under different subblock
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Table 2 Uncoded BERs of QPSK-2048 blocks for 1000 m system
Identifier Traditional Proposed Error
of packet FDE method FDE method Reduction
0791355F06 C0 S6 0.0792 0.0085 89%
0800158F06 C0 S6 0.0559 0.0078 86%
0801355F06 C0 S6 0.0345 0.0025 92.7%
0791755F06 C0 S6 0.1006 0.0183 81.8%
0810955F06 C0 S6 0.0224 0.0031 86.1%
0820155F06 C0 S6 0.0399 0.0070 82.4%
0840955F06 C0 S6 0.0002 3.0518푒− 5 84.7%
0810155F06 C0 S6 0.0415 0.0083 80%
0810955F06 C0 S6 0.0216 0.0027 87.5%
0841755F06 C0 S6 0.0076 0.0018 76.3%
Avg. 0.0403 0.0060 84.6%
sizes were also evaluated for the two range systems, depicted in Fig. 8. There were 30
successfully received data packets for each range system, and the average uncoded BER over
all available packets is calculated as the performance index. As expected, the performance
becomes worse as the subblock size 푁푠 increases. When 푁푠 = 푁 , the algorithm is equivalent
to the traditional FDE, which has inferior performance. Small size of subblock leads to
better performance for fast time-varying channels at expense of complexity of re-estimating
channels. In practice, the size of subblock can be determined by the channel coherence time
which reflects time-varying rate of channels, while taking account of complexity issues.
V. CONCLUSION
A bandwidth-efficient FDE scheme with decision-directed channel estimation has been
proposed for SC MIMO UWA communications. The proposed scheme greatly increases the
data efficiency by employing large transmission blocks with low overhead on pilot block
and zero padding and improves symbol detection and channel tracking by the overlapped-
window FDE method and decision-directed channel estimation. This FDE scheme signifi-
cantly improves the system performance with slightly increased computational complexity.
The scheme has been applied to process undersea data collected during the RACE08 ocean
experiments conducted in March 2008. The average uncoded BER of QPSK modulation
and 2048 block length achieves 1.4% for the 400 m range system and 0.6% for the 1000 m
119















(a) 푁푠 = 1200















(b) 푁푠 = 800















(c) 푁푠 = 400















(d) 푁푠 = 200
Figure 7 Scatter plots for the overlapped-window FDE scheme with different subblock
sizes. The smaller the subblock size, the better the performance demonstrating better
channel tracking and equalization.
range system with approximately one third of transmission overhead of traditional FDEs.
Compared with traditional FDEs with the same bandwidth efficiency, the proposed scheme
achieves error reduction rates from 63% to 93%.
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This dissertation solves four key problems in single carrier frequency-domain equal-
ization for MIMO communication systems: FD channel estimation, CFO mitigation, it-
erative FD turbo equalization, and bandwidth-efficient FDE. These algorithms have been
demonstrated not only by computer simulations, but also by ocean experiments. acoustic
communications and tested in practical experimental environment. They achieve excellent
performance in estimation of time-varying channels and elimination of CFOs induced by
Doppler shift and mismatch of local oscillator, implement a low bit error rate underwater
receiver robust to noise and bad channel conditions, and implement an underwater SC-FDE
system with high data transmission efficiency.
The contributions of all my research work during PhD study are summarized in five
journal papers and eight conference papers, among which, four journal papers and one con-
ference paper are included in this dissertation. The complete publication list is included in
Section
Future work may lie in the following several aspects: (1) analyze the statistical charac-
teristics of underwater acoustic channels, including the PDF of channel coefficients, inter-tap
correlation and spatial correlation, etc, and evaluate the effect of these statistics of chan-
nels on the system performance. (2) employ more powerful channel coding schemes, e.g.
low-density parity-check (LDPC) code and turbo trellis coded modulation (TTCM) in the
turbo equalization to improve the performance. (3) investigate adaptive channel estima-
tion algorithms with fast convergence rate and good performance and apply these adaptive
algorithms to estimate underwater channels to reduce the length of training sequence and
achieve good BER performance.
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