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A b stract
The Ramaty High Energy Solar Spectroscopic Imager (RHESSI) mission provides infor­
mation on high resolution X-ray spectra emitted by collisional bremsstrahlung of thermal 
and non-thermal electrons with ions in solar flares. One of the aims of the mission is to 
infer information about the acceleration and transport mechanisms of hard X-ray emitting 
electrons and 7 -ray emitting ions in solar flares. I investigate events observed during dis­
tinct attenuator states of the satellite, which have unique characteristics in their photon 
and mean electron distributions. Such characteristics include evidence of low energy cutoff 
features and other such physically real bump and dip features. In the framework of a colli- 
sionally thin bremsstrahlung model and an adjustable thermal function I forward flt these 
to the background-removed count flux data, using least squares minimization via OSPEX 
{Object Spectroscopy Executive). Along with Chi-Square Tests, I present random and non- 
systematic residuals to show goodness of flt.
Conversion from count rate to count flux and then to photon flux spectra is a traditional 
approach to modelling hard X-ray spectra, but is signiflcantly unreliable due to its depen­
dence on parametric electron distribution approximations. Model independent hard X-ray 
spectra can be non-trivially calculated using the Detector Response Matrix (DRM) and are 
computed using a sequence of algorithms solving a linear system of equations, which present 
an inversion problem characterized by numerical instability due to the non-diagonal nature 
of the DRM. The extent of such instability is unique for different DRM configurations, hence 
different under each attenuator state. We then address the solution of this inversion problem ' 
by using a regularization algorithm with the aim of inferring accurate and useful electron 
distribution spectra. Adjustment of this procedure to convert directly between counts and 
electrons, which is a one step rather than  two step process, presents more robust and detailed 
information about features of electron dynamics during flares. Significant features such as 
low and high energy cutoffs tell us much about electron acceleration properties and energy 
losses in the flare evolution. Comparing regularized solutions in each event through different 
approaches will allow for confirmation of the existence or non-existence of such features. 
This innovative regularization technique is capable of portraying a truer interpretation of 
both hard X-ray and mean electron spectra.
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C hapter 1
Introduction
“Solar Flares are complex .. .”
Sweet, 1969
1.1 Solar Flares : O verview
A solar flare is an enormous explosion in the solar atmosphere and the most powerful of 
all manifestations of solar activity. This dramatic process involves sudden bursts of particle 
acceleration, plasma heating, and bulk mass motion. The solar atmosphere extends outward 
from the photosphere, through the chromosphere and then to its outer atmosphere, the 
corona. The first observation of a solar flare, extending across a sunspot on the solar disk in 
white light, was made by Richard C.Carrington on September 1 1859.
Flare energy can be as large as 10^  ^ erg, which is approximately 100 times more energy 
than  what could be obtained through burning all coal and oil reserves on Earth (Boris 
V.Somov, 1992).
Figure 1.1 simply illustrates the basic structures th a t are formed with respect to the 
radiation emission regions in flares. Flare structure includes the loop-top (above the flare loop 
arcade) and foot-point (on the solar surface) sources where hard X-ray sources are indicated. 
Particle acceleration is thought to originate in the loop-top and particle propagation is 
directed along magnetic field lines in magnetic flux tubes, which form the legs of the flare 
arcade. The loop-top sources lie within the solar corona and the foot-points of the flare are
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Figure 1.1: The image shows an X-ray photo from the Yohkoh satellite of a flare (Left) 
clearly seen on the right hand limb of the sun just below the equator. A simple cartoon 
highlighting the sources X-ray emission of the flare is also presented, center.
generally located in the solar chromosphere. The temperatures of these plasma sources are 
very different and hard X-ray emission due to the accelerated electrons in both regions is 
strongly dependent upon the relative plasma particle densities.
1.1.1 Flare T em peratures and E nergy release
Figure 1.2: The illustration shows the different layers of the Sun which are observed.
Figure 1 .2  shows the photosphere as the bright solar surface where energy leaves the Sun 
as visible light. Due to its tem perature of ~5800 Kelvin, the photosphere shines with light of 
visible wavelengths and has a yellowish colour. Above the photosphere is the chromosphere. 
The upper chromosphere is hotter (% 10'^  — 10^) K than the photosphere and the lower chro-
2
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mosphere. The chromosphere is much more dense than the corona with an average particle 
density in the range 1 0 ^^  — 1 0 “^^ cm~^ compared with particle densities of 1 0 ® — 1 0 ^^  cm“  ^ in 
the corona. Due to its very high tem perature, the corona emits mostly X-rays, visible only 
to high-energy spacecraft instruments. Flare foot-points are observed in the chromosphere, 
in chromospheric lines, with the H a line of hydrogen being most common. Consequently, 
the name ’chromospheric flare’ became widespread in early observations before the discovery 
of the flare X-ray component. Figure 1.3 shows a classic H a image of the great sea horse flare.
Figure 1.3: This is an example of a two ribbon flare. The ribbons have separated and 
elongated. This image was taken on August 7*^  1972, with the Big Bear Solar Observatory.
Super hot temperatures of up to 40MK, are consistent with coronal source flares which 
support the emission of hard X-rays (Emslie et al. 2003), while temperatures in the range of 
2x10^ Kelvin are associated with soft X-rays. By hard X-ray emission we mean high energy 
X-ray emission, as opposed to soft X-ray emission which refers to low energy X-ray emission. 
Hard X-rays (HXR) are associated with photons within the lO-lOOkeV energy range, while 
soft X-rays (SXR) have energies ranging from 1-lOkeV. Consequently, hard X-rays are more 
likely to be associated with accelerated particles (non-thermal electrons) in flares due to their 
high kinetic energy. Similarly, soft X-rays are more likely to be associated with thermal elec­
trons (low kinetic energy), of low mean free paths, emitting bremsstrahlung radiation.
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B rem sstrahlung E m ission :
Bremsstrahlung means braking radiation. Elastic deflection of a relatively light electron 
(compared with a massive proton, ion or atom) causes electron deceleration and some energy 
loss as bremsstrahlung photon emission at X-ray wavelengths.
X-ray 
proton X
Figure 1.4: Illustration of an electron interaction with a nucleus (proton), resulting in electron 
deceleration and X-ray photon emission.
The bremsstrahlung emission process illustrated in figure 1.4 has a characteristic interac­
tion cross-section. This cross-section describes the effective area around a targeted proton, 
ion or atom where incident electrons give up some of their energy through bremsstrahlung 
radiation. This area is otherwise known as the bremsstrahlung cross-section (Koch and 
Motz, 1953) and will be considered further in chapter 2. By energy conservation, emitted 
photons cannot have more energy than  the kinetic energy of the electron whose deceleration 
produced it.
1.1.2 F lare S tructure and E volution
The widely accepted view is th a t the processes by which flares occur are dependent upon the 
configuration of magnetic connections in the solar corona. The term  coronal flare is used for 
flares occurring on coronal magnetic loop tops.
We can describe the energy release process and progression of accelerated particles from the 
loop-top to the foot-points of the magnetic flux tube in three stages:
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(1) P reheating  P h ase -
The violent release of highly energetic particles follows a period of preheating in the coro­
nal plasma in the flare region. This is visible in soft X-ray emission and EUV along with 
brightening in H a for a period.
(2) Im pulsive P h ase -
The explosion of highly energetic electrons radiating hard X-ray photons, considered to 
originate in the loop-top sources, coincides with fast electron propagation and is a direct 
response to the trigger for a flare event. Carmichael-Sturrock-Hirayama-Kopp-Pneuman 
(CSHKP) reconnection models represent one standard flare scenario (Carmichael, 1964; Stur- 
roch,1966; Hirayama,1974; Kopp & Pneuman, 1976) which occurs when opposing closed 
magnetic field lines intersect (X-point) and change configuration (McKenzie, 2002). As a 
consequence, fast plasma flows, combined with local magnetic field restructuring, is observ­
able in a sequence of short powerful hard X-ray bursts followed by intense brightening in 
Ha. A larger, magnetic loop, or plasmoid, moves upwards, while downward moving material 
forms an arcade of coronal loops.
All the while, in the loop-top source superheated gas expands promptly resulting in a 
gradual tem perature decrease. Hard X-rays are radiated from the most energetic particles 
which have become accelerated to high energies. Collisional bremsstrahlung radiation re­
sults from long range interaction between relatively light electrons with heavy ions in the 
plasma, resulting in elastic deflection of the electrons as they propagate. Accelerated par­
ticles propagate from the loop-top and are injected into the denser ambient chromosphere. 
Though considering the energy loss time for electrons allows us to present two im portant 
non-thermal models: thick target (large energy loss) and thin target (small energy loss), as 
proposed by Brown, 1971. The dense chromosphere allows more efficient hard X-ray produc­
tion due to Coulomb collisions between the particles (collisional bremsstrahlung emission).
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which ultimately emit most of their energy as hard X-rays. The cold background in the 
chromosphere foot-points means electron-electron interactions result in kinetic energy ex­
change and plasma heating (Brown, 1971; Hudson, 1972; Lin Sz Hudson, 1976). Hirayama’s 
cartoon model presented in figure 1.5 illustrates this process describing electron propagation 
through the magnetic flux tube towards the foot points from a cross-section and side view 
perespective (Hirayama, 1974).
M a x i m u m  P h a s e M a x i m u m ;  s i d e  v i ew
2  skock
m a s sf low
c o m p r e s s io n
flow
loookm
IO'’ K t w o  r i b b o n  f l a r e a c t i v e  r e g ion
Figure 1.5; Illustration of Hirayama’s interpretation of the flare progression in 1974. It is 
understood tha t where there is compression at the X-point, we get magnetic reconnection.
The magnitude of the to tal energy output, during the flare impulsive phase, is of the 
same order as the energy of the non-thermal electrons (Lin and Hudson, 1971; 1976; Brown, 
1971; 1973).
CHAPTER 1. INTRODUCTION
(3) G radual/M ain  P h ase -
The cooler plasma, in the chromosphere, is heated and evaporates to fill the magnetic 
fiux tube emitting thermal bremsstrahlung (Brown, 1973). This results in soft X-ray flare 
loops as is illustrated in figure 1.6 (Priest and Forbes, 2002).
Pi iuiaiy eueray
release Soft x-rays
MicrowavesNou-thennai
electrons
Har d x-rays Evaporation
Chromosphere
Figure 1.6: Production of Hard and Soft X-rays in flares
The Tripolar Flare Model illustrates reconnection between closed and open field lines in 
the corona and an emerging small scale soft X-ray loop (Shimojo & Shibata, 2 0 0 0 ). The flare 
reaches its largest area with much of the remaining energy emitted as thermal soft X-rays. 
A standard and, widely accepted, flare model (fig. 1.7) incorporates magnetic reconnection 
along with plasmoid elevation through the corona forming a cusp shaped structure (Tsuneta 
et al., 1992). This is a significant development on the CSHKP models (Shibata et al., 1995).
Flare classification is largely dependent upon the intensity of the SXR (soft X-ray) photon 
flux radiated from the SXR sources.
1.1.3 Flare C lassification
Ha ribbon emission had historically classified flares according to the area of the Ha brighten­
ing (Zirin, 1988). Then space observations revealed the soft X-ray component in the corona. 
Today, the GOES (Geostationary Operational Environmental Satellite) SXR classification 
is most popular. The GOES weather satellite determines the power of a flare according to 
its peak intensity in the 1-8 K(Xngstroms)  wavelength light-curve (l-7keV). For soft X-ray
7
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VplsimoiJ
V i,
fast shock
H X R  loop lop source
SX R  loop
Figure 1.7: The standard flare model illustrates different flare phases outlined in ’Flare 
Structure and Evolution’.
flares the classiflcation scheme uses 5 letters (A , B , C , M , X) followed by a number. The 
letters denote the order of magnitude of flux detected according to the power of 1 0  of the 
flux in units of W m“ .^
GOES Class Flux [Wm” ]^
A l 10-*
B1 IQ-^
Cl 10-G
Ml 10-5
XI lO-'^
Table 1 .1 : Definition of GOES Classiflcation
It is also possible to distinguish between different classes of hard X-ray flares. Classifl­
cation is not dependent upon flare area or intensity but rather more importance is given to 
duration and shape of the HXR light-curve (Tanaka, 1987), described in table 1 .2 .
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H X R  Class D escription
A Hot Thermal Smoothly varying flux vs. time profile, with 
limited soft HXR emission and single loop.
B Impulsive Spikey flux vs. time profile, associated with 
microwave emission and large loops
C Gradual — Hard Long enduring time profile ( 30min), gradual 
peaks, hard spectrum. Very large loops.
Table 1.2: HXR Classification Types
1.1 .4  T he Solar F lare problem  : A n In com p lete S olution
The study of solar flare phenomena, which I have briefly touched upon, focuses on answering 
two fundamental questions, How and where is the source of primary energy released in flares 
?, and How do electrons propagate throughout the whole volume of the flare?. Understand­
ing in detail the mean electron distribution spectra in flares will enable us to accurately 
answer these questions.
We have seen that, since the beginning of space based observations, significant hard X- 
rays were found to be radiating from the relatively cool chromosphere, explainable through 
non-thermal emission models (Brown, 1971). Masuda et al. (1995) presented and analyzed 
the first imaging observation of a hard X-ray coronal source in the limb of the Sun (1994), 
and at the loop-top of the magnetic flux tube of soft X-rays. The popularly named Ma­
suda Flare is in a sense one of a kind, in th a t there are relatively few direct observations of 
loop-top hard X-ray emission in flares tha t are clearly distinct from the foot-point sources, 
and fewer as intense as the Masuda event. It seems likely tha t a thin target equivalent, due 
to the thin coronal atmosphere, of the collisional thick target model is involved in loop-top 
sources.
Understanding the mechanisms surrounding acceleration of electrons, as their transport 
from the reconnection site throughout the source volume of the flare, will be assisted through 
reconstructing accurate, flare electron spectra. This will also be imperative to our under­
standing of the flare energy transport mechanisms and, even more importantly, the origins 
of primary energy release in flares. Constructing flare electron spectra accurately depends
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on the accuracy and resolution of the hard X-ray spectrum observed from space.
Space O bservations :
The first balloon-borne observations of hard X-rays from solar flares sparked a great 
advance in both the spectral and temporal resolution of such violent events (Peterson and 
Winckler, 1959). Great progress has been made in exploring the sun-solar system through 
continual advances in ground and space based instrumentation, particularly with satel­
lites such as Voyager, Sky lab, Solar Maximum Mission (SMM), TRACER SOHO^, Yohkoh 
(Ogawara et al., 1991), and more recently the Reuven Ramaty High Energy Solar Spectro­
scopic Imager (RHESSI)* (Lin et ah, 2002) mission. SMM in the 1980’s and Yohkoh in the 
1990’s uncovered great detail in solar flare phenomena in the HXR energy range eg. the 
Masuda flare. However, some might say th a t the achievements of the RHESSI mission have 
excelled in all aspects of solar atmosphere observations.
1.1.5 R H E SSI
The RHESSI spacecraft is the 6 th  NASA Small Explorer (SMEX) mission. RHESSI was 
launched on the 5^  ^ February 2002 and recorded its first observations on 12^  ^ February 2002.
Figure 1.8: The RHESSI satellite in orbit (taken from RHESSI mission description, 2003).
The aim of the RHESSI mission is to study particle acceleration processes and explosive
^http : / /ves t ige .I m s a l .œ m f  T R A C E f  
^http  : 11 sohoww.nascom.nasa.gov I  
^http  : / lh e sp er ia .g s fc .n a sa .g o v /h ess i /
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energy release in flares using high resolution X-ray and 7 -ray imaging and spectroscopy. 
R H ESSI Spectrom eter :
TW KHES?v itm*traaMi«r
Figure 1.9: The RHESSI spectrometer with part of the housing cut away to reveal detector 
modules inside. The numbering scheme of the detectors matches the grids (D.M.Smith et 
ah,Sept., 2 0 0 2 ).
The energy resolution of the detectors, made of hyper-pure germanium, is %lkeV FWHM 
(Full-Width-Half-Maximum) in the front segments, and %3keV in the rear segments. A spe­
cific arrangement of the electrodes for each detector is divided into front and rear segments. 
As a result the front segment is most sensitive to incoming X-ray radiation detectable in 
the energy range 3-300keV, whereas the more highly energetic and penetrating 7 -rays (up 
to ~  17MeV) (Dennis et al.2004) are mostly stopped in the rear segment and registered 
there (Smith, 2 0 0 2 ). Each detector is associated with one of 9 grids, and allows for the 
construction of detailed images, as shown in figure 1.9.
When X-rays or 7 -rays from flares impact on the detectors the energetic photons release 
electrons, which in turn lose energy creating many electron-hole pairs (Smith, April 2002). A 
strong magnetic field across the detectors causes the electrons and holes to drift towards the 
electrodes where a current pulse is generated. The total charge in the pulse is proportional to 
the photon energy. The pulse is registered as a count with a certain size depending upon the
11
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incident photon energy, resulting in a count rate spectrum stored as observational summary 
data.
R H ESSI D etector  R espon se M atrix  :
The response matrix is a non-diagonal (N x M) array defining the probability distribu­
tions of counts (N elements) per detected photon (M elements) for all photon energies (keV). 
Hence, the DRM has dimensions of count energy and photon energy. The full RHESSI re­
sponse matrix is presented in figure 1.10 (Smith, 2002). The DRM is constructed prior to the 
launch of the satellite and is unique for different attenuator states and different detectors. 
The DRM will be discussed in more detail in chapter 3.
2 0 0 0  -
'500
p moo
500
HESSI Response K-'atrix
- I — I— I 1 I 1— I— I T  1 1— I— I— I— I— I— I— T
500 '000 1500
Photon  energy . keV
2000
Figure 1.10; The full RHESSI response matrix shows a diagonal photon peak (diagonal line), 
Compton edge (the ridge below the diagonal line), and backscatter peak (near horizontal 
ridge near 2 0 0 keV count space energy).
R H ESSI A ttenuators :
Each detector views flare emission through four beryllium windows and four blankets of 
multilayer aluminized Mylar insulation. Absorption of the X-ray energies of interest here is 
dominated by the Mylar insulation (Philips et ah, 2006). Attached on-top of the spectrometer
12
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are two lightweight movable frames each of which carries 9 aluminium disks (attenuators) 
th a t can be moved in front of the detectors (Smith et ah, 2 0 0 2 ). They are designed to cut 
down the photon flux during high intensity flares, through absorption of low energy photons 
and preventing saturation of the detectors for measurement purposes and also to increase 
the lifetime of the detectors.
In normal circumstances the attenuators are held out of the line of sight of the detec­
tors with the sun. This is known as the AO attenuator state. As the X-ray counting rate 
increases above a prescribed level, the thin attenuators are inserted in the field of view. 
This is the A l attenuator state. A ttenuator state A2 (thick attenuators only) is not used 
in practice since it is so similar to A3. If the emission rises further to another prescribed 
count rate level, the th in/th ick attenuators are inserted. This is called the A3 attenuator 
state. The transmission factor drops, due to a reduction in count rate, to 1 % at ~4keV in 
the AO s ta te ,~ 8 keV in A l state and ~13keV in the A3 state (Philips et al., 2006). The effect 
of the attenuation in any state is significant for incident photons with energies up to ~35keV.
1.2 M otivation  for thesis
In this thesis I will examine a number of HXR solar flare events observed by RHESSI. 
Through such hard X-ray detection and spectrometry of flares we can interpret accelerated 
electron dynamics in the source volume of the flare. A strong relation exists between flare 
energy release and particle acceleration. HXR Spectroscopy will enable me to determine 
electron flux distributions of the thermal and accelerated non-thermal electrons via the 
RHESSI detector response matrices (DRM). HXR photons produce counts and result in 
measured/ recorded count rate spectra. In theory, using the cross-section for the interaction 
between the electron and proton (bremsstrahlung cross-section) will allow us to relate the 
photon flux to the electron flux using a linear integral relation (Brown, 1971). Likewise, 
count flux spectra are related to photon flux spectra via a similar integral relation which 
requires knowledge of the DRM. However, the integral relations between counts and photons.
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(first step) and photons and electrons (second step) are integral equations (Volterra-type) 
(Craig & Brown, 1986), and so their inversions are unstable due to the non-diagonal nature 
of the DRM and bremsstrahlung cross-section, resulting in large noise amplification in the 
recovered solutions. This will be covered in more detail in chapter 3. Introduction of a 
new approach which greatly simplifies the problem at hand will contain both steps, from 
counts to photons then photons to electrons, into one step from counts to electrons, without 
losing fidelity in the recovered electron flux spectrum. A one step process rather than two is 
more efficient, more attractive, and statistically more desirable for recovering detail in the 
regularized solution, and hence a truer interpretation of particle acceleration mechanisms 
in flares. Firstly, I must define the integral relations discussed above for therm al and non- 
thermal X-ray emissions.
1.3 Hard X -R ay Em ission Processes
X-ray radiation is the product of both thermal and non-thermal electron interactions and is 
observed in the photon flux spectra, with distinguishable thermal and non-thermal spectral 
components. Knowledge of the hard X-ray photon flux spectrum 1(e) from the whole flare 
volume tells us about the mean electron flux spectrum F{E),  via the bremsstrahlung cross- 
section E)  of the electron-proton interaction. Since X-rays of energy £ are not produced 
significantly in electron-proton bremsstrahlung by electrons of kinetic energy E  > e (Koch 
and Motz, 1959), a cross-section with application of the Elwert (1939) correction to the 
relativistic bremsstrahlung cross-section of Hang, 1997 will be adequate. The bremsstrahlung 
cross-section of Haug (1997) will be used throughout this analysis.
1.4 Therm al B rem sstrahlung
Thermal emission due to electrons can be either black body emission or thermal bremsstrahlung. 
However, black body emission is not relevant to flares since the optical thickness of the ma­
terial in the X-ray range is not sufficient. Consequently, we need consider only thermal 
bremsstrahlung which results when the plasma becomes hot enough for ionization leading
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to free-free transitions of electrons.
An isothermal plasma in therm al equilibrium has a Maxwellian distribution of electron 
velocities. This results in an exponential drop off in the photon flux spectra (see figure 1 .1 1 ) 
due to bremsstrahlung emission of electrons in the hot plasma. The result is th a t there are 
very few highly energetic thermal photons and mostly soft X-rays are emitted, such tha t 
1(e) (X ^ . Here, 1(e) is the photon flux (photons sec~^ cm^keV"^)as a function of
photon energy e (keV), with Boltzmans constant k and tem perature T  (Kelvin).
E^  ÎD“
SI.
10"
10 100
EnGPgy (kcV)
Figure 1.11: Illustration of therm al bremsstrahlung spectrum indicates rapid exponential 
decrease in photon flux intensity between SXR emission to HXR emission.
The number of HXR photons emitted in general by bremsstrahlung is expressed as:
d l
de d V  =  npne{E)ve{E)Qi,{e^ E )  d V ( 1 .1 )
where Up is the target proton density, Ve{E) is the electron velocity and Ue{E) is the 
fast electron density. Equation 1.1 tells us about the photon flux per unit range of photon 
energy (e), locally in the emitting volume (dV)(cm^). Equation 1.1 can also be expressed as 
an integral relation, giving
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dl npne{E)ve{E)QtdV.  (1 .2 )dS j y
However, the above expression is for mono-energetic electrons. A flux spectrum of elec­
trons F{E)  is equivalent to ne{E)ve{E) such tha t
F(E)dE =  v ( E ) ^ d E ,  (1,3)
We can then calculate the photon flux density spectrum 1(e) (photons sec“  ^ cm“  ^keV"^), 
observed at Earth, from the entire source volume H since we know R  = 1 AU, namely (with 
Q—0 for £ > E)  (Brown 1971, Brown et al. 2003,2006).
/(e) =  J  n^{r) r  F{E,r)Qs{e,E)dEdV.  (1.4)
Above, F(E7,r) is the local electron flux density spectrum (electrons cm^ sec“  ^ keV“ )^ at 
position r  in the source volume U. The thermal component of the bremsstrahlung emission 
is found by considering a hot (>  lO’^ K) plasma with electron density Tig, and isothermal 
Maxwellian energy distribution with constant tem peratnre T  and volume V  (Brown, 1974; 
Prato et al., 2006), giving
(1-5)
where T  is in energy units. Note tha t Boltzmans constant is needed only if we measure 
tem perature in degrees Celcius and is not when tem perature is in energy units, ergs or keV.
The thermal component of the photon flux spectra observed at Earth is a result of bremsstrahlung 
emission with stationary protons of equal number density across the source volume.
Through substituting equation 1.5 into equation 1.4 we get
1 q3/2 f  ('°° E^  I  : j ; y y M - E I T ) Q s ( e , E ) d E d V .  (1 .6 )
From equation 1.6 it can be shown th a t increasing the electron energy E  will result in 
exponential decrease of 7(s). Since the electron energy is directly proportional to the photon
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energy g, the photon flux must therefore be inversely proportional to the photon energy. 
This results in exponential decrease in the photon flux with photon energy.
1.5 N on-T herm al Brem sstrahlung
Three possible non-thermal X-ray emission mechanisms in solar flares are collisional 
bremsstrahlung, Inverse Compton Scattering and Synchrotron Radiation, otherwise known 
as Magneto - bremsstrahlung, is produced by relativistic electrons spiralling in a magnetic 
field. Synchrotron radiation requires the electron distribution function to extend into the 
several MeV energy range and so is unlikely to be a plausible mechanism for flare hard 
X-rays, due to high synchrotron energy loss rates. Inverse Compton scattering was ruled 
out as it also required relativistic electrons and high radiation density. Korchak (1967, 
1971) concluded th a t electron-ion collisional bremsstrahlung was the primary mechanism for 
producing non-thermal HXR radiation. Collisional bremsstrahlung emission is applicable to 
both thick and thin target plasma sources. Non-thermal electrons in plasma do not exhibit 
Maxwellian distributions of electron velocities. Instead, they are observed to have more like 
a power law spectrum with a roughly constant spectral index (<5), see figure 1 .1 2 .
Figure 1.12: Illustration indicating a typical non-thermal bremsstrahlung HXR power law 
spectral model taken from OSPEX (Object Spectroscopy Executive) package.
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Non-thermal models invoke a population of electrons in both the loop-tops and foot-points 
resulting in thin and thick target emission models, respectively (de Jager and Kundu,1963; 
Arnoldy, Kane, Winckler, 1967; Brown, 1971).
- T he T hin  Target Scenario :
It has been discussed th a t accelerated electron beams traverse magnetic flux tubes in 
the corona directed by magnetic held lines, releasing part of their energy into space as 
bremsstrahlung HXR photons, before continuing to precipitate into the dense chromospheres. 
W ithin the loop-top HXR source (thin-target) the non-thermal electrons emit characteristic 
hard X-ray radiation via non-collisional bremmstrahlung. Thin target sources occur when­
ever non-thermal electron beams leave the X-ray source with no signiflcant change of energy. 
In the limit where the energy losses are small the situation is termed thin target. Hence, if 
the escape time <K the electron stopping time then the target is thin or the collisional mean 
free path  is long compared with the loop length.
We now want to consider again equation 1.2 in order to determine the bremsstrahlung 
photon flux spectrum (/(s)), due to therm al and non thermal electrons expressed through 
the mean electron flux distribution F{E).  For thin target X-ray emission
= j  n,{r) r  F ( E , r )Q t{ e ,E )d E d V ,  (1.7)
which can be rewritten as (Brown, 1971)
Imnis)  =  Qi (^J^n^F{E)dV^  dE  (1 .8 )
/ oo Q(,(E,F7)P(F7)d^ (1.9)
where
18
CHAPTER 1. INTRODUCTION
=  ^  f n ^ { r ) d V  (1.10)
and the mean electron flux distribution is defined as:
F{E)  =  I -  f  F(E,  r)rip(r) dV  (1.11)Jv
The mean electron flux distribution F{E),  averaged over the data integration time, is 
the only quantity th a t can be inferred unambiguously from the X-ray photon flux spectrum 
I{e) (Brown et al. 1971, 2003). F{E)  is weighted with respect to the plasma proton density 
rip, and is the equivalent F{E)  in a homogeneous source of density Up.
- T he T hick Target Scenario :
W hen propagating electrons lose all their energy after injection into a source during the 
observation time, the source target is thick. If fast electrons are injected into the dense chro­
mosphere from the corona they decay very rapidly due to Coulomb collisions, also radiating 
hard X-rays. Such thick-target emission photon spectra can be predicted from the electron 
injection spectrum, E q{Eq) {E{z =  0) =  E q), to be defined, where z is along the electron 
path.
The relation between the volume averaged fast electron distribution F{E)  and the injection 
spectrum .7T(E?o), depends on how the electrons lose energy. The energy loss rate (keV s " l)  
purely by Coulomb collisions of electrons in a plasma is
f  = - Q ^ i E H v ^ E  = (1 .1 2 )
where Qc(E) =  2'Ke^A/E'^ is the Coulomb energy loss cross-section, A is the Coulomb 
Logarithm which is treated as a constant, and Vq[E) is the electron velocity.
Consider an electron with initial energy E q incident on a thick target plasma emitting
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collisional bremsstrahlung radiation until E  < e. The number of photons per unit energy 
i>{£, E q), per unit e emitted during the electron lifetime is given by
nil e nd {E—£)
e {£,Eo) = /  ripQi,{£,E{t))ve{t) dt (1.13)
d to  s t ar t {E= Eo)
dE  (1.14)
This expression is derived through substituting the energy loss rate equation 1 .1 2  in the 
form dt =  dE/QcEnv  into equation 1.14.
The expression for the thick target X-ray photon flux spectrum, observed at Earth 
(Brown, 1971), is given by
'""M - A  r r  # #
Here, A  is the injected ion area.
The mean electron distribution function (equation 1 .1 1 ) equivalent of E o(Eq) (Brown and 
Emslie, 1988) is given as
A EF{E)  =  —  J  To(E,)dEo,  (1.16)
Conversely, we can derive the electron injection spectrum from F{E) ,  given by
d F{E)^o(Eo) = dE E (1.17)E= Eo
Inferring M ean E lectrons from  P h oton s ;
Equation 1.9 has the form of a linear (Volterra-type) integral equation (of the first kind). 
The most general form of any such linear integral equation is
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a{x) f{x)  + X [  k{x ,y ) f{y)d ij  = g(x). (1.18)d a{x)
A is a known constant, a(%) is a known function, f[y)  is the source function to be 
determined, g{x) is the given data function, and k{x,y)  is the kernel of the equation. When 
a{x)  is zero, then A can be set to unity, and the integral equation is of the First Kind (Craig 
k  Brown, 1986). When b{x) is constant we define the Volterra type equation as
f  k { x ,y ) f { y )d y  = g(x). (1.19)d a{x)
In our problem, Qb{£, E)  is the known kernel function and solution of the equation gives 
/  =  F{E)  from the hard X-ray photon spectrum g =  I{e).
To solve the practical problem we have to solve such functional forms (F ,I,Q ) as dis­
cretized source and data vectors (F ,I)  and kernel matrix (Q), giving simply
Q F =  I. (1.20)
where I =  Ij such tha t Ij =  etc. The formal solution for the mean electron
distribution function is an inversion of the matrix equation, expressed as
F  -  Q -^I. (1.21)
It is widely accepted tha t the inversion of the kernel matrix is problematic due to off- 
diagonal elements creating issues of non-uniqueness, instability and ill-posedness in the re­
covered solution of F  (Craig k  Brown, 1986; Johns and Lin, 1992; Thompson et ah, 1992;
Piana, 1994; Piana et ah, 2003; Massone et ah, 2003; Kontar et ah, 2004, 2005). In particular
inversion with different cross-sections (eg. Bethe-Heitler, Kramers) can lead to the following 
situations (Brown, 2004)
- Q “ ^I does not exist for some /(a).
- Q “ ^I exists but is not unique for some 1(e).
- Q "^I exists and is unique but is unstable for small changes in /(e).
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- Q exists but is unphysical (F negative) for some 7(e).
This inversion problem has achieved unprecedented importance because of the high res­
olution photon spectra (Ae ~  1 keV) obtained from RHESSI. More importantly, the knowl­
edge of possible features in reconstructed forms of photon and mean electron spectra could 
yield im portant information on plasma heating and conduction processes (Brown, 1974; 
Brown, Melrose and Spicer, 1979; Gabriel, 1992). Most inversion methods have been formu­
lated within the framework of regularization theory for ill-posed inverse problems (Bertero, 
1989), such as with Tikhonov regularization methods (Tikhonov, 1963). The issues of ill- 
posed inverse problems and regularization techniques will be explored further in chapter 3 
and 4.
Inferring photons from counts C(e) :
In order to infer electron distributions F{E)  we must first determine the photon flux 
data vector (I) from the measured, discretized data function for the count flux C, using the 
detector response m atrix (DRM) as the known kernel matrix. So to infer J(e) from C[e) we 
can again express this relation in discretized m atrix form as
C -  (D R M ) • I. (1.22)
D R M  is the detector response matrix.
Following inversion of the D R M  m atrix (array of probability distributions for conversion 
from count energy space to photon energy space) we can write a solution for the photon flux 
spectrum as
I =  (D R M )-' C. (1.23)
As with inferring electrons from photons, inversion of the D R M  matrix is ill-posed and 
unstable making direct inversion for I problematic due to noise amplification, resulting from
instrumental effects in the detector and background radiation. The double inversion proce­
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dure in getting to F from C worsens the overall instability. As a result, a single combined 
inversion procedure, proposed in this thesis in chapter 4, may help recover F more faithfully. 
Direct inversion of I from C data is considered in greater detail in chapter 4 of this thesis, 
and tested on selected flare events.
We first consider simpler parametric forms (power law spectra) of the mean electron 
distribution function F to determine some interesting relations between the mean electron 
distribution and the X-ray photon flux spectrum, which are unique in both the thin and 
thick target scenarios.
Param eterization  of F(E)
The mean electron flux F{E)  (electrons sec“  ^ cm“  ^ keV“ )^ is often expressed as a power
law
F{E) = CE~^.  (1.24)
Here C can be expressed in terms of the to tal flux, Fi(cm “  ^ sec“ ^), of electrons of energy 
E  > El  namely
F { E )  =  { 5 - l ) A ( ^ E y ,  (1,25)
The spectral index value 5 differs between thin and thick target scenarios, for the same 
photon spectrum. For simple cross-sections the corresponding HXR spectrum for emission 
from both thin and thick target scenarios will also have a power law distribution of energies 
£, expressed as:
7 (c ) =  (1.26)
where 7  is the spectral index of the HXR spectrum. This can be proved below. The
spectral index 7  is graphically described by the log-log gradient of a HXR spectrum and 7
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is dependent on J. Inserting the parametric form (equation 1.25) of F[E)  into equation 1.2, 
we get
/ OO P p  poo pJ  npUQVeQi) dV dE  — {5 — N  N A  J  ( - ^ )  ^Qb(£,E)dE,  (1.27)
For a dimensional source of area A  then A N  — Updz is the column density of the 
source (assumes A A  is small). To show the relation between this F{E)  and the HXR 
spectrum we use the bremsstrahlung cross section Qb{£, E)  (Haug, 1997) hence
A A N  P y  E) dE  (1.28)
where Ithmi^) has units (cm“  ^ keV“  ^ sec“ ^). It can be seen from equation 1.28 that,
after integration by parts (Brown, 1971), we get the relation
Ehini^) oc (1.29)
Here we see th a t in the case of thin target emission the spectral index for the HXR
spectrum is larger than tha t of the source electron spectrum, i.e.
7 - J  +  l. (1.30)
Using this same power law description and cross-section it can be shown tha t the non- 
thermal electron distribution spectral indices for a thick emission model, with respect to the 
HXR spectral indices, have the following relation (Brown, 1971)
7  =  J — 1 (1.31)
Hence, equation 1.31 and 1.30 show th a t the photon spectral index 7  for the same electron
distribution (index 6) will always differ by 2  between thick and thin target non-thermal
spectra.
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1.5.1 U se o f th e  P aram eterized  F{E)
The problems we are faced with in this thesis are two fold. Firstly we want to determine 
accurately the true HXR photon flux spectrum from the count rate spectrum, for a number 
of flare events, observed and recorded with the RHESSI spectrometer. Secondly, we want to 
apply to the photon flux spectrum of the observed, the derived linear integral equation for 
thin target emission to infer the mean electron flux distribution. In both problems we are 
faced with a problematic unstable inversion procedure. One solution to such problems is the 
forward fitting technique which avoids the difficulties presented by direct inversion of the 
linear integrals relating count spectra to photon spectra. Forward fitting was first applied 
to RHESSI observations by Holman et al. 2003. Through the forward fitting technique I 
can predict, for parametric models of F{E),  their respective HXR spectra in count space, as 
recorded by RHESSI, with the aid of RHESSI spectral analysis Solar Software (SSW) and 
OSPEX (Object Spectroscopy Executive). In this approach, a parametric form of F{E)  is 
assumed, and the corresponding form of the HXR photon model predicted. Finally, through 
parameter adjustment and re-fitting the best form of F{E)  is found. Ultimately, determi­
nation of the true photon flux spectrum inferred from the count flux spectra may be crucial 
for accurate reconstruction of F{E).  In Chapter 2, I will spectrally analyze a number of 
flare events from the RHESSI flare catalogue using the forward fitting technique with 
testing to produce a resulting mean electron distribution spectrum for each event. The 3 
flare events chosen will each have different attenuator states during their impulsive phases, 
for the purpose of comparing the impact of attenuators during the analysis of the photon 
and mean electron flux spectra. In Chapter 3, I will discuss the linear integral equation 
relating the count flux spectrum to the photon flux spectrum and solve it (direct inversion) 
for each of the flare events selected. In Chapter 4, I will go on to analyze both the mean 
electron distribution spectrum and photon flux spectrum of each flare event, using gener­
alized regularized inversion algorithms, following a discussion of this regularized inversion 
technique. In Chapter 5, conclusions are drawn on the quality of the results obtained and 
techniques used with respect to the selected events, in order to shed more accurate light on 
the complexities of these violent and dynamic processes.
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Spectral A nalysis w ith  R H ESSI
“The remote observer finds himself in a situation, akin to that of a spectator at a magic
show, . . .”
I J D Craig & J C Brown, ’Inverse Problems in Astronomy’, 1986
2.1 M otivation
I will now spectrally analyze three contrasting flare events, which occurred on 17^ ’^' Septem­
ber 2002 (AO state), 1 2 *^'’ April 2002 (A l state) and October 2003 (A3 state). The 
special nature of these events concerns their attenuator states. Each event has recorded the 
impulsive phase of the respective flare in a different attenuator state. The impulsive phase 
is im portant since the hard X-ray emission occurs during this phase and so the fit interval 
for forward fitting will occur during the period when the attenuators are in position for the 
1 2 ^^  April 2 0 0 2  and 31^  ^ Oct. 2003 events. Problems arising in this analysis, such as effects 
of the attenuator state of the detectors will also be examined, and conclusions drawn on 
whether the attenuators are due major consideration in spectral analysis. More importantly, 
however, I will study the inferred mean electron distributions from the HXR spectra.
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2.1.1 G enerating th e  C ount R a te  Spectrum
The RHESSI spectral analysis package produces a count flux spectrum from the count rate, 
in units of counts (sec"”^  cm~^ keV“ ^), corrected for known instrumental effects (Smith et 
al. 2 0 0 2 ), which include:
- Absorption in Mylar blanket, cyrostat windows and grids.
- Compton scattering into and out of the detectors.
- Compton scattering off the E arth ’s atmosphere, particularly affecting rear segments 
below lOOkeV.
- Noise in the electronics - background counts.
- Low energy cut-off imposed by the electronics.
A file containing the Spectral Response M atrix (SRM), which contains all detector re­
sponses in all attenuator states, is generated initially to account for instrumental effects, 
decimation and energy binning calibration. The DRM represents photon to count conver­
sions per photon energy for the specified detectors and attenuators present during the fit 
interval of the spectral analysis. Flare events are dealt with on a case-by-case basis.
The RHESSI OSPEX package contains all the procedures necessary to read the fits data 
files, prepare and plot light curves, images and spectra. (Lin et al. 2002). OSPEX allows 
control of background removal and is used to convert the count-rate spectrum into the 
spectrum of the incident photons.
2.1 .2  F lare S election
When searching the flare catalogues with the RHESSI software, I flagged for flares with rel­
atively high to tal counts and with a particular attenuator state during the flare peak. There 
were also to be no particle precipitation or non-solar events during the observation. The
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Flare 17'h Sept. 2002 12'h April 2002 31"^  Oct. 2003
N um ber 2091709 2041209 3103110
GOES Class C2 Ml C3
Start T im e 05:49:08 13:07:36 11:21:32
End Tim e 05:57:28 13:16:08 11:22:56
Total Counts 211440 697572 15576
Energy R ange (keV) 3 -  300 3-300 3 - 300
Flags AO(None) A l(th in ) A 3(thick and thin) ]
Table 2 .1 : List of flares selected for spectral analysis and their characteristics 
selected flares and their characteristics are tabulated in Table 2.1.
The observational summary is a representation of the flare time profile presented as count 
rate (counts sec“  ^ detector"^) versus time for selectable energy intervals between the start 
and end time indicated in Table 2.1 and presented in figure 2.1.
HESSI Obse^Uip Summary Count Rates, CorrectedHESSI Observing Summary Count Rates, Corrected
!I
I
I1i
o
05:48 05:52 05:56
Start Titite (17.S«p4)2 06:4506) Start Tima (t2-Apr-02 13:04:06)
HESSI O b s^ ln ^  Summary Count Rates, Corrected
I
IIS
tt:22  11:23
Start Time (3t -Oct03 11:20:06)
Figure 2.1: Observational summaries for each flare event stored in flare catalogues 3-6keV 
(Black),  6-12keV (Magenta),  12-25keV (Green),  25-50keV (Blue),  50-100keV (Yellow),  100- 
300keV (Red).
Photons with energies ranging from soft X-rays up to very hard X-rays are clearly detected 
by the RHESSI germanium detectors during flare impulsive phases. The horizontal red line 
at the top of the 17/09/02 graph indicates th a t all attenuators were out of the detector 
fields of view at this time. For the 12/04/02 RHESSI event the horizontal line drops during 
the impulsive phase of the flare to the A l state on two occasions and during the 31/10/03
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event RHESSI remains in attenuator state A3 throughout. The count rate for the 12/04/02 
event at all energies up to 25keV rose very rapidly until about 13:08 UT when the thin 
attenuators moved into the detector fields of view. (Notice tha t positioning of the thin 
shutters occurs where the to tal count rate exceeds 10,000 counts per second). Thereafter, 
the thin attenuators were removed for 1-minute intervals to test the low energy rate from the 
flare, with clear changes in the counting rate. Finally, at about 13:20 UT, the rates began to 
drop to their non-solar background levels as the flare entered the gradual phase. The total 
count rate for the 17/09/02 RHESSI event peaks at around 2,000 counts per second, hence 
there was no requirement for attenuators to be positioned. However, the 31/10/03 event 
has thick shutters in position continuously. It is the largest event here since the count rate 
is in excess of 100,000 counts sec~^ de tec to r^ \ hence thick shutters are positioned. I have 
chosen 4 seconds as the optimum time resolution for all observations because this is the time 
for which count rates are independent of rapid modulation as the satellite spins. RHESSI 
rotates about its own axis approximately 15 times in one minute.
2.1 .3  E nergy B inn in g  C onsiderations
It is im portant to remember th a t the selection of energy bin widths, over the entire energy 
range under observation, should be small enough th a t the thermal and non-thermal com­
ponents of the spectra are distinguishable, but not so small th a t the uncertainties get too 
large. Energy observations down to 1 keV energy are to be desired for the flare events. Us­
ing IkeV bins up to approximately 15 keV give the best information on the iron and nickel 
lines a t ~6.7 and ~ 8  keV respectively. However, 1 keV resolution gives a large count noise 
uncertainty for high energy photons. As a consequence, in this analysis I have chosen to use 
variable energy binning:- IkeV from 3 to 40 keV, 3 keV from 40 to 100 keV, 5 keV from 100 
to 150 keV, and 10 keV from 150 to 300 keV. This binning selection will be used for all the 
flares observed to limit uncertainties in the energy intervals particularly at higher energies 
when the bin widths become greater. Changing the size of the energy bin widths becomes 
im portant when we consider the signal to noise ratio, with respect to the robustness of the 
results. Increasing the bin size presents results which become increasingly less robust and
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exhibit significantly larger noise instabilities at higher energies. This is turn  creates larger 
deviations in the residuals of the fits, and affects our judgement of the goodness-of-the-fits. 
Signal to noise is considered in more detail in the “Error Analysis” section of this chapter.
R estriction s on E nergy range selection  :
W hen constructing count flux spectra, it is to be noted tha t all the counts below 6 keV 
suffer from K-escape in the presence of an attenuator state (AO, A l), and do not provide 
information about the incident photon spectrum (Smith et al., 2002). This phenomenon is 
a result of ionization of a germanium atom by an incident photon with energy above the 
germanium K-edge at 1 1 .1  keV. The ionized atom will almost instantly emit a K a  or a Kp  
photon with energies 9.25 keV and 10.3 keV respectively (Phillips, Chifor & Dennis, 2006). 
Hence, the minimum energy for the fits will be approx. lOkeV. The maximum energy will 
also be limited for each flare analysis. Noise and other instrumental effects again restrict 
how far, in terms of photon energy, we can fit. When the count uncertainty becomes too 
great and the background emission exceeds the flare emission, the relevant energy range for 
analysis (fit energy range) will have reached its upper limit. This will mostly occur below 
our maximum of 300 keV, at approximately 100 keV, and will be dependent on the selected 
flare. Hence, the total energy band width for each event in this analysis is from 10 - 100 keV
i.e. hard X-ray range.
2.1 .4  T he C ount F lu x  S pectru m
Only front segments will be considered for all the detectors on all the flares chosen here, 
excluding detectors 2 and 7. Detector 2 generally had a threshold of ~  20 keV and should 
not be used at lower energies. Before March 2004, it was not segmented and all the counts 
were included in the front segment channel. Its energy resolution is significantly worse than 
the other detectors. Detector 7 has a threshold of ~ 1 0  keV and significantly worse energy 
resolution than the other detectorsb SSW then calibrates the SRM file containing the full
Uee webpage ’http : / /hesperia.gsfc.nasa.gov/ dennis /OSPEX/The-Basics/index.htm’iox more de­
tails on detector selection.
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RHESSI response matrix, for energy binning, pileup and decimation. I can then proceed to 
produce the count flux spectrum for each of the flares in units of counts cm“  ^ s“  ^ keV“ h 
These are illustrated in flgure 2 .2 .
SPEX HESS! Count Flux vs EnergySPEX HESSI Count Flux vs Energy
Detectors: 1F 3F 4F 5F 6F 8F 9F 05:45:00.000 - 06:10:00.000
II
10 100
Energy (keV)
Detectors: 1 F 3 F 4 F  SF 6F 9F  13:00:38.000- 13:20:02.000
10 100
Energy (keV)
SPEX HESSI Count Flux vs EnergyT-r-TTT^— ------1------ 1— r  , , , , . I — - r -
Detectors: 1 F 3 F 4 F  SF 6F 8F 9F 11:21:00.000- 11:24:00.000
Energy (KeV)
Figure 2.2: Count flux spectrum (counts sec  ^ cm  ^keV of each flare event under analysis,
prior to background removal.
In flgure 2.2, the sharp peaks th a t can be seen in the spectrum at energies above 50 keV 
are lines from the germanium detectors and are not of solar origin. The distortion in the 
spectra up until approx. 25 keV coincides with the upper limit on the energy range over 
which the thick shutter attenuators have an influence on the spectrum. The SRM and fits 
flies are transferred to the OSPEX package for background removal and forward fitting of 
the parameterized electron distribution functions to the count flux data.
2.1.5 B ackground R em oval from  th e  C ount F lu x  Spectrum
To determine the nature of the signal recorded by the detectors we must minimize the ex­
tent to which noise interferes with the data stream. The noise in the signal and the sources 
of error comprise the following elements Background radiation. Instrum ental effects, 
System atic  U ncerta in ty  (built into the OSPEX software accounting for 0-5% of error per 
count energy bin).
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To remove the background we generate background count rate polynomials in time, in­
dependently for each energy interval. Background counts during the flare are determined 
by interpolating between these polynomial background level fits before and after the flare 
event (Holman et al. 2003). Background estimation intervals defining the start and end of 
the polynomials are chosen at post and pre flare time periods when background emission 
dominates. Background radiation can sometimes be considered to be constant through time. 
However, if the background emission for the post flare period differs from the pre-flare pe­
riod, we must choose more than  two background intervals and map over the data with a 
higher order polynomial to give a better estimate of the background. Figure 2.3 shows the 
observed count rate light curves (black) for each energy interval for the 17*^  Sept. 2002 flare 
with background count rate polynomials mapped (Green) along with background removed 
count rate data in each energy interval (purple). W ith increasing energy from top left to 
bottom  right, the intensity and duration of the impulsive phase in the count rates become 
progressively reduced by background subtraction since background emission becomes more 
significant with increasing energy particularly a t 100-300 keV. Consequently, the background- 
removed lightcurves decline to zero where the background polynomial crosses the recorded 
data.
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Figure 2.3: Background removal for specific energy intervals on the count flux spectrum for 
Sept. 2 0 0 2  flare event.
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Figure 2.4, on the left shows a summary of the data with all polynomials for all the energy 
intervals. The plot on the right is the observation summary for the same event, except it 
presents count rate data — minus background counts. Similar treatm ent will also be used on 
the other two flares in this analysis but are not presented here.
S P E X  H E S S I  C o u n t  F lu x  v s  T im e
100.000
10.000
1.000I
0.100
0.010
0.001
S P E X  H E S S I  C o u n t  F lu x  M in u s  B a c k g ro u n d
05:48 05:52 05:56 06:00 06:04 06:08
Start Time (17-Sep-02 05:45:00)
05:48 05:52 05:56 06:00 06:04 06:08
Start Time (17-Sep-02 05:45:00)
Figure 2.4: Count Flux spectra inclusive of background emission polynomials per energy 
interval {Left). Background removed count flux data with respect to the background poly­
nomials per energy interval {Right).
Once the background radiation is removed we can fit the true signal with parametric 
electron distribution functions and construct forward fitted photon flux models and spectra, 
for each flare event.
2.1 .6  F ittin g  P aram etric E lectron  D istrib u tion  M odels
The time interval within which we will fit thermal and non-thermal distribution functions 
to the count flux spectra will be the period (minutes) which captivates the peak emission of 
both soft and hard X-rays (10-100 keV). This interval will be selected from the count rate 
time profile for each flare event in the software and will last as long as there is hard X-ray 
radiation detection in the background removed data. This period is observed as the flare 
impulsive phase. The fit interval for the Sept. 2002 event is presented on flgure 2.5. 
Most importantly, the fit interval period must lie within the period in which the attenuators
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of interest are in position for the 12/04/02 and 31/10/03 events. The fit interval period 
cannot be less than 4 seconds i.e. the chosen time resolution of the observation.
S P EX HESSI Count Flux vs Time
100.000
10.000
1.000I
E
E§ 0.100
0.010
0.001
05:48 05:52 05:56 06:00
Start Time (17-Sep-02 05:44:48)
Figure 2.5: The fit interval for the 17*^  Sept.2002 event. As can be seen, the narrow fit 
interval covers the period when photons of harder energies exceed the background level. The 
same procedure applied to the other flare events but not displayed here.
There are a number of parameterized fit functions which can give us information on the 
electron distribution in the flare. A list of the possible fit functions along with the parameter 
descriptions is presented in the literature^ including the thermal, thin target bremsstrahlung, 
thick-target bremsstrahlung, multi-thermal exponential, broken power law function, triple 
broken power law function, ion function etc.
Throughout this analysis I chose to fit only the isothermal function plus a thin target 
double power law distribution function, giving 9 free parameters, for each flare event. The 
thin-target bremsstrahlung function will represent the non-thermal component of the hard 
X-ray spectra, which sets 6  parameters (outlined in the bottom  table in Table 2 .2 ) allow­
ing control of the low and high energy cutoff in the non-thermal electrons, for an electron 
distribution with double power law form. A thin-target functional form of incident flux non- 
thermal spectral component is imperative in this instance, for each event under analysis, in
tgee OSPEX software within IDL for further details on function properties,titled "Function Descriptions.”
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order to deduce the mean electron flux of the density-weighted source volume. A description 
of each parameter is outlined in table 2.2.
Parameter Variable Thermal Function — Parameter Description
Emission measure in units of 1 * 10'^ ®
Plasma temperature in keV.
Relative abundance for iron and nickel, relative to coronal 
abundance for chianti.
Parameter Thin — Target Bremsstrahlung Function — Parameter Description
Normalization factor — (plasma density*source volume*nonthermal 
electron flux density in 1.0 * 10^^cm~^sec“ b
Power-Law index of the electron distribution function below break energy. 
Break energy in electron distribution function (in keV).
Power-Law index of the electron distribution function above break energy. 
Low Energy cutoff in electron distribution function.
High Energy cutoff in electron distribution function.
Table 2.2: Fit function parameter descriptions applicable to spectral analysis of all flare 
events.
2.1 .7  F ittin g  th e  M od els to  th e  D a ta
Upon estimation of the parameters of the fit functions a photon flux model is subsequently 
predicted and fitted to the data (count minus background) function. The fitting procedure 
should provide:
1. Parameters as estimators of a model which are adjusted to achieve a minimum in the 
merit function (agreement between the model and data), yielding best-fit.
2. Error estimates on the parameters.
3. Statistical measure of the goodness-of-fit.
Starting parameters are determined to ensure tha t the fit is sufficiently close to the data 
enabling convergence to the best-fit solution, with a true minimum in The systematic 
error is estimated on the flux in each energy bin, and dominates the random noise at high
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count rates (Holman et al. 2003). This error is accumulated in the overall energy bin interval 
uncertainties, and added in quadrature in the error calculation.
The functions are folded through the detector response matrix (DRM) in a series of 
iterations for the attenuator state in each flare event, to predict the count flux model. This 
calculation to convert from modeled photons to modeled counts, using the DRM has already 
been presented in equation 1.22, in chapter 2. The count flux model is tested against the 
count flux spectrum (background-subtracted) via a least squares minimization which ensures 
tha t the free parameters are varied until a minimum fit to the count flux is obtained. The 
results for the selected parameter values for the fit functions, with acceptable fits to of the 
models to the data, are listed for each of the flare events in Table 2.3. Using the fit of the 
count flux models to the data we can analyze the data and determine the goodness-of-fit. A
goodness-of-fit test is applicable here since we assume tha t the residuals in each energy 
bin are mutually independent i.e. the residuals between the observed and predicted photon 
fluxes are assumed to be uncorrelated.
Parameter 17^^SeptJ02 12^ '  ^April'02 3WOct.'Q3
1 4.03 * 10-^ 0.1346 3.7175* 10-3
2 1.6022 1.6117 1.5228
3 0.4334 0.1195 9.5642
4 0.6331 6.2947 0.7562
5 0.6961 0.1101 0.6723
6 50.1568 17.6719 54.5841
7 3.0075 3.4419 2.5726
8 18.5045 1.0230 20.3290
9 300 300 300
System atic error 0.01% 0.00% 0.01% ,
Table 2.3: Fit function parameter values of the electron flux model assigned for each flare 
event including the relative uncertainty measure on the errors of each event, and used to 
estimate the photon flux model. The parameters are described in detail in fig. 2.2.
C onverting from C ounts to  P h oton s :
Upon acceptable fitting of the count model to the count flux data, a conversion factor 
relating the count flux model to the photon flux model is acquired. The conversion factor is
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fundamentally an approximated configuration of the DRM, used to infer true photons from 
count space. The evaluation of this factor is model dependent and its fidelity limited by the 
accuracy of the forward fitting technique. The conversion factor is a unit-less vector and can 
be expressed as
Conversion Factor = Count Flux ModelPhoton Flux Model 
where the Count Flux Model =  DRM Photon Flux Model.
(2.1)
Figure 2.6 show how the conversion factor varies across the HXR energy range for each 
of the flare events.
Conversion Factors for Fits1.00
0)TJO3
co
o.c 0.10CL
S.
ciu 17th Sept. 2002 -  AO Stote12th April 2002 -  A1 Stote
31st Oct. 2002 -  A3 State0.01 10010
Energy keV
Figure 2.6: The plot displays the conversion factors for each of the flare events for comparison.
The conversion for each of the events does not ever exceed 0.2. W ith increasing attenu­
ation (going from AO to A3), it is clear from figure 2.6 that the conversion from photons to 
counts becomes weaker at lower hard X-ray energies (10-30 keV). This has a considerable 
impact when one wants to recover accurate photons from counts. It is also interesting to 
compare figure 2.6 with figure 2.7.
The top line in figure 2.7 represents the attenuation in AO state, caused by the thermal 
blankets and beryllium windows positioned above the detectors. The line below the AO state 
line represents attenuation for state A1 (thin shutter), followed by A2 (thin-in, thick-out)
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Figure 2.7: Attenuation factor of the different attenuator configurations as a function of 
energy, taken from Smith, 2002.
(not used with RHESSI) and A3 (thick shutter) (Smith, 2002). The effect of attenuation 
is significant up to 30-40 keV, as is evident in both figure 2.6 and 2.7, but moreso with 
conversion factors in state A3. The attenuators substantially diminish the photon flux tha t 
reaches the detectors at lower energies (Holman et al. 2003). Hence, the DRM calibration is 
not well established for lower photon energies particularly in attenuator state A3. We will 
consider the DRM calibration further with direct inversions in Chapter 3.
T he Test and R esiduals :
I will fit N  data  points (xi^yi) i — 1,..., TV, to a model which has M adjustable param­
eters Uj, j  = 1,..., TW. Least squares fitting allows us to estimate the maximum likelihood 
parameters , hence determine which particular set of parameters ai,...,TW is correct. The 
maximum likelihood estimate of the model parameters, through least squares fitting within 
the OSPEX software, is obtained by minimizing a quantity called ’chi-square (%^)’. This 
quantity can be interpreted as the probability of obtaining a normal distribution with mean 
zero in the residuals of the fit, under the null hypothesis tha t the expected model is correct. 
The expected value of the reduced is unity, and we can use the residuals of the fit as a 
measure for the goodness-of-fit of the model. The quantity is calculated as follows
39
C H APTER 2. SPECTRAL AN ALYSIS  W ITH  RHESSI
2   1 \   ^ f  y obsi^i) yfitmodel{Xi^CLl---dm)'\ /qX = Y  ( j  ■ (2.2)
Above, yobs and yfumodei are the observed photon flux and the photon flux given by the 
model a t energy £ respectively, N  — m  is the number of degrees of freedom to which the 
chi-square distribution is normalized, ai is the size of the measurement error in the observed 
photon flux intervals i. It is the standard deviation in each data point [xi^yi). In this anal­
ysis yobsiXi) ~  and yfUmodel{d^i} ~  ~  y fitmodel{^ii • • ■^ m) ■
The goodness-of-fit should be observed in the context of non-systematic random and 
reduced residuals. The residuals represent the difference between the fitted model and the 
data for both photon and count flux spectra. This is the deviation of the data from the 
model across the entire energy range, normalized to the standard deviation (a) in the count 
flux for each energy. The expression for calculating the residuals is as follows:
R esid u a ls =  (<^ (,°'»ser.ed)(E) -  (2,$)
a(e)
The plots in figures 2.8 and 2.9 show the fit results for converted photon flux spectrum for 
each flare event under analysis, along with the fit residuals. The thermal function (green), 
for all events, is exponential (by definition).
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SPEX HESSI Photon Flux vs Energy with Fit Function. Interval10*1—I—I—I—I I I I-------- 1--1—I—I—I I I I I------- 1---
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SPEX HESSI Photon Flux vs Energy with Fit Function, Interval 0
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Figure 2.8; Photon flux spectra with functions fitted and residuals for 17^^Sept.2002 {top two) 
and 12^^April 2002 (bottom two) events.
41
CHAPTER 2. SPECTRAL ANALYSIS WITH RHESSI
S P E X  H E S S I  P h o to n  F lu x  v s  E n e rg y  w ith  F it F u n c tio n , In te rv a l O10°
10‘
i
Fit Interval 0 Chi-square'p 1.05   vm+thin I
10- 10010
Energy (keV)
Residuals for Interval O
I
Figure 2.9: Photon flux spectra with functions fitted and residuals for 31**0ct.2003.
The thin target bremsstrahlung function (yellow) is a double broken power law which 
combines with the thermal function to create the photon flux model (red) fitted in the pho­
ton energy range from 10 - 100 keV. The purple line is the background emission spectrum, 
which exceeds the photon flux spectrum (black) at higher energies. The signal will be useful 
so long as the purple line never exceeds the data.
2.1 .8  Error A nalysis
Statistical analysis of the errors can be done through generating histograms of the residuals 
of the fits, as shown in figure 2.10.
Figure 2.10 shows the distribution of the sizes of the normalized residuals for each event. 
For a good fit, the residuals should fit a Gaussian noise distribution. The standard deviation 
is evaluated as 0.493cr in 17/09/02, 0.905(7 in 12/04/02 and 1.841(7 in the 31/10/03 event. 
W ithin the fit range for all events we accumulate 82 count energy intervals (N).  Hence, 
the standard error in the mean is 0.493(7/\ / ^ = 0.054(7 for 17/09/02, 0.01(7 for 12/04/02 
and 0.203(7 for 31/10/03. From figure 2.10 we see that the noise in the fit is not a exactly 
Gaussian in distribution which is in some respect would be too ideal. Also, the standard
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Figure 2.10: Histogram plots for the residuals of the fits for each flare event, 17^  ^ Sept. 2002 
(Left), 12*  ^ April 2002 (Centergoo) and Oct.2003 (Right).
deviation of the normalized residuals is not 1.0 in any of the events, as expected, despite 
acceptable unsystematic residual distributions and evaluations. The chi-square test only 
explicitly makes use of the mean and the variance of the residuals, neither of which would 
change if you randomly re-ordered the residuals. For these reasons, it should be stressed that 
the residuals having a Gaussian distribution, is not a sufficiently stringent test for goodness- 
of-fit. It is necessary to consider the distribution of the residuals with respect to energy e. 
To do so we calculate the normalized cumulative residuals S(ê:). This is found using the 
following expression
-  n Y ' ' ' -i=l
(2.4)
Above, the quantity S(e) is the averaged (normalized) residual over the photon energy 
range, Vi is the normalized residual corresponding to the photon energy (104-7) keV, and £ 
= (lO-hA’)keV is the photon energy of the residual. Figure 2.11 presents the normalized 
cumulative residuals for the fits of each event. Through this analysis we can see, for each 
event, the distribution of the residuals with respect to photon energy e. This approach will 
assess the level of clustering of positive and/or negative residuals across the fitted energy 
range (Piana et al. 2003).
If the residuals were randomly distributed, S(6) would exhibit a random walk with a stan-
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Figure 2.11: Normalized cumulative residuals of the fits for each flare event, 17'^ Sept. 2002 
{Left), 12*^  April 2002 {Center) and Oct.2003 {Right).
dard deviation a = l / \ ^ N .  It has been shown in figure 2.11 that the cumulative residuals of 
the fits lie within this 1er level, which is very good. It has also been shown that the normal­
ized residuals fluctuate evenly between the positive and negative in the photon energy range, 
in all events. If the deviation of residuals from zero is greater than this 1er level then an un­
acceptable level of clustering of residuals exists and the parametric form of the fitted model 
would have to be rejected at the 99% confidence level, and adjusted for re-fitting. Hence, 
from figure 2.11 I can conclude tha t the residuals are statistically acceptable for the fits, and 
consistent with random data noise in each event. However, in order to uncover more detail in 
the models it would be necessary to increase the number of parameters, applied through the 
fit functions. Increasing the number of parameters may make it more difficult to get statis­
tically acceptable residuals. In other words, the fit here is easily acceptable due to the small 
number of parameters for fitting, yet we may uncover more detail in the HXR spectrum by 
other methods, without losing fidelity in the residuals. Comparing residuals of the fits of the 
data with the models will be im portant when we want to compare between different methods.
C alculation o f th e  errors in th e  H X R  Spectrum  :
The errors on the forward fitted photon flux spectrum can be derived from the errors 
on the count flux spectrum using the conversion factor. The standard approach to error
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estimation  ^ states tha t the error on a given energy bin/interval (i) is expressed as:
a[Ei) =  V N i . (2.5)
Above, Ni is the total counts in energy interval (C(6^)). The to tal counts in any given 
energy bin is the sum of the number of observed counts and the background counts. This is 
expressed as:
(2.6)
The errors can be defined as ( 7 ( 6 ; =  ^ / C { ë i ÿ ^  and (7(6;)^ "^ ^^ '^ — , hence
the error on the total counts for each bin/interval, AC(6;), is derived as:
A C k )  =  +  ln,st.matic- (2.7)
I s y s te m a t i c  I s  the Systematic uncertainty  added in quadrature.
AC6; is compiled within the OSPEX software during the fit procedure. To convert between 
count flux errors and photon flux errors, A /(£;), the software uses the conversion factor 
relation, expressed in equation 2.8, giving;
A /(£i) =   ----------------   (2,8)Conversion Factor
The error spectra have been plotted along with the solution on the forward fitted HXR 
spectrum, along with the photon flux models for each event, for comparison. Results for 
each event are presented in figure 2.12.
The signal to noise ratio is critical when choosing suitable energy binning in spectroscopy. 
The signal to noise ratio determines the error ratio in the energy bins for each of the events, 
presented in figure 2.12. All energy intervals here have statistical uncertainties on their 
measured counts, and subsequently on their photon flux. In general, for any flare event small 
energy bin intervals of 1 keV worsen the signal to noise ratio at higher energies, increasing 
the noise in the fit residuals. To see this, consider a large flare event with N  total counts
^errors determined from Poisson Distribution standard deviation.
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Figure 2.12: The error ratios for each event.
in an energy range from 10 to 100 keV. If we we divide the energy range into x  equal bin 
intervals we have approx A counts per bin. The fractional error on each bin can be expressed 
as:
V X f - \ / N^ ~E~ ~ (2.9)
From this expression, we see tha t cr oo as a: —> oo. In other words, the energy bin size
decreases, as the error increases. This is why we used uneven energy binning.
The jump in the error ratio at 40 keV, evident in figure 2.12 signifies reduced errors, since 
the error ratio becomes larger until 100 keV. The jump coincides with a change of energy 
binning in the fits i.e. from 1 keV to 3 keV bins, at the 40 keV interval. Increasing the bin 
size has improved the signal to noise ratio through reducing the errors. The signal to noise 
ratio is very poor in the 31/10/03 event from 10 keV up until 25-30 keV, with large errors per 
energy bin. This is a direct result of the thick shutter attenuators. The background emission 
is responsible for the increased errors and worsened signal to noise ratio in the 12/04/02 
event from 25-100 keV. The signal to noise ratio will increase for low count rates, as can be 
seen for the 31/10/03 event.
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2.2 M ean Electron D istribution  Spectra by Forward 
F itting
W ith an acceptable photon flux spectrum we can next consider the best fit mean electron 
distribution for the parametric forms of the thermal and non-thermal fit functions of each 
event, as outlined in table 2.3. The fit to the photon flux spectrum provides the parametric 
solution we are seeking i.e. F{E).  The results of the best fit parametric form of the mean 
electron flux spectrum of each event are shown on figure 2.13.
Electron Distribution Spectro : 17" Sept.2002
r \#E------------------------ 1-------------- '---------- '------- '----- '— '— --1------------------------- a
Eu
I
$
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10 100
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Electron Distribution Spectra : 31" Oct.2003|6e--------- '----- '----'---'--'—'— ^----------
6
Low Energy CutoffAIV
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Figure 2.13: Best fit electron distribution spectra models by forward fitting for 17^^Sept.2002 
{top left), 12^^0ct.2002 {top right) and 3P*Oct2003 {bottom) events.
From the table of parameters in figure 2.3 we see tha t parameter 8 is the low energy 
cutoff in the electron distribution function. The value of this low energy cutoff is within the
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fit energy range for 17/09/02 and 31/10/03, at approx. 20 keV in both cases. A statistically 
acceptable fit %^1.00) was found for all events, but an acceptable fit with low energy cutoff 
could not be found in the 12/04/02 event. Forward fitting presents a model interpretation 
of mean electron fiux spectrum with a limited number of basic features, such as low energy 
cutoff and break energy, as seen from figure 2.3. The electron distribution spectrum of non- 
thermal electrons must have a low energy cutoff, due to their power law distribution, which 
would otherwise extend indefinitely. A low energy cutoff can allow us to distinguish between 
thermal and non-thermal electrons and keeps the number of non-thermal electrons within a 
finite range. W hen we observe the fitted HXR spectrum for the 17^  ^ Sept. 2002 and 31®^  
Oct. 2003 events in figure 2.9 there is indeed greater flattening of the photon model at lower 
hard X-ray energies when compared with the HXR spectrum for 12/04/02. This proves that 
given knowledge of the HXR spectrum we can infer information on the corresponding mean 
electron distribution in flares. The limited number of features in the best fit electron models 
is a consequence of the limited number of parameters in the fit functions, making forward 
fitting disadvantageous for anyone wanting to infer detail in flare electron dynamics.
Controversially, figure 2.14 shows th a t no low energy cutoff features in the electron distri­
butions for the 17^  ^ Sept. 2002 and 31^  ^ Oct. 2003 events is an equally likely scenario. The 
statistical accuracy in the fits is just as acceptable for no low energy cutoff featured model 
as it is with a low energy cutoff featured model. The corresponding HXR spectrum, re­
sult, errors, normalized residuals and cumulative residuals are presented below the electron 
models for these events.
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Figure 2.14; No low and low energy cutoff by forward fitting for 17^^Sept.2002 {Left Column) 
and 3P^Oct.2003 {Right Column) events.
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The fits for HXR spectra for the two events presented in figure 2.14, present very ac­
ceptable values (see results on figure). As well as this, residuals are non-systematic (do 
not fluctuate between positive and negative values across the energy range) and are reduced 
(generally quite small). The cumulative residuals are within t i n  confidence level. To ensure 
no low energy cutoff in the fitting procedure we change its parameter value so tha t it lies 
outside the 10-100 keV (HXR) fit range and will not feature in the resulting electron distri­
bution spectrum. Hence, the new low energy cutoff parameter for fits of the 17/09/02 and 
31/10/03 events are presented in Table 2.4.
Parameter Min. Max. 17^^Sept/02 3P^Oct.'03
Low Energy Cutoff 1.00 9.00 7.889 4.226
Table 2.4: Low energy cutoff parameter values assigned for 17^ ^^  Sept. 2002 and 31^  ^ October 
2003.
The other parameter values have changed also to suit the new fit. However, the im portant 
point here is th a t the low energy cutoff param eter has been deliberately excluded in the 
fits presented in figure 2.14 to show th a t two equally acceptable forward fit solutions are 
possible. The two solutions present different features in the returned electron distribution 
models, making it difficult to establish which solution is real and which is not.
2.2.1 C onclusions on th e  Forward F ittin g  techn ique
In this chapter, we presented the results for the HXR photon fiux spectra and corresponding 
best fit electron distributions of three interesting flare events using a forward fitting tech­
nique. Through spectral analysis we found th a t the extracted photon fiux spectrum is a 
model dependent approximation of the true photon fiux spectrum. W ith forward fitting, 
the HXR spectrum is deemed acceptable within the limits of the errors and integrity of the 
residuals, after refinement of the count fiux spectrum due to background noise and emission. 
The conversion faetor for determining photons from counts in the photon energy range is 
fundamentally an approximation of the DRM and is unrecovered in the presence of attenu­
ators. Despite this, the corresponding best fit electron distribution can still recover certain 
characteristic features such as the low energy cutoff. Yet, I have shown th a t equally accept-
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able fits can be achieved without including certain features such as the low energy cutoff, 
as done for the 17^ ^^  Sept. 2002 and 31^  ^ Oct. 2003 events. This result makes it difficult 
to determine which forward fitted result for the mean electron fiux distribution is correct, 
thus, highlighting a major failing of the forward fitting technique. We must consider model 
independent calculations to more accurately evaluate the true forms of the HXR and mean 
electron distributions, rather than approximations (conversion factors) with forward fitting. 
Direct inversions of the relevant integrals is a logical alternative to forward fitting and must 
be considered to determine whether or not an improvement in the recoverd HXR spectrum 
and mean electron distributions is possible.
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D irect Inversion Approach
“Why are there errors !? .. Programs should he forced to run regardless I”
Office roommate
3.1 D irect Inversion C alculations
As an alternative to forward fitting of hard X-ray spectra derived from measured count ffiix 
spectra, direct inversion addresses the problem through solution of a linear system of equa­
tions, rather than approximations with a model. Direct calculation of photons from counts, 
is a more logical approach for solving the problem analytically, and does not require forward 
fitting of the data with any parametric models. For this reason, direct inversion calculations 
provide a model independent approach to solving for photons. In this chapter I will address 
the problem of deducing the photon fiux spectrum from the measured count flux spectrum, 
as the discretized m atrix transform of equation 1.22.
The D R M  :
Equation 1.22 states th a t the data function C{s), is contributed to by all the values of the 
source function /(s ) , using the DRM which is an array of probability distribution functions 
for converting from photons to counts for each photon energy in the photon energy range 
(Craig & Brown, 1986). Consider the source function in the energy range Smin to Smax. with
52
C H APTER 3. D IRECT INVERSIO N APPROACH
bin width, intervals ôsi. The expression for the data function in equation 1.22 integrates 
over the energy range of the source function spectrum, accumulating the finite column area 
bounded by the energy bin intervals. Hence, the equation can be expressed as a summation 
over the energy interval of the source function spectrum, giving
(3.1)
DRMij in equation 3.1 corresponds to element (i,j) in the DRM array which has dimensions 
of N xM  elements. The DRM is represented as a m atrix with dimensions of N  count energy 
intervals (number of DRM columns), and M  photon energy intervals (number of DRM rows). 
The number of counts of count energy £{ is found through m atrix multiplying all the DRM 
array column elements (j) in th a t row with the photon data at all photon energies. In 
terms of matrices, equation 1.22 is
C(£i)
C(£2)
C(£3)
1^1 <^21 
Ul2 0.22
O i M  0'2M
Ojvi
0>N2
■ O'NM
/(El)
/(E2)
/ ( es)
(3,2)
(3.3)
Here, N  < M.  For example
[C'(ei)] — [0.1 1 / ( 6 1 ) +  0 2 1 / ( 6 2 ) +  + O jv i/(6 iv)] (3.4)
Each üij element in the DRM is the probability tha t a photon with given energy £j is 
detected as a count of energy 6^ . The rows of the DRM for each energy interval (in count 
space) are essentially probability distribution functions used by the detectors as a response 
to a photon with photon energy, £j. Hence, allowing us to evaluate photons in photon energy 
space in terms of measured counts in count energy space. In other words, at each element in 
the DRM array denoted by DRM^  we have a probability to convert a photon of energy (e^)
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to a count of energy (6%). The diagonal terms of this matrix represent the probability that 
a photon with given energy produces a count of the same energy. However, there is a finite 
probability tha t a photon of any energy gets redistributed as a count of any energy. This 
redistribution can be seen graphically on figure 3.1.
In practice, when converting from counts to photons the DRM configuration used by the 
detectors depends on the attenuator state in position. The difference between the DRM 
configurations is presented in figure 3.1.
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Figure 3.1: DRM probability distribution functions for attenuator state - AO {left), attenua­
tor state - A l (center) and attenuator state - A3 (right), which are applicable to each of the 
events respectively. Solid lines for each event is the probability for conversion of a photon 
with energy 20keV to a count of certain energy. The TOkeV photon distribution is marked 
by the dashed line in each event.
The solid line for each event in figure 3.1 presents a probability tha t should not extend 
beyond 20 keV since a 20 keV incident photon, in theory, can only be recorded with a count 
energy equal to or less than the photon energy of 20 keV. Hence, a perfect detector would 
have presented a straight vertical line at 20 keV (delta-function) with count per photon ratio 
of exactly 1. In reality this is not possible. So for the 20 keV photon in each event, and 
likewise for the 70 keV photon, the probability distributions exhibit what appears like a 
point spread function characteristics at 20 and 70 keV count energiesi.e. with part of the 
distribution extending slightly beyond 20 and 70 keV respectively. This is a primarily due 
to inefficiency in the calibration of the DRM.
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111 certain cases there is a probability th a t the detectors responds to, say, a 20 keV photon 
by interpreting it as two 10 keV photons. For example, the 70 keV photon distribution in 
all events in figure 3.1 appears to have another peak consistently around a count energy of 
15 keV. The reason for this peak may be because of another peak at approx. 55 keV in the 
same distribution i.e. 55 keV +  15 keV — 70 keV, which was intended. Thus, reiterating 
the point made regarding the possibility of a photon being registered as multiple photons of 
lower energies which can be summed to equal the energy of the actual photon. Notice also 
tha t the probability of registering a 20 keV photon becomes significantly worse with increas­
ing attenuator state. The probability curve for the 70 keV photon (dashed lines) remains 
unchanged in each event. This highlights the fact th a t the deterioration in the solid lines at 
lower energies must be due to the attenuators. For hard X-rays, approaching 100 keV, the 
general trend from all three plots in figure 3.1 shows th a t it is more probable th a t photons 
will be recorded with their true energy rather than  a lower energy. The efficiency of the 
detectors is highest around 100 keV. In theory the perfect DRM array would be represented 
by an identity matrix. The semi-calibrated DRM takes only the diagonal elements of the 
response matrix. Clearly, the response matrices are much more complex and using purely 
the diagonal elements severely restricts the accuracy in the recovered HXR spectrum.
T he Inverted D R M  :
Hard X-ray spectra can be inferred using a direct calculation of I(s)  from C(e) using the 
inverted DRM, DRM~b In order to calculate the DRM~^ from the DRM, we must truncate 
the DRM array so tha t the number of photon intervals (M) is reduced to equal the number of 
count energy intervals (N)  i.e. for m atrix inversion the DRM array must be square ( N —M).  
Then
DRM-i • C(5) =DRM“  ^ • DRM • 1(e) (3.5)
DRM-^  • C'(e) =  /(e ) (3.6)
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The inverted DRM, like the DRM is a 2-dimensional array with dimensions in count 
energy space and photon energy space. The rows now represent the probability distributions 
for the number of photons per keV per count. The expression for calculating the photon flux 
from count fiux is w ritten in discretised m atrix format as
a i l a2i ajvi
-1
C ( £ i ) 7 ( £ i )
ai2 CL22 Œn 2 C (£ 2 )
—
7(£2)
O-IN Ü 2N  • Œn n _ C { s n ) _ _ / ( £ « )  _
(3.7)
(3.8)
where N  = M.
Since we have 82 count energy bins for each event with varying energy binning in the 
energy range 10-300 keV, there are 92 photon energy bins but with energy range 10-600 
keV. This is because there is a probability th a t a photon of 600 keV can be recorded as 
a two counts of 300 keV and the energy range of possible photon energies will always be 
greater than  the count energy range. Consequently the DRM has array dimensions of 82x92. 
In order to invert the DRM we must truncate it and remove the last 10 photon energy 
distributions creating 82 photon energy intervals. The invert able DRM array must be square 
with dimensions 82x82. The implications of this will be explored later. Figure 3.2 show the 
probability distributions for conversion to photons for a count with energy of 20 keV and 70 
keV.
Figure 3.2 presents a similar trend for the 70 keV photons, as with the 70 keV counts from 
figure 3.1, i.e. no change in the probability distribution with increasing attenuation from 
AO to A l to A3. The difference with figure 3.1, is th a t the negativity in the inverted DRM 
functions for both the 20 keV and 70 keV counts means tha t a logarithmic y-axis cannot 
be used to show detail in the functions at very low photons per count. This negativity will 
also have significant consequences on the returned HXR spectrum particularly in 3D^ Oct.
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Figure 3.2: Inverted DRM probability distribution functions for atenuator state - AO (left), 
attenuator state - A l (center) and attenuator state - A3 (right), again applicable to each 
event respectively.
2003 event. The most notable similarity between figure 3.2 and 3.1 is the change in the 
probability distribution for the 20 keV photon for each attenuator state. The significant 
increase in the noise and instability of the DRM, amplified through inversion, is clear for 
the 20 keV photon in A3 attenuator state ans less so for AO state. For the A3 state the 
inverted DRM is severely distorted for low energies, in the range of the attenuator impact, 
with massive fluctuations in both the positive and negative axis.
3.2 The Inversion Problem
There is a significant weakness with the direct inversion approach which can be highlighted 
in the context of the selected flares. There is also an interesting connection with the a tten­
uator state of the detector during certain flare impulsive phases which will be presented here.
The weakness in this calculation is a result of the non-diagonal nature of the DRM ar­
ray, creating an ill-posed inverse problem. The inversion is ill-posed in the sense tha t small 
changes in the data can give rise to large changes in the solution for the inverted DRM. 
Inversion presents noise amplification due to inescapable sources of error compounded by 
the nature of the measurement itself and furthermore from systematic instrumental effects. 
The severity of this instability is so great tha t the gain in information on the source function
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is small even for large improvements in the data accuracy (Craig & Brown, 1986).
Off-axis elements in the DRM represent the probability tha t photons are redistributed to 
another energy. For harder X-rays, more photons are recorded with their true energy' than at 
lower energy, but above 100 keV this is reversed. Consequently, photons of higher energies 
can be registered as counts of a lower energy. Subsequently, we get a non-diagonal array of 
photon energies with respect to count energies in the DRM. Figure 3.3 {Left) presents the 
full DRM for the count energy range of the selected flares (10-300 keV).
Contour Mop of DRM -  (82,92) Contour Mop of Truncated DRM -  (82,82)
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Figure 3.3: Contour map of the full DRM for count energies (6-300 keV) (x-axis) with respect 
to photon energies (y-axis) for 17*^Sept.2002 event {Left). Effect of truncation of the DRM 
{Right).
The count energy range of 10-300 keV corresponds to a photon energy range of 10- 
600 keV as can be seen on figure 3.3. The lower triangular region of this contour map 
exhibits insignificant counts per photon response, as is also the case with the full RHESSI 
response image in figure 1.10. From figure 3.3 {Right) it is clear tha t truncation of the DRM 
completely removes part of the observed photons energies. To meet the requirements of 
inversion, we must truncate from 300 keV to 600 keV photon distributions, thus removing 
some information on higher energy photons. There are 6 contour levels describing the DRM 
array structure. It is clear tha t the higher values (contours) tend to lie along the matrix 
diagonal elements. This is expected since the probability for conversion from photon energies
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to count energies should be one to one eg. a 50 keV photon should most likely result in a 50 
keV recorded count, as previously discussed.
3.3 Error A nalysis w ith  D irect Inversion
In our error analysis of direct inversion calculations we determine the Poisson errors for 
photon flux spectra, using the same approach as with forward fitting. For direct inversion 
the error in the photon flux is the matrix product of the inverted DRM and count flux errors, 
AC(£i). Errors in the photon flux spectra A /(ej) by direct inversion are therefore expressed 
as
A /(e) =  DRM-^  • AC(e). (3.9)
From equation 2.6 the error in the count flux AC(s)  is the square root of the sum of 
the measured errors in the observed and background count flux. Similarly, the errors on the 
photon flux of a given energy, are the square root of the cumulative square errors on the 
count flux at all energies, multiplied by the m atrix probability function of the response to 
tha t photon. Hence, this calculation is expressed as:
=> AI(£i) =
Equation 3.10 tells us th a t the errors in all the photon energy bins are accumulated from 
this expression. The error ratio is calculated using the following expression:
Photon Flux e r r o r  r a t i o  =  (3.11)Al(e)  ^ /
As with forward fitting the error ratios reflect the general trend of the signal to noise 
ratio. The results for hard X-ray spectra by direct inversion along with their errors are 
presented on figure 3.4.
Direct inversion calculations for the HXR spectra for the 17^ '^ '' Sept. 2002 and 12^  ^ April 
2002 events show degrading effects due to the ill-posed inversion, with instability in the
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Figure 3.4: Direct Inversion HXR Spectra for 17^^Sept. 2002 {Left) and 12^^April.2002 
(Right) within energy range 60-100 keV for purposes of highlighting instability in recovered 
HXR spectra.
solution. Noise amplification is evident to some degree in both events, moreso in 12^ ‘^ April.
2002 where negativity (noise) in the solution is evident at >90 keV. This degradation in this 
event is most likely due to the influence of the thin shutter attenuators, compared with 17^ ^^  
Sept. 2002 event which has no shutter influence upon the DRM. The instability in 3D* Oct.
2003 is much greater as is clearly demonstrated in figure 3.3 in the 10-30 keV energy range. 
Noise in the returned solution is evident at lower energies which fall under the influence
of the thick shutter attenuators. The effect of the thick shutter attenuators diminishes the 
signal and presents a severe lack of sensitivity in the DRM array probability distributions. 
Deterioration and noise amplification in the HXR solutions resulting from increasing attenu­
ation on the DRM configuration is analogous with the result for the conversion factors shown 
in figure 2.6. Until 40 keV, conversion factors severely degraded in the A3 state compared 
with A l and AO states. The conversion factors are approximations of the DRM and so the 
result in the direct inversion solution for A3 shows significant degradation compared with 
A l and AO state solutions, in the 10-40 keV range.
We can also compare forward fitting and direct inversion through their residuals. This is 
presented in figure 3.6.
The residuals for direct inversion are calculated as follows
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Figure 3.5: HXR spectrum for 31®^  Oct. 2003 event in the 10 - 30 keV energy range. 
Comparing direct inversion and forward fitting with the photon flux model.
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Figure 3.6: Residuals for direct inversion compared with forward fitting for each event.
R,d ire c t C*true( )^ ^directi^) (r(e) (3.12)
Ctruei^) is the true count flux spectrum as measured with RHESSI. It is clear tha t within 
the fit range the counts from direct inversion from photons, using the truncated DRM, should 
be identical to the true count flux. For this reason the residuals are zero up to 100 keV, which 
is the upper energy value of the fit range. However, the residuals for energies greater than 
100 keV are positive in all events and result from the true count flux calculated from photons 
using the full DRM i.e. not truncated. The residuals at these higher energies signify the
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truncation region elements of the DRM array. The instability brought about by the ill-posed 
inversion is further emphasized here by the fact tha t the residuals are indeed zero within the 
fit energy range, but the solution for the HXR spectra is far from stable and clearly will not 
show zero in the residuals, as would be expected.
3.3.1 C onclusions on D irect Inversion
Negative photon flux and noise amplification in the HXR spectrum is a consequence of the 
low flux levels combined with instability in the inverted DRM configuration. The attenuators 
substantially diminish the photon flux for lower energies. This is more apparent in the 31^  ^
Oct. 2003 event with A3 attenuator state, and least of all in the 17^  ^ Sept. 2002 event with 
AO attenuator state. Direct inversion presents unsatisfactory solutions in the HXR spec­
trum, compared with a forward fitting approach, resulting in a continued lack of smoothness 
and other un-physical ramifications. The results for direct inversion here agree with the 
literature (Craig & Brown, 1986), and must be deemed useless due to their instability in re­
covering the full photon flux spectrum. Such problems of noise in determining photons from 
the count flux spectrum can be suppressed by employing a regularized inversion technique 
which introduces physical constraints and smoothing upon the inversion solution. This ap­
proach will be taken further and used for inferring mean electron distributions from photons.
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G eneralized R egularized Inversion  
Technique
Our goal is to return high resolution photon flux spectra from count flux space, and further 
more mean electron distribution spectra from HXR spectra, in a way which is complimented 
by effective suppression of noise induced un-physical behaviour. Even the most accurate pho­
ton spectra are contaminated by noise, which becomes amplified when continuing to infer 
the electron flux spectrum. By making a prior assumption of smoothness and inverting the 
data  set spectrum with a Tikhonov regularization algorithm (Tikhonov, 1963), we can infer 
reliably such features in the source spectrum as the data allow. Every experimental problem 
described by equation 1.9 is affected by numerical pathology termed ill-conditioning, such 
tha t the unconstrained solution for the source function is contaminated with measurement 
noise amplification reflected through unphysical oscillations in the constructed source func­
tion, as seen with direct inversion. To stabilize the inversion problem, extra information is 
introduced by way of a smoothness condition on the source function.
Thompson et al. (1992) first applied regularization to high resolution solar HXR spectra 
and showed th a t regularization produced the best overall solution rather than obtaining a 
solution with a specified resolution or noise level. Johns and Lin (1992) practised regular­
ization through coarse energy binning to maintain good statistical accuracy. Regularized 
inversion of the integral equation relating photons to electrons was then employed by Piana
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et al. 1994, 2003; Piana and Brown, 1998. A regularization algorithm was later applied 
by Piana et al., 2003 with singular value decomposition (SVD). Piana et al., 2003 applied 
zero order regularized inversion and recovered real features in the mean electron distribution 
spectrum, such as local minima, for the 23^^ July 2002 RHESSI event which was not realiz­
able by Holman et al., 2003 in their limited parameter forward fitting approach.
Tikhonov regularized inversion directly solves the minimization problem relating the data 
set (count flux spectrum) to the expected photon flux model. In applying the regularization 
algorithm the linear Volterra integral from equation 1.9 can be expressed in discretized matrix 
format given in equation 1.20. Likewise, the counts to photons relation has been written in 
matrix format in equation 1.22. We can summarize these relations in a general equation for 
relating any source function g to the data function F  using a kernel function A, given by
g =  A F . (4.1)
So we can express equation 1.9 in the form
1 /"oo
{ A F ) { e) = J  F {E )a , {6 ,E )d E  (4.2)
g is an M-vector, A  is the M  x N  matrix representing the bremsstrahlung cross-section, 
F  is the A-vector representing the mean electron spectrum, F(A ), in this case. A general 
expression for A  is given as:
TiVAij =  4 .  ^j^2 Q 6((Q+i +  £i)/2, (F'j+i +  Ej)/2)0Ej ,  (4.3)
i — 1,...., A  J — 1,...., M  > A  (4.4)
Since M  > N  there is no unique solution of the linear integral system. Tikhonov regu­
larization seeks the smoothest solution using a least squares minimization algorithm relating 
the data and source spectra. Generalized regularization for all orders of regularization solves
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this problem described by
£(F ) =  II A .F — g 11^ — Minimum (4.5)
Here the double bars (||..||) denote the Euclidean norm of a vector (Bertero, De Mol and 
Pike, 1985).
Generalized regularized inversion incorporates a GSVD (Generalized Singular Value De­
composition). Physical constraints consist of properties which are to be conserved or to be 
minimized/maximized, such as ||F || =  min., at all times. Generalized regularized inversion 
will apply such physical constraints to the least squares minimization problem which solves 
for the source spectrum. Kontar et al. (2004) have shown how to recover mean source 
electron spectra F{E)  in solar flares through physical constraint regularization analysis of 
the bremsstrahlung photon spectrum I{s). Kontar et al. (2005) applied such generalized 
regularization techniques with GSVD to RHESSI data from a solar flare observed on 26^  ^
February 2002.
A pplying physical constraints to  th e M inim ization  problem  :
The physical quantity F must satisfy various physical conditions such as F  > 0 and any 
known constraints such as properties to be conserved or minimized/maximized.
The general expression, given the constraint operator, states tha t the minimization prob­
lem from equation 4.5 can be rewritten as;
£(F ) =  II A F - g | | ^  +  A| | LF| | ^  =  Minimum (4.6)
The regularization parameter A, in equation 4.6 tunes the trade-off between the fidelity 
in the data fit corresponding to jj AF — g || and the smoothness in the recovered F. To solve 
the minimization problem, as presented in equation 4.6, we effectively smooth the source 
function solution thus suppressing noise and other unphysical disturbances in the inversion.
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The source function F  which will satisfy this minimization is shown to be (Hansen, 1992)
Fa -  (A*A +  AL*L)-^Ah (4.7)
A* is the adjoint of the m atrix A, and likewise for L. The computational heaviness 
involved in the calculations of the cross-product matrices in this expression makes it difficult 
to solve. It is more effective to use the GSVD (Generalized Singular Value Decomposition) 
algorithm which is incorporated into the OSPEX software. In order to compute the solution 
of the generalized minimization problem we evaluate the GSVD of A  and L.
G S V D  m e th o d  :
Following van Loan (1976) we consider a M  x A  matrix A  and a P  x A  m atrix L 
where M  > N  > P. The diagonal elements of a diagonal square m atrix are singular values. 
In GSVD we have to evaluate the singular values of non-diagonal matrices, denoted here as 
A  and L. For each pair of real matrices (A, L) there exists a set of singular values 
satisfying the relation:
=  1 (4.8)
To determine the diagonal elements a double transformation on the matrices is required, 
denoted by singular vectors. There exists a set of singular vectors u^, Vk, Wk, where the first
two sets are orthogonal and the third one is a set of linearly independent vectors satisfying
the simultaneous equations
A  = U
^  d iag(a^), 0 ^
0  1 n - p
0 0
W - \  (4.9)
(4.10)
L =  V(diag(o-^)0)W , (4.11)
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Here the M  x M  m atrix Ü  is formed from the M  column vectors ùk, k — 1 , M,  with 
similar definitions for the P  x  P  matrix V  and the N  x N  m atrix W . The generalized 
singular values are therefore defined as the ratios (7^  = a ^ /a ^ .  We can express the solution 
of the generalized minimization problem for the source function as (Hansen, 1992; Kontar, 
et a l , 2004,2005)
fc=l h A; k /  fc=P+l
H ig h e r O rd e r R e g u la riza tio n  :
The solution for the source function F  is differentiable and can be determined for higher 
order derivatives. This is referred to as higher order regularization. The are three orders of 
regularization incorporated into the inversion software:
Zero Order Regularization ; This is employed by Piana et al. (2003), and uses the Eu­
clidean norm ||F ||, the to tal electron flux. This is met through assigning a value of L =  
1 in the minimization problem.
First Order Regularization : Consider again equation 1.17. The source function F  is 
differentiable to a first order, and is related to the injection spectrum in the thick target 
scenarios. This requirement is applied with L % D^, in the minimization problem, where
is the differentiation operator.
Second Order Regularization : The injection spectrum found through the first order 
derivative of the mean electron flux would also be differentiable and have a differentiable 
first derivative. The requirement on the minimization problem for this condition would be 
a second order derivative in the constraint operator L D^.
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Piana et al. (2003) analyzed the 23^  ^ July 2002 flare event, which was also spectrally 
analyzed by Holman et al. (2003) with a forward fitting technique. They found th a t zero 
order regularization was capable of revealing features in the mean electron distribution spec­
tra  such as a local minimum near 55 keV, significant excess over the isothermal form in the 
~30-45 keV range, increase in the mean electron spectrum over the energy interval ^55 to 
~60 keV, which was not accessible with simpler forms associated with forward fitting.
Kontar et al. (2004), found th a t applying GSVD and higher order regularization to 
reconstruct a simulated electron spectrum is more effective than using the zero order reg­
ularization algorithm, due to the added terms in the regularization solution resulting from 
higher order differentiation assuring correct behaviour of both the normalized and cumula­
tive residuals.
T he P icard  C ondition  :
Achieving the most meaningful construction of the regularized solution lies in the analysis 
of the quantities (Groetsch, 1984):
Ck {(Jkf (gük) k — 1,...., A, (4.13)
Ck are the absolute values of the coefficient of the generalized regularization solution, or 
the ’condition number’. According to the Picard Condition the singular values ak should 
decrease faster on average than  the coefficients (g, Uk). In general, for solar flare HXR spec­
tra  (typically steep) an ideal solution structure becomes established when Ck decreases faster 
with A:, so th a t smaller values of A, which preserve more fidelity in the solution, can be used.
T he R egularization  Param eter A :
The properties and limits on the constraints fundamentally determine the Lagrange mul-
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tiplier A. However, since we do not have prior information on the total flux of X-ray pro­
ducing electrons we must use knowledge of the errors in the recovered solution to choose A. 
In general the optimal A tends to zero when the noise level tends to zero. According to the 
Morozov Discrepancy Principle (Morozov, 1966) the best value of A is given by
A F a -  g |P  =  ||% ||' (4.14)
||à'g|p is equal to the mean square of the data noise (Tikhonov et al.,1995). However, 
empirical tests have shown that the parameter it provides is often too large, and the regu­
larized solution over-smoothed (Kontar et al. 2004).
Figure 4.1 presents the results of the Tikhonov Regularization and Picard Condition for 
HXR spectrum of each event. This is what we are expected to get for every regularized 
solution in the remainder of this chapter.
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Figure 4.1: Picard condition bottom row: Variation of the coefficients Cfc {Solid line), vari­
ation of the coefficients (gùk) {dotted line) and variation of the singular values i.e. c^  
without coefficients (gù^) {dashed line), as functions of vector number k from equation 4.13. 
Tikhonov discrepancy Top row for the 17^  ^ Sept.2002 {Left), 12*^  April 2002 {Center)  and 
Oct.2003 {Right) events.
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The second row of plots in figure 4.1 tells us th a t the rate of decrease in the singular 
values (x-axis) compared with the coefficients is greater for increasing singular values in 
17*^  Sept. 2002, Oct. 2003 and the 12^ ^^  April 2002 events. The discrepancy principle 
outlined in equation 4.14 can be written as a minimization problem, given by
II A F a -  g 11^ -  ||<5gl|  ^ =  Min. p(A), (4.15)
where p(A) is a function of A, the regularization parameter. W hen the discrepancy 
declines to zero the minimization is satisfied and the value of A is determined. From figure 
4.1 we see th a t the regularization param eter used for the regularization solution is around 
10“  ^ in each event. This method of evaluation of the regularization param eter will be applied 
in all regularized solutions to follow and is built into the inversion software. Kontar et al., 
(2004) also propose a procedure for evaluating the optimal A based on analysis of the residuals 
using the following expression
Tk =  ((A Fk) -  g k ) /% ’. (4.16)
Ideally the normalized residuals should be consistently smooth and unsystematic, along 
with acceptable variation within random walk limits, as discussed in forward fitting. Gen­
erally, a small set of values for the cumulative residuals indicates insufficient smoothing, 
whereas a set of values consistently exceeding the limits outlined indicates too great a reg­
ularization parameter. In all, the problem revolves around adopting a regularization pa­
rameter th a t balances the size of the residuals against the smoothness of the solution. To 
determine an acceptable regularization parameter we apply hypothesis testing. Ideally, 
the regularization parameter should satisfy
I I^ F a - s I I G i  (4.17)ll<5g|P
Figure 4.2 illustrates the smoothing effect of the regularization parameter on the HXR 
spectrum of the 17^  ^ Sept. 2002 event with IkeV binning. The regularized solution is 
smoothed towards the photon flux model from forward fitting, which is a precondition to
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the inversion. The solution is best fitted with the model, in this case, when A= 1.7. When 
A ^  0, the solution becomes less smooth and noisy i.e. from top left to bottom right in 
the figure. When A=0 the regularized solution matches the direct inversion solution and the 
second term  on the right in the minimization problem in equation 4.5 disappears, leaving 
only the left term. When A is included in the minimization the noise in the direct inversion 
solution is suppressed and the solution is smoother.
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Figure 4.2: Effect of the regularization parameter A on the regularization photon flux so­
lution, compared with the direct inversion solution for the 17^  ^ Sept. 2002 event with 1 
keV binning. Notice 1 keV binning creates greater instability and noise amplification in the 
direct inversion solution compared with a variable binning approach, used in chapter 3. The 
energy range is 50-100 keV for purposes of clearly observing the smoothing effect due to A.
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4.1 C ounts to  P hotons
We have seen in chapter 3 the derivation of the DRM in the discretized matrix expression 
(equation 1.22) of the linear integral expression which relates the count flux spectrum to the 
HXR photon flux spectrum.
It has been shown th a t inversion of equations of this type are ill-posed with notable 
instability so generalized regularization should be applied. In this case the source function 
represents the HXR photon flux spectrum and the count flux spectrum is the data function. 
We can now introduce these functions into the derived generalized regularized minimization 
problem from equation 4.6, giving
II DFtlVI I — C 11^ +  A|| L(I — Iq) 11^ =  Minimum (4.18)
where Iq is the photon flux model from the forward fit with respect to the flare event 
analysis. The D R M  corresponds to the kernel A  and is also an M  x A  matrix. To control 
the value of the regularization parameter A, which effectively controls the level of smoothness 
in the recovered solution relative to the model, a regularization tweak parameter is assigned 
as an input into the discrepancy principle in the inversion software. Due to the fact tha t 
A is dependent upon analysis of the normalized residuals relating the regularized photon 
flux solution and the photon flux model, as well as the Picard condition, we must have 
control of the discrepancy to ensure acceptable minimization of the solution and evaluation 
of the regularization parameter. We incorporate the regularization tweak into the inversion 
software via the discrepancy principle (which calculates A as a scalar giving
II D R M Ia — C jp =  reg_tweak||AC||^. (4.19)
A C  is 1(7 uncertainty on the count flux (counts sec“  ^ cm“  ^ keV“ ^).
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T h e  R eg u la rized  In v e rs io n  S oftw are  :
The inversion software created by Eduard P. Kontar (2005)^, for regularized inversion 
of count flux to photon flux spectra and count flux to mean electron flux spectra, creates 
count flux, count flux error, DRM, photon flux model, count space and photon space energy 
bin data flies for the fits, through extraction from OSPEX. The constraint functional with 
Lagrange multiplier can be used with various orders of regularization selected as an input. 
GSVD evaluates the singular values and eigenvectors comprised within the regularization 
solution structure and taken from the DRM array, through a singular value decomposition 
subroutine. The regularization parameter is then calculated and the solution found through 
application of equation 4.12. The normalized and cumulative residuals are determined along 
with the Picard condition for the absolute value of the coefficients and plotted. The results 
are amended with (reg_tweak) until satisfactory residuals, test, cumulative residuals 
and the Picard Condition is observed, depending on the choice of constraint. Regularized 
inversion error calculations will be also be examined in this chapter. Other such inputs for 
running the software include
* o rd e r  - Order of regularization (integer). Can be 0(default), 1 or 2.
* G uess - Can be 1 or 0(default). To use (=1) or not to use (—0) forward fit model in 
the constraint. We can choose to incorporate to into the regularization parameter and 
solution calculations as a starting value for the minimization of the solution i.e. noise 
suppression. The variable u  is defined as
<n —W “ ^(Fo • Guess) (4.20)
So when Cuess — 1 the modelled solution from the forward fit becomes im portant in the 
regularized solution, whereas when Cuess — 0 the model does not become applicable in 
the solution calculation. The results for the HXR spectrum by generalized regularized 
inversion of the selected events, from count flux space, are presented in figure 4.3.
^Quick start with the inversion software can be found at http://w w w .astro.gla.ac.uk/users/eduard/rhessi/inversion/
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Figure 4.3; The regularization solution for the HXR spectrum from the count flux spectrum  
for all the events analyzed.
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From the results on figure 4.3 noise has been suppressed for the 12*^  April 2002 and 17^ '^ 
Sept. 2002 events at harder X-ray energies, when compared with the direct inversion results 
from figure 3.4. The most notable improvement is seen in the 3P^ Oct. 2003 event from 10 
until 40 keV. The negativity and noise in the HXR spectrum at low energies, found with 
direct inversion, does not exist in the 3R^ Oct. 2003 event. The effect of the attenuator 
shutters is effectively solved with regularization through smoothing of the instability which 
they create in the DRM. The peak in the residuals found at ~11 keV, in both 17^  ^ Sept. 2002 
and 12^  ^ April 2002 events is an emission line which was predicted due to K-escape discussed 
in chapter 2. The error ratios for each event, comparing the results for the regularized 
solution and forward fitting, are presented in figure 4.4.
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Figure 4.4: Error ratios found through regularization and forward fitting, for comparison. 
17^  ^ Sept. 2002 Left
, 12^  ^ April 2002 Center and 3D^ Oct. 2003 Right.
The fact tha t the error ratios are so similar show that estimation of the errors in the 
regularized inversion technique is just as accurate as those calculated through forward fit­
ting. This allows for accurate and reliable comparisons to be made between the solutions 
found through each technique. We can conclude tha t the smoothed solutions from regular­
ized inversion are valid and physically real, without suppression of real features, and the 
lack of smoothness in forward fitted solutions is most certainly due to noise. The regularized 
solutions have all been successfully smoothed to the photon flux model while maintaining ac-
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ceptable statistical analysis is the normalized residuals and (~1) testing. A regularization 
order of 1 was applied for each of the results giving maximum likelihood of recovering spec­
tral features. Figure 4.5 presents the residuals for the regularized solution to be compared 
against the forward fit residuals in the HXR spectrum.
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Figure 4.5: Compare residuals for regularization with direct inversion approaches, for 17^  ^
Sept.2002 {Left), 12^  ^ April 2002 {Center) and 31®^  Oct.2003 {Right).
The smoothing effect of regularized inversion, found within each of the events, is most 
obvious through comparison of the residuals in figure 4.5. The residuals from the fit of the 
regularized solution with the forward fitted photon model is significantly less noisey in all 
events. This is particularly evident in the 17*^  Sept. 2002 and 12^  ^ April 2002 events. The 
statistical acceptability in the regularized solution and choice of regularization parameter 
is monitored through the normalized and cumulative residuals, testing, Picard condition 
and Tikhonov discrepancy, as described earlier. The solutions found with regularization are 
clearly more statistically acceptable than those found with forward fitting, while compli­
mented by noise suppression. This conclusion is drawn from the fact tha t the two methods 
present equally acceptable testing and error estimation, but with much improved normal­
ized residuals and cumulative residuals in the case of regularized inversion.
E ffect o f G uess on th e Solution  :
The input value for Guess used in the software to determine the regularized solutions was 
set to 0 for each event. This implies th a t the forward fitted photon model, for each event.
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would not be used in the constraint. Guess =  0 is preferred to Guess =  1, for determining 
regularized photons from counts when we observe the residuals for the regularized solution 
fit to the model of each event. The residuals become less unsystematic and more amplified 
by noise with Guess =  1, resulting in cumulative residuals extending beyond the random 
walk limits of 11(7. More importantly the error ratio is distorted and poorer at lower energies 
with Guess =  1. This is evident when we compare the error ratios for Guess =  1 in figure 
4.6 {Left) and Guess =  0 in figure 4.4 for the 17^  ^ Sept. 2002 event, and also the error ratio 
for Guess =  1 on figure 4.6 {Right) and Guess =  0 on figure 4.4 for the Oct. 2003 event.
Error Ratios -  Guess = 1 - 1 7 ' "  Sept.2002 Error Rotios -  Guess = 1 -  31" Oct. 20031000
gu\
Reg. Inversion Forward Fit
1000
a
2u\
Reg. Inversion Forword Fit
Energy, keV Energy, keV
Figure 4.6: The effect of selecting ’Guess =  1’ in the inversion parameters results in increased 
errors of the regularized solution, compared with ’Guess =  0’ for 17*^  Sept.2002 {Left) and 
31"  ^ Oct. 2003 {Right).
The effect of Guess in the counts to regularized photons procedure presented in the 
previous figure is also evident in the 12^  ^ April 2002 event, which is not presented.
4.2 Error C alculations in R egularized Inversion
The discretized linear inverse problem we want to solve can be rewritten to include the error 
in the data function
§  —  t r u e  T  h . (4.21)
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Here, h is the error in the data function of g.
The solution of the general regularized source function through GSVD, given in equation 
4.12, can be expressed in simpler terms as
. g. (4.22)
is a regularization matrix operator representing the linear set of equations character­
ized by the components of the solution equation 4.12. Therefore exists for all methods 
of regnlarization. Clearly then, we can assnme th a t R “  ^ % A “ .^ The error in the regularized 
solution is therefore the difference between the regularized solution of the source function 
and the true solution of the source function. By substituting equation 4.21 into equation 
4.22 and subtracting the term  Ftrue from both sides of the new version of equation 4.22 we 
get the error calculation for the regularized solution of the source function
A F = E r e g  ~  Ë t r u e  "  R   ^{ ^ F t r u e  +  h) — F t r u e  (4.23)
= ^A F  =  ( R - ^ A  -  l ) F t r u e  +  R~^h  (4.24)
To determine the regularization errors the inversion software is adapted to include the 
left and right components of the above equation. The left term  from equation 4.24 tells us 
about the energy resolution in the regularized solution. Consider th a t G  =  R “ ^A is not 
equal to 1, but has some non-diagonal elements i.e. a point spread function. The energy 
bin resolution is therefore probabilistic, much the same as the photon energy resolution with 
the DRM, and can be represented as a Gaussian distribution with FWHM (Full-Width- 
Half-Maximum) . The FWHM will be presented on the mean electron distribution plots, as 
horizontal error bars, for each event.
The last term  describes the noise propagation across the energy range of the source 
function (vertical errors in solution). This can be seen as a classical approach to error 
analysis again with a Poisson error distribution. The problem presented in equation 4.22 is 
very similar to the problem of calculating photon flux errors by direct inversion. However,
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instead of a DRM m atrix we have a regularization operator The expression for
calculating photon errors from count errors using discretized matrices with the inverted 
DRM could be written as
\
N
y ] [ D R M ÿ .A 5 ( % ) ] “ (4.25)
.7-1
Since ~  DRM ~^ we can now write an equivalent error expression for the errors in 
the regularized solution of the source function (new method) i.e. which should be applicable 
to both HXR photon flux spectra and mean electron distribution spectra
\
N
Y ] [ R ÿ .A g ( 6 j ) ] '  (4.26)
7=1
The original software determined vertical errors in terms of confidence intervals (old 
method). A confidence interval is an interval between two numbers (upper and lower limits 
of vertical error bars) with an associated probability. The probability functions in this 
case are with respect the energy intervals of the regularization operator m atrix with M- 
dimensions. The vertical extent of the errors were deduced from repeated inversions using 
uniform random realizations of the data set, with the uncertainties in the photon spectrum 
deduced from the Poisson uncertainties in the instrument count rates in each 1 keV energy 
channel (Piana et al., 2003). The original inversion software determines the confidence 
interval within 1er uncertainty on the probability functions, using the data function errors. 
Through calculating numerous regularized solutions within this 1 sigma confidence strip i.e. 
adjusting the data function in the range of its errors, we can estimate the upper and lower 
limits to the regularized solution. All possible solutions within the data function errors, 
contribute towards the regularized solution confidence interval.
The regularized inversion and forward fit error ratios are presented in fignre 4.7 for the 
17^  ^ Sept. 2002 event only, for comparison between old and new methods of vertical error 
evaluation.
Figure 4.7 tells us tha t the classical Poisson method is a better way of determining the 
errors in the regularized solution. The regularized error ratio of the {Left) plot is consistently
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E rro r R atios -  OLD -  I? '"  S e p t.2 0 02 E rror R atios -  NEW -  17*" S ep t.2002000'p 1000
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Figure 4.7: Error ratios through forward fitting, direct and regularized inversion, when using 
the software error analysis method (Left) compared with the Poisson errors (Right). This 
trend is also applicable to the other events.
reduced compared with the forward fit result up until 40 keV. Ideally, the error ratios should 
match, or at least improve upon forward fit errors, as is the case with a Poisson error analysis 
(Right). Adapting the software to include a calculation of the errors in the regularized 
solution is done through inputting the errors in the count data into the regularization solution 
calculation procedure, as opposed to the count data  itself.
4.3 C ounts to  P hotons : Effect of Preconditioning on  
the Solution
For regularization, the data on the measured count rate is required to solve for the photon 
flux spectrum, with minimization towards a photon flux model, taken from forward fitting. 
Information is drawn from OSPEX by the inversion procedure on the count flux spectrum 
and errors along with the photon flux model. W ith the regularization procedure the actual 
photon flux model is called as a precondition to the inversion. However, we can assign a 
photon flux model such as a power spectrum with the spectral index as precondition. There 
is a distinct effect on the regularized solution for certain precondition values resulting in a 
distortion in the solution at higher photon energies. Figure 4.8 presents the results for the 
regularized HXR spectrum for different values of the precondition in the model of the 12^  ^
April 2002 event.
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Figure 4.8: Changing regularization solution due to the input photon model index precondi­
tion. The input photon model rotates clockwise from the top left plot down to the bottom  
right plot, with increasing preconditioning value. The actual photon model of the fit for the 
event is over-plotted for comparison.
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Figure 4.8 shows a problem when determining the regularized solution for preconditioning 
values which do not match the spectral index of the actual model. For example precondi­
tion 2, results in a regularized solution which attem pts to satisfy minimization in favour of 
the input photon model while compensating for what the DRM, along with the count flux 
spectrum, considers to be the true photon model. As a result the solution found with the 
input photon model becomes significantly degraded at harder energies, for low precondition 
values, compared with the solution found using the actual photon model from the forward fit. 
Ideally both solutions should follow each other, independent of the input model. The degree 
by which the regularized photon flux solution is distorted from the true photon flux model 
(forward fit) is controlled through determination of the energy range of the observation with 
respect to the fitted energy range. In other words, controlling the size of truncated region 
elements in the prescribed DRM array is important. The effect of the truncated region el­
ements results in the problem outlined in figure 4.8. Figure 4.9 presents the regularization 
solution, for the same 12^  ^ April 2002 event, with an input of a square (truncated) DRM, 
non-square (full) DRM and photon flux models with precondition 2.
R#g. Photon Flux: PRE(2): Function: 12" April 2002 1000.00 i
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10 100
Reg. Photon Flux: PRE(2): Function: 12" April 2002mm 1000.00 g--------------------------------------------
100.00
10.00
1.00
0.10
0.01
NON-SOR DRM: c h i2 -1 .0 1 5 ;  ragjtw tok -  5 .9
SOR DRM: c h i2 = 0 .9 9 7 ;  re g _ tw e o k  =  6.0!)
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Figure 4.9: Regularized photon flux for IkeV binning in the 12^  ^ April 2002 event. Left plot 
shows the solutions with an input DRM array with a large number of M dimensions with 
respect to the N dimensions. Right plot shows the same solutions with input DRM array 
with the number of M elements closer to tha t of N, i.e. reducing the size of truncation region 
elements which contain the response to photon energies outside of the fitted energy range of 
the photon flux model.
Figure 4.9 {Left) presents the full DRM effect on the regularized solution with pre(2) 
(black) which is equivalent to the top right plot in figure 4.8. The red line show the regularized
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solution with the same precondition but for a square DRM, with no influence of the truncated 
region elements. Figure 4.9 (Right) presents the same scenario again, however the black 
line (full DRM) solution matches the red (square DRM) solution and the problem is fixed. 
The reason for this is due to reducing the size of the DRM array energy interval elements 
bringing it closer to the number of energy intervals in the fitted region. This results in 
a smaller contribution from the truncated region elements of the DRM in the convolution 
which minimizes the regularized solution. Likewise, for 17^  ^ Sept. 2002 flare event, the effect 
of the truncated region elements contained in the DRM, on the regularized solution is equally 
apparent. The 17*^  Sept. 2002 precondition result is presented in figure 4.10.
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Figure 4.10; The regularization solution, for IkeV binning in the 17*^  Sept.2002 event, of 
the HXR spectrum is notably different when we apply square and non-square DRM arrays.
To validate this result we can confidently test whether or not the size of values in the 
truncated region elements of the DRM array have any real influence on the convolution 
of the regularized solution. Consider the observation with energy range 10-300 keV. The 
DRM (83,175) means tha t there are 83 count energy distributions in the DRM array and 
175 photon energy distributions. As discussed before, these distributions represent counts 
per photon conversion probabilities for each photon energy in the energy range 10-300 keV, 
with selectable energy bin size. Hence, the 83 count energy bins represent the fit energy 
range and the distributions from 83 to 175 are truncation region elements of the DRM array 
i.e. outside of the fit range. Consider the 17^  ^ Sept. 2002 event, and allocate zero for all 
truncated region elements, hence leaving only square DRM elements. This newly formed full
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DRM array can be input into the procedure to determine the regularized solution. W ith a 
full DRM array we get distortion in the regularized solution as seen in the previous figures. 
Now by setting zero in the truncation region elements we can confirm whether or not the 
size of the truncation region elements had created this distortion. The results are shown in 
figure 4.11.
Zero in DRM Off-Dlogcnols: 17*Sept,2002
u 1000.00 PRE(5): Non-Squore DRM 
PRE(5): Squore DRM
100.00
s  0.10
DRM dimensions = (83 , 175)
Energy, keV
Figure 4.11: The regularized solutions for 17*^  Sept. 2002 event (IkeV energy binning) are 
identical for both square and full DRM’s with photon flux model precondition index of 5.
In conclusion, we can confidently state th a t the problem regarding distortion of the 
regularized photon flux spectrum at certain preconditions is due to the presence of truncated 
region elements of the DRM array. The effect of this distortion is significantly reduced, for 
any power spectrum, when the sizes of the truncated region elements are reduced to a 
minimum, or when the energy range of the observation is approximately tha t of the fitted 
energy range, thus reducing the number of truncation region elements.
4.4 P hotons to  E lectrons
The Volterra type equation representing the linear integral problem relating the HXR photon 
flux spectrum 1(e) to the density and volume weighted mean electron distribution spectrum 
F(E),  was derived through thin target X-ray emission in chapter 2 and presented in equa­
tion 1.9. The integral can be solved using discretized matrices with the bremsstrahlung 
cross-section as was done with count to photon calculations using the DRM matrix. The
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matrix representation for electrons to photons was also given in chapter 2, equation 1.21. 
The derivation of the kernel function Qb(Sy E)  which is the bremsstrahlung cross-section dif­
ferential in photon energy, represents an ill-posed direct inversion problem, as before. We 
can rewrite equation 1.21 in discretized matrix form, using a regularization approach
I -  S F . (4.27)
S =  Q i){£,E). In this case the source function represents the mean electron distribution 
spectrum and the HXR spectrum, derived from the measured count flux spectrum is now 
treated as the data function. We introduce these functions into the derived generalized 
regularized minimization problem, as done previously for the regularization of photons from 
counts. Through adaptation of the inversion software relating counts to electrons (discussed 
later in this chapter), I created an inversion procedure which solves for electrons with the use 
of the evaluated photon flux as an input. The adaptation of the inversion software to relate 
photons to electrons allows us to insert photon flux data for each of the events here, in order 
to determine the mean electron distribution through regularization. The quality and fidelity 
of the mean electron distribution spectra will tell us whether or not regularization is an 
improvement on forward fitting in determining the true spectrum. The corrected calculation 
of the error in the regularized solution will also be incorporated into the procedure. The 
new minimization problem for calculating electrons from photons is given as
II SF -  I ||^  +  All L ( F - F o )  IP =  Minimum. (4.28)
F q is the mean electron flux model derived through forward fitting. Similarly, the code 
finds the regularization parameter using the discrepancy principle, now defined as
II S F \ —  III =  reg_tweak||Al||. (4.29)
where A I =  l a  uncertainty on the photon flux. Note tha t this includes a systematic un­
certainty for the 17^  ^ Sept. 2002 and 31^  ^ Oct. 2003 events, which was added in quadrature 
in the error calculations of the photon flux in the OSPEX software. This systematic uncer­
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tainty increases the overall uncertainty in the photon energy bins, and hence will induce a 
certain amount of additional smoothing upon the regularized solution of the mean electron 
distributions, for the events stated. The results for the regularized mean electron distribu­
tion spectra, for each event under analysis, smoothed to no low energy cutoff electron flux 
models, are presented on figure 4.12. The results for the regularized mean electron distribu­
tion spectra, for each event, smoothed to an electron flux model with a low energy cutoff, 
are presented in figure 4.13. Figure 4.13 presents the regularized solutions for the mean 
electron flux distribution for the events which featured a low energy cutoff in the electron 
model from the forward fit. Instantly we observe features in the distribution which appear to 
be real after careful analysis of the errors and residuals. The flux for non-thermal electrons 
appears to peak at a higher value, at the low energy cutoff, in both 17/09/02 and 31/10/03 
events, compared with the electron model from forward fitting. The electron flux then de­
clines over a short energy range between 20-25 keV for both 17/09/02 and 31/10/03. This 
feature distributes Poisson errors which lie outside of the model solution, hence potentially 
real. There also appears be a dip feature in the 31/10/03 event between 26-29 keV. There 
may also be a possible feature in the spectra between 35-40 keV for 17/09/02, however it 
may also be unphysical due to the errors. Such bumps and dip features are evident when 
the solution is regularized to a no low energy cutoff model, as presented in figure 4.12. The 
possible feature between 35-40 keV for 17/09/02 is more clearly evident in this case. This 
may mean the fits to the photon model from the count flux spectrum are better with the 
no low energy cutoff scenario and we observe reduced noise in the errors about this energy, 
thus revealing more detail in this bump feature. The measured values for all regularized 
inversions is ~1 in all solutions presented, allowing comparisons to be made between the 
no and low energy cutoff scenarios. Clearly, the low energy cutoff feature in the regularized 
solution in the no low energy cutoff scenario for the 17/09/02 event is distinct and evident 
at about the same energy range as was found in the low energy cutoff model. This point 
proves th a t the regularized solution is model independent all the while revealing im portant 
features in the source function, which forward fitting failed to show.
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Figure 4.12; Regularized mean electron distributions from regularized photons, smoothed to 
a no low energy cutoff mean electron flux model for 17^  ^ Sept.2002 {top), 12^  ^ April 2002 
{Middle) and 31^  ^ Oct.2003 {bottom) events.
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Figure 4.13: Regularized mean electron distributions from regularized photons, smoothed to 
a mean electron flux model with low energy cutoff feauture for 17*^  Sept.2002 {top) and 31^ 
Oct.2003 {bottom).
The low energy cutoff feature is less evident in the no low energy cutoff scenario for the 
31/09/02 event, possibly signifying tha t a no low energy cutoff in the electron distribution is 
present for this event. The decline in the number of thermal electrons, until the low energy 
cutoff is not as great as was predicted by forward fitting for 31/10/03 when we look at figure 
4.13. The minimum flux at the low energy cut-off, at %18keV is %20 electrons sec“  ^ keV“  ^
cm“ ,^ whereas regularization predicts a higher flux of %300 at this energy. This is also the 
case when we look at the no low energy cutoff scenario which does not predict any significant 
low energy cutoff in the solution. The results for 31/10/03 in figure 4.12 also show a steep
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decline in the electron flux (thermal electrons) until keV. This steep decline is also
evident in the no low energy cutoff scenario. Its existence in both scenarios may lead us to 
conclude th a t this feature is real. The results for 12/04/02 show th a t there is no low energy 
cutoff present at all due to a large therm al electron population th a t must be present in the 
flare. This is possible since the electron flux at % 10 keV in the 12^ '^ April 2002 event is 
almost 2 orders of magnitude greater than  the flux at %10 keV in the other two events. The 
size of the electron flux for low energy electrons in the solution reveals tha t it is potentially 
greater than  what was revealed by forward fitting, since the slope of the solution from 10-25 
keV is raised slightly above th a t of the model. It is not certain whether or not this result is 
real or the slightly reduced flux iu the model is due to thin shutter attenuators in position. 
However, the regularized solution does recover a possible feature from 40-50 keV with slight 
bumps and dips, revealed with the reduced errors. There may also be evidence here of a high 
energy cutoff within the energy range of 120-200 keV. In this regularization I used zero order 
in the constraint. To recover a higher degree of accuracy in the regularization solution I 
should also consider first order and possibly second order regularization to fully analyze this 
high energy cutoff feature. Second order regularization (Kontar et ah,2004) was found to be 
better at preserving information on these global properties of the solution rather than small 
scale properties such as bumps and dips. The results for first and second order regularization 
on 12/04/02 are presented in figure 4.14.
In figure 4.14 (Left) we can see th a t when using first order regularization this high energy 
cutoff becomes more distinct. The plot on the Left shows tha t the high energy cutoff feature 
and the bump feature from 30-40 keV become more prominent with increasing the order 
of regularization from 0-2. The errors on the second order regularization solution can be 
compared with the electron flux model solution and confirm tha t such features may be real. 
The statistical analysis for such fits with the mean electron flux model is satisfactory with
^ 1  and, acceptable normalized and cumulative residual analysis within the limits of the 
uncertainties for all regularized solutions presented in the figures of this section. W ith a 
simpler and new approach, through inferring the mean electron flux directly from count 
flux data, I will establish equally acceptable fits to the electron models with testing
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Figure 4.14: Regularized electrons with order 1 for 12^  ^ April 2002 event Comparing 
all orders of regularization for the mean electron distribution from photons, with low energy 
cutoff, for the 12*^  April 2002 event Right.
and residual analysis, in order to conclude on these features found in the mean electron 
distribution solutions from the HXR spectra.
4.5 C ounts to  E lectrons
We now present a new and faster approach to inferring mean electron distribution spectra. To 
date, the linear integral relates the photon flux spectra to mean electron distribution spectra, 
using the bremsstrahlung cross section, through (Brown 1971) thin target considerations of 
the density weighted source volume of the flare. It appears that accurate construction of the 
HXR photon flux spectrum is a prerequisite when one wants to construct faithfully the mean 
electron flux spectrum. As we have seen, measurement of such HXR photon flux incident 
on satellite detectors presents a further Volterra type integral equation relation through the 
detectors response matrix. Thus, solving for electrons has required a double analysis of such 
linear integral equations which in itself synergistically effects noise amplification through the 
inversions. It is also important to note that a double regularization from counts to photons 
then photons to electrons may present an overly smoothed mean electron distribution with 
statistically acceptable fits to the model, thus hiding real features.
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Ideally, a one step regularized inversion rather than a two steps would present a more 
attractive and more efficient procedure with possible benefits encapsulating non-distinct 
features of the regularized mean electron distribution spectrum, with a single regularization. 
Derivation of a one step procedure relating directly between the count flux spectrum and 
mean electron distribution spectrum is relatively simple and sidesteps analysis of the HXR 
spectrum. Comparison between all methods discussed so far, in constructing mean electron 
distribution spectra, will fundamentally allow us to determine the best approach to this 
inversion problem, and help us understand electron propagation in much more detail. The 
photon flux spectrum at Earth is given in m atrix form as shown in equation 4.27. The 
corresponding count flux spectrum in the X-ray detectors has also been given in matrix form 
in equation 1.22. As a result we are presented with two matrix equations for the photon flux 
spectrum I(e:), which can be equated giving
(D R M )-^C  -  SF (4.30)
Multiplying through both sides by D R M  gives:
C =  D R M S F  C =  B F . (4.31)
D R M S  can be written as a single function denoted here as B. Hence, we get a matrix 
directly relating the count flux spectrum to the mean electron distribution spectrum pro­
vided we know both the D R M  and the bremsstrahlung cross-section S. This is a Volterra 
type equation, hence ill-conditioned, and regularization should be applied in order to solve 
for the mean electron distribution spectrum. Both photon to electron and count to electron 
inversions extract the electron flux model F q from OSPEX due to forward fitting, as well as 
the detector response matrix and the bremsstrahlung cross section (Haug, 1997) for calcu­
lating B. Ultimately, the code then finds the solution for the new minimization problem as 
before, given by
1 | B - F - C | | 2  +  A | | L - ( F  -  F o ) | l ^ -  Minimum. (4.32)
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The code finds the regularization parameter again using the discrepancy principle. The 
results for the regularized solution of the mean electron distribution spectrum due only to 
regularized inversion with the measured count flux spectrum for each event, regularized with 
a no low energy cutoff electron model, can be viewed in figure 4.15. A low energy cutoff 
model scenario in the electron distributions from counts can be viewed in figure 4.16. Figure 
4.16 presents the regularized electron distributions from counts with a low energy cutoff elec­
tron model in the 17/09/02 and 31/10/03 events. From first impressions it is clear th a t both 
solutions have very acceptable fits to the model in the normalized residuals and reduced 
values. For 17/09/02 the regularized solution is clearly an improvement upon the solution 
found with photons to electrons. The features within the energy range from 25-40 keV are 
indeed much more evident than  was found with photons to electrons for a low energy cutoff 
scenario. In fact, these features correspond with those found in the photons to electrons no 
low energy cutoff scenario, from figure 4.12. Likewise the solution for counts to electrons 
in the no low energy cutoff scenario in figure 4.15 shows a much more definite low energy 
cutoff feature than the photon to electrons solution, with highly comparable fits to the no 
low energy cutoff electron model.
In general, the counts to electrons approach appears to display features in the solution 
spectrum in more detail with reduced errors and improved energy resolution, compared with 
photons to electrons in both no and low energy cutoff scenarios, for 17/09/02 and 12/04/02 
but not for 31/10/03. It must be emphasized tha t the solutions in photons to electron 
regularized inversions are, in a sense, double regularization with twice the smoothing effect 
on the solutions than those found through counts to electrons. In th a t case we cannot 
compare the tests on the solutions with the models by these approaches.
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Figure 4.15: Regularized mean electron distributions from count flux spectra, with no low 
energy cutoff in the electron model, for 17^  ^ Sept.2002 (Top), 12^  ^ April 2002 (Middle) and 
Oct.2003 (Bottom).
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Figure 4.16: Regularized mean electron distributions from count flux spectra, with low energy 
cutoff in the electron model, for 17^  ^ Sept.2002 {Top) and Oct.2003 {Bottom).
Nevertheless, I will explain how it is possible to justify a comparison between the methods 
for regularizing mean electron distributions and draw conclusions on certain features in the 
selected events. The test indirectly indicates the degree of smoothing in the solution as it 
naturally increases with reg.tw eak. In other words, the photons to electrons solution may 
be just as accurate as counts to electrons here, only it has been over smoothed, resulting in a 
larger value. In theory then, a lower term  in the photons to electrons solutions would 
allow for a more ideal comparison with respect to the for the counts to electrons solutions. 
The problem is how to adapt the inversion software to reliably compare for these methods 
and furthermore faithfully draw conclusions on the results. To solve this problem the errors
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in the counts, for counts to electrons, were increased by the equivalent systematic uncer­
tainty as was done for photons (from counts) in photons to electrons. This compensates, in 
terms of in counts to electrons, for the smoothing effect on the electron solution by the 
photons to electrons algorithm. This uncertainty was taken from the fits used to determine 
the true photon flux within OSPEX software, for each event. In turn, the value of in the 
regularized solution for counts to electrons is systematically lower for each solution. This 
has the same effect as decreasing the term  in photons to electrons for better comparisons, 
discussed previously. Hence, when in counts to electrons solutions is equivalent to of 
the photons to electrons solutions, the comparison is much fairer. Otherwise, the solutions 
for counts to electrons appears under-regularized and the bumps and dips in the solutions 
are more greatly emphasized.
Consider the 31/10/03 event with counts to electrons in figure 4.16 and 4.15. Very large 
errors occur, both vertical and horizontal, around the low energy cutoff with solutions very 
much smoothed to the model, in both figures, rendering them almost entirely featureless. 
However, the residuals appear to be acceptable and ^ 1  indicating a good fit to the model. 
One possibility is th a t the large errors could be due to the inaccuracies of the DRM due to 
thick shutter attenuators creating much instability at low count energies, which was oth­
erwise corrected with counts to  photons inversions and so not evident in the photons to 
mean electrons solutions. This error amplification may have resulted from the product of 
the bremsstrahlung cross-section and unstable A3 state DRM matrices. In conclusion, the 
photons to electrons method has proved more effective in constructing mean electron distri­
bution spectra in this event with more detail particularly in the low energy cutoff scenario 
presented in figure 4.13.
Finally, consider the 12/04/02 event for counts to electrons from figure 4.15 and as before 
compare with the solution found with photons to electrons in figure 4.12. Again, acceptable 
fits (x^ almost exactly 1.00) to the models, with normalized residuals, Picard condition and 
discrepancy principle have prevailed in both approaches making their solutions highly com­
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parable. Let us also consider figure 4.14 which displays the photon to electron solution for 
higher orders of regularization. In all, it is clear th a t the features present in the solution 
spectrum in the energy range 30-40 keV are physical and more distinct with a counts to 
electrons approach. The solution in figure 4.15 also reveals possibly a new dip and bump 
feature in the 55-75 keV energy range, which was otherwise not revealed in the photons 
to electrons solution which is generally over-smoothed due to the double regularization, as 
was the case with 17/09/02 event. The question regarding the possible high energy cutoff 
feature between 100-200 keV is not evident in the counts to electrons approach for any order 
of regularization, and it is most likely unphysical. Its presence in the photons to electrons 
solutions may be explained as a result of insufficient background subtraction from the count 
flux data at the fit energy range boundary (~100 keV) for this event.
Yet, the minor bumps and dips in the solution spectra found by the counts to electrons 
approach, for 17/09/02 and 12/04/02, in the energy range 30-50 keV, cannot be deemed 
as physically real until we consider the possibility of contamination in the source spectrum 
which may have brought about these instabilities, otherwise termed as the albedo effect.
T h e  A lb ed o  effect :
As summarized by Alexander & Brown (2002), deka-keV photons emitted downwards in 
the optically thin solar atmosphere undergo Compton backscatter in the low atmosphere and 
add to the to tal observed photon fluxes. Photons of energy ~100 keV penetrate the dense 
photospheric layers so deeply th a t they are lost to the observer, while below ~10 keV they are 
photoelectrically absorbed by their first scattering. Hence, spectral reflectivity has a broad 
bump in the range 10-100 keV with a maximum around 30-40 keV (Kontar et al., 2006). 
Backscattered photons make a significant contribution to the observed HXR spectral fluxes 
over the RHESSI energy range, and likewise, greatly effect the mean electron distribution 
spectrum. This downward backscatter of the primary emission can be significant in distorting 
or hiding the true features of the primary source spectrum. This is particularly relevant to 
the 17/09/02 and 12/04/02 events where there are bumps and dips in the mean electron
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spectrum by counts to electrons lie in this critical energy range i.e. 30-40 keV. Kontar et al. 
(2006) for the first time use a Green’s function approach to the backscatter deconvolution 
problem, constructing a Greens M atrix to include photoelectric absorption. To apply the 
albedo correction to this analysis we re-configure the DRM array using Green functions 
which can be enabled within the OSPEX software (optional before forward fitting of the fit 
functions). Kontar et al. (2006) showed th a t a clear low energy cutoff required to fit a photon 
flux model without albedo correction (forward fitting), essentially disappears, when the fit is 
to an albedo corrected photon flux model. The position of the flare, and its Heliocentric angle 
relative to the detectors from the solar surface, is im portant in this functional transform. 
Due to the significant low energy cutoff present in the solution for 17/09/02, and the dips 
and bumps featured at ~30 keV in this event, and at ~40 keV in 12/04/02, it is necessary 
to consider albedo contamination of the source function as a explanation for their existence. 
In figure 4.17 I present the albedo corrected regularized solutions of the mean electron 
distributions, minimized to a low energy cutoff electron model in 17/09/02 (top) and no low 
energy cutoff electron model in 12/04/02 {bottom). They are over-plotted onto the solutions 
found previously, which are without albedo correction, for comparative purposes. Clearly, 
the there is significant flattening of the low energy cutoff dip in the regularized solution for 
17/09/02 with the albedo correction (black line) when comparing with no albedo correction 
(red line). This flattening is apparent in the forward fitted electron model also, when the 
correction is applied (yellow line). Considering 12/04/02, we see tha t the solution with 
albedo correction and no albedo correction is the same at thermal electron energies (<20 
keV) as would be expected. However, there is a significant dip in the regularized solutions 
with albedo correction compared with no albedo correction for >20 keV until % 140 keV, 
when the solutions meet again. The bumps and dips at ~40 keV also appear to have been 
smoothed to a certain extent as a result of the albedo correction on the regularized solution. 
This smoothing of the minor bumps in the 17/09/02 event at ^30  keV also occurs with 
albedo correction. Hence, contamination due to the albedo effect is potentially real in this 
regard, and such minor bumps and dips are physically impossible and represent instability 
in solution of these events.
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C hapter 5
C onclusions
In this thesis I examined three HXR solar flare events observed by RHESSI, which occurred 
on 17*^  Sept. 2002, 12*^  April 2002 and 31^ * Oct. 2003, respectively. Through such hard 
X-ray detection and spectrometry of flares we can interpret accelerated electron dynamics 
in the entire source source volume of the flare. The RHESSI detectors receive incoming 
photons from flares which are measured/recorded in count rate spectra. There are a num­
ber of methods which have been incorporated in this thesis for determining true photon 
flux spectra from counts, namely forward fitting, direct inversion and regularized inversion. 
Furthermore, we discussed how the cross-section for the interaction between the electron 
and proton (bremsstrahlung cross-section) allows us to relate the HXR photon flux to the 
electron flux using a linear integral relations (Brown, 1971), with respect to thin and thick 
target scenarios. It has been established th a t there are two steps to the problem of inferring 
electron distributions in the flares source volume, i.e. a counts to photons procedure followed 
by photons to mean electrons.
To determine the mean electron spectrum denoted as {F{E)) for the selected events, we 
applied the forward fitting technique firstly, and then considered inversion approaches of 
the linear integrals. Through the forward fitting technique I used parametric electron flux 
models, provided by OSPEX, in each event with careful energy binning selection and back­
ground removal. The flares selected had characteristic attenuator states present during their
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impulsive phase with unique DRM ’s. W ith a parametric form of F{E)  the corresponding 
form of the HXR photon model is produced using the bremsstrahlung cross-section. Finally, 
through parameter adjustment and re-fitting the best form of F{E)  is assumed (composed of 
adjustable therm al and thin-target bremsstrahlung components) with statistically acceptable 
fits, via (~1) testing with normalized and cumulative residuals (within 2a random walks 
in their noise distribution), of the model to the count flux data. The repercussion of this is 
unreliability in the returned photon flux spectra due to approximations as a result of using 
the conversion factors, for each event. The conversion factor for determining photons from 
counts in the photon energy range is fundamentally an approximation of the semi-calibrated 
DRM and is found to be severely reduced in the presence of thin, and moreso thick shutter, 
attenuators (see figure 2.6). Forward fitting presents a model dependent photon flux spec­
trum  as opposed to a true interpretation of the photons. Despite this, the corresponding best 
fit electron distribution can still recover certain characteristic features such as the low energy 
cutoff. Yet, it has been shown th a t equally acceptable fits can be achieved with exclusion 
of the low energy cutoff, as was found for the 17^  ^ Sept. 2002 and 31®^  Oct. 2003 events 
(see fig. 2.14). This result made it challenging to distinguish which fit for the mean electron 
flux distribution is correct. The acceptability in the fits was also aided by the fact tha t 
the forward fit functions were limited to 9 free parameters. Such limitations due to forward 
fitting makes it virtually impossible to recover detail in the mean electron flux models. Next 
we considered direct inversion of the integral relation for count to photon conversions. Direct 
inversion in principle presents model independent calculations, rather than approximations 
of the HXR spectra from the count flux spectrum, which is a more ideal and logical approach 
to solving this problem.
Direct inversion proved to be ill-conditioned and highly problematic in recovering HXR 
spectra. The notable instability due to the non-diagonal DRM presents great error (noise) 
amplification and instability in the inverted truncated DRM, especially in 3H^ Oct. 2003 
flare with its thick shutter attenuator state. As well as this, truncation of the full DRM 
making it a square matrix, severely limits our analysis at the edges of photon energy inter-
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vais. Our ability to correctly interpret the spectra is also greatly hindered with negativity 
(noise) in the photon flux at low photon energies in a thick shutter attenuator state. This 
negativity was evident also at very hard X-ray energies in 12/04/02. Hence, negativity in 
the HXR spectrum found by direct inversions appears to coincide with the presence of any 
attenuation. The attenuators substantially diminish the photon flux for lower energies so 
the HXR spectrum, especially in the 31^ * Oct. 2003 event, is not well established at these 
energies (see fig. 3.3. The results for direct inversion agree with the literature (Craig & 
Brown, 1986) and are unacceptable when wanting to infer photons from counts. Such prob­
lems which create a lack of smoothness and reliability in the HXR spectrum have, to a large 
degree, been overcome with a regularized inversion approach.
To solve ill-posed inverse problems numerically one must introduce some additional in­
formation about the minimization solution, relating the discretized source function to the 
data  function, such as an assumption on the smoothness. This is the method of regularized 
inversion. Generalized regularization has proved most effective in obtaining this information 
on both electron dynamics in the duration of the flare and analysis of hard X-ray spectra 
(Kontar et al., 2004,2005). By making a prior assumption of smoothness, to stabilize the 
solution, inversion of the data set spectrum with a generalized regularization algorithm, 
proposed by E.P.Kontar et al., 2004, which incorporates the Haug (1997) bremsstrahlung 
cross-section through generalized singular value decomposition of the kernel function. The 
decomposition creates singular vectors and eigenvalues, allowing us to form a generalized 
solution to the source functions. This technique can be used to infer more real features 
in the source spectra i.e. photon and mean electron flux spectra. This procedure assumes 
preconditions along with a photon flux model assumed by forward fitting, for each event. 
The negativity in the solution for photons found with direct inversion, along with noise am­
plification do not feature with generalized regularized inversion as seen in chapter 4. Instead 
with first order regularized, for identifying distinct local features in the spectra, we recovered 
a very smooth solution with very acceptable fits (%^  in all events) to the photon flux 
model and reduced normalized and cumulative residuals, but with significantly more detail
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in the solutions, compared with forward fitting results (see fig. 4.5). The accuracy in the 
regularized solution through analysis of error ratios matched those found with forward fitting 
justifying such a comparison to be made. In conclusion, the regularized solution presents the 
truest interpretation of the HXR spectrum. Calculation of the regularized errors through 
relating the discretized regularized solution and errors in the data  function with a regular­
ized operator ss A “  ^ , has presented reduced errors and proved more effective than 
confidence interval estimation in the recovery of both photon and electron errors (see fig.4.7. 
Next, we considered the regularized photon solution structure without prior assumption of 
the photon model precondition. Convolution in the regularized solution when the spectral 
index of the power spectrum, representing the photon model for the minimization, does not 
match th a t of the true photon model, is evident through distortion in the solution away 
from the model at harder photon energies (see fig. 4.8). As we saw, the regularized solution 
function became increasingly distorted from the true solution, found with the true photon 
model. However, this problem becomes solvable when configuration of the DRM is controlled 
such th a t the truncation region elements of the array are reduced significantly. This is done 
through careful selection of the energy range of the observation with respect to the energy 
range of the fit. Following a very acceptable evaluation of the HXR spectrum we proceeded 
to recover the mean electron distribution from photons. The algorithm for solving photons 
from electrons required adaptation of the counts to electrons inversion software by replacing 
the counts and, errors in the counts, with photons and, errors in the photons. The solution 
for the mean electrons with the new approach to error analysis presented highly featured 
solutions in all events for both no and low energy cutoff scenarios. However, the problem of 
constructing mean electron distributions is greatly simplified with the introduction of a new 
approach, without losing any fidelity in the regularized solution. This approach combines 
both steps, from counts to photons then photons to electrons, into one step from counts to 
electrons through multiplication of the DRM array and bremsstrahlung cross section which 
presents a new kernel function in the single regularized inversion procedure. Hence, mean 
electrons can be successfully and accurately inferred without evaluation of the photon flux 
spectrum. As discussed this approach is more efficient, more attractive, and statistically
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more desirable for recovering detail in the regularized solution.
Application of the inversion to both scenarios (mean electrons from photons and mean 
electrons from counts) not only provided a strong foundation for comparing between solu­
tions in deducing physically real features but determining the best approach to constructing 
mean electron distributions. Indeed, the regularized solutions of all events potentially re­
vealed many interesting bump and dip features, which appeared to show significant deviation 
from the forward fitted electron models. Examples of this are in the 25-40 keV range in 17^  ^
Sept. 2002 event in fig. 4.16 with low energy cutoff in the electron model and likewise in the 
no low energy cutoff model minimization in fig. 4.15. Also in the energy range 30-45 keV 
there are obvious bump and dip features for the 12^ '^ Sept. 2002 event as seen in fig. 4.15, 
which is also present in fig. 4.12 for the photons to mean electrons solution. Most notably, 
a low energy cutoff feature exists in 17^  ^ Sept. 2002 and less so in the 3E^ Oct. 2003 events, 
when the solution was fitted with a no low energy cutoff electron model. This is evident 
from figure 4.12 when inferring mean electrons from photons and is more prominent in figure 
4.15 when inferring mean electrons from counts. The presence of such a feature in both 
evaluations of the mean electron distribution and in both scenarios with no and low energy 
cutoffs, all with very acceptable fits (%^  ^1 ) and normalized and cumulative residuals, gives 
great confidence in the existence of such a physical feature for the 17^ ''^  Sept. 2002 event. 
The low energy cutoff in solutions with no low energy cutoff electron model conclusively 
shows evidence of model independence with regularized inversion, and in the limits of the 
errors. Consider the 12f  ^ April 2002 event in fig. 4,12, of regularized mean electrons from 
photons with zero order regularization and also fig. 4.14 comparing first and second order 
regularization. Here we thought tha t we saw a significant high energy dip feature present 
in the energy range 100-150 keV. W ith higher order of regularization this feature became 
more distinct, however strongly compensated with increasing errors. The high energy cutoff 
should not be evident in the relatively low energy range of 100-150 keV, rather at greater 
than  ^300 keV. It can be concluded th a t this feature is most likely the result of incorrect 
background estimation through the OSPEX software, at the upper boundary of the fit en­
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ergy range (^100 keV). The maximum electron flux occurs at 10 keV in both the models 
and regularized solutions and without any indication of a low energy cutoff for 12/04/02, 
as found with all approaches. This is an undeniable conclusion for 12/04/02. However the 
magnitude of the electron flux is 5x10^ (elect. sec“  ^ cm“  ^ keV~^)in forward fitted model, 
whereas in the regularized solution for the mean electrons from both photons and counts 
the magnitude is «  8x10^(elect. sec~^ cm~^ keV“ )^. This greater magnitude is conclusive 
for this event, since the fits for the regularized solutions are very acceptable with matching
values, and so generalized regularization can determine a more accurate total number of 
electrons present in the flare.
Careful consideration was also placed on the counts to electrons algorithm to allow for a 
fair comparison with the photons to electrons solution through applying systematic uncer­
tainty on the count flux errors. The effect of this was a decrease in which allowed for a 
greater smoothing parameter (reg.tweak). This means tha t when for solutions in counts 
to electrons and photons to electrons are equal a fair comparison can be made since the de­
gree of smoothing in the regularization is matched. For example, with the Sept. event 
the systematic uncertainty on the forward fit is 0.01%. Hence the error in the counts input 
into the counts to electrons inversion procedure, called from OSPEX, is increased by 0.01% 
of the count flux value for each energy bin. This increase in the errors reduces the value 
of the fit of the solution to the electron model to which it has been minimized. Hence, for an 
acceptable fit with we have a relatively large reg.tweak value (3.1 in low energy cutoff
model fit; 4.1 in the no low energy cutoff model fit) compared with the reg.tweak value for 
an acceptable fit (%^  psl) to the regularized mean electrons from photons (1.8 in low energy 
cutoff model fit; 1.12 in the no low energy cutoff model fit). It is im portant th a t the x^ 
values are comparable and acceptable, so th a t the regularized solutions are comparable as is 
the case for all the results respective of each event. Otherwise physical features which exist 
in the mean electron distributions cannot be verified.
To clarify the existence of the bumps and dips in the 17/09/02 and 12/04/02 events I
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introduced the albedo correction into the DRM configuration using Green functions. The 
dips and bumps found in the regularized solution for mean electrons from counts, in the 
energy range from ^  30 - 50 keV of both  17/09/02 and 12/04/02, cannot be physically 
real since they would be too unstable. The results for the albedo corrected mean electron 
distribution solutions for 17/09/02 and 12/04/02, compared with the solution with no albedo 
correction, are shown in figure 4.17. The result is conclusive since the bump and dips are 
smoother in the 30-40 keV energy range for 12/04/02 with albedo correction. The overall 
effect of the albedo is clear in the critical energy range (10-100 keV) when the backscatter is 
removed, for the solution of this event. The albedo effect is equally apparent in the 17/09/02 
event with considerable smoothing of the low energy cutoff. Likewise, the bump and dips at 
^30  keV are smoother with albedo correction. Hence, these minor bump and dip features 
are most likely the result of inverting photon data uncorrected for albedo, which results in 
contamination of the source spectrum.
In summary, the results for regularized inversion from counts to electrons, as presented 
in the inversion software, showed a distinct improvement upon the original solution for mean 
electrons found from photons. The fundamental point here is th a t the solution found from 
photons is over-smoothed, hence certain bump and dip features in the electron energy range 
along with the more im portant global features such as low energy cutoffs, are less distinct. 
The solution in the no low energy cutoff electron model regularization for 17^  ^ Sept. 2002 
event in fig 4.15 shows an obvious low energy cutoff with a flux magnitude (~100 elect. sec~^ 
cm“  ^ keV~^) at the cutoff energy (~18 keV) comparable with the low energy cutoff model 
from the forward fit, whereas the flux magnitude in the solution with no low energy cutoff 
from photons was not so great: a further indication of a more smoothed solution of mean 
electrons from photons. The 3H* Oct. 2003 event however, showed a very smoothed solution 
in counts to electrons, i.e. featureless, and with large errors in solution. This is comparable 
with what was found with photons to electrons, and again with no significant low energy 
cutoff feature in the no low energy cutoff model minimization. This result is most likely due 
to the severe instability of the solution due to the thick shutter attenuators. This impact 
may be evident in the low energy cutoff scenario for this event in the energy range 10-30
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keV, where the vertical errors are particularly large (see fig. 4.16). All fits proved acceptable 
(x^ pel) with respect to their normalized and cumulative residuals and the Picard condition 
was satisfied, hence allowing fair and reliable comparisons to be made.
As a final conclusion, generalized regularization has proved most worthy as a model in­
dependent alternative to forward fitting, complimented by stability and effective suppression 
of noise induced un-physical behaviour. Unlike the direct inversion approach which provided 
very unstable solutions with noise amplification, particularly in A3 state events. The reg­
ularized inversion algorithm presents many distinct features in the solution for the mean 
electron distribution which forward fitting had failed to show, and in some cases misled us. 
For example, I presented acceptable mean electron distributions with both no or low energy 
cutoffs in both the 17*^  Sept. 2002 and 31^  ^ Oct. 2003 events. The low energy cutoff feature, 
strongly evident in the regularized solution for 17*^  Sept. 2002 event with minimization 
to a no low energy cutoff model, must indicate an energy characterizing the physics of the 
acceleration process (i.e. presence of a lower limit to the accelerated electron spectrum) or 
electron energy losses. The shallowing of the slopes in the solution of F(E)  for all events 
via counts to electrons, between 10-30 keV, is due to the presence of therm al plasma from 
a source with a broad tem perature distribution (Brown, 1974 and Brown & Emslie, 1988). 
If the acceleration were purely stochastic in character we would expect a pure power law 
acceleration spectrum in the mean electron distributions, which is not the case in any of 
the events analyzed. We have shown th a t a simpler and faster approach to inferring the 
mean electron distributions directly from count flux space is more effective than a counts 
to photons to electrons approach in revealing a truer nature of source spectrum. This new 
approach presents a more accurate diagnostic for the acceleration and propagation of high 
energy electrons and their energy budget.
5.0.1 Future W ork
In the future, I intend to investigate many more large flare events, in the presence of each 
of the attenuator states, to further analyze the effect of the attenuators on the DRM con­
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figuration and its impact within count to electron regularized inversions. One such event 
I will consider is the 23^  ^ of July 2002 event which was closely analyzed by Plana et ah, 
2003 and Kontar et al., 2005, but without application of a counts to electrons regularized 
inversion. It would be interesting to see if the features they found (dip at ~  55 keV) are 
evident, or more prominent, in a counts to electrons solution, and if there are any other 
features to be recovered. I would be interested in considering the spectral indices of the reg­
ularized solutions by counts to electrons inversion for the events investigated in this thesis. 
It may be possible to use the spectral indices of the mean electron distribution function to 
discover possible inconsistencies with the thick target model, which has a condition whereby 
the spectral index at any mean electron energy cannot be less than  -1. In evaluating the 
count flux data we must use the RHESSI software to determine the correct energy bin­
ning, time resolution, and correct background spectrum. When the flare is short (~  tens of 
minutes), this can be done relatively easily by selecting data intervals before and after the 
flare event. For long lasting flares, this can be inaccurate however as the background can 
vary significantly over tens of minutes making it difficult to accurately determine the correct 
count flux spectrum. This becomes im portant at higher energies where flare count rates are 
close to non-flare rates, and may have resulted in the unphysical dip in the mean electron 
distribution for the 12*^  April 2002 event, by photon to mean electron regularized inversion. 
Working to improve the accuracy in the background spectrum could remove such unwanted 
noise amplifications. Also obtaining spectra of high accuracy also depends on knowledge of 
several other instrument-related factors, e.g. pulse pileup (Smith et al., 2002). I intend to 
examine such problems in future analysis of RHESSI spectra.
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