The current experimental techniques of surfaces characterization provide structural information on a much larger scale than that in which atomistic details can be observed.
Introduction
The atomistic details of polymer based materials are seldom available from microscopic observations. Most of the experimental techniques used to characterize the topographic features roughly encompass scales that reach decimals of micrometers. These technical limitations are generally ignored and most of the available literature about the atomistic organization of polymeric materials shows structures that are fitted to low resolution images based on known systems without much attention to their actual feasibility. 1 Yet, most available structural works are completed without assessing the basic details of those systems, generally by either avoiding the atomistic nature of the polymer ensembles with simplified coarse-grained models, 2 models that do not properly described the system energy, 2 or by totally ignoring the atomic organization approaching the problem to finite elements computations. 3 Beyond these simulation limitations, experimental techniques are not generally tuned for the atomistic description of the polymer bulk, lacking the required structural finesse. Atomic Force Microscopy (AFM) and other more classic electronic microscopy techniques do not provide yet such details on polymers ultrastructure. We believe that these methodologic limitations can be overcome by strategically combining the available mathematical algorithms with Force Fields calculations. In this work, a novel modeling strategy is presented for obtaining a fast and reliable atomistic description of a grafting polymer using molecular models based on classical mechanics. Our results are validated by comparing experimental topographic magnitudes obtained on the actual polymer films deposited on metal surfaces.
Metal surfaces coated by polymers are commonly found in nowadays literature for micro-engineering applications, because this sort of nanoscale constructs is especially 5 unique lengths, relinquishing to explore the roughness of the polymer coated surface.
Unfortunately, surface roughness is one of the ions movement determinant during oxidation and reduction cycles, i.e., explains how topography affects the charge exchange in these systems. [13] [14] [15] 17 The results presented in this work represent a significant improvement with respect our initial approach that has allowed us overcoming previous limitations, whereas we kept reducing the gap between the experimental scales in which surfaces are studied and the feasible use of force field based techniques within reasonable computation times.
Therefore, we demonstrate the reliability of our approach by exploring with AFM the topography of newly synthesized PEDOT on steel electrodes using extremely short polymerization times (symbolized by the Greek letter θ), θ ≤ 5 seconds, and comparing the surface topographies with the roughness computed using our atomistic modeling that combined stochastic generation with molecular dynamics energy relaxation. 7 which produced reproducible images similar to those displayed in this work. The scan window sizes used in this work were 5 × 5 and 2 × 2 μm 2 .
Stylus profilometry.
The thickness (ℓ) of the films was determined through profilometry measurements using a profilometer Dektack 6 from Veeco. Imaging of the films was conducted using the following optimized settings: stylus force 1.5 mg and speed 15 nm/s.
Computational methods

Generation of Starting Models.
All atomistic models were built using an in house program. Our stochastic growth algorithm was recently introduced in reference 18. In this work, 60 identical PEDOT chains (made of different number of EDOT repeat units each one) were used to emulate the polymer deposition on a metallic substrate, following the approaches already described in previous works. 16, 18 Before starting the growth cycles, PEDOT chains were arranged fully extended, represented as rigid conformers, oriented parallel to z-axis and were randomly distributed on the iron atoms surface. The only restriction imposed to their distribution over the steel surface (i.e. their equatorial projection on the surface plane) was to minimize the steric hindrance between neighboring chains. Lennard-Jones potential adapted to AMBER force field was used to achieve this goal. 16, 18, 19 In order to represent the asymmetric growth, sets of chains are randomly selected and make them grow by adding a random number of EDOT repeating units. At each simulation cycle, i new structures are built and only one will be selected. Every new structure shares with the other new ones the total amount of repeats that will have been 8 added, amount that had been randomly selected before a new cycle started. After selecting how many RUs are going to be added, a number of chains are selected for each new structure to be built. This number of nascent chains is also randomly selected within a previously set margin. In the presented set of simulations this margin was from 1 to 10 (previous trials showed that was a good compromise between acceptance probability and generation speed). Per each chain, the number RUs that will be added is also selected randomly. Although the total number of added RUs is the same for each new built structure, the number of chains that grow and the increment on RUs per chain is totally different. In summary, each cycle generates i structures, each of them comes from adding n=n 1 +n 2 +…n m repeats to m chains. Each structure has a different number m growing chains and a different combination of n m repeats per chain.
Each of these new structures will suffer an energy change that will be computed to ascertain the thermodynamic probability of acceptance for every introduced change.
Our program uses a modified Metropolis criterion, analogous to that used in the ConRot method, 20 in which the acceptance probability is not directly assessed by the energy difference of the starting and final point but by computing the probability of each individual change: if the chain m grows n m RUs, per each new n m repeat units placed in chain m, a thermodynamic probability is computed as:
Where n m is the number added new RUs, is the probability weight of each combination of added RUs and β is (Tκ) -1 , where T is Temperature in K and κ the Boltzmann constant.
The final probability of accepting a structure will be the product of all the m×n individual probabilities.
= ∏
Each cycle finishes when one of the new model fulfills the modified Monte Carlo criterion:
It is very important not to misunderstand the meaning of this generation method: our procedure does not try to reproduce the growth mechanism of PEDOT but to build reliable atomistic models to represent the surface morphology once all the modeling stages are finished. Counterions (dopant agents) are placed along the new EDOT units in positions that reproduce the organization previously observed. 18 An example of a finished model can be seen at Figure 2 , left panel.
Energy Relaxation.
Models derived from the deposition and growth algorithms are rigid and do not take into account the effect of temperature and pressure. Thus, before characterizing the topology and topography, energy optimization and MD trajectories were run for all generated models. Each model is contained in an orthorhombic cell of 7.665nm × 7.665nm × "c", in which the space not occupied by the substrate and polymer is filled with solvent molecules (acetonitrile in this case 16 Periodic boundary conditions were applied using the nearest image convention and atom pair cut-off distance was set at 14.0 Å to compute the van der Waals interactions.
In order to avoid discontinuities in the potential energy function, non-bonding energy terms were forced to slowly converge to zero, by applying a smoothing factor from a distance of 12.0 Å. Beyond cut off distance, electrostatic interactions were calculated by using Particle Mesh of Ewald, with a points grid density of the reciprocal space of 1Å 3 .
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Molecular Dynamics: Simulation details.
All simulations were performed using the NAMD 2.9 program. 25 Each system was submitted to 5000 steps of energy minimization (Newton Raphson method) and this was the starting point of several mini-cycles of optimization and equilibration. The numerical integration step for all runs was set at 1 fs and the non-bonded pair list was updated every 1000 steps (1 ps).
The following protocol was applied to all 1170 studied models. Solvent phase was first equilibrated. 10 5 steps of heating and equilibration at NVT conditions were run to stabilize the solvent phase at 298K. The Berendesen thermostat was used 26 with a relaxation time of 1 ps. Then, the solvent density was equalized to its optimum value using 2.5·10 5 steps of NPT simulation at 298 K. The Nose-Hoover 27 piston combined with the piston fluctuation control of temperature implemented for Langevin Dynamics 28 was used in the late cycle. Pressure was kept at 1.01325 bars, the oscillation period was set at 1 ps while the piston decay time was set at 0.001 ps. The piston temperature was set at the same value as the thermostat control, 298K, which used a damping coefficient of 2 ps. During these couple of cycles, all solid phase atoms were kept frozen (iron, polymer and counterions).
Once the simulation box dimensions were stabilized, the final equilibration cycles would begin. After unfreezing the rest of atoms (solid phase with exception of the iron atoms 16 ), 2·10 5 steps of NVT simulation were performed to thermally equilibrate the whole biphasic system. For the latter run the Langevin method 29 was used to maintain the system temperature constant with a damping coefficient of 2 ps. Finally, 1.0·106 steps of anisotropic pressure control (NPzT conditions) were run to reach the required simulation conditions. In the NPzT ensemble, only the box length in the z-direction is allowed to change, where the z-component of the pressure tensor is equal to the external pressure. 12 ns of production time. The production runs were all performed under the same conditions previously mentioned for the NPzT equilibration.
Computations of the topographic magnitudes Thickness (ℓ).
Thickness was computed per each of the generated micromodels (see text) as the absolute average of each present chain deposited over the metallic surface.
Roughness (R a and R q ).
The arithmetic average height (R a ) and the root mean square roughness (R q ) where computed for each of the generated micromodels using the following expressions 31 :
Where y i is the distance from the top of a peak to the average line (as the average height of the 60 explicit chains) or the distance from the bottom of a valley to the same average line, and n represent the number of studied peaks or ridges.
Results and discussion
Topography of the polymer coated surface
In order to reduce the size of the structure to be modeled, we used very short polymerization times, which led to an unknown scenario, because of the uncomplete cover of the metallic surface. Under such conditions, the previously observed homogeneity of PEDOT polymer films is lost. Figure 1 shows selected AFM images for several samples of PEDOT polymerized at both θ= 1s and θ= 3s. Figure 1a confirms that the polymer coating is not completed after such short time periods, which is further manifested by higher dispersion of polymer thickness (see below). Evidently, Figure 1 also manifests that the larger is the polymerization time the more extensive is the morphologic homogeneity, showing much regular dispersion when θ is 3s than when is 1s (Figure 1b compared with the former). Nonetheless, a more detailed examination of those regions that have already been covered by polymer at θ= 1s show several features yet observed in cases in which polymerization was completed: 32 PEDOT chains tend to organize in a dense distribution of sharp peaks forming two differentiated levels. On the top level, very small number of high and compact clusters forms from aggregation of peaks, whereas the bottom level involves individual peaks and low clusters of reduced dimensions, which can be associated to most recent formed polymer chains that accumulate at the bottom of the valleys. A closer inspection to these regions reveals considerably thicker polymer coatings than could be expected. Moreover, increasing θ apparently only improves the coating uniformity of the metallic surface but not its thickness.
Inspection to
A summary of the measured thickness (ℓ) and roughness (R q and R a ) 31 per each studied case is presented in Table 1 . A detailed collection of both thickness and roughness measurements is presented in the supplementary information. The averaged ℓ values observed in the studied PEDOT films ranged from 173±49 to 256±80 nm, respectively after θ = 1 and 3 s of polymerization ( Table 1) . These values are in general agreement with previous works in which polymerization times were long enough to completely cover the metal surface. 32 for samples obtained at both studied θ's. Again, the reduction on the surface roughness when polymerization time increases is noticeable at first sight, clearly pointing towards the same idea introduced above: first chains of minimal length get deposited on the surface leaving pronounced valleys, partially unoccupied spaces, which at larger θ's are refilled by newly polymerized chains. Thus, the thickness increment is much higher than the increment in roughness from θ= 1s to θ= 3s. The averaged value of roughness reveals that multiplying by 3 and by 10 the polymerization time, only implies a roughness enhancement of factors of 1.3 and 2.6, respectively (Table 1) . Moreover, even the data dispersion of roughness measurements decreases when the polymerization period increases. While the standard deviation of thickness increased 63% when the θ is triplicated, roughness dispersion dramatically drops to values that are 130% lower when going from θ =1s to θ =3s. This correlation between smoother topography and larger polymerization times was already characterized in PEDOT films but using much longer polymerization times (i.e. from 10 to 300 s). 12 This effect is significantly more pronounced in the PEDOT films studied in this work, which are much thinner due to shorter θ, and again points towards the aforementioned new mechanistic interpretation. If larger θ implies smaller roughness dispersion, it necessary means that at certain time frame, between θ=1s and θ= 10s, the new polymerized segments preferably fill the gaps left in early generation steps rather than contribute to enlarge existing polymer chains. Thus, the longer is θ the larger the polymer baseline will become (i.e. both observed thickness and roughness).
Modeling Polymer Roughness: Reducing dimensions of system to increase feasibility
Modeling the ultrastructure of a macromolecular assembly and doing it in a size scale comparable to that of the experimental methods is still a challenge of complex solution. Commonly, computational chemists rely on coarse graining models to face this complexity and sizes. [33] [34] Yet, the information provided by these approaches is very dependent on the molecular templates used to parametrize not only the magnitudes that define the inter-molecular relationships but also the mathematic expressions used to compute them. This limitation affects the structural and physical features that can be characterized at length scales between the µm and the nm. Within this context, we decided to face these limitations trying to achieve the nm scale by reducing the scale of at least two of the three space dimensions, which made possible to obtain polymer assemblies of chain lengths closer to the µm scale than to the nanometer scale. In order to achieve this goal we adapted a previously develop strategy 16 to simulate the outcome of polymer growth. 18 It is important to clarify that our methodology
does not pretend to model the polymerization reaction, neither its kinetics nor its reaction mechanism. We developed a simple and effective strategy that generates polymer assemblies with consistent intermolecular organization.
Trying to comprise the mesoscopic organization on the surface shown in Figure   1b at once is still an impossible mission by all means. However, the observed structural disposition allows some degree of simplification. We reduce most of the system complexity to a small set of variables to be optimized onto the growing direction, which is coincident with the vertical one, as we previously showed. 16, 35 Hence, the lateral organization of polymer chains and their vertical growth are initially modelled disregarding the macroorganization over the metallic surface and we focus our efforts on reproducing both thickness and roughness. In order to achieve this goal the equatorial superficial projection for our molecular model is reduced to a minimal expression (7.665 × 7.665 nm 2 ) whereas the vertical extend of polymer chains is only limited by the total numbers of repeating units (RUs) to be added onto a fixed set of nascent chains, number previously fixed to maintain the amount of polymer mass per unit of area. The only variable that will be modified in order to keep constant the density of the polymer bulk is the vertical "addition" of EDOT RUs. Before moving forward on our modelling results, we summarize the main approaches on which our in house code was based.
In order to expedite the generation of atomistic models, rigid geometry was Before this work, we could only demonstrated that PEDOT chains laterally associated with the perchlorate anions acting as cement via electrostatic attraction between oppositely charged centers, whereas they shielded the inherent repulsion between positively charged EDOT units. 16 However, we could not correlate topography with molecular structure, mainly because our modelling algorithm dealt with very short polymer chains (10 nm 
What conditions the final topography?
Despite the simplicity of our rational there are several questions that are not straightforward. We knew thickness should be the average high of the shortest chains present in the systems whereas roughness should be a reflection of the dispersion of chain lengths. Therefore, we first assessed what was the minimal amount of independent models required for reproducing the experimental thickness. As stated above, this feature depends on the average high of the shortest chains. Within our molecular production scheme is equivalent to ascertain how many RUs are incorporated to each micromodel once the production run is finished. At this point, we needed to produce enough micromodels to make the computed data representative but we did not require yet to reproduce the whole extend of the experimentally studied surface length. If the simulated surface were within the averaged horizontal length of observed peaks, the thickness information would be statistically demonstrative. The average length of most peaks depicted in Figure 1c is 0.196 μm, which is approximately 26 times the horizontal length that was set to define the deposition surface of each micromodel. As it was introduced earlier, each microscopic model presents only 7.665 nm of lateral length in both x and y directions. In order to have an acceptable atomistic representation, we will rely on sets of 26 independent micromodels to compute thickness per each presented case. In other words, each studied case will constituted by 26 independent microscopic distributions of 60 independent nascent chains over a metallic surface of 7.665 × 7.665 nm2 (Figure 2 , middle panel). These 26 micromodels will only share two molecular features, the initial number RUs that the nascent chains presented at the beginning of the "growth simulation" and the total amount of EDOT RUs that each micromodels presents once the Monte Carlo procedure has finished. Lateral association of the 26 independent microscopic models will represent the average length of the actual observed peaks. It is important to remark that the macromodel will be built by single micromodel addition at the time. Every new micromodel laterally added will then be energetically relaxed (repeating this step 25 times in this case and 259 in larger models. See below). Because we had built each micromodel with Periodic Boundary Conditions, the steric hindrance generated in the border zones of the structures placed in contact will be easily relaxed with energy minimizations.
However, there is not clear experimental evidence neither previous simulation that could convey what structural features will be reflected in the numerical value of the computed polymer thickness. Both, the length of the polymer chains that initially were deposited (or what we call in this work the length of nascent chains) and the random incorporation of new RUs onto those nascent chains are potential structural descriptors of this nanometric magnitude. In order to address this matter, multiple combinations of those two variables were studied, 7 different targeted final RUs amounts were set, whereas per each of these RUs figures, 5 different starting chain lengths were set. If each case was to be represented by building 26 micromodels, a total 910 micromodels were built and further relaxed using MD simulations, as described in Methods section (An example of the morphological differences after relaxing can be seen in Figure 2 , Top panel,
relaxed micromodel).
Before getting into how PEDOT ultrastructure can be built, the actual representability of the generated macromodels was assessed. At this point, it is possible to continue exploring the structural features correlated with measurable magnitudes: at molecular level polymer thickness would only depend on the total amount of RUs that are placed within a confined space, as can be inferred from Table 2 , which shows a summary of the structural features derived from all studied cases. It is remarkable that independently of the initial chain length, thickness converges at very similar values when the same total number of RUs is reached, which demonstrates both the consistency of our stochastic approach for building models that emulate polymer growth and the validity of our divide and conquer approach. This point is verified when the average thickness is calculated over all the models that reached the same total number of RUs. Consistently, in all cases standard deviations are below 0.5% of the averaged magnitude. Finally, this particularity also shows that our generation approach is accurate enough to provide a realistic representation of the polymer chains organization at almost nanometric scale. Once the necessary degrees of freedom had been established for reaching the right thickness, we proceed to investigate what variables conditioned the roughness description. a Each set differs in the initial chain lengths but all them incorporated the same amount of residues (28000, value derived from Table 2 ), with the experimentally obtained roughness in deposited PEDOT on stainless steel after one second of polymerization. Those models that are closer to the real polymer organization have been highlighted with a gray shade.
This second question is closely related with the topography of the polymer coated surface. How well roughness can be described using our random growth approach, in which polymer chains grow upwards into the accessible space? One of our clue assumptions was that local lateral organization of polymer chains would not directly interfere with the final roughness of the modeled bulk polymer. If this assumption were to be incorrect, independently of the thickness our generated micromodels, we should not be able to compute an average roughness comparable to the experimental observations. In order to answer these questions, two different possibilities were explored: either only the new RUs were responsible for the observed topographic accidents or the combination of the newly added EDOT units and the preformed chains lengths were the determinants of that observable variables. Table 3 shows the comparison between experimental values obtained at θ= 1s and the computed roughness using different starting points, after reaching the amount of EDOT units required for describing the experimental thickness. As can be clearly observed, at equal amount of final RUs in each micromodel, the key factor for comprehend the surface roughness lies on the initial length of the nascent chains. Thus, independently of the total RUs incorporated in a confined space, the topographic description of the surface seems to only depend on how large polymer chains were before beginning the deposition itself. It is remarkable that in order to reproduce the topographic profile of the studied bulky surface, each deposited chain must reach a vertical length equivalent to 130 RUs of EDOT. Therefore, the electropolymerization must be fast enough to produce polymer chains of about 60 nm even before starting its deposition over the steel surface. This statement also fits our previous observations, in which triplicating the polymerization time did not increase three times fold the thickness of the polymer coat but mainly diminished the roughness of the studied surface. This observation can be rationalized if the polymer grows fast enough and the surface coating quickly increases its thickness by the deposition of preformed PEDOT chains.
Yet, a final question remains to be answered. We reproduce the topographic features of the studied system using very small pieces of the surface but we did not show if the combination of many small pieces reproduces a whole real profile. In other words, if our divide and conquer approach is reliable, a lateral combination of enough micromodels should provide a good explanation of the experimental topography over a lateral length of 2 μm (which is the length of used on AFM experiments). Thus, in order to have 
Conclusions
In this work we have shown that using an effective modeling strategy is possible to represent the atomistic details of the bulk organization in coatings constituted by polymer depositions over metal surfaces. We developed a new synergic strategy that compiles the experimental information of the topographic features of PEDOT coatings on stainless steel and makes possible to build atomistic models that reproduce the observed experimental features.
From an experimental standpoint, we reduced the size of the target polymer coating to the lesser expression by decreasing the electropolymerization to 1 s, which allowed making extremely thin coatings. The topographic features of those polymer layers are analogous to those observed after longer polymerization times and provided an excellent model system to test our modeling strategy. In order to find a feasible way to obtain a reliable microscopic description of PEDOT coatings, the studied surface is parceled into small independent plots, as many as was required to cover a specific surface direction. By reducing the size of the area to be explored at atomistic level, it was possible to implement a generation algorithm that produces rigid atomistic models of the bulk polymer over those parceled areas. This way, the vertical extend of the polymer coating can reach hundreds of nanometers, which represent the realistic scale in which the PEDOT coatings are organized.
Despite the generation process built unrelaxed structures, their structures are close enough to achieve a realistic description, as relaxation of geometry constrictions is easily achieved using a combination of energy minimization and short runs of Molecular Dynamics simulations. The reliability of the relaxed models is not only demonstrated when they can provide accurate values for magnitudes used to describe the topography of surfaces but by providing correct description of the polymer ultra-structure. This is possible because the generation of micromodels ensures that all of them are uncorrelated and they can be combined to cover the surface previously parceled.
The results presented in this work represent a leap forward in the comprehension of the molecular organization on polymer coatings, because they provide a molecular description of structures that previously had to be inferred from visualization techniques that did not reach the atomistic scale. Moreover, it provides a new path to systematically study and comprehend the molecular basis of the functionalities of those coatings that generally are discovered after a new polymeric surface is developed. Using our divide and conquer approach is possible to envisage in a close future the development fine new applications of polymer coating based on specific modifications on the interface of the surface.
On that region, any molecular description of an unmodified polymer can be changed in silico and then tested within a time frame not yet available through computational brute force. 
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