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Massive scalar Casimir interaction beyond proximity force approximation
L. P. Teo∗
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University of Nottingham Malaysia Campus, Jalan Broga,
43500, Semenyih, Selangor Darul Ehsan, Malaysia.
Since massive scalar field plays an important role in theoretical physics, we consider the interaction
between a sphere and a plate due to the vacuum fluctuation of a massive scalar field. We consider
combinations of Dirichlet and Neumann boundary conditions. There is a simple prescription to
obtain the functional formulas for the Casimir interaction energies, known as TGTG formula, for
the massive interactions from the massless interactions. From the TGTG formulas, we discuss how
to compute the small separation asymptotic expansions of the Casimir interaction energies up to the
next-to-leading order terms. Unlike the massless case, the results could not be expressed as simple
algebraic expressions, but instead could only be expressed as infinite sums over some integrals.
Nonetheless, it is easy to show that one can obtain the massless limits which agree with previously
established results. We also show that the leading terms agree with that derive using proximity
force approximation. The dependence of the leading order terms and the next-to-leading order
terms on the mass of the scalar field is studied both numerically and analytically. In particular, we
derive the small mass asymptotic expansions of these terms. Surprisingly, the small mass asymptotic
expansions are quite complicated as they contain terms that are of odd powers in mass as well as
logarithms of mass terms.
PACS numbers: 03.70.+k, 12.20.Ds
Keywords: Casimir interaction, massive scalar field, sphere-plate configuration, beyond proximity force
approximation, Dirichlet boundary condition, Neumann boundary condition
I. INTRODUCTION
The Casimir effect is an important quantum effect proposed about 70 years ago [1]. The idea of the Casimir effect
is very natural. The ground state energy of a quantum harmonic oscillator is not zero but is equal to ~ω/2, where ω is
the frequency of oscillator. A quantum field can be regarded as a superposition of infinitely many quantum harmonic
oscillators. Hence it is natural to sum up the ground state energies of all the constituent oscillators, and the sum is
known as the Casimir energy. In the presence of boundaries or external conditions, the Casimir energy would create
a nontrivial stress on the boundaries.
Although the idea is simple, the actual computation of the Casimir energy is highly nontrivial because the sum
is divergent. Various mathematical tools have been introduced to compute the Casimir energies of various systems,
including zeta function method, exponential cut-off method, Green’s function approach, etc. Various machineries have
also been introduced to remove the divergencies. One setup that is known to produce renormalization independent
result is the piston setup [2]. In essence, the piston geometry gives rise to interaction between two parallel plates
confined inside a long cylinder. In fact, after removing self-energies, the Casimir energy for the interaction between
two compact objects is always finite.
Nevertheless, the computation of the Casimir interaction energy between two objects, where one or both of them is
not planar, posted another major challenge to the field for a long time. Although Casimir experiments are performed
for the sphere-plate interaction, it was much later when researchers successfully develop the necessary machineries
to compute the Casimir interaction energy of the sphere-plate configuration. Before this, one relies on the proximity
force approximation to obtain an approximation to the Casimir interaction force, under the assumption that when
the separation between the objects is very small, a good approximation is obtained by dividing the pair of interacting
surfaces into infinitely many pair of parallel plates, and sum over the force of the latter. However, without the exact
formula for the Casimir interaction energy, one cannot justify the validity range of the proximity force approximation.
A breakthrough to the problem appeared in 2006, where several groups of researchers employed different guises of
multiple scattering method or the mode summation approach to obtain explicit functional formulas for the Casimir
interaction energies of the sphere-plate, sphere-sphere, cylinder-plate and cylinder-cylinder configurations [3–22].
These have made possible a more precise numerical or analytical study of the properties and strength of the Casimir
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2interactions. One of the most interesting questions that is resolved is the validity of the proximity force approximation,
and the correction to the proximity force approximation.
In the pioneering work [10], Bordag has developed a method to compute the small separation asymptotic expansion
of the Casimir interaction energy between a cylinder and a plate up to the next-to-leading order term. This was later
generalized to the sphere-plate, cylinder-cylinder and sphere-sphere configurations [23–36].
Although the Casimir interaction due to massless scalar field is quite well-understood, so far no one has considered
the Casimir interaction of massive scalar field between nontrivial objects. However, massive scalar field plays an
important role in quantum field theory. The Casimir effect of massive scalar field has been studied in [37–49] for the
interaction between two plates or within a single spherical shell. The main objective of this work is to extend the
studies of Casimir interaction between a sphere and a plate from massless scalar field to massive scalar field. We will
concentrate on computing the correction to the proximity force approximation. For the sphere-plate interaction due
to massless scalar field, it has been shown in [23, 26] that, up to the next-to-leading order term,
EXYCas ∼ EPFA,XYCas
(
1 + ϑXY
d
R
)
, (1)
where X, Y = D or N are the boundary conditions on the sphere and the plate, EPFA,XYCas is the leading term that
coincides with the proximity force approximation,
EPFA,DDCas = E
PFA,NN
Cas =−
~cpi3R
1440d2
,
EPFA,DNCas = E
PFA,ND
Cas =
7~cpi3R
11520d2
;
and ϑXY is a number that governs the correction to proximity force approximation, whose values are found to be
ϑDD =ϑDN =
1
3
,
ϑND =
1
3
− 160
7pi2
,
ϑNN =
1
3
− 40
pi2
.
The main goal of this work is to find the corrections to these formulas when the mass of the scalar field is nonzero.
Quite surprisingly, the formulas turn up to be quite complicated.
II. CASIMIR INTERACTION ENERGY
The equation of motion of a massive scalar field is(
1
c2
∂2
∂t2
− ∂
2
∂x2
− ∂
2
∂y2
− ∂
2
∂z2
+
m2c2
~2
)
ϕ = 0.
With
ϕ = ϕ(x)e−iωt,
we find that ϕ(x) satisfies the equation (
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ϕ = −k2ϕ, (2)
where
k =
√
ω2
c2
− m
2c2
~2
. (3)
Using the same method as in the massless case [22], we can derive the formula for the Casimir interaction energy.
Since the details have been discussed in [22], we will not repeat them here. In fact, compare to the massless case, we
find that k is given by (3) instead of k = ω/c in the massless case.
3Assume that the sphere has radius R and the distance between the sphere and the plate is d. Then the distance
from the center of the sphere to the plate is L = d+R. The Casimir interaction energy is given by
EXYCas =
~
2pi
∫ ∞
0
dξTr ln
(
1−MXY) , (4)
where
MXYlm,l′m′ =(−1)αYδm,m′
pi
2
√
(2l+ 1)(2l′ + 1)
(l −m)!(l′ −m′)!
(l +m)!(l′ +m′)!
TXl
∫ ∞
0
dθ sinh θ
× Pml (cosh θ)Pml′ (cosh θ) e−2κL cosh θ,
(5)
X, Y = D (Dirichlet) or N (Neumann) are the boundary conditions on the sphere and the plate, αD = 0, αN = 1,
TDl =
Il+ 1
2
(κR)
Kl+ 1
2
(κR)
, TNl =
− 12Il+ 12 (κR) + κRIl+ 12 (κR)
− 12Kl+ 12 (κR) + κRKl+ 12 (κR)
,
and
κ =
√
ξ2
c2
+
m2c2
~2
. (6)
Here Iν(z) and Kν(z) are modified Bessel functions, and P
m
l (z) are associated Legendre functions [50]. This formula
is almost the same as the formula in the massless case. We only have to replace κ = ξ/c in the formula for the massless
case by the κ given by (6). One can use this same rule to obtain the formula of the Casimir interaction energy for
massive scalar field from the corresponding formula for the massless scalar field.
Notice that as in the massless case, we can rewrite MXYlm,l′m′ as
MXYlm,l′m′ =(−1)αYδm,m′TXl
√
pi
4κL
l+l′∑
l′′=|l−l′|
H l
′′
ll′;mKl′′+ 1
2
(2κL),
where H l
′′
ll′;m can be expressed in terms of 3j-symbols:
H l
′′
ll′ ;m =
√
(2l + 1)(2l′ + 1)(2l′′ + 1)
(
l l′ l′′
0 0 0
)(
l l′ l′′
m −m 0
)
.
However, we will prefer the representation (5) since it is easier to compute the small separation asymptotic behavior
using (5).
III. SMALL SEPARATION ASYMPTOTIC EXPANSION
In this section, we derive the small separation asymptotic expansion of the Casimir interaction energy.
Introduce the dimensionless variables
ε =
d
R
, ω = κR, µ =
mcd
~
,
we have
EXYCas =
~c
2piR
∫ ∞
µ
ε
dω
ω√
ω2 − (µ
ε
)2Tr ln (1−MXY) . (7)
Now expanding the logartihm in (7) and replacing summations by integrations, we have
EXYCas ∼−
~c
2piR
∞∑
s=0
1
s+ 1
∫ ∞
0
dl
∫ ∞
µ
ε
dω
ω√
ω2 − (µ
ε
)2
∫ ∞
−∞
dm
∫ ∞
−∞
dn1 . . .
∫ ∞
−∞
dnsM
XY
l0m,l1m
. . .MXYlsm,l0m. (8)
4Here we have reparametrized the variables:
l0 = l, li = l + ni, 1 ≤ i ≤ s.
Now using the integral representation (see [30, 50])
Pml (cosh θ) =(−1)m
(l +m)!
pi
l∑
k=0
1
k!(l − k)!e
(l−2k)θ
∫ pi
2
−pi
2
dϕ cos2l−2k ϕ sin2k ϕe2imϕ,
we find that
MXYlim,li+1m =(−1)αY
1
2pi
√
(2li + 1)(2li+1 + 1)(li −m)!(li+1 −m)!(li +m)!(li+1 +m)! TXli
×
li∑
k=0
1
k!(li − k)!
li+1∑
k′=0
1
k′!(li+1 − k′)!e
(li+li+1−2k−2k
′)θ
∫ ∞
0
dθ sinh θe−2ω(1+ε) cosh θ
×
∫ pi
2
−pi
2
dϕ cos2li−2k ϕ sin2k ϕe2imϕ
∫ pi
2
−pi
2
dϕ′ cos2li+1−2k
′
ϕ′ sin2k
′
ϕ′e2imϕ
′
.
Let
τ =
l√
ω2 + l2
,
so that
ω =
l
√
1− τ2
τ
.
Also, we need to make a change of variables
θ = θ0 + θ˜,
where
sin θ0 =
τ√
1− τ2 .
Now we can expand every term in small ε, keeping in mind that l has order ε−1, ni and m have order ε
− 1
2 . In the
following, we denote by Xi,1 and Xi,2 terms of order √ε and ε. With the help of symbolic mathematics softwares, we
find that∫ pi
2
−pi
2
dϕ cos2li−2k ϕ sin2k ϕe2imϕ ∼
∫ pi
2
−pi
2
dϕϕ2k
(
1− ϕ
2
6
)2k
exp
(
−(2l+ 2ni − 2k)
(
ϕ2
2
+
ϕ4
12
))
e2imϕ
∼ 1
lk+
1
2
∫ ∞
−∞
dϕ˜ϕ˜2k (1 + B2,i) exp
(
−ϕ˜2 + 2im ϕ˜√
l
+Ai,1 +Ai,2
)
.
Similarly, we have∫ pi
2
−pi
2
dϕ′ cos2li+1−2k
′
ϕ′ sin2k
′
ϕ′e2imϕ
′ ∼ 1
lk
′+ 1
2
∫ ∞
−∞
dϕ˜′ϕ˜′2k
′
(1 +D2,i) exp
(
−ϕ˜′2 + 2im ϕ˜
′
√
l
+ Ci,1 + Ci,2
)
.
On the other hand,
sinh θ =
τ√
1− τ2
(
1 +
θ˜
τ
+
θ˜2
2
)
=
τ√
1− τ2 (1 + Ei,1 + Ei,2) ,
e−2ω(1+ε) cosh θe(li+li+1−2k−2k
′)θ
∼
(
1 + τ
1− τ
)l+ ni+ni+1
2
−k−k′
exp
(
(2l + ni + ni+1 − 2k − 2k′)θ˜ − 2l
τ
(1 + ε)
(
1 + τ θ˜ +
θ˜2
2
+ τ
θ˜3
6
+
θ˜4
24
))
∼
(
1 + τ
1− τ
)l+ ni+ni+1
2
−k−k′
exp
(
−2l
τ
− 2lε
τ
− lθ˜
2
τ
+ (ni + ni+1)θ˜ + Fi,1 + Fi,2
)
,
5√
(2li + 1)(2li+1 + 1) =2l (1 + Gi,1 + Gi,2) ,
√
(li −m)!(li+1 −m)!(li +m)!(li+1 +m)!
(li − k)!(li+1 − k′)! ∼ l
k+k′ exp
(
m2
l
+Hi,1 +Hi,2
)
.
Using Debye asymptotic expansions for modified Bessel functions [51]:
Iν(νz) ∼ 1√
2piν
eνη(z)
(1 + z2)
1
4
(
1 +
u1(t(z))
ν
+ . . .
)
,
Kν(νz) ∼
√
pi
2ν
e−νη(z)
(1 + z2)
1
4
(
1− u1(t(z))
ν
+ . . .
)
,
I ′ν(νz) ∼
1√
2piν
eνη(z)(1 + z2)
1
4
z
(
1 +
v1(t(z))
ν
+ . . .
)
,
K ′ν(νz) ∼−
√
pi
2ν
e−νη(z)(1 + z2)
1
4
z
(
1− v1(t(z))
ν
+ . . .
)
,
(9)
where
η(z) =
√
1 + z2 + log
z
1 +
√
1 + z2
, t(z) =
1√
1 + z2
,
u1(t) =
t
8
− 5t
3
24
, v1(t) = −3t
8
+
7t3
24
,
(10)
we find that
TXli ∼(−1)αXCni−ni+1
1
pi
(
1 + τ
1− τ
)−l−ni+ni+1
2
− 1
2
exp
(
2l
τ
− τ
2l
(
n2i + n
2
i+1
)
+Ni,1 +Ni,2
)(
1 +MX) .
Here
MD = 2
l
(
τ
8
− 5τ
3
24
)
, MN = 2
l
(
−7τ
8
+
7τ3
24
)
are terms of order ε.
Collate everything, sum over k and k′ from 0 to infinity using
∞∑
k=0
vk
k!
= ev,
∞∑
k=0
k
vk
k!
= vev,
∞∑
k=0
k2
vk
k!
= (v2 + v)ev,
and then integrate over ϕ˜, ϕ˜′ and θ˜, we find that
MXYlim,li+1m =C
ni−ni+1(−1)αX+αY 1
2
√
τ
pil
(1 +Oi,1 +Oi,2) exp
(
−2lε
τ
− m
2
lτ
− τ
4l
(ni − ni+1)2
)(
1 +MX) .
Substitute into (8), we find that
EXYCas ∼−
~c
2piR
∞∑
s=0
(−1)(s+1)(αX+αY)
s+ 1
1
2s+1pi
s+1
2
∫ ∞
µ
ε
dω
ω√
ω2 − (µ
ε
)2
∫ ∞
0
dll−
s+1
2 τ
s+1
2
∫ ∞
−∞
dm
∫ ∞
−∞
dn1 . . .
∫ ∞
−∞
dns
×

1 + s∑
i=0
Oi,1 +
s−1∑
i=0
s∑
j=i+1
Oi,1Oj,1 +
s∑
i=0
Oi,2 + (s+ 1)MX


× exp
(
−2l(s+ 1)ε
τ
− m
2(s+ 1)
lτ
− τ
4l
s∑
i=0
(ni − ni+1)2
)
.
(11)
6After integrating over ni and m, this gives
EXYCas ∼ −
~c
4piR
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
0
dl
∫ ∞
µ
ε
dω
ω√
ω2 − (µ
ε
)2 l√ω2 + l2
(
1 +QX) exp(−2(s+ 1)ε√ω2 + l2) .
QX is a term of order ε. The term
s∑
i=0
Oi,1
in (11) does not give any contribution since it is odd in one of the ni’s. Now, making the change of variables
v = εl, t = ε
√
ω2 + l2,
we find that
EXYCas ∼−
~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
0
dv v
∫ ∞
√
v2+µ2
dt√
t2 − v2 − µ2
(
1 +QX) exp (−2(s+ 1)t)
=− ~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
µ
dt
∫ √t2−µ2
0
dv
v√
t2 − µ2 − v2
(
1 +QX) exp (−2(s+ 1)t) .
Using
∫ a
0
dx
xb√
a2 − x2 =
√
piab
2
Γ
(
b+1
2
)
Γ
(
b+2
2
) ,
we find that
EXYCas ∼−
~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
µ
dt
√
t2 − µ2 (1 + SX) exp (−2(s+ 1)t) ,
where
SD =ε
{
1√
t2 − µ2
pi
8t2
(−2(s+ 1)t3 + t2 + 2µ2(s+ 1)t+ µ2)
+
2
(
(s+ 1)3 + 2(s+ 1)
)
9
(
t− µ
2
t
)
− 1
9
(
4(s+ 1)2 − 1)+ 1
9t
(
(s+ 1)− 1
s+ 1
)
−2µ
2
9t2
(
(s+ 1)2 + 2
)
+
2µ2
9t3
(
(s+ 1)− 1
s+ 1
)}
,
SN =SD + ε
{
− 4
3t
(s+ 1)− 2µ
2
3t3
(s+ 1)
}
.
Notice that ∫ ∞
µ
dt
pi
8t2
(−2(s+ 1)t3 + t2 + 2µ2(s+ 1)t+ µ2) exp (−2(s+ 1)t)
=
∫ ∞
µ
dt
pi
8
d
dt
{(
t− µ
2
t
)
exp (−2(s+ 1)t)
}
=
[(
t− µ
2
t
)
exp (−2(s+ 1)t)
]∞
µ
= 0.
7On the other hand,{
2
(
(s+ 1)3 + 2(s+ 1)
)
9
(
t− µ
2
t
)
− 1
9
(
4(s+ 1)2 − 1)+ 1
9t
(
(s+ 1)− 1
s+ 1
)
−2µ
2
9t2
(
(s+ 1)2 + 2
)
+
2µ2
9t3
(
(s+ 1)− 1
s+ 1
)}√
t2 − µ2e−2(s+1)t
=
d
dt
{
− (s+ 1)
2
9
(
t− µ
2
t
)√
t2 − µ2e−2(s+1)t + (s+ 1)
9
(
1− µ
2
t2
)√
t2 − µ2e−2(s+1)t
−2
9
(
t− µ
2
t
)√
t2 − µ2e−2(s+1)t − 1
9(s+ 1)
(
1− µ
2
t2
)√
t2 − µ2e−2(s+1)t
}
+
{
1
3
− 1
3
µ2
t2
(s+ 1)2
}√
t2 − µ2e−2(s+1)t.
The total derivative part vanishes when t = µ and t→∞. Hence, we find that
EXYCas ∼−
~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
µ
dt
√
t2 − µ2 (1 + T X) exp (−2(s+ 1)t) ,
where
T D =ε
{
1
3
− 1
3
µ2
t2
(s+ 1)2
}
,
T N =ε
{
1
3
− 1
3
µ2
t2
(s+ 1)2 − 4
3t
(s+ 1)− 2µ
2
3t3
(s+ 1)
}
.
The leading term of the Casimir interaction energy is
E0,XYCas ∼−
~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
µ
dt
√
t2 − µ2 exp (−2(s+ 1)t)
=− ~cR
8pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)3
µK1(2(s+ 1)µ),
(12)
whereas the next-to-leading order term is
E1,XYCas ∼−
~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
µ
dt
√
t2 − µ2T X exp (−2(s+ 1)t) . (13)
In the massless limit, m = µ = 0, and we find that
E0,XYCas,m=0 ∼−
~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
µ
dt t exp (−2(s+ 1)t) ,
E1,XYCas,m=0 ∼−
~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
0
dt tT X0 exp (−2(s+ 1)t) ,
where
T D0 =
ε
3
,
T N0 =ε
{
1
3
− 4
3t
(s+ 1)
}
.
Direct integration and summation over s using
∞∑
s=0
1
(s+ 1)k
=ζ(k),
∞∑
s=0
(−1)s+1
(s+ 1)k
=− (1− 21−k) ζ(k),
(14)
8give
E0,DDCas,m=0 = E
0,NN
Cas,m=0 =−
~cpi3R
1440d2
,
E0,DNCas,m=0 = E
0,ND
Cas,m=0 =
7~cpi3R
11520d2
,
(15)
and
E1,DDCas,m=0 =E
0,DD
Cas,m=0
(
1
3
)
d
R
,
E1,DNCas,m=0 =E
0,DN
Cas,m=0
(
1
3
)
d
R
,
E1,NDCas,m=0 =E
0,ND
Cas,m=0
(
1
3
− 160
7pi2
)
d
R
,
E1,NNCas,m=0 =E
0,NN
Cas,m=0
(
1
3
− 40
pi2
)
d
R
.
(16)
which agree with the results (1) obtained in [23, 26].
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FIG. 1: The dependence of E0,XY
Cas
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on µ.
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FIG. 2: The dependence of ϑXY = E1,XY
Cas
/(εE0,XY
Cas
) on µ.
In Fig. 1, we plot the leading term normalized by the massless leading term as a function of µ. One observe that
when the mass increases, the magnitude of the Casimir interaction energy decreases.
Define
ϑXY =
E1,XYCas
εE0,XYCas
,
9the ratio of the next-to-leading order term to the leading order term dividing by d/R, so that
EXYCas ∼ E0,XYCas
(
1 + ϑXY
d
R
+ . . .
)
.
This is a good measure of the deviation from the proximity force approximation. In Fig. 2, we plot the dependence of
ϑXY on µ. We observe that ϑDD and ϑDN are positive, while ϑND and ϑNN are negative. Moreover, their magnitudes
are decreasing functions of µ. This implies that the correction to proximity force approximation becomes smaller
when the mass is large.
IV. PROXIMITY FORCE APPROXIMATION
The Casimir interaction energy density of massive scalar field between two parallel plates separated by a distance
d is given by
E‖Cas(d) =
~c
4pi2
∫ ∞
0
du u2 ln
{
1− (−1)αX+αY exp
(
−2d
√
u2 + m˜2
)}
,
where X, Y = D or N are the boundary conditions on the plates, αD = 0, αN = 1, and
m˜ =
mc
~
.
Using the fact that
∫ R
0
dr rf(R + d−
√
R2 − r2) =
∫ R
0
dzzf(R+ d− z)
∼d
∫ ∞
1
dv(R + d− dv)f(dv)
∼dR
∫ ∞
0
dvf(d(v + 1)),
where z =
√
R2 − r2 = R+ d− dv, we find that the proximity force approximation to the Casimir interaction energy
between a sphere and a plate is
EPFACas =2pi
∫ R
0
dr rE‖Cas
(
R+ d−
√
R2 − r2
)
=2pidR
∫ ∞
0
dvE‖Cas (d(v + 1))
=2pidR
∫ ∞
0
dv
~c
4pi2
∫ ∞
0
du u2 ln
{
1− (−1)αX+αY exp
(
−2d(v + 1)
√
u2 + m˜2
)}
=− ~cR
4pi
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
0
du
u2√
u2 + m˜2
exp
(
−2d(s+ 1)
√
u2 + m˜2
)
=− ~cR
4pid2
∞∑
s=0
(−1)(s+1)(αX+αY)
(s+ 1)2
∫ ∞
µ
dt
√
t2 − µ2 exp (−2(s+ 1)t) .
Here we have made the change of variables t = d
√
u2 + m˜2. Compare to (12), we find that the leading order term of
the Casimir interaction energy indeed coincides with that derived using proximity force approximation.
V. SMALL MASS ASYMPTOTIC EXPANSION
The formulas (12) and (13) give respectively the leading order term and the next-to-leading order terms of the
Casimir interaction energy between a sphere and a plate. These formulas involve integration and summation and the
dependence on mass is not obvious. To get a better picture on the dependence of the Casimir interaction energy on
10
mass, we derive here the asymptotic expansions of these formulas when the mass m is small, or more precisely, when
the dimensionless variable µ = mcd/~ is small.
Making the change of variables
u =
√
t2 − µ2,
and using the formula
e−v =
1
2pii
∫ c+i∞
c−i∞
dz Γ(z)v−z,
we find that
∞∑
s=0
1
(s+ 1)2−β
∫ ∞
µ
dt
√
t2 − µ2
tα
exp (−2(s+ 1)t)
=
∞∑
s=0
1
(s+ 1)2−β
∫ ∞
0
du
u2
(u2 + µ2)
α+1
2
exp
(
−2(s+ 1)
√
u2 + µ2
)
=
1
2pii
∫ c+i∞
c−i∞
dzΓ(z)2−z
∞∑
s=0
1
(s+ 1)z+2−β
∫ ∞
0
du
u2
(u2 + µ2)
z+α+1
2
=
1
2
1
2pii
∫ c+i∞
c−i∞
dzΓ(z)2−zµ2−z−αζR(z + 2− β)
Γ
(
3
2
)
Γ
(
z+α−2
2
)
Γ
(
z+α+1
2
) .
Using the formula
Γ(z) =
2z−1√
pi
Γ
(z
2
)
Γ
(
z + 1
2
)
,
we then find that
∞∑
s=0
1
(s+ 1)2−β
∫ ∞
µ
dt
√
t2 − µ2
tα
exp (−2(s+ 1)t)
=
1
8
1
2pii
∫ c+i∞
c−i∞
dzΓ
(z
2
)
Γ
(
z + 1
2
)
µ2−z−αζR(z + 2− β)
Γ
(
z+α−2
2
)
Γ
(
z+α+1
2
) .
Similarly, we have
∞∑
s=0
(−1)s+1
(s+ 1)2−β
∫ ∞
µ
dt
√
t2 − µ2
tα
exp (−2(s+ 1)t)
=− 1
8
1
2pii
∫ c+i∞
c−i∞
dzΓ
(z
2
)
Γ
(
z + 1
2
)
µ2−z−α
(
1− 2β−z−1) ζR(z + 2− β)Γ
(
z+α−2
2
)
Γ
(
z+α+1
2
) .
From these, we can compute the small µ asymptotic expansions by taking residues at the poles of the integrands. In
11
particular, we find that
∞∑
s=0
1
(s+ 1)2
∫ ∞
µ
dt
√
t2 − µ2 exp (−2(s+ 1)t)
∼1
4
ζR(4)− µ
2
4
ζR(2)
(
1 + 2ψ(1) + 2
ζ′R(2)
ζR(2)
− 2 logµ
)
− pi
3
µ3
+
µ4
16
(
5
2
+ 2ψ(1) + 2 log 2pi − 2 logµ
)
+
1
4
∞∑
k=2
(−1)k
(k + 1)!k
pi
3
2
−2kΓ
(
2k − 1
2
)
ζR(2k − 1)µ2k+2,
∞∑
s=0
(−1)s+1
(s+ 1)2
∫ ∞
µ
dt
√
t2 − µ2 exp (−2(s+ 1)t)
∼ − 7
32
ζR(4) +
µ2
8
ζR(2)
(
1 + 2ψ(1) + 2
ζ′R(2)
ζR(2)
+ 2 log 2− 2 logµ
)
+
µ4
16
(
5
2
+ 2ψ(1) + 2 log 2pi − 4 log 2− 2 logµ
)
+
1
4
∞∑
k=2
(−1)k
(k + 1)!
pi
3
2
−2k
(
22k−1 − 1)Γ(2k − 1
2
)
ζR(2k − 1)µ2k+2,
(17)
∞∑
s=0
∫ ∞
µ
dt
√
t2 − µ2
t2
e−2(s+1)t
∼pi
8
µ−1 − 1
4
(−2 + 2ψ(1) + 2 log 2pi − 2 logµ)− µ
2pi
ζR(2)
− 1
2
∞∑
k=1
(−1)k
k!
1
2k − 1pi
−2k− 1
2Γ
(
2k + 1
2
)
ζR(2k + 1)µ
2k,
∞∑
s=0
(−1)s+1
∫ ∞
µ
dt
√
t2 − µ2
t2
e−2(s+1)t
∼− 1
4
(−2 + 2ψ(1) + 2 log 2pi − 4 log 2− 2 logµ)− 3µ
2pi
ζR(2)
− 1
2
∞∑
k=1
(−1)k
k!
22k+1 − 1
2k − 1 pi
−2k− 1
2Γ
(
2k + 1
2
)
ζR(2k + 1)µ
2k,
(18)
∞∑
s=0
1
s+ 1
∫ ∞
µ
dt
√
t2 − µ2
t
e−2(s+1)t
∼1
2
ζR(2)− piµ
4
(2− 4 log 2− 2 logµ)− µ
2
4
(3 + 2ψ(1) + 2 log 2pi − 2 logµ)
+
1
2
∞∑
k=1
(−1)k
k!
1
(k + 1)(2k + 1)
pi−2k−
1
2Γ
(
2k + 1
2
)
ζR(2k + 1)µ
2k+2,
∞∑
s=0
(−1)s+1
s+ 1
∫ ∞
µ
dt
√
t2 − µ2
t
e−2(s+1)t
∼− 1
4
ζR(2) +
piµ
2
log 2− µ
2
4
(3 + 2ψ(1) + 2 log 2pi − 4 log 2− 2 logµ)
+
1
2
∞∑
k=1
(−1)k
k!
22k+1 − 1
(k + 1)(2k + 1)
pi−2k−
1
2Γ
(
2k + 1
2
)
ζR(2k + 1)µ
2k+2,
(19)
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∞∑
s=0
1
s+ 1
∫ ∞
µ
dt
√
t2 − µ2
t3
e−2(s+1)t
∼− pi
8µ
(1 + 4 log 2 + 2 logµ) +
1
2
(2ψ(1) + 2 log 2pi − 2 logµ) + µ
2pi
ζR(2)
+
∞∑
k=1
(−1)k
k!
1
(2k − 1)(2k + 1)pi
−2k− 1
2Γ
(
2k + 1
2
)
ζR(2k + 1)µ
2k,
∞∑
s=0
(−1)s+1
s+ 1
∫ ∞
µ
dt
√
t2 − µ2
t3
e−2(s+1)t
∼− pi
4µ
log 2 +
1
2
(2ψ(1) + 2 log 2pi − 4 log 2− 2 logµ) + 3µ
2pi
ζR(2)
+
∞∑
k=1
(−1)k
k!
22k+1 − 1
(2k − 1)(2k + 1)pi
−2k− 1
2Γ
(
2k + 1
2
)
ζR(2k + 1)µ
2k.
(20)
Therefore, we find that up to terms of order lower than µ4, the small mass asymptotic expansion of the leading and
next-to-leading order terms are given respectively by
E
0,DD/NN
Cas ∼E0,DD/NNCas,m=0
{
1− 15µ
2
pi2
(
1 + 2ψ(1) + 2
ζ′R(2)
ζR(2)
− 2 logµ
)
− 120
pi3
µ3 − 45
pi4
µ4 logµ+O(µ4)
}
,
E
0,DN/ND
Cas ∼E0,DN/NDCas,m=0
{
1− 60µ
2
7pi2
(
1 + 2ψ(1) + 2
ζ′R(2)
ζR(2)
+ 2 log 2− 2 logµ
)
+
360
7pi4
µ4 logµ+O(µ4)
}
;
(21)
E1,DDCas ∼E0,DDCas,m=0
{
1
3
− 15
pi3
µ+ µ2
(
− 5
pi2
− 60
pi4
+
[
− 10
pi2
+
60
pi4
]
ψ(1)− 10
pi2
ζ′R(2)
ζR(2)
+
60
pi4
log 2pi +
[
10
pi2
− 60
pi4
]
logµ
)
− 30
pi3
µ3 − 15
pi4
µ4 logµ+O(µ4)
}
d
R
,
E1,DNCas ∼E0,DNCas,m=0
{
1
3
+ µ2
(
− 20
7pi2
+
480
7pi4
+
[
− 40
7pi2
− 480
7pi4
]
ψ(1)− 40
7pi2
ζ′R(2)
ζR(2)
+
[
− 40
7pi2
+
960
7pi4
]
log 2
− 480
7pi4
log 2pi +
[
40
7pi2
+
480
7pi4
]
logµ
)
− 240
7pi3
µ3 +
120
7pi4
µ4 logµ
}
d
R
,
E1,NDCas ∼E0,NDCas,m=0
{
1
3
− 160
7pi2
+
1440
7pi3
µ log 2 + µ2
(
− 20
7pi2
− 2400
7pi4
+
[
− 40
7pi2
− 480
7pi4
]
ψ(1)− 40
7pi2
ζ′R(2)
ζR(2)
+
[
− 40
7pi2
+
960
7pi4
]
log 2− 480
7pi4
log 2pi +
[
40
7pi2
+
480
7pi4
]
logµ
)
+
240
7pi3
µ3 +
120
7pi4
µ4 logµ+O(µ4)
}
d
R
,
ENNCas ∼E0,NNCas,m=0
{(
1
3
− 40
pi2
)
+
15
pi3
µ (17− 24 log 2− 12 logµ) + µ2
(
− 5
pi2
+
300
pi4
+
[
− 10
pi2
+
60
pi4
]
ψ(1)
− 10
pi2
ζ′R(2)
ζR(2)
+
60
pi4
log 2pi +
[
10
pi2
− 60
pi4
]
logµ
)
− 50
pi3
µ3 − 15
pi4
µ4 logµ+O(µ4)
}
d
R
.
(22)
From these expressions, it is obvious that when µ = 0, we recover the results (15) and (16) for the massless case.
A somewhat surprising fact is that the dependence on µ is quite complicated. Naively, one would expect that the
asymptotic expansions is in terms of even powers of µ only. However, as one can see from above, we also have terms
in odd powers of µ as well as powers of µ times logµ terms.
In Figs. 3, 4 and 5, we compare the exact values of E0,XYCas /E
0,XY
Cas,m=0 and ϑ
XY to approximations given by the small
mass expansions up to the terms of order µ4 logµ ((21) and (22)). We find that the small mass expansions (21) and
(22) give quite good approximations for µ ≤ 0.3. For better approximations, one should include higher order terms
of µ.
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FIG. 3: Comparison of exact E0,XY
Cas
/E0,XY
Cas,m=0
with the small mass approximation (21).
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FIG. 4: Comparison of exact ϑXY with the small mass approximation (22).
VI. CONCLUSION
We consider the Casimir interaction between a sphere and a plate due to vacuum fluctuations of massive scalar
fields. Scrutinizing the derivation of the TGTG formula for the Casimir interaction energy in the massless case, it
is straightforward to see that the Casimir interaction energy for the massive case can be directly obtained from the
massless case by replacing ω/c by
√
(ω/c)2 − (mc/~)2, where ω is the frequency, and m is the mass. Although such
simple relation exists for the TGTG formulas of the Casimir interaction energies, the dependence of the Casimir
interaction energies on the mass of the scalar field is very complicated.
Since the Casimir interaction becomes significant when the separation between the sphere and the plate is very
small, we derive the small separation asymptotic expansions of the Casimir interaction energies up to the next-to-
leading order terms. The final results have nontrivial dependence on mass. Unlike the massless case, where the leading
order terms and next-to-leading order terms can be expressed as simple rational functions of the distance, the leading
order terms and next-to-leading order terms in the massive case can only be expressed as infinite sums over some
integrals. Thus, to understand the dependence of these terms on the mass of the field, we can perform some numerical
computations or compute the asymptotic expansions of these terms when the mass is small. Naively, one would think
that the small mass expansions only contain even powers of mass. However, after some tedious computations, we find
that the small mass asymptotic expansions are actually quite complicated, as they contain odd powers of mass as well
as powers of mass times logarithm of mass. These show that the dependence of the Casimir interaction on the mass
of the scalar field is far more complicated and interesting.
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FIG. 5: Comparison of exact ϑXY with the small mass approximation (22).
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